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Abstract
The non-perturbative dynamics of quantum field theories is studied using theoretical tools inspired by
string formalism. Two main lines are developed: the analysis of stringy instantons in a class of four-
dimensional N = 2 gauge theories and the holographic study of the minimal model for a strongly
coupled unbalanced superconductor.
The field theory instanton calculus admits a natural and efficient description in terms of D-brane
models. In addition, the string viewpoint offers the possibility of generalizing the ordinary instanton
configurations. Even though such generalized, or stringy, instantons would be absent in a purely field-
theoretical, low-energy treatment, we demonstrate that they do alter the IR effective description of the
brane dynamics by introducing contributions related to the string scale α′. In the first part of this thesis
we compute explicitly the stringy instanton corrections to the effective prepotential in a class of quiver
gauge theories.
In the second part of the thesis, we present a detailed analysis of the minimal holographic setup
yielding an effective description of a superconductor with two Abelian currents. The model contains a
scalar field whose condensation produces a spontaneous symmetry breaking which describes the transi-
tion to a superfluid phase. This system has important applications in both QCD and condensed matter
physics; moreover, it allows us to study mixed electric-spin transport properties (i.e. spintronics) at
strong coupling.
1
1
Preamble
The subject of the present thesis consists in the study of the non-perturbative dynamics of quantum field
theory using string-inspired theoretical tools.
The non-perturbative dynamics of quantum field theory is relevant for an extremely wide scenario of
physical contexts. Indeed, it plays a crucial role in various sectors of physics ranging from the dynamics
of fundamental constituents and interactions to the condensed matter panorama. The string approach
offers a versatile and powerful framework in which many distinct non-perturbative aspects of quantum
field theory can be accommodated and studied. As the range of application is wide, also the ensemble
of possible techniques is very wealthy; our treatment concentrates especially on two different lines,
namely the D-brane instanton calculus and theAdS/CFT correspondence. They both originate from
a common string environment.
In the string formalism, the dynamics is described in terms of the evolution and the interactions of
some fundamental objects: the membranes. In contrast to particles and as the name intuitively suggests,
membranes can have extended directions. If we agree on defining a generic n-brane as an object that is
extended in n space-time directions, we can think of strings as 1-branes. In addition to the strings, the set
of basic objects in the string formalism comprehends also the Dp-branes that are particular p-dimensional
membranes to which the open string endpoints can be attached. Focusing the attention on the concept
of membrane rather than just on strings, sets a democratic viewpoint encompassing all the fundamental
constituents of the formalism, which, not so democratically, we will still indicate as “string formalism”.
The Dp-branes, or D-branes for short, are the pivotal ingredient that allows us to explore the non-
perturbative aspects of quantum field theory of interest here. An essential feature of D-branes is their
relation and interactions with strings. Historically they have been introduced as surfaces on which the
open string endpoints can lie; they actually define Dirichlet (from which the “D” of D-brane) boundary
conditions for the strings1. It is possible to argue that the open strings attached to a brane offer a de-
scription of the dynamics of the brane itself, hence D-branes and open strings are closely related. Open
strings are objects with tension; an open string connected to a D-brane can be naively thought of as a
1More precisely, we have Dirichlet boundary conditions (i.e. constrained) for the directions that are transverse to the D-brane
and Neumann (i.e. free) boundary condition along the D-brane itself.
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quantum “tension fluctuation” or excitation of the D-brane itself.
In the low-energy spectrum of closed strings there is a massless mode which can be identified with
the graviton, i.e. the spin 2 quantum mediating gravitational interactions. Since the D-branes are objects
possessing a rest intrinsic energy, they interact gravitationally and it is therefore straightforward to expect
that the D-branes can source and absorb closed strings.
The relation with both open and closed strings puts the D-branes in a central position for the devel-
opments we are going to analyze throughout the thesis. Depicting a naive image which will be clarified
and made precise in the following treatment, the open strings attached to a D-brane are described at
low-energy by means of a gauge theory whose base manifold coincides with the p + 1-dimensional
hyper-volume spanned by the D-brane in its time-evolution2. Instead, the closed strings propagating at
low-energy in the whole ambient space-time containing the D-branes are described at an effective level
by supergravity or even classical gravity models with extended solutions.
If we concentrate on the physics of closed strings in the proximity of a D-brane, we can wonder if the
closed-string/gravitational behavior could account as well for the whole dynamics of the brane itself. At
a sketchy and low-energy level, we could hope that looking at the local space-time deformations induced
by the presence of a D-brane we could recover full information on the D-brane dynamics. Since, as
we have just mentioned, the brane dynamics is already encoded in the physics of the open string modes
attached to it, we are here speculating about an open/closed string connection relying crucially on the
D-brane physics. Such idea lies at the heart of the AdS/CFT correspondence and holographic models in
general.
We can also consider a different aspect of D-brane dynamics which leads us to the stringy instan-
ton calculus. Since, in appropriate low-energy regimes, the open strings “living on a brane” are well-
described by a quantum supersymmetric gauge field theory, it is natural to ask whether such effective field
theory emerges with all its perturbative and non-perturbative content. The proper answer is that from the
analysis of D-brane models we do not only recover all the standard perturbative and non-perturbative
features of the low-energy quantum field theory but, in addition, the string framework makes it possible
to study some significant generalized configurations. Such generalizations are outside of the reach of
an IR (i.e. low-energy) purely field theoretical approach and we henceforth refer to them as stringy or
exotic. In particular, our focus is on the stringy instantonic configurations and the modifications that they
induce in the couplings of the low-energy effective field theory. As we will see, although the origin of
the exotic effects is intrinsically related to the stringy nature of the model, they do produce important
modifications to the low-energy quantum field theory.
1.1 Historical and “philosophical” note
Historically, the string formalism has been firstly introduced to describe strong interactions, specifically
as a model for meson scattering3. The string description of meson scattering is particularly suitable to
2Henceforth referred to as the p+ 1 dimensional world-volume of the Dp-brane.
3Two synthetic historical accounts about the early steps of string models can be found in the introductory chapters of [1]
and [2].
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account for the t-s duality of meson scattering where the two Mandelstam channels presenting the same
amplitude value are naturally encoded in a single open string amplitude. Moreover, also the proliferation
of mesons is describable in terms of spinning string states possessing a precise interconnection between
the rest energy s and the spin J ,
J(s) = α0 + α
′s , (1.1)
where α0 represents a constant shift while α′ is the celebrated Regge slope. From relation (1.1) we can
observe that α′ is inversely related to the string tension; indeed, keeping fixed the energy s we have
greater angular momentum J if α′ is increased. We can then expect that, increasing α′, we increase the
length of the spinning string and then, at fixed energy, this is equivalent to reducing its tension4.
In the context of the strong interaction, the later introduction of a renormalizable quantum field
theory, namely the QCD, overcame the string description, at least in the high-energy perturbative regime.
Before long, the recognition in the closed string spectrum of a spin 2 graviton-like particle interacting
democratically5 with all the objects possessing mass gave a tremendous new momentum to the theoretical
research in this field. Indeed, this discovery opened the doors to a completely new description of gravity
hopefully admitting a consistent quantum treatment.
Another greatly interesting feature of the string formalism is the possibility of comprehending var-
ious, and maybe all, kinds of fundamental interactions in one single theory. This aspect of unification
of all fundamental interactions produced widespread interest and even radical enthusiasm leading some
people to call string theory the “theory of everything”. Without spending much time to discuss this point,
it is generally possible to assume a different and more moderate perspective. As the frequent use of the
name “string formalism” instead of “string theory” suggests, we want to adopt an instrumental attitude
towards the stringy mathematical tools and techniques; these are extremely fertile and insightful in de-
scribing many important physical systems. In the part of the present thesis regarding the holographic
approaches to study strongly coupled systems, in some cases we will even adopt a phenomenological
effective approach, meaning that the string inspired models we study describe macroscopic physical
properties without the pretension of accounting precisely for the microscopic features of the system un-
der analysis. Already at the bottom-up level we will observe how insightful a string inspired model can
be in shedding light on the strongly coupled dynamics of quantum field theories. The moderate attitude
does not deny the conceptual and philosophical fascination of aiming to a unified theory of everything,
it simply focuses on the operative purpose of studying and exploiting the string formalism as deeply
as possible before, or even independently, of how the dispute on whether we deal with the theory of
everything or not will be settled.
4The tension corresponds to the energy density on the world-sheet spanned by the string: as such it is related to the “linear
energy density” along the string. Here “increase the length of the string” means “let the length increase”; since we keep the
energy fixed the increase in length does not correspond to a mechanical stretch of the string (i.e. there is no “work” done on the
string).
5See Appendix A for a brief argument.
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1.2 Purpose and Original Content
This thesis is aimed at producing a text which could result as clear as possible also to a partial or even a
“localized” reading. The body of the text is indeed divided in many paragraphs containing various foot-
notes and references both to the numerous appendices and to papers in the literature; this fragmentation
is deliberate considering that an exiting Ph.D. student feels the moral duty to be as useful as possible to
the doctorate students following him.
The treated subjects require quite massive introductions. At the outset we underline that the original
content of the thesis is contained mainly in the chapters:
• Stringy Instantons (Chapter 5)
• Holographic superconductors with two fermion species and spintronics (Chapter 8)
1.3 Disclaimer
The thesis was publicly defended on March the 16th 2012. All the content and in particular the biblio-
graphic references are referred to that date. In the meantime, there have been further developments in
the field which do not appear here.
2
Introduction
2.1 Strings, Branes and Gauge Theories
When regarding the string formalism as a candidate description of the fundamental interactions, various
important questions arise. One among the most significant points consists in how the physics that we
have already experimentally tested could admit a stringy description, or rather, how can it be embedded
in a string model. Specifically, we are interested in the way in which General Relativity and the quantum
field theory describing the electro-weak and strong interactions (i.e. the Standard Model) can appear in
the string context.
Let us remind ourselves that the characteristic energy scale of strings is Planck’s scale (∼ 1019 GeV)
which is much higher than all the scales directly probed in human particle physics experiments so far1.
This can be naively thought of as a consequence of the fact that the string degrees of freedom appear as a
quantum description (among other things) of gravity. The string scale has therefore a close relationship
with the scale at which gravity becomes sensitive to quantum corrections, i.e. Planck’s scale. The
physical theories in which we are confident, i.e. the theories that passed many experimental tests, must
therefore emerge in the low-energy (with respect to Planck’s scale) regime of string theory. The string
formalism aims to furnish the unifying UV completion of General Relativity and the Standard Model,
hence the low-energy limit of string theory is required to reproduce them, both at the perturbative and
the non-perturbative levels.
Studying the low-energy limit of a string model is equivalent to analyzing it at an energy level
which is small with respect to the characteristic energy needed to excite the strings. The string excitation
energy is measured by the tension, therefore the low-energy limit can be taken considering the infinite
tension limit. Indeed, the string tension T appears as an overall factor which scales the string action; in
1This is strictly true when the string model under consideration does not include compactified directions. The compactifi-
cation scale can “lower” the string scale (i.e. the scale at which stringy effects have to be taken into account) many orders of
magnitude below Plank’s scale; as it is natural to expect thinking of Kaluza-Klein modes, the larger the compact directions, the
lower the string scale. For details see for instance [3].
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a would-be string-field-theory2 in which the exponential of minus the action e−S weights the probability
amplitude of a possible evolution (i.e. the amplitude associated to a path in a path integral formulation),
the string excitation “cost” scales as the action and then according to the tension T .
As already mentioned, the string tension T is expressed in terms of the dimensionful constant α′; in
natural units ~ = c = 1, we have:
T =
1
2piα′
. (2.1)
Moreover, it is straightforward to define a characteristic string length l. Actually, the world-sheet Σ is the
two-dimensional surface spanned by the string in its evolution and then the tension T has the dimensions
of an inverse area, that is an inverse squared length. In natural units, we define:
l =
1√
piT
=
√
2α′ . (2.2)
Notice that l is not to be thought of as the string length tout court. In fact, a world-sheet amplitude can be
regarded as describing different classical string propagations. Consider for instance a rectangular plane
world-sheet much longer than wide. It can either represent the propagation of a long string on a short
path or the propagation of a short string on a long path. Since, as we will see shortly, the action measures
the world-sheet proper area, in this simple rectangular case, the characteristic length we defined is related
to the geometric mean of the two sides of the rectangular world-sheet.
The low-energy regime of a string model as the infinite string-tension limit implies, through (2.2),
that the original extended strings whose tension diverges become effectively point-like, l→ 0. It is pretty
reasonable that the physics of relativistic point-like objects can be described with quantum field theory;
this is indeed the case and the naive expectation can be precisely tested.
In the perturbative analysis of string dynamics one considers the scattering amplitudes of the low-
est lying string vibrational modes, namely the massless ones. Actually, the massive modes correspond
to excited and so more energetic vibrational modes of the strings which are then strongly suppressed
in the low-energy limit. Within the string formalism, the low-energy limit is achieved performing the
computations at finite α′ and then considering the results in the infinite tension limit α′ → 0. The results
obtained in this fashion are to be compared to the scattering amplitudes computed for the corresponding3
massless particles in quantum field theory. The string computations yield, in general, the field theoret-
ical results with additional corrections; these corrections are weighted by positive powers of the string
constant α′. Such corrections vanish in the α′ → 0 limit. At the perturbative level, the field theory for
the set of massless particles corresponding to the massless string modes, can be regarded as an effective
low-energy description of the corresponding string model.
Let us show an explicit example, namely the scattering amplitude of three non-Abelian massless
2With string-field-theory is usually meant the second-quantized formulation of a string model. Note that the existence of
such a formulation is still an open question in all the string models studied so far, including the bosonic string.
3The correspondence is set by the identification of particles and string vibrational modes presenting the same quantum
numbers.
8 CHAPTER 2. INTRODUCTION
vectors4. As shown in detailed in e.g. [4], the string computation of this amplitude returns:
A(k1, 1;k2, 2;k3, 3) ∝ δ(
∑
i
ki) [(1 · k23)(2 · 3) + (2 · k31)(3 · 1)
+(3 · k12)(1 · 2) + α
′
2
(1 · k23)(2 · k31)(3 · k12)
] (2.3)
where ki and i are respectively the momenta and polarization vectors of the three vector modes labeled
by the index i = 1, 2, 3. For the sake of compactness, we have dropped the color structure and the
corresponding factor from the amplitude (2.3); we also defined kij = ki − kj . Equation (2.3) coincides
with the Yang-Mills theory result for three gauge bosons up to first order in the momenta. It is evident
that in the infinite-tension limit α′ → 0 the additional stringy contribution vanishes and we recover
precisely the field theoretical result.
The complete perturbative test of the consistency of the low-energy field theory description for a
string model is a wide topic. Furthermore, one can start considering many different string models and
ask whether some features of field theories such as masses or potentials can arise in the low-energy
regime of appropriate string configurations. Leaving this important aspect somewhat aside, our interest
would be instead directed towards the non-perturbative side of the story.
Gauge theories and their supersymmetric versions have a rich vacuum structure. We can study per-
turbatively these theories around different classical field configurations that, at least locally, minimize
the action. The perturbative agreement between string formalism and its low-energy field theory de-
scription holds also around a non-trivial vacuum. Of course, this can be tested explicitly and, even more
importantly, we have to understand how the non-trivial background itself could arise from a string model.
This relevant question has been first addressed as soon as the D-branes were discovered. Actually,
D-branes can be seen as non-perturbative objects in string theory, meaning that they have a solitonic
nature in the string context. A nice feature of these extended objects is that, even though they have
a non-perturbative origin, their dynamics is describable in terms of perturbative modes as we will see
accurately in Section 2.2. One can expect this observing, for instance, that it is perfectly legitimate to
consider small oscillations, i.e. fluctuations, of a field around a non-trivial vacuum in which the field
itself assumes a big VEV. The perturbative picture of low-energy D-brane dynamics is realized by open
strings whose endpoints live on the D-branes and by closed string modes emitted and absorbed by the
D-branes themselves.
One could ask why the membranes such D-branes do not shrink to point-like objects themselves in
the α′ → 0 limit. The answer is related to topology because D-branes are solitonic objects representing
topologically non-trivial ground states of the string theory. The low-energy limit of a topologically-non
trivial sector is the topologically non-trivial vacuum; this vacuum configuration can contain extended
objects or extended field configurations. In the low-energy picture, the strings describe the small fluc-
tuations around the topologically non-trivial vacuum represented by the D-branes at rest. Hence we can
guess that their “solitonic character” would not be spoiled by the α′ → 0 limit, and “naively” the ex-
pectation is true. In other terms, the D-branes are topologically protected. To be slightly more precise,
we must say that D-brane models, containing the appropriate kinds and number of D-branes, give indeed
4I.e. massless vectors corresponding to gauge bosons of a non-Abelian gauge theory.
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Figure 2.1: Closed string free propagation: the conformal invariance of the action allows us to map it to
a punctured sphere.
Figure 2.2: Open string free propagation: the conformal invariance of the action allows us to map it to a
disk.
rise to setups whose low-energy dynamics could be encoded in a supersymmetric gauge theory with all
its perturbative and non-perturbative features.
2.2 Perturbative description of the D-branes
In the present section we indulge on how supergravity and gauge theories emerge in the low-energy
description of the closed and open string sector respectively in the presence of D-branes. As a necessary
introductory step, we must concentrate first on the quantum description of string dynamics. Later we
will focus on the low-energy limit.
2.2.1 Quantum treatment of strings
From a classical point of view, a propagating string sweeps the two-dimensional world-sheet embedded
into space-time. In order to associate an action to a particular string evolution, we generalize what is
standard in particle dynamics. Actually, considering a relativistic particle, we associate to its propagation
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an action that measures the proper length of the world-line representing the particle evolution in space-
time. The proper length is invariant with respect to reparametrizations of the world-line, in accordance
with the relativistic coordinate invariance requirement. Another important characteristic of the proper
length is its additivity: namely, the action of the composition of two word-lines sharing an endpoint is
given by the sum of the values of the action associated to the component paths.
Inspired by the classical relativistic particle, we are straightforwardly led to think that the classical
evolution of the string is encoded in the world-sheet with minimal proper area, being this expressed by
the following action
SNG = T
∫
Σ
d2σ
√
gαβ = T
∫
Σ
d2σ
∣∣∣∣GMN ∂XM∂σα ∂XN∂σβ
∣∣∣∣1/2 . (2.4)
This functional is usually referred to as the Nambu-Goto action. As usual, we indicated the tension
with T , the world-sheet with Σ, the two world-sheet coordinates with σα where α = 1, 2, the space-
time coordinates withXM , the space-time metric withGMN and the corresponding induced world-sheet
metric with gαβ . Notice that the variational study of (2.4) has to be performed choosing suitable boundary
conditions.
The relativistic string is endowed with a new crucial feature with respect to the relativistic parti-
cle: the presence of “internal” freedom. Actually, a particle is just a point-like object without internal
characteristics whereas a string can oscillate. Since the string length is usually of the order of Plank’s
length,
lP =
√
~G
c3
∼ 1.61 · 10−35m , (2.5)
its oscillations are clearly a quantum effect. The study of the internal modes of the string brings us to the
question of the string quantization.
The detail of string quantization is far beyond the purpose of this introductory part; for a thorough
treatment of the topic we refer to the literature (see for instance [1, 4]). The Nambu-Goto action (2.4) is
not suitable for a quantum treatment because the presence of the square root in the integrand makes the
quantization process cumbersome. Indeed, for the sake of treating the string at the quantum level one
actually considers the action
S =
T
2
∫
Σ
d2σ
√−γ γαβ ∂αXM∂βXNGMN , (2.6)
that is classically equivalent to the Nambu-Goto action where γ is the metric on the world-sheet; notice
that γ is here regarded as a dynamical field. The action (2.6) is usually referred to as the Brink-Di
Vecchia-Howe-Deser-Zumino-Polyakov action and putting γ on-shell we recover (2.4) (see for instance
[4]). Choosing appropriate boundary conditions, one studies the equations of motion descending from
the variational analysis of the action. The oscillatory modes of such string solutions describe the profile
in space-time of the string itself. More precisely, any point of the string is mapped into space-time by
the so-called embedding functions XM (σ1, σ2). Notice that we are actually embedding the world-sheet
spanned by the two σ’s into space-time . These embedding functions can be regarded as a collection of
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scalar fields living on the world-sheet whose Fourier modes are promoted to operators in a world-sheet-
Fock space. The space-time quantum dynamics of the string is encoded in the quantum field theory
defined on the world-sheet. This crucial point is both natural and surprising. Its naturalness descends
from the fact that we are actually generalizing straightforwardly the approach which is standard for
relativistic particles; its novelty originates from the fact that scattering amplitudes for string processes in
space-time are obtained computing matrix elements of the quantum field theory living on the world-sheet.
2.2.2 Supersymmetry and superstrings
So far we have considered only bosonic string modes. A crucial ingredient in developing string theory
and defining the D-branes is represented by supersymmetry. It relates bosonic and fermionic degrees of
freedom and it can be thought of as an extension of the standard Poincare´ invariance5. In a supersymmet-
ric theory any bosonic mode has a corresponding fermionic partner. To promote the bosonic string model
(2.6) to a superstring (i.e. supersymmetric string) model one possibility is to introduce supersymmetry
in the world-sheet theory. At the level of the action we add to (2.6) the fermion term
Sferm = −iT
2
∫
Σ
d2σ GMN ψ
M
Γα∂αψ
N , (2.7)
where the ψM are a collection of d Majorana spinors where d is the ambient space-time dimensionality.
The matrices Γα satisfy the bi-dimensional world-sheet Clifford algebra.
Once that the world-sheet model is supersymmetric, in order to obtain a supersymmetric string
theory also from the ambient space-time viewpoint a careful analysis is required. At first, anomaly
cancellation implies that a superstring theory can only be consistent for d = 10. In addition, Gliozzi,
Sherk and Olive found a way of projecting the superstring spectrum to render it actually supersymmetric6.
Depending on the relative chirality choice between left and right fermion modes on the closed strings7,
we have two possible GSO projections leading to two consistent string theories usually referred to as
Type IIA and Type IIB.
2.2.3 String scattering amplitudes and vertex operators
The building blocks of the perturbative analysis are the string scattering amplitudes. These are classified
in accordance with the topology of the world-sheet Σ; indeed, the number of “handles” of a world-sheet
topology generalizes the number of loops of a Feynman diagram in particle theories.
The asymptotic string states participating in a scattering process, are encoded in localized operators
(the so-called vertex operators) defined on the world-sheet. Any external or asymptotic string state can
be associated to a puncture on the world-sheet; the latter is then a bi-dimensional punctured Riemann
5Supersymmetry can be expressed as a generalized Poincare´ invariance on an extended space-time comprehending also
fermionic (i.e. Grassmann) directions.
6The GSO projection can be regarded as a consequence of one-loop modular invariance requirement, see for instance [5].
7Strings can be open ore closed. Closed-string vibrations admit both “clockwise” and “counter-clockwise” running wave
solutions around the string.
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surface. The punctures (or vertices), where we insert the vertex operators, correspond to the external legs
of particle diagrams.
Since in a string diagram the punctures are associated to the emission/absorption of a state in the
string spectrum, it is quite natural to expect that, in accordance with the viewpoint of the second-
quantized field theory living on the world-sheet, they are represented by operators. Without entering
into further detail, this is indeed the case8. The vertex operators carry the quantum numbers of the string
state they create/annihilate. Let us underline that the second-quantized treatment of the world-sheet field
theory corresponds to a first-quantized picture of string in space-time. More precisely, in studying string
scattering at the first-quantized level, the fundamental object is the world-sheet, i.e. the string trajectory,
which is specified a priori. In this sense, we consider string fluctuations propagating on a given world-
sheet “background”. In a second-quantized picture for the strings, the world-sheet would be dynamically
determined and the fundamental object would be the string-Fock space.
A scattering amplitude represents a matrix element between asymptotic states which, by definition,
involve a string propagation for infinite time. To be neat, think about the 2-point (i.e. propagator)
amplitude for a closed string. It is obviously described by a cylindrical world-sheet extending from
negative to positive infinite time. Exploiting the invariances of the theory9 it is possible to map this
infinite cylinder to a sphere with two punctures. The topology of the cylinder and the topology of the
sphere with two punctures are the same. In a similar fashion, it is possible to map any “n-loop” and
“N -particle” scattering diagram on a sphere or on an n-torus with the appropriate number n of handles
and the appropriate number N of punctures.
Proceeding in analogy with the closed string case, the free open string 2-point function is associated
to a rectangular world-sheet extending from minus to plus infinite time; this presents the same topology
of a disk. The asymptotic open string states are again represented by vertex operators, in this case they
are localized on points belonging to the disk boundary.
Given a certain topology for the world-sheet Σ, we can compute the associated N -point string am-
plitude evaluating the vacuum expectation value of theN vertex operators Vφ1 , ..., VφN in the framework
of the conformal field theory10 living on the world-sheet,
AN =
∫
Σ
〈Vφ1 ...VφN 〉 . (2.8)
The integral AN could be in general quite complicated. As it will be useful in what follows, a vertex
operator associated to a generic mode φ can be split in its operator part and the polarization part (again
indicated with φ), namely
Vφ = φ Vφ . (2.9)
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Figure 2.3: String stretching between different kinds of branes mapped to a “mixed” disk with boundary
changing operators.
2.2.4 Disk and sphere diagrams in the presence of D-branes
The tree level propagation of closed and open strings is encoded by world-sheets having the sphere and
disk topology respectively. They in fact correspond to Feynman diagrams with no handles, i.e. no loops.
Computing explicitly the vacuum expectation value of a generic closed string vertex operator φ on
the sphere we obtain zero,
〈Vφ〉sphere = 0 , (2.10)
meaning that there is no tadpole amplitude associated to any closed-string mode φ. Analogously, for the
generic open string mode ψ, we can compute directly by means of conformal theory methods the vacuum
expectation value of a single vertex operator on a disk. Again we obtain zero,
〈Vψ〉disk = 0 . (2.11)
We interpret these zero results as the absence of tadpoles for both open and closed string modes. This
picture matches the idea of a trivial vacuum in which all the fields have vanishing VEV. To rephrase the
point, we obtained that in a model possessing just open and closed string, the lowest scattering topologies
describe the perturbative physics around the trivial vacuum.
8We recommend to look at [1] for a deeper analysis.
9Namely the reparametrization and Weyl freedom, see for instance [1].
10The tracelessness of the energy-momentum tensor together with the fact that the base manifold (i.e. the world-sheet) is
two-dimensional implies that the Poincare´ and Weyl invariance of the world-sheet field theory is promoted to full conformal
invariance, look for instance [4].
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The next step consists in introducing new actors on the stage. The new objects we consider are the
D-branes. Assuming the viewpoint of the strings, the presence of the D-branes implies the possibility of
having world-sheets with new characteristics. In addition to the sphere and the disk amplitudes already
considered without the D-branes, we can now have diagrams with different boundary conditions. For
the sake of simplicity let us start introducing a single D-brane. Due to the presence of the brane, it is
possible to consider the insertion of a boundary into the closed string sphere diagram (think about a soap
bubble on the surface of the sink); in other terms closed string diagrams with the topology of the disks.
Such a topology accounts for the possibility of having an emission/absorption of closed strings by the
D-brane. On the boundary just introduced the brane induces boundary identifications between right and
left-moving closed string modes, [6]. As a consequence, we can have non-null expectations even for a
diagram with a single close vertex insertion,
〈Vφ〉D-brane 6= 0 . (2.12)
The open string counterpart consists instead in the possibility of having different boundary condi-
tions at the two endpoints of the strings. In a configuration with two different D-branes (for instance
a Dp and a Dq with p 6= q) we can have strings stretching between them. The propagation of such a
string stretching between two different kinds of D-branes is computationally described introducing ap-
propriate operators on the boundary of the disk diagrams. These operators are called boundary changing
operators.
The expectation of a single vertex operator on a disk containing also boundary changing operators
can be non-vanishing,
〈Vψ〉Dp/Dq 6= 0 . (2.13)
For a pictorial explicit example corresponding to the D3/D(−1) case see Figure2.3.
The string scattering computations are performed in the framework of the world-sheet conformal
field theory; indeed scattering amplitudes are obtained studying expectation values on the world-sheet; to
have more details on the scattering computations in the presence of D-branes see [7, 8, 9] and references
therein. A self-contained account of the actual techniques and conformal computations is beyond the
purpose of the present treatment; we refer the reader to the review [10] for a throughout analysis.
2.2.5 Effective supersymmetric gauge theory on the D-brane world-volume
We already faced the question of defining an action on the world-sheet which is a two-dimensional
surface embedded into ten-dimensional space-time. In order to specify an action for a Dp-brane we
generalize the same approach to p + 1-dimensional hyper-surfaces. These represent the world-volume
of the branes and on them we have 10 bosonic fields each associated to a space-time coordinate; we can
always choose (at least locally) a convenient coordinatization (usually said “well adapted”) in which the
first p + 1 space-time coordinates parametrize the D-brane world-volume. The remaining space-time
coordinates span the so called transverse space.
Intuitively the fields associated to the transverse coordinates represent the oscillations of the brane
itself in the surrounding space-time, while the longitudinal field can be organized in a p+ 1-dimensional
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arrayAµ with µ = 0, ..., p. Notice that a p+1 brane breaks the entire ten-dimensional Poincare´ invariance
preserving a Poincare´ sub-invariance corresponding to its world-volume. The array Aµ behaves indeed
as a vector of the preserved Poincare´ invariance and, being a massless mode, it is straightforwardly
interpreted as a U(1) gauge field.
Having observed the presence of a U(1) gauge vector we can naturally accept that the bosonic part
of the D-brane action assumes the following form:
SDBI ∝
∫
Wp+1
dp+1ξ e−φ(X)
√
−det [gµν(X) + (2piα′)Fµν(X)] (2.14)
where i, j = 0, ..., p. This is the renown Dirac-Born-Infeld action11 (DBI). The metric gµν is induced
on the Dp-brane world-volume by the ambient GMN metric, while Fµν is the field-strength associated
to Aµ. The field φ, called dilaton, is a scalar mode emerging in the closed string spectrum and it will be
introduced in the Subsection 2.2.6.
Let us observe that in the absence of the field-strength, (2.14) returns simply the Nambu-Goto action
(2.4) generalized to the p-dimensional brane. The introduction of the DBI dependence on F is naturally
understandable in the framework of T-duality arguments (see for instance [11]). In the low-energy theory
we can expand the DBI action in powers of the field-strength and retain only the lowest order, namely the
one quadratic in F ; in this way we obtain the pure Maxwell Lagrangian. Similarly, the supersymmetric
extension of the DBI action, at quadratic order in the derivatives, returns the Super-Maxwell gauge field
theory Lagrangian. We remind the reader that the expansion of the DBI action contains kinetic and
interaction terms that can be computed from the study of string scattering.
Let us concentrate on more than a single brane at a time and, more specifically, let us consider a
stack of N coinciding (i.e. on top of each others) D3-branes all of the same kind12. In such a setup each
open string can start and end on any brane in the stack. To account for this possibility, we can associate
a label to each D-brane so that any open string state is characterized by a couple of labels expressing
the additional information concerning the branes to which it is attached. These are called Chan-Paton
indexes.
As observed in [6], it is possible to consider additional non-dynamical degrees of freedom to the end-
points of open strings. Indeed, such an addition respects the symmetry of the theory, namely the space-
time Poincare´ invariance of the D3 world-volume and the world-sheet conformal invariance. Given their
non-dynamical character, the Chan-Paton indexes can be regarded as mere labels which are preserved in
free string evolution.
The Chan-Paton labels running over the values 1, .., N have to be introduced in the space of asymp-
totic string states. Any state has therefore the following form:
|k; i, j〉 , (2.15)
11Historically the Dirac-Born-Infeld action was studied in the attempt of clarifying the problem of infinite Coulomb energy
of point-like particles like electrons. In the DBI theory there is an infinite tail of non-linear terms in F generalizing the usual
Maxwell electrodynamics. As a result, the point-like particles presents finite field-strength and finite total energy; the fields are
however not smooth.
12The branes in the stack have the same geometrical arrangement and symmetry properties with respect to background
operators as orbifolds or orientifolds (see Section 4.1).
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Figure 2.4: Four-string diagram: along the boundary between two vertices the Chan-Paton label is pre-
served.
where k represents the center of mass momentum of the string. Note that, before the introduction of the
Chan-Paton labels, the momentum furnished a complete set of quantum numbers for defining an open
string state.
We can use a different representation and consider a basis λaij for the space of N × N Chan-Paton
matrices in i, j indexes; a runs over 1, ..., N2. The relation with the old basis is:
|k; a〉 =
N∑
i,j=1
λai,j |k; i, j〉 . (2.16)
For the sake of clarity, let us consider an explicit example: the 4 strings scattering amplitude. The
corresponding diagram has four external “legs” that are associated to vertex operators. Since we have
introduced the Chan-Paton indexes to label the states, also the vertex operators have to carry the Chan-
Paton structure. They therefore contain as a factor a matrix expressible in the λa basis. The Chan-
Paton factors are non-dynamical and as a consequence they have to be conserved along the world-sheet
boundary comprehended between two vertex operators.
The Chan-Paton factor is going to describe the gauge structure of the low-energy effective model;
let us consider this point carefully. In general, our interest is concentrated on gauge-invariant quantities,
i.e. objects whose “gauge indexes” are saturated. Let us consider string amplitudes summed over all the
possible Chan-Paton configurations. We indicate with λA,B,C,Dij the Chan-Paton factors corresponding
to the four asymptotic states in Figure 2.4. The amplitude we want to compute results from summing all
the adjacent Chan-Paton indexes, leading to an overall factor
λAijλ
B
jkλ
C
klλ
D
li = tr
(
λAλBλCλD
)
. (2.17)
Notice the important fact that the factor (2.17) is manifestly invariant with respect to the following
2.2. PERTURBATIVE DESCRIPTION OF THE D-BRANES 17
transformation:
λa →MλaM−1 , (2.18)
where M ∈ GL(N) . We have to remember that a matrix Mij transforms a quantum state labeled with i
into a quantum state labeled with j; as a quantum transformation, it is required to be unitary and we have
to limit our attention to U(N) ⊂ GL(N),
λa → UλaU † . (2.19)
It is natural to interpret the two indexes of a Chan-Paton matrix λaij as belonging respectively to the
fundamental and anti-fundamental representation of U(N). The lambda’s transform then in the N ×N
representation that is actually the adjoint representation of U(N). One of the low-energy open string
excitation modes is a massless vector that, as just stated, transforms in the adjoint representation of
U(N). In the low-energy effective field theory, this mode plays the role of the gauge field. To realize
this, one has to analyze the string scattering and check that at low-energy the string amplitudes involving
gauge vectors coincide with the amplitudes obtained by the standard effective field Lagrangian ∝ F 2,
being F the non-Abelian field-strength.
For a stack of N coinciding branes the generalized version of (2.14) is not know in a closed form.
An expansion for the non-Abelian generalization of DBI action can be in principle obtained (with such
an effort that usually only the first terms are computable) following specific requirements or prescrip-
tions such as off-shell supersymmetry, [12]. The choice is not unique and the literature presents several
possibilities which, however, lead all to classically equivalent results (i.e. upon using the equations of
motion). Our particular preference for the off-shell supersymmetry requirement has a profound motiva-
tion in relation to instanton solutions; indeed, in this framework, the instantons are believed to represent
solutions of the complete quantum theory and not only of its first-terms approximation.
Up to quadratic order, all the non-Abelian versions of the DBI expansion coincide with SYM theory
and, specifically for the case of D3-branes, we have four-dimensional N = 4 SYM theory. The gauge
group is U(N) but the U(1) part (associated to the trace) constitutes an infrared-free Abelian sub-sector;
at low-energy scales this Abelian part decouples from the remaining SU(N) part because the former
becomes negligible with respect to the running non-Abelian coupling. Henceforth we will simply under-
stand this caveat, and indicate the D-brane stack as simply supporting an SU(N) gauge theory. Let us
write the explicit N = 4 SYM action:
SN=4 =
1
g2YM
∫
d4x tr
{
1
2
F 2µν − 2Λα˙A /Dα˙βΛ Aβ + (Dµφa)2 −
1
2
[φa, φb]
2
−i(Σa)ABΛα˙A[φa,Λα˙B]− i(Σa)ABΛαA[φa,Λ Bα ]
}
.
(2.20)
The index a labels the scalars and, in the stringy picture, is associated to the internal space directions; the
index A is the spinorial counterpart of a so it runs on the internal space spinor components. The action
(2.20) can be recovered from a systematic study of the low-energy dynamics as performed in detail in
[9].
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2.2.6 Effective supergravity in the bulk
Studying the low-energy, closed superstring spectrum we find a set of massless modes including a com-
plex scalar φ called dilaton, the already mentioned spin 2 graviton, and some totally anti-symmetric fields
AM1...Mn referred to as Ramond-Ramond forms
13. Repeating somehow the approach we followed with
open strings, we can study the scattering of low-energy closed strings and account for their propagation
and interactions by means of an effective field theory. Such an effective field theory for closed-string,
massless modes is called supergravity.
In general superstring models and their effective supergravity descriptions admit extended solutions.
Among these we find the Dp-branes which are p-dimensional spatial surfaces. The world-volume of a p-
brane has p+1 dimensions including time and then it naturally couples to the Ramond-Ramond field with
p+ 1 indices. Indeed, we can regard the branes as generalizing the relativistic particle electro-dynamics;
there we have a zero-dimensional object, i.e. the charged particle, spanning in its evolution a one-
dimensional manifold, the world-line. A vector field with one space-time index couples with the particle
because the world-line has a one-dimensional tangent space in any of its points. The electromagnetic
coupling of a charged particle is given by the following term in the action:
q1
∫
W1
dξ
dXM
dξ
AM = q1
∫
W1
AMdX
M , (2.21)
where W1 is the world-line, q1 is the charge and dXM/dξ is the tangent vector to the world-line. Let us
generalize this to a Dp-brane, for example for p = 3,
q4
∫
W4
AMNOP dX
M ∧ dXN ∧ dXO ∧ dXP . (2.22)
The integration is performed on the four-dimensional D3-brane world-volume. The D3-brane then can
emit and absorb A(4) quanta. In a supergravity picture, the presence of such a D3-brane translates to the
possibility of having a source for the A(4) generalized gauge field. From now on, the coupling constant
q4 will be fixed to 1.
Without entering into details, let us give the relevant terms in the supergravity action (in the string
frame) that are needed to describe at low-energy the dynamics of the ambient space-time in the presence
of a stack of coinciding D3-branes:
SSUGRA =
1
(2pi)7(α′)4
∫
d10x
√−g
[
e−2φ
(
R+ 4(∇φ)2)− 1
2 · 5!F
2
5
]
+ ... , (2.23)
where g is the space-time metric and R the associated Ricci scalar, φ is the dilaton and F(5) = dA(4) is
the self-dual part of the field-strength associated to the Ramond-Ramond potential with respect to which
13We do not enter into much detail here since the subject is described in any introductory string theory book. Let us mention
that we have a different set of Ramond-Ramond forms depending on the kind of superstring model we are considering, namely
Type IIA or Type IIB. We will consider Type IIB whose spectrum contains all the AM1...Mn forms where n is even. We will
then have A(4) (i.e. with 4 indexes) which naturally couples with the D3-branes that are the central object for the subjects
presented in the thesis.
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the D3-branes are charged. The ... indicate the omission of the other Ramond-Ramond forms and of the
B form and also of the fermionic terms14.
It is possible to show that the equations of motion deriving from (2.23) admit the following solution:
d2s = H−1/2(r)
3∑
µ=0
(dXµ)2 +H1/2(r)
9∑
j=4
(dY j)2 (2.24)
AMNOP = MNOP H(r) (2.25)
eφ = gs (2.26)
where the coordinates Xµ with µ = 0, .., 3 are longitudinal while the Y j with j = 4, ..., 9 are transverse
with respect to the stack of D3-branes. The coordinate r2 =
∑
j(Y
j)2 is the hyper-spherical radius in
the transverse space where the solution (2.24) is spherically symmetric. Finally, gs is the string coupling
constant and H(r) is the following harmonic function:
H(r) = 1 +
gsNα
′2
r4
, (2.27)
being N the number of branes in the stack. This solution describes a stack of N parallel and coinciding
3-branes15. Notice that the dilaton solution is a constant, this feature is peculiar of D3-brane solutions.
From (2.24) and (2.27) it is possible to see that computing the flux of the R-R field through a hyper-
sphere containing the branes (i.e. a hyper-sphere in the transverse space) we obtain∫
S5
F5 = N , (2.29)
that is the number of the branes (remember that we have fixed the brane coupling constant q4 = 1).
The SYM theory living on the D3-branes is coupled with the dynamics of the bulk fields living in
the ambient space-time. The coupling is related to the string constant α′; once we take α′ → 0, it is
possible to consider the following expansion
1
gs
∫
d4xF 2µν +
1
α′4
∫
d10x
√
gRe−2φ + ... (2.30)
and effectively regard the two theories on the world-volume and in the bulk as independent; this is
usually referred as decoupling limit. As explained for instance in [13], the decoupling limit should be
more precisely defined in order to maintain the physical interesting quantities finite (e.g. the “Higgs
14It is appropriate to remind ourselves that supergravity models generalize supersymmetric ones making the supersymmetry
local. In supergravity we then have again a fermionic partner for any boson of the theory.
15The case of parallel but non coinciding branes is described by the following harmonic function:
H(~r) = 1 +
N∑
I=1
d3gsl
4
|~r − ~rI |4 with d3 = 4pi Γ(2) , (2.28)
where ~rI indicates the position of the I-th brane in the space spanned by the Y coordinates. Any brane in (2.28) carries one
unit of Ramond-Ramond charge.
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mass” of a string stretching between two separated branes, namely ∆Y/α′). Specifically, the decoupling
or Maldacena limit is given by
α′ → 0, gs fixed, N fixed, φj = Y
j
α′
fixed . (2.31)
Let us rewrite the metric (2.24) using hyper-spherical coordinates in the space orthogonal to the
D-branes,
d2s = H−1/2(r)
3∑
µ=0
(dXµ)2 +H1/2(r) (dr2 + r2dΩ5) , (2.32)
where dΩ5 represents the elemental solid angle; in the decoupling limit (2.31) and using (2.27) we have
ds2 ∼
√
r4
gsNα′2
dXµdX
µ +
√
gsNα′2
r4
(
dr2 + r2dΩ5
)
. (2.33)
We can define L2 .=
√
gsNα
′ and substitute it into (2.33) obtaining:
ds2 ∼ r
2
L2
dXµdX
µ +
L2
r2
(
dr2 + r2dΩ5
) ∼ α′2 φ2
L2
dXµdX
µ +
L2
φ2
(
dφ2 + φ2dΩ5
)
(2.34)
where we have used (2.31) and φ2 =
∑
j(φ
j)2. Notice that L2 contains α′ and therefore vanishes in
the Maldacena limit. We ought to define Lˆ2 .= L2/α′ =
√
g2YMN . Substituting in the metric (2.34)
resulting from the Maldacena (or decoupling) limit, we obtain
ds2 ∼ α′
{
φ2
Lˆ2
dXµdX
µ +
Lˆ2
φ2
(
dφ2 + φ2dΩ5
)}
; (2.35)
this metric is manifestly the product of two Einstein spaces of constant curvature: AdS5 × S5. Notice
that both spaces are characterized by the same curvature radius, namely Lˆ (in string units). In addition,
we should note that the decoupling limit works for any value of gs and N .
2.3 Holography and the AdS/CFT correspondence
The AdS/CFT correspondence is a conjectured duality between a specific gravity theory defined on an
Anti-de Sitter space (AdS) and a corresponding conformal field theory (CFT) that can be thought of as
living on the “conformal boundary” (see Section 6.1.1) of the AdS space-time.
The word holography comes from the combination of the two ancient Greek terms: holos meaning
“whole” and grafe´ meaning “writing” or “painting”; it is usually referred to optical techniques which are
able to reconstruct the whole three-dimensional information of an image by means of a two-dimensional
support. The term has been adopted in the gauge/gravity correspondences framework because the gauge
and gravity theories related by the correspondence are defined on space-times with different dimension-
ality. In its stronger sense, a duality is a map between two theories describing the same physics and
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therefore “containing” the same information; the content of the theory is just written in different terms,
i.e. using different degrees of freedom. In this sense, the gauge/gravity dualities are holographic be-
cause they show that the content of the theory living in a higher dimensional space-time is encoded
holographically in the lower dimensional theory.
The first holographic hint in theoretical physics was suggested by black hole thermodynamics16.
The entropy of a black hole, which is related to the number of quantum states contained in the black hole
volume, is proportional to the surface of the black hole horizon [16, 17]. A property of the bulk volume
of a black hole is indeed related to the surface or boundary containing the same volume. Let us note that
the holographic hint given by black holes comes from a context in which gravity needs to be treated at
the quantum level.
At the outset of describing holography and AdS/CFT it should be understood that the topic is very
wide and we must often refer to the numerous reviews present in the literature. In particular, for an
introductory treatment of some fundamental ingredients such as conformal field theory and AdS gravity
we refer especially to [18, 13] and references therein.
2.3.1 String/field connections
As we have mentioned, the dynamics of D-brane models can be described in the low-energy regime
with appropriate gauge field theories. In the low-energy and infinite tension (or zero length limit) for
the strings, the open strings themselves become effectively point-like objects accountable for within a
quantum field theory living on the world-volume of the branes. However, this direct connection is not
the only link between field and string theory. Indeed, in hindsight, we can observe that string theory was
originally developed in the context of strongly coupled hadronic interactions, i.e. a context which should
be also describable with a strongly coupled quantum field theory in the confining regime17. Actually there
are many string-like objects involved in this context like flux tubes and Wilson lines. Flux tubes give an
effective description of the interaction between two quarks and their behavior resembles the dynamics of
strings. Think for instance of the bag-like potential for quarks that is related to the area spanned by the
flux tube in space-time evolution of the quark pair, [19]; this is analogous to Nambu-Goto action for a
string propagation where the action actually measures the proper area of the world-sheet.
Even though, in the context of strong interactions, string models have been superseded by QCD, we
are generally not able to employ analytical tools for the analysis of its strongly coupled and confining
regime. Before the employment of AdS/CFT inspired techniques, the main theoretical instrument to
investigate the strongly coupled regime of QCD and more in general non-Abelian gauge theories was
provided by numerical simulations on the lattice and effective models (such as NJL, σ−models,...).
The intimate relation between field and string theory has been significantly boosted in the 90’s after
the proposal of theAdS/CFT Maldacena’s conjecture [20]. In its strongest version, the conjecture claims
16The seminal papers in which the holographic principle has been proposed are [14] and [15].
17Notice that sometimes this early string models are called dual models. Here the term “dual” refers to a property of
hadronic scattering consisting in the equality of hadronic scatterings in the s and t-channels for small values of s and t (s and
t are Mandelstam variables), [1]. Note that the s↔ t world-sheet crossing symmetry can be seen as a first hint of open/closed
string duality.
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a complete equivalence between Type IIB string theory compactified on an asymptotically AdS5 × S5
background and N = 4 SYM (Super Yang Mills) theory living in four-dimensional flat space-time.
With AdS5 × S5 we indicate the manifold obtained from the Cartesian product of five-dimensional
Anti-de Sitter space-time and the 5-dimensional hypersphere. Notice that the duality relates a theory
containing quantum gravity (among other interactions) to a gauge field theory without gravity. AdS/CFT
has stimulated much interest on the possibility of having gauge/gravity dualities and much effort has been
tributed to this field in the last fifteen years.
One crucial point to be highlighted at the outset is that AdS/CFT is a strong/weak duality, meaning
that it relates the strongly coupled regime of one theory with the weakly regime of the other and vice
versa. This feature, which renders extremely ambitious the task of finding a direct proof of the con-
jecture18, is its most interesting practical characteristics. In fact, because of its strong/weak character
the AdS/CFT provides a powerful tool to obtain analytical results at strong coupling in field theory by
means of string low-energy and perturbative calculations. Such a possibility is particularly interesting
because the theoretical methods to perform analytical computation at strong coupling in field theory are
generically quite poor and, a part from numerical simulations on the lattice, the strong coupling regime
has been quite often theoretically unaccessible.
2.3.2 ’t Hooft’s large N limit
A very suggestive relation between non-Abelian gauge theory and string theory follows from an obser-
vation proposed by ’t Hooft in 1974. He noticed how a U(N) Yang-Mills theory in the large N , i.e.
large number of colors, admits a classification of Feynman’s diagrams according to their topological
properties, [21].
Let us look to the large N limit of U(N) Yang-Mills theory in more detail. Apparently the N →∞
limit seems to lead to ill-defined quantities; actually, instead of performing just the largeN limit, we have
to act on the coupling constant gYM as well. Consider for instance a self-energy diagram for the gauge
field that belongs to the adjoint representation of the gauge group; the gauge field A is then a Hermitian
matrix expressible on a basis of N2 independent gluons. It is possible to show, [13], that the self-energy
for a gluon scales as N and, in the large N , limit it is then of orderO(N). Nevertheless, if we include in
the analysis the coupling gYM we notice that actually the self-energy behavior is O(g2YMN). It is then
natural to consider the so called ’t Hooft limit, namely
N →∞ , gYM → 0 , with λ = g2YMN fixed . (2.36)
In this limit all the diagrams either remain finite or vanish.
In pure Yang-Mills theory the only dimensional parameter is the QCD scale ΛQCD. Let us ob-
serve that in ’t Hooft’s limit the QCD scale remains constant, indeed the β-function equation (which
18To find a succinct account of AdS/CFT tests look at [18].
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defines19ΛQCD) for pure SU(N) YM theory is given by:
µ
dgYM
dµ
= −11
3
N
g3YM
16pi2
+O(g5YM ) , (2.37)
where µ is a reference renormalization mass scale. The two sides of Eq.(2.37) scale in the same way in
the ’t Hooft limit (2.36).
Following [13], in a non-Abelian Yang-Mills theory it is possible to express the adjoint field with a
double-line notation essentially treating the adjoint representation in line with its bi-fundamental nature.
Adopting such double-line notation, it is possible to show that any Feynman’s diagram can be accom-
modated on a Riemann surface whose genus g (i.e. the number of holes) is related to the features of the
diagram itself, namely
2− 2g = F − E + V , (2.38)
where F corresponds to the number of loops (faces), V is the number of vertices and E is the number of
propagators (edges).
Let us focus on the pure U(N) gauge theory20. Its Lagrangian density is
L = 1
g2YM
trF 2 =
N
λ
trF 2 , (2.39)
where we have put in evidence the Yang-Mills coupling constant. Any propagator is accompanied with
a factor of λ/N and any interaction vertex is instead accompanied with a factor N/λ. Furthermore, any
loop contributes is accompanied by a factor of N ; the reason is that, since we are adopting the double-
line notation, we are considering loops associated to the fundamental representation which has indeed N
components. Collecting these observations in one formula, we have that the generic diagram scales as
λE−V NF−E+V = O(N2−2g) . (2.40)
Any amplitude in the field theory can be expanded accordingly to the topology of the contributing Feyn-
man’s diagrams,
A =
∞∑
g=0
N2−2gfg(λ) , (2.41)
where the functions fg are polynomials in λ. In the ’t Hooft limit, the expansion is clearly dominated by
the low-genus configurations, and in particular by the planar g = 0 graphs possessing the topology of a
sphere. This expansion resembles precisely the topological expansion of perturbative multi-loop string
diagrams.
Further detail on the large N limit can be found in [18, 13]
19We can define ΛQCD as the scale at which gYM runs to an infinite value. However, we ought to note that the β-function
equation (or renormalization equation) (2.37) is derived in perturbation theory and then it is reliable only for small values of
the coupling. When gYM becomes large the perturbation scheme ceases to be justified. Keeping clear mind about this caveat,
we can nevertheless retain the formal definition of the QCD scale ΛQCD , [22].
20We are concentrating just on the adjoint fields; the diagrams containing also fundamental fields result suppressed with
respect to the leading contribution. An observation which is nevertheless interesting is that, in the presence of fundamental
fields, the topological classifications of the diagrams has to involve also varieties with boundaries, [13].
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Instanton Preliminaries
In this part of the thesis we devote keen attention to non-perturbative effects and particularly to instantons
both in SUSY gauge field theories and in superstring theories.
The term “non-perturbative” refers to configurations whose action S is proportional to a negative
power of the coupling constant. In the partition function, any configuration is weighted by e−S , therefore
the non-perturbative effects are exponentially suppressed at small coupling. In this regime they are
generally negligible with respect to any perturbative contribution whose weight vanishes instead as a
positive power of the coupling constant. The non-perturbative physics is relevant either when we consider
a strongly coupled regime or whenever the competing perturbative effects are absent. In relation to
the latter case, some perturbative contributions can be forbidden, for instance, by non-renormalization
theorems induced by the supersymmetry of the theory.
In the 1970s the theoretical physics community started to study systematically the non-trivial solu-
tions of the classical field equations of motion of many field theories comprehending Yang-Mills theory
and its supersymmetric generalizations1. In the quantum field theory framework, a classical solution
of the equations of motion represents a background around which the quantum fluctuations are studied.
Notably, the non-trivial solutions usually mingle global and localized features. On the one side they
are related to topological characteristics corresponding to global properties of the classical field config-
uration as a whole, on the other their energy density is non-vanishing on a finite support2. Because of
their localized character, the non-trivial solutions of the equations of motion are usually referred to as
particle-like configurations or pseudo-particles3. They are nevertheless distinguished from the funda-
1As an aside curiosity, it is interesting to recall that far before the systematic study of non-trivial field solutions (or solitons)
and even before the modern atomic theory was proposed, Kelvin suggested a model based on vortexes (that are a particular kind
of solitons) in a fluid to represent atoms. In Kelvin’s picture, the chemical variety of atoms was explained in terms of different
topological arrangements (i.e. different topological charges); the stability of atoms corresponded to the topological stability of
solitons with respect to small fluctuations. As we will see, topological features are an essential property of solitons.
2It is intuitive to expect that a field configuration whose potential (i.e. static) energy density is non-vanishing everywhere
has a diverging action. In a path-integral (or partition function) formulation, a diverging action is translated into the total
suppression of any amplitude involving such configuration.
3For an ample panoramic view on the topic of solitons and their particle-like behavior (e.g. in scattering phenomena),
consult [23].
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mental particle excitations arising from the perturbative quantization of the fields. In fact, as opposed to
solitons, the perturbative quantum fluctuations around classical configurations emerge from the quanti-
zation of continuous deformations of the background field profile. As such they cannot, by definition,
change the topology of the background itself. Indeed, the topological sectors in the field configuration
space are closed (i.e. not connected with each other) with respect to continuous deformations of the
fields.
Instantons constitute a prototypical example of totally localized non-perturbative field configurations
of Yang-Mills theory; the name is formed by the prefix “instant-” suggesting localization also in the time
direction, and the suffix “-on”, usually attributed to particles. The first analysis of instantons dates back
to 1975 and was performed by Belavin, Polyakov, Schwarz and Tyupkin in [24]. Notice that the localized
nature also in the time direction makes it impossible to think of instantons as stable propagating particles.
3.1 Topological charge
Instantons are non-trivial classical solutions of the equations of motion of pure Yang-Mills theory defined
on four-dimensional Euclidean space-time. They have finite action and enjoy the property of self-duality,
i.e.
F = ∗F , (3.1)
where F is the standard non-Abelian field-strength
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] , (3.2)
and ∗F is its Hodge dual,
∗Fµν =
1
2
µνρσFρσ . (3.3)
In Yang-Mills theory the Hodge duality constitutes the non-Abelian generalization of the electro-magnetic
duality. We define the non-Abelian “electric” and “magnetic” fields as follows:
Eia = F a0i (3.4)
Bia = −1
2
ijkF ajk (3.5)
where i, j, k are spatial indexes and a represents the index associated to the gauge group generators T a
which are traceless anti-Hermitian matrices satisfying
[T a, T b] = fabcT c (3.6)
tr
(
T aT b
)
= −1
2
δab (3.7)
where fabc are real structure constants. Remember that we are adopting an Euclidean metric; the upper
or lower position of space-time indexes is unimportant and the Hodge duality squares to 1. Euclidean
electro-magnetic duality transforms
E → B (3.8)
B → E . (3.9)
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This is in contrast with Minkowskian electro-magnetic duality which introduces a minus in (3.9). Indeed,
in Minkowski space-time the Hodge dual squares to −1 and it is impossible to define (non-trivial) self-
dual or anti-self-dual configurations.
Instantons correspond to Euclidean classical configurations locally minimizing the action and are
therefore stable against field fluctuations. Instantons possess a finite but non-vanishing value for the
action and are characterized by an integer number k ∈ Z called topological charge or Pontryagin number
or also winding number. It corresponds to the integral
k = − 1
16pi2
∫
d4x tr (Fµν ∗Fµν) , (3.10)
and its meaning will be clarified shortly. The Euclidean action of Yang-Mills gauge theory is
S = − 1
2g2YM
∫
d4x trFµνFµν ; (3.11)
this, in the absence of sources, leads to the Yang-Mills equations of motion,
DµFµν = 0 . (3.12)
A field configuration that, like an instanton, has finite action must then correspond to a field-strength F
tending to zero faster than 1/r2 for large values of the four-dimensional Euclidean space-time radius
r =
3∑
µ=0
(xi)2 . (3.13)
Explicitly, a finite value for the action requires
Fµν
r→∞−→ O(1/r2+) , (3.14)
with  > 0. In order to present such an asymptotically vanishing field-strength Fµν , the gauge field Aµ
has to tend for large r to a pure gauge plus terms vanishing faster than 1/r. A pure gauge configuration
is a field configuration that can be obtained applying a gauge transformation to the trivial vacuum. Re-
member in fact that the field-strength is a gauge invariant quantity and its value on the trivial vacuum is
zero. Mathematically, we then have:
Aµ
r→∞−→ U−1∂µU +O(1/r1+′) , (3.15)
being ′ a positive quantity and U(x) the matrix field representing a gauge transformation.
The integrand Fµν ∗Fµν in the definition of the topological charge (3.10) can be expressed as a total
derivative,
tr Fµν ∗Fµν = 2 µνρσ tr (∂µAν∂ρAσ + 2∂µAνAρAσ +AµAνAρAσ)
= 2 µνρσ tr ∂µ
(
Aν∂ρAσ +
2
3
AνAρAσ
)
= µνρσ tr ∂µ
(
AνFρσ − 2
3
AνAρAσ
)
,
(3.16)
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where we have used the cyclic property of the trace to discard the AAAA term4 and the symmetry of
∂µ∂ρ. We apply Stoke’s theorem and compute k via an integral on the “boundary” at infinite radius5.
From the asymptotical behavior of the field-strength (3.14), we have that the term in (3.16) containing
Fρσ is neglectable. Therefore the topological charge is given by
k =
1
24pi2
∫
S3
r→∞
dΣµµνρσ tr
[(
U−1∂νU
) (
U−1∂ρU
) (
U−1∂σU
)]
(3.17)
where dΣµ is the radial hyper-surface element of the asymptotic three-sphere. The function U(x) con-
sidered on the asymptotic S3 defines a map from the boundary itself to the gauge group manifold. It is
possible to show6 that the integer k counts how many times the asymptotic S3 “winds” around the gauge
group manifold according to the map U . This justifies the name “winding number” for k.
Given the topological nature of the winding number k, it cannot be affected by continuous defor-
mations of the gauge field configuration. The possibility of obtaining a field configuration A˜ by con-
tinuously deforming a configuration A can be regarded as an equivalence relation between A˜ and A.
In this framework, the gauge field configuration space splits into distinct equivalence classes (usually
called topological sectors) associated to different values of the topological charge k. Within a generic
topological sector the action of any element of the sector has a value satisfying the inequality
S ≥ 8pi
2
g2YM
|k| . (3.18)
This is called BPS bound from the names of Bogomol’nyi, Prasad and Sommerfield who studied it for
the first time. The BPS inequality (3.18) can be proven rewriting the action (3.11) as follows:
S = − 1
2gYM
∫
d4x trF 2
= − 1
4gYM
∫
d4x tr (F ± ∗F )2 ± 1
2g2YM
∫
d4x trF ∗F
≥ ± 1
2g2YM
∫
d4x trF ∗F
= ∓ 8pi
2
g2YM
k .
(3.19)
Recalling (3.7), in the third passage of (3.19) we have discarded a positive quantity. Notice that in
(3.18) the equality holds if and only if the field configuration corresponds to a field-strength that is either
self-dual or anti-self-dual, namely
∗F = ±F . (3.20)
Moreover, the BPS argument implies that the configurations satisfying the self-duality condition (3.20)
minimize the action within the topological sector to which they belong. Conventionally we refer to the
4Note that the tensor µνρσ acquires a minus upon a cyclic permutation of its indexes.
5Assuming that any field tends to a constant for r →∞, with boundary we mean a spherical shell with asymptotic radius.
6Look at the appendices of [25] to have an explicit example in the case of SU(2) gauge group.
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self-dual configurations as instantons and to the anti-self-dual configurations as anti-instantons7. From
the definition of the topological charge (3.10) and (3.7), we have that instantons and anti-instantons have
positive and negative k respectively.
3.2 Vacua and tunneling amplitudes
Instantons can be interpreted as tunneling processes interpolating between different vacua of the Minkowskian
formulation of the YM model, [26]. In order to illustrate this crucial point and before moving from the
Euclidean to the Minkowskian formulation, it is necessary to consider the temporal gauge, namely
Aa0(t,x) = 0 . (3.21)
In the temporal gauge (sometimes also referred to as Weyl gauge) it is possible to canonically quantize
the theory. We have the following (Euclidean) Lagrangian and Hamiltonian densities:
L(Eu) = 1
2
(Ea ·Ea +Ba ·Ba) (3.22)
H(Eu) = 1
2
(Ea ·Ea −Ba ·Ba) . (3.23)
Note that the relative signs are opposite to the usual Minkowskian expectations, indeed the terms in E
represent the kinetic part of the densities (Ea = −∂tAa) and the terms in B constitute the potential
energy density. 8
A general feature of field theories defined on a non-compact base manifold is that the topological
considerations are strictly related to the asymptotic (i.e. at large radius) behavior of the fields. To rephrase
(3.16) and (3.17), the topological charge is given by the flux integral of the Chern current
Jµ = µνρσ tr
(
AνFρσ − 2
3
AνAρAσ
)
∼
r→∞ −
2
3
µνρσ tr AνAρAσ (3.24)
through an asymptotic hyper-surface. From the temporal gauge condition (3.21) we have that Jµ is
directed in the 0 direction for large r. Since we deal with a local theory, we add the general assumption
that the fields vanish at spatial infinity, namely
Ai(x, t)
ρ→∞−→ 0 with ρ =
3∑
i=1
(xi)2 . (3.25)
Equations (3.24) and (3.25) combined together mean that the total flux Φ[J ] of Jµ at “infinity” receives
contributions only from the asymptotic regions corresponding to t = ±∞, that is
Φ[J ] = φ[J ]+∞ − φ[J ]−∞ . (3.26)
7In the Mathematical community the opposite definition is usually considered.
8The Euclidean formulation of YM theory can be regarded as the Wick-rotated (i.e. imaginary time) version of the
Minkowskian version.
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More precisely, φ[J ]+∞ and φ[J ]−∞ represent the fluxes of J “through” the spatial three-dimensional
manifolds corresponding to positive and negative temporal infinity respectively. We can repeat the ar-
gument connecting (3.16) to (3.17) for the three-dimensional configurations at asymptotic time; namely,
we can associate to the two t = ±∞ configurations a (spatial) topological charge:
k+ =
1
24pi2
∫
t=+∞
dΣ
(+)
0 0νρσ tr
[(
U−1∂νU
) (
U−1∂ρU
) (
U−1∂σU
)]
(3.27)
k− =
1
24pi2
∫
t=−∞
dΣ
(−)
0 0νρσ tr
[(
U−1∂νU
) (
U−1∂ρU
) (
U−1∂σU
)]
, (3.28)
where dΣ(±)0 represent the three-dimensional hyper-surface element (i.e. the volume element) oriented
along the time direction. Note that the four-dimensional overall topological charge k is given by
k = k+ − k− . (3.29)
The formal similarity between (3.17) and (3.27), (3.28) is evident, however a doubt could arise.
Indeed, while (3.17) is defined on the asymptotic S3 of Euclidean R4 space, (3.27) and (3.28) are defined
on theR3 spatial manifold. The former is a compact space while the latter is not. The homotopy argument
that led us to interpret k as the winding number seems to be impossible for k± because it apparently lacks
one of the essential ingredients: the compactness of the manifold on which the integral is considered. A
subtle observation comes to our help. Note that we assumed in (3.25) that the gauge potential vanishes
at spatial infinity. For configurations related to the trivial vacuum by a gauge transformation U ,
Ai = U
−1∂iU , A0 = U−1∂0U = 0 , (3.30)
we have that at spatial infinity U tends to a constant value that can be fixed to be the identity9,
U(x, t)
ρ→∞−→ 1l (3.31)
The gauge fields and transformations assume a fixed value in the limit ρ → ∞ independently of the
particular direction along which we move towards spatial infinity. In this sense we can add “the point at
infinity” assigning
A(∞)µ = 0, U
(∞) = 1l , (3.32)
“completing” the spatial manifold R3 to a compact S3. In this sense, the integrals (3.27) expressing k±
can be regarded as properly defined spatial winding numbers.
As a consequence of the preceding arguments, it is natural to interpret the exponentiated action of the
instanton as the transition amplitude between the two configurations at temporal infinity. This transition
connects field configurations presenting different spatial winding numbers k±. Let us remark the fact
that the instanton amplitude is given by its classical action
A(k− → k+) = e
− 8pi2
g2
YM
|k|
, (3.33)
9We can discard rigid gauge rotations from our analysis without spoiling its generality.
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where the coupling constant appears at the denominator of the exponent. This non-perturbative feature
reminds us the semi-classical WKB tunneling amplitudes. Indeed, we are interpreting the instanton
as the transition amplitude through the barrier dividing distinct topological sectors. The semi-classical
character of the present analysis arises from the fact that we are considering just the instanton amplitude
with lowest action, i.e. only the minimal classical path in a quantum path integral.
If we consider the gauge configurations (3.30) which are obtained by applying a constant-time gauge
transformation10 to the vacuum, we have that the corresponding spatial part Fij of the field-strength
vanishes everywhere. From equation (3.4) we have thenB = 0 and since the potential energy density in
(3.22) is
V [A] =
1
2
Ba ·Ba = 0 , (3.34)
it vanishes too. The configurations with zero potential energy are degenerate with the vacuum and we
henceforth refer to them as the vacua of the theory. Let us argue that an instanton solution describes a
semi-classical transition amplitude connecting two such vacua. For the sake of clarity, let us stick to an
explicit instanton example
Aµ(x) = −i r
2
r2 +R2
U−1(x)∂iU(x) , (3.35)
where R is an arbitrary length scale11. It is manifest that for large r the field satisfies the requirement
(3.15). Moreover, if we want to bring (3.35) into the temporal gauge we have to perform a gauge trans-
formation that for asymptotic time (asymptotic time implies asymptotic r) will return a configuration of
the form (3.30). The instanton (3.35) then connects two vacua of the theory.
Although instantons are classical solutions that exist only in the Euclidean formulation of the the-
ory12, they can be interpreted in Minkowski space-time as transition amplitudes interpolating between
distinct vacua related by a topologically non-trivial gauge transformation; the Euclidean derivation of
instanton amplitudes can be regarded in fact as the imaginary time continuation of the theory in its
Minkowski formulation. Imaginary-time methods for the computation of semi-classical real-time tun-
neling amplitudes are a standard technique.
3.2.1 The ϑ angle
The gauge fixing procedure in the presence of non-trivial topological sectors may generate some doubts.
Take a specific gauge configuration defined on the Euclidean R4
Aµ = U
−1∂µU , (3.36)
whereU(x) has non-trivial winding on the asymptotic space-time three-sphere. A gauge fixing procedure
is in general intended to remove the gauge redundancy and we could be tempted to discard (3.36) as a
gauge equivalent representative of the trivial vacuum Aµ = 0. Following the arguments in [27], we
10The constant-time gauge transformations constitute a residual gauge symmetry of the temporal gauge (3.21).
11Further comments on the parameter R as quantifying the “size” of the instanton are given in Section 3.3.
12Where they represent zero-energy solutions; indeed self-duality implies the vanishing of the Euclidean Hamiltonian density
(3.22).
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must specify that the gauge fixing procedure removes from the functional integral over the gauge field
configurations those which are related by a topologically trivial gauge transformation13. In other words,
fixing the gauge prevents redundancy within the various topological sectors. In fact, configurations
belonging to different sectors cannot at all describe the same physical circumstance and cannot therefore
be redundant. As we describe in the following, the topology has indeed phenomenological effects.
Sometimes in the literature people use the terms “small” and “large” gauge transformations to denote
respectively the proper gauge transformations and the topology changing ones14.
The quantum vacuum state is in general expected to be given by a functional of Aµ that is peaked
on the classical vacuum. The spread of the vacuum functional is given by Heisenberg’s indeterminacy of
quantum fluctuations. We can have a sketchy idea figuring a well whose bottom is the classical vacuum.
However, the picture that emerged form the study of instantons is richer. The various topological sectors
of YM theory can be imagined as different wells arranged in a periodic lattice whose period is measured
by the elemental increment of the winding number. Instantons themselves represent transitions from one
well to another. The vacuum state is sensitive to this periodic structure and therefore we have to represent
the candidate fundamental state functional as follows
Ψ[A] =
∑
n∈Z
cnψn[A] , (3.37)
where the component functionals ψn are peaked around the vacuum with winding number n and cn are
coefficients. As a physical state, the quantum vacuum has to be invariant with respect to small gauge
transformations; moreover, since it is stable by definition, it must be invariant with respect to the topology
changing gauge transformations as well. The latter feature fixes the shape of the coefficients in (3.37) to
be
cn = e
inϑ (3.38)
where θ is a parameter that spans a continuous one-dimensional family of vacua for the YM theory.
They are indeed usually called ϑ-vacua. The ϑ-vacua have a behavior that reminds us of Bloch waves in
periodic potentials. In this respect, ϑ parametrizes the “conduction band” of YM vacua and is analogous
to the Bloch momentum15.
3.3 Collective coordinates
The global features of instanton solutions like, for instance, the instanton center position, are encoded in
a set of parameters usually referred to as “collective coordinates” or “moduli”. For a given value k of
the topological charge, the corresponding moduli space spanned by the instanton collective coordinates
is denoted withMk and contains all the instanton solutions associated to winding number k.
13I.e. a transformation obtainable deforming continuously the constant gauge transformation U(x) = 1l.
14The same terminology has some other times a different meaning: “small” and “large” are referred to local as opposed to
global (called also “rigid”) gauge transformations.
15To have further details and comments we refer the reader to [27, 28, 26, 29].
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Let us have a direct look at the moduli of the simplest k = 1 instanton example16. Consider pure
Euclidean Yang-Mills theory with gauge group SU(2) in Landau’s gauge, i.e. ∂µAaµ = 0; the index a
runs over the adjoint representation of the gauge group. Take the gauge transformation
U(x) =
t 1l + ix · σ
r
, (3.39)
where we notice that the gauge adjoint space is linked to the physical space; in other words, σ which is a
vector in the adjoint space of SU(2) is multiplied by x which instead is a spatial vector. The topological
non-trivial character of the instanton emerges form such relation between space and gauge representation.
Let us insert (3.39) in the instanton solution (3.35). Performing some not difficult passages, we obtain
the following explicit form for the k = 1 SU(2) instanton
Aaµ(x,v) = 2G
a
b(v) η
b
µν
(x− x0)ν
(x− x0)2 +R2 , (3.40)
where ηbµν represents the anti-self-dual ’t Hooft symbols defined in Appendix B. To go from (3.39) to
(3.40) we have used the properties of the ’t Hooft symbols (see Appendix B) and we have also manually
inserted the matrix Gab(v); this matrix represents a global SU(2) gauge rotation
17 and v is a vector on
the basis of the Pauli matrices. The field-strength corresponding to (3.40) is
F aµν = −4ηaµν
R2
[(x− x0)2 +R2]2 , (3.41)
where we have used the ’t Hooft symbols properties from which the self-duality of F descends mani-
festly. In (3.40) we can count 8 parameters, namely xµ0 , v = (v
1, v2, v3) and R; they represent respec-
tively the position of the instanton center in space-time, its overall gauge orientation and its size. Indeed,
the instanton field-strength (3.41) becomes small whenever |x−x0| grows bigger than the size parameter
R.
Note that the instanton classical action (3.19) is a function of the topological charge alone; since the
moduli do not influence the action, they parametrize flat directions of S. Said otherwise, all the instanton
solutions (i.e. the configurations satisfying the self-duality condition) corresponding to a certain value
of k participate to the path integral with the same weight independently of the particular values of their
collective coordinates.
So far, we have just looked at the simplest case of SU(2), k = 1 instanton; more complicated
solutions will present in general a higher number of moduli. For instance, a multi-centered instanton
possesses the parameters describing the positions of all the centers. From the linearity of the Yang-Mills
equations we have that the superposition of two classical solutions for the gauge field is still a solution.
We can therefore sum 1-instanton solutions to obtain multi-instantons and the winding number is an
16This is the first instance of instanton studied in the original paper [24] by Belavin, Polyakov, Schwarz and Tyupkin. Indeed
it is commonly referred to as BPST instanton.
17Being rigid gauge rotations a symmetry of the theory, the global gauge orientation is a relative concept and it has a well
defined meaning only when we compare the gauge orientations of two objects such as two instantons, or an instanton and an
adjoint condensate breaking the global gauge invariance.
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additive quantity. To become aware of this possibility of adding instantons, let us consider the sum of
two k = 1 SU(2) instantons like (3.40) centered at a distance D far larger than their size, namely
D  Ri , for i = 1, 2 . (3.42)
Defining the total field-strength F = F1 + F2 obtained summing the two single instantons, we have
∗FF ∼ ∗F1F1 + ∗F2F2 . (3.43)
The approximation is justified observing that the two field-strengths F1 and F2 are nowhere signifi-
cantly different from zero at the same time. We can also repeat the Bogomol’nyi argument (3.19) for
the composite 2-instanton solution and again neglect the mixed “F1F2” terms. Eventually for the sum
configuration we obtain
S2-inst ∼ 2S1-inst and k2-inst = 2 . (3.44)
Extending the argument to the most general superposition of well detached instantons labeled by I , we
have18
SSUM =
∑
I
SI and kSUM =
∑
I
kI . (3.45)
A possible generalization of the k = 1 instanton (3.40) consists in considering theories with higher
rank gauge groups; in this respect, let us limit ourselves to special unitary gauge groups SU(N). The first
natural guess to produce an instanton solution in SU(N) gauge theory is to embed the SU(2) instanton
(3.40) into an SU(2) subgroup contained in the full SU(N). We can in fact explicitly consider the
following embedding
[Aµ]N×N =
(
0(N−2)×(N−2) 0(N−2)×2
02×(N−2) [Aµ]2×2
)
. (3.46)
This particular embedding is not the unique possibility. Fortunately for us, there is a theorem firstly
formulated by Bott which comes into play and helps us:
Bott’s Theorem: Let G be a simple Lie group containing SU(2) as a subgroup. Every map S3 → G
defined on the three-sphere is homotopic to a map S3 → SU(2).
In our case, a homotopy class of solutions is the set of all instantons characterized by the same value of
the topological charge. We can therefore read Bott’s Theorem as follows: the kind of instanton solutions
that we have built starting from (3.46) and (3.40) provides us with a representative in any homotopy class
of the SU(N) instantons.
Having constructed an instanton representative for any value of the topological charge k in SU(N)
gauge theory with general N , let us count the number of its global parameters. For k = 1 we have again
the center position xµ0 , the sizeR and the three parameters v specifying the orientation with respect to the
SU(2) of (3.46). They amount to 8 parameters. In addition, we have also to take into account the relative
18It is possible to include into our analysis also the anti-instantons; they correspond to negative values of the topological
charge k. Similary to what we have done in relation to multi-instantons, also the multi-anti-instantons can be constructed
starting from the k = −1 anti-instanton. The explicit field configuration of the SU(2), k = −1 anti-instanton is given by (3.40)
where the anti-self-dual ’t Hooft symbol is substituted with its self-sual counterpart.
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orientation of the SU(2) subgroup within the total SU(N) gauge group. This contributes a number of
parameters coinciding with the dimension of the coset space
SU(N)
SU(2)× U(N − 2) (3.47)
that is
dim[SU(N)]− dim[SU(2)× U(N − 2)] = 4N − 8 . (3.48)
Putting things together, we have 4N collective coordinates for the k = 1 case. Since, as we have
seen, particular multi-instanton configurations can be produced by summing 1-instanton solutions and
the number of parameters is a topological feature (i.e. all the members of a topological sector have the
same number of parameters), we have that the generic multi-instanton with charge k is specified by 4Nk
collective coordinates. This is the dimension of its moduli space,
dim
[
MSU(N)k
]
YM
= 4Nk , (3.49)
where the pedex “YM” indicates that we are considering non-supersymmetric Yang-Mills theory. Indeed,
in the supersymmetric framework of Super-Yang-Mills (SYM), the bosonic moduli have a fermionic
partner each and the moduli space dimension is consequently doubled.
3.3.1 ADHM construction
The moduli spaces of SYM instantons admit a particularly elegant and concise description called ADHM
construction after the names of the proposers, M. Atiyah, V. Drinfel’d, N. Hitchin, Y. Manin, [30].
Technically, this is nothing other than a convenient way to parametrize the instanton moduli space. In
this section we give a brief description of the ADHM construction which, even though developed in
the context of field theory, can be (as we will see in the following) very naturally accommodated in the
framework of D-brane models.
We describe the ADHM construction to build the most general self-dual solution in an SU(N)
SYM gauge theory leaving some technical details to the Appendix C. A similar construction is available
also for SO(N) and Sp(N) gauge theories but not for exceptional gauge groups. Let us introduce the
complex matrix ∆λiα˙ which constitutes the fundamental object of the construction. The index λ is
referred to as ADHM index and it runs over the values 1, ..., N + 2k, N being the “number of colors”
and k the topological charge of the instanton solutions we are building. The matrix ∆λ,iα˙ is therefore an
(N + 2k) × 2k matrix; 2k arises from the composition of an instanton index i = 1, ..., k and an anti-
chiral index α˙ = 1, 2. At this level the instanton index is nothing other than a label corresponding to the
fundamental representation of an auxiliary U(k) group; as we will see in the following, in the D-brane
instanton construction it instead emerges as a gauge symmetry group of the field theory “living” on the
instanton branes. Furthermore, we consider ∆ to be a linear function of the space-time coordinates:
∆λiα˙(x) = aλiα˙ + bαλixαα˙ , (3.50)
where we have adopted Hamilton’s quaternionic notation for x. We define the conjugate of ∆ as follows:
∆
α˙λ
i = a
λα˙
i + x
α˙αbλiα ≡ (∆λiα˙)∗ . (3.51)
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Notice that the quaternionic and the ADHM indexes are sensitive to the upper or lower position, whereas
the instanton indexes are not.
The components of the matrices a and b represent a redundant set of coordinates for the moduli space
Mk of k-instantons. To appreciate this we have to complete the description of the ADHM construction.
The matrix ∆ = ∆† is 2k × (N + 2k); we assume it to define a surjective map
∆ : CN+2k → C2k , (3.52)
so that its kernel is N -dimensional. Let us consider an orthonormal basis for Ker[ ∆ ] of N vectors Uλu
with u = 1, ...N . By definition we have
∆
α˙λ
i Uλu = 0 , (3.53)
and also the conjugate relation,
U
λ
u∆λiα˙ = 0 . (3.54)
The orthonormality property of the basis translates into:
U
λ
uUλv = δuv . (3.55)
The ADHM recipe constructs the gauge field instantonic configuration from the matrices U in the fol-
lowing way:
Aµuv = U
λ
u∂
µUλv . (3.56)
Observe that this is perfectly natural for k = 0 where the Aµ field configuration is obtained with a U (in
this case U is an N ×N matrix) gauge transformation19 of the trivial vacuum.
In the k > 0 case a further ingredient is needed, namely the so called ADHM constraint:
∆
α˙λ
i ∆λjβ˙ = δ
α˙
β˙
f−1ij . (3.57)
This condition restrains the redundancy of the moduli space parametrization contained in the components
of ∆. Notice that here we are assuming ∆∆ to be invertible; in other terms, in addition to the already
stated surjectivity of ∆ we further assume the map
∆ : C2k → CN+2k (3.58)
to be injective. As shown in Appendix C, the just described set of conditions implies the following
relation:
P ωλ ≡ UλuUωu = δωλ −∆λiα˙fij∆α˙ωj ; (3.59)
19Note that here U(x) is assumed to be obtainable deforming continuously the constant and everywhere equal to the identity
gauge transformation.
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this expression defines the projector operator P on the null space of ∆. We are now able to prove that
(3.56) is indeed associated to a self-dual field-strength,
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ]
= ∂[µ(U∂ν]U) + (U∂[µU)(U∂ν]U)
= ∂[µU(1− UU)∂ν]U
= U∂[µ∆f∂ν]∆U
= Ubσ[µfb σν]U
= Ubσ[µσν]fbU
∝ UbσµνfbU .
(3.60)
The self-duality of Fµν in (3.60) is a direct consequence of the self-duality of σµν .
3.4 Phenomenological relevance
The main influence to gauge theories due to instantons concerns anomalous symmetry breakings. In
this regard, in the next subsection we describe in some detail the so called U(1) problem related to the
anomalous axial current in QCD with matter. However, it should be mentioned at the outset that the
chirality violation induced by instantons in QCD can be read in analogy to the anomalous violation of
the baryon/lepton number associated to electro-weak instantons [31, 32]
As a general feature, the inclusion of instanton effects yields infrared divergent contributions corre-
sponding to the large-size regime of instantons20. Nevertheless, there are occasions in which the infrared
problem is cured. For instance, in QCD deep-inelastic scatterings with high photon virtuality q2 it has
been argued that 1/
√
q2 can play the roˆle of a dynamical infrared cut-off for (gluon) instanton size [33].
The HERA data about hadronic final states of deep-inelastic scattering have a non-negligible sensitiv-
ity to processes induced by QCD instantons [34, 35]; these processes can affect the hadrons structure
functions [36].
Besides, in a spontaneously broken theory, the expectation value φ0 for the Higgs field yields as well
an effective cut-off 1/φ0 (related to the associated exponential massive fall-off) curing the corresponding
instanton infrared divergence21. This is the key feature that makes it possible to have quantitative results
for instanton effects within the electro-weak sector of the Standard Model. A significant consequence
regards the baryon/lepton number violation; in fact, this quantity does not receive any contribution from
the perturbative part of the theory but could be affected by (electro-weak) instantons.
Experimentally, the baryon number conservation has proven so far to be well satisfied as the instan-
ton induced effects are too small to be appreciated22. Also, a neat signal of instantons from deep-inelastic
scattering is still matter of work in progress. In all, (as far as the author’s awareness reaches) the direct
observation of instantons is still lacking.
20Namely R 1 for the explicit example (3.40).
21The details are explained briefly in [37] and thoroughly in [32].
22For details on the instanton phenomenological implications to baryon decay we refer to [29].
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3.4.1 The U(1) problem
In QCD the quark part of the Lagrangian density is
Lquark = −
∑
i
ψi /Dψi , (3.61)
where the index i runs over the flavors. Let us consider just the lightest two among them, i.e. up and
down; the flavor group is then U(2). We can rewrite (3.61) expliciting the right and left-handed parts of
the spinors, namely:
Lquark = −
∑
i
(
ψ
R
i /Dψ
R
i − ψLi /DψLi
)
, (3.62)
where we are assuming the masses to be null. In this way the flavor rigid symmetry UR(2) × UL(2)
becomes manifest. It is possible to reorganize the flavor symmetry group considering its vector and axial
parts which correspond respectively to two associated U(2) groups,
UV (2)× UA(2) . (3.63)
Having just reorganized the flavor group, we have not affected the theory itself; nevertheless, this picture
proves to be more convenient to confront the phenomenology and the physical interpretation. In fact,
the traceless part of the vector subgroup, i.e. SUV (2), is a symmetry which is realized in Nature and we
classify the hadrons with respect to it. Its trace UV (1) corresponds to the baryon number approximate
symmetry23. The axial traceless part, SUA(2), is spontaneously broken. From Goldstone’s theorem we
know that for any spontaneous symmetry breaking there has to be an associated boson; in this case the
multiplet of pseudo-scalars composed by the pions and the η meson can be interpreted as Goldstone’s
bosons corresponding to the breaking of SUA(2). The UA(1) has a story on its own; this Abelian
symmetry is violated in Nature. In fact, if instead it were realized, it would lead to a doubling of mesons
(with opposite parity) that has never been observed. However, there is no good candidate particle to
represent the Goldstone boson associated to a spontaneous breaking of UA(1). Historically this question
has been referred to as the U(1) problem.
The axial Abelian current associated to UA(1) possesses an Adler-Bell-Jackiw anomaly and so it is
not conserved. This feature can be explained including instantons into our analysis. It is interesting to
observe (following ’t Hooft [32]) that the U(1) problem is one occasion in which an explicit symmetry
violation is a necessary consequence of the first-principle study of relativistic quantum field theory in-
stead of being required solely in accordance with phenomenological reasons. Indeed, in an Euclidean
background containing instantons, the integrated four-divergence of the anomalous axial current is non-
vanishing and it can be shown to be related to the instanton topological charge k,∫
d4x ∂µj
(A)
µ = Nfk , (3.64)
where Nf is the number of flavors. In this sense the introduction of instantons solves the U(1) problem
because it accounts for the non-conservation of the anomalous chiral current UA(1). In other terms,
23The baryon number conservation is exact at perturbative level whereas it is approximate in the full theory.
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non-trivial gauge backgrounds “source” the axial anomalous current. No spontaneous breaking does
occur and no Goldstone’s boson is therefore needed. Equation (3.64) has to be considered in Euclidean
space-time because here is where instantons are defined. However, it emerges from instantons which,
as we have seen in section 3.2, can be regarded as Minkowski space-time tunneling processes between
different topological gauge vacua24.
3.5 Instantons in supersymmetric theories
Instantons are main characters on the stage of supersymmetric gauge theories25. Many supersymmetric
theories possess a continuous degeneracy of inequivalent vacua; these vacuum configurations correspond
to flat directions of the superpotential. Usually perturbative contributions at any order do not affect the
vacuum moduli space being the flat direction pattern protected by supersymmetry. Instantons can be thus
the leading contribution in lifting the superpotential flat directions. Their presence reduces the amount
of supersymmetry and can consequently modify qualitatively the perturbative vacuum structure26.
3.5.1 Extended N = 2 SUSY
In relation to instanton calculus, in the present thesis the attention is especially focused on theN = 2 su-
persymmetric framework. Extended supersymmetry (i.e. N > 1) opens dramatic technical possibilities
in relation to instanton calculus such as Nekrasov’s localization method. Moreover, for N = 2 SU(2)
theory the instanton calculations offer a non-trivial check of the celebrated Seiberg-Witten duality. Such
a check corroborates both the SW duality and the localization techniques themselves. Indeed, it must be
remembered that we still lack a full first-principle derivation of Nekrasov’s method which, so far, can
be regarded as a prescription. It nevertheless revolutionized the field allowing researchers to perform
explicit multi-instanton calculations that would be otherwise out of the computational reach.
The most general low-energy two-derivativeN = 2 effective model is completely determined by an
analytic function F , called prepotential. The prepotential F depends only on the vector multiplets and
because ofN = 2 non-renormalization behavior it receives corrections only at the one-loop perturbative
level and from the non-perturbative sector.
3.5.2 Seiberg-Witten duality
Seiberg and Witten studied systematically the relation between the perturbative and non-perturbative
regimes of the effective (macroscopic) theory describing pure N = 2 Super-Yang-Mills theory with
gauge group SU(2) in the broken U(1) phase, [42]. They determined the complete expression of the
24We have described these amplitudes in 3.2. Notice that in the literature there are other occasions where quantum tunneling
processes can be described by means of Wick rotated classical solutions of the equation of motion (for instance in the framework
of instantonic methods to study decay problems), see [38, 39]
25For a wide and deep review of such panorama see [40] and [37].
26See for instance [37]. An example of non-perturbative generated superpotential is described in [41] and references therein.
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prepotential for this effective model from electro-magnetic duality arguments. In this context the electro-
magnetic duality is usually referred to as Seiberg-Witten duality. For a pedagogical review see [43].
4
D-brane Instantons
The first studies of the non-perturbative sector of gauge theory performed employing string methods date
back to the second half of the 1990s when the seminal papers [44, 45, 46] have been published. There
it was established a connection between non-perturbative configurations in string models, i.e. D-brane
setups, with non-perturbative objects in the corresponding low-energy effective field theory description,
namely gauge instantons.
In Subsection 2.2.4 we observed that the presence of D-branes can generally affect the tadpole ex-
pectation values, hence D-brane setups are associated to non-trivial vacuum configurations in which the
fields (corresponding to the vertex operators whose tadpoles are non-null) assume non-trivial profiles.
We can reasonably expect that the D-brane vacua are in some relation with non-trivial vacua of the cor-
responding low-energy effective field theory. In particular, we are interested in finding D-brane models
whose low-energy regime reproduces the instantonic non-perturbative sector of the underlying gauge
theory.
A paradigmatic example which will be the pivot of our analysis is represented by Type IIB D3/D(−1)
brane models. D(−1) branes (usually called D-instantons) are totally localized objects whose world-
volume is a point1. At low energy the SU(N) supersymmetric theory2 describing a system of N coin-
ciding D3-branes and k D(−1)-branes accounts for3 the fluctuations around an instanton background of
topological charge k.
In general, a D-brane instanton setup has (at least) two kinds of branes: the gauge and the instanton
1As usual, a Dp-brane world-volume has p spatial directions plus one which is temporal. Accordingly, a D(−1) brane has
a zero-dimensional (i.e. point-like) world-volume.
2A stack of N D3-branes supports a U(N) gauge theory. For N > 1 we have the decomposition U(N) = SU(N)×U(1)
where the Abelian factor is associated to the trace. The running of the Abelian coupling constant associated to the U(1) trace
part and the running of the non-Abelian coupling associated to SU(N) are different. Actually, the Abelian theory is IR-free,
while the non-Abelian theory is UV-free. As a consequence, since we deal with low-energy effective theories, we are interested
in a regime in which the Abelian coupling constant is likely to be negligible with respect the non-Abelian one. This sort of
decoupling is what we understand whenever we neglect the “center of mass” part of the gauge group and consider the stack as
simply supporting a theory with gauge group SU(N) instead of the full U(N).
3This framework has been introduced in [47, 45, 46, 48, 49, 50, 51, 52, 53, 9]; for a review on the topic we refer the reader
to [54].
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branes. The world-volume of the gauge branes contains the four-dimensional physical space-time and
it hosts the gauge theory of which we intend to study the non-perturbative sector. The instanton branes,
instead, host an auxiliary field theory which accounts for the instanton moduli “dynamics” (the instanton
moduli has been described in Section 3.3); these branes, as they are associated to instantons, must have a
world-volume which is completely localized from the physical space-time perspective. For instance, in
the D3/D(−1) case, the D(−1) (being here the instanton branes) are localized already in ten-dimensional
space-time and, a fortiori, also from the four-dimensional viewpoint. Conversely the D3 (here gauge
branes) world-volume coincides with the physical four-dimensional space-time. Another instance of D-
brane instanton setup is furnished by D3/D7 models4 where the D3’s play the roˆle of the instanton branes
and, in order to be localized from the 4-space-time perspective, their world-volume has to extend along
the internal (i.e. orthogonal to the physical space-time) directions. In the D3/D7 case, the world-volume
of the D7’s contains the physical space-time as a proper subset; therefore, to obtain a phenomenological
model, one needs to compactify the extra dimensions. Let us anticipate that both in the cases in which
there is the necessity5 of compactification and in the cases in which there is not, the internal space
geometry plays at any rate a crucial roˆle. As we will see, the internal geometry arrangement and the
internal space symmetry behavior of the branes represent the crucial features distinguishing between
ordinary and stringy instantons. In the ordinary case, gauge and instanton branes share the same internal
space characteristics while in the stringy case they do not.
To become fully aware that appropriate D-brane systems reproduce the field theoretical instantons,
one has to study carefully the D-brane induced background profiles for the fields. On the computational
level, one considers the tadpole amplitudes and attach to them the propagators of the corresponding
fields; taking then the Fourier transform and considering the limit of great distance from the source (i.e.
the branes), one can actually recover the non-trivial profile of the background and show that it matches
precisely with the leading term in the large-distance expansion of the field theory instanton solution in the
singular gauge 6 , [9]. The D-brane description of gauge theory instantons is complete. All the features
of standard instanton calculus are accommodated into the string framework. A particularly significant
example is represented by the ADHM construction: From a purely field theory viewpoint the ADHM
construction is an elegant but rather technical and obscure way of constructing the instanton moduli
space (we have introduced it in Subsection 3.3.1); from the D-brane perspective, instead, the ADHM
construction emerges naturally from the interactions of the string modes attached to the instanton branes
and the auxiliary k-instanton group U(k) of the ADHM construction coincides with the gauge group of
the field theory defined on the instanton branes.
Henceforth, we mainly stick to the D3/D(−1) models; here, to obtain the gauge theory living on
the D(−1) branes, we perform the zero-dimensional reduction of the Euclidean SUSY σ-model living
on a generic brane: The (Euclidean) path-integral involving all the modes associated to strings attached
4An example of D3/D7 models is studied for example in [55].
5With “necessity” here is meant the need of compactifying extra dimensions for the sake of obtaining a phenomenological
theory.
6The singularity in the field profile does not lead to singularity of any physical (i.e. gauge invariant) quantity such as, for
example, the action density. In instanton treatments it is usual to use singular expressions that can be transformed, by means
of singular gauge transformations, to perfectly well-behaved configurations, the latter, of course, continue to satisfy all the
instanton defining properties (e.g. finite-action Euclidean solution, asymptotic pure gauge behavior, selfdual or anti-self-dual
behavior,...), [56].
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to the D-instantons defines the instanton collective coordinate integral or, equivalently, the D-instanton
partition function, [57]. A zero-dimensional gauge theory is usually called a matrix model; only the
interaction terms involving no derivatives survive the ultimate dimensional reduction, in fact, being the
world-volume of D(−1) branes point-like, it constitutes a degenerate manifold that is spanned by no
coordinates with respect to which one could take derivatives.
The effective gauge theory describing the low-energy regime of open strings and branes emerges as
the first significant term in the full D-brane Dirac-Born-Infeld expansion. The subleading terms present
a higher number of derivatives7.
4.1 D-instanton models, a closer look
As already mentioned, the D-brane context offers a particularly natural environment to treat instantons. It
provides us a framework that allows us to give an intuitive interpretation of the ADHM construction; all
its ingredients, i.e. the ADHM moduli, their constraints and their U(k) symmetry, are described with the
gauge theory living on instantonic branes and with the dynamics of the string modes stretching between
instanton and gauge branes, [57, 9]. In this section we plunge into a more detailed excursion through
the technical features and essential ingredients of D-brane instanton constructions. Although keeping
sensitive to general aspects, we will often be concerned to a C3/Z3 orbifold model with the addition of
an orientifold; such a model constitutes the specific setup on which our research has been performed and
it will be defined throughout the following sections.
We consider exact string backgrounds that admit a conformal field theory (CFT) treatment and, in
particular, orbifold backgrounds; they can be seen as (almost) flat configurations obtained as specific lim-
its of more complicated and curved backgrounds. Nevertheless (as we will see explicitly) the orbifolds,
and more specifically their singular points, encode some important features of the curved backgrounds of
which they represent the limiting case, especially with respect to the breaking/preserving of supersym-
metries.
The orbifold/orientifold backgrounds are examples of non-compact space-times, hence it is not nec-
essary to address global tadpole cancellation problem. This is instead unavoidable whenever one works
in a compact space-time containing charged objects. Indeed, what we refer as the tadpole cancellation
problem can be intuitively thought of as the fact that in a compact space-time the flux-lines has to connect
charges of opposite sign and, because of Gauss’ theorem, the total charge has therefore to vanish. In a
non-compact background, instead, the flux-lines being generated by a charged object can “go to infinity”
without ending on another and oppositely charged object. This allows us to consider setups with a net
total charge. The results which we obtain in an orbifold/orientifold non-compact framework can have a
“local” relevance in relation to models having a compact internal space as well. Indeed, as long as we
work locally (i.e. we consider just a subspace of the whole internal compact manifold), we can disregard
global issues as the charge balance, [41].
7There is an interesting open question in relation to self-dual configurations: these could represent solutions of the would be
total DBI action, i.e. solutions of the full string model instead of being solutions of only its effective low-energy approximation;
to have some comments on this see [58].
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4.1.1 C3/Z3 orbifold background
An orbifold background8M10/Γ is the result of a quotient operation of the ten-dimensional spaceM10
with respect to a discrete group Γ of isometry transformations acting only on the internal spaceMI9.
The orbifold M10/Γ is usually indicated with just MI/Γ since the physical space-time remains un-
touched by the action of the group Γ of internal isometries. The points ofMI/Γ represent the orbits10
of the points inMI under the action of the elements in Γ. The name orbifold is actually a contraction of
“orbit manifold”.
Let us specialize the treatment to orbifold constructions in the presence of a stack of coinciding
D3-branes and D(−1) instantons on top of them. We parametrize the extended directions of the D3-
branes with the first four coordinates of the ten-dimensional space-time as in Table 4.1. The internal
0 1 2 3 4 5 6 7 8 9
D3 − − − − × × × × × ×
D(–1) × × × × × × × × × ×
Table 4.1: Arrangement of the D-branes; the symbols− and× denote respectively Neumann and Dirich-
let boundary conditions for the open strings attached to the branes.
space is instead spanned by the coordinates labeled with 4, ..., 9 and we organize them in three complex
coordinates as follows11:
z1 = X4 + iX5 , z2 = X6 + iX7 , z3 = X8 + iX9 . (4.2)
We start with an internal manifold which is isomorphic toR6 ∼ C3, that is to say, just flat six-dimensional
space. String models can be however defined on more structured internal spaces, for instance on non-
trivial12 Calabi-Yau manifolds (e.g. K3). Oftentimes, the explicit form of the metric for Calabi-Yau
manifolds is not available and it is impossible to give a description of the string dynamics. An important
exception is furnished by orbifolds which represent particular singular limits of Calabi-Yau manifolds.
The orbifold projection arising from the quotientMI/Γ yields a singular orbit space whenever a point
of the original manifoldMI is left invariant by the action of the non-trivial elements in Γ. As opposed
to the non-singular points inMI/Γ where the local differential structure is identical to the one “around”
the corresponding points in MI , at a singular point in MI/Γ it is impossible to define a consistent
8Introductory treatments of orbifolds are on many textbooks such as [59, 4].
9The internal space is the manifold formed by the directions which are orthogonal to the four-dimensional physical space-
timeMph, so
M10 =Mph +MI . (4.1)
For us,Mph coincide with the D3 world-volume.
10Remember that the orbit of a point x ∈ MI is the set comprehending x itself and its images under all the elements of the
group Γ of discrete isometries.
11As it will shortly emerge, the complex notation is convenient to define the orbifold action.
12Actually R6 is a particular example of Calabi-Yau manifold.
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tangent space and the metric, as well, is singular. Because of the lack of a well-defined metric, at
such singularities the General Relativity description fails. Conversely, after the introduction of new
string states called twisted states (see Section 4.1.2), string theory admits a consistent description of the
dynamics also in the presence of the orbifold singularities13.
To have an intuitive idea, one can consider a two-dimensional cone as arising from the orbifold
projection of the complex plane under the action of the cyclic group Z3,
Z3 =
{
g, g2, g3 = 1l
}
, (4.3)
with g the group generator. Let us represent Z3 on the complex plane with discrete rotations around
the origin of the polar coordinates by an angle of 2pi3 . After the projection, the origin, which is actually
left invariant by rotations, is mapped to the singular tip of the cone. There are however two caveats to
be mentioned to avoid confusion. At first, there exist conical singularities which cannot be obtained by
orbifolding a plane14 Secondly, there are also instances of manifolds with conical singularities where the
manifold itself is describable as a cone only locally, i.e. in the vicinity of the singularity; this has to be
opposed to the orbifolds of the type just described that instead yields global cones.
The stringy instanton model that we are going to describe in the following sections is built on a
C3/Z3 orbifold where C3 indicates the internal flat manifold in complex coordinates (4.2). We assign
the following action of Z3 on the internal space15:
g :
z1z2
z3
 →
 ξ z1ξ−1 z2
z3
 (4.4)
where ξ = e
2pii
3 . Notice that, because of the complex notation (4.2), the transformation (4.4) can be
easily seen as a rotation of 2pi3 on the z
1-plane together with a rotation of −2pi3 on the z2-plane; and the
group generator g can be then represented by
R(g) = e+
2pii
3
J1 e−
2pii
3
J2 , (4.5)
where Ji is the generator (in the vector representation) of the complex rotations on the plane spanned by
the coordinate zi. The expression (4.5) is particularly convenient to define the orbifold action on any kind
of field just by choosing the corresponding representation for the rotation operators J . In Subsection 5.4.1
we will follow this approach to study the orbifold transformation of fields carrying spinor indexes. From
the analysis of the spinor transformations emerges that half of the original ten-dimensional background
13From the supergravity point of view, there are situations in which there exist a characteristic length, usually referred
to as the enhanc¸on, “around a singularity” where the brane probes become tensionless so that the supergravity description
itself looses its validity, [60]. The singularity remains outside the supergravity treatment. In an ADS/CFT-like perspective
is interesting to mention that the enanc¸hon corresponds to the scale where the dual gauge coupling diverges, i.e. the non-
perturbative dynamically generated scale Λ, [61].
14This occurs when the deficit angle is not expressible as 2pi(n− 1)/n with n ∈ N. In the explicit example just described in
the main text, the deficit angle amounts to 4pi/3 (i.e. pi − 2pi/3) corresponding to n = 3.
15Note that, since the coordinate z3 is unaffected by the orientifold action, the orientifold itself could be thought of as a
C× C2Z3 ; we however maintain the
C3
Z3 notation.
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supersymmetry is broken by the C2/Z3 orbifold. From the viewpoint of the four-dimensional theory on
the world-volume of the D3-branes, the orbifold preserves 2 supersymmetries of the original N = 4
theory16.
Since the orbifold acts on the internal manifold MI , a brane placed at a specific point of MI is
mapped to an image brane placed at the corresponding transformed point. In a consistent treatment we
have to include into the model all the images of the branes. This proliferation of branes and their images
is avoided if the branes themselves are placed at the orbifold singular points; these points are in fact
image of themselves under the action of all the elements of the orbifold group. As we will see, the branes
placed on the orbifold singularities can be associated to irreducible representations of the orbifold group;
in this case, they are called fractional branes17.
4.1.2 Orbifold transformation of Chan-Paton indexes, quiver diagram and fractional
branes
So far we have considered only the action of the orbifold on the coordinates. An important aspect which
proves to be crucial for the developments we are to study, consists in the careful analysis of non-trivial
orbifold transformations for the Chan-Paton degrees of freedom.
Consider a D3-brane located at a generic point of the internal manifold and its two images under
the orbifolds Z3; the CP structure accounting for this set of branes is a 3 × 3 matrix18. As a brane is
transformed, the corresponding CP label is transformed as well; in other terms, an open string attached
to a brane will be attached to its image after the orbifold transformation. The representation of Z3 on this
CP structure is then
G(1l) =
 1 0 00 1 0
0 0 1
 , G(g) =
 0 1 00 0 1
1 0 0
 , G(g2) =
 0 0 11 0 0
0 1 0
 . (4.6)
The matrices (4.6) realize the so-called regular representation of Z3, namely
[R(a)]bc = δ(a·b), c , (4.7)
where a, b, c are generic elements of Z3. As any multi-dimensional representation of an Abelian group,
the regular representation is reducible and the matrices (4.6) can be correspondingly diagonalized,
H(1l) =
 1 0 00 1 0
0 0 1
 , H(g) =
 1 0 00 ξ 0
0 0 ξ−1
 , H(g2) =
 1 0 00 ξ−1 0
0 0 ξ
 , (4.8)
16We remind the reader that a stack of D3 branes on the flat ten-dimensional background is described at low energy by
N = 4 SYM theory.
17The attribute “fractional” is opposed to “regular”; both names will be commented in the next section.
18A similar and more detailed analysis of the Z2 case is given in [61].
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We remind the reader that ξ = e2ipi/3. In the diagonal entries we can recognize the three irreducible
representations of Z3,
R1(1l) = 1 R1(g) = 1 R1(g
2) = 1
R2(1l) = 1 R2(g) = ξ R2(g
2) = ξ−1
R3(1l) = 1 R3(g) = ξ
−1 R3(g2) = ξ
(4.9)
In the NS open-string sector the massless states are expressed by
Aµ = XAψ
µ
−1/2|p〉 (4.10)
ΦI = XΦψ
I
−1/2|p〉 (4.11)
where the index µ is associated to the extended directions of the D3-branes while I labels the three
complexified internal directions; p represents the center of mass momentum along the D3-branes. The
orbifold acts trivially on the µ directions and according to (4.4) on the internal space indexes. On the
generic CP factor X the orbifold generator g acts according to
g : X → H(g)XH−1(g) . (4.12)
The orbifold projection consists in retaining in our model only the states which are overall invariant with
respect to the orbifold transformation; the states surviving such projection must then satisfy the following
condition:
Aµ = H(g)AµH
−1(g) , ΦI = (ξ)IH(g)ΦIH−1(g) , (4.13)
where (ξ)I denotes the phase ξ to the I-th power. The orbifold conditions (4.13) constrain the modes
(4.10) to have the following CP structures:
Aµ =
 Aµ(11) 0 00 Aµ(22) 0
0 0 Aµ(33)
 , Φ3 =
 Φ
3
(11) 0 0
0 Φ3(22) 0
0 0 Φ3(33)
 , (4.14)
and
Φ1 =
 0 Φ
1
(12) 0
0 0 Φ1(23)
Φ1(31) 0 0
 , Φ2 =
 0 0 Φ
2
(13)
Φ2(21) 0 0
0 Φ2(32) 0
 . (4.15)
As usual the vacuum expectation values of the internal scalars account for displacements in the
corresponding direction of the branes themselves. For example, if we had a non-vanishing VEV for the
field Φ1(12), it would mean that the branes 1 and 2 are at a distance < Φ
1
(12) > along the internal direction
labeled with 1. If we consider all vanishing VEV’s for the scalars Φ then all the branes are placed at the
origin on top of each other; observe that the origin is also a singular point of the orbifold rotations. It is
possible to “diagonalize” the brane system (in the sense of (4.8)) and interpret the three diagonal branes
as fractional branes19, each of them associated to a diagonal factor of H . In other words, we assign
19Following [62], the fractional branes are interpreted as object bound to the orbifold singular locus but free to move along
the four-dimensional physical space-time (and z3 which, since it is left invariant by the orbifold action, spans the invariant
locus).
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Figure 4.1: Quiver diagram of theC3/Z3 theory before orientifold projection; it describes a configuration
of N1, N2 and N3 fractional D3 branes. The arrows starting and ending on the same node represent
N = 2 vector multiplets in the adjoint representation of the U(Ni) groups. The arrows between different
nodes represent bi-fundamental chiral multiplets which pair up into N = 2 hypermultiplets.
an irreducible representation to each fractional brane and, pictorially, we describe this by means of a
quiver diagram20 possessing a node for any irreducible representation. The arrows represent oriented
string modes stretching between the branes placed at different nodes. Alternatively, we could (but in the
present analysis we do not) consider branes associated to the whole diagonalized regular representation;
these branes are commonly called regular branes.
We can have a general setup containing a generic number of fractional branes on any node. The
branes transforming into a particular irreducible representation will be pictorially “placed” on the corre-
sponding node of the quiver diagram21 and the number of fractional D3 branes occupying the i-th node
(corresponding to the irreducible representation Ri(g)) is indicated with Ni. In our Z3 case we have the
Diagram 4.1. Now the CP factors are (N1 +N2 +N3)× (N1 +N2 +N3) matrices and we generalize
(4.12) as follows:
g : X → γ(g)X γ−1(g) , (4.16)
where γ(g) is the matrix encoding the D3-brane assignment to the quiver nodes
γ(g) =
1lN1 0 00 ξ 1lN2 0
0 0 ξ−1 1lN3
 (4.17)
20The word “quiver” in English indicates the sack carried on an archer’s shoulder to carry arrows. Apparently the presence
of arrows (indicating oriented string modes) suggested the fanciful name for the diagram.
21Notice that also the D-branes corresponding to different nodes are nevertheless coinciding in space-time. Indeed, they are
placed at the same singularity of the orbifold.
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with 1lNi denoting the Ni × Ni identity matrix. At low energy, this D-brane model is described with a
gauge theory having gauge group U(N1)×U(N2)×U(N3).
Repeating a similar reasoning for the D(−1) branes we have that the Z3 orbifold generator g acts on
the instantons with a matrix γ(inst)(g) which has the same form as γ(g) in (4.16) but where the Ni’s are
replaced with the ki’s, namely
γ(inst)(g) =
1lk1 0 00 ξ 1lk2 0
0 0 ξ−1 1lk3
 (4.18)
In the presence of the C3/Z3 orbifold, the usual boundary conditions for the closed-string modes in
the internal directions, i.e.
XI(σ + pi) = XI(σ) , σ ∈ [0, pi] , (4.19)
must be generalized to
XI(σ + pi) = rI(h)X
I(σ) , h ∈ Γ = Z3 . (4.20)
where rI (the index I is not summed) represents the orbifold action according to the assignment (4.4).
Note that we have a set of boundary conditions for any element h of the orbifold group, therefore,
for h 6= 1l, we are defining new closed-string sectors; these sectors are usually called twisted sectors.
Obviously, there are as many twisted sectors as non-trivial elements of the orbifold group. It is possible
to show that the fractional branes carrying an irreducible representation of the orbifold group source the
corresponding twisted closed-string modes [61].
Again, also in relation to the closed-string sectors, the orbifold projection retains only the invariant
modes. Notice that, on the conformal theory computational level, the operator product expansion of the
vertex operators “surviving” the orbifold projection closes. Indeed, the product of invariant operators is
still an invariant operator.
4.1.3 Orientifold
The exotic instantons have in general some extra neutral fermionic zero-modes in addition to the zero-
modes that are associated to the breaking of translations in superspace (i.e. the standard space-time
translations and their “super” partners). Let us anticipate what will be seen in detail in the following: The
presence of extra fermionic zero-modes (that we denote here with λ) is an exotic feature in contrast with
the ordinary instanton case. Indeed, on the computational level, the extra fermionic zero-modes emerge
because the exotic configurations lack some bosonic moduli (related to the instanton size). These bosonic
moduli are needed to saturate the fermionic degrees of freedom λ; the exotic action does not contain such
ordinary interaction terms involving λ and in fact it is completely independent of them. Since a fermion
is represented by a Grassmann variable, fermion zero-modes in the action renders the partition function
integral null. In such instances the exotic non-perturbative instanton do not have any effect on the low-
energy field theory.
There are nevertheless some models in which also the “dangerous” fermionic zero-modes are pro-
jected away. Specific backgrounds such as those involving orientifold projections, can eliminate the
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additional zero-modes [41] and then the exotic instanton partition function can yield finite contributions
to the low-energy interactions and couplings.
In its basic definition, with orientifold projection we mean the “gauging” of the world-sheet parity
ω. In this case the orientifold operator Ω coincides with the world-sheet parity ω,
Ω = ω . (4.21)
Implementing an orientifold projection we discard all the variant states under the operator Ω. In ten-
dimensional space-time, in the absence of any D-brane, the orientifold projection can be described as
a ten-dimensional extended object called O9-plane. Intuitively it “acts as a mirror” implementing new
conditions for the string modes and essentially identifying the right and left-movers.
Take the generic bosonic string mode
XM (z, z) = XML (z) +X
M
R (z) (4.22)
where we have split the left.moving (holomorphic) and right-moving (anti-holomorphic) parts. The
world-sheet parity ω action exchanges them
ω[XM (z, z)] = XM (z, z) = XML (z) +X
M
R (z) (4.23)
In this case, the orientifold projection will select the states such that XL = XR.
The introduction of D-branes into the game makes the orientifold more complicated. In the presence
of toroidal compact directions, it is possible to see D-branes as arising from T-duality operations of
ten-dimensional space; more specifically, in the open-string sector, Neumann boundary conditions are
transformed into Dirichlet boundary conditions by T-duality and we know that D-branes correspond in
fact to hyper-surfaces implementing the Dirichlet boundary conditions in their transverse space. From
the study of the interplay of world-sheet parity and T-duality we can understand how to orientifold a
D-brane model.
For the sake of simplicity, let us consider a ten-dimensional model having one compact spatial
direction (say 9) and we consider T-duality with respect to it. T-duality amounts to a space-time parity
operator acting only on the right-moving sector. So the T-dual of (4.22) is
X ′M (z, z) = T9[XM (z, z)] = XML (z) +X
M
R (z) for M 6= 9 (4.24)
X ′9(z, z) = T9[X9(z, z)] = X9L(z)−X9R(z) (4.25)
T-duality has introduced an asymmetric treatment with respect to the right and left sectors and the ori-
entifold operator ω does not commute with T9. Asking the commutation between the to operators to
hold, we must specify the definition of orientifold in the T-dualized perspective as follows: we regard the
action of Ω on the generic mode Y as the joint effect on the function Y “itself” and on its arguments (i.e.
the interchange of holomorphic and anti-holomorphic dependence due to ω), namely
Ω[Y (z, z)] = Y ′Ω(z, z) (4.26)
In this fashion, we can assign the following transformation rules:
XMΩ = X
M (4.27)
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and
X ′MΩ = X
′M for M 6= 9 (4.28)
X ′9Ω = −X ′9 (4.29)
Thus, in the T-dual framework, the orientifold operator has to be defined as the product of the world-sheet
parity ω and the parity operator I9 in the 9 direction,
Ω′ = ωI9 (4.30)
In this way we have
T9Ω = Ω
′T9 . (4.31)
The T-duality in the 9 direction can be thought of as adding a D8 brane extended along the directions
M 6= 9.
Extending what we have described explicitly, it is not difficult to understand that in a setup contain-
ing D3-branes the orientifold operator has to be
Ω = ω (−1)FR I456789 (4.32)
where I456789 is the parity operator of the internal space and FR represents the right-moving fermion
number; some comment is still necessary about the factor (−1)FR . In (4.24) we have seen that the T-
duality operation along the 9 direction reverse the sign of the bosonic right-moving modes; relying on
superconformal invariance we have an analogous behavior also for the right-moving fermionic partners,
so
ψ˜9(z) = −ψ˜9(z) . (4.33)
As noted in [11] (to which we refer for further details), this implies that the chirality of the right-moving
Ramond sector is reversed by the T9 duality operation; indeed, the associated raising and lowering oper-
ators
ψ˜8 + iψ˜9 ↔ ψ˜8 − iψ˜9 , (4.34)
are interchanged under T9. This chirality change explains that from T -duality with respect to one (or
any odd number of directions) relates Type IIB string models with Type IIA. If we now consider doing
another T -duality operation also with respect to the 8 direction (supposing it to be compact) we have that
under T8T9 the right-moving fermions transforms as
ψ˜8 + iψ˜9 ↔ −ψ˜8 − iψ˜9 . (4.35)
Collecting what just said, we have that two T -duality connect Type IIB again with Type IIB, but the right
moving fermions in the T -dualized directions acquire a minus sign. It is not difficult to imagine that if
we T -dualize with respect to all the six internal coordinates, we have that all the right-moving fermions
along the internal directions acquire a minus. Therefore, to have an orientifold operator commuting with
T -duality we must insert a factor compensating for this additional signs; in the case of T -duality in the
whole internal space we have just to count the number of right-moving fermions and add a corresponding
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number of minus sign; this is precisely the effect of the factor (−1)FR in the definition of the orientifold
operator.
Pictorially, in the framework of our C3/Z3 orbifold model we add also an orientifold O3 plane
whose world-volume coincides with the four space-time directions of the D3-brane world-volume. In
other terms, the O3 is on top of the D3 stack.
The orientifold acts on the Chan-Paton structures as well and its effect on the generic CP factor C is
given by
Ω : C → γ(Ω)CT γ(Ω)−1 , (4.36)
where γ(Ω) is an invertible matrix representing Ω on the CP space. Notice that the CP factor is transposed
because of the world-sheet parity which interchanges the open-string endpoints. The concurrent presence
of an orbifold and an orientifold projection requires that their representations on the CP indexes satisfy
the following consistency condition [63, 64] (it is discussed in Subsection 4.1.4):
γ(h) γ(Ω) γ(h)T = γ(Ω) (4.37)
where h indicates the generic element of the orbifold group. The condition (4.37) must hold for both
the D3 and the D(−1) CP structures. Observe that (4.37) amounts to requiring the commutation of the
orientifold and orbifold operations in any CP sector. As we will see explicitly in Appendix D, according
to (4.37), the matrix γ(Ω) can be chosen to be either symmetric or antisymmetric. Our choice will be
anti-symmetric for the D3 branes, so the matrix γ−(Ω) representing the orientifold on the D3 CP factor
is
γ−(Ω) =
 0 00 0 1lN2
0 −1lN2 0
 (4.38)
where  represents the N1 × N1 totally anti-symmetric matrix obeying 2 = −1. Observe that, as a
consequence of the skew shape of γ−(Ω), we must choose N1 to be even and N2 = N3.
As described in [63, 41], for consistency reasons, the orientifold representation on the instantonic
CP structure (i.e. the (k1 + k2 + k3) × (k1 + k2 + k3) matrices) has to be chosen with the opposite
symmetry property with respect to γ−(Ω)22. Since we have chosen γ−(Ω) to be anti-symmetric, we
must choose the orientifold matrix on the instanton to be symmetric; we indicate it with γ+(Ω). Taking
a generic (k1 + k2 + k3)× (k1 + k2 + k3) instanton CP factor C, we have
Ω : C → γ+(Ω)CT γ+(Ω)−1 (4.39)
where
γ+(Ω) =
1lk1 0 00 0 1lk2
0 1lk2 0
 . (4.40)
22This consistency requirement arises from the study of the string modes with Neumann-Dirichlet mixed boundary conditions
stretching between the two kinds of branes (D3 and D(−1) in our case); in particular, from the analysis of the half-integer
modes expansions of such strings and their vertex operators, it can be observed that the orientifold eigenvalue on the members
of the mixed sector acquires an extra minus sign that has to be compensated choosing opposite symmetry properties for the
orientifold matrix on the Chan-Paton structures associated to the two different kinds of branes. We refer the reader to [63] for
further details.
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Observe that, differently from N1 (which is associated to a totally anti-symmetric matrix), k1 does not
need to be even since the identity 1lk1 can have any dimensionality. However, since the (23) block has
skew structure, k2 and k3 have to be equal has already happened for N2 and N3.
Recalling the explicit form of the orbifold matrix (4.17) and (4.18), it is not complicated to check
that our choices γ±(Ω) satisfy the orbifold/orientifold commutation condition (4.37) both for D3 and
D(−1) CP indexes.
4.1.4 Orbifold-orientifold commutation condition
Let us consider an Abelian orbifold group G; the representation of G on the Chan-Paton factors involves
commuting matrices γ(g), then in particular we have
[γ(g), γ−1(g)] = 0 (4.41)
The orientifold action on the Chan-Paton space is represented with a matrix γ(Ω). The simultaneous
presence of an orbifold and an orientifold projection posits a consistency question: we need to require
that the two projections commute. Let us show a quick argument to support this consistency requirement.
Suppose that P1 and P2 represent two projection operators that, by definition, are idempotent (i.e. P 2i =
Pi). Furthermore, assuming that they do not commute, we have:
P1P2 6= P2P1 . (4.42)
Multiplying both members of (4.42) by P1 both from the left and from the right and using the idem-
potency property we obtain
P1P2P1 6= P1P2P1 , (4.43)
which is clearly inconsistent.
The application of the orientifold and orbifold projections in the two possible orders on a prototype
modulus λ gives explicitly:
Ωg : λ→ γ(g)λ γ−1(g)→ γ(Ω) (γ−1)T (g)λT γT (g) γ−1(Ω) (4.44)
gΩ : λ→ γ(Ω)λT γ−1(Ω)→ γ(g) γ(Ω)λT γ−1(Ω) γ−1(g) (4.45)
Therefore we have the following commutation condition:
[Ω, g] = 0⇒
{
γ(Ω)(γ−1)T (g) = γ(g)γ(Ω)
γT (g)γ−1(Ω) = γ−1(Ω)γ−1(g) (4.46)
The two equations on the right are equivalent; to see this it is sufficient to invert both members of the
second equation taking in account that23
(γ−1)T = (γT )−1 (4.48)
23Notice that this is always true
AA−1 = 1 ⇒ (A−1)TAT = 1 ⇒ (A−1)T = (AT )−1 (4.47)
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Moreover, the two equations are equivalent to the consistency condition
γ(g)γ(Ω)γ(g)T = γ(Ω) (4.49)
as given in [63].
4.2 BRST structure and localization
The ADHM construction parametrizes the instanton moduli space with a redundant set of variables which
are restrained to satisfy the ADHM constraints (3.57). In the string framework, the content of the con-
struction emerges from the open strings attached to the D-instantons; the ADHM constraint results from
the equations of motion of the instanton moduli. Notice that, as the moduli are indeed non-dynamical
degrees of freedom, the equations of motion are in fact algebraic relations. The quantum treatment of a
system described by a redundant set of variable appropriately constrained is of course a central problem
in theoretical physics in general. The gauge fixing question presents in these terms.
The mathematical tools that we employ in our instanton computations have in fact a stringent anal-
ogy with the modern BRST gauge fixing approach. More specifically, an appropriate combination of the
supersymmetry charges defines an anti-commuting operator under which the theory shows a well defined
BRST structure.
4.2.1 Localization formula
Consider a manifoldM having complex dimension l and assume there is a group G acting onM whose
action is encoded in the field ξ as follows24,
ξ = ξm(x)
∂
∂mx
(4.50)
δξx
m = ξm(x) (4.51)
where x spans the manifoldM. One can define the equivariant external derivative
Qξ
.
= d+ iξ (4.52)
satisfying
Q2ξ = diξ + iξd = δξ (4.53)
with d denoting the exterior derivative; iξdxi = δξxi represents the contraction with the vector ξ and δξ
is the Lie variation along the field ξ.
Consider a form α(x) defined on the manifoldM that is equivariantly closed, i.e. it has null Qξ-
variation,
Qξα = 0 . (4.54)
24Here we follow closely what described in [65].
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The localization theorem states that the integral of α onM is computable by considering the fixed points
xs0 of the action of G onM,
ξi(xs0) = 0 . (4.55)
More specifically, we have the localization formula∫
M
α = (−2pi)l
∑
s
α(xs0)
det1/2Q2ξ(x
s
0)
, (4.56)
where Q2ξ(x
s
0) is the matrix corresponding to the map from and to the tangent space ofM induced by
the vector field ξ,
Q2
i
j = ∂iξ
j : T [M]→ T [M] (4.57)
Intuitively, the localization formula (4.56) can be thought of in analogy to the integral of a total derivative;
this integral receives contribution only at the boundary or in the presence of singular source/pit points.
It is possible to generalize the localization formula to the case whereM is a super-manifold; the gener-
alization leads to a result analogous to (4.56) where the determinant is promoted to a super-determinant.
To have further details we refer the reader to [66].
4.3 Graviphoton background
In the framework of the multi-instanton equivariant calculus, an essential ingredient is the so called Ω-
deformation (here Ω is not to be confused with the orientifold operator!). The moduli action is deformed
by a U(1)×U(1) transformation which acts on some of the moduli and preserves the ADHM constraints.
Such deformation represents a necessary step to perform the actual computation of the instanton partition
function. The U(1)×U(1) deformation is parametrized by a single phase ; the two U(1) transformations
are complex conjugate (so, explicitly, ei and e−i) and actually not independent. They act respectively
on the chiral and anti-chiral spinor indexes of the “internal Lorentz group”25.
The -deformation plays the roˆle of a background regulator and has a clear interpretation in terms of
string modes. Indeed, in [67] it has been shown explicitly that the deformation is equivalent to consid-
ering a constant but non-null Ramond-Ramond closed-string background associated to the self-dual part
of the graviphoton field F . In this picture, the  parameter represents the VEV of the graviphoton itself
and the effect of the graviphoton regulation is interpretable as the introduction of a constant curvature
in the ambient ten-dimensional space. On the computational level, the effects of the graviphoton on the
instanton moduli action are obtained studying mixed open/closed disk amplitudes (see [67] for details).
When regarded simply as a regulator, the graviphoton background is turned on to actually perform
the instanton calculations; the results are eventually considered in the zero-graviphoton limit26. However,
since the graviphoton is the field accounting for gravitational interaction in the ambient space, the terms
in the partition function that depend on F describe the gravitational effects on the instanton dynamics.
25Henceforth, with internal Lorentz group we indicate the SO(4) ∼ SU(2)× SU(2) associated to the rotations with respect
to the (real) internal coordinates labeled with 4, 5, 6, 7.
26Note that, before the zero-graviphoton limit, the terms in the graviphoton represent gravitational corrections to the flat-
background case.
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An alternative interpretation reads the -deformation as arising from a non-trivial metric, called Ω-
background, on the instanton moduli space. The Ω-background framework agrees with the RR gravipho-
ton interpretation only at linear order in  and then it is not able to accommodate the higher gravitational
corrections to the instanton action. However, in the literature the -deformation is still often referred to
as Ω-background.
4.4 Topological twist
As firstly noted in [68], N = 2 Super-Yang-Mills theory can be reformulated in such a way that proves
suitable for the study of topological and co-homological properties. Indeed, the mathematical structure
emerging from the topological twist constitutes an essential step fro the localization techniques we will
employ in the following section when performing actual instanton computations. Let us here describe
the precise meaning of topologically twisting our model.
The Lorentz symmetry of the D3-branes world-volume, since we adopt Euclidean metric, is repre-
sented by proper four-dimensional rotations, i.e. to the group SO(4). At the level of the algebra, we have
that SO(4) ∼ SU(2)× SU(2) corresponding to the quaternionic expression of the SO(4) vector indexes.
Customarily, the two SU(2) factors are denoted with SU(2)L and SU(2)R (L means left and R right) and
to them we associate the indexes α and α˙ respectively.
The internal space, orthogonal to the D3-branes, is constituted by 6 real directions which we have
parametrized with three complex coordinates (4.2). The orbifold transformation on the internal space
given in (4.4) leaves the z3 direction invariant while z1 and z2 transform non-trivially. Let us concentrate
on the latter couple of coordinates; as they correspond to 4 real directions, the original rotation symmetry
of the theory contains an SO(4) factor associated to them; we will refer to this SO(4) as the internal
Lorentz group. Again, the internal Lorentz group can be “split” into two SU(2) factors that correspond
to two indexes which will be denoted with a and a˙.
The topological twist that we consider in our analysis, consists in the substitution of the original
Lorentz group SU(2)L×SU(2)R with the twisted version SU(2)×SU(2)′ where SU(2) = SU(2)L and
SU(2)′ = diag
(
SU(2)R,SU(2)I
)
. SU(2)I represents the SU(2) factor of the internal Lorentz group
associated to the index a27. As we will see explicitly, such identification allows us to define a peculiar
linear combination of the supersymmetry charges that, in turn, reveals a significant BRST structure of
the model.
One could wonder whether the topological twist represents actually a constraint of the theory affect-
ing the dynamics; we refer to [40] for the details, however, let us comment the effect of the topological
twist on our model. We are identifying two SU(2) symmetries of the original theory, reducing in fact the
total symmetry group. As will be shown explicitly28, from the point of view of the string modes in our
model, the topological twist amounts to a simple reorganization of the fields. Indeed, twisting the field
27The identification of SU(2)I with the SU(2) labeled by a is a matter of choice; we could as well have taken the other
SU(2) factor associated to a˙.
28See Equation (5.24) and the following comments.
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content of our model does not reduce the number of degrees of freedom and, as far as our analysis is
concerned, we can think to the topological twist as a sort of change of basis for the fields.
5
Stringy Instantons
After the discovery of the D-branes , the string formalism has proved to be a particularly natural envi-
ronment to study the non-perturbative sector of supersymmetric gauge theories. In the previous sections,
we have already stressed the technical possibility of describing throughly and effectively all the features
of the field theoretical instanton calculus.
One crucial step forward consists in concentrating on the string models used for instantonic calcu-
lations and generalizing them. In other terms, one can assume a string perspective and study D-brane
setups generalizing the models that reproduce ordinary instanton calculus. We will rely on the details of
the possible generalizations through the present chapter, but let us anticipate that the string formalism
context allows us to produce non-perturbative effects of new type. They are commonly referred to as
exotic or stringy. Although they do affect the low-energy effective gauge theory corresponding to the D-
brane model under study, the exotic effects are in general not interpretable from a purely field theoretical
viewpoint1. Indeed, they possess a stringy nature; for instance, they introduce in the low-energy theory
non-perturbative effects which can depend explicitly on the string scale α′.
The string framework offers both a natural and effective tool to treat ordinary instanton computations
and possible generalizations. The D-brane approach allows us to explore the instantonic non-perturbative
sector in an unprecedentedly wide and deep fashion. It is even tempting to regard the D-brane description
as the definitely environment for instantons in general.
1 The D7/D(−1) exotic instantons in eight dimensions have a natural interpretation as the zero-size limit of ordinary
instantons of the eight-dimensional gauge theory living on the D7-branes. Some comments are in order. In eight dimensions
the self-duality (or anti-self-duality) condition is not imposed on the field-strength F but instead on the tensor F ∧ F . In the
eight-dimensional case the solutions of the self-duality condition for F are not solutions of the equations of motion (as instead
occurs in four dimensions). More precisely, if we consider an instantonic configuration (i.e. solving the duality condition) we
have that the corresponding equations of motion instead of being zero are proportional to (d− 4)R = 4R where R represents
actually the modulus associated to the “size” of the instanton configuration. It is then natural to see that in the R → 0 limit
the self-dual configurations solve the equations of motion as well. In four dimensions (i.e. d = 4) the equations of motion are
again proportional to (d− 4)R which now is of course identically zero; the exotic configurations have no clear field theoretical
interpretation in the four-dimensional case, see [58]
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5.1 Motivations
5.1.1 Theoretical Significance
The theoretical interest on stringy instantons is especially related to the study of the vacuum structure of
both supersymmetric gauge theories and of the associated string models themselves; the main attention
is tributed to their important effects regarding supersymmetry breaking and moduli stabilization [69, 70].
From a purely string theory point of view, the ordinary and exotic configurations are on the same footing
and the difference between the corresponding D-brane models are simply technical. All the investigations
aimed at the study of the string vacua encompass necessarily the entire panorama of non-perturbative
features, so the stringy instantons as well.
5.1.2 Phenomenological Interest
At the outset we have to stress again that in this first part of the thesis the focus is on the context ofN = 2
supersymmetric theories. The distance to current real experiments is still significant; supersymmetry
itself has still to be observed. Given this premise, it is nevertheless physically crucial to meditate on
the actual phenomenological value of the stringy instanton calculus. Maintaining a cautious attitude2,
it is important to study in detail specific models in which new kind of exotic effects could arise. Even
though the particular models themselves will turn out not to be realized in Nature3, they furnish the
inspiring theoretical proof that dynamics in extra dimensions can generate and accommodate essential
phenomenological features like Yukawa couplings in GUT models [71], right-handed neutrino masses
[72, 73, 74] and see-saw parameters. Indeed, the main phenomenologically appealing characteristic of
stringy instantons relies in the introduction of a new scale (related to the string scale α′) in the low-
energy theory; this novel scale could offer the framework for solving naturalness problems or hierarchy
questions4.
5.2 Stringy instanton salient features
The ordinary vs. stringy classification of instantons has a precise meaning in relation to the features of
the associated D-brane models. In an ordinary instanton configuration, the gauge and instanton branes5
share all the geometric and symmetry characteristics in the internal space. Instead, the exotic configura-
tions have instanton branes that because of a different geometrical arrangement or because of different
symmetry properties, have a different internal-space behavior with respect to the gauge branes.
Consider a generic D-brane model involving D(3 + p) and D(p − 1) branes being respectively the
gauge and the instanton branes. If p > 1 we need to compactify the extra dimensions in order to obtain
2In the scientific jargon, this cautious phenomenological attitude is usually referred to as semi-realistic.
3Or, more likely, if any experimental evidence belongs to a more or less remote future.
4In the exotic cases obtained by compactifying configurations living in higher dimensionalities, the compactification scale
can as well enter into the game.
5Gauge and instanton branes has been defined in 4.
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an effective four-dimensional low-energy field theory. The compactification would require the presence,
in the internal manifold, of a compact p-cycle C around which we wrap the gauge D(3 + p) branes. In
this case, an ordinary instanton is associated to Euclidean D(p−1) branes completely wrapping the same
internal cycle.
We have two main ways to modify the internal behavior of instanton branes. We could consider
the possibility of wrapping the D(p − 1) branes on another different p-cycle C′ 6= C or we can assign
different symmetry properties between the gauge and instanton branes. This second possibility will be
the one considered in the following, indeed we will associate gauge and instanton branes to distinct
representations of the background orbifold action (see 4.1).
Another characteristic feature of stringy instantons, as opposed to ordinary ones, is that they lack
the bosonic moduli describing the instanton size6. This is a direct consequence of the different internal
behavior between instanton and gauge branes. Some fermionic zero modes are then difficult to saturate.
In the moduli integral giving rise to the instanton partition function an unsaturated Grassmann variable
leads inevitably to an overall vanishing result. Stringy instantons can produce effects only within systems
in which the extra fermionic zero modes are either projected away by orientifold projections [41, 75] (as
in our case) or lifted by means of background fluxes [76, 77, 78] or also with other mechanisms such as
those described in [79, 80].
Eventually, another stringy instanton peculiarity resides in the instanton group structure. In Section
5.4.3 we will directly see that the SU(2) stringy instantons of the model at hand enjoy an SO(k) symmetry
structure. Being this related to the structure of the quiver diagram after the orientifold projection (i.e.
with the effects of the orientifold on the group structures on the various stacks of branes), the occurrence
of orthogonal instanton group structure for unitary gauge theories arises also in the generalization of our
model to SU(N > 2)7. This exotic result is in contrast with its ordinary instanton counterpart; in SU(N)
gauge theories the ordinary instanton group is in fact unitary.
5.3 Stringy instantons in N = 2 theories
5.3.1 Localization techniques for exotic instantons
The localization techniques are pivotal in the framework of D-brane instanton computations. In the
case of ordinary instanton configurations, when technically available, one can check the results obtained
with string tools against ordinary, field-theoretical computations [66]. By definition, the same kind
of checks cannot be performed for exotic instantons because, in general, they have no purely field-
theoretical counterpart.
There are instances in which the difficulty in checking the applicability of localization techniques
to exotic instantons can however be surmounted by means of dualities. A significant example is the em-
6As as a comment, remember that in the eight-dimensional case mentioned in the footnote 1 of the present chapter, the
stringy instantons are interpreted as instanton configuration in the zero-size limit (sometimes referred to as small instantons).
7Some more comments about other gauge groups and the corresponding instanton groups can be found in Section 5.10.
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ployment of the heterotic/Type I′8. duality, [81, 82, 55]. This duality has been proposed in [83] following
a correspondence in the spectrum of the two theories involved9. On the heterotic side of the duality there
are some quartic interactions that do not receive any corrections beyond the 1-loop order. This happens
because they are protected by supersymmetry. The same couplings can be obtained from the dual Type I′
theory but in this context they receive both perturbative and non-perturbative contributions. The Type I′
non-perturbative computations are performed employing localization techniques and are then confronted
with the corresponding heterotic perturbative results. This furnish a non-trivial test for the extension of
localization methods to the stringy instanton calculus.
5.4 Description of the D3/D(−1) stringy instanton model
At the outset, it should be underlined that the model under consideration is the first setup containing
stringy instantons effects directly (i.e. without the need of compactifications) in a four-dimensional field
theory. Indeed the field theory is defined on the four-dimensional world-volume of the D3-branes. In the
preceding literature about stringy instantons, the setups always involved gauge theories defined on the
eight-dimensional world-volume of D7-branes.
We analyze the low-energy gauge theory describing a stack of fractional D3-branes in the already de-
scribed C3/Z3 orientifold background of Type IIB superstring theory preservingN = 2 supersymmetry
in four dimensions. The strategy we follow is analogous to the one presented in [41] for the one-instanton
case. Namely, we study a system of fractional of D3-branes realizing an N = 2 SU(N) gauge theory
containing a hypermupltiplet (i.e. the “matter” content of the model) in the symmetric representation of
the gauge group. The instantons are encoded in a second stack of D(−1)-branes populating a different
node of the quiver diagram with respect to the D3-branes. Sitting on different nodes, the gauge and
instanton branes belong to different irreducible representations of the orbifold group. In our model, this
difference in the orbifold representation is the key feature which makes the instanton stringy.
The fermionic zero modes arising from the open strings with mixed Neumann-Dirichlet boundary
conditions are projected out by the orientifold. The removal of such zero-modes leads to non-vanishing
results for the moduli integral and therefore to non-null stringy effects on the low-energy prepotential.
5.4.1 D3-branes at the C3/Z3 orbifold singularity (field content)
The presence of the D3-branes brakes the ten-dimensional SO(10) Lorentz10 group splitting it to SO(4)×SO(6).
The fields carrying representations of the Lorentz group split accordingly. Moreover, notice that since
the translation invariance along the direction which are orthogonal to the D3 branes are broken as well,
8Type I′ string theory (sometimes referred to as Type IA as well) is the T-dual of Type I theory on a ten-dimensional space-
time in which there is (at least) one compactified dimension, [59] One can think as follows: Type IIA and Type IIB are T-dual of
each other; Type I is an orientifold projection of Type IIB; Type I′ is the T-dual of Type I and can be thought of as an orientifold
projection of Type IIA.
9To find more details on the checks of the duality itself, look at the references contained in [81].
10Remember that we have Euclidean signature, so “Lorentz” transformations are indeed proper rotations.
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the original ten-dimensional Poincare´ invariance is reduced to the four-dimensional Poincare´ invariance
of the D3 world-volume.
The ten-dimensional vector AM splits into an SO(4) vector Aµ and a SO(6) vector, however the
latter is seen as a collection of six scalar from the four-dimensional theory point of view. An anti-chiral
ten-dimensional spinor Λ decomposes as follows:(
ΛαA , Λα˙A
)
, (5.1)
where α and α˙ are respectively chiral and anti-chiral spinor indexes of SO(4); the lower and upper
indexes A are respectively chiral and anti-chiral spinor indexes of SO(6)11.
The field content of the gauge theory describing at low energy the fractional D3-branes emerges
from the orbifold/orientifold projection. To study the orbifold transformations of a generic field, we have
to consider the orbifold generator (4.5) in the representation of the field under consideration. Once we
know the transformation of the fields we project away the non-invariant components; on a computational
level this consists in retaining only the invariant components that satisfy the so-called orbifold/orientifold
conditions.
To study the spinor orbifold transformations we have to use the SO(6) spinor weights and then, from
(4.5), we obtain
g :

Λα−−−
Λα++−
Λα+−+
Λα−++
 →

Λα−−−
Λα++−
ξ Λα+−+
ξ−1 Λα−++
 and

Λα˙+++
Λα˙−−+
Λα˙−+−
Λα˙+−−
 →

Λα˙+++
Λα˙−−+
ξ−1 Λα˙−+−
ξ Λα˙+−−
 . (5.2)
Since only half of the spinor components are left invariant by the orbifold transformations, the corre-
sponding orbifold projection yields N = 2 supersymmetry.
In the bosonic sector, the invariance requirement translates into the following system of conditions:
Aµ = γ(g) Aµ γ(g)
−1 , Aµ = −γ−(Ω)
(
Aµ
)T
γ−(Ω)−1 , (5.3a)
ΦI = (ξ)I γ(g) ΦI γ(g)−1 , ΦI = −γ−(Ω)
(
ΦI
)T
γ−(Ω)−1 , (5.3b)
where Aµ with µ = 0, ..., 3 is the four-dimensional vector and ΦI with I = 1, 2, 3 denotes the com-
plexified internal scalars (associated to the internal complex coordinates defined in (4.2)). The orbifold
conditions, encoded in the left equations of (5.3a) and (5.3b), impose that Aµ and Φ3 have only diag-
onal entries while Φ1 and Φ2 must have only off-diagonal components, more specifically we have the
structure (4.15).
The field content emerging from the orbifold projection is further restricted by the orientifold con-
ditions. More precisely, we have that
Aµ(11) = 
(
Aµ(11)
)T
 , Aµ(22) = −
(
Aµ(33)
)T
, (5.4)
11The original spinor has 210/2 = 32 components which are now organized as 2× 4 + 2× 4 = 32.
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Figure 5.1: Quiver diagram of the orientifolded C3/Z3 theory. The dashed line represents symbolically
the “mirror” identification produced by the orientifold.
and
Φ3(11) = 
(
Φ3(11)
)T
 , Φ3(22) = −
(
Φ3(33)
)T (5.5)
From the conditions on the gauge vector field entries, we have that the gauge group of the low-energy
theory is USp(N1) × U(N2). As we have just observed, N = 2 supersymmetry is preserved and Aµ
and Φ3 can be interpreted as the bosonic part of the N = 2 adjoint vector multiplet.
Let us underline that the representation of the orientifold action on the CP structure lead us to an
identification of the nodes 2 and 3 of the quiver diagram. Whenever we use the notation Aµ(22) and
Aµ(33) (as well as Φ3(22) and Φ
3
(33)) as if they were distinct it must be understood that they are in fact
identified. Hence it is convenient to introduce the compact notation Aµ(22) ≡ Aµ and Φ3(22) ≡ Φ.
The off-diagonal part of the CP dressed scalar field yields the bosonic components of the matter
N = 2 hypermultiplets. In particular, the orientifold conditions on the entries of the fields Φ1 and Φ2
return
Φ1(12) = −
(
Φ1(31)
)T
, Φ1(23) =
(
Φ1(23)
)T
, Φ2(13) = 
(
Φ2(21)
)T
, Φ2(32) =
(
Φ2(32)
)T
. (5.6)
In depicting the structure of the theory through the quiver diagram 5.1 we can observe that any node
corresponds to a stack of fractional branes leading to a factor in the composed gauge group USp(N1)×
U(N2) (remember that node 2 and 3 are identified). Any oriented open string stretching from a node
to another (or better from the stack of branes placed on a node to the stack of branes placed at another
node) possesses a pair of CP indexes transforming respectively in the fundamental and anti-fundamental
representations associated to the starting and ending stacks. Note however that the anti-fundamental
representation of USp(N) coincides with the fundamental and that the orientifold induced identification
between nodes 2 and 3 of the diagram connects the fundamental representation of U(N2) to the anti-
fundamental representation U(N3) and vice versa. From this considerations emerges the behavior of the
fields listed in Table 5.4.1.
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field USp(N1) U(N2)
Φ1(12)
Φ1(31)
Φ1(23) ·
Φ2(21)
Φ2(13)
Φ2(32) ·
Table 5.1: Matter content (more precisely, bosonic components of theN = 2 hypermultipltets) and their
gauge representations.
5.4.2 D3-branes at the C3/Z3 orbifold singularity (moduli content)
We turn the attention on the open strings attached to the D-instantons. We proceed in analogy of the
study of the D3 brane field content just performed in the preceding section.
The most general instanton configuration corresponds to k1 D(−1) branes lying on node 1, k2
D(−1)’s on node 2 and k3 D(−1)’s on node 3. Again, because of the orientifold induced identifica-
tions we must restrict to k2 = k3. The CP factor Y of the generic open-string excitation stretching
between two D-instantons is a (k1 + 2k2)× (k1 + 2k2) matrix.
We organize the Neveu-Schwarz sector of the open strings connecting two instanton branes in anal-
ogy to the sector of strings stretching between D3 branes, namely a four-dimensional vector aµ and three
complex scalars χI . Notice that the ten real component fields, even if so arranged, are however all on the
same footing; in fact a D(−1) instanton breaks completely the ten-dimensional Poincare´ invariance and
from the point of view of its world-volume theory the fields aµ and χI are non-dynamical scalars. The
(aµ, χ
I) representation is suitable to be interpreted in terms of the parameters of the ADHM construction.
The orbifold/orientifold conditions for the D(−1)/D(−1) moduli are
aµ = γ
′(g) aµ γ′(g)−1 , aµ = +γ+(Ω)
(
aµ
)T
γ+(Ω)
−1 , (5.7a)
χI = (ξ)I γ′(g)χI γ′(g)−1 , χI = −γ+(Ω)
(
χI
)T
γ+(Ω)
−1 . (5.7b)
As a confirmation of what was just observed, the orientifold condition for the “vector” aµ differs from
the orientifold condition for the proper vector Aµ in the sign and is instead formally identical to the
condition for the scalars ΦI ’s. This is precisely a consequence of the fact that while Aµ corresponds to
Neumann-Neumann string modes, both aµ and ΦI correspond to Dirichlet-Dirichlet modes. Obviously
this is true for the χI ’s as well.
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Expliciting the orbifold conditions for aµ we have:
aµ =
 aµ(11) 0 00 aµ(22) 0
0 0 aµ(33)
 , χ3 =
 χ
3
(11) 0 0
0 χ3(22) 0
0 0 χ3(33)
 . (5.8)
The orientifold further constrains the degrees of freedom imposing
aµ(11) =
(
aµ(11)
)T
, aµ(22) =
(
aµ(33)
)T
, χ3(11) = −
(
χ3(11)
)T
, χ3(22) = −
(
χ3(33)
)T
, (5.9)
Proceeding analogously for χI we have that the orbifold requires the following CP structures
χ1 =
 0 χ
1
(12) 0
0 0 χ1(23)
χ1(31) 0 0
 , χ2 =
 0 0 χ
2
(13)
χ2(21) 0 0
0 χ2(32) 0
 , (5.10)
which are consequently constrained by the orientifold:
χ1(12) = −
(
χ1(31)
)T
, χ1(23) = −
(
χ1(23)
)T
, χ2(13) = −
(
χ2(21)
)T
, χ2(32) = −
(
χ2(32)
)T
. (5.11)
From the conditions (5.9) we deduce that the symmetry group (i.e. the gauge group of the zero-
dimensional theory) on the D-instantons is SO(k1) × U(k2), where the orthogonal factor refers to the
first node of the quiver and the unitary factor to the remaining two nodes that are identified with each
other under the orientifold projection. This result is the D(−1)/D(−1) counterpart of the D3/D3 result
USp(N1) × U(N2). Observe the important difference that, on node one, the anti-symmetric orientifold
representation of the D3’s led to a symplectic factor while the symmetric choice on the D-instantons led
to a special orthogonal group.
Before turning the attention to the fermion modes, for which a similar general analysis could be
performed, we specialize the D-brane content of the model we want to study explicitly. In this way we
concentrate on the characteristic features of stringy instantons and simplify the treatment.
5.4.3 Brane setups leading to stringy instantons
In the framework of the Z3 orientifold/orbifold model we have so far described, we have ordinary or
exotic configurations depending respectively on whether or not the D-instanton occupies a quiver node
populated also by the stack of D3 gauge branes. Nodes 2 and 3 are identified by the orbifold; in the
(N1, N2) notation we consider a D3-brane configuration (N1, N2) = (0, N) leading therefore to an
SU(N) gauge theory. In this framework, a D-instanton configuration (k1, k2) = (0, k) leads to an
ordinary gauge instanton with instanton number k and instanton group U(k), see Table 5.4.3. Conversely,
a D-instanton configuration (k1, k2) = (k, 0) represents a stringy instanton with charge k and instanton
group SO(k). Let us observe that the occurrence of an orthogonal instanton symmetry emerging within
a theory with a unitary gauge group is an exotic feature. In full generality, a D-instanton configuration in
our SU(N) gauge theory can contain any superposition of k2 ordinary and k1 stringy instantons.
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D3’s ⊕ D(–1)’s gauge group instanton group
gauge instantons (0, N) ⊕ (0, k) SU(N ) U(k)
stringy instantons (0, N) ⊕ (k, 0) SU(N ) SO(k)
Table 5.2: D3 and D(–1) brane configurations and their associated symmetry groups corresponding to
gauge and exotic instantons.
Henceforth, the stringy instanton model at the center of our following study is obtained placing a
stack of k D(−1) branes on node 1 of the quiver and two identified stack of N D3-branes placed on
nodes 2 and 3. The moduli content arising from such configuration lacks the bosonic moduli describing
the instanton charges as a consequence of the different orbifold behavior between gauge and instanton
branes. To study systematically the moduli content emerging from the open string modes having at least
one endpoint on a D(−1) instanton we introduce the following classification:
• Neutral Moduli: associated to the open strings that start and end on a D(−1). They encode the
zero-dimensional “gauge theory” defined on the instanton world-volume.
• Charged Moduli: corresponding to the open strings connecting D(−1) and D3 branes.
The charged and neutral attributes are named in relation to the gauge group of the D3 gauge theory. In-
deed, the charged moduli appear inside interaction terms containing fields of theN = 2 vector multiplet
while the neutral moduli have a life “on their own”.
5.4.4 Neutral Moduli
Remember that we have specialized the analysis to a D-brane system containing D-instantons only on
node 1 of the quiver. Since the neutral moduli are suspended between instanton branes, their CP structure
can have only the component (11) different from zero. On node 1 we have arranged k instanton branes,
so the (11) CP component is a k × k matrix.
Recalling the structures resulting from the orbifold projection (5.8) and (5.10), we see that the com-
plex scalar fields χ1 and χ2 do not have a (11) component and hence are forced to be null in our specific
system. Conversely, aµ and χ3 present this diagonal component and, since the (11) is the only CP entry
to be non vanishing, it is convenient to simplify the notation as follows:
aµ(11) ≡ aµ =
(
aµ
)T
, χ3(11) ≡ χ = −
(
χ
)T
. (5.12)
The fermionic half of the neutral spectrum, after the orbifold projection, has only the components
corresponding to the indexes (α−−−), (α+ +−), (α˙+ ++) and (α˙−−+); they are in fact invariant
under the action of Z3. From the CP structure perspective, this is equivalent to being associated to “diag-
onal” entries. As a consequence they can present a non-vanishing (11) component and, adopting again
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a notation well suited to conform with the ADHM organization of the fields, we denote the fermionic
modes with
Mαa and λα˙a . (5.13)
The upper index a runs over the values (− − −), (+ + −), while its lower version assumes the values
(+ + +) and (− − +). Again, being associated to open strings stretching from and to the stack of k
D-instantons on node 1, also these fermionic modes are represented by k × k matrices. The orientifold
projection constrains them to be subjected to the following conditions:
Mαa = +
(
Mαa
)T
, λα˙a = −
(
λα˙a
)T
. (5.14)
These orientifold constraints follows directly from the choice of the orientifold matrix γ+(Ω) whose
(11) entry is the k × k identity matrix. Furthermore, the orientifold operator (4.32), when acting on
a ten-dimensional spinor, returns the chirality of the spinor itself in the first four directions; this is the
reason for the different signs in (5.14).
5.4.5 Charged sector
In the chosen D-brane configuration leading to exotic instantons, the D-instantons and the D3 branes
occupy different nodes; the CP factors for the charged moduli have therefore non-vanishing entries only
among the off-diagonal components. In terms of orbifold transformation, being out of the diagonal
means transforming non-trivially under the action of the orbifold matrices γ(g) and γ′(g) given in (4.17)
and (4.18). More precisely the 3/(−1) strings have the following CP structure: 0 0 0? 0 0
? 0 0
 (5.15)
while the (−1)/3 have:  0 ? ?0 0 0
0 0 0
 . (5.16)
The non-trivial behavior under the orbifold action due to the CP structure has to be compensated with
an opposite behavior of the vertex operators. Now we come to a crucial point. In the Neveu-Schwarz
sector, leading to bosonic modes, the GSO projected vertex operators present an anti-chiral spinor index
(notice that we are dealing with bosonic spinors) with respect to the Lorentz group but are singlets with
respect to the rotations in the internal space where the orbifold acts non-trivially. This is a consequence
of the mixed Neumann-Dirichlet boundary conditions. In other terms, the vertex operator in the bosonic
sector cannot behave in such a way to compensate the CP structures (5.15) and (5.16). The bosonic
charged moduli are therefore projected out, being their absence a hallmark of the exotic nature of the
configuration.
Regarding the fermions emerging from the Ramond sector, instead, the GSO projected physical
states carry anti-chiral spinor indexes with respect to the internal space. Indeed, recalling (5.2), the
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(+−+) and (−++) components transform non-trivially under the orbifold action. It is then possible to
build charged fermionic moduli whose vertex operators compensate for the CP structure transformations
leading to overall invariant states surviving the projection. Adopting again an ADHM inspired notation,
the physical charged moduli of the 3/(−1) sector are
µ+−+ =
 0 0 00 0 0
µ 0 0
 and µ−++ =
 0 0 0µ′ 0 0
0 0 0
 (5.17)
Since we are dealing with open strings connection D3 branes and D-instantons, both µ and µ′ are N × k
matrices. Eventually, the moduli belonging to the (−1)/3 sector, which correspond to open strings with
opposite orientation, are related to those of the 3/(−1) sector by the orientifold. In our case we have
µ¯+−+ = γ+(Ω)
(
µ+−+
)T
γ−(Ω)−1 =
 0 +µT 00 0 0
0 0 0
 ,
µ¯−++ = γ+(Ω)
(
µ−++
)T
γ−(Ω)−1 =
 0 0 −µ′T0 0 0
0 0 0
 .
(5.18)
5.5 Moduli action
The moduli action can be obtained in analogy with the low-energy gauge theory action of the D3 gauge
theory. Indeed it represents the action of the zero-dimensional gauge theory, i.e. matrix model, defined
on the point-like world-volume of the D(−1)’s. The terms in the moduli action can be computed with
a systematic analysis of the open-string scattering amplitudes. In particular, we have to analyze the
simplest topologies, namely the disk amplitudes, involving the instanton moduli12.
For the sake of convenience, let us split the moduli action in three parts:
S = S1 + S2 + S3 , (5.19)
with
S1 =
1
g20
tr
{
− 1
4
[
aµ, aν
] [
aµ, aν
]− [aµ, χ] [aµ, χ]+ 1
2
[
χ, χ
] [
χ, χ
] }
, (5.20a)
S2 =
1
g20
tr
{
2λα˙a
[
aµ,M aβ
]
(σµ)
α˙β − iλα˙a
[
χ, λα˙a
]− 2iMαa[χ,Mαa]} , (5.20b)
S3 =
1
g20
tr
{
− iµTµ′ χ
}
(5.20c)
Notice that S1 and S2 correspond respectively to quartic and cubic terms involving only neutral modes
while S3 accounts for the terms involving the mixed or charged moduli.
12The original papers in which the building of the effective action is actually performed from disk amplitudes are [53, 9]
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A comment on the normalization of the action is in order. We have collected a 1/g20 factor outside
of the action where g0 indicates the gauge coupling on the zero-dimensional Yang-Mills theory. Being
this field theory nothing but a low-energy effective description of string interactions, the gauge coupling
is related to the string coupling gs. More specifically, the following relation holds (see [9]):
g20 =
gs
4pi3α′2
. (5.21)
Even though we have so far adopted a notation well adapted to conform with the standard ADHM anal-
ysis, the dimension of the fields are not as in the ADHM construction. In our formulæ we are under-
standing in fact canonical dimension for the bosons, i.e. (length)−1, and for the fermions as well, i.e.
(length)−3/2. It is however possible to redefine the fields rescaling them with appropriate powers of the
dimensionful coupling g0 in order to reproduce the standard ADHM dimension. We do not perform such
rescaling as it is not necessary nor convenient for our analysis.
We need to consider in depth the structure of the action in order to be able to organize it in such a
fashion to apply the localization tools. The symmetry properties of the action are crucial in this respect.
As a technical step which will prove manifestly convenient in the following, we express the aµ quartic
interaction terms by means of auxiliary fields. The introduction of auxiliary fields allows us to express
the quartic interaction in terms of cubic interactions:
S′1 =
1
g20
tr
{1
2
DcD
c − 1
2
Dcη
c
µν
[
aµ, aν
]− [aµ, χ] [aµ, χ]+ 1
2
[
χ, χ
] [
χ, χ
]}
(5.22)
where the three auxiliary fields Dc with c = 1, 2, 3 are defined as
Dc =
1
2
ηcµν [a
µ, aν ] . (5.23)
The ηcµν represent the anti-self-dual ’t Hooft symbols given explicitly in Appendix B. Observe that the
definition of the auxiliary fields Dc is indeed the algebraic equation of motion one would find studying
the variation of (5.22). Substituting (5.23) into (5.22) we can recover the original expression of the action
without the Dc’s.
In view of the following developments we give another useful rewriting of the cubic action (5.20b).
We indeed implement the already mentioned topological twist 4.4 that concerns the identification of the
internal spinor index a with the space-time spinor index β˙. In formulæ we have:
λα˙a → λα˙β˙ ≡
1
2
α˙β˙ η +
i
2
(τ c)α˙β˙ λc ,
Mαa → Mαβ˙ ≡ 1
2
Mµ (σ
µ)αβ˙ .
(5.24)
Note that, as anticipated in Section 4.4, the topological twist implies a reorganization of the components
of the moduli. Observe also that in (5.24) the number of degrees of freedom is not reduced by the
topological twist. Using the Equations (5.24), we rewrite the cubic action S2 as follows
S′2 =
1
g20
tr
{
η
[
aµ,M
µ
]
+ λc
[
aµ,Mν
]
ηcµν−
i
2
η
[
χ, η
]− i
2
λc
[
χ, λc
]− iMµ[χ,Mµ]} . (5.25)
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Eventually we replace the mixed action (5.20c) with
S′3 =
1
g20
tr
{
− iµTµ′ χ+ hTh′
}
(5.26)
where h and h′ are charged auxiliary fields. They do not interact with any other modulus and return
the original mixed terms once put on-shell. Even though this technical replacement looks trivial, it will
prove to be convenient.
Having performed all the appropriate rewritings, the overall moduli action becomes:
S′ = S′1 + S
′
2 + S
′
3 . (5.27)
We recall that it is invariant under the D-instanton group SO(k) and the D3-brane gauge group SU(N);
S′ is invariant under the “twisted” Lorentz group SU(2) × SU(2)′ as well. The moduli aµ and Mµ
transform in the (2,2), λc and Dc in the (1,3) representations of the “twisted” Lorentz group, while all
the remaining moduli χ, χ, η, µ, µ′, h and h′ are instead singlets.
5.6 BRST structure of the moduli action
The topological twist opens the possibility of introducing a BRST-like structure with respect to which
the action (5.27) is invariant. The identification of the indexes a and β˙ allows us to define the following
“singlet” operator combining the supercharges Qα˙a as follows
Q = Qα˙β˙
α˙β˙ . (5.28)
The charge Q plays the role of the BRST transformation generator. Note that being linear in the super-
symmetry charges, it is fermionic as it is expected for any BRST-like operator. Its action on the fields of
the model is:
Qaµ = Mµ , QMµ = i [χ, aµ] ,
Qλc = Dc , QDc = i [χ, λc] ,
Qχ = −iη , Qη = − [χ, χ] , Qχ = 0 ,
Qµ = h , Qh = iµχ ,
Qµ′ = h′ , Qh′ = iµ′ χ .
(5.29)
From (5.29) it is straightforward to prove the BRST invariance of the action; equivalently we can say
that S′ is BRST-closed,
QS′ = 0 . (5.30)
Note that the operator Q is nihilpotent modulo an infinitesimal SO(k) instanton rotation. The in-
stanton rotations are parametrized by the modulo χ and applying twice the operator Q to any field we
obtain
Q2 • = TSO(k)(χ) • , (5.31)
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where TSO(k)(χ) generates the infinitesimal SO(k) transformation in the appropriate representation (the
one with respect to which the field • transforms)13. From (5.29) descends a clear BRST structure of the
moduli content of our model; we can actually arrange all the moduli except χ in BRST doublets
(Ψ0,Ψ1) with QΨ0 = Ψ1 . (5.32)
See Table 5.3 for the detailed account.
(Ψ0,Ψ1) SO(k) SU(N) SU(2)× SU(2)′
(aµ,Mµ) 1 (2,2)
(λc, Dc) 1 (1,3)
(χ, η) 1 (1,1)
(µ, h) N (1,1)
(µ′, h′) N (1,1)
Table 5.3: Moduli in the stringy instanton configuration organized as BRST doublets; their transforma-
tion properties under the various symmetry groups of the model are accounted.
The total action is also BRST exact,
S′ = QΞ , (5.33)
where Ξ is a fermionic quantity usually referred to as gauge fermion. Explicitly it is given by
Ξ =
1
g20
tr
{
iMµ
[
χ, aµ
]− 1
2
ηcµνλc
[
aµ, aν
]
+
1
2
λcD
c − 1
2
[
χ, χ
]
η + µTh′
}
. (5.34)
The exactness of the action can be proved directly using the transformation properties of the moduli and
its SO(k) invariance.
The instanton partition function is given by the integral over the moduli space of the exponentiated
action. The moduli integration measure is a dimensionful quantity and to compute its dimension we
can observe that, as a fermion14 the BRST operator has dimension (length)−1/2. Therefore, within any
doublet, the dimensions of the component fields are related as (length)∆ and (length)∆−1/2. We then
have that the moduli measure
dMk = dχ
∏
(Ψ0,Ψ1)
dΨ0 dΨ1 (5.35)
has the dimension
(length)−
1
2
k(k−1)+ 1
2
nb− 12nf . (5.36)
13Also the BRST-closure of the action can be thought of as a symmetry up to instanton rotations but, being S′ a scalar, this
assume a trivial connotation.
14We remind the reader that we use canonical dimensions for the fields throughout the analysis.
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The first term in the exponent of (5.36) corresponds to the unpaired modulus χ which belongs to the
anti-symmetric representation of SO(k), whereas nb and nf denote the number of BRST doublets whose
lowest component (i.e. Ψ0) is respectively bosonic and fermionic. The computation leading to (5.36) has
been performed remembering that the differential of a fermionic (Grassmann) variable has opposite sign
with respect to the variable itself15
Recalling the representation to which the various moduli belong (summarized in Table 5.3), it is
possible to verify that
nb =
5
2
k2 +
3
2
k (5.38)
nf =
3
2
k2 − 3
2
k + 2kN . (5.39)
The measure dMk then has dimension
[dMk] = (length)k(2−N) = (length)−kb1 (5.40)
where b1 represents the coefficient of the 1-loop β-function for our gauge theory (we are going to study it
in the following, 5.70). It is important to remark that the minus sign in the exponent of (5.40) constitutes
a hallmark of stringy instanton behavior. Indeed, in the case of an ordinary instanton configuration the
dimension of the moduli measure is16 (length)+kb1 .
5.6.1 Moduli action in the presence of a graviphoton background
Along the route taking us to the actual computation of the stringy instanton contributions to the low-
energy effective theory, we have to introduce a constant graviphoton background. This background
deformation amounts to consider the model on a non-trivial curved background and, technically, the
graviphoton can be regarded as a regulator.
We turn on a Ramond-Ramond three-form flux Fµνz3 which has the first couple of indexes along
the four-dimensional space-time (i.e. the world-volume of the D3-branes) and the last (holomorphic)
index along the (complexified) internal direction z3 which is left invariant by the orbifold action (4.4).
Such a background flux is not projected out by the orientifold because it is left invariant under the action
of the orientifold operator (4.32). Actually, Fµνz3 is even under the world-sheet parity17 ω, it is odd
15This is a direct consequence of Belavin’s definition of the integration over Grassmann variables,∫
dψ ψ = 1 , (5.37)
where 1 is obviously dimensionless.
16We refer to [57] for a throughout treatment of the ordinary instanton case.
17The Ramond-Ramond 3-form field-strength coincides with the external differential of the Ramond-Ramond two-form
potential, Fµνρ = ∂µCνρ. The latter, being a zero-mass mode of the closed-string sector, is associated to a term in the tensor
decomposition of the ten-dimensional bi-spinor,
|α > ⊗ |β˜ > (5.41)
The α, β indexes arise respectively from the right and left-moving Ramond vacua; in Type IIB (5.41) is decomposed on the
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with respect to (−1)FL as any mode in the Ramond-Ramond sector and it is odd also with respect to the
internal space parity operator I456789 as any field having one internal index. Let us simplify the notation
indicating henceforth Fµνz3 simply with Fµν ; we organize its six independent components separating
the self-dual and anti-self-dual parts,
Fµν = − i
2
f cη
c
µν −
i
2
fcη
c
µν . (5.42)
The coefficients f c and fc (which are not complex conjugate of each other, the bar is just a nota-
tional feature) belong respectively to the (3, 1) and (1, 3) representations of the (twisted) Lorentz group
SU(2)×SU(2)′.
In order to perform the computation (as it will become clear soon), we have to consider also the
anti-holomorphic part of the graviphoton backgrounds, namely Fµνz3 = Fµν . As its holomorphic coun-
terpart, it survives the orientifold projection. By a holomorphicity argument, we will eventually show
that the final results do not depend on Fµν which can be at last fixed to the most convenient value (see
5.6.3).
The introduction of the three-form background fluxes follows the idea of exploiting all the symmetry
features of the instanton moduli space in order to be able to compute the instanton partition function. In
other terms, we want to generalize the BRST structure asking that it closes (i.e. thatQ2 is nihilpotent) up
to a generic infinitesimal symmetry transformation of the moduli space and not only up to an instanton
SO(k) rotation. The graviphoton will lead us to include twisted Lorentz transformations SU(2)×SU(2)′,
indeed Fµν parametrizes them. To encompass the remaining SU(N) gauge symmetry of the moduli
space we have to include into the analysis also the D3/D3 fields and their interactions with the instanton
moduli. The SU(N) gauge symmetry arises in fact from the D3-brane stack. The field content of the
theory living on the D3’s can be accounted for with an N = 2 chiral superfield Φ(x, θ). The actual
computation of the interactions among Φ(x, θ) and the instanton moduli is again performed studying
carefully the disk diagrams involving the associated vertex operators18. Such interactions are described
by a new term, namely
1
g20
tr
{
iµTΦ(x, θ)µ′
}
, (5.43)
that must be added to the moduli action (5.33). As far as our following computations are concerned, it is
sufficient to restrain the attention on the vacuum expectation value of the superfield,
φ = 〈Φ(x, θ)〉 , (5.44)
and therefore the term which will be actually added to the action S′3 is
1
g20
tr
{
iµTφµ′
}
. (5.45)
tensors C,Cµν , C
(+)
µνρσ where C and C
(+)
µνρσ are associated to the symmetric part of the bi-spinor (36 components) and Cµν
is related to its anti-symmetric part (28 components) with respect to the interchange of α and β. The world-sheet parity ω
swaps the two anti-commuting spinors giving a minus sign. The anti-symmetry in α and β compensates this and eventually the
potential Cµν and the associated three-form strength are both even under ω,
18We refer to [9, 67] for details.
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The action itself acquires a dependence on φ,
S′3(φ) = S
′
3 +
1
g20
tr
{
iµTφµ′
}
. (5.46)
Note that the introduction in the action of the D3 superfield renders the action itself dependent on
the superspace coordinates. This solves a possible doubt about the moduli integral corresponding to the
center position of the instanton in superspace. Without any explicit dependence on x and θ they would
be troublesome zero-modes. On the computational level we discard the superspace dependence taking φ
instead of the full-dynamical superfield but we will show that the presence of the graviphoton regularizes
the superspace integration.
The graviphoton forms F and F are included into the analysis deforming the action and introducing
their interactions with the moduli that arise from the associated disk amplitude diagrams. Notice that in
this case the diagrams involve both open and closed string vertex operators, the former are placed on the
disk-boundary whereas the latter are in its interior19 The graviphoton interactions modify the quartic and
cubic terms in the action, in particular we deform (5.22) and (5.25) as follows:
S′1 → S′1(F ,F) = S′1 +
1
g20
tr
{
Fµνaν [χ, aµ] + iFµνaµ [χ, aν ]− iFµνaµFνρaρ
}
,
S′2 → S′2(F ,F) = S′2 +
1
g20
tr
{
− 1
2
cde λ
cλdfe − fc λcη + i fcDcχ+ FµνMµMν
}
.
(5.47)
At last the deformed action encompassing the presence of Ramond-Ramond fluxes Fµν and Fµν as
well as the vacuum expectation φ for the adjoint scalar of the gauge multiplet, is
S′(F ,F , φ) = S′1(F ,F) + S′2(F ,F) + S′3(φ) . (5.48)
The extension of the action seems to have spoiled the BRST behavior of its undeformed version but it is
straightforward to prove that the new action is BRST invariant with respect to a generalized (or extended)
BRST transformation Q′. Let us specify Q′ expliciting its action on the various moduli of the model:
Q′aµ = Mµ , Q′Mµ = i [χ, aµ]− iFµνaν ,
Q′λc = Dc , Q′Dc = i [χ, λc] + cde λdfe ,
Q′χ = −i η , Q′η = − [χ, χ] , Q′χ = 0 ,
Q′µ = h , Q′h = iµχ− iφµ ,
Q′µ′ = h′ , Q′h′ = iµ′ χ− iφµ′ ,
(5.49)
More specifically, we have
S′(F ,F , φ) = Q′ Ξ′ (5.50)
where the deformed gauge fermion Ξ′ is given by
Ξ′ = Ξ +
1
g20
tr
{
i fc λ
cχ+ FµνaµMν
}
(5.51)
19We refer again to [9, 67] for details.
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with Ξ defined in (5.34).
The deformation of the action and the corresponding enlargement of the BRST structure let us
exploit the complete symmetry properties of the moduli space. Indeed, from the rules (5.49) we have
that Q′ squares to zero up to an infinitesimal generic transformation of the full symmetry group of the
moduli space,
Q′2 • = TSO(k)(χ) • −TSU(N)(φ) • +TSU(2)×SU(2)′(F) • . (5.52)
The generators TSO(k)(χ), TSU(N)(φ) and TSU(2)×SU(2)′(F) correspond to infinitesimal transformations
of SO(k), SU(N) and SU(2) × SU(2)′, parametrized respectively by χ, φ and F , in the appropriate
representations.
Let us give an explicit rewriting of the complete action which will be useful in the following:
S′(F ,F , φ) = 1
g20
tr
{
η [aµ,M
µ] + λc [aµ,Mν ] η¯cµν −
i
2
η [χ, η]− iMµ [χ,Mµ]
− 1
2
Dc η¯
c
µν [a
µ, aν ]− [aµ, χ] [aµ, χ] + 1
2
[χ, χ] [χ, χ] + Fµνaν [χ, aµ]
− 1
2
λcQ
′2λc +
1
2
DcD
c − µTQ′2µ′ + hTh′ − fc λcη
+ i fcD
c χ+ FµνaµQ′2aν + FµνMµMν
}
. (5.53)
5.6.2 Classical part of the action
So far we have not considered the classical part of the instanton action, namely
Scl = −2pi i τ k = 2pi
gs
k . (5.54)
It of course has to be taken into account as we will see in Section 5.7. The classical part of the action
can be interpreted as the topological normalization of the bare D(−1) disk amplitude with multiplicity k
without any vertex operator insertions [84, 9]. In (5.54) τ has been introduced to give a useful rewriting
even though here it is simply related to the string coupling constant (i.e. the VEV of the dilaton). Instead,
whenever we have also a non-zero VEV for the Ramond-Ramond scalar C0, τ is promoted to the full
axion-dilaton combination τ = C0 + igs .
In the C/Z3 stringy instanton model that we study explicitly the exotic character is given by a
different symmetry behavior between gauge and instanton branes. So, considering the same geometrical
arrangement but simply changing the properties of the instanton branes with respect to the orbifold we
can trade an exotic configuration for an ordinary and vice versa. If the internal geometry arrangement
of ordinary and exotic instanton branes is the same, they possess the same classical action. In our case
the instanton branes are represented by D(−1) brane having point-like world-volume. In the general
case (where instantonic brane can be extended along the internal directions) the classical contribution
of the action is proportional to the volume VC of the internal cycle C being wrapped by the instanton
branes. The classical weight accompanying the instanton contributions has an exponential shape where
at the exponent we have the negative ratio of the over the string coupling constant gs. This feature
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is particularly interesting because we can observe that, calibrating the volume VC of the internal cycle
wrapped by the instanton branes, we can have significant non-perturbative effects also when the coupling
gs is small [54].
5.6.3 Holomorphicity of the partition function
In the context of N = 2 SYM gauge theory, the instanton moduli action depends only on φ and F and
not on φ and F20. In other terms, when we consider only the instantonic configurations with k > 0, the
non-perturbative action is holomorphic. As opposed to this, if we consider only anti-instantons (k < 0)
we have an anti-holomorphic non-perturbative action. The holomorphicity properties of instantons and
anti-instantons actions are proven with co-homology arguments21; in order to perform the co-homology
considerations, it is essential to rearrange everything by means of the so-called topological twist. Such
twist allows us to define Q as in (5.29). Remember that the action is Q-exact, namely
S = QΞ . (5.55)
In the instanton action, the anti-holomorphic quantities φ and F are present only in the gauge fermion
Ξ but not in the Q-variations of the moduli22; in constrast, the holomorphic quantities φ and F appear
explicitly in the action of Q, (5.49). As a consequence, any infinitesimal variation of the instanton
partition function with respect to the anti-holomorphic quantities is given by a Q-exact term. The terms
Z(k) of the partition function We have then
Z(k) =
∫
dM(k)e−S (5.56)
δZ(k) =
∫
dM(k)δ
(
e−S
)
=
∫
dM(k)e−SδS
=
∫
dM(k)e−SQ
(
δΞ
)
=
∫
dM(k)Q
(
e−Sδ Ξ
)
= 0
(5.57)
where δ indicates the variation with respect a generic anti-holomorphic quantity which could be either
φ or F . The last step in (5.57) is due to the fact that the moduli integration measure dM(k) is BRST
invariant; as a consequence, the integral reduces to boundary terms at infinity where all the physical
quantities are assumed to vanish.
20We remind the reader that φ and F represent respectively the VEV’s of the scalar field belonging to the N = 2 vector
multiplet and the graviphoton field.
21The argument showing that the instanton action is independent of the anti-holomorphic quantities is formally analogous to
the proof through BRST arguments that the YM action does not depend on the gauge fixing (or, more precisely, the action does
not depend on the gauge fixing parameter); see [85].
22As a BRST operator Q has fermionic character hence, when applied on a fermion like Ξ, it returns a bosonic quantity, in
the present case, the action S.
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5.7 Explicit dependence on the string scale and renormalization behavior
of exotic effects
In the D-brane models leading, at low-energy, to the ordinary k instanton, the dimension of the moduli
space integration measure dM(ord)k is [
dM(ord)k
]
= (length)kb1 . (5.58)
where b1 is the 1-loop coefficient of the β-function. Equation (5.58) is the ordinary counterpart of the
stringy result we have previously found in (5.40).
The contribution Zk to the total instanton partition function Z contributed by the k ordinary sector
arises from the integration overM(ord)k of the exponentiated instanton action,
Zk ∝
∫
dM(ord)k e−S
′(F ,F ,φ). (5.59)
As a contribution to the partition function, being this dimensionless, we want to compensate the dimen-
sion carried byM(ord)k with a dimensionful pre-factor having dimension (mass)kb1 . More specifically,
we introduce in front of the moduli integral a pre-factor µkb1 where µ is a reference mass scale; in a
stringy context µ is naturally related to the string scale, namely
µ ∼ 1√
α′
. (5.60)
Since we are working with a non-Abelian gauge theory emerging as the low-energy limit of a string
model, it is possible to think to µ as a renormalization reference scale related to the high-energy regime
of the field theory (i.e. to its string UV completion). In the pre-factor of (5.59) we have to account for
the classical part of the action (5.54). Eventually we have an overall pre-factor containing
µkb1e
− 8pi2
g2
YM
k
= Λkb1 . (5.61)
where Λ is another mass scale related to the high-energy renormalization scale µ through non-perturbative
effects. This can be regarded as a way to define the scale Λ of a non-Abelian YM theory; Λ is in fact
generated by the (non-perturbative) dynamics of the model. Indeed, (5.61) is nothing other than the
exponentiated renormalization group equation (see for instance [40]) where we are giving a precise in-
terpretation of the µ mass scale in terms of the UV completion of the field theory23.
Let us see this point the other way around: We have that the stringy calculations brought into the
game the string scale related to α′. In an ordinary instanton configuration, however, this scale is express-
ible completely in terms of the scale Λ. In other words, we have that in the ordinary setups the factor of
α′ can be transmuted in to quantities in Λ and, once the results are completely expressed using the latter
alone, we can forget the “stringy” origin of our calculations.
23The renormalization group equation can be obtained with a perturbative analysis (in the present case up to 1-loop).
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The same kind of analysis leads to a radically different outcome in the case of exotic configurations.
Let us repeat the expression for our specific exotic instanton whose moduli integration measure (derived
in (5.40)) is: [
dM(ex)k
]
= (length)k(2−N) = (length)−kb1 . (5.62)
Note that in (5.62) the exponent has opposite sign with respect to (5.58). Therefore, the exotic counterpart
of (5.61) is
µ−kb1e
− 8pi2
g2
YM
k
. (5.63)
In this case the renormalization group equation does not allow us to express the dimensionful pre-factor
in terms of Λ alone. The exotic contribution cannot be expressed in terms of purely field theory quantities.
This is exactly the point of exotic configurations: they have an intrinsic stringy nature. Exploiting (5.61)
in connection with (5.60), we have that the exotic dimensionful pre-factor is proportional to
(α′)kb1Λkb1 . (5.64)
the string scale α′ will therefore appear manifestly in the exotic contributions to the low-energy prepo-
tential and couplings of the underlying gauge theory. The introduction of an explicit dependence on α′
through the exotic sector is a general feature except for peculiar (conformal) cases; we discuss in detail
a conformal model in Section 5.8.
We noted that in our D3/D(−1) model, the classical part of the action for ordinary and exotic
instantons is the same. This seemingly surprising feature is due to the fact that, the gauge and the
instanton branes possess the same internal geometry arrangement24.
From now on we specialize the attention to models having no D3-brane on node 1 (i.e. N1 = 0)
and N2 = N3 = N ; the low-energy regime of such D-brane models is accordingly described by a four-
dimensional SU(N) gauge theory with matter in the symmetric representation. The matter content arises
from the modes stretching between nodes 2 and 3, namely the complex fields Φ1(23) and Φ
2
(32) in (4.15)
together with their fermionic partners; they combine to form an N = 2 hypermultiplet in the symmetric
representation of SU(N).
The β-function at 1-loop depends on the field content of the field theory. The fields contribute
differently according to their transformation properties under the Lorentz and gauge group; standard
field theoretical computations (which we omit) lead to the following set of contributions
Aµ (vector) 113 C(R)
ψ (spinor) −23C(R)
φ (complex scalar) −13C(R)
(5.65)
where C(R) is the Casimir constant of the representation R of the gauge group under which the field
transforms,
tr[T aR, T
b
R] = C(R) δ
ab . (5.66)
24We refer to [54] for details.
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T aR indicates the generators of the representation R. When the gauge group is SU(N) it is possible to
show that we have the following Casimir constants
SU(N)→

C(adj) = N
C(fund) = 12
C(symm) = 12(N + 2)
(5.67)
The field content of our N = 2 model consists in a vector multiplet in the adjoint representation of
SU(N) and an hypermultiplet in the symmetric representation. The former is formed by a vector field,
two spinors and a complex scalar; according to (5.65) its contribution to b1 (i.e. the 1-loop β-function) is
b
(vec)
1 =
11
3
C(adj) + 2
(
−2
3
)
C(adj)− 1
3
C(adj) = 2N . (5.68)
The hypermultiplet, instead, is composed by two spinors and two complex scalars in the symmetric
representation of SU(N); its contribution to b1 is then
b
(hyp)
1 = 2
(
−2
3
)
C(symm) + 2
(
−1
3
)
C(symm) = −(N + 2) . (5.69)
The overall result amounts to
b1 = N − 2 . (5.70)
5.8 SU(2) conformal case
So far we have considered a generic number N of D3-branes placed on nodes 2 and 3 of the quiver. It
is however convenient to split the next developments into two and isolate the particular case N = 2.
Indeed, the SU(2) case, as opposed to any other value N > 2, leads to a low-energy conformal field
theory Notice, in fact, that because of (5.70) we have a vanishing 1-loop beta function. Since (because of
N = 2 non-renormalization theorems), b1 does not receive any other perturbative correction beyond 1-
loop order, it represents the full, perturbative β-function. In addition (5.40) relating the instanton moduli
dimension with the β-function, yields that the exotic instanton measure for N = 2 is dimensionless
independently of k. Conformality has significant effects, the main among these is the fact that also
exotic instantons (even though stringy in nature) do not introduce any dependence on the α′ scale in
the effective field theory. Rephrasing the point, since no new scale is introduced, the theory remains
conformal also taking into account the exotic non-perturbative sector.
5.8.1 Localization limit
The stringy instanton contributions to the prepotential of the low-energy effectiveN = 2 field theory are
directly related to the instanton partition function; the computation of the latter constitute here our first
aim. We describe here a preliminary and essential step to its explicit evaluation, namely the localization
limit.
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The contributions to the partition function Z arising from the various topological sectors are additive
and we can expand Z with respect to the value of the topological charge k,
Z =
∞∑
k=0
qkZk , (5.71)
where q is generally a dimensionful parameter given by
q
.
= µb1e2piiτ . (5.72)
Since the overall partition function Z is a dimensionless quantity, its k-th term Zk has dimension [µ]−kb1
In the special SU(2) case (where b1 = 0) we have
q(SU(2)) = e2piiτ , (5.73)
and all the Z(SU(2))k are dimensionless as well.
Any term Zk in (5.71) arises from the moduli integral of the instanton belonging to the k-sector,
namely
Zk = Nk
∫
dMk e−S′(F ,F ,φ) (5.74)
whereNk is a normalization constant. Note that the classical factor is not present in (5.74) because it has
already been included in the definition of q (5.72).
We perform a set of rescalings on the variables in order to put the integrals (5.74) in a form allowing
the direct computation. At first we rescale the open-string instanton moduli in the following way
(aµ,Mµ)→ 1
y
(aµ,Mµ) , (χ, η)→ 1
y
(χ, η) ,
(λc, Dc)→ y2 (λc, Dc) , (µ, h)→ y2 (µ, h) , (µ′, h′)→ y2 (µ′, h′) ,
(5.75)
where y is just a dimensionless scaling parameter. Notice that the rescaling respect the BRST doublet
structure. Similarly, we scale also the anti-holomorphic part of the graviphoton field,
Fµν → zFµν . (5.76)
The possibility of performing such rescalings is intimately related to supersymmetry and the BRST struc-
ture of the theory. In relation to (5.75), the equal treatment within any doublet guaranties that the moduli
measure dMk is insensitive to the rescalings; indeed, in dMk we have an equal number of bosonic
and fermionic degrees of freedom which, upon rescaling, behave in opposite ways and compensate each
other25; the possibility of performing the rescalings (5.75) without affecting the moduli integral is re-
lated to supersymmetry (also before the BRST interpretation). For (5.76) the BRST interpretation of Q
25Consider the Berezin integral over a Grassmann variable ψ∫
dψψ = 1 . (5.77)
Let us now consider the rescaling ψ′ = αψ. Since the same expression (5.77) has to hold also for the rescaled Grassmann
variable ψ′, we have
dψ′ =
1
α
dψ . (5.78)
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is instead crucial. Our freedom in rescaling F is due to the holomorphicity property of the action; this
property, as shown in Subsection 5.6.3, is a direct consequence of the co-homological structure of the
model.
We are allowed to choose the scaling parameters y and z in the most convenient way in view of the
computation of the partition function Zk. Specifically, we take the following limits
y →∞ , z →∞ with z
y2
→∞ . (5.79)
The moduli action (5.53) becomes
S′(F ,F , φ) = tr
{
− s
2
λcQ
′2λc +
s
2
DcD
c − s µTQ′2µ′ + s hTh′ − t fc λcη
+ i t fcD
c χ+ uFµνaµQ′2aν + uFµνMµMν
}
+ · · · ,
(5.80)
where we have introduced the following coupling constants
s =
y4
g20
, t =
y
g20
, u =
z
y2 g20
. (5.81)
Note that the couplings (5.81) tend to ∞ in the limit (5.79), actually in (5.80) we have indicated with
dots the subleading terms.
The technical manipulations performed so far have a very nice results, they led us to (5.80) which
is quadratic in the moduli26. The integrals over the moduli are therefore of Gaussian type and can be
straightforwardly evaluated. Since we are considering a limiting case in which the action possesses only
quadratic terms, it can sound as we performed a semi-classical (i.e. approximate) evaluation, but it is not
so. Observe that, since we are allowed to take the limits (5.79) (because of SUSY and co-homological
arguments), the subleading terms are infinitely small and the computations involving (5.80) lead to exact
results.
5.8.2 Details of the partition function integral computation
In order to compute explicitly the Zk integral (5.74), we take the non-dynamical background Fµν along
the Cartan directions of SU(2)× SU(2)′; this amounts to consider
fc = f δc3 , f¯c = f¯ δc3 , (5.82)
in the self-dual/anti-self-dual parametrization of the graviphoton given in (5.42). The expanded matrix
form of the graviphoton background is therefore
F = − i
2
f¯ η3 − i
2
f η3 = − i
2

0 (f¯ + f) 0 0
−(f¯ + f) 0 0 0
0 0 0 (f¯ − f)
0 0 −(f¯ − f) 0
 . (5.83)
26Stating that the terms in (5.80) are “quadratic” in the moduli, we are not considering the modulus χ parameterizing the
instanton rotations; actually χ is contained in the explicit expression of the Q′-variations of the moduli. As we will see shortly,
the integration with respect to χ will be the last one, and it needs a different treatment and particular care.
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After having inserted (5.82) into (5.80), the action contains the fermionic modulus η only in the term
− tr{tfλ3η} (5.84)
We can then integrate simultaneously over η and λ3: This yields a factor t f and, since λ3 is a Grassmann
variable, all the other terms containing it do not give further contribution to the moduli integral. The
counterpart of this is given by the integration over D3 and χ; the modulus χ appears solely in the term
itr
{
tfD3χ
}
, (5.85)
so that the Gaussian integration with respect to D3 and χ yields a factor 1/(t f). The overall result of
the integrations on λ3, D3, η and χ produces just a numerical factor that can be reabsorbed within the
normalization constant Nk outside the partition function.
We have still to integrate upon the BRST doublets (aµ,Mµ), (µ, h), (µ′, h′) and (λcˆ, Dcˆ) where
cˆ = 1, 2 before facing the last χ integral. Performing the corresponding Gaussian integrations we obtain∫
(dλcˆdDcˆ) e
tr { s
2
λcˆQ
′2λcˆ− s
2
DcˆD
cˆ} ×
∫
(dµdh) (dµ′dh′) etr {s µ
TQ′2µ′−s hT h′}
×
∫
(daµdMµ) e
−tr {uFµνaµQ′2aν+uFµνMµMν} ∼ P(χ) × R(χ) × 1Q(χ)
(5.86)
where we have defined the following quantities:
P(χ) ≡ Pf(
,1, (1,3)′
)(Q′2) , (5.87a)
R(χ) ≡ det(
,N, (1,1)
)(Q′2) , (5.87b)
Q(χ) ≡ det1/2(
,1, (2,2)
)(Q′2) . (5.87c)
The sub-labels attached to the Pfaffian and determinant symbols indicate the representations of the sym-
metry group (namely instanton, gauge and Lorentz group) with respect to which the associated moduli
transform. Remember that the net result of a double Q′-variation is an infinitesimal symmetry transfor-
mation27. In other terms, Q′2 is represented by a matrix whose explicit structure depends on which kind
of modulus it acts on, i.e. on the representations to which it belongs.
In (5.86) we have a proportionality symbol because we are again neglecting all the numerical factors
which we absorb in the overall normalization constant Nk. Eventually, the integral corresponding to the
k-th term Zk in the partition function topological expansion can be cast in the following form
Zk = Nk
∫ { dχ
2pii
} P(χ)R(χ)
Q(χ) . (5.88)
27In the first line of (5.87), (1,3)′ means that the component of the BRST pair (λc, Dc) along the null weight must not be
considered, since it has been already accounted for in dealing with the λ3, D3integration.
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Notice that the result does not depend on the coupling constants s, t and u defined in (5.81). Equation
(5.88) corresponds to the localization formula (4.56) where
α(X) = eS[X] (5.89)
X0 = 0 (5.90)
α(0) = 1 (5.91)
The variable X here indicates a point in the moduli spaceMk and the transformation group underlying
our equivariant approach is the full symmetry group ofMk,
SU(2)× SU(2)′︸ ︷︷ ︸
Lorentz
×SU(N)︸ ︷︷ ︸
gauge
× SO(k)︸ ︷︷ ︸
instanton
(5.92)
whose unique fixed point onMk is X0 = 0 where all the moduli are null.
Before performing the last step concerning the integration over χ one has to regularize the integral
(5.88). The singular behavior emerges for two reasons: firstly, we have a divergence whenever the
denominatorQ(χ) in the integrand vanishes and, secondly, for asymptotic values of χ the integrand itself
remains finite giving another diverging contribute. Both the troublesome features are solved following
Nekrasov’s prescription (to have some explicit examples see for instance [81, 86]) that consists in a
“complexification” of the naively ill-defined integral (5.88). χ is promoted to a complex variable. and
the singularities along the real axis are given a small imaginary part so that they are displaced away
from the integration path. The integral path itself is “closed” at infinity in the upper complex plane and
interpreted as a contour integral. This latter step consists in assuming that the contribution at infinity
is unimportant. It has to be underlined that Nekrasov’s prescription is a recipe lacking a first principle
derivation; in spite of this, many non-trivial examples have been treated in the literature and whenever
checks are possible Nekrasov’s prescription led to correct results.
5.8.3 Explicit computations for the smallest instanton numbers
k = 1
The instanton partition function Z1 for k = 1 (i.e. the exotic 1-instanton) is simple to compute. Note
indeed that when k = 1 the λc and χ moduli are absent and consequently the factor P(χ) is absent as
well; in particular there is no χ integration to be performed. The factors P(χ) and Q(χ) for k = 1 are
given by
R(χ) ∝ detφ ,
Q(χ) ∝ det1/2F ∝ E1E2 ≡ E ,
(5.93)
where we have defined E1,2 as follows
E1 =
f + f¯
2
, E2 =
f − f¯
2
. (5.94)
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As anticipated, we are neglecting numerical factors because we absorb them into the overall normaliza-
tion N1. The k = 1 result is
Z1 = N1 detφE . (5.95)
We remind ourselves that, as described in [81], the factor 1/E in (5.95) is interpreted as the regularized
volume of the four-dimensional N = 2 superspace28.
k > 1
As opposed to the preceding k = 1 case, now the integration over χ has to be explicitly performed. We
exploit the SO(k) invariance of the integrand in (5.88), and we consider the variable χ along the instanton
group Cartan’s sub-algebra generated by H iSO(k). As the χ represents the integration variable, its choice
along the Cartan direction must be compensated with the introduction of the so called Vandermonde
determinant ∆(χ),
χ → ~χ · ~HSO(k) =
rank SO(k)∑
i=1
χiH
i
SO(k) . (5.96)
The partition function integrals for k > 1 become
Zk = Nk
∫ ∏
i
(dχi
2pii
)
∆(~χ)
P(~χ)R(~χ)
Q(~χ) . (5.97)
Once more all numerical factors (in this case associated to the “diagonalization” of χ) have been re-
absorbed inside the overall normalization constant Nk. exploiting the symmetry of the integrals with
respect to the gauge rotations we can take, without losing the generality of the treatment, the VEV of φ
along the Cartan direction of SU(2),
φ =
ϕ
2
τ3 . (5.98)
Now we examine the k = 2 case, i.e. the exotic 2-instanton; in this case we have
P(~χ) ∝ −(E1 + E2) , R(~χ) ∝
(
χ2 + detφ
)2
,
Q(~χ) ∝ E
2∏
A=1
(2χ− EA)(2χ+ EA) , ∆(~χ) = 1 ,
(5.99)
The precise derivation is in Appendix E. Putting (5.99) into the integral expression for Z2 (5.74), we
obtain
Z2 = −N2 E1 + E2E
∫
dχ
2pii
(
χ2 + detφ
)2
(4χ2 − E21)(4χ2 − E22)
. (5.100)
The 2-instanton represents the smallest topological charge value leading to a non-trivial integration on
χ. We follow Nekrasov’s prescription and interpret the χ integral as a contour integral in the complex
28For further details see [87, 67]
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plane; we “close” the contour in the upper complex plane and assume that no contributions come from
the part of the contour at infinity. The singularities corresponding to the zeros of the denominator are
“cured” assigning a small imaginary part to the EA’s. Specifically, we choose29
ImE1 > ImE2 > Im
E1
2
> Im
E2
2
> 0 . (5.101)
The evaluation of the integral with the residue technique returns
Z2 =
N2
4 E2 det
2φ− N2
8 E detφ−
N2
64 E
[
(E21 + E
2
2) + E
]
. (5.102)
We proceed analogously to the next level, k = 3. The algebra is more complicated and we just give
the final result
Z3 =
N3
12 E3 det
3φ− N3
8 E2 det
2φ− N3
192 E2
[
3(E21 + E
2
2)− 5E
]
detφ . (5.103)
The computations for Z4 and Z5 are more difficult because involve two integration over χ; more
precisely the Cartan of SO(k = 4, 5) has two Cartan generators and therefore two eigenvalues over
which we have to integrate. Some details are given in the Appendix E. The computations lead to
Z4 =
N4
48 E4 det
4φ+ · · · , (5.104a)
Z5 =
N5
240 E5 det
5φ+ · · · , (5.104b)
where we have omitted the terms with higher powers in E .
5.8.4 Last step: the computation of the exotic non-perturbative prepotential
Let us consider again Equation (5.71) that can be interpreted as the grand-canonical partition function30
(where the roˆle of the “particle-number” is played by the topological charge that intuitively counts the
number of 1-instantons).
In the low-energy D3-brane action, the contributions of the exotic non-perturbative sector are en-
coded by the corresponding corrections to the effective prepotential F ; the prepotential is related to the
logarithm of the grand-partition function. Finally, it is possible to promote the VEV φ in Z to the cor-
responding full dynamical superfield Φ(x, θ). The very last step to obtain the exotic non perturbative
corrections consists in considering the limit of zero graviphoton background,
S(exotic) =
∫
d4x d4θ F (exotic)
(
Φ(x, θ)
)
(5.105)
29For details on the prescription and the assignments of the imaginary parts see [88].
30The first term Z0 is fixed at 1 corresponding to the fact that at k = 0 the exotic instanton contribute a factor of 1, i.e. do
not give any contributions.
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where the exotic prepotential F (exotic)(Φ) is
F (exotic)(Φ) = E logZ
∣∣∣
φ→Φ,EA→0
. (5.106)
We have to tribute particular care to the moduli aµ andMµ whose traces correspond to the center position
of the instanton in superspace, namely to the supercoordinates x and θ. Since we want to extract the
centered moduli contribution only, we have to multiply logZ by E31.
Expanding (5.106) in powers of q, we have
F (n.p.)(Φ) =
∞∑
k=1
Fk q
k
∣∣∣
φ→Φ,EA→0
(5.107)
Comparing the two “topological expansions” (5.74) and (5.107) we can express the Fk in terms of the
Zk,
F1 = EZ1 ,
F2 = EZ2 − F
2
1
2E ,
F3 = EZ3 − F2F1E −
F 31
6E2 ,
F4 = EZ4 − F3F1E −
F 22
2E −
F2F
2
1
2E2 −
F 41
24E3 ,
F5 = EZ5 − F4F1E −
F3F2
E −
F3F
2
1
2E2 −
F 22F1
2E2 −
F2F
3
1
6E3 −
F 51
120E4 .
(5.108)
The ending step of our prepotential computation consists in the removal of the graviphoton regulator,
considering the limit EA → 0. We require that in this limit the prepotential is well-behaved and defined
but, at a first look, the Fk terms present some naive divergences. Since the various Fk for different values
of k correspond to different topological sectors (and in (5.107) are consequently multiplied by different
powers of q), we cannot have compensations effects between them and at any k-level the prepotential
must be either finite or null. There is still a freedom which we are not exploiting, namely the definition
of the normalization constants Nk. In spite of the fact that the residual freedom (one factor parameter
for any value of k) is less than the number of the divergence cancellation conditions that we must satisfy,
this proves to be enough. Of course this is highly non-trivial and can be a sound argument to support
the whole procedure and in particular Nekrasov’s prescription in the case of exotic instantons. On the
computational level we proceed imposing the cancellation of the most divergent terms of Fk and fix in
this way the overall normalization Nk.
In the k = 1 case, remembering Eq. (5.95), we have the following result for the corresponding term
in the prepotential32
F1 = N1 detφ . (5.109)
31As described in [81], a factor of 1/E correspond to the integral over the moduli associated to the instanton center position.
32The same result has been previously found in [41]
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Regarding the case k = 2, from Equations (5.108) and (5.102) we get
F2 =
(N2
4
− N
2
1
2
)
det2φ
E −
N2
8
detφ− N2
64
[
(E21 + E
2
2) + E
]
. (5.110)
Choosing
N2 = 2N 21 , (5.111)
we see that the most divergent term disappears, we are then left with
F2 = −N
2
1
4
detφ− N
2
1
32
[
(E21 + E
2
2) + E
]
(5.112)
which is finite in the zero-background limit EA → 0. We go on analogously for k = 3. We use
Eq. (5.103) and put in (5.108) the expressions just obtained for F1 and F2,
F3 =
(N3
12
− N
3
1
6
)
det3φ
E2 + . . . . (5.113)
To get rid of the divergent terms we have to choose
N3 = 2N 31 . (5.114)
Having done this, the other divergences within F3 cancel,
F3 =
N 31
12
detφ . (5.115)
For k = 4, we use the partition function Z4 given in Appendix E and once more we require the can-
cellation of the most divergent term in F4. This constrains N4 = 2N 41 . The explicit result for F4 is
then
F4 = −N
4
1
32
detφ− N
4
1
256
[
(E21 + E
2
2) + E
]
, (5.116)
which remains finite in the limit EA → 0. In the case k = 5, we have Z5 in Appendix E ; here the
cancellation of the mostly divergent term in F5 leads to N5 = 2N 51 , after which we get
F5 =
N 51
80
detφ . (5.117)
Promoting the VEV φ to the full fledged dynamical superfield Φ(x, θ) and considering the limit
EA → 0, we eventually get
F (n.p.)(Φ) = −Tr Φ2
(N1
2
q − N
2
1
8
q2 +
N 31
24
q3 − N
4
1
64
q4 +
N 51
160
q5 . . .
)
, (5.118)
where we used
detφ = −1
2
Trφ2 (5.119)
that is a consequence of Eq. (5.98).
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5.8.5 Resumming exotic contributions
The results obtained explicitly up to k = 5 suggest a very interesting structure in the tail of exotic instan-
ton contributions in the model under analysis. This is a special feature of the SU(2) exotic and conformal
case. Conformality of the model means that the exotic contributions do not bring any dimensional scale;
in other terms, the corrections due to the non-perturbative sector are dimensionless and, as such, are all
(i.e. for any value of the instanton number k) on the same footing. Indeed it appears reasonable to con-
jecture the possibility of resumming the entire series of exotic contributions33 (note that we are assuming
to guess properly the structure of the terms for all values of k and so also the ones that have not been
computed directly) in a closed functional form,
F (n.p.)(Φ) = −Tr Φ2 log
(
1 +
N1
2
q
)
, (5.120)
The possibility of resumming at all orders in k allows us to conjecture a compact expression for the
non-perturbative redefinition of the coupling of the quadratic term34. This is very interesting, because it
would allow one to redefine the coupling and treat the theory classically; the effects of the stringy non-
perturbative corrections could in fact be encoded simply in the new redefined coupling. This has also a
meaning in terms of “renormalization” arguments; indeed we could claim that for SU(2) the exotic non-
perturbative sector does not change the “nature” of the model but it simply redefines the fundamental
constants. The last observation renders the point especially interesting with respect to duality arguments
and could be a signal of deeper structure. A theory presenting the same formal structure in different
regimes could in fact, in some sense, be dual to itself and possibly its non-perturbative regime can be
related in some insightful way to the perturbative regime.
5.8.6 Comment to the SU(2) conformal case
In the conformal SU(2) case, the integration measure of the instanton moduli integral is dimensionless.
This lays at the basis of the resummation of exotic effects that we have just presented in Subsection 5.8.5
because all the contributions corresponding to different values of k have the same (null) dimension35.
There is an interesting observation in relation to supersymmetry. As the orbifold study showed. we
have N = 2 SUSY from the four-dimensional theory point of view; nevertheless, in the case of SU(2)
the symmetric representation (under which the hypermultiplet transforms) coincides with the adjoint rep-
resentation (which is instead associated to the vector multiplet). In this peculiar case, all the fields belong
therefore to the same representation of the gauge group and we can have a supersymmetry enhancement
from N = 2 to N = 4. The model under consideration can therefore be thought of as a non-trivial
realization an N = 4 SU(2) super Yang-Mills theory in four dimensions. In this case, ordinary gauge
instantons do not contribute to the (quadratic) effective action and this has been checked successfully
33Remember thatN1 is a normalization constant whose numerical value can be in principle recovered performing the instan-
ton computations without neglecting overall factors as we indeed have done throughout the present analysis.
34A similar closed form for exotic contributions in a D(−1)/D(7) model has been conjectured in [82].
35We can think to the present case in analogy with ordinary instantons in N = 2 SU(2) gauge theory with 4 fundamental
flavors.
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also in our model. Conversely, the stringy instantons do contribute and the computations carried out
here show the explicit results. The contribution of the exotic non-perturbative sector is (completely)
accounted by modifications of the effective prepotential; such corrections spoil at non-perturbative level
the supersymmetry enhancement.
5.9 SU(N 6= 2) not-conformal case
The explicit computations reported so far regard the specific case of SU(2) gauge theory; the same kind
of calculations can however be performed in SU(N) gauge theory with generic N as we have done in
[89]; we refer to it for a detailed description of the computations in the generic N case. There we have
found explicitly the non-perturbative stringy corrections to the N = 2 prepotential in SU(N) gauge
theory employing a setup analogous to the setup described in the previous Sections and in [90]; of course
the number of gauge branes N is different from 2 while the kind of background involving the orbifold
C2/Z3 and the O3-plane is as in Section 4.1.
The main difference between the N = 2 case and the N > 2 case is that in the latter the one-loop
coefficient b1 of the β-function assumes non-zero values and then the corresponding gauge theory is
not conformal. As described in (5.71) and following lines, the partition function Zk resulting from the
k-instanton sector is dimensionful and its dimension is given by
[µ]−kb1 , (5.121)
where µ is a renormalization mass scale linked to the string scale (see Section 5.7). Of course, the total
partition function Z, obtained from the sum over all the instanton k-sectors, has to be dimensionless;
indeed, within the sum yielding Z, the dimension of any Zk is compensated by an appropriate power of
q defined in (5.72).
Thanks to the same prefactors in q, we obtain a total prepotential with the correct dimension, namely
(length)2. It should be stressed that only for the special caseN = 2 all the addenda Fk contributing to the
prepotential have the same dimension; as a consequence, for N = 2, they can be re-summed to give the
logarithmic closed form conjectured in (5.120). Conversely, when N > 2, the terms Fk in the expansion
(5.107) have different dimensions for different values of k; the tail of non-perturbative corrections cannot
therefore be summed because the addenda are on a different dimensional footing. In other terms, this
situation can be rephrased stating that for N > 2 the various terms in the k prepotential expansion
(5.107) account for stringy perturbative corrections to different couplings of the N = 2 effective model
that emerges in the low-energy regime of the D-brane setup.
On a more technical level, to compute the non-perturbative corrections coming from the stringy
instanton charges up to k = 3, we take advantage of the properties of the elementary symmetric poly-
nomials and their relations with the power sums; for the details we refer to the appendices of [89]. The
explicit formulæ we obtain for general N are in agreement with the special case N = 2.
From the dimensional analysis of the measure of the moduli integral we understand that, for our
quiver model, the conformality of the gauge theory occurs exclusively for SU(2) gauge group. Instead,
for N > 2 a dimensionful pre-factor has to be introduced in front of the moduli integral in order to
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produce a dimensionless action36. The exotic or stringy nature of the corrections is evident as the moduli
integral pre-factor depends explicitly on α′; the stringy instantons then introduce into the low-energy
field model an explicit dependence on the string scale.
5.10 Final Comments and Future Developments
At the end of this part of the thesis, a general conclusion emerging from the analysis we went through
is that stringy instantons can contribute to field theories describing the low-energy regime of D-brane
models. More precisely, we performed the study in the context of N = 2 SUSY setups where the
computations are feasible thanks to the powerful technical tools related to the BRST structure and the
consequent localization framework.
The specific model we considered in depth furnishes an example of four-dimensional field theory
defined on the D3-world-volume living in a C3/Z3 orbifold/orientifold background. We have computed
the exotic contributions to the prepotential for the lowest values of the topological charge in the SU(N)
N = 2 theory with one vector in the adjoint representation and one hypermultiplet in the symmetric
representation of the gauge group.
There are two main lines of future research consisting in generalizing a similar analysis to gauge
theories with orthogonal and symplectic gauge groups and a systematic study of the logarithmic resum-
mation of the SU(2) stringy correction proposed in Subsection 5.8.5.
• The extension of our approach to study models with symplectic and orthogonal gauge groups is
already work in progress. In order to obtain such different gauge groups we can start again from our
orbifold/orientifold background but we need to dispose appropriately the D-branes on the nodes
of the quiver. In the present treatment we have placed the gauge branes on the nodes 2 and 3 of
the quiver (see Section 4.1); these two nodes are identified by the orbifold projection. In other
words, the orientifold projection reduces an initial SU(N2)× SU(N3) (the two factors arise from
the N2 = N3 = N D-branes of the stacks placed at the two nodes) to a single SU(N) emerging
from their identification. No further projection is considered. Placing instead the gauge branes on
node 1 we obtain a different outcome; the orientifold actually projects the initial SU(N1) down
to its orthogonal or symplectic subgroup according to the kind of symmetry we choose for the
orientifold representation on the CP indexes.
• The main motivation for studying all such cases is that, as our analysis of SU(N) has shown,
the instanton group associated to stringy instantons are different from the ordinary case. It is
then interesting to analyze models realizing such novel instanton structures. Indeed, for SU(N)
gauge theory, the ordinary instanton group is U(k) while for exotic instantons we have found
SO(k). Already from a naive analysis of the quiver we can understand that both in the symplectic
and orthogonal gauge group instances the exotic instanton group is U(k). Actually, the brane
setups producing orthogonal or symplectic theories can be thought of in analogy with the SU(N)
model where we interchange the position on the quiver of D3 and D(−1) branes; as for SU(N)
36Remember that we consider natural units where ~ = 1.
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gauge theory we had the full SU(2) preserved by the orientifold projection, in the same fashion
for orthogonal and symplectic models we have the whole U(k) instanton group surviving the
orientifold projection.
• Another very interesting future point of interest regards the closed expression we conjectured in
the conformal case (see Subsection 5.8.5). Indeed, from the explicit computations of the stringy
instanton contributions for the lowest values of k, we were able to conjecture a resummed formula
for the stringy corrections to the quadratic coupling of the theory, see (5.120). As already noted,
this possibility of resumming the complete tail of stringy instanton corrections could be related
to some yet unknown structure in the model. Note that the possibility of handling all-order ex-
pressions is very interesting especially in relation to the extension of the results at strong-coupling
where, in general, an order by order analysis could turn ill-defined37.
37The extension to strong coupling of results computed at weak coupling generally implies the analytic continuation of
all-order expressions; actually, the decomposition according to topological charge can be even meaningless from the strong
coupling perspective.
Part II
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Holographic Techniques
In the context of quantum string and field theory, the term “holography” is usually adopted to indicate
the study or the application of gauge/gravity dualities. Holographic ideas suggesting a correspondence
between specific gauge theories and string models have been considered since when ’t Hooft observed
that the large number of colors (i.e. large N ) limit of non-Abelian Yang-Mills theory admits a topolog-
ical expansion resembling the amplitude expansion of string diagrams. However, in 1997, Maldacena’s
AdS/CFT conjecture constituted a revolutionary breakthrough. Not only is AdS/CFT itself a powerful
and insightful theoretical tool which opened many new computational possibilities, but it inspired various
kindred duality relations that populate the rich holographic panorama.
This second part of the thesis is tributed to the application of holographic techniques to the study
of condensed matter systems and, in particular, superconductors. The interdisciplinary nature of the
subject makes it tantalizing and difficult to treat at the same time. Even more so, because an ambitious
aim consists in trying to bridge the holographic (i.e. string-inspired) studies with the (more standard)
research in condensed matter physics (and the corresponding scientific communities). This is essential
for several good reasons such as:
• It is crucial to understand precisely how far the stringy-inspired tools can be pushed in describing
real-world systems by means of holographic correspondences.
• “Cross-fertilization” can prove extremely valuable in both directions. For the string community, it
would increase the awareness of the state of the art and frontier problems in the condensed matter
panorama offering the essential possibility of accompanying a bottom-up approach to the top-down
attitude; for the condensed matter community, fresh new ideas emerging in an apparently unrelated
context can hopefully shed new light on many non-perturbative and strong-coupling questions.
The present treatment is not self-contained and we often refer to existing literature and reviews.
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6.1 Formulation of the correspondence
We start by observing that in a CFT it is not possible to define asymptotic states nor the S matrix. This is
intimately related to the definition of asymptotic states, and the consequent S matrix elements intercon-
necting them, in fact, such definition relies on a large distance (i.e. asymptotic) limit. Since conformal
invariance contains scale invariance, it states the equivalence between large and short distances. In an
interacting CFT, the asymptotic fields cannot be approximate with free propagating waves.
The essential objects to be considered in a conformal field theory are the operators. Of course, only
the gauge invariant operators are physical observables. We will see that the AdS/CFT correspondence
claims the existence of a gauge invariant operator for any field living in the dual theory, [91]. Specifi-
cally, for a systematic study of the operators of the CFT we need a method to handle quantitatively the
correlation functions of the operators themselves. The AdS/CFT offers a recipe to obtain analytically
the correlation functions of the “boundary” CFT from the analysis of its gravitational or string dual. We
give just a sketchy picture of how to compute correlation functions in the framework of holographic cor-
respondences; the topic is very important but also treated widely and in depth in the existing literature,
in particular we refer to [92].
In the context of a generic quantum conformal field theory, let us consider an operator O and the
corresponding source φ. Let us insert the source term in the action,
SCFT +
∫
d4x O · φ , (6.1)
where the product · is a symbolic way to keep the treatment as general as possible; the tensorial or spino-
rial structure of the operator is indeed unspecified and then generic. The source φ is a non-dynamical
(i.e. background) field. As it is standard in field theory, the computation of expectation values of n-point
correlation functions of the operator O is performed considering multiple functional derivations with re-
spect to the source which is eventually put to zero1. Let us define the generating functional for connected
correlation functions,
eW [φ] ≡ 〈e
∫
d4x O·φ 〉CFT . (6.2)
The correlation function of n insertions of the operator O is obtained computing
〈 O...O︸ ︷︷ ︸
n
〉CFT ∼ δ
nW [φ]
δφn
∣∣∣∣
φ=0
. (6.3)
The core statement of the AdS/CFT correspondence (in its strongest version) claims the complete
equivalence and therefore identification of the partition functions of the two dual theories, e.g. N = 4
U(N) SYM theory in 4-dimensional Minkowski space-time and full Type IIB string theory onAdS5×S5
background with non-trivial 5-form flux,
ZCFT[φ] = eW [φ] = 〈e
∫
d4x O(x)·φ(x) 〉CFT = ZType IIBAdS5×S5 [φ] . (6.4)
1 We do not introduce the field theoretic techniques mentioned in the text, you can nevertheless find details about them on
any field theory textbook, for instance [93].
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With φ we denote an arbitrary, non-dynamical function defined on the boundary; its roˆle in the two sides
of the duality is different: In the conformal field theory φ represents the source associated to the operator
O while, in the string theory partition function, φ represents the “boundary value” of the dynamical bulk
field2 φˆ.
Many comments are here in order, the most important points in view of the subsequent analysis are
illustrated in the following subsections.
6.1.1 Conformal structure of the AdS boundary
Studies of gravitational theories living on AdS backgrounds usually treat the asymptotic region as a
boundary. The large radii r  1 region of AdS space-times is instead technically a conformal boundary
(look at [91, 94]); this means that the bulk metric yields a boundary metric up to conformal transforma-
tions. In other terms, the metric g in the bulk does not induce a unique metric g˜ on the boundary; the
near-boundary expansion of g is
g ∼ 1
r2
g(0) + ... (6.5)
where the dots indicate terms that are subleading for r → ∞. In order to define a boundary metric g˜
we have to choose a scalar function f(r, t, x1, x2, x3) defined on the bulk which vanishes linearly at the
boundary3,
g˜ = lim
r→∞ f
2 g . (6.6)
The bulk metric defines therefore an equivalence class of boundary metrics; the transformation linking
two boundary metrics which are representatives of the same class is the multiplication by a scalar func-
tion, i.e. a conformal transformation. For instance, we can choose the simplest defining function f = r
and induce a metric on the boundary from
r2ds2 , (6.7)
where
ds2 =
r2
L2
(
−dt2 +
3∑
i=1
dx2i
)
+
L2
r2
dr2 + L2dΩ25 (6.8)
is the AdS5 × S5 metric.
Notice that, as long as the large radius behavior of the background is described by the AdS5 ×
S5 metric (6.8), the definition of the conformal boundary remains unchanged. In other terms, the
holographic correspondence itself can be generalized to gravitational models admitting asymptotically
AdS5 × S5 vacua. Such generalization to asymptotically AdS spaces will be of direct interest to our
studies; indeed, in order to model thermal dual field theory, we will introduce black hole configurations
which, however, for large values of the radius will approach the AdS geometry4
2From now on the term “bulk” will refer to objects living in the higher-dimensional space-time as opposed to “boundary”
objects living on the conformal boundary of AdS.
3The function f is usually called the defining function of the boundary metric g˜. We have to require that limr→∞ f2/r2 is
non-vanishing at any point (xi, t) of the boundary manifold.
4The case which we will directly investigate refers toAdS4×Y/CFT3 duality, i.e. a lower dimensional case of holographic
correspondence. Y represents here the “internal” compact manifold.
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6.1.2 Effective supergravity description
The correspondence (6.4) claims the equivalence of a conformal quantum field theory, namely N = 4
SYM, with a specific string model, i.e. Type IIB on AdS5 × S5 background. Since full string theory
computations can be a pretty complicated subject, one can legitimately wonder if, even though the CFT
happens to be strongly coupled, it is in any sense useful to try to use stringy computations to obtain
information on the dual conformal field theory. We have to notice that, restraining to particular regimes,
we can exploit an effective description of the string side of the duality; the computations performed in
the effective framework could be practically feasible.
We are dealing with Type IIB string theory on an AdS5 × S5 vacuum; the string dynamics is char-
acterized by a unique dimensionful parameter, namely α′, but the vacuum solution provides another
dimensionful parameter that is the AdS radius of curvature denoted with L. A physically significant
quantity is given by the ratio between these two parameters,
L4
α′2
∼ L
4
l4s
, (6.9)
where we have used (2.2) relating α′ to the characteristic string length ls. In Equation (6.9) we have
the ratio between the background scale and the scale of the strings living on it; from the relations found
studying the supergravity solution describing a stack of N D3 branes (see Appendix G and mainly
Equation (G.5)), we can rewrite (6.9) and ask
L4
l4s
∼ gsN  1 . (6.10)
This is a necessary condition for describing the string model effectively with the corresponding super-
gravity theory. Notice, however, that in order to legitimate a perturbative weakly coupled string and then
supergravity description5 we need gs  1 and therefore N large enough to satisfy (6.10). Furthermore,
in the far gs  1 and N  1 regime, the supergravity description becomes even classical and fully
quantum CFT correlation functions can be obtained from a dual on-shell analysis on the gravity side of
the correspondence. For an important part, the computations involved in the analysis of our holographic
superconductor consists in the study of the system of equations of motion (and its solutions) associated
to the gravitational dual model.
In order to appreciate the holographic meaning of the condition (6.10), let us repeat a comment
reported in [95]. For the simplest gravitational system described by the Lagrangian density
L = 1
2κ2
(
R+
6
L2
)
, (6.11)
it is possible to show that the free-energy of Schwarzschild-AdS solution is given by
F = −T logZ = TSon-shell = (4pi)
3
2 · 33
L2
κ2
V2T
3 , (6.12)
5The string coupling constant gs can be thought of as measuring the likelihood for a string to “break” or for two strings
to merge. More precisely, in string Feynman diagrams, any string splitting or fusion introduces a factor gs in the associated
amplitude. This generalizes the introduction of the coupling to any interaction vertex in a field theory Feynman diagram. Higher
loop string diagrams present more string splittings and fusions; they contain therefore higher powers of gs.
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where V2 represents the volume of the spatial part of the boundary. The coefficient of the free-energy
scaling with respect to the temperature is related to the number of degrees of freedom of the system. For
large N we have L/κ2  1 so a large AdS curvature reveals indeed (in the thermodynamic picture of
the gravitational model) a large number of degrees of freedom.
6.1.3 IR/UV connection and holographic renormalization
Let us consider again the AdS5 part of the metric (6.8) introducing the new coordinate z
.
= 1r ,
ds2AdS5 =
1
z2
[
1
L2
(
−dt2 +
3∑
i=1
dx2i
)
+ L2dz2
]
, (6.13)
which is manifestly invariant under the following rescaling transformation
t→ λt , xi → λxi , z → λz . (6.14)
The coordinates xi and t span the boundary which is the base manifold of the CFT while z is the AdS
radial coordinate. Note that, for λ > 1, the scaling (6.14) sends a mode oscillating with period T into a
mode with longer period λT and then lower frequency. Since the frequency is associated to the energy,
we can interpret the AdS coordinate z (which under rescalings behaves as the period T ) as an inverse
energy scale.
Any energy regime of the CFT is associated to a corresponding value of the AdS radial coordinate.
In other terms, the radial AdS direction can be interpreted as a renormalization scale coordinate. This
correspondence can be supported by explicit calculations; for instance, it can be shown that Green’s
functions or Wilson’s loops associated to a particular energy scale E, when computed in the dual gravity
model, receive contributions mainly from the bulk region corresponding to z ∼ 1/E, [13]. Given that
z can be regarded as an inverse energy scale, the near boundary region, i.e. z  1, is associated to the
high-energy regime of the dual conformal field theory and, conversely, the central AdS region (or near
horizon when the gravity model possesses a black hole) corresponds to the low-energy regime of the
CFT.
To have a well defined quantum field theory we have to renormalize the UV divergences suffered
by the correlation functions. As the divergences to be cured are a high-energy phenomenon (i.e. we are
considering UV-divergences), in the dual picture they must correspond to some kind of problem arising
in the near-boundary region. Indeed, the field theory UV-divergences are dual to the divergence of the
AdS volume in the asymptotic region. Specifically, an AdS radial shell defined by z < z < z + δ
contributes to the 1/(z + δ) < E < 1/z “regime” of the CFT and it presents a diverging volume in the
limit z → 0.
In quantum field theory, to make precise sense of the computations, one needs to cure the singular
behavior of the correlators by subtracting the divergent part; in other words, it is necessary to regularize
the divergences and renormalize the theory considering specific limits of the regularized theory. We do
not enter into the details of this procedure which in the dual holographic picture is usually referred to as
holographic renormalization. For a detailed analysis we refer to the review [91].
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Since from the AdS space viewpoint the boundary region represents asymptotic distance from the
branes, it is associated to the long wave-length physics of the gravitational system; in other terms, the
small z (i.e. large r) region encodes the IR regime of the gravity model. The correspondence between
the UV physics of the CFT and the IR physics of the dual gravitational system is referred to as UV/IR
connection.
6.2 Holography and thermodynamics
As already said the holographic correspondence states the identification between the partition functions
of the two connected dual models. Considering (as we will do in our explicit computations) the regime in
which the gravitational theory is accountable with a semi-classical approach we are allowed to evaluate
the partition function with the exponential of minus the on-shell action,
Z ∼ e−S(on-shell) . (6.15)
This is the leading classical contribution which could be refined considering quadratic semi-classical
fluctuations around the classical solution or, even further, considering the full path integral. Sticking
to the classical level, form (6.15) we can compute straightforwardly the free-energy thermodynamic
potential
F = −T lnZ ∼ TS(on-shell) , (6.16)
were T represents the temperature about which we comment in Subsection 6.2.1.
The identification of the partition function of the two dual fellow models suggests that the thermo-
dynamic of the two sides of the correspondence is the same. Indeed, the identification is true also for
intensive thermodynamical quantity like the temperature (see next subsection) and the entropy.
6.2.1 CFT at finite temperature and Hawking temperature of the gravitational dual
The standard way to treat quantum field theory at finite temperature prescribes to consider analytic con-
tinuation with respect to imaginary times. The imaginary time is given a compact extension and it is
therefore periodic; the inverse of the period is identified with the temperature of the system6.
In a holographic correspondence, the gravitational model is higher-dimensional but it contains the
space-time directions on which the dual CFT is defined. In particular, in the coordinate systems adopted
in (6.8) or (6.13), the time direction coincides on the two sides of the duality. Considering a compact
Euclidean time on one side, implies naturally the same feature on the other; hence, the temperature of
6A naive way of thinking the introduction of finite temperature through a compact imaginary time is to think to Heisenberg
indeterminacy principle: specifically, a compact dimension localizes to some extent the physics producing indetermination of
the corresponding dual quantity (“dual” in the sense of coordinate/conjugate momentum). A compact time produces indeter-
minacy in energy, and this quantum effect for the imaginary part of the time coordinate can be exploited to mimic thermal
fluctuations.
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the two dual descriptions coincides. Let us enter into the detail as it is useful in the following. Consider
a generic AdS black hole whose t, r part of the metric has the following shape
ds2 ∼ −a(r) b(r) dt2 + dr
2
b(r)
, (6.17)
where b(rH) = 0, i.e. it vanishes at the horizon7. If we require Euclidean regularity at the horizon8 we
want the Euclidean (i.e. t→ iτ ) part of the metric to behave as the flat polar coordinates r, ϑ,
ds2pol = dr
2 + r2 dϑ2 . (6.18)
Let us perform some simple passage on the Euclidean-time metric
ds2Eucl ∼ a(r)b(r) dτ2 +
dr2
b(r)
∝ b2(r)a(r) dτ2 + dr2
∼
[
d
dr
(b a1/2)
]2
r=rH
(r − rH)2 dτ2 + dr2 + ...
(6.19)
Comparing (6.18) and (6.19), we have
ϑ ↔
∣∣∣∣ ddr (b a1/2)
∣∣∣∣
r=rH
τ . (6.20)
As a consequence, we have that Euclidean time is periodic with the period given by
τ ∼ τ + 4pi∣∣ d
dr (b a
1/2)
∣∣
r=rH
. (6.21)
The temperature is identified with the inverse period of the Euclidean time, then
T =
1
4pi
∣∣∣∣ ddr (b a1/2)
∣∣∣∣
r=rH
. (6.22)
6.3 Motivations
6.3.1 Theoretical interest
The theoretical interest ofAdS/CFT and kindred holographic correspondences is vast and deep. Already
by itself the correspondence relates theories that have been thought of as separate and unrelated. This
can lead to paramount theoretical development as, already at the intuitive level, there is the possibility
of thinking of a theory in terms of its dual that possibly offers an easier approach to specific questions.
7An event horizon is actually a locus characterized by the vanishing of the tt component of the metric.
8In the limit (if it exist) in which the horizon shrinks to a point, the regularity requirement amounts to avoiding a conical
singularity in the Euclidean t− r plane.
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Useless to say that this is precisely the case in that AdS/CFT relates the strongly coupled regime on one
side of the duality to the weakly coupled regime on the other side and vice versa9. A great source of
fascination indeed relies in the fact that it opens a novel path to the analytical study of strongly coupled
field theories. On the same line but in the opposite direction, the AdS/CFT correspondence could be
regarded as a conjectured definition of quantum gravity on a particular geometrical background. The
correspondence has been useful to study black hole physics (e.g. in relation to the information problem)
with dual field theoretical means.
This thesis orients the light-spot on the striking possibility of describing models of strongly coupled
media presenting coupled electric-spin properties (with particular focus to superconductors) by means
of their dual picture involving hairy black holes, whereas, as we will briefly report here, other various
applications are viable.
As a generic motivation for holographic research (and other topics in theoretical physics) let us
repeat a nice example mentioned by Sachdev in [96] related to the history of strongly interacting systems.
The work of Bethe in the early ’30 opened the way to studying a wide range of quantum many body and
strongly interacting systems defined in two dimensions (the time and one spatial). Customarily these
models are referred to as “integrable systems” as they have an infinite number of conserved quantities.
Since the integrability properties requires fine-tuning of the theory, the generic expectation is that they
do not describe directly any real-world system. The study of integrable models has however led to a
deeper insight and comprehension of quantum many body dynamics in one spatial dimension; this, in
turn, proved essential (to make just an example) to the the development of the Tomonaga-Luttinger liquid
modeling electrons in 1-dimensional conductors such as carbon nanotubes.
In some respect, the holographic panorama is similar. In general, the systems of which we know
precisely the gravitational dual are not directly phenomenologically relevant microscopic models. For
instance, we still not have a dual for the Standard Model or some of its sub-sectors. In spite of this,
AdS/CFT and kindred correspondences make us aware of some features of the strongly coupled regime
of quantum field theories that can be relevant beyond the particular model. Of course much effort is
tributed to the quest of holographic setups able to reproduce at the microscopic level as closely as possible
some real-world system, but this is not the only possibility of exploiting the holographic methods. Indeed,
it is possible to use them at the “macroscopic” level; in this case, the quantum field theory of which we
investigate the strong-coupling regime is an effective theory. The study of the unbalanced holographic
superconductor performed in this thesis represents an instance of this latter attitude. Even though at
this stage we work with an effective theory, this does not prevent as a future development to be able to
embed the gravitational system in a consistent truncation of a full fledged string model. This development
would allow a precise identification of the dual degrees of freedom in terms of which the strongly coupled
regime of the field theory admits a weakly coupled treatment.
9Observe that a strong-weak correspondence has also an interesting “philosophical” implication: indeed, it not only con-
sists in a connection between apparently detached branches of theoretical physics, but it could affect also our idea of what is
more “fundamental”. A general attitude in theoretical physics is that progressively higher-energy regimes are related to more
fundamental dynamics and constituents; this is the case for example in relation of the UV-free QCD. However, in a would be
gravitational dual of QCD the asymptotic freedom regime would be mapped to a strong interacting string model.
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6.3.2 Phenomenological applications
The AdS/CFT and similar string-inspired strong/weak dualities provide efficient analytical tools for
studying quantitatively some quantum field theory models at strong coupling. Optimistically, when we
encounter a strongly coupled gauge theory, we can hope to find some dual argument or gravitational
framework to work with perturbatively in order to extract some information about the original theory or
at least gain some qualitative insight. There is actually a wide variety of phenomenological topics which
are described by a strongly coupled quantum field theory whose dual model is not completely unknown or
mysterious. In other cases, although the dual theory is obscurer, by means of careful analogies to model
possessing a known gravity dual, one can gain some insight about the strongly coupled dynamics. In this
section we will briefly spend some words and indicate some bibliography about the main applications of
holographic techniques in order to tribute due attention to the far-ranging phenomenological relevance
and motivations of string/gauge duality studies.
• Strongly coupled field theory at finite temperature:
The strong-coupling regime generally posits difficult practical issues as in relation to field theo-
retical methods that often rely on perturbative techniques. A viable alternative is represented by
numerical calculations performed on the lattice, however, also the lattice approach can result poor
in dealing with systems out of the thermodynamic equilibrium. The finite temperature out-of-
equilibrium dynamics of strongly coupled media is difficult to treat even numerically and the main
source of trouble consists in the fact that it is problematic to define real-time quantities, such as
correlation functions, at finite temperature; a “complex weighting” e−iS (S is the action) in the
partition function, necessary for real-time computations, renders the usual importance sampling
exploited in lattice simulations troublesome10. As alternative methods generally suffer because of
complicated issues, the AdS/CFT-like techniques are an interesting and significant possibility for
the study of strongly coupled media and especially their dynamics beyond thermal equilibrium.
Note however that the lattice and the holographic methods, even if presented usually as alternative
to each others, are not known to cross-fertilization; to have an instance see [98].
• QCD and quark-gluon plasma: The quark-gluon plasma is the strong coupling deconfined phase
of quantum chromo-dynamics; so far, QCD belongs to the set of quantum field theories whose
dual is not unknown. As a consequence, in relation to QCD, the results obtained with holographic
means remain to some extent qualitative and based on analogies with other theories whose dual is
specified. Nevertheless, especially because its tremendous phenomenological significance, there
has been much focused interest and theoretical work on QCD also by means of AdS/CFT-like
tools.
There are many important achievements about the phenomenology of the QGP obtained with
string-inspired techniques such as the modeling of mesons dynamics within the deconfined plasma
10A similar problem affects QCD Monte Carlo simulations at finite density. In the QCD partition function the quarks appears
quadratically, it ts then possible to perform the “Gaussian” integral over them obtaining a determinant which, at finite baryon
density, is complex. Again we face the problem implied by a complex weighting within an importance sampling computation;
this is commonly referred to as the sign problem, see for instance [97].
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[99] [100], the computation of shear viscosity, bulk viscosity (related to compressibility and the
propagation of shock waves and sound in the medium) and some insight on the topic of QGP ther-
malization11 The instance of shear viscosity is particularly interesting, indeed direct experiments
at the relativistic heavy ion collider (RHIC) and at LHC indicate that the QGP shear viscosity is
very small. Perturbative QCD computations yield large values for the shear viscosity and, as al-
ready mentioned, real time studies are troublesome on the lattice; AdS/CFT techniques applied on
N = 4 SYM indicate a value [102]
η
s
=
~
4pikB
, (6.23)
for the ratio of the shear viscosity over the entropy density. This low value is closer to the QGP
measurements than the field theoretic results12. Furthermore, the expression (6.23) is universal for
theories possessing two-derivative gravity dual models, [104]. In general, even in relation to the
non-strictly universal results, N = 4 SYM theory (whose gravity dual is Type IIB string theory
on AdS5 × S5) in the strongly interacting double scaling limit13 regime is expected to reproduce
strongly coupled QCD dynamics to a good approximation. For the sake of brevity, we do not enter
into detail but refer to the review paper [101].
Another important topic for which holographic techniques are relevant is the study of the QCD
phase diagram [105]. The question is rather delicate because the QCD phase diagram shows a
pronounced sensitivity to the parameters of the theory; even more so, since we lack a precise dual
for QCD, the extrapolation of results obtained for other model to QCD can be troublesome. Given
the importance of the subject, there has been much effort also from the numerical (i.e. lattice) front
which, however, suffers at finite density.
We have just presented a list of AdS/CFT applications to QCD which does not exhaust the com-
plete panorama; a concise review on the employment of stringy techniques to QCD and in partic-
ular to the QGP is [106].
• Condensed Matter: Many condensed matter systems admit a description with quantum field
theory in the strong-coupling regime. In the next points, we give a list of some peculiar instances
in which holographic techniques can offer valuable information and investigation methods.
As dualities connecting two theories, AdS/CFT and its analogs are usually significant in a two-
fold way, namely using computations on one side to obtain information about the dual theory.
This can be done in both directions. A very significant and tantalizing point to underline relies
on the research of the possibility of engineering condensed matter systems described by quantum
field theories whose dual is precisely known. Actually, such a finding would open the doors to
an experimental test on aspects of the dual quantum gravity. A hopeful observation is that, as
opposed to high energy physics where the quantum field theory is essentially unique, the condensed
matter realm offers a wide range of different models described by different theories. In this regard
11We reccommend the review [101] and references therein.
12The experimental windows for the QGP shear viscosity over entropy density ration is 0.08 < η/s < 0.3 at a temperature
of about 170MeV. Perturbative QCD computations lead to η/s ∼ 1 while holographic methods for N = 4 SYM yield (6.23)
which, in natural units, becomes η/s = 4pi ∼ 0.08, see [103].
13This is another name for the ’t Hooft limit (2.36).
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technological developments such as meta-materials enlarge the panorama of possibilities. Indeed,
meta-materials are essentially formed by arrays of nanostructured elements which play the role of
artificial atoms; the possibility of engineering systems with exotic properties is then significantly
enhanced.
• Quantum phase transitions: A quantum phase transition is a phase transition at zero absolute
temperature which is driven by quantum fluctuations instead of thermal fluctuations. Even though,
strictly speaking, a quantum phase transition occurs only at T = 0, there exists a nearby region in
the phase space for T > 0 where the dynamics of the system is strongly affected by the presence
of the quantum critical point. This region goes under the name of quantum critical region.
A quantum phase transition occurs in a system at T = 0 and at a precise point in the parameter
space where the parameters themselves attain their critical value. Such external control parameters
could be, for instance, the magnetic field or the pressure. If we move away from the quantum
critical point at T = 0 increasing the temperature we discover that the quantum critical region
widens. In other words, for low enough temperature, the extension (in parameter space) of the
region of the phase diagram which is affected by the critical quantum dynamics increases with
temperature. At a first thought this phenomenon could sound counterintuitive, in that the quantum
criticality extends its relevance in the parameter space in moving away from the quantum critical
point. To have an intution of this we can reason as follows: the quantum critical point separates
two different phases or two different ordered states of the system; the two phases have different,
long-range excitations which at the critical point require a vanishing energy to be excited. If
we consider a non-vanishing temperature we add a thermal noise with a characteristic energy
. The thermal backgorund makes us uncapable of distinguishing between fluctuations whose
energy cost is smaller than . As a consequence, a fluctuation with finite energy smaller than 
can be “confused” with a zero energy fluctuation. In this sense, moving away from the critical
temperature, the critical region widens. Let us notice, however, that this kind of reasoning is valid
as long as the quantum fluctuations dominate over the thermal ones or, in other terms, as long as
the quantum order is not spoiled completely by thermal noise.
The qualitative and quantitative description of a continuous quantum phase transition exploits the
same theoretical framework employed for normal continuous phase transitions. More precisely,
a system in the proximity of a quantum critical point is characterized by a diverging coherence
length and the behavior of the observables is described by the corresponding quantum critical ex-
ponents. Strictly at quantum criticality, the coherence length is infinite and the system becomes
scale invariant; this is the reason why the critical system can be described with a conformal quan-
tum field theory. This is also where holographic tools enter into the game, especially when the
critical system happens to be strongly coupled.
For a detailed review containing also examples of AdS/CFT applied to quantum phase transitions
consult for example [107].
• Non-conventional superconductors:
Conventional superconductors are described with Bardeen, Cooper and Schrieffer theory (BCS),
where superconductivity is explained as arising from the condensation of a fermionic bilinear
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operator describing interacting pairs of electrons, the so called Cooper’s pairs. This interaction is
mediated by the crystalline lattice and in particular by phonons describing its vibrational modes.
The BCS picture, however, does not exhaust neither explain all the superconductivity phenomena
observed in Nature. Indeed, there exist for instance superconductors in which the occurrence of
interacting Cooper-like pairs is mediated by spin-spin interactions.
The BCS approach relies on the possibility of describing the system with weakly interacting de-
grees of freedom. An important class of non-BCS superconductors is constituted by all the in-
stances in which the weak interacting picture is not suitable. The onset of superconductivity in
a strongly interacting medium is usually connected with a quantum phase transition; we do not
enter in this complicated subject, for a succinct review look at [108] and references therein. Let
us just mention that this topic involves the physics of the so called heavy fermion metals, where
the effective mass of the conducting electrons (because of strong interactions between conducting
and valence electrons14.) is orders of magnitude above the bare electron mass, and the cuprate or
layered iron pnictides superconductors presenting a high critical temperature for the occurrence of
superconductivity as their peculiar feature15 (for a review on the layered iron pnictides supercon-
ductors we refer to [109]).
• Non-Fermi liquid: Non-Fermi liquids are systems possessing some features similar to Fermi
liquids (like the presence of a Fermi-like surface) but at the same time they do not admit a quasi-
particle description for the corresponding microscopic dynamics. In other terms, the would-be
quasi-particles are ill-defined because of some strong interaction. On a formal level, the presence
of a Fermi-like surface is associated to a pole in the fermion Green’s function; the value of the
momentum at which the Green function diverges plays the role of the “Fermi” momentum. For
further details see for instance [96] and references therein.
Other phenomena that admit a holographic macroscopic description are forced ferromagnetic or
spontaneous anti-ferromagnetic (or spin waves) systems, [110]. Models with an external DC current and
the description of a holographic Josephson junction are given in [111, 112]. Various reviews on this
subject exist in the literature, we particularly reccommend [95], [113] and [108].
6.3.3 Beyond conformality
Holography relates the conformal group of the gauge theory and the isometry group of the dual grav-
itational AdS space16. There are different possibilities of breaking conformality and, essentially, they
all involve the introduction of a characteristic scale into the theory. The dual gravitational picture will
therefore present some additional features (associated to the RG-flow radial coordinate) affecting and
modifying the AdS geometry. Scale invariance relates different energy regimes of the theory and is
14This enhancement of the effective electron mass is referred to as Kondo effect and arises from hybridization of conducting
electrons and “fixed” strongly correlated electrons generally accounted for as a lattice of magnetic moments (usually called
Kondo lattice)
15The order of magnitude of the critical temperature is within 10K and 100K.
16See Appendix G.1.1 for details.
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mapped into shifts of the AdS radial coordinate of the dual model. Breaking the scale invariance corre-
sponds to breaking radial translations invariance.
Let us consider the possibility of describing holographically a finite temperature system. The charac-
teristic thermal energy represents obviously an energy scale which breaks conformaility. Gravity setups
at finite temperature are characterized by the presence of a horizon emitting quantum Hawking radiation
with a thermal spectrum. In other terms, we expect to have black holes solutions that tend asymptotically
for large radius to AdS space. Indeed, the boundary region is related to the high-energy regime where
the temperature scale becomes neglectable and conformality is effectively “recovered”. Observe that the
presence of the black hole horizon introduces a sort of “cut-off” in the radial direction.
If we examine an AdS-Schwarzschild black hole, it has a horizon radius which is related to the
temperature in such a way that in the zero-temperature limit the horizon shrinks to a point and vanishes.
This feature is not generic of all black hole solutions. If we consider the AdS-Reissner-Nordstro¨m black
hole (which generalizes the Schwarzschild one adding a total charge) the presence of a net charge affects
the horizon and in particular the horizon radius does not shrinks to zero in the T → 0 limit. The presence
of a total charge for the black hole describes holographically a charge density of the dual field theory and
the fact that, also at zero temperature, the horizon has finite radius can be interpreted as the breaking of
conformality due to the energy associated to the presence of the charge density.
The field of conformality breaking in a holographic context has received much attention and non-
conformal generalization of AdS/CFT correspondence have gathered keen interest. Viable approaches
rely on mass deformation of conformal field theories (and of then of the RG flows) or model in which
(on the gravity side) there are D-branes wrapping non-trivial cycles (whose volume introduces a charac-
teristic scale into the theory) of the internal manifold (see [114] for further details).
7
Minimal Holographic Description of a Su-
perconductor
7.1 Superconductors, introductory remarks
This section will be unavoidably brief if compared with the significance and wideness of the subject; the
purpose here is just to mention some crucial ideas that will be useful in the following sections. For a
thorough treatment we refer to the abundant literature on the topic of superconductivity.
7.1.1 Historical account
Figure 7.1: Conductivity of mercury at the superconductive transition (original plot taken from Onnes’
Nobel Lecture [115]).
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“...the experiment left no doubt that, as far as accuracy of measurement went, the resistance dis-
appeared. At the same time, however, something unexpected occurred. The disappearance did not take
place gradually but (compare Fig. 7.1.1) abruptly. From 1/500 (Ω) the resistance at 4.2 K drops to
a millionth part. At the lowest temperature, 1.5 K, it could be established that the resistance had be-
come less than a thousand-millionth part of that at normal temperature. Thus the mercury at 4.2 K
has entered a new state, which, owing to its particular electrical properties, can be called the state of
superconductivity [115].”.
Superconductivity was discovered by Kamerlingh Onnes in 1911 [116] in his Leiden laboratories.
It obviously appeared at once as an impressive breakthrough from the experimental (and later also tech-
nological) viewpoint and also a challenging theoretical question; Kamerlingh Onnes itself started soon
to study and measure the possibility of having superconductive coils to produce unprecedentedly high
magnetic fields. At the same time, without venturing to give a theoretical explanation or interpretation,
the observation of a threshold current beyond which superconductivity was spoiled gave a first hint of
the richness of the phase space structure of superconductors.
The measure of the goodness of the superconductors “perfect DC conductivity” has been soon and
henceforth accurately tested. The best measurements exploit nuclear resonance techniques to detect
the variations of the field generated by persistently circulating currents; in appropriate experimental
conditions, it is not observable any decay of the persistence of superconductive currents for periods of
time that, quoting Ketterson and Song [117], “are limited (only) by the patience of the observer”. To
have an idea about the orders of magnitude, precise measurements have returned a lower bound for the
characteristic decay time of persistent currents in a superconductor of about 105 years, [118].
Some years after the discovery of superconductivity, in 1933, Meissner and Ochsenfeld observed the
perfect diamagnetism of superconductors; this phenomenon has usually assumed the (probably) unfair
name of Meissner effect. Physically it consists in the expulsion of magnetic fields from the supercon-
ducting bulk.
A couple of years later, the London brothers gave an account of the perfect conductivity and dia-
magnetism of superconductors by means of a phenomenological set of equations (the London equations)
but it is only in 1959 that Landau and Ginzburg firstly recognized the crucial role played by symmetry
breaking in the superconductor physics. Abrikosov showed that from Landau and Ginzburg model is
possible to predict theoretically the existence of two categories of superconductors, namely Type I and
II1
In 1957, in the western side of the iron curtain, Bardeen, Cooper and Schierffer (BCS) gave the first
microscopic description of the superconducting mechanism emerging from phonon-mediated attractions
between electrons. Meanwhile, in the eastern block, Bogoliubov was studying microscopic models for
describe superconductivity; one of his main results led to the description of the BCS vacuum by means
of canonical transformations2.
As superconductivity is a phenomenon related to symmetry breakdown, below a critical temperature,
1The two type of superconductors differ in the sign of the energy cost of domain walls separating superconducting from
non-supercoduction portions of the material; such difference yields qualitatively distinct behaviors at the phase transition. For
more details we refer to [118].
2For a simple pedagogical model (in italian) describing BCS theory and Bogoliubov transformations we refer to [119].
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a system can develop an ordered phase in which a charged field condenses leading to superconductivity.
The essential features of superconductivity can be studied in general without entering into the details of
the microscopic dynamics of any particular model, [120]. A wide class of superconducting media are
described with quantum U(1) gauge field theories. Indeed, the gauge structure of the quantum field the-
ory itself, leads to some general properties as infinite DC conductivity, the Meissner-Ochsenfeld effect,
the flux quantization, the Josephson effect and, more generally, many aspects of the magnetic behavior
of superconductors. In Subsection 7.1.3 and Appendix H we respectively concentrate on the first two
features in the above list.
Since the discovery of superconductivity, the phenomenon remained limited to the extremely low
temperature region (around and below the liquid helium region ∼ 4.2 K). The experimental investi-
gation has maintained the focus on the metallic elements or alloys till the mid 1980’s when a crucial
breakthrough has been accomplished by Bednorz and Mu¨ller [121]: They discovered a superconduct-
ing transition around Tc ∼ 30 K on a specific oxide, namely La1.85Ba0.15CuO4, containing copper and
lanthanum and doped with barium3. A surprising fact is that such kind of oxides are often, at higher
temperature, almost insulators. The discovery received stark attention both because the experimental
and technological possibilities offered by high temperature superconductivity are paramount and also
because temperature values close to 30 K where believed to be the theoretical bound for superconducting
phenomena (according to a weak-coupling analysis). The idea of some unconventional (i.e. non-BCS)
superconducting phenomenon started therefore to be caressed in the scientific community4.
Later, in 2008, another class of high-Tc superconductors was discovered [124], namely layered Fe-
based compounds; the actual discovery occurred with LaFeAsO1−xFx with doping parameter x ∼ 0.11;
this material presents a transition temperature Tc ∼ 26 K. Soon afterwards, other Fe-based materials
have been investigated and higher values of Tc have been found.
Even before any deeper observation, these high Tc values call for an explanation beyond the standard
BCS framework.
7.1.2 London equation
In this section we sketch the original phenomenological argument on which the introduction of London
equation is based. Let us consider a metallic superconductor in which a “cloud” of electrons moves
within a crystalline array. Below a critical temperature, superconductivity arises and we indicate with ns
the density of electrons participating to the superconductivity phenomenon. The supercurrent is defined
as
js = nsev , (7.1)
where e is the electron charge and v is the mean velocity of the superconducting electrons. In a quantum
context, the observables are of course substituted with the mean values of the corresponding operators.
3They were awarded the Nobel prize in Physics in 1987; here is the link to the corresponding press release [122].
4At present, the primate for the highest Tc (at ambient pressure) goes to mercury barium calcium copper oxide
(HgBa2Ca2Cu3O8), at around 135 K [123]. Applying a higher pressure, the transition temperature can been further increased
to values slightly above 150 K (see again [123]).
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The velocity is obtained dividing the canonical momentum by the mass of the carriers,
v =
1
m
(
p− e
c
A
)
, (7.2)
so that in general we have
js =
nse
m
(
p− e
c
A
)
. (7.3)
As the London brothers did first, let us observe that in a periodic crystal Bloch’s theorems does hold.
Therefore the quantum solutions are expressible as the product of plane waves times functions sharing the
same periodicity as the crystalline array encoded in the potential (These are known as Bloch’s solutions
or Bloch’s waves). Postulating that the superconducting state is the ground state of the system, Bloch’s
theorem implies that the momentum of the plane wave has to be zero. Indeed for any solution with p 6= 0
we can find a corresponding lower energy solution with p = 0. In a superconductor, equation (7.3)
reduces to
js = −nse
2
mc
A , (7.4)
which is actually the renown London equation. It is customary in the literature (and we will adopt this
convention as well) to denote as the first and second London equations the relations obtained from (7.4)
taking respectively a time derivative and the curl on both sides.
7.1.3 Infinite DC conductivity
In this Subsection we focus on the relation between the symmetry features of the gauge field theory
description of a superconductor and its phenomenological properties, in particular, on the DC supercon-
ductivity. Whenever we describe the superconducting medium with a quantum U(1) gauge field theory,
the action is invariant under the gauge transformations
Aµ(x) → Aµ(x) + ∂µα(x) (7.5)
ψ(x) → eiqα(x)ψ(x) , (7.6)
where we have assumed the presence of a single fermion species ψ with electric charge q. The gauge
parameter function α(x) is arbitrary and specifies the particular gauge we consider. At a fixed point x in
space-time, the transformations (7.5) and (7.6) correspond to a compact U(1) phase symmetry; indeed,
the values α(x) and α(x) + 2pi/q are identified.
In general, in a superconductor, the gauge symmetry (7.5) is supposed to be broken by the condensa-
tion of some operator. Suppose that, in a phase characterized by the spontaneous symmetry breakdown,
the original local U(1) symmetry is reduced to a discrete subgroup Zn ∈ U(1). From Goldstone’s theo-
rem we have that the symmetry breaking leads to the appearance of a massless mode G parameterizing
the coset group U(1)/Zn. The field G behaves as a phase and then, under a gauge transformation, it
transforms as follows:
G(x)→ G(x) + α(x) . (7.7)
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In addition, as it spans the coset group U(1)/Zn, we identify
G(x) = G(x) +
2pi
nq
. (7.8)
Relying on symmetry arguments, the Lagrangian for the gauge and Goldstone’s fields has the fol-
lowing general shape:
L = −1
4
∫
ddx {F · F + Lg[A− dG]} , (7.9)
where the form of the Goldstone part LG of the Lagrangian density depends on the specific model while
its functional dependence on A−dG is a general feature descending from gauge symmetry. Note indeed
that A− dG is a gauge invariant quantity. The spatial electric current and charge density are given by5
J i =
δLG
δAi(x)
, (7.10)
J0 = ρ =
δLG
δA0(x)
= − δLG
δ(∂tG)
. (7.11)
The second equation states that −ρ represents the canonical conjugate variable to G; then, within a
Hamiltonian description, the energy density H is a functional of G and ρ. The Hamilton equation for
∂tG is
∂tG(x) = − δH
δρ(x)
. (7.12)
Let us interpret physically this Hamilton equation: The Hamiltonian H gives the energy density and,
since ρ(x) represents the charge density, we have that the right hand side of (7.12) gives the change
in energy density implied by a change in the charge density. This is the electric potential. The time
derivative of G is then related to the potential
∂tG(x) = −V (x) . (7.13)
Let us consider a stationary state in which there is a steady current flowing through the superconducting
medium; stationarity means that nothing depends on time and, in particular, ∂tG(x) = 0. The potential
V (x) is then forced by (7.13) to be zero too; since we have stationary currents without any difference of
potential sustaining them, we are facing a zero resistance or infinite conductivity phenomenon. As we
are concentrating on the stationary properties, we are studying the DC conductivity, i.e. the limit of the
conductivity σ(ω) for vanishing frequency ω.
We have just showed the occurence of infinite DC conductivity basing our argument (originally sug-
gested by Weinberg in [120]) on the simple assumptions of having an Abelian gauge symmetry which is
spontaneously broken to a discrete group; no details of the actual mechanism leading to the spontaneous
breaking have been actually specified. The moral consists in recognizing the value of the symmetry
breaking itself in leading to the description of the superconductor phenomenology independently of its
microscopic origin. In this sense we can understand better why phenomenological models a´ la Ginzburg-
Landau are able to describe accurately the phenomenology of superconductivity even though they rely on
crude approximations like, for instance, the description of the Cooper pairs with a single bosonic field.
5We are assuming Euclidean space-time here.
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7.2 Hairy BH and dual condensates
There are various gravity effective models which are dual to a boundary theory describing a supercon-
ductor. A general feature of such models is the presence of a charged black hole that becomes “hairy” at
low temperature. As usual, speaking of “hair” in relation to a black hole solution indicates the presence
of some field which develops a non-trivial profile. The occurrence of a non-trivial hair in the bulk is gen-
erally dual to some kind of operator condensation in the boundary theory; in other terms, the boundary
operator develops a non-vanishing vacuum expectaion values.
We will concentrate on a bulk model developing scalar hair. This corresponds to a superconductor
with a scalar condensate or, using the superconductor jargon, an s-wave superconductor6. Notice that the
scalar operator which condenses is associated to the Cooper’s pairs; indeed, whenever the electrons pair
in a singlet spin state with zero orbital angular momentum, the Cooper condensate is actually describable
at the effective level with a scalar field.
As we will describe in detail, the ingredients needed to build the simplest bulk models dual to
superconductors involve an Abelian gauge field minimally coupled to gravity and a scalar field with
a generic potential V (ψ). Moreover, since we want to model superconductors in flat space-time, we
consider black hole configurations presenting planar horizons.
7.2.1 Note on the holographic description of a superconductor
What does it mean, on a practical level, to deal with a holographic model of a superconductor?
Duality itself is a concept of which it is easy to have an intuitive idea: namely, it is the map of the
degrees of freedom and dynamics of a certain model to the degrees of freedom and dynamics of another
model. The two descriptions are proved or conjectured to be equivalent.
Let us underline that usually, in a holographic context, we exploit duality to study some strongly
coupled model of which the microscopic description is not available. It is then reasonable to ask on
what basis we claim to describe a superconductor. The macroscopic holographic description allows one
to handle expectation values and correlations of the operators of the boundary theory. Even lacking the
Lagrangian of the “boundary” model we can study in detail many dynamical feature and the general
thermodynamic behavior. It is from this study that some features of superconductor phenomenology
arise. In particular, as we will see in the following, the holographic superconductor shows a normal-to-
superconducting transition in the electric response function; indeed, in trespassing the critical tempera-
ture, we observe a novel diverging contribution to the DC conductivity7 and such contribution is naturally
interpreted as a superconducting phenomenon at strong coupling (see Subsection 8.6.4).
At the outset, a general caveat regarding the terminology of the holographic literature should be
mentioned. When, in relation to a holographic model, some physically suggestive (e.g. inspired by con-
6The gravity models presenting non-trivial profile for a vector field are dual to the so called p-wave superconductors. If the
non-trivial profile is associated to a spin 2 field we have instead a d-wave superconductor.
7As the system under analysis enjoys transaltional invariance, it possesses a diverging DC conductivity also in the normal
(i.e. non superconductivity) phase. Such effect is merely due to the lack of momentum relaxation and it is not to be confused
with authentic superconductivity.
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densed mayyer) terminology is adopted, one has always to keep in mind that the actual description of a
real-world system can be still far apart. It is advisable to start with the moderate attitude that the holo-
graphic context offers treatable examples and toy models able to reproduce some phenomenologically
interesting features (especially at strong coupling) but the whole of the holographic model under study
can detach in some other respects from the actual phenomenology. The model we develop in the fol-
lowing sections is no exception. When we speak of a superconductor, we do not mean that we expect to
be able to interpret any single aspect of the model in terms of some real-world example. Of course, this
would be however amply desirable and, indeed, we will try to do that, but a problematic attitude toward
any particular feature is probably the best way of judging the real value of the model. To rephrase, we
suggest a “bottom-up attitude” in the confidence we tribute to the realism of any holographic model.
7.2.2 Effective electromagnetic background and non-dynamical photons
In a quantum field theory picture, the possibility of neglecting the photon dynamics corresponds to the
small relevance of processes involving virtual photons. It should be stressed that the non-dynamical
photon approximation leads to an effective description in which the underlying U(1) gauge symmetry is
treated as a U(1) global symmetry8. The photon dynamics is negligible whenever the electromagnetic
coupling can be regarded as small and the Feynman diagrams containing internal photons are corre-
spondingly suppressed. In real systems, for example, the screening effects that occur in charged media
are a ubiquitous feature in condensed matter systems and, at the level of non-microscopic description,
they can lead to an effectively small electromagnetic coupling.
To avoid confusion we must underline a significant caveat: The holographic description is particu-
larly suitable to treat strongly coupled media (as the dual gravitational model becomes weakly coupled).
When we consider the non-dynamical photon approximation, we treat the system as a strongly inter-
acting medium weakly coupled to external photons9. Notice that, also in the non-dynamical photon
approximation, the strong interactions within the holographic medium can still involve electromagnetic
phenomena; they are however encoded in the macroscopic effective description and no photon-like de-
grees of freedom are manifest. More precisely, the meaning of our non-dynamical photon approximation
consists in working under the assumption that the microscopic degrees of freedom of the medium can
be treated collectively as a plasma which interacts weakly with the external electromagnetic background
field10.
Within the non-dynamical external photon analysis of a system, the response to the variation of an
external electromagnetic field is described in terms of induced currents in the medium. In other terms,
the total electromagnetic field coincides with the background value sourcing the charged currents within
the system. There is a natural compatibility between the non-dynamical photon approximation and the
linear response theory because the charged currents are weakly coupled to the external source and then
effectively describable at linear order.
8Note that the treatment of the electromagnetic symmetry as a global U(1) matches with the prescription of the holographic
dictionary connecting a boundary global symmetry with a gauge bulk symmetry.
9Comments on the non-dynamical photon approximation can be found in [125].
10Similar observations can be found in [107].
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As underlined in [107], superfluidity corresponds in general to a spontaneous symmetry breaking
of a global symmetry whereas superconductivity is associated to the Higgs mechanism of a local gauge
symmetry. Since, in a holographic framework, boundary global symmetries correspond to local bulk
symmetries, superfluidity in the boundary theory should correspond to “superconductivity in the bulk”.
For the purpose of the computation of the conductivities, however, there is no crucial difference between
a superfluid and a superconducting phase because we retain only the linear effects. Indeed, from a purely
field theoretical viewpoint it is possible to show that the linear response of a system to external perturba-
tions is insensitive to the fact that we work with dynamical or non-dynamical photons (the dynamics of
the photons is encoded in the subleading orders). As a consequence, the non-dynamical photon approx-
imation which approximates a superconductor with a superfluid allows us to describe linear response of
the superconductor to external electromagnetic perturbations. This is another argument supporting the
validity, in our context, of the non-dynamical photon approximation.
In a holographic framework, in order to go beyond the non-dynamical photon approximation, one
needs to develop the so called “gauged AdS/CFT”; this term refers to the problem of defining a dual
configuration to a boundary gauge symmetry; this theoretical possibility constitutes still an open prob-
lem11
There is still another significant observation which can made about the non-dynamical character of
the photons. In the present thesis we concentrate especially on a superconductor in 2 + 1 dimensions,
namely a superconducting layer. Given the “infinitesimal” thickness of the superconducting region, there
is no Meissner-Ochsenfeld effect. In other terms, we are supposing that the thickness of the supercon-
ducting layer is much smaller than the characteristic penetration depth of the magnetic field inside the
superconductor12. In higer dimensional systems, the Meissner-Ochsenfeld effect is related to the photon
dynamics, but independently of the dynamical or non-dynamical character of the photons, such effect
does not occur in 2 + 1 dimensions. In this sense, our holographic model in the non-dynamical photon
approximation is able to reproduce the phenomenology of a superconducting layer (analogous observa-
tions can be found in [111]).
11In [126] there is described an attempt to have a gauged holographic correspondence.
12See Appendix H for some detail on the Meissner-Ochsenfeld effect.
8
Holographic Superconductors with two
Fermion Species and Spintronics
8.1 Mixed spin-electric conductivities and spintronics
The term spintronics is a short version of “spin transport electronics” known under the name of “magneto-
electronics” as well. The subject of spintronics concerns the role of electron spin in condensed matter
physics, especially in relation to transport properties. Indeed, the purpose of spintronics aims at the
study of systems with particular spin transport or spin-dependent transport properties with the objective
of understanding and designing devices exploiting the individual electron spin instead or in connection
with their charge. Spintronics is in contrast with usual electronics where only the electron charge or
collective magnetization are exploited.
The first phenomenon relating current flows and electron spin is Anisotropic Magneto Resistance
[127] (ANM); it was observed by Thompson in 1857 and (much) later (1975) it has been described in
a model involving spin-orbit coupling [128]. The phenomenon itself consists in a dependence of the
resistivity of a ferromagnetic metal on the relative angle between the magnetization and the current flow.
The order of magnitude of the resistivity variation are (at room temperature) of a few percent points
(∼ 5%).
The first steps of what has been later called spintronics were moved by Mott who in 1936 proposed
the model know as “two-current model” [129, 130] to describe some spin-dependent features of the
conduction properties of ferromagnetic metals below the Curie temperature. Mott proposed that well
below the Curie temperature the conduction electrons propagating in the ferromgnetic metal undergo
scattering processes without changing their spin orientation. As a consequence the two-current model
depicts the spin-up and spin-down currents as two independent currents and the overall properties of the
material arise from the parallel of the spin-up and spin-down circuits. In its simplest version the two
currents are totally independent, however Mott’s model can be improved considering a weak coupling
between the spin-up and spin-down currents (for instance because of spin mixing phenomena). A source
of spin-mixing is, for instance, the electron-magnon scattering which could lead to spin flip. Let us
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remind the reader that the magnon is a collective mode of an ordered magnetized medium and arises
from the quantization of spin-waves; it constitutes the analogous of phonons for elastic lattice vibrations.
In 1966 Fert studied in depth the spin-dependent conduction properties of doped alloys where the
sensitivity to the spin is due to impurities with strong spin-dependent cross-sections1. It is on the basis of
these preliminary studies that in 1988 one of the main achievements of spintronics was discovered: the
Giant Magneto-Resistance (GMR) [132, 133]. It consists in the large difference of resistivity through a
device constituted by different layers depending on the anti-ferromagnetic or ferromagnetic polarization
of adjacent layers. One of the interesting points is given by the possibility of controlling easily the
relative polarization of the layers by means of external fields.
In the spintronic context, the possibility of affecting magnetization patterns by acting on electric
currents has received particular attention in the last decade [134, 135, 136, 137]. Indeed, recent results
showed that an electric current flowing in a ferromagnetic conductor drives magnetic textures such as
domain walls and vortices. This mixed electro-magnetic effect has been studied theoretically [138] and
proved experimentally [139]. The generation of such spin motive force is described in analogy with
the DC Josephson effect2. The effect can be microscopically described by means of a torque exchange
interaction among the unpolarized spins of the conduction electrons flowing through the localized spins
of the magnetic pattern. The opposite effect can also occur, namely moving magnetization patterns can
drive electric currents.
At the core of spintronics there is the mixed electromagnetic effects interlacing spin and charge trans-
port. In this context our holographic approach investigates the strong-coupling extension of weakly cou-
pled spintronics. Indeed, as we will explain in detail later, our holographic unbalanced system presents
a conductivity matrix mixing electric and magnetic effects. Since the conductivity is defined as a linear
response phenomenon, the mixed entries in the conductivity matrix correspond to the fact that at linear
order an external electric perturbation leads to a net spin current and conversely an external magnetic
perturbation can drive an electric current. This being a general feature of spin-up spin-down unbalanced
systems.
In Section 8.2 we introduce the model that will be described in detail henceforth, namely the holo-
graphic unbalanced superconductor. It possesses two fermion species associated to two independent
chemical potentials; the system is said to be unbalanced whenever the two chemical potentials (or Fermi
energies) differ. The holographic unbalanced superconductor is relevant to studying strong-coupling un-
balanced superconductivity but also (especially in its normal phase) as a strong-coupling generalization
of Mott’s two-current model. An interesting observation concerning the superconducting phase of our
system arises from interpreting it as a model of a forced (as opposed to spontaneous) ferromagnet at
strong coupling in analogy with that studied in [110].
1For a introductory account to spintronics see [131].
2This phenomenon is sometimes referred to as “ferro-Josephson effect”. The DC Josephson effects consists in the occur-
rence of an electric current flowing between two linked superconductors separated by a thin insulating layer even though no
external voltage is applied (see AppendixM). The analogy between the DC Josephson effect and the spin motive force is par-
ticularly suitable for the case in which the flow of an electric current exerts torque on a magnetization domain wall [138]. Note
that the conductor magnetic system under consideration is in general not superconducting.
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8.1.1 Spintronics and information technology
Electron transport and magnetization have been the two pillars of information technology till fifteen
years ago. With magnetization is here meant the magnetic property of a big numbers of microscopic
elements as opposed to the magnetic properties of the single electrons. The magnetization has mainly
been employed in high-density storages and the need to read and write on such memories requires an
integration of magnetic devices in to electronic circuits. In other words, information has to be translated
from electric current or voltages into magnetic properties and vice versa.
Initially Faraday’s law has been the first method to write and read magnetically storaged information
but especially the reading process proves rather inefficient. It naively consists in moving a coil in the
proximity of the magnetized bit. The route to increase in efficiency and the possibility of significant
decrease in device size moves naturally the attention to “spintronics”. Indeed, the reading process has
been based on the current flowing through the magnetized bits, and the property of the current flux depend
on magnetization. In the last thirty years big progress has been attained by exploiting in succession
anisotropic magneto-resistance, giant magneto-resistance and tunneling magneto-resistance. They are
mentioned in historical order which is also the order of the efficiency/miniaturization potentiality3.
8.2 Superconductor with two fermion species
The superconductor models with two fermion species are relevant both for QCD contexts and in the
panorama of condensed matter physics4. The two fermion species might have different chemical po-
tentials and generally the resulting system is said to be unbalanced. In high density QCD and nuclear
matter systems, the chemical potential mismatch can be due to mass or charge differences between the
quark species; in condensed matter systems, where usually the two fermionic species describe spin-up
and spin-down electrons, the imbalance can be induced, for example, by magnetic impurities. The pair-
ing mechanism leads to Cooper’s pairs formed by two fermions of different species and the pair is a
singlet zero-spin state5. The BCS analysis shows that at weak-coupling the properties of the two fermion
superconductor are strongly sensitive to the chemical potential imbalance between the two species (look
at Subsection(8.3) and [140]). One can naturally ask what happens at strong-coupling; a viable way of
addressing the question is the holographic approach.
In a holographic context, as already mentioned, the chemical potential is associated to the boundary
value of a bulk gauge field. It is then natural to implement the second chemical potential with the
introduction of another Abelian gauge field in the bulk. More precisely, we will associate an Abelian
3The present account has been made based on [136] we further information can be found.
4An ample review encompassing (also) two-species superconductors is [140].
5Note that we will be concerned with an s-wave superconductor; at weak-coupling (where Cooper’s pair are well defined),
in an s-wave superconductor, the electrons bind to form a Cooper pair without orbital angular momentum and with their spins in
opposition. In a p-wave superconductor, instead, there is L = 1 angular momentum leading to a minus sign contribution to the
parity of the pair; in order two have overall antisymmetry, the electrons have to be in the triplet state. So far the experimental
evidence of a p-wave superconductor is still matter of debate, while p-wave superfluidity is a well established result discovered
in superfluid 3He. There exist also holographic models for p-wave superfluidity, see for instance [141, 142, 143]; for a model
of a holographic imbalanced p-wave superfluid see [144].
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bulk gauge field A to the mean chemical potential µ of the two species considered together, and a second
Abelian gauge field B to their chemical potential mismatch δµ, namely
µ =
1
2
(µ1 + µ2)
δµ =
1
2
(µ1 − µ2) .
(8.1)
The condensation, i.e. the transition to the superconducting phase, is associated to the breaking
of the U(1)A symmetry. with a VEV of a scalar field ψ. Such scalar field represents the condensate
operator and has charge q 6= 0 under the field A while is instead neutral with respect to B. For the
sake of concreteness, think again to the two fermionic species as spin-up and spin-down electrons6. All
electrons have the same electric charge q/2 so that the Cooper pair has charge q; from the spin point of
view the pair is instead neutral (i.e. the two bound electron are in a singlet state) and B represents the
“magnetic” driving field (see Subsection 8.2.1).
In the gravitational dual perspective, according to the standard holographic dictionary, the asymp-
totic, near-boundary behavior of the bulk gauge fields A and B,
A(r) ∼
r→∞ µ−
ρ
r
+ ... , B(r) ∼
r→∞ δµ−
δρ
r
+ ... , (8.2)
account respectively for the collective mean chemical potential µ and total electric charge density ρ
arising considering both the fermion species and the chemical potential difference δµ and charge density
imbalance δρ. Even though the scalar field ψ is uncharged with respect to B, it is not completely
insensitive to its dynamics. In the dual holographic picture this feature is obvious: the presence of the
field B backreacts on the gravitational background on which ψ itself fluctuates. This important point
will be further developed in the following; let us here pinpoint the crucial role of the metric noting that it
is insufficient to work in the probe approximation: We have to consider the backreaction of all the fields
to the background7.
8.2.1 The “magnetic gauge field” U(1)B
In the previous section we have seen that the introduction of a potential mismatch is naturally accom-
modated in the holographic framework by the introduction of a second gauge field in the bulk. As we
have recognized in Subsection 7.2.2, our holographic treatment of the boundary theory approximates the
electromagnetic gauge symmetry with its global version U(1)A. Inverting the line of thought, we can
wonder what the gauge symmetry whose global part corresponds to U(1)B is. It should be stressed that
our gravity model provides an effective description of the symmetries and order parameters (e.g. the con-
densate whose dual is given by ψ) of the “ boundary” field theory. In this sense U(1)A and U(1)B , that
we interpret as holographic duals of “charge” and “spin” currents respectively, can represent any couple
of Abelian global symmetries enjoyed by the field theory. It is then to the effective stage that we have to
6The spin picture is used many times throughout the text but as stated at the beginning of the chapter the analysis is more
general and not specific to this “condensed-matter” scenario.
7Details on the probe approximation are given in Appendix I.
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Figure 8.1: Phase diagram on the (T, δµ) plane for a generic weakly coupled superconductor.
stick, where U(1)B introduces the possibility of describing two mismatched fermion species. In a would
be gauged version of the model, where both U(1)A and U(1)B becomes local in the “boundary” theory,
the description of electromagnetic interactions by means of two dynamical Abelian symmetries would
posit interpretation questions. Note however that the point is rather speculative, actually we will not con-
sider gauged AdS/CFT correspondence and, as already mentioned, the AdS/CFT gauging possibility
itself is still rather obscure.
8.3 Unbalanced superconductors at weak-coupling and inhomogeneous
phases
Let us pinpoint some aspects of the unbalanced superconductor behavior at weak coupling studied with
the standard BCS approach; we will later compare these features with their strong-coupling counterparts
investigated with holographic means. There are two different possibilities for the superconducting phase:
homogeneous phases and space-varying phases. In the two cases the superconductor gap parameter is
respectively a constant or a non-trivial function in space; the same holds true for the condensate profile.
In the homogeneous case, the condensation occurs at a critical temperature Tc which is a decreasing
function of the potential mismatch δµ. The imbalance hinders the formation of the condensate, namely
the more the system is unbalanced, the lower is its condensation temperature. Furthermore, even at zero
temperature, there is a maximal value for δµ above which the homogeneous superconducting phase does
not occur (Chandrasekhar-Clogston bound [145, 146]).
Considering the possibility of inhomogeneous phases, where the condensate is spatially modulated,
one can observe the occurrence of Cooper’s pairs with non-vanishing total momentum8. Actually, the
8The condensate is related to the expectation value of a bosonic operator which, in a first-quantized picture, can be regarded
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typical wave-length of the spatial modulation corresponds in order of magnitude to the energy difference
between the two Fermi surfaces of the pairing fermions. The weak-coupling analysis of the unbalanced
superconductor shows that an inhomogeneous superconducting phase at zero temperature can be energet-
ically favored with respect to a homogeneous phase; this occurs in an interval of the potential mismatch
δµ1 < δµ < δµ2. The inhomogeneous possibility is known as the Larkin-Ovchinnikov-Fulde-Ferrel
(LOFF) phase [147, 148] and it presents a space-varying condensate and gap parameter. In the LOFF
case, the spatial modulation is periodic and related to the modulus of the wave-vector ~k of Cooper’s pairs.
The modulus |~k| is determined by free energy minimization, its direction corresponds instead to a spon-
taneous breaking of rotational symmetry. Notice therefore that the LOFF phases break spontaneously
both the translational and the rotational symmetries of the Hamiltonian. It is possible to have also more
complicated situations in which the condensate can be thought of as a superposition of waves. The cases
where the wave-vectors of the superimposed waves are linearly independent are sometimes referred to
as crystalline superconducting phases.
When the system is unbalanced beyond the critical value δµ2, the Fermi surfaces corresponding to
the two fermionic species are too far apart and it is no longer energetically convenient to form Cooper’s
pairs; both homogeneous and inhomogeneous superconducting phases are disfavored with respect to the
normal phase.
The features that have been just described are summarized in the phase diagram 8.1. Concluding this
brief section, let us remark that the experimental evidence for the occurrence of inhomogeneous phases
is still uncertain.
8.4 Holographic unbalanced superconductor: Dual gravity setup
In describing holographically the unbalanced strongly coupled superconductor we maintain an effective
macroscopic attitude. Indeed, we consider a bottom-up approach introducing the minimal set of ingredi-
ents able to reproduce the relevant phenomenological features of an s-wave unbalanced, unconventional
(i.e. strongly coupled) superconductor in 2 + 1 space-time dimensions9. The reason of choosing a 3-
dimensional space-time is related to the fact that, as a general feature, high Tc superconductivity occurs
in layered materials.
In the dual, gravitational perspective, the bottom-up approach consists in working with effective
low-energy approximations of a would-be full-fledged string model. Although we study systems before
knowing whether they could be consistently UV completed, we nevertheless comment on the possibility
of embedding our phenomenological description into a string theory setup in Section 8.8.
The bottom-up approach constrains us to work in the large N limit. Indeed, going beyond such
limit and considering lower values for N requires to consider string theory corrections10. Moreover, the
as the wave-function of Cooper’s pairs. The inhomogeneous phase is related to a “stationary wave” configuration and not to a
“superfluid-like” net flow of Cooper’s pairs.
9 Even though in the introductory remarks we have frequently referred to the original AdS5/CFT4 correspondence, here we
employ its lower dimensional counterpart AdS4/CFT3.
10As we are frequently referring to electrons and U(1) electro-magnetic interactions, one could be confused by the large N
hypothesis. Note however that the large N SU(N) group supported by the D-branes in the bulk mimics the strongly coupled
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lack of a precise stringy picture makes it difficult to account in detail for the microscopic content of the
boundary theory. In other terms, we are able to give a description of the macroscopic observables of the
CFT boundary theory without a detailed knowledge of the elementary degrees of freedom. As we will
see, the phenomenological models are nevertheless able to describe qualitatively and quantitatively some
interesting dynamical features at strong coupling which would be difficult (if not impossible) to study
without the holographic tools.
The simplest holographic model describing an unbalanced superconductor at strong coupling corre-
sponds to the following Lagrangian density11:
L = 1
2κ24
√
−det g
[
R+
6
L2
− 1
4
Y abYab − 1
4
F abFab − |∂ψ − iqAψ|2 − V (|ψ|)
]
, (8.4)
where F = dA and Y = dB are the two field-strengths and κ4 is the AdS4 Newton gravitational
constant. All the fields appearing in the Lagrangian density are dimensionless, they have been rescaled
in order to collect the factor in κ4 outside and the charge q is dimensionally an energy. The complex
scalar ψ is manifestly charged under A and neutral with respect to B.
The Lagrangian density (8.4) represents a simple generalization of the one proposed in [149, 150]
for the balanced superconductor. It admits theAdS4 solution12 of radius L where all the fields except the
metric are zero. The finite temperature configurations correspond instead to black hole solutions which
are still asymptotically AdS413.
The simplest, non-trivial choice for the scalar potential V is
V (|ψ|) = m
2
L2
|ψ|2 , (8.5)
where m represents the mass of the bulk scalar field ψ. More specifically, the choice we adopt is
V (|ψ|) = −2|ψ|2 , (8.6)
corresponding to m2 = −2/L2. Notice that even though the squared mass is negative it does not
correspond to an instability; the background we are considering is in fact AdS4 and the mass value we
have chosen is above the Breitenlohner-Freedman stability bound [151],
m2L2 ≤ −9
4
. (8.7)
dynamics of the dual medium. Our U(1)A and U(1)B currents arise instead from some other feature (such as flavor groups) of
the would be string model, see Section 8.8.
11One could consider more general kinetic terms for the field-strengths F and Y , namely
− 1
4
H(|ψ|)F abFab − 1
4
K(|ψ|)Y abYab , (8.3)
where H and K are functions of the condensate field ψ. Since we are dealing with an effective theory, we could have functions
depending on any power of ψ. The generalized versions would however correspond to non-minimal couplings between the
scalar ψ and the gauge fields. To take the simplest possibility, we are here concerned with the H(|ψ|) = K(|ψ|) = 1 case
only.
12See footnote 9.
13This is true for all charged/uncharged, hairy or not solutions. In the holographic language, the AdS asymptotic geometry
means that in the UV regime the boundary theory recovers the conformality.
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As mentioned in [149], m2 = −2/L2 in our background corresponds to a “conformally coupled” scalar
and it represents a typical value arising from string theory embeddings of the effective setup14. As de-
scribed in Appendix F, the AdS/CFT dictionary relates the mass of the bulk scalar field to the conformal
dimension ∆ of the corresponding dual operator:
∆(∆− 3) = m2L2. (8.8)
8.4.1 Backreacted bulk dynamics
Now we enter into the systematic study of the dual (classical) gravitational problem. From the La-
grangian (8.4) we obtain the following equations of motion15:
• Einstein’s equation
Rab − gabR
2
− 3gab
L2
= −1
2
Tab , (8.9)
where the energy-momentum tensor is given by
Tab = −FacF cb − YacY cb +
1
4
gabFcdF
cd +
1
4
gabYcdY
cd
+gabV (|ψ|) + gab|∂ψ − iqAψ|2
−[(∂aψ − iqAaψ)(∂bψ† + iqAbψ†) + (a↔ b)] , (8.10)
• Scalar equation
− 1√−g∂a[
√−g(∂bψ − iqAbψ)gab] + iqgabAb(∂aψ − iq Aaψ) + 1
2
ψ
|ψ|V
′(|ψ|) = 0 , (8.11)
• Maxwell’s equation for A
1√−g∂a(
√−ggabgceFbc) = iqgec[ψ†(∂cψ − iqAcψ)− ψ(∂cψ† + iqAcψ†)] , (8.12)
• Maxwell’s equation for B
1√−g∂a(
√−ggabgceYbc) = 0 . (8.13)
We are interested in static and asymptotically AdS black hole solutions to the system of equations
of motion; in accordance to this, the general ansatz we adopt for the metric is
ds2 = −g(r)e−χ(r)dt2 + dr
2
g(r)
+ r2(d~x2) . (8.14)
14In particular, as an instance, it is possible to consider the truncation of M theory on AdS4 × S7 to N = 8 gauged
supergravity.
15To have the equation in the case with generic dimensionality we refer to [152].
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For the remaining fields we consider the following “homogeneous” (i.e. the functions depend only on
the AdS radial coordinate and not on the spatial coordinates) ansatz:
ψ = ψ(r), Aadx
a = φ(r)dt, Badx
a = v(r)dt . (8.15)
The “black” nature of the solution arises from the presence of an event horizon at r = rH in
correspondence of the vanishing of the tt metric component, namely g(rH) = 0. Plugging the metric
(8.14) into the general formula for the black hole temperature we have derived in (6.22), we obtain
T =
g′(rH)e−χ(rH)/2
4pi
. (8.16)
Since Ar, Ax, and Ay are null, their associated Maxwell equations imply that the phase of the
complex scalar field is constant; without any loss of generality, we can therefore take ψ as a real quantity
whose equation of motion is
ψ′′ + ψ′
(
g′
g
+
2
r
− χ
′
2
)
− V
′(ψ)
2g
+
eχq2φ2ψ
g2
= 0 , (8.17)
In light of the assumed ansatz, the Maxwell equation for the temporal component of the gauge field A is
φ′′ + φ′
(
2
r
+
χ′
2
)
− 2q
2ψ2
g
φ = 0 , (8.18)
The remaining independent relations descending from Einstein’s system are
1
2
ψ′2 +
eχ(φ′2 + v′2)
4g
+
g′
gr
+
1
r2
− 3
gL2
+
V (ψ)
2g
+
eχq2ψ2φ2
2g2
= 0 , (8.19)
χ′ + rψ′2 + r
eχq2φ2ψ2
g2
= 0 , (8.20)
Eventually, the equation for the temporal component of B becomes
v′′ + v′
(
2
r
+
χ′
2
)
= 0 . (8.21)
Notice that if we force v(r) to vanish, we recover the standard holographic superconductor intro-
duced in [150]. In the last equations we have again dealt with a generic potential, but in the following
developments we will adhere to the particular choice (8.5). To simplify the formulæ we henceforth posit
L = 1 and also 2κ24 = 1 as we are allowed by the scaling symmetries of the equation of motions, see
[150] for details.
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8.4.2 Boundary conditions
We want to proceed in solving the system of equations of motion and, to this end, we need to consider
an appropriate set of boundary conditions. Firstly, in order to obtain regular gauge field configurations,
we have to impose that both the scalar potential φ and its B analog v, vanish at the horizon, [150].
Otherwise, we would have a non-trivial holonomy of the gauge fields around the imaginary time circle;
in case of horizon collapse, this would lead to a singular gauge connection. At r = rH , according to the
event horizon definition, also the function g vanishes so, as a whole, we have
φ(rH) = v(rH) = g(rH) = 0 , and ψ(rH), χ(rH) constants. (8.22)
In agreement with (8.22), we have the following near-horizon expansions
φH(r) = φH1(r − rH) + φH2(r − rH)2 + . . . , (8.23)
ψH(r) = ψH0 + ψH1(r − rH) + ψH2(r − rH)2 + . . . , (8.24)
χH(r) = χH0 + χH1(r − rH) + χH2(r − rH)2 + . . . , (8.25)
gH(r) = gH1(r − rH) + gH2(r − rH)2 + . . . , (8.26)
vH(r) = vH1(r − rH) + vH2(r − rH)2 + . . . . (8.27)
The computational strategy consists in solving the system term by term until we gather enough boundary
conditions to “feed” the numerical computations. Notice that, from the near-horizon analysis, we find
the presence of 5 degrees of freedom which parameterize the space of solutions:
rH , ψH0 , E(A)(rH)
.
= φ′(rH) , E(B)(rH)
.
= v′(rH) , χH0 , (8.28)
where we have denoted with E(x)(rH) the “electric field” at the horizon associated to the gauge field x.
Let us look at the same mathematical problem from the conformal boundary viewpoint. The param-
eters at the horizon have a boundary counterpart. We choose
m2L2 = −2 (8.29)
which leads to the following asymptotic behavior for the scalar field ψ,
ψ(r) =
C1
r
+
C2
r2
+ . . . , as r →∞ , (8.30)
where, as a consequence of the homogeneous character of our ansatz and the stationarity hypothesis, C1
and C2 are constants that do not depend on the coordinates of the physical space-time. The choice for
the mass (8.29) led us to the asymptotic behavior (8.30) where the two leading contributions are both
normalizable16; we can therefore choose which between them plays the roˆle of the source and which
16In the Lagrangian density (8.4), the terms involving the scalar are quadratic. Remembering the metric factor
√−detg
which, according to (O.7) behaves as r2 for large r, the normalizable terms are those behaving asymptotically as r−a with
a ≥ 1.
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plays the roˆle of the VEV of the corresponding operator (see [153]). We will consider C1 as the source
and
〈O〉 =
√
2C2 , (8.31)
as the operator representing the superconducting order parameter. In (8.31), the
√
2 factor has been
inserted to adhere to the usual convention, [150]. We furthermore put the source to zero, namely
C1 = 0 , (8.32)
so that the presence of a non-vanishing expectation forO (i.e. C2 6= 0) will correspond to a spontaneous
breakdown of the gauge symmetry17
The vector fields at the boundary behave as
φ(r) = µ− ρ
r
+ . . . as r →∞ , (8.33)
v(r) = δµ− δρ
r
+ . . . as r →∞ , (8.34)
where µ and δµ represent respectively the chemical potential and the chemical potential imbalance and,
similarly, ρ and δρ are respectively the charge density and its imbalance. Note that the quantities µ and
ρ (or δµ and δρ) are not independent and imposing from outside either the values of the ρ’s or the values
of the µ’s corresponds to consider the canonical or grand-canonical description of the system.
Eventually the fields g and χ have the following asymptotic behavior:
g(r) = r2 − 
2r
+ . . . as r →∞ (8.35)
χ(r) = 0 + . . . as r →∞ , (8.36)
where we have imposed
χ→ 0 for r →∞ ; (8.37)
this follows from the requirement of having an asymptotic AdS solution.
8.4.3 Normal phase
The normal phase is characterized by the absence of a non-vanishing expectation value for the conden-
sate, so
〈O〉 = 0 . (8.38)
In the bulk, the solution to the gravitational problem presents a vanishing scalar field ψ. The metric
corresponds to a Reissner-Nordstro¨m-AdS4 black hole charged under both the gauge fields A and B; its
metric is explicitly given by
ds2 = −f(r)dt2 + r2(dx2 + dy2) + dr
2
f(r)
, (8.39)
f(r) = r2
(
1− r
3
H
r3
)
+
µ2r2H
4r2
(
1− r
rH
)
+
δµ2r2H
4r2
(
1− r
rH
)
. (8.40)
17The “spontaneity” of a symmetry breaking consists in the presence of an unsourced VEV for the breaking operator.
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where the horizon radius rH refers to the black hole external horizon. The profiles of the solution for the
gauge fields are
φ(r) = µ
(
1− rH
r
)
= µ− ρ
r
, (8.41)
v(r) = δµ
(
1− rH
r
)
= δµ− δρ
r
. (8.42)
Repeating the analysis of Subsection 6.2.1, we have that the temperature for our doubly charged RN
black hole is
T =
rH
16pi
(
12− µ
2 + δµ2
r2H
)
, (8.43)
From (8.43) it is possible to express the horizon radius rH in terms of the thermodynamical variables of
the system, namely
rH =
2
3
piT +
1
6
√
16pi2T 2 + 3(µ2 + δµ2) . (8.44)
The AdS/CFT dictionary relates the free energy of the boundary theory with the on-shell value of
the (regularized) dual action. This emerges naturally from the formulation of the correspondence which
identifies the two generating functionals, see Subsection 6.2. In our model we have the following explicit
expression for the free energy
ωn = −r3H
(
1 +
(µ2 + δµ2)
4r2H
)
. (8.45)
Notice that employing Equation (8.44), the free energy thermodynamic potential can be expressed in
terms of T, µ and δµ alone.
When the temperature is lowered to T = 0, the black hole solution becomes extremal and the
degenerate horizon radius18 is obtained considering T = 0 into (8.43),
(r
(ext)
H )
2 =
1
12
(δµ2 + µ2) . (8.46)
The near-horizon geometry of the RN-AdS4 black hole isAdS2×R2 where the radii of the two solutions
are related as follows19:
L2(2) =
1
6
L2 . (8.47)
This observation about the near horizon geometry is important in the study of the stability that we perform
in Section 8.4.4.
At extremality, i.e. T = 0, the charge density imbalance is given by
δρ =
√
µ2 + δµ2
12
δµ , (8.48)
18Outer and inner horizons coincide at extremality.
19See Appendix J for details.
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where it is manifest that δρ vanishes as δµ does so. This behavior is in agreement with the weak-coupling
unbalanced superconductor phenomenology20. The susceptibility corresponding to the charge imbalance
is given by
δχ =
∂δρ
∂δµ
|δµ=0 = µ√
12
. (8.49)
Note interpreting the field B as associated to the “spin of the electrons” we have that δχ represents the
magnetic susceptibility.
8.4.4 A criterion for instability and hair formation
Following and generalizing the approach proposed in [110] and [154], we can find a criterion for the
instability of the normal, non-supercondcting phase at T = 0. Such criterion can be expressed as a
condition on the parameters m, q and the “external” sources µ, δµ. We let the complex scalar field ψ
fluctuate on the extremal U(1)2-charged Reissner-Nordstro¨m-AdS background. Recall the equation of
motion for ψ (8.17) with background metric (8.39) and gauge fields given in (8.41) and (8.42) leading to
the horizon radius (8.46).
In the near-horizon analysis, the scalar equation of motion reduces to an equation of motion for a
scalar field of mass m2eff(2) given by the following relation
21
m2eff (2) = m
2 − 2q
2
1 + δµ
2
µ2
, (8.50)
on an AdS2 background (hence the pedex (2)) having radius given by (8.47). We recover an instability
criterion asking that the effective mass (8.50) is below the near-horizon AdS2 Beitenlhoner-Friedman
bound, namely
L2(2)m
2
eff (2) =
L2
6
m2eff (2) < −
1
4
, (8.51)
leading to (
1 +
δµ2
µ2
)(
m2 +
3
2
)
< 2q2 . (8.52)
Notice that if m2 < −3/2, the RN solution at T = 0 becomes unstable for any value of the chemical
potential ratio δµ/µ. The case we consider explicitly,m2 = −2, refers to this situation. This observation
implies that for m2 < −3/2 a superconducting phase developing non-trivial profile for ψ is always ener-
getically favored at T = 0. In other terms, for any value of the imbalance, we can have a superconducting
phase if we lower the temperature enough22
20We rely further on this in Subsection 8.4.5.
21To actually appreciate this, it is possible to repeat the same reasoning proposed in [154] to the context of our generalized
model containing an extra gauge field.
22A similar result emerged in the study of the instability of dyonic black hole charged both under an electric U(1) and a
magnetic U(1), see [110].
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Conversely, when m2 > −3/2, the normal phase becomes unstable at zero temperature only if the
following condition is satisfied
δµ2
µ2
< 2q2
1
m2 + 32
− 1 . (8.53)
Provided that 4q2 > 2m2 + 3, we have in this case a bound on the imbalance above which the supercon-
ducting phase is unfavored at T = 0. This is analogous to the Chandrasekhar-Clogston bound occurring
in unbalanced weakly-coupled superconductors23.
Let us comment on the T = 0 phase transition which is expected in the presence of a CC-like bound.
Phase transitions at zero temperature are driven by quantum fluctuations instead of thermal fluctuations
and are accordingly named “quantum phase transitions”. In our system, crossing a CC-like bound by
acting on the δµ/µ ratio, would lead to a quantum phase transition; the peculiarities of this transition,
and in particular the kind of phase transition, are however not clear a priori. An expected possibility is
that the quantum transition associated to the crossing of the CC bound is of the Berezinskii-Kosterlits-
Thouless (BKT) type (see [155] and [156]). The BKT transitions are continuous transitions in which, as
opposed to second order transitions, the order parameter vanish exponentially towards the critical point.
Indeed, in [156] has been argued that a BKT phase transition can occur within a holographic context
provided that the model possesses two “control parameters” with the same dimension. This is precisely
what happens in our model; think to δµ and µ if working in the grand-canonical picture or to ρ and δρ if
adopting the canonical picture.
A final remark is in order. According to the Mermin-Wagner theorem, no second-order phase tran-
sition can occur within systems with 2 or less spatial dimensions. More precisely, in systems with d ≤ 2
spatial dimension, with short ranged interactions and at finite temperature it is not possible to break
spontaneously a continuous symmetry. In fact, the Goldstone modes associated to a hypothetic sponta-
neous breaking would possess an infrared divergence and therefore the low-energy Goldstone quantum
fluctuations would spoil the long-range order. In our treatment, we deal with a d = 2 system at finite
temperature and, nevertheless, we refer to the scalar condensation as a “second order phase transition”.
It should be precised that this means simply that the transition is continuous and it possesses mean-field
behavior (i.e. Landau critical exponents). In a holographic, large N context, the scalar condesation is
associated to the bulk violation of the near-horizon Breitenlohner-Friedman bound; from the boundary
theory perspective, the phase transition corresponds to the simultaneous condensation of N operators.
This picture does not fit in the usual framework, the reasoning in terms of the Ginsburg-Landau approach
and also the Mermin-Wagner theorem are not strictly applicable to the holographic context.
8.4.5 Chandrasekhar-Clogston bound at weak-coupling
Let us consider the T = 0 and δµ µ behavior of the BCS superconductor. We expand the free energy
Gibbs potential around δµ = 024 and look at just the first terms,
Ω(δµ) = Ω(0) + Ω(0)′δµ+
1
2
Ω′′(0)δµ2 +O(δµ3) . (8.54)
23So, rephrasing the previous result, for m2 < −3/2 there is no Chandrasekhar-Clogston-like bound.
24In other words, we are assuming analiticity for the Gibbs potential in the grand-canonical ensemble.
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Within the standard physical interpretation the number of particles is conjugate to the chemical potential;
an analogous relation holds for the quantities accounting for the imbalance, namely
δn ≡ nu − nd = − ∂Ω
∂δµ
, δχ =
∂δn
∂δµ
= − ∂
2Ω
∂δµ2
, (8.55)
where δn represents the “population imbalance” between spin-up and down electrons and δχ is the
already mentioned “magnetic susceptibility” (8.49). From the weak coupling BCS analysis, it is possible
to show that the population imbalance corresponding to the normal phase at null temperature is given by
δn(norm) ∼ ρ δµ . (8.56)
This leads to the following explicit Gibbs potential in the normal phase at T = 0:
Ω(norm)(δµ) ≈ Ω(norm)(0)− 1
2
ρF δµ
2 . (8.57)
Conversely, the superconducting BCS phase, again at T = 0, presents a vanishing population imbal-
ance. The condensate, which we are assuming here homogeneous (i.e. non depending on the space
coordinates and stationary), involves an equal number of spin-up and spin-down electrons. Indeed, any
Cooper pair is composed by an electron of each kind. Correspondingly, the free energy expansion in the
superconducting phase is
Ω(super)(δµ) ∼ Ω(super)(0) , (8.58)
which is analogous to stating that the gap parameter of the superconducting phase is independent of the
imbalance δµ. It is easy to compare the Gibbs free energies corresponding to the normal and supercon-
ducting BCS phases for the same T = 0 and δµ µ thermodynamical situation
Ω(norm)(δµ)− Ω(super)(δµ) ∼ Ω(norm)(0)− Ω(super)(0)− 1
2
ρF δµ
2. (8.59)
This comparison is intended to study which phase is energetically favored. Relying on another BCS
result, the difference between the free energies of the two phases at δµ = 0 is accounted for by
Ω(norm)(0)− Ω(super)(0) = ρF∆20/4 , (8.60)
where ∆0 represents the zero-temperature gap parameter. At non-zero δµ we have
Ω(norm)(δµ)− Ω(super)(δµ) ≈ 1
4
ρF∆
2
0 −
1
2
ρF δµ
2. (8.61)
We observe that the superconducting phase is favored whenever
δµ < δµ1, δµ1 ≡ ∆0√
2
. (8.62)
This relation is known as Chandrasekar-Clogston bound.
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Figure 8.2: Critical temperature dependence on the chemical potential mismatch.
8.4.6 Chandrasekhar-Clogston bound at strong-coupling
Repeating somehow the line of reasoning described in Section 8.4.5 and extending it to strong-coupling
we can expect to find something analogous to the CC bound also in the strongly correlated regime. Let
us start from the study of the Gibbs potential in the normal phase (i.e. the doubly charged RN-black hole
solution). At T = 0 and in the region of small δµ of the phase diagram (more precisely δµ  µ) we
have the following expansion for the Gibbs free energy
ω(δµ) ≈ ω(0)− 1
2
µ√
12
δµ2 . (8.63)
The normal phase result should be confronted with its counterpart in the superconducting phase. How-
ever, the solutions of our system in the presence of non-trivial condensate are not known analytically
and, in addition, the zero-temperature limit of the superconducting phase, namely the ground state of the
unbalanced superconductor, is unclear25. We have therefore to resort to numerical computations and, in
this fashion, study directly the emergence (or not) of a condensate.
The numerical analysis shows that, for our unbalanced system, the superconductive condensation
occurs for any value of the chemical potential δµ, provided the temperature is low enough. The critical
temperature value depends on δµ and, specifically, for higher values of δµ, the condensation occurs at
lower values of the temperature, look Figure 8.2; the qualitative behavior of condensation, instead, does
not change varying the value of the imbalance. We have then not observed any Chandrasekar-Clogston
bound. Actually, the presence of a CC bound would translate in an intersection between the critical line
and the Tc/T 0c = 0 axis, i.e. Tc(δµ
∗) = 0 for a particular δµ∗. The behavior of the numerical results
reported in Figure 8.2 suggests that the curve approaches the Tc/T 0c = 0 axis without intersecting it; if
25The determination of the holographic dual of the superconductor ground state is a delicate question. We indulge on this
interesting topic in Subsection 9.1.
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Figure 8.3: Figure taken from [109]. Experimental phase diagram of a high-Tc superconductor; SC
indicates the superconductive phase while AFM denotes an anti-ferromagnetic phase. In the dashed box
there is the line of Tc for the superconductor-to-normal transition at different doping levels.
this extrapolation holds true for any value of δµ it implies that in our strongly coupled system there is no
Chandrasekar-Clogston bound, namely
Tc(δµ) > 0 , ∀ δµ . (8.64)
In Figure 8.3 is reported an experimental diagram taken from [109] where we put in evidence the line
of superconductor-to-normal transition at different doping levels X . To draw the comparison with our
result reported in Figure 8.2 the doping level has to be related to the chemical potential imbalance; this is
natural if we consider doping with magnetic “impurities”. Note that the experimental plot does not show
neither exclude the presence of a Chandrasekar-Clogston-like bound.
8.4.7 The condensate
The numerical analysis focused on the characterization of the condensate emerges from a standard nu-
merical study of the system of equations of motions of the dual gravitational model. We underline that
the results hold for strictly positive values of the temperature26.
Plugging the explicit metric (8.14) into the formula for the temperature (6.22) and using the near-
horizon expansions for the fields we find the following expression for the temperature,
T =
rH
16piL2
[
(12− 2m2Ψ20)e−χ0/2 − L2
(
φ1
rb
)2
eχ0/2 − L2
(
v1
rb
)2
eχ0/2
]
. (8.65)
26We refer again to Subsection 9.1.
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Figure 8.4: Condensate as a function of temperature for µ = 1 and q = 2; the plots refer to three
different values of δµ, namely (from right to left): 0, 1, 1.5; notice that as the mismatch increases, the
critical temperature decreases.
We adopt the definition of the condensate (already given in (8.31))
〈O〉 =
√
2C2 , (8.66)
so we study the near-boundary behavior of the scalar field from which we extract the coefficient C2 and
then 〈O〉.
For small values of the chemical potential mismatch, namely for δµ = 0.01, and for different
values of the external charge parameter, we recover results which are in agreement with [150]. The
qualitative shape of the condensates as the temperature is varied (see Figure 8.4.7) is again similar to
the profiles one recovers from a BCS approach to the standard superconductor. We have also computed
the condensate profiles for higher values of the chemical potential imbalance finding qualitative similar
results. As a general observation, in accordance with the intuitive expectation that the imbalance hinders
the condensation, we have that for higher chemical potential mismatch the critical temperature at which
superconduction occurs is lower. Though, the dependence of Tc on δµ is not linear and has been already
depicted in the “phase diagram” of Figure 8.2. From the viewpoint of the hologrpahic model at hand,
let us notice that the bigger is the imbalance the bigger is the effective mass (8.50); then, for bigger
values of δµ/µ the condition for instability, though always satisfied, is met with a smaller margin. This
intuitively leads one to think that the T = 0 doubly charged RN is less unstable for bigger imbalance
and the condensation requires a lower temperature.
8.4.8 A look to the “unbalanced” gravitational solutions
In the Section 8.5 we will perform a detailed study of the fluctuations around the solutions of the grav-
itational system. Prior to this, it is useful to have a direct look at some features of the background and
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Figure 8.5: Background fields for µ = 1, T ∼ 0.027 and δµ = 0 (solid), δµ = 1 (dashed) and δµ = 3
(dotted). At z = 0 there is the conformal boundary while at z = 1 there is the black hole horizon.
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then we will let it fluctuate. In Figure 8.5 we have the plot of the field profiles at fixed µ = 1, fixed
temperature T ∼ 0.027 but varying δµ. For the sake of computational convenience, we have defined the
new dimensionless radial coordinate
z
.
=
rH
r
, (8.67)
and adopted the following field redefinitions
Ψ(z)
.
=
1
z
ψ(z) (8.68)
h(z)
.
= g(z)− r
2
H
z2
(8.69)
In the plots of Figure 8.5, the solid lines refer to δµ = 0, the dashed lines to δµ = 1 and the dotted lines
to δµ = 3. For δµ = 0 and δµ = 1 the system is in the superconducting phase, while for δµ = 3 it is
in the normal phase; actually this can be guessed already from the plots noting that, for δµ = 3, the Ψ
profile is null. More precisely, from (8.30), (8.31) and (8.68) we have that the condensate is related to
the first derivative of the field Ψ at the boundary, z = 0; for the dotted line, the derivative of Ψ at the
boundary appears indeed vanishing.
At the boundary the value of φ represents the chemical potential µ which we are holding fixed to 1;
v(0) represents instead δµ that, in the plots of Figure 8.5, assumes the values 0, 1 and 3. Note that being
the scalar field Ψ charged with respect to the gauge field A (whose time component is denoted with φ)
and uncharged with respect to B (whose time component is v), we have that the shape of the φ profile
is appreciably affected by the presence of Ψ while v (even though we change the boundary condition)
preserves apparently the same qualitative linear shape. For δµ = 0 we recover the balanced holographic
superconductor of [150]27.
As an aside comment to the numerical computations, it should be underlined their delicacy. The nu-
merical solution of the system of equations of motion and the employment of the shooting method (see
8.5.2) can result in quite cumbersome and lengthy numerical evaluations. In many cases the process ap-
pears not to converge within a lapse of time compatible with work necessity (or Ph.D. student patience).
In order to obtain a solution having a specified set of values for the thermodynamical quantities (a given
temperature and chemical potentials), it is generally sensible to move away varying step by step the pa-
rameters of a configuration on which the computation has already proved to be “convergent” instead of
finding a new “converging” setup presenting the desired thermodynamic characteristics. In other words,
to explore the configuration space is usually convenient to move “slowly” in parameter space in order to
avoid waste of time and to maintain the situation as under control as possible. In fact, the step-by-step
approach allows us to compare the result we find with the result that has been just found at the previous
step; we can thus monitor against possible troubles arising in the numerical computations.
27Even though the paper [150] does not show the background explicitly, the code used by the authors is available on-line on
Herzog’s personal web-page.
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8.5 Fluctuations
So far we have considered exclusively the thermodynamics of our system. Let us now turn the attention
on some of its out-of-equilibrium characteristics, in particular its transport properties. The study of the
transport features of the system emerges from the analysis of the linear response to variations of the
external sources. Of course, the validity of the linear response approach requires the source variations to
be “small”; quantitatively, the terms beyond the linear one have to be neglectable with respect to it. The
coupling of the boundary theory with an external source is encoded in the action with a generic term of
the following form, ∫
dDx JµA(0)µ , (8.70)
where D is the dimensionality of the boundary, the space-time index µ runs over {0, 1, .., D − 1}, Jµ
is the boundary operator representing the current that is associated to the source A(0)µ . The holographic
prescription (usually referred as holographic dictionary) relates the source term A(0)µ to the boundary
value of the corresponding full-fledged bulk gauge field Aµ. Therefore, a small variation of the source
corresponds, in the dual gravitational picture, to a small variation of the associated dynamical gauge field
boundary condition. At the classical level, the study of the bulk system for small boundary variations
consists in the analysis at linear order of the fluctuations of the bulk fields around the background values.
We follow the lines described in [150]; we consider a monochromatic solution ansatz, i.e. a time
dependence for all the fluctuating fields of the type eiωt. Let us consider the linearized Einstein and
Maxwell equations associated to the vector mode fluctuations along the x direction28:
A′′x +
(
g′
g
− χ
′
2
)
A′x +
(
ω2
g2
eχ − 2q
2ψ2
g
)
Ax =
φ′
g
eχ
(
−g′tx +
2
r
gtx
)
(8.71)
B′′x +
(
g′
g
− χ
′
2
)
B′x +
ω2
g2
eχBx =
v′
g
eχ
(
−g′tx +
2
r
gtx
)
(8.72)
g′tx −
2
r
gtx + φ
′Ax + v′Bx = 0 (8.73)
Here the prime represents the derivative with respect to the bulk radial coordinate r. Notice that, since
we consider the linearized version of the equations of motion, we are introducing an approximation in
our computations. The justification is that, as the boundary perturbations are small, the perturbed fields
remain close to their background value; higher-order terms in the fields within the equations of motions
are then negligible.
Substituting (8.73) into (8.71) and (8.72) we obtain:
A′′x+
(
g′
g
− χ
′
2
)
A′x +
(
ω2
g2
eχ − 2q
2ψ2
g
)
Ax − φ
′
g
eχ
[
Bxv
′ +Axφ′
]
= 0 (8.74)
B′′x+
[
g′
g
− χ
′
2
]
B′x +
[
ω2
g2
eχ
]
Bx − v
′
g
eχ
[
Bxv
′ +Axφ′
]
= 0 (8.75)
28Because of rotational invariance, the choice of x direction does not spoil the generality of the treatment.
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In this way we can deal with two (coupled) equations in which the metric fluctuations do not appear.
Observe, however, that the substitution has led to a system of equations in which the two gauge fields A
and B are mixed, in fact they appear in both the equations. It is important to underline the roˆle of the
metric in such mixing, indeed, in the probe approximation (where metric fluctuations are neglected) no
mixing between the different gauge fields occurs29.
In analogy to what we have done in dealing with the background, we perform a change of variable
for the bulk radial coordinate r to z = rHr where rH is the black hole horizon position. Moreover, we
adopt the field redefinitions (8.68) and (8.69); we then rewrite the fluctuation equations for the two gauge
fields,
A′′x(z)+A
′
x(z)
[
2
z
− χ
′(z)
2
− 2r
2
H − z3h′(z)
z(r2H + z
2h(z))
]
+Ax(z)
r2H
r2H + z
2h(z)
(
eχ(z)ω2
r2H + z
2h(z)
− 2q2Ψ2(z)
)
−Ax(z)z
2eχ(z)φ′2(z)
r2H + z
2h(z)
−Bx(z)z
2eχ(z)φ′(z)v′(z)
r2H + z
2h(z)
= 0
(8.76)
B′′x(z)+B
′
x(z)
[
2
z
− χ
′(z)
2
− 2r
2
H − z3h′(z)
z(r2H + z
2h(z))
]
+Bx(z)
r2H
r2H + z
2h(z)
(
eχ(z)ω2
r2H + z
2h(z)
)
−Bx(z)z
2eχ(z)v′2(z)
r2H + z
2h(z)
−Ax(z)z
2eχ(z)v′(z)φ′(z)
r2H + z
2h(z)
= 0
(8.77)
The reason why we are using this rewriting for the fluctuation equations is that, for the background
computation, the introduction of the z radial coordinate and the functions h and Ψ were particularly
convenient. As the study of the fluctuations relies on the background computation, it is better to stick to
the same definitions.
In order to solve (8.74) and (8.75), we assume the following near-horizon behavior ansatz for the
fluctuation functions:
Ax(z) = (1− z)iαω [a0 + a1(1− z) + ...] (8.78)
Bx(z) = (1− z)iαω [b0 + b1(1− z) + ...] . (8.79)
We expand term-wise (8.74) and (8.75) in the proximity of the horizon, i.e. z = 1; the most divergent
contributions behave as
1
(1− z)2 . (8.80)
29We describe the probe approximation for the holographic unbalanced superconductor in Section 8.7. In the full backreacted
case, it is inconsistent to neglect the metric (vectorial) fluctuations as they are coupled with the fluctuations of the gauge vector
fields through the Einstein equation 8.73. In the probe approximation, the fieldA is regarded as a perturbation of the background
while B belongs to the background itself; so, in this approximated case, the problem of studying mixing between A and B
fluctuations is ill-posed because the background is assumed by definition to be fixed.
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Imposing that at this level (8.74) and (8.75) are satisfied determines the value of α. We find two opposite
possibilities that we call α(±)s . Since the differential equations we are solving are linear, we can consider
the solutions obtained combining the two possibilities we have found for α, namely
Ax(z) = A
(+)
x (z) +A
(−)
x (z) (8.81)
Bx(z) = B
(+)
x (z) +B
(−)
x (z) , (8.82)
where
A
(±)
x (z) = (1− z)iα
(±)
s ω
[
a
(±)
0 + a
(±)
1 (1− z) + ...
]
(8.83)
B
(±)
x (z) = (1− z)iα
(±)
s ω
[
b
(±)
0 + b
(±)
1 (1− z) + ...
]
. (8.84)
As the system shows two second-order differential equations, we need to impose 4 initial conditions to
determine one particular solution. Let us fix the values of the coefficients a(±)0 and b
(±)
0 , in particular,
since we want to consider just the ingoing wave, we set a(−)0 and b
(−)
0 to zero (more comments on this
choice are given in Subsection 8.5.1). Hence, all the terms labeled with (−) are consequently vanishing;
we henceforth simply ignore their existence.
In the literature of holographic superconductors, the constant term in the near-horizon ansatz for
the fluctuations is usually chosen to be equal to 1. In the case of only one gauge field A, the Maxwell
equation in the bulk has, in fact, a scaling freedom for the gauge field; in the holographic framework, the
physical quantities that, like correlation functions (and then conductivities), emerge essentially from the
ratio of coefficients in the near-boundary expansion of the bulk gauge field, are completely insensitive
to the rescaling of the gauge field itself (indeed it affects the numerator and the denominator in the
same way). Our two-current model enjoys an analogous symmetry with respect to concurrent scalings
of both fields A and B but it is sensitive to their ratio; consequently we cannot scale the two gauge
fields independently. As we will see shortly we have to consider carefully this point in order to correctly
compute the transport properties of our system.
8.5.1 Ingoing/Outgoing solutions
The fluctuation equations we obtained assumed that the fluctuation fields depend “harmonically” with
respect to time, i.e. as eiωt. Let us focus on the fluctuations of the field A, keeping in mind that the
same argument could be repeated analogously for B. Notice that in the linearized Maxwell equation
(8.71) the time derivative appears only quadratically, therefore we are here insensitive to the sign of ω.
Moreover, the time oscillating factor eiωt can be collected outside and disregarded. In the linearized
Einstein equation for the metric component gtx, (8.73), there is no time derivative at all. The fluctuation
equation (8.74) obtained from the composition of the (8.71) and (8.73) is therefore insensitive to the sign
of ω.
Our solution ansatz for the fluctuation equation near to the horizon behaves like:
eiωt (1− z)iαω(a0 + a1(1− z) + ...) . (8.85)
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In order to see in which direction along the radial coordinate the “wave travels” let us compare its value
(close to the horizon) at two different times:
eiωt (1− z)iαω ∼ eiωt′ (1− z′)iαω . (8.86)
Taking the logarithm we get
ln(1− z)− ln(1− z′) = t
′ − t
α
. (8.87)
Using again the near-horizon assumption (i.e. expanding around z = 1) we obtain:
z′ − z
t′ − t ∼
1
α
. (8.88)
We notice therefore that the sign of α coincides with the sign of the wave propagation speed along the
radial direction. Remember that the horizon is at z = 1 and the boundary is at z = 0; going towards
bigger values of z means going towards the black hole. A positive α corresponds then to a wave traveling
towards the center of the black hole, i.e. an ingoing wave.
It is important to distinguish between ingoing and outgoing solution because of the prescription we
employ to compute holographically correlation functions for a Minkowskian boundary theory. Indeed,
to compute Minkowski retarded Green’s function for the CFT boundary model we follow the recipe
advanced in [157] and, according to the prescription, in order to study the CFT causal linear response
one has to consider the ingoing fluctuation solutions.
From the general near-horizon ansatz (8.85), we have that the fluctuation solutions approach in the
vicinity of the horizon a constant value for their modulus (related to the first coefficient in the expansion,
i.e. a0) whereas, at the same time, present a divergence in the phase. Let us notice however that from
(8.88) the wave propagation speed is related to the exponent α and then, in the near-horizon limit, it tends
to a constant finite value.
8.5.2 Shooting Method
In numerical analysis, the shooting method is a method for solving a boundary value problem by reducing
it to the solution of an initial value problem. Let us try to clarify by means of an example.
For a boundary value problem of a second-order ordinary differential equation, the method is stated
as follows. Let
y′′(t) = f [t, y(t), y′(t)] ; y(t0) = y0 ; y(t1) = y1 (8.89)
be the boundary value problem. Let y(t; a) denote the solution of the initial value problem
y′′(t) = f [t, y(t), y′(t)] ; y(t0) = y0 ; y′(t0) = a (8.90)
Define the function F (a) as the difference between y(t1; a) and the specified boundary value y1
F (a) = y(t1; a)− y1 (8.91)
If the boundary value problem has a solution, then F has a root, and that root is just the value of y′(t0)
which yields a solution y(t) of the boundary problem.
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8.6 Conductivities
The conductivities encode the linear response of the superconductor to perturbations of the external
sources. We consider only perturbations with zero momentum, i.e. trivial spatial dependence on the
space coordinates30. Exploiting rotational symmetry on the x− y plane (i.e. the spatial sub-manifold of
the boundary), we can concentrate on the excitations and currents along the x direction without spoiling
the generality of the treatment.
The conductivity computations via holographic means are quite a standard procedure. The novelty
of our analysis consists in the concurrent presence of two gauge fields and their consequent mixing.
The two gauge fields correspond to two U(1) gauge groups that through the AdS/CFT correspondence
“source” two currents in the boundary theory. In this sense, our model could furnish the strong-coupling
generalization of the two-current model proposed by Mott, and the mixing effects of the two currents
are then read as spintronic features. The two-current model refers to spin-up and spin-down electron
currents flowing through a metallic ferromagnet, we will oftentimes borrow the intuitive language of
condensed matter systems. It is appropriate to keep in mind however, that the model can have a larger
relevance and some of its features are completely general and not restricted to the condensed matter
context. The condensed matter interpretation is both interesting per se as a way to investigate the physics
of real unconventional superconductors and as a source of intuitive insight of the holographic system
at hand. At the outset it should be mentioned that adopting the term “holographic superconductor” we
do not claim that all the holographic results have a clear and definite interpretation in terms of features
of real superconductors; nevertheless, the holographic framework offers an innovative environment in
which crucial properties at strong-coupling can quantitatively studied. More details on weak and strong
points of the holographic description of superconducting systems will emerge in the analysis.
The boundary value of the bulk gauge field A is interpreted as the electric field source or the electric
external field EA in the boundary theory. It provides the so-called electro-motive force, namely the
force acting on electrically charged objects. The external electric field induces a corresponding electric
current JA through the medium and such response is accounted for (at the linear level) by the electric
conductivity σA. However, this is not the only effect we can obtain when excitingEA; indeed, in general,
we can produce a spin current as well. This happens whenever the system reacts asymmetrically, that
is, spin-up and spin-down electrons behave somehow differently, and there is therefore a net transport of
spin in response to an external electric perturbation. We describe this electric-spin effect at linear order
with the mixed conductivity γBA encoding a spin current response to EA.
The converse possibility is of course possible as well. When we excite the boundary value of the
gauge field B we source a spin-motive force accounted for by the spin field EB . This external field acts
directly on the objects with spin producing a spin current proportional to the spin-spin conductivity σB
but it could also, in general, induce an electric current. We have again an “off-diagonal” component of
the conductivity, namely γAB .
As we consider the possibility of mixed effects, it is natural to express the conductivities in a matrix
form. Let us add to the picture also the thermal effects, namely the thermo-electric and thermo-spin
linear response of the system. The relevant thermal quantities are the temperature gradient, which plays
30We will comment about the finite-momentum extension (which constitutes a future research direction) in Subsection 9.3.
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the roˆle of the thermal external source, and the heat current flowing through the system. Again, the
temperature gradient sources a heat flow proportional to the thermal conductivity κ but, in general, it
yields also electric and spin transport. Let us write explicitly the conductivity matrix,JAQ
JB
 =
σA αT γαT κT βT
γ βT σB
 ·
 EA−∇TT
EB
 . (8.92)
Following Onsager’s argument (see appendix L), the symmetry of the matrix is a general feature of the
response functions of the systems having time-reversal invariant equilibrium states. Indeed, we defined
γAB = γBA
.
= γ.
Let us observe that the two gauge fields A and B are not directly coupled in the bulk Lagrangian.
However, their fluctuations are coupled through the non-trivial fluctuations of the geometry; so the A
and B mixing is mediated by the metric. When we excite A and B, we look at vector fluctuations, i.e.
fluctuations possessing a spatial index31; such perturbations mix with the metric vector perturbations. As
both electric and spin currents carry momentum, they are naturally related to the Ttx component of the
energy-momentum tensor describing the flow of momentum and energy through the system. Ttx is then
both sourced directly by a temperature gradient (encoded holographically in the vector perturbation of
the metric component gtx, see Appendix N) and also whenever there is momentum transport sourced by
electric or spin motive forces.
From the study of the fluctuations we have that the near boundary behaviors of the fluctuating bulk
fields are given by the following asymptotic expansions:
Ax(r) = A
(0)
x +
1
rA
(1)
x + ... , (8.93)
Bx(r) = B
(0)
x +
1
rB
(1)
x + ... , (8.94)
gtx(r) = r
2g
(0)
tx − 1rg
(1)
tx + ... . (8.95)
The solution of the Einstein equation for the fluctuations of the metric (8.73) can be then expressed as
gtx = r
2
(
g
(0)
tx +
∫ ∞
r
φ′Ax + v′Bx
r2
)
, (8.96)
so that
g
(1)
tx =
ρ
3
A(0)x +
δρ
3
B(0)x . (8.97)
Substituting the Einstein equation into the Maxwell equations for the fluctuations of A and B, we
find a system of two mixed equations (8.74) and (8.75). Here the metric does not appear explicitly any
longer; using the notation introduced in the near-boundary expansions (8.93), we assume the following
linear ansatz
A(1)x = iωσAA
(0)
x + iωγB
(0)
x , B
(1)
x = iωγA
(0)
x + iωσBB
(0)
x , (8.98)
31Remember that we stick to the x direction exploiting spatial rotational symmetry.
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Notice that, as already mentioned, the mixed conductivities are equal and denoted with a single symbol
γ; furthermore, as it will be clearer in the following, the coefficients in (8.98) are proportional to the
spin-electric conductivities.
As it is standard in field theory, the linear response to perturbations of the generic external source
φb is encoded in the corresponding current Ja and given by the associated retarded Green function (see
Appendix K.1)
δ〈Ja〉 = 〈JaJb〉 δφb = GRab δφb , (8.99)
where we are understanding that we have the following source/current term in the action∑
a
Jaφa . (8.100)
The Green functions GR (or retarded correlators) are proportional to the corresponding conductivity and
can be computed in the holographic framework by studying the on-shell action of the gravitational dual
system. Since we aim at the computation of the linear response of the boundary system we have retained
just the linear part of the equations of motion. We then consider the on-shell action up to quadratic terms
in the fluctuation fields. The on-shell bulk action can be completely expressed in terms of contributions
coming from the boundaries of the bulk base manifold. In order to do so, we must use the equations
of motion for both the background fields and for the fluctuation fields. We have the following explicit
expression for the on-shell bulk action
SO.S. =
∫
d3x eχ/2
(
−g
2
e−χAxA′x −
g
2
e−χBxB′x − gtxg′tx +
1
2
(
g′
g
− χ′
)
g2tx
)∣∣∣∣
r=r∞
. (8.101)
Note that we have just contributions coming from the upper radial limit r∞; the contribution from the
horizon corresponding to the lower radial boundary at r = rb vanishes because both the background
field g and the vector fluctuations gtx are null at the black hole horizon. Furthermore, all the fields are
supposed to be vanishing at “spatial” and “temporal” infinity, i.e. when either x, y or t tend to plus or
minus infinite.
The on-shell action (8.101) is divergent for r∞ → ∞, its divergence being related to the divergent
volume ofAdS space. To cure such divergence we apply the holographic renormalization procedure that
consists in regularizing the action with the introduction of appropriate counter-terms and than taking the
limit of r∞ →∞ of the regulated action.
The (standard) holographic renormalization procedure involves the introduction of the following
three counter-terms (look at [150, 158] and references therein):
Sψ =
∫
d3x
√−g∞ ψ
2
L
∣∣∣∣
r=r∞
, (8.102)
SG.H. = −
∫
d4x
√
−g˜ 2K , (8.103)
and
Sλ =
∫
d3x
√−g∞ 4
L
∣∣∣∣
r=r∞
. (8.104)
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The term (8.103) is usually referred to as the Gibbons-Hawking boundary term (firstly introduced in
[159]); g˜ is the metric induced on the 3-surface consisting in a shell of constant radius and the scalar
K represents the extrinsic curvature. The counter-term (8.104) represents a boundary cosmological
constant32 and the metric g∞ is the “boundary metric”, i.e. the metric induced by the bulk metric g on
the asymptotic surface r = r∞ with r∞ →∞, namely
g∞ = lim
r→∞ g˜(r). (8.105)
Explicitly, the metric induced on a radial shell is given by
ds˜2 = −g e−χdt2 + r2 (dx2 + dy2)+ gtx (dx dt+ dt dx) , (8.106)
The extrinsic curvature K of a surface r = const is defined as
K = gµν∇µnν , (8.107)
where gµν is the full metric (as opposed to g˜µν) and nµ is the outward unitary normal vector to the
surface. Since it is defined to have unitary norm, the explicit expression if the normal vector n in the
coordinate system t, r, x, y is
nµ = (0, 1/
√
grr, 0, 0) . (8.108)
As explained in Appendix O, being the extrinsic curvature (8.107) a covariant divergence, it can be
rewritten in the following way
K = gµν∇µnν = 1√−g ∂µ
(√−g nµ) = 1√−g ∂r
(√−g√
grr
)
. (8.109)
The regularized action is then:
Sreg = SO.S. + Sψ + SG.H. + Sλ . (8.110)
As anticipated, we want to analyze the term of Sreg which, in the limit r → ∞, is quadratic in the
fluctuations,
Squad = lim
r∞→∞
Sreg
∣∣∣∣
O(2)Ax,Bx,gtx
. (8.111)
From the study of the solutions of the background and fluctuation equations of motion we obtain the
near boundary behavior of the fields33,
g =
r2
L2
− L
2
2r
+ ... (8.112a)
χ = 0 (8.112b)
ψ =
1
r2
ψ(2) + ... (8.112c)
32Notice that this term does not contribute to the part of the action which is quadratic in the fluctuating fields; we mentioned
it for completeness’ sake but we will not analyze it further.
33Remember that we are working in the case ψ(1) = 0; the same formulæ can be found in [150].
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and of their derivatives
g′ =
2r
L2
+
L2
2r2
... (8.113a)
χ′ = 0 (8.113b)
ψ = −2 1
r3
ψ(2) + ... (8.113c)
Eventually the quadratic action can be expressed as follows
Squad =
∫
d3x
(
1
2
A(0)x A
(1)
x +
1
2
B(0)x B
(1)
x − 3g(0)tx g(1)tx −

2
g
(0)
tx g
(0)
tx
)
, (8.114)
with A(1)x , B
(1)
x , g
(1)
tx given in (8.97) and (8.98). The details are given in Appendix O.
The entries of the conductivity matrix can be computed enforcing the holographic relations
JA =
δSquad
δA
(0)
x
, (8.115)
JB =
δSquad
δB
(0)
x
, (8.116)
Q =
δSquad
δg
(0)
tx
− µJA − δµJB , (8.117)
where the following relations are to be employed34
EAx = iω(A
(0)
x + µg
(0)
tx ) , E
B
x = iω(B
(0)
x + δµg
(0)
tx ) , −
∇xT
T
= iωg(0)tx . (8.118)
We can thus get
σA =
JA
EA
|
g
(0)
tx =B
(0)
x =0
= − i
ω
A
(1)
x
A
(0)
x
|
g
(0)
tx =B
(0)
x =0
,
γ =
JB
EA
|
g
(0)
tx =B
(0)
x =0
= − i
ω
B
(1)
x
A
(0)
x
|
g
(0)
tx =B
(0)
x =0
,
αT =
Q
EA
|
g
(0)
tx =B
(0)=0
=
iρ
ω
− µσA − δµγ , (8.119)
as well as
σB =
JB
EB
|
g
(0)
tx =A
(0)
x =0
= − i
ω
B
(1)
x
B
(0)
x
|
g
(0)
tx =A
(0)
x =0
,
γ =
JA
EB
|
g
(0)
tx =A
(0)
x =0
= − i
ω
A
(1)
x
B
(0)
x
|
g
(0)
tx =A
(0)
x =0
,
βT =
Q
EB
|
g
(0)
tx =A
(0)
x =0
=
iδρ
ω
− δµσB − µγ . (8.120)
34Details are given in Appendix N.
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Figure 8.6: Relative uncertainty on the computation of the real and imaginary parts of σB as functions
of the parameter η defined in (5.24).
The off-diagonal conductivity γ can be computed in two independent ways
γ = σA
JB
JA
|
g
(0)
tx =B
(0)
x =0
= σB
JA
JB
|
g
(0)
tx =A
(0)
x =0
. (8.121)
This possibility offers a non-trivial check for the numerical results. The test has been successfully passed
by our numerics.
Eventually, we find that the thermal conductivity is given by
κT =
i
ω
(+ p− 2µρ− 2δµδρ) + σAµ2 + σBδµ2 + 2γµδµ , (8.122)
where the term in the pressure p = /2 has been introduced to account for contact terms that have not
been directly considered in the computations (see Herzog’s review in [107]).
In order to compute a specific entry of the conductivity matrix we have to “excite” the corresponding
source fixing the other sources to zero. The holographic dictionary relates a source to the boundary term
of the corresponding field; all such boundary fields must be put to zero except the boundary field whose
response we are interested in. To achieve this we have to choose the appropriate horizon conditions such
that at the boundary we have all the other sources to zero; this could be done by means of the shooting
method (see Subsection 8.5.2).
It is possible to compute the conductivities (at ∇T = 0) with an alternative method, namely we
consider the following equations
JA = σAE
A + γEB , JB = σBE
B + γEA (8.123)
for different arbitrary values of the horizon boundary conditions (i.e. a0 and b0 of (8.83)) in order to
obtain enough equations to determine the three conductivities σA, σB and γ. Since we are choosing
arbitrarily the horizon condition (which would correspond to various physical sources configurations), it
is required to test the stability of the results upon different choices of the horizon terms. This has been
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Figure 8.7: The real part of the electric conductivity for δµ/µ = 0, 0.8 (left plot, right plot) at Tc (dashed
curves) and T > Tc (solid curves).
done systematically and the conductivity results proved stable; let us quantify this defining the following
parameter
η =
b
(1)
0 /a
(1)
0
b
(2)
0 /a
(2)
0
, (8.124)
where the labels (1) and (2) indicate two different arbitrary choices of the horizon terms35. The conduc-
tivity (we present the results obtained for σB) has proved to be stable over a range of (at least) two orders
of magnitude, see Figure (8.6).
8.6.1 Normal-phase conductivities
The normal phase of the holographic model under study can be interpreted as describing a strongly
coupled “forced” ferromagnet (see [110]). The attribute forced is opposed to spontaneous, indeed in our
model the “spin” density represented by δρ is induced by the presence of an non-vanishing δµ accounting
for an external magnetic field.
We report in Figure 8.7 the plots of the real part of the optical, electric conductivity σA(ω) for
different values of the imbalance and different temperatures. The frequency ω is dictated by the external
field fluctuations. The dashed lines represent the critical curves at T = Tc. The solid lines refers
instead to progressively higher temperature, where the constant behavior is reached at high T . This
characteristic emerges in the holographic context in relation to the electro-magnetic duality of the 4-
dimensional Einstein-Maxwell theory defined on AdS4, see [160]. We further comment on this constant
behavior (occurring for ω/T  1 and at any temperature value) in Subsection 8.6.6.
As the temperature is decreased, the conductivity is more and more depleted in the small frequency
region. The imaginary part of σA (see the right plot of Figure 8.20 to appreciate its qualitative behavior)
has a pole at ω = 0; this corresponds (via a Kramers-Kroning relation, see Appendix K.1) to a delta
function for Re[σA] at the same point (the solid line at ω/T = 0 in our plots). The delta function at zero
35The test has been actually performed holding a(1)0 = a
(2)
0 = b
(1)
0 fixed to 1 and letting b
(2)
0 vary
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Figure 8.8: The real part of the “spin-spin conductivity” σB (left) and of the “spin conductivity” γ (right)
for δµ/µ = 0.8 at Tc (dashed curves) and T > Tc (solid curves).
frequency (in the normal phase) is completely produced by the system translation invariance; in fact,
in charged media, a DC external field causes an overall uniform acceleration (instead of a stable drift
speed), and then an infinite DC conductivity36.
The left plot in Figure 8.7 refers to the balanced case and reproduces the results of [150]. The plot
on the right instead refers to an unbalanced case; we se that, even though the qualitative shapes are the
same as the balanced setup, the low-frequency region of depletion manifests different characteristics.
In particular, the pseudo-gap is shallower and, correspondingly, the amplitude of the DC delta function
is smaller. Recall also that for the unbalanced case the critical temperature is smaller than its balanced
counterpart.
Let us turn the attention on the “spin-spin” optical conductivity, that is σB(ω). In the balanced
δµ = 0 case its real part is a constant because the system does not contain a net overall spin and its
imaginary part is vanishing at any frequency. The unbalanced case, instead, presents a σB(ω) which is
qualitatively similar to σA(ω), see Figure 8.8. For δµ 6= 0 also the “spin-spin” conductivity has a DC
delta and a corresponding depletion region for small ω. These are not surprising features: essentially we
obtain the conductivities from the near-boundary study of the gauge field fluctuation equations of motion
(8.74) and (8.75) which, in the normal phase (i.e. ψ = 0), are symmetric with respect to the substitution
µ↔ δµ
Ax ↔ Bx
(8.125)
This symmetry translates in the following relation between the conductivities
σA
(
µ, δµ,
ω
T
)
= σB
(
δµ, µ,
ω
T
)
, (8.126)
36A comment about the depletion: because of a Ferrell-Glover-Tinkham sum rule, the area under the curves representing
the real part of the conductivity must be constant at different temperatures; the development of a delta function at ω = 0 is
therefore compensated by a depletion of the conductivity at small frequency.
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Figure 8.9: The real part of the thermo-electric conductivity αT (left) and of the “spin-electric” conduc-
tivity βT (right) for δµ/µ = 0, 0.8, 1.6 (dotted, dashed and solid lines respectively) at fixed temperature.
that we have tested also numerically with an O(10−3) accuracy at least. From (8.126) we have that the
behaviors of σA and σB with respect to the ratio δµ/µ are opposite. Observe that Equation (8.126) in
the particular case δµ = ±µ, namely a perfectly polarized configuration where the spins are all oriented
in the same direction (in our conventions we have respectively all “spin-up” for + and all “spin-down”
for −), states that the electric (σA) and spin (σB) conductivities coincide. This happens because we
have normalized the “spin” and electric charges of the electron both to one and therefore, in a perfectly
polarized case, a charge flow corresponds always to an equally intense spin flow.
Relation (8.126) is one among other relations connecting the various components of the conductivity
matrix; these descend from symmetry characteristics of the system of fluctuation equations. We will
further rely on these relations in Subsection 8.6.6 where we parametrize the conductivity matrix in terms
of a single ω-dependent function f ; this possibility suggests an interesting interpretation in terms of a
mobility function for individual carriers (see Subsection 8.6.6).
The behavior of the mixed conductivity γ, plotted in Figure 8.8 (on the right), has again a qualitative
shape similar to the σ’s; note however that it presents negative values and, for large ω, it saturates to
zero37. Eventually, Figure 8.9 contains the thermo-electric and-spin-electric conductivities. Obviously
at δµ = 0 there is no spin transport and the spin-electric conductivity is vanishing on the entire range of
ω; apart from this feature, α and β behave similarly and, in particular, they are always negative.
8.6.2 Superconducting-phase conductivities
The overall qualitative behavior of the real part of the optical conductivities in the superconducting case
(Figure 8.10 and Figure 8.11) appears, at a first sight, very similar to the normal-phase plots. The main
and crucial difference relies in the amplitude of the ω = 0 delta function; we will analyze systematically
this point in Subsection 8.6.4. Let us note, however, that the low-frequency behavior appears to be “more
structured”; the new features such the inflection points, have no clear interpretation but, in general, can be
thought of to be consequences of the presence of a new scale (and therefore different regimes) introduced
37A comment of negative values for mixed conductivities is given in Appendix P.1.
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Figure 8.10: The real part of the electric conductivity for δµ/µ = 0, 0.8 (left plot, right plot) at Tc
(dashed curves) and T < Tc (solid curves).
0 100 200
0.2
0.6
1.
ΩT
Re@ΣB D
∆Μ Μ=0.8
0 100 200
-0.2
-0.4
0
ΩT
Re@ΓD
∆Μ Μ=0.8
Figure 8.11: The real part of the “spin-spin conductivity” σB (left) and of the “spin conductivity” γ
(right) for δµ/µ = 0.8 at Tc (dashed curves) and T < Tc (solid curves).
by the chemical potential imbalance. Indeed, for a completely uncharged black hole (see Subsection
8.6.7), we obtain constant, “featureless” conductivities; considering a chemical potential µ, we observe
the “opening of a gap” at low-frequency and the occurrence of a DC delta; eventually, in the presence of
both µ and δµ, we observe the already mentioned, more complicated, behavior.
We present in Figures 8.12, 8.13 different plots of the σA, σB, γ and κT conductivities of our sys-
tem for different values of the imbalance δµ but at fixed temperature T < Tc. The optical electric
conductivity is characterized by the presence of a pseudo-gap in the small frequency region just above
the ω = 0 delta. At large frequency it saturates at the unitary value as occurs in the normal phase38. We
use the term “pseudo-gap” term to indicate the depletion at small frequency because the real part of the
electric conductivity appears (as far as numerical computations are concerned) exponentially small with
respect to T but not strictly null (even at zero T ). In this regard, we have to recall that the holographic
38Further comments on the high-ω behavior of the conductivities is given in Subsection 8.6.6.
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Figure 8.12: The real part of the electric conductivity σA (left) and of the “spin-spin conductivity” σB
(right) for δµ/µ = 0, 0.8, 1.6 (dotted, dashed and solid lines respectively) at fixed temperature below Tc.
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Figure 8.13: The real part of the “spin conductivity” γ (left) and of the thermal conductivity κT (right)
for δµ/µ = 0, 0.8, 1.6 (dotted, dashed and solid lines respectively) at fixed temperature below Tc.
model describes, strictly speaking, a superfluid where the U(1)A symmetry broken by the condensate
is global. The spectrum of the model is then without gap because it does not contain the Goldstone
boson associated to the broken symmetry39. In the numerical analysis, it is however possible to define a
thermodynamic exponent ∆ according to which the conductivity of the “bottom of the depletion region”
scales with temperature, in formula
Re
[
σ
(pseudo-gap)
A
]
∝ e−∆T . (8.127)
In Figure 8.12 (right) we plot the behavior of the electric conductivity at fixed temperature T < Tc
but at different value of δµ/µ. It is possible to notice that increasing the imbalance of the system the
depletion region at small ω becomes less pronounced, eventually disappearing for a high enough value
of δµ. This is in agreement with the expectation that, increasing the imbalance, the system encounters
a phase transition (a second order one) to the normal phase; indeed, in the normal phase, the high δµ
39Further comments can be found in [154] and in Subsection 8.6.3.
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behavior consist in the disappearance of the pseudo-gap40. Again, since the qualitative behavior is similar
in both the normal and the superconducting phases, a careful care has to be tributed to discontinuous
quantities through the transition. As already mentioned, the clearest signal of superconductivity is given
by a discontinuity in the thermal behavior of the amplitude of the DC delta (see Subsection 8.6.4).
8.6.3 Depletion at small ω and the pseudo-gap
As it is manifest from the conductivity plots, the real part of the conductivities σA and σB show pro-
nounced depletion regions at low values for ω41. As we have already mentioned, an important question
in the phenomenology of holographic superconductors concerned the occurrence or not of a “hard gap”
in the real part of the conductivity at low frequency. The term “hard gap” indicates a region in which,
at zero temperature, the conductivity vanishes exactly; in [150] it is numerically tested that for low tem-
perature the low-frequency limit (not zero because there we expect the DC delta) of Re[σ(ω)] is affected
by thermal fluctuations and behaves exponentially with respect to the temperature as in (8.127) where
∆/T  0 and ∆ is a quantity proportional to the width of the gap ωg. The proportionality factor is
1/2 in the probe (i.e. large q limit) and smaller for smaller charge (look at [150] and references therein).
The numerical approach cannot nevertheless solve the conceptual question of excluding or confirming a
hard-gap for T = 0 because there the numerics become unreliable and, even more importantly, the T = 0
case can present qualitative new feature with respect to the low-temperature region (see Subsection 9.1).
In [154] the numerical difficulty is circumvented employing an analytical approach that shows that
there is no “hard-gap” for any choice of the scalar potential V (ψ). Said otherwise, in none of the simplest
(singly charged) models the conductivity occurs to be exactly zero in the low energy regime, no matters
which scalar potential is considered. This conclusion is a consequence of the possibility of mapping the
conductivity to a reflection coefficientR in a scattering problem obtained from the gauge field fluctuation
equation with an appropriate change of radial coordinate. The exact vanishing of Re[σ(ω)] corresponds,
fro the point of view of the associated scattering problem, to total reflection, |R| = 1. As showed in
[154], the potential in the scattering problem vanishes always at the horizon and it saturates to a finite
height at zero temperature so that there is always a non-null probability of transmission, and therefore no
“hard-gap”.
In our unbalanced case we have performed a numerical study similar to [150] where we analyzed
the thermal behavior of Re[σA(ωref )], where ωref represents a reference frequency corresponding to the
“bottom of the depletion region”42. We have performed the analysis in the probe approximation because
we wanted to study the behavior of ∆ with respect to δρ; this requires a lot of calculations43 indeed,
for any value of δρ, we need to perform a scan in temperature to produce a series of points that, once
fitted with a functional shape as (8.127), returns the value of ∆. As an example, we plotted in Figure
8.14 the points computed for δρ = 0.7 and the associated exponential fit. There is an important caveat
40We have not shown a corresponding plot at fixed temperature and increasing δµ in the normal phase; the behavior consisting
in a shrinkage of the depth of the pseudo-gap can be guessed comparing the left and right Figures 8.10.
41We comment on a possible analogy between the low-frequency shape of our conductivities with the quasi-particle expec-
tation of a Drude-like model in Subsection 8.6.6.
42In our computation we have chosen ωref = T which, in the considered range, is always well within the depletion region.
43The probe case is indeed much faster.
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Figure 8.14: On the left: exponential-like behavior of the real A conductivity at small frequency as a
function of T . On the right: effective thermal exponent as a function of the imbalance.
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Figure 8.15: The discontinuous behavior at Tc in the imaginary part of the electric conductivity σA (left)
and of the “spin-spin conductivity” σB (right), signaling a discontinuity in the temperature dependence
of the magnitude of the delta function at ω = 0 in the corresponding DC conductivities.
to be mentioned: we needed to adopt the probe approximation for practical reasons, but the results have
to be regarded with attention because the low-temperature region can be in general troublesome for the
approximation itself. In the future, the analysis has to be repeated in the full-backreacted case.
8.6.4 Normal-to-superconductor transition
We work on a model which enjoys translational invariance; this feature alone leads to a divergent static
conductivity (i.e. σ(ω = 0) = ∞) encoded in a delta function. Such contribution represents the ideal
version of the Drude peak that, in real materials, is “smeared” by impurities, defects and any other feature
spoiling the translational invariance of the medium. Notice that, in order to be sure of dealing with an
actual superconductor, we must distinguish such divergent contribution to the DC conductivity due to
translational invariance from actual superconductivity. To study this point it is essential to consider the
static conductivity of our model and its behavior at the normal-to-superconductor transition. Since it is
impossible to deal numerically with a delta function, we have to study it indirectly. One way to do this
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Figure 8.16: Low frequency plots of Re[σA] for
δµ/µ = 0, 0.3, 0.7 (solid, dashed, dotted lines
respectively). The horizontal line represents the
threshold value (0.005) employed to define ω∗pg/T .
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Figure 8.17: Plot of the threshold-pseudo-gap ω∗pg
with respect to the imbalance δµ; the error bars cor-
respond to numerical uncertainty (which happened
to be quite variable from point to point); the contin-
uous line emerges from a fit by means of a quartic
polynomial functional shape.
consists in exploiting the Kramers-Kronig relation which maps the delta at ω = 0 in the real part of σ to
a corresponding pole in the imaginary part at the same frequency. The residue of the pole corresponds to
the “area” (or amplitude) of the delta function.
The numerical analysis is focused on the study of Im(σ) for a small value of the frequency and
its behavior in moving through the normal-superconductor transition. As shown in figure 8.15 there is
a discontinuity of the derivative of the DC conductivity at Tc. This is interpreted as the key signal of
superconductivity; a new contribution due to qualitative new feature of the superconducting phase led to
an abrupt change in the conductivity behavior.
Observe also that both below and above the transition the DC conductivity increase as the temper-
ature is lowered. This is a feature in agreement with the expectation and, moreover, below Tc we have
that its rate of increase is greater. We read this as a new contribution to the conductivity due, to use the
superconductive terminology, to the condensation of “carriers” in a superconducting macroscopic state.
As anticipated, this feature at the transition is one of the crucial clues denoting superconductivity on
our holographic model. It is interesting to observe that, in passing to the superconducting phase, a novel
DC delta contribution arises in the “spin-spin” σB conductivity as well. There is indeed no breaking of
symmetry associated specifically to the gauge field B, nevertheless, its supecronducting-like behavior is
induced by its mixing with the electric conductivity.
8.6.5 Pseudo-gap threshold characterization
In order to study quantitatively the depletion region of the σA “electric” conductivity, we fix a small
threshold value, namely
Re[σA(ω∗pg)] = 0.005 , (8.128)
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Figure 8.18: Conductivity arising from carriers with Drude behavior characterized by mean free-
propagation time equal to τc; the symbol σ0 denotes the DC value of the conductivity.
and seek the value of ω∗pg satisfying (8.128) for different values of δµ/µ and fixed (low) T . In other terms,
we evaluate the extent of the frequency interval where the real part of the conductivity is essentially
vanishing; we furthermore study the behavior of this pseudo-gap for different imbalance over chemical
potential ratios (see Figure 8.16). After having collected the values of the threshold frequency performing
a scan in δµ/µ, we perform a fit to study precisely the behavior of ω∗pg as a function of δµ/µ; the results
are reported in Figure 8.17. The functional form employed in the fit procedure is a quartic polynomial;
the purpose is to show that the dependence of ω∗pg on δµ/µ is non-trivial. This low-temperature, strong-
coupling behavior has to be contrasted with its weak-coupling counterpart; the weakly coupled (BCS)
unbalanced superconductor presents, at T = 0, a gap which is insensitive of δµ, then our fit has to be
contrasted with a constant weak-coupling behavior.
In Figure 8.17 the points are given an error bar accounting for numerical uncertainty. The bars
have different amplitudes for different values of δµ/µ; this is essentially related to the “numerical noise”
observed in the conductivity plots, see Figure 8.16.
8.6.6 Mobility function for the carriers
The linear response of the system to the perturbations of the external sources is described by the conduc-
tivity matrix; its matrix character, with non-vanishing off-diagonal terms, accounts for mixed response.
For instance, an external electric field perturbation induces not only electric transport but, in general,
also spin and thermal transport as well. The spin-electric, thermo-electric and thermo-spin responses are
indeed encoded in the off-diagonal entries of the conductivity matrix,
σˆ =
σA αT γαT κT βT
γ βT σB
 . (8.129)
8.6. CONDUCTIVITIES 153
An interesting feature of our model is the possibility of encoding the normal-phase conductivity by means
of a parameter function f(ω) in the following way
σˆ =
 fρ2 + 1 iρω − µ(fρ2 + 1)− δµfρ δρ fρ δρiρ
ω − µ(fρ2 + 1)− δµfρ δρ κT iδρω − δµ(fδρ2 + 1)− µfρ δρ
fρ δρ iδρω − δµ(fδρ2 + 1)− µfρ δρ fδρ2 + 1
 .
where
κT =
i
ω
(+ p− 2µρ− 2δµδρ) + (fρ2 + 1)µ2 + (fδρ2 + 1)δµ2 + 2fδρ ρ µ δµ , (8.130)
These equations concern both the real and the imaginary parts of the conductivities. The parametrization
given by the introduction of f offers a physically suggestive hint; actually we can think of f(ω) as a
mobility function for some carrier-like feature of our model44. Let us focus on the components σA,σB
and γ: they (apart from the +1 contribution on which we comment in the following) suggest the presence
of a single kind of carrier population characterized by a density of charge ρ with respect toA and δρ with
respect toB. Note that in σA the quadratic dependence on ρ is in accordance with the expectation that the
response current has to be quadratic in the carrier charge; indeed, the higher is the charge, the stronger
is the coupling with the external field and, in addition, if the carriers have a higher charge, their flow is
associated to a bigger charge transport. This is clear observing that the mixed terms γ are proportional
to ρ δρ where the two effect are distinct, i.e. in γAB δρ accounts for the coupling to the external field B
and ρ accounts for the consequent transport of charge of type A. The opposite can be said of γBA; this,
however, leads to the same result γ = fρ δρ.
Let us underline that both the presence of a unique mobility function f(ω) and the observation of the
mixed conductivity γ indicate the presence of a single species of fundamental carriers. This can sound
surprising as we are describing a superconductor with two fermion species, but we have to remember that
we are here speaking of the would-be (Cooper-like) degrees of freedom of the strongly coupled regime.
When we try a carrier-like description we suppose that in the strongly coupled medium there is some
kind of degree of freedom (which is distinct from the original weakly coupled fermions) that admits the
carrier-like interpretation45 In a gravitational or bulk perspective, the uniqueness of the function f can be
related to the observation that the gauge fields A and B are governed (in the normal phase) by the same
kind of equation. Once a solution for A is found, it is therefore natural that the same functional shape
works for B as well.
The generalization of (8.129) to the superconducting phase seems possibly troublesome. We expect
that in the superconductor there is an additional component (the condensate) contributing to the conduc-
tion phenomenon. Such component has to be neutral with respect to B and its fundamental degrees of
freedom would have an appropriate mobility function in principle different from f . We can derive this
“mobility function” but we lack a precise physical expectation to confront it against.
44Note that, usually, the term “mobility” is employed to indicate fρ; we adopt it to indicate just the f part, i.e. the frequency
dependent factor.
45See for instance [96] where the transport properties of the superconductor phase of the Hubbard model is described by a
flow of vortexes.
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We report here a qualitative speculation along the lines of the review [96]; In the instances in which
the conductivity is due to quasi-particles (or particles) that, moving in a Brownian-like fashion, drift
along the direction of the external field, an effective analysis can be encoded in the following equation
dv
dt
+
v
τc
= qE , (8.131)
where E is the external electric field, q is the charge of the carriers, v the average velocity (i.e. the drift
speed) and τc represents the characteristic mean time between two interactions of a particle (with, for
example, the lattice or an impurity). Assuming harmonic time dependence, from (8.131) we have that
the drift velocity (which is proportional to the current) is given by
v =
qE
iω + 1τc
, (8.132)
then, for the conductivity, we have
σ =
q
iω + 1τc
. (8.133)
In a normal conductor τc is finite and at low frequency the conductivity is characterized by a peak (known
as Drude’s peak) while for high frequency it tends to vanish; see Figure 8.18. In a medium in which the
carriers flow freely the mean time between two interactions of a carrier with the surrounding environment
diverges, τ →∞. The consequence is that the conductivity develops a pole −iq/ω in its imaginary part.
The Kramers-Kronig relation connects the existence of a pole in the imaginary part of the conductivity
to the presence of a delta in the real part in correspondence of the same value of the frequency. This
argument supports what we have already studied specifically for our system in Subsection 8.6.4, namely
both a “normal” translational invariance and superconductivity give a DC delta contribution.
8.6.7 High ω behavior of the conductivities
The high-frequency behavior of the real parts of the σA and σB conductivities that we have found needs
some specific comments46. The ω  1 behavior of the conductivity is difficult to interpret within the
quasi-particle, or individual carriers, picture (look for example at Figure 8.12). Let us have a closer look:
raising the frequency, we find a pseudo-gap (“pseudo” because the bottom of the gap is not strictly null)
and then further increasing ω we observe a raise in the real part of σ which reaches a unitary asymptotic
value. From the study of the uncharged limit of our system we find that in this case the conductivity (see
Figure 8.20) has a real part which is approximately constant and stable on the value 1 while the imaginary
part remains approximately null. In other terms, we are observing that the constant unitary contribution
to Re[σA/B] (see (8.129)) is due to a conduction phenomenon that is already present in the uncharged
black hole; this is a general feature of holographic conductivity computations (see for instance [150])
which, as explained in [160], arises as a consequence of the electro-magnetic selfduality of the bulk
theory on AdS447. Even though the theoretical origin of this constant conductivity is clear, it still lacks a
46The thermal conductivity κT behaves similarly but it does not tend to a unitary value for ω  1.
47Roughly speaking, electro-magnetic duality swaps the roles of particles and vorteces; the vortex conductivity is given by
the inverse of the particle conductivity so, self-duality, implies that the conductivity is unitary.
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Figure 8.19: Figure taken from [161] showing the superconductive and normal optical conductivities.
The different plots correspond, from top to bottom, to increasing disorder in the system.
precise microscopic interpretation. In general, the possibility of having conductivity in a neutral system
is not surprising as global neutrality can arise from the sum of contributions of opposite charge or pair
productions phenomena. The flatness of σ(ω) is instead quite mysterious; indeed, an equal response to
any frequency signals the lack of structure in the medium or, equivalently, the lack of any characteristic
value for ω or time scale48
It is interesting how a similar question is faced in some experimental papers, see for instance[162]
from which the Figure 8.21 has been taken: There, to recover the experimental plot (black line), they have
to add to their theoretical model a component (green line); this component is interpreted as describing
the contributions of successive bands becoming available (in terms of electron transport) as the energy is
increases. It would be nice to try to interpret our high-ω in a similar fashion and check if the holographic
description could possibly account for features like multi-band structure. At this stage, this is (in our
model) just a speculation viable for future work; much caution is advisable and, so far, no claim in this
direction is maintained.
As already noted, in our system, the constant unitary contribution at high ω is represented by the
+1 term in the σA entry of (8.129); a totally analogous feature occurs for σB as well. The conductivity
matrix (8.129) refers to the normal phase, but the constant “uncharged-black hole” contributions are
present also in the superconducting phase.
48In the example of quasi-particle, the characteristic time τc produced a precise “structure” in the conductivity shape, namely
the Drude peak.
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Figure 8.20: Real and imaginary parts of the conductivity of a singly charged (δµ = 0 and µ 6= 0) black
hole represented with the solid lines as opposed to a totally uncharged (δµ = µ = 0) case represented by
the dashed lines.
8.7 Non-homogeneous phases?
Let us study the possibility of inhomogeneous phases in our minimal, holographic model for an unbal-
anced superconductor. In order to do so, we consider the so-called probe approximation (introduced in
[149]) which consists in rescaling the scalar ψ and the A gauge field by a factor of 1/q and consequently
taking the limit of large charge q  1. The simplification yielded by the probe approximation resides
in the fact that the backreaction of the Abelian Higgs model composed by the scalar and the A fields
can be neglected (they are indeed regarded as probes); they are therefore treated as fluctuations on the
fixed background of all the other fields of the model49 Notice that the probe approximation is expected
to be valid only for the range in the temperature T where the condensate (which is related to the scalar
field ψ) is not too large. The probe approximation can be reliable in a region not too below the critical
temperature Tc where we have the onset of superconductivity; the approximation is expected to fail in
the low-temperature regime where the condensate (and correspondingly the bulk scalar field) can assume
large values. Nevertheless, for the sake of studying a possible inhomogeneous phase we are interested in
the near-Tc region where a tri-critical point is expected (see [163] and references therein).
In our framework, a inhomogeneous LOFF-like phase would be described by a gravity solution
where the background is fixed whereas the scalar field acquires (spontaneously) a dependence on the
spatial coordinates. Let us restrict to the simplest case in which the spatial dependence is on only one co-
ordinate and the functional shape is either a complex plane wave or a real cosine50 Our fixed background
is a U(1)B-charged asymptoticallyAdS Reissner-Nordstro¨m black hole (see Appendix I for some further
49Note that, being coupled to one another, the fields ψ and A must be assumed to be probes together. It would not be
legitimate to consider, for instance, ψ and B as probes on a fixed A background.
50Similar inhomogeneous phases have already been considered for p-wave superconductors (i.e. where the condensate is
vectorial) in [164], [165], [166], [167].
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Figure 8.21: Figure taken from [162]. The authors denote with “incoherent” an additional component
contributing to the transport and with “interband” the effects of the presence of multi-bands.
detail), namely
ds2 = −f(r)dt2 + r2(dx2 + dy2) + dr
2
f(r)
, (8.134)
f(r) = r2
(
1− r
3
H
r3
)
+
δµ2r2H
4r2
(
1− r
rH
)
, (8.135)
vt = δµ
(
1− rH
r
)
= δµ− δρ
r
. (8.136)
We consider a plane wave ansatz of the following shape
ψ(r, x) = Ψ(r)e−ixk , A = At(r)dt+Ax(r)dx . (8.137)
Plugging the assumed shape (8.137) into the equations of motion (8.12) and (8.11) of the U(1)B-charged
RN-AdS background (8.134), (8.135), (8.136), one obtains the Maxwell equations
∂2rAt +
2
r
∂rAt − 2Ψ
2
f
At = 0 , (8.138)
∂2rAx +
f ′
f
∂rAx − 2Ψ
2
f
(k +Ax) = 0 , (8.139)
and the scalar equation
Ψ′′ + Ψ′
(
2
r
+
f ′
f
)
+ Ψ
(
A2t
f2
+
2
f
− (k +Ax)
2
r2f
)
= 0 . (8.140)
These equations of motion admit a trivial solution where Ax = −k; its triviality is due to the fact that
Ax = −k is obtainable by means of a bulk gauge transformation of the A(0)x = 0 solution; in fact
Ax = U(x)
−1
[
A(0)x + ∂x
]
U(x) , (8.141)
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with
U(x) = e−ikx . (8.142)
Like any couple of gauge equivalent configurations, the two configurations Ax = −k and A(0)x = 0
correspond to the same physical situation, in particular they correspond to a homogeneous phase with
zero current (or zero net superfluid flow).
To study possible inhomogeneous phases we have therefore to seek for non-trivial solutions. More-
over, as described in [147] and [148], a necessary condition for having a LOFF ground state is the
existence of an absolute equilibrium state without any flow of superfluid current51. We have therefore to
require a near-boundary behavior as
Ax(r →∞) ≈ −k + J
r
+ ... , with J = 0 . (8.143)
while the UV asymptotic behavior for Ψ and At are the same as in the homogeneous case (see (8.30) and
(8.33)). Studying the equations of motion it is possible to show that non-trivial Ax in accordance with
the boundary requirement (8.143) are not admitted for any value of m2. Let us remind ourselves that the
near-boundary behavior of the scalar is Ψ ∝ r−λ where λ represents the dual operator dimension given
by
λ =
1
2
(
3 +
√
9 + 4m2
)
. (8.144)
Extending the ansatz (8.137) assuming that At = At(x, r) and Ax = Ax(x, r) and studying the
associated system of equations of motion we reach a similar conclusion. In the large r asymptotic region
Maxwell’s equations imply separability ∂x∂rAx = 0 which, for consistency reasons, yields Ax (and At
as well) to lose its dependence on x; this brings us back to the previous, already considered situation.
Eventually, the possibility of a real cosinusoidal condensate (namely a two-plane waves solution)
ψ = Ψ cos(kr) , (8.145)
can again be excluded at the level of equations of motion. In conclusion, from the analysis of our system
(in the probe approximation), appears impossible to have a inhomogeneous LOFF-like phase.
8.8 String embeddings and UV completion
In order to seek for an UV completion of the phenomenological model considered so far, one has to try
to embed it into string theory or M-theory. In other words, one has to study the possibility of truncat-
ing consistently such UV complete theories and producing at low energy our effective model in all its
features, namely both the field content and the interactions. As it has already been mentioned, the inves-
tigation of a possible embedding concerns the microscopic structure underlying the phenomenological
model; in particular, the origin of the two Abelian gauge groups and the representation to which the
51Hence we are seeking a different configuration with respect to the configurations described in [168], [169], [170] and [171]
where instead a superfluid net velocity is present.
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fermions belong. For instance, we can have condensates composed by either fundamental or adjoint (or
more general 2-index representations of some gauge group) fermions.
Within the holographic framework, fundamental matter fields are introduced by considering models
having “flavor” D-branes. In other terms, following similar studies performed on holographic p-wave su-
perconductors [144, 172, 173], we consider the possibility of embedding our model in probe flavor brane
setups. Being inspired by four-dimensional QCD-like models, it is for instance possible to consider
a non-critical five-dimensional string model possessing Nc D3 and Nf space-time filling D4-anti-D4
branes, see [174, 175]. In this setup, the low-energy modes of the D3-branes would correspond to the
SU(Nc) gluons, while the “flavor” D4-anti-D4 branes would provide the left and right handed funda-
mental flavor fields (i.e. the quarks). Notice that this model contains also a complex scalar field (the
would-be tachyon of the open string stretching between branes and anti-branes) which transforms in the
(anti)fundamental of SU(Nf )L × SU(Nf )R. The condensation of this complex scalar field drives the
breaking of the chiral symmetry down to SU(Nf ) and therefore it is dual to the chiral condensate of
fundamental fermions [176, 174, 175]. The model, or at least the simplified version described in [174],
can provide AdS5 flavored solutions at zero temperature and densities with trivial tachyon and constant
dilaton. The corresponding finite temperature versions have been studied in [177, 178].
Within the just described context, our specific “AdS4/CFT3” model in the case of fundamental
fermions could have a natural string theory embedding involving a system of Nc D2-branes and one (i.e.
Nf = 1) space-filling brane anti-brane pair; this system has some features that match the characteristics
of our holographic superconductor, namely:
• the presence of two gauge fields associated respectively to two open-string modes, one starting and
ending on the brane, the other starting and ending on the anti-brane.
• the presence of a complex scalar field corresponding to an open-string mode connecting the brane
to the anti-brane.
• the fact that the scalar field is charged under a combination of the two U(1)’s (hence playing the
role of our U(1)A) and uncharged under the orthogonal combination (corresponding to U(1)B).
• the fundamental fermions are associated to open-string modes connecting the space-filling brane
and the space-filling anti-brane to the D2’s.
• the scalar is naturally related to a fermion bilinear.
The scalar mode associated to the open strings stretching between the flavor brane and anti-brane can in
general be tachyonic; in such a circumstance it signals the instability of the brane/anti-brane pair. Notice,
however, that in a curved space-time the effect of the curvature can lead to stable brane/anti-brane pairs.
The characteristics of the background geometry and the parameters of the model (like for instance the
mass of the above mentioned scalar mode) can be precisely given only in a full consistent string setup.
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8.9 General models and holographic fit
As explained in Section 8.4, we chose the simplest unbalanced holographic superconductor model,
namely the model encoded in the Lagrangian density (8.4). In [179] the minimal balanced holographic
superconductor has been generalized introducing functions of the scalar field ψ as coefficients of the
various terms in the Lagrangian density.
A systematic study of the generalized model sheds light on the various possibilities of the phe-
nomenological holographic approach. The general framework consists in studying a system in the vicin-
ity of a continuous phase transition due to a U(1) symmetry breaking. At the transition the correlation
length diverges and the system is expected to be describable by a strongly interacting conformal model.
Universality of fixed points makes the physics around them to be ruled by few parameters which, in a
holographic general model, would coincide with the first terms in the ψ expansions of the phenomeno-
logical coefficient functions appearing in the Lagrangian density.
The modification of higher terms in ψ (whose VEV represents the order parameter of the system)
can be read as a perturbation of the critical region physics by irrelevant operators. Indeed, in the vicinity
of the critical point ψ  1 and therefore the higher terms in ψ are subleading. The subleading terms
do not change the kind of critical fixed point but are nevertheless able to influence the dynamics inside
and especially outside the critical region. For instance, they can be significant in relation to dynamical
features such as transport properties. A particularly interesting example concerns the introduction of
higher terms that produce resonance peaks in the conductivity (see [179]); As the temperature is raised,
such peaks widen and their height diminishes; this behavior is suggestive of impurities, but at this stage
caution prevents from giving any interpretation. Recalling that Kubo’s formula relates the linear response
conductivity with the spectral density of states of the systems, the presence of the peaks could offer
interesting insight into the energy levels of the system itself.
In [179] it is even considered the possibility of having non-analytic coefficient functions; this opens
the possibility of having critical exponents differing from the standard Landau theory values. Non-
analytic terms could only be due to quantum corrections suppressed as 1/N . In the large N limit one
expects standard mean-field theory behavior.
One important aspect of the general phenomenological holographic model relies on the possibility
of considering “holographic fits”, i.e. the best choice of the functions parameterizing the Lagrangian
density aimed to describe a particular real system.
A similar phenomenological extension of the couplings and kinetic terms could be repeated in the
unbalanced case as well.
9
Future Directions
9.1 Which ground state?
The study of the ground state of a holographic model for a superconductor can be quite a tough matter.
It must be noted indeed that the problem to address is the one concerning the extremal limit of hairy
black holes; this is notoriously a delicate question. The main physical feature of interest consists in the
presence or not of an extremal horizon at finite radius; the former case actually implies a non-vanishing
entropy at T = 0 which is equivalent to a ground state degeneracy. The Reissner-Nordstro¨m black holes
have such property while for Schwarzschild black holes the horizon vanishes in the zero-temperature
limit.
In the last couple of years some progress about the holographic superconductors ground state has
been attained. Specifically, in [180] some no-hair theorems for black holes with flat or spherical horizon
within gravity models containing a scalar field minimally coupled to an Abelian gauge field, have been
proved. The most interesting result contained in [180] is the theorem stating that in the cases possessing
negative cosmological constant and where the scalar and mass of the scalar field satisfy the bound
m2 − 2q2 > 4|Λ| , (9.1)
an ansatz as the one that is obtained disregarding the second gauge field in our equations (8.14) and
(8.15), cannot admit extremal black hole solutions with non-zero area and non-trivial scalar hair. Observe
that the bound (9.1) claims the impossibility of having hairy extremal black holes with finite horizons for
m2 < 0. In the case in which m2 < 0 and q2 > |m2|/6 the paper [154] enriches the picture furnishing
an explicit near-horizon ansatz showing that the horizon shrinks and vanishes for T → 0. Thinking about
Reissner-Nordstro¨m, one could wonder how a charged black hole could in fact have a vanishing horizon
in the zero-temperature limit; the answer relies on the presence of charged scalar hair which at T = 0
contribute the entire total charge of the system leaving the black hole “depleted” of its finite charge at
T 6= 0. In the absence of charged scalar hair, a charged black hole correspond to the Reissner-Nordstro¨m
picture with finite horizon at T = 0.
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Figure 9.1: Low-temperature behavior of the black hole horizon. Both lines refer µ = 1 but different
imbalance: δµ = 2 (solid line) and δµ = 0 (dashed).
So far we have discussed and argued in relation to the ground state of the standard holographic
superconductor dual to a singly charged gravitational model. We would like to extend the analysis to
our doubly charged system and gain information about its ground state. As the scalar field of our model
is charged under one gauge field and uncharged with respect to the other, we can expect to find a finite
horizon at T = 0; indeed, from the second gauge field viewpoint, the charge of the black hole cannot be
“acquired” by non-trivial hair also if present. The expectation is supported by the fact that a finite charge
for a black hole with vanishing horizon would unavoidably lead to a divergence in the electric field.
At the same time, the the system of equations ruling our system is very similar to the standard singly
charged system and it a priori not easy to understand how a modification of the ansatz advanced in [154]
can lead to finite rH as T → 0. We have performed a numerical analysis studying the behavior of
the horizon radius rH(T ) for low values of T ; this has to be regarded as a guide to the intuition but it
cannot solve the problem of the strict T = 0 configuration which instead has to be treated analytically
(even though in some approximation such as some near-horizon hypothesis). Indeed, from a numerical
perspective, the low temperature regime is usually delicate and numerics become here often unreliable;
moreover, the finite, even though low, temperatures reached numerically can be qualitatively different to
the true T = 0 case where a specific ansatz could prove to be necessary.
We show the results of the numerical approach in Figure 9.1. The plots show that the case charged
under the field B (namely δµ 6= 0) the trend of rH appears to intersect at T = 0 the axis at a finite value.
Conversely, the uncharged (with respect to B) setup seems to present a vanishing horizon.
Let us conclude with the remark that no-hair theorems or a direct study of the features of the zero T
solutions furnish information concerning the phase diagram of the dual model.
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9.2 Crystalline lattice and/or impurities?
In the holographic context, the fully back-reacted systems under study are in general translation-invariant.
This feature generates an infinite DC conductivity which has to be distinguished from the contribution
of genuine superconductivity1. Of course, a relevant phenomenologically-oriented development, would
be the possibility of encompassing in our models features such as the presence of a crystalline lattice
and “heavy” or static impurities. They would break translational invariance allowing for momentum
relaxation phenomena that prevent the occurrence of a non-superconductive DC delta in the conductivity.
There are many approaches to this question in the literature; we here mention some of their charac-
teristics and comment on possible improvements of our model towards realistic DC resistivity. To have
momentum relaxation for the charge carriers, some additional degrees of freedom to which momentum
transfer can occur must be present in the model. Note that such degrees of freedom have to “absorb”
momentum from the flowing carriers at a rate that is bigger than the momentum they return to the carri-
ers. There are two main ways to achieve this: one is to suppose that the additional degrees of freedom
are heavy or fixed the other is to suppose that (even thou maybe light) the additional degrees of freedom
are quantitatively “many more” than the carriers such that as a whole they remain almost fixed even
if receiving momentum from the carriers. Note that both framework suggest the idea that the carriers
constitute somehow a “small” perturbation of the total system and, in holographic terms, this is related
to the probe approximation. This point can be made precise considering that in the probe approximation
the metric is held fixed while its fluctuation would couple indeed to the energy momentum tensor. Let us
see in a slightly more detailed fashion the two momentum relaxation mechanism just introduced starting
from the latter.
In [181] the authors perform a conductivity calculation over the frequency range and obtain a finite
DC value. The dual model consists in a system of Nf “flavor” branes in the background of the Nc
“color” branes generating (in the low-energy picture) the black hole; The charge we consider to mimic
the electric charge is the diagonal part of U(Nf ) (i.e., in the flavor simile, the barion number). The
probe approximation in this case is realized by the assumption Nf  Nc; in other words we suppose
that the flavor degrees of freedom, namely the open-string modes involving the flavor branes evolve in
the presence of a “bath” of far more numerous color degrees of freedom. In the dual field theoretical
picture, this translates in having a density of carriers flowing through a plasma whose density of degrees
of freedom is far higher. In this sense, momentum relaxation for flowing carriers is achieved; from the
plasma viewpoint the momentum transfer is neglected.
The alternative way is to involve some “fixed” UV feature mimicking heavy impurities of a lattice.
In [182], there is a description of how a UV behavior characterized by a momentum scale kL (playing
the role of the lattice momentum scale) influences the low-energy physics giving a temperature depen-
dence to the DC conductivity resembling the result of umklapp scattering in condensed matter systems2.
Following again [182], it is important to notice that the ω = 0 resistivity is a quantity that, even though
it is clearly IR, it is nevertheless sensitive to UV features of the model; for instance, the presence of the
1This has been the subject of Subsection 8.6.4.
2An umklapp scattering process results in the transformation of the momentum of the carrier from one Brillouin zone to
another. The neat result is a momentum transfer to the lattice; from the lattice viewpoint, this momentum transfer is usually
simply neglected assuming large (or even infinite) lattice extension.
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lattice whose spacing introduces a “high-energy” scale3. In a holographic context, where the renormal-
ization flow or energy scale is encoded in the “radial” AdS coordinate, such a relation between high
and low energy scales is translated in a dependence of the near-horizon behavior on the near-boundary
physics. The dual treatment has to be therefore complete and neither the large r nor the small r study
can yield an exhaustive account. In [182] however no explicit example of such UV structure generating
kL is described.
Observe that in our model there are some features which can be interpreted in connection to the
presence of impurities. The imbalance, indeed, is read as produced by impurities that have magnetically
asymmetric effects. Their influence is accounted for by the chemical potential; even though it is natural
to think to the imbalance as arising from spin-dependent scatterings of carriers on impurities, no micro-
scopic feature of such scatterings is implemented in the model. It would be very interesting to study
the possibility of dynamical impurities or the lattice in our model, however there seems to be a tough
obstacle to face: on the one side the momentum-relaxation seems to require probe approximation while
a crucial point of our mixed spin-electric transport was the mediating role of the metric4.
On the subject of non-trivial transverse profiles for the chemical potential of inhomogeneous holo-
graphic superconductor, a basic example is given in [112]. The chemical potential transverse profile
consists in a “localized” region in which µ is constant but has a different value from the rest of the space;
this is maybe a possibility of mimicking an electric impurity. In [112] it is noted that the macroscopic
thermodynamics transport properties of the holographic medium are independent of the presence of the
“impurity”; this could maybe match with an extension at strong coupling of “dirty superconductors” An-
derson’s theorem 5. An extension of the ideas of [112] to δµ in our model can possibly mimic a localized
magnetic impurity.
9.3 Finite momentum
A natural continuation to the research described in this second part is centered on the introduction of
finite momentum fluctuations into our model. This conceptually simple extension, which could however
prove to be delicate on the computational level, allows us to study many significant and interesting
aspects. Let us just mention the salient among these. On the lines followed by [183] and [184] it
would be very interesting to study the optical properties of our system6; this requires the knowledge
of the electrical permittivity and the magnetic permeability which arise, in fact, from the study of the
response of our system to spatially modulated source variations. Another possibly viable subject regards
the characterization of the shot-noise properties of our system; as opposed to thermal noise, this kind
3The low-energy regime is generically meant to regard the physics of collective excitation over many lattice spacings.
4Note that we have already commented on spatially inhomogeneous features within our system in relation to LOFF phases
(see Section 8.7).
5Anderson’s theorem for “dirty” superconductors states that at weak-coupling the thermodynamical features of a supercon-
ducting system are insensitive to time-reversal-preserving and short-ranged perturbations.
6Another very interesting (but still at an early stage) future perspective would consists in continuing along the line of
[125] and drawing a parallel between the excitons (strongly coupled electron-hole states) and the “mesons” arising in flavored
holographic setups. To have an idea see [99] and for a wider review of the topic of holographic mesons we refer to [185].
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of noise is related to quantum effects and it is very important in mesoscopic physics. A review on the
subject is [186].
Part III
Appendices
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A
Graviton
In the present appendix we describe an argument by Weinberg1 which shows that a massless spin 2
particle has to couple “democratically”, i.e. with the same coupling constant, with all other particles. To
this end, let us consider scattering amplitudes associated to the emission or absorption of a spin 1 or spin
2 massless particle. In the two cases, the amplitudes have to be of the following shapes
Aspin 1 = µMµ (A.1)
Aspin 2 = µνMµν (A.2)
where µ and µν are respectively the polarization vectors of the spin 1 and 2 particles while the tensorsM
are given by combinations of the four momenta and spins of the other particles involved in the scattering
process. Gauge invariance implies that the tensors M can always be taken in such a way that
kµM
µ = 0 (A.3)
kµM
µν = 0 (A.4)
where k denotes the momentum of the massless particle.
Let us consider the amplitude associated to the scattering of N massive particles; the momentum
conservation relation is ∑
i
η(i)p(i)µ = 0 , (A.5)
where the index i labels the particles involved in the scattering process and η(i) is + or − for incoming
and outgoing particles respectively. We then consider the same amplitude with the additional emission
of a massless spin 1 or 2 particle whose momentum is k; in particular we consider the soft limit k → 0.
In both the spin 1 and 2 cases the amplitude is dominated by the diagrams in which the massless particle
is attached to an external leg. We have therefore N (as many as the number of legs) diagrams to take
1We actually follow the lines of [187] which, in turn, is inspired by [188]
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into account whose associated amplitude is henceforth denoted with M(i) (with the appropriate tensorial
structure). For the spin 1 case we can then write
Mµ =
∑
i
Mµ(i) . (A.6)
Neglecting the spin labels, each Mµ(i) will have the following form
Mµ(i) = η
(i)
g(i)p
µ
(i)
2p(i) · k
M (A.7)
where g(i) represents the coupling associated to the interaction of the i-th particle involved in the scatter-
ing process and the emitted spin 1 massless particle. The symbolM indicates the remaining part of the
amplitude. Requiring gauge invariance is equivalent to impose (A.3), so∑
i
η(i)
g(i)p(i) · k
2p(i) · k
M = 0 (A.8)
which implies (forM 6= 0) ∑
i
η(i)g(i) = 0 . (A.9)
This is just charge conservation.
An analogous argument can be repeated for the spin 2 case. We have similarly
Mµν(i) = η
(i)
G(i)p
µ
(i)p
ν
(i)
2p(i) · k
M (A.10)
where G(i) denotes the coupling of the i-th particle with the spin 2 particle. Gauge invariance implies
(A.4) then, explicitly, ∑
i
η(i)
G(i)p(i) · k pν(i)
2p(i) · k
M = 0 , (A.11)
that, forM 6= 0, leads to ∑
i
η(i)G(i)p
ν
(i) = 0 . (A.12)
Note that (A.12) is not compatible with momentum conservation (A.5) unless we have
G(i) = G ∀i . (A.13)
In conclusion, we have that the spin 2 massless particle has to couple universally to all matter.
B
’t Hooft Symbols
The compact expression for ’t Hooft symbols we adopt for the calculations described in the main text is
ηcµν = −δ4µδcν + δcµδ4ν + cµν
ηcµν = δ
4
µδ
c
ν − δcµδ4ν + cµν
(B.1)
which leads to the following explicit matrices:
η1µν =

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
 η1µν =

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
 (B.2)
η2µν =

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0
 η2µν =

0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0
 (B.3)
η3µν =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 η3µν =

0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0
 (B.4)
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ADHM Projector
The ADHM matrix ∆λiα˙ is an (N + 2k)× 2k matrix where the ADHM index λ runs over 1, ..., N + 2k,
the instanton index i runs over 1, ...k and the anti-chiral index α˙ runs over 1, 21. Let us define the
ADHM complex vector space B ∼ CN+2k spanned by the ADHM index λ and the complex vector space
A ∼ C2k spanned by iα˙. We then consider the following maps:
∆ : B → A , (C.1)
∆ : A → B , (C.2)
where ∆ is surjective and ∆ is injective. As a consequence, we have
dim
(
Ker[ ∆ ]
)
= dim (B)− dim (A) = N (C.3)
dim (Im[ ∆ ]) = dim (A) = 2k (C.4)
Note that the following relations hold
Ker[ ∆ ]⊕ Im[ ∆ ] = B (C.5)
Ker[ ∆ ] ∧ Im[ ∆ ] = {0B} (C.6)
(C.7)
The equations from which we start are:
U
λ
uUλv = δuv (C.8)
∆
α˙λ
i Uλu = U
λ
u∆λiα˙ = 0 (C.9)
∆
α˙λ
i ∆λjβ˙ = δ
α˙
β˙
f−1ij (C.10)
1The value of k represents the topological charge of the instanton.
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where the matrix Uλu represents a collection of N linearly independent vectors in the ADHM space B;
as a consequence of (C.9), they generate Ker[ ∆ ]. Using (C.9), we define the projector operator
P µλ ≡ UλuU
µ
u , (C.11)
∆
α˙λ
i P
µ
λ = 0 , (C.12)
projecting the generic vector of the ADHM space B on Ker[ ∆ ]; note that it is idempotent as a conse-
quence of (C.8) and, since U = U †, P is an (N + 2k)× (N + 2k) matrix of rank dim (Ker[ ∆ ]) = N .
The projector operator on Im[ ∆ ] is then given by:
P ′ = 1− P , (C.13)
where P ′ is again an (N+2k)× (N+2k) but possessing rank equal to dim (Im[ ∆ ]) = 2k. The generic
(N + 2k)× (N + 2k) matrix of rank 2k, can be expressed in the following form
∆λjβ˙M
β˙
α˙Gji∆
α˙λ
i , (C.14)
where M is a 2× 2 matrix and G a k × k matrix and both have to be invertible,
detM 6= 0 , detG 6= 0 . (C.15)
Note that M and G account for the right number of parameters, i.e. (2k)2. We want (C.14) to be the
explicit matrix realizing the projector (C.13), therefore we have to impose the idempotency. From this
requirement and using (C.10) we obtain
MM = M , (C.16)
Gf−1G = G ; (C.17)
exploiting the existence of an inverse for both M and G we finally get
M α˙
β˙
= δα˙
β˙
, (C.18)
Gij = fij . (C.19)
The eventual explicit result for the ADHM null projector P is:
P µλ = δ
µ
λ −∆λiα˙fij∆
α˙λ
j . (C.20)
D
Shape of the Chan-Paton Orientifold Ma-
trix
As a consequence of the orbifold/orientifold consistency condition (4.37), the orientifold representation
on the Chan-Paton indexes is constrained. Let us consider the D3 CP labels and remind the reader of the
choice (4.17) to represent the orbifold on them. Furthermore, we also chose the orbifold to have anti-
symmetric representation on the D3 CP labels, so a priori we can have for γ(Ω) the following general
form
γ−(Ω) =
 1 A B−AT 2 C
−BT −CT 3
 (D.1)
where the ’s are anti-symmetric matrices. Putting the explicit expression for the orbifold/orientifold
matrices into the consistency condition (4.37) we obtain 1 0 00 ξ 0
0 0 ξ2
 1 A B−AT 2 C
−BT −CT 3
 1 0 00 ξ 0
0 0 ξ2
 =
 1 A B−AT 2 C
−BT −CT 3
 . (D.2)
Performing a simple passage we have 1 ξA ξ2B−ξAT ξ22 C
−ξ2BT −CT ξ3
 =
 1 A B−AT 2 C
−BT −CT 3
 . (D.3)
The condition can be fulfilled only if
A = 0 , B = 0 , 2 = 0 , 3 = 0 , (D.4)
so the most general anti-symmetric and consistent CP orientifold representation is given by the following
matrix
γ−(Ω) =
 1 0 00 0 C
0 −CT 0
 (D.5)
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A completely analogous argument can be repeated in the symmetric case leading to
γ+(Ω) =
 s1 0 00 0 C
0 CT 0
 (D.6)
where s is a symmetric matrix.
E
Details on the D-instanton Computations
Let us give an explicit expressions for P(χ), R(χ), Q(χ) introduced in (5.87) and appearing in the in-
tegrand of the instanton partition function (5.88). A very convenient way of computing the determinants
and Pfaffians is to consider the weights of the representations of the instantonic symmetry group SO(k),
of the twisted Lorentz group SU(2)× SU(2)′ and of the gauge group SU(2) involved in the model. We
give here a list of the weights vectors for the groups relevant to our explicit computations in the main
text.
Weight sets of SO(2n + 1): The group has rank n. We denote with ~ei the versors in the Rn weight
space, so
• the set of the 2n+ 1 weights ~pi of the vector representation is
± ~ei , ~0 with multiplicity 1 ; (E.1)
• the set of n(2n+ 1) weights ~ρ of the adjoint representation (corresponding to the two-index anti-
symmetric tensor) is
± ~ei ± ~ej (i < j) , ± ~ei , ~0 with multiplicity n ; (E.2)
• the (n+ 1)(2n+ 1) weights ~σ of the two-index symmetric tensor1 are
± ~ei ± ~ej (i < j) , ± ~ei , ± 2~ei , ~0 with multiplicity n+ 1 . (E.3)
1Note that this is not an irreducible representation: it decomposes into the (n+ 1)(2n+ 1)− 1 traceless symmetric tensor
plus a singlet. One of the ~0 weights corresponds indeed to the singlet.
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Weight sets of SO(2n): This group has rank n. Denoting the versors in the Rn weight space with ~ei
we have
• the set of the 2n weights ~pi of the vector representation is given by
± ~ei ; (E.4)
• the set of n(2n− 1) weights ~ρ of the two-index antisymmetric tensor is the following:
± ~ei ± ~ej (i < j) , ~0 with multiplicity n ; (E.5)
• the n(2n+ 1) weights ~σ of the two-index symmetric tensor2 are
± ~ei ± ~ej (i < j) , ± 2~ei , ~0 with multiplicity n . (E.6)
Weight sets of SU(2)×SU(2)′: The representations of the twisted Lorentz group relevant for our com-
putations are the (1,3) and the (2,2) in which the BRST pairs (λc, Dc) and (aµ,Mµ) transform respec-
tively.
• the weights ~α of the (1,3) representation are given by the following two-component vectors
(0,±1) , (0, 0) . (E.7)
In our conventions, the weight (0,+1) is considered to be positive.
• the weights ~β of the (2,2) representation are given by the following two-component vectors(± 1/2,±1/2) . (E.8)
The weights
(± 1/2,+1/2) are considered positive in our conventions.
Weight sets of SU(2): In relation to our computations, the only relevant SU(2) representation is the
fundamental; its two weights ~γ are simply given by ±1/2.
In order to evaluate the moduli integral and obtain the instanton partition function, a convenient
choice consists in aligning the vacuum expectation value φ of the chiral multiplet along the Cartan
direction of SU(2), and the external Ramond-Ramond background F along the Cartan directions of
SU(2)× SU(2)′, in formulæ we have
φ = ~φ · ~HSU(2) and F = ~f · ~HSU(2)×SU(2)′ . (E.9)
Comparing with Eq.s (5.83) and (5.98), we see that
~φ = ϕ and ~f = (f¯ , f) . (E.10)
2Again, this is not an irreducible representation, since it contains a singlet.
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Similarly, we exploit the SO(k) invariance and arrange the χ moduli along the Cartan directions, namely
χ→ ~χ · ~HSO(k) =
n∑
i=1
χiH
i
SO(k) . (E.11)
As the χmodulus compares in the instanton integration measure (as opposed to φ and F which represent
“external” backgrounds from the instanton viewpoint) we can rotate it along its Cartan direction at the
price of introducing in the integral a Vandermonde determinant given by
∆(~χ) =
∏
~ρ6=~0
~χ · ~ρ =

∏
i<j
(
χ2i − χ2j
)2 for k = 2n ,
(−1)n
n∏
i=1
χ2i
∏
j<`
(
χ2j − χ2`
)2 for k = 2n+ 1 . (E.12)
We gathered all the necessary ingredients to write the explicit expressions for the functions P(χ),R(χ),
Q(χ). From Eq. (5.87a),
P(~χ) =
∏
~ρ
+∏
~α
(
~χ · ~ρ− ~f · ~α
)
=

(−f)n
n∏
i<j
[
(χi + χj)
2 − f2] [(χi − χj)2 − f2] for k = 2n ,
fn
n∏
i
(
χ2i − f2
) n∏
j<`
[
(χj + χ`)
2 − f2] [(χj − χ`)2 − f2] for k = 2n+ 1 .
(E.13)
where the product over ~α is limited to the positive weight (0,+1); this is the meaning of the superscript
+. From Eq. (5.87b), we have
R(~χ) =
∏
~pi
∏
~γ
(
~χ · ~pi − ~φ · ~γ
)
=

n∏
i=1
(
χ2i + detφ
)2 for k = 2n ,
detφ
n∏
i=1
(
χ2i + detφ
)2 for k = 2n+ 1 . (E.14)
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and finally from Eq. (5.87c), we have
Q(~χ) =
∏
~σ
+∏
~β
(
~χ · ~σ − ~f · ~β
)
=

En
2∏
A=1
n∏
i=1
(
4χ2i − E2A
)∏
j<`
[
(χj + χ`)
2 − E2A
] [
(χj − χ`)2 − E2A
]
for k = 2n ,
En+1
2∏
A=1
{
n∏
i=1
(
χ2i − E2A
)(
4χ2i − E2A
) ×
×
∏
j<`
[
(χj + χ`)
2 − E2A
] [
(χj − χ`)2 − E2A
]}
for k = 2n+ 1 ,
(E.15)
where again the product over ~β is limited to the positive weights.
Using these explicit formulæ and recalling from Eq. (5.94) that f = (E1 +E2), it is possible to find
that at instanton number k = 2 the partition function (5.97) reads
Z2 = −N2 E1 + E2E
∫
dχ
2pii
(
χ2 + detφ
)2
(4χ2 − E21)(4χ2 − E22)
. (E.16)
as reported in Eq. (5.100) of the main text. After having evaluated the χ integral as a contour integral in
the upper half complex plane with the pole prescription (5.101), and summing the residues at χ = EA
and χ = EA/2 for A = 1, 2, we finally obtain the result Eq. (5.102). Proceeding in a similar way, at
instanton number k = 3 we find
Z3 = −N3 detφ (E1 + E2)E2
∫
dχ
2pii
(
χ2 − (E1 + E2)2
)(
χ2 + detφ
)2
(χ2 − E21)(χ2 − E22)(4χ2 − E21)(4χ2 − E22)
, (E.17)
from which the result given in Eq. (5.103) follows.
We conclude by giving the explicit expressions of the instanton partition functions at k = 4 and
k = 5. They are
Z4 =
N4
48 E4 det
4φ− N4
16 E3 det
3φ− N4
384 E3
[
3(E21 + E
2
2)− 19E
]
det2φ (E.18)
+
N4
256 E2
[
(E21 + E
2
2)− 3E
]
detφ+
N4
4096 E2
[
(E21 + E
2
2)− 7E
][
(E21 + E
2
2) + E
]
,
and
Z5 =
N5
240 E5 det
5φ− N4
48 E4 det
4φ− N5
384 E4
[
(E21 + E
2
2)− 13E
]
det3φ
+
N5
768 E3
[
3(E21 + E
2
2)− 17E
]
det3φ (E.19)
+
N5
61440 E3
[
15(E41 + E
4
2)− 170(E21 + E22) + 299E2
]
detφ .
F
Bulk Massive Scalar Field
In the present appendix we follow the lines of [13]. In order to perform the analysis of a generic bulk
field φˆ in the framework of an effective classical theory of gravity on AdS5 × S5, we have to consider
the solutions of its equations of motion. Depending on the nature of the field φˆ and on its mass m, the
behavior of the classical solution in the near boundary region is different. Let us consider for instance a
massive scalar. We introduce a new AdS5 radial coordinate z = rH/r and then identify the conformal
boundary with z = 0 and the horizon with z = 1. The metric (6.8) for AdS5 × S5 becomes
ds2AdS5×S5 =
1
R2z2
(−dt2 +
3∑
i=1
dx2i ) +
R2
z2
dz2 +R2dΩ25 . (F.1)
Let us consider just the AdS5 part neglecting the compact directions,
ds2AdS5 = gmndx
mdxn =
1
R2z2
(−dt2 +
3∑
i=1
dx2i ) +
R2
z2
dz2 , (F.2)
where m,n = 1, ..., 5 and we define z .= x5.
Considering R = 1, the action for the massive scalar φˆ is
Sscal ∼
∫
AdS5
dx5
√−g
(
gmn∂mφˆ ∂nφˆ+m
2φˆ2
)
=
∫
AdS5
dx4dz
1
z5
(
z2(∂zφˆ)
2 + z2(∂µφˆ)
2 +m2φˆ2
)
,
(F.3)
and the corresponding equation of motion is given by
∂z
(
1
z3
∂zφˆ
)
+ ∂µ
(
1
z3
∂µφˆ
)
=
1
z5
m2φˆ . (F.4)
Suppose at first that we seek solutions being independent on the 4-dimensional space-time coordi-
nates xµ so that the equation of motion simplifies as follows:
∂z
(
1
z3
∂zφˆ
)
=
1
z5
m2φˆ . (F.5)
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We can find two independent solutions having a power behavior z∆ with ∆ satisfying1
∆(∆− 4) = m2 . (F.7)
Therefore
∆± = 2±
√
4 +m2 ; (F.8)
let us define
∆+ ≡ ∆ ≥ 2 , ∆− = 4−∆ ≤ 2 (F.9)
where the equalities hold for m2 = 02. We have the following general solution:
φˆ = φˆ− z∆− + φˆ+ z∆+ = φˆ− z4−∆ + φˆ+ z∆ . (F.10)
From the metric (F.2) we have that
√
g ∼ 1/z5; remembering that the action of the scalar action is
quadratic in the field, the solution φˆ− z4−∆ is always not-normalizable at the boundary whereas φˆ+ z∆
can be both normalizable or not depending on the actual value of ∆∫
AdS5,0≤z≤z
dx5
√
g |φˆ−|2z2(4−∆) ∼
∫ z
0
dz z2(4−∆)−5 =∞∫
AdS5,0≤z≤z
dx5
√
g |φˆ+|2z2∆ ∼
∫ z
0
dz z2∆−5 =
{ ∞ for 2 ≤ ∆ ≤ 5/2
<∞ for ∆ > 5/2 ,
(F.11)
where z is some finite value of the AdS5 radial coordinate z. So, for ∆ < 5/2 we have two non-
normalizable terms and, following [153], we can choose between two possibilities for the quantization
on AdS5 space; in other words, we can either consider φ− to play the roˆle of the source and interpret φ+
as the associated boundary operator or the opposite, namely φ+ the source and φ− the boundary operator.
So far we have assumed that the classical scalar profile does not depend on the coordinates xµ
which span the boundary. Introducing this dependence, we extend the argument just performed and, in
particular, we obtain the following behavior for the solution of the bulk equation of motions
φˆ(xµ, z) = φˆ−(xµ)z4−∆ + φˆ+(xµ)z∆ , (F.12)
where ∆ is the same as defined3 in (F.9) and
∂µ∂
µφˆ±(xµ) = 0 . (F.15)
1For a generic dimensionality d of the boundary theory we have
∆(∆− d) = m2 . (F.6)
See [153] and references therein.
2Remember that on AdS space we can have negative values of m2 as long as they satisfy the Breitenlhoner-Freiedman
stability bound.
3This is not the most general solution; a generalization can be obtained using the ansatz
z∆ϕ(xµ) , (F.13)
where the equation of motion imposes
[∆(∆− 4)−m2]ϕ+ z2∂µ∂µϕ = 0 . (F.14)
In the main text we have asked that th e two terms in (F.14) are solved separately.
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F.1 Boundary conditions and relation between bulk mass and conformal
dimension of the dual operator
As we have already observed, in the near-boundary analysis, the leading term in (F.10) and (F.15) is
singular at z = 0. To impose the boundary conditions for φˆ at z = 0 we consider
φˆ(xµ, z)
z→0−→ z4−∆φ(xµ) . (F.16)
The function φ(xµ) is defined on the boundary and fixes the asymptotic boundary conditions for the bulk
field φˆ; furthermore, it is identified with the source of the dual operator O of the conformal theory living
at the boundary.
From the action of the massive scalar onAdS5, (F.3), we observe that both the massm and the scalar
field itself φˆ are pure numbers. Dimensional analysis on the boundary condition (F.16) implies that the
source function φ(xµ) possesses the dimension of [length]∆−4. Eventually, from the source term of the
boundary CFT (6.1) we see that the dimension of the operator O has to be therefore ∆. We got a precise
relation between the mass of the bulk field and the scaling dimension of the corresponding operator. Even
though we are studying the detail of a simple case represented by a massive scalar, similar arguments can
be performed for any kind of bulk field and analogous relations between their masses and the conformal
dimension of the corresponding dual operator can be found.
As already mentioned, the two UV asymptotic terms of the scalar profile can have interchangeable
roles: source and response4. The two choices correspond to two different boundary conformal mod-
els. From the bulk viewpoint, the two choices correspond to two different “quantizations”. Indeed the
two alternatives are related to the boundary condition choice, which represents the preliminary step of
quantizing the solutions on AdS.
4We refer to [153] to a complete analysis of this point.
G
Clues for AdS/CFT Correspondence
G.1 The decoupling limit
In this section we describe the context which suggested Maldacena’s conjecture. The pivotal ingredient
is a stack of D3-branes living in 10-dimensional Minkowski space-time. We are then working within the
framework of Type IIB string theory. In the full-fledged version of string theory, a stack of D3-branes
is described as a source for closed strings and represents a set of hyper-surfaces on which open strings
can end. The open strings describe the dynamics of the branes and the closed string sector describes the
gravitational interaction of the branes with the surrounding environment.
A second possibility is to describe the same stack of D-branes from the Type IIB supergravity
viewpoint. Within the supergravity framework, the branes are solitonic solutions of the 10-dimensional
SUGRA equations of motion.
In order to appreciate how the two different points of view could suggest the AdS/CFT correspon-
dence conjecture we have to study a particular low-energy regime. Let us focus on the low-energy
Wilsonian effective description of Type IIB string theory in the presence of the D3-brane stack. In other
terms, we consider the effective theory of the massless modes obtained by integrating the effects of all
the massive modes. More precisely, we move towards low energy maintaining fixed all the dimensionless
quantities (such as the string coupling constant gs and the number of branes N ) and sending α′ to zero.
As we have already seen, this implies that also the characteristic string length ls vanishes and the string
tension diverges. Such effective description is associated to an action possessing the following schematic
structure:
Seff = Sbrane + Sbulk + Sinteraction , (G.1)
where Sbrane is the low-energy N = 4 SYM SU(N) gauge theory accounting for the open-string mass-
less modes, Sbulk describes the massless SUGRA multiplet in the 10-dimensional bulk and Sinteraction
describes the coupling of the stack of branes with the surrounding gravitational environment.
Let us remind the reader that κ, i.e. the square root of Newton’s constant, is related to the string
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coupling gs and Regge’s slope parameter α′ as follows:
κ ∝ gsα′2 . (G.2)
In the low-energy limit κ vanishes and the gravitational interactions become negligible. This has two
consequences: Sbulk reduces to an action describing free 10-dimensional propagation of the massless
modes of the 10-dimensional SUGRA multiplet, in other terms the gravitational interaction terms can be
forgotten; secondly, Sinteraction describing the coupling of the closed-string sector with the stack of branes
vanishes. Any term contained in Sinteraction is proportional to some power of κ because it describes how
the stack of branes sources the closed string modes.
In the low-energy limit under consideration, the brane dynamics decouples from the free dynamics
of string modes in the bulk; the limit is commonly referred to as decoupling limit.
Let us now turn the attention on the supergravity description of the same stack of D3-branes focusing
on the same low-energy decoupling limit. In the SUGRA D-brane solution the metrics presents the
following form [18]
ds2 = f−1/2(−dt2 +
3∑
i=1
dx2i ) + f
1/2(dr2 + r2dΩ25) , (G.3)
where r and Ω5 represent respectively the radius and the solid angle of the “spherical” coordinate in
the space transverse to the branes, whereas xi span the space-like part of the D3’s world-volume. The
function f is
f = 1 +
R4
r4
, (G.4)
where
R4 = 4pigsα
′2N . (G.5)
Since in the stringy picture we have concentrated on the massless modes, here we have to study the
low-energy excitations as well. Let us consider an observer placed at large distance from the stack, i.e.
r  1. From the large-distance viewpoint, there are two kinds of low-energy modes: the long-wave-
length propagating in the 10-dimensional space-time and the modes living in the vicinity of the branes.
The latter type of low-energy excitations is due to red-shift effects seen from the observer at infinity.
Indeed, an object placed at radial distance robj from the branes and having energy Eobj in the proper
frame, when observed from infinity it has the following red-shifted energy
E′ =
√
gtt(robj) Eobj = f
−1/4(robj) Eobj ; (G.6)
when the object is close to the branes, robj → 0, the red-shift factor f−1/4(robj) vanishes.
On top of this, notice that if we consider the metric solution (G.3) in the near-brane region, we can
trade f with R4/r4 obtaining then:
ds2
rR−→ r
2
R2
(−dt2 +
3∑
i=1
dx2i ) +
R2
r2
dr2 +R2dΩ25 ; (G.7)
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In the near-brane limit, the metric describes then the geometry of AdS5 × S5 space-time.
The supergravity description of the D3-branes in the low-energy limit presents, from the large dis-
tance viewpoint, two separate, i.e. decoupled, sectors: the long wave-length modes in the bulk and the
near-brane excitations. To become aware of their decoupling we can naively observe that the branes
become “transparent” to the long-wave bulk modes, their wave-length being much bigger than the char-
acteristic near-brane region size R. More precisely, one ought to consider the absorption cross section of
bulk modes scattering on the branes; for low energy this scattering is proportional to ω3 and therefore it
vanishes for ω tending to zero.
The decoupling limit yielded two distinct and decoupled low-energy sectors both in the stringy and
SUGRA descriptions of the D3-branes. It is natural to identify the free propagation of the SUGRA
closed string modes with the low-energy bulk excitations of the supergravity solutions. The next and
essential step is about the possibility of identifying the near-branes SUGRA modes with the gauge theory
living on the branes accounting for open strings. This is indeed the inspiration to claim the AdS/CFT
correspondence.
G.1.1 Correspondence between symmetry groups
Anti-de Sitter space-times are maximally symmetric solutions of Einstein’s equations with Minkowskian
signature. They present a negative value for the cosmological constant which is related to their constant
radius of curvature.
Let us focus on the 5-dimensional case. The family of AdS5 spaces corresponds to the space of
solutions of the quadratic equation
t2 + z2 −
4∑
i=1
x2i = R
2 , (G.8)
where R represents the radius of curvature. In these terms, an AdS5 space-time is interpreted as a
quadratic surface of constant curvature embedded in flat 6-dimensional space-time with hyperbolic sig-
nature (+,+,−,−,−,−). From (G.8) it results manifestly thatAdS5 is invariant under symmetry trans-
formations belonging to O(2, 4) which constitutes its isometry group.
We turn the attention to the dual field theory and its conformal structure. The base manifold is 4-
dimensional space-time with Minkowskian signature, whose conformal group is defined by the following
set of infinitesimal transformations
δxµ = aµ ↔ P µ
δxµ = ωµνxν ↔ Jµν
δxµ = λxµ ↔ D
δxµ = bµx2 − 2xµb · x ↔ Kµ
, (G.9)
where a, ω, λ, b are the parameters andP ,J ,D,K are the generators of the translations, rotations/Lorentz’s
transformations, dilatations and special conformal transformations respectively. The parameter counting
gives
4 +
4(4− 1)
2
+ 1 + 4 = 15 . (G.10)
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Studying explicitly the algebra associated to the whole set of conformal generators (G.9), it is possible to
show that it is equivalent to the SO(2, 4) algebra. In addition to the infinitesimal transformations (G.9),
there is also the discrete conformal transformation
xµ → x
µ
x2
. (G.11)
To appreciate that (G.11) defines indeed a conformal transformations, let us concentrate on the transfor-
mation of the metric element
dxµ → −2x
µ
x4
xνdxν +
dxµ
x2
, (G.12)
whose square is
(dx)2 → 1
x4
(dx)2 , (G.13)
representing actually a conformal transformation of the metric1.
Considering also the discrete conformal inversion (G.11) enhances the SO(2, 4) group to full O(2, 4).
As a check, notice that the counting of the parameters matches, in fact for O(2, 4) we have 6(6− 1)/2 =
15 independent generators.
The crucial point consists in conjecturing the correspondence of the two O(2, 4) groups that we
have just found. This cannot be regarded as a proof of AdS/CFT correspondence, but is nevertheless a
significant necessary clue.
1 For a generic conformal (i.e. angle-preserving) transformation, the squared metric elements transforms as
ds2 → Λ(x) ds2 , (G.14)
where the function Λ is usually referred to as conformal factor. Notice that, being the angles defined by ratios of infinitesimal
square elements transforming as (G.14), the factor Λ introduced by a conformal transformations both at the numerator at the
denominator cancels leaving the angle invariant.
H
Meissner-Ochsenfeld Effect
The Meissner-Ochsenfeld effect consists in the expulsion of the magnetic field from the interior of a
superconductor. The phenomenon can be described relying on the London equation (7.1); specifically,
let us consider the curl of both members of (7.1),
∇∧ js = −nse
2
mc
B . (H.1)
Let us consider the Maxwell equation for the field B,
∇∧B = 4pi
c
j (H.2)
∇ ·B = 0 (H.3)
Taking again the curl of both sides of (H.1) and using (H.2) and (H.3), we obtain
∇2B = 1
γ2
B , (H.4)
where we have defined
γ =
(
mc2
4pinse2
)
. (H.5)
The quantity γ is related to the penetration depth of the magnetic field inside the superconductor; take a
configuration depending only on one coordinate, say x, so that there is an interface at x = 0 and we have
superconduction for x > 0 and vacuum for x < 0. The shape of the solution of (H.4) (which holds in
the interior of the superconductor) is
e
± x
γ . (H.6)
The solution describing the profile within the superconductor is the exponentially suppressed one and it
has to be matched to the boundary value assumed by the magnetic field, i.e. B(x = 0). It is then evident
from (H.6) that γ represents a characteristic penetration depth.
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Note that the Meissner-Ochsenfeld effect is not simply a consequence of infinite DC conductivity.
Zero resistance alone would imply that the medium reacts to any attempt of magnetization with compen-
sating currents loops according to Faraday-Neumann-Lenz law. If the material is instead magnetized in
a phase without perfect conductivity and later led thermodynamically to the perfect-conductivity phase
without altering the magnetization, we can have magnetization inside the medium and perfect conduc-
tivity together. This contrasts the superconductor phenomenology where, in the superconducting phase,
the Meissner-Ochsenfeld occurs independently on the magnetic history of the system. This fact emerges
also from London theory: assuming just perfect conductivity E ∝ ∂tj instead of the London equation
(7.4), is not enough to derive the Meissner-Ochsenfeld effect; taking the curl of the perfect conductivity
relation we obtain
∂tB ∝ ∂t(∇∧ j) , (H.7)
that, for stationary conditions, is automatically satisfied. As we have just said, perfect conductivity is
compatible with constant but also finite values of the magnetic field inside the material whereas super-
conductivity is not.
I
Probe Approximation
As a first step into the detailed analysis of the system (8.4) we consider a particular simplifying limit,
the so called probe approximation. Instead of considering the full dynamics of the model, we regard the
gauge field A and the scalar field ψ as small perturbations that leaves the background of the other fields
unaffected. In other terms, we consider classical solutions of the theory in whichA and ψ are disregarded
and on these background solutions (which we hold fixed) we consider the fluctuations of A and ψ. This
particular choice is due to the fact that A and ψ are coupled. Hence, we could not have chosen A to be a
“small perturbation” while regarding ψ as belonging to the background.
The probe approximation can be read as the large-charge limit, q  1. Let us write the full La-
grangian density (8.4) in terms of the rescaled fields ψˆ = q ψ and Aˆ = qA. We consider the limit
q → ∞ while the hatted fields are kept fixed. The part of the Lagrangian density involving the rescaled
fields is1:
Lˆ = 1
2κ24q
2
√
−det g
[
−1
4
Fˆ abFˆab − |∂ψˆ − iAˆψˆ|2 − m
2
L2
|ψˆ|2
]
. (I.1)
In the large q limit it decouples from the metric andB parts; these will be then regarded as the Lagrangian
density for the background,
Lbackground = 1
2κ24
√
−det g
[
R+
6
L2
− 1
4
Y abYab
]
, (I.2)
that admits Reissner-Nordstro¨m AdS black hole solutions,
ds2 = −g(r) dt2 + r
2
L2
(dx2 + dy2) +
dr2
g(r)
(I.3)
g(r) =
r2
L2
(
1− r
3
H
r3
)
+
1
4
µ2B
rH
r
(
1− r
rH
)
(I.4)
Bt = µB
(
1− rH
r
)
. (I.5)
The black hole solution is charged with respect to the (now only one) gauge field B.
1Here we are considering the specific potential chosen in (8.5).
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The near-horizon geometry of RN black
hole at low temperature.
Let us study the near-horizon geometry of the Reisnner-Nordstro¨m black hole solution in d spatial di-
mensions (the holographic model analyzed in the main text has d = 2). In the zero-temperature limit the
horizon radius assumes the value
r2H =
1
2d
(d− 2)2L2µ2
(d− 1) . (J.1)
In order to obtain the near-horizon behavior of the metric we expand the function g(r) around rH1
g(r) ' g(rH) + g′(rH)r˜ + 1
2
g′′(rH)r˜2 , (J.2)
where r = rH + r˜ with r˜ → 0. For the RN black hole we find
g(rH) = 0 , g
′(rH) ∼ T = 0 , g′′(rH) = 2d(d− 1)
L2
. (J.3)
As a consequence, the near-horizon metric is
ds2near horizon ' −d(d− 1)
r˜2
L2
dt2 +
r2H
L2
d~x2 +
L2
d(d− 1)r˜2dr˜
2 , (J.4)
from which we recognize the AdS2 ×Rd−1 form. In particular, the AdS2 radius squared is
L2(2) =
L2
d(d− 1) , (J.5)
as stated in the main text.
1The function g(r), sometimes called blackening factor, has been introduced in (8.14).
188
K
Green’s Functions and Linear Response
Let us define the retarded Green function relating two operators labeled with A and B as follows
GROAOB (t2 − t1,x2 − x1) = −i θ(t2 − t1) < [OA(t2,x1),OB(t1,x1)] > (K.1)
The Green function is essentially given by the expectation value of the commutator between the two
observables1. The θ(∆t) indicates the Heaviside step function and it represents the key feature that
makes the Green function retarded.
The retarded Green function (K.1) expresses quantitatively how a perturbation proportional to OB
affects the expectation of OA. Let us see this in detail. We consider the following time-dependent
perturbation to the Hamiltonian
δH(t) =
∫
V
dd−1x OB(t,x) φ(t,x) , (K.3)
where φ is a coefficient function and not an operator. The expectation value of the observable OA is
< OA > (t,x) = tr{ ρOA(t,x) } , (K.4)
where ρ represents the density matrix. As long as we consider the Heisenberg picture, the quantum states
do not evolve and therefore neither does the density matrix that is defined through them. We now switch
from the Heisenberg picture to the interaction picture. We then express the time evolution of a state with
the operator
U(t) = e−i
∫ t
0 dt
′δH(t′) . (K.5)
We then have
|ψ(t) >= U(t)|ψ(0) > . (K.6)
1 The corresponding Fourier transformed Green function (useful in the following) is:
GROAOB (ω,k) = −i
∫ t
0
dt
∫
V
dd−1x ei(ωt−k·x) θ(t) < [OA(t,x),OB(0, 0)] > (K.2)
where the translation invariance has been used.
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The expectation value of OA becomes
< OA > (t,x) = tr{U(t) ρU(t)−1OA(t,x)} . (K.7)
Here the time-dependence in OA is due to the unperturbed Hamiltonian alone. Using the cyclicity of the
trace and expanding (K.7) to the first order in the perturbation we obtain
δ < OA > (t,x) = i tr
{
ρ
∫ t
0
dt′
∫
V
dd−1x′ [OB(t′,x′),OA(t,x)] φ(t′,x′)
}
+ ...
= − i
∫ t
0
dt′
∫
V
dd−1x′ < [OA(t,x),OB(t′,x′)] > φ(t′,x′) + ...
= − i
∫ t
0
dt′
∫
V
dd−1x′ GROAOB (t− t′,x− x′) φ(t′,x′) + ...
(K.8)
The linear response of the mean value of the operator OA to the perturbation (K.3) is accounted for by
the Green function (K.1). Assuming translation invariance and taking the Fourier transform, we obtain
δ < OA > (ω,k) = G˜ROAOB (ω,k) φ(ω,k) + ... (K.9)
K.1 Causality and analyticity properties
The retarded function is causal by definition. This is manifest noticing the presence of the Heaviside step
function in (K.1). Let us consider the inverse Fourier transform of the Green function (K.2),
GROAOB (t,x) =
∫
dω
2pi
e−iωtGROAOB (ω,x) (K.10)
Since for t < 0 we want the Green function to be zero (this is another way to state causality) the function
inside the integral must not have poles in the upper complex ω-plane. Said otherwise, it is there analytic.
We are of course assuming that the integrand vanishes fast enough as |ω| → ∞ so that we can evaluate the
integral with the residues method. The Kramers-Kronig equations relating the imaginary and real parts
of the retarded Green function descend directly from this analyticity condition and then from causality.
L
Onsager’s Reciprocity Relation
In this appendix we follow the lines described in [107]. The entries of the conductivity matrix
J (ω) = σˆ(ω) E(ω), (L.1)
are proportional to the corresponding two-point retarded correlators,
σˆIJ(ω,k) =
1
iω
G˜RIJ(ω,k). (L.2)
Note that (L.1) is the generalization of the static Ohm law to the case presenting harmonic time depen-
dence and it represents a rewriting of (K.9)1.
Onsager’s reciprocity relation implies that a system possessing time-reversal invariant equilibrium
states presents a symmetric conductivity matrix for zero-momentum external perturbations, namely
σˆIJ(ω,0) = σˆJI(ω,0) . (L.3)
To derive Onsager’s formula in full generality, let us consider the possibility of having a non-
vanishing external magnetic field B which is mapped to −B by the time-reversal operation. In the
presence of a finite magnetic field, the assumption of time-reversal invariance of the equilibrium states
generalizes to
Θ|B >= | −B >, (L.4)
where Θ is the time-reversal operator.
Let us consider two observables (i.e. Hermitian operators) φ and ψ that behave as follows
ΘφΘ = ηφ φ
† = ηφ φ (L.5)
ΘψΘ = ηψ ψ
† = ηψ ψ, (L.6)
1We have set the momentum k to zero; moreover we identified δ < OA > with J and φ with the electromagnetic potential.
The factor iω in (L.2) is due to the fact that for k = 0 the electric field is the time derivative of the potential.
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where the η’s are either + or − one. In coordinate space, we have that the correlator between the two
operators in the equilibrium state |B > is given by
GRφψ(t,x;B) =< B|[φ(t,x), ψ(0,0)]|B > . (L.7)
Let us consider the time-reversal transformation of (L.7):
< B|[φ(t,x), ψ(0,0)]|B > =< −B|Θ[φ(t,x), ψ(0,0)]Θ| −B >∗
= ηφηψ < −B|[φ(−t,x), ψ(0,0)]| −B >∗
= ηφηψ < −B|[ψ(0,0), φ(−t,x)]| −B >
= ηφηψ < −B|[ψ(t,−x), φ(0,0)]| −B >
(L.8)
In the last passage we have used the assumption of translation invariance. Therefore, if we consider the
Fourier component corresponding to kµ = (ω,0), we have
G˜Rφψ(ω,0;B) = ηφηψ G˜
R
ψφ(ω,0;−B) . (L.9)
In the case of zero external magnetic field it reduces to
G˜Rφψ(ω,0; 0) = ηφηψ G˜
R
ψφ(ω,0; 0) , (L.10)
which is known as Onsager’s reciprocity relation. In (L.1) J is an array of vector currents. Any current
JµI is an odd operator under Θ, then ηI = −1 for all values of I . This leads to
G˜RIJ(ω,0; 0) = G˜
R
JI(ω,0; 0) , (L.11)
Looking at (L.2), we have that (L.3) is proved2.
2In the case B 6= 0 it simply generalizes to
σˆIJ(ω,0;B) = σˆJI(ω,0;−B) , (L.12)
M
Josephson Effect
In this appendix we take inspiration from similar arguments described in [189]. In a superconducting
state, quantum coherence is macroscopic. Let us describe the superconducting state with a single macro-
scopic wave-function:
Ψ = Ψ(r) = |Ψ(r)| eiφ(r) . (M.1)
Loosely speaking, it describes the wave-function of the Cooper pairs condensate.
By definition a Josephson junction is constituted by two superconductors divided by a thin insulating
layer. In other terms, we have two weakly coupled distinct superconductors which we label 1 and 2. The
coupling between the two superconductors is due to the fact that, being the insulating layer very thin there
is a non-null overlap between the wave-functions describing the two superconductors. Moreover, the fact
that a wave-function of, say, superconductor 1 is non-vanishing also in a region beyond the insulating
layer, so in the volume of superconductor 2, allows for quantum tunneling of Cooper pairs of species 1.
The converse is analogously true.
Let us describe the whole Josephson junction as a single macroscopic quantum state,
|Ψ〉 = |Ψ1〉+ |Ψ2〉 , (M.2)
each terms refer respectively to the superconductors 1 and 2. The density of elementary carriers in the
condensate (i.e. the Cooper pairs) of each superconductor is given by
ni = |Ψi|2 = 〈Ψi|Ψi〉 (M.3)
The time evolution of the junctions is described by the Schro¨dinger equation
i~∂t|Ψ〉 = H|Ψ〉 , (M.4)
where the Hamiltonian has the following shape
H = H1 +H2 +Hint . (M.5)
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Let us account for the weak coupling between the two superconductors assuming an interaction term of
the following form
Hint = −α
2
(|Ψ1〉〈Ψ2|+ |Ψ2〉〈Ψ1|) (M.6)
If we project the Schro¨dinger equation on the two states 〈Ψi| we obtain the following system of
coupled equations
i~∂tΨ1 = E1Ψ1 − α2 Ψ2 (M.7)
i~∂tΨ2 = E2Ψ2 − α2 Ψ1 (M.8)
Let us rewrite the wave-functions in the following fashion
Ψi =
√
nie
iφi (M.9)
Taking then the real and imaginary parts of the system (M.7) and (M.8) we can write it in terms of the
densities and phases,
∂tn1 = −∂tn2 = α~
√
n1n2 sin(φ1 − φ2) (M.10)
∂t(φ2 − φ1) = 1~(E1 − E2) +
α
2~
n1 − n2√
n1n2
cos(φ1 − φ2) (M.11)
From the continuity equation, accounting for the conservation of the number of carriers, we have that
the current through the junction is equal to the time variation of the densities (with the appropriate signs
depending on how we define positive the direction of the flow)
j = ∂tn1 = −∂tn2 = jc sin(φ1 − φ2) , (M.12)
where jc = α
√
n1n2/~. It is to be underlined that the current is not proportional to the energy difference
between the two superconductors. We can have neat flow also in the case E1 = E2, that is when no
external voltage unbalances the junction.
If we specialize to the case in which the Copper pair density is equal at the two sides of the junction,
namely n1 = n2 = n, the phase equation becomes
∂t(φ2 − φ1) = 1~(E1 − E2) . (M.13)
The phase difference does not evolve if there is no energy difference between the two states, i.e. when the
junction is balanced. Given the normalization (M.3), the energy eigenvalues Ei represent the energy of
an elementary carrier, therefore the energy of a Cooper pair. As a consequence, the difference E1−E2 is
given by the potential energy lost or gained by a Cooper pair traversing the junction, i.e. E1−E2 = 2eV
where e is the charge of the single electron. We can rewrite equation M.13
∂t(φ2 − φ1) = 2eV~ (M.14)
For further details see, for instance, [190] and [189].
N
Temperature Gradient, Heat Flow, Elec-
tric Fields and the Metric
N.1 Vector fluctuations of the metric and temperature gradient
This appendix in inspired by similar arguments in [169].
The temperature is identified with the inverse period of the compact imaginary time. Indicating
the time with t and the temperature with T we have that Im(t) ∈ [0, 1T ) with gtt = −1 (the original
metric for our boundary theory is Minkowski). We define a new rescaled time coordinate t˜ = Tt so that
Im(t˜) ∈ [0, 1) and the temperature dependence is “transfered” to the t˜t˜ metric component,
gt˜t˜ = −
1
T 2
. (N.1)
The mixed space/time components of the metric are null, git˜ = 0 (where i represents the spatial index
associated to the coordinate xi).
Let us consider a small variation in the temperature, i.e. δT (x), that can be space-dependent; the
corresponding variation of gt˜t˜ is
δgt˜t˜ = 2
δT
T 3
. (N.2)
As usual, we consider harmonic time dependence but this time in the rescaled time coordinate (and
correspondingly rescaled frequency) eiω˜t˜.
We can perform a “gauge” transformation, i.e. a diffeomorphism generated by the vector parameter
ξt˜ = i
δT
ω˜T 3
, ξx = 0 (N.3)
The metric is correspondingly transformed
gab → gab + ∂aξb + ∂bξa + ξc∂cgab . (N.4)
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Specifically, the effect of the transformation generated by (N.3) on δgt˜t˜ is
δgt˜t˜ →δgt˜t˜ + 2∂t˜ξt˜
=δgt˜t˜ − 2
δT
T 3
= 0
(N.5)
where, in the first passage, we have used ∂t˜gt˜t˜ = 0. The re parametrization affects the mixed it˜ compo-
nents as well, actually we have
δgit˜ = ∂iξt˜ = i
∂iδT
ω˜T 3
, (N.6)
where we have to remember that initially both git˜ and δgit˜ were null. Scaling back from t˜ to t we
eventually get
δgit = i
∂iδT
ωT
, (N.7)
where it is manifest that a vector fluctuation of the metric is associated to the gradient of the temperature
fluctuation.
N.2 Heat flow and electrical fields
The variation of the vector potential due to a reparametrization is
δgAµ = Aνξ
ν
,µ +Aµ,νξ
ν (N.8)
Since we start with Minkowski metric, the covariant derivatives in (N.8) are normal partial derivatives.
We consider the reparametrization transformation induced by the vector field
ξt = i
δT
ωT
, ξx = 0 (N.9)
This is the same transformation as in (N.3) but without the temporal rescaling. The reparameterization
variation of the gauge potential due to (N.9) is given by
δgAi = −At∂iξt = −iµ∂iδT
ωT
. (N.10)
The total variation of A is given by two contributions: as just seen, one is induced by the temperature
fluctuation through the metric, the second is instead related to a proper, external electrical field,
δAµ = δgAµ +
Eµ
iω
= −µδgit + Eµiω
(N.11)
In the last passage we used (N.7). Reading it the other way around, we have that the electrical field is
related to the fluctuation of the bulk fields in the following way
Eµ = iω (δAµ + µ δgit) . (N.12)
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Eventually the variation of the Hamiltonian is
δH =
∫
ddx (Tµνδgµν + J
µδAµ) . (N.13)
Expressing it in terms of the temperature gradient fluctuation (see (N.7)) and the electric field we obtain
δH =
∫
ddx
[(
T it − µJ i) ∂iδT
iωT
+ Jµ
Eµ
iω
]
, (N.14)
from which it arises naturally that the response to a temperature gradient fluctuation, i.e. the heat flow,
is given by
Qi = T it − µJ i . (N.15)
O
Holographic Renormalization of our
Model
The covariant divergence of a vector V is:
∇mV m = ∂mV m + ΓmmaV a . (O.1)
The connection symbol with the first two indexes saturated, i.e. Γmma, admits the following compact
expression
Γmma =
1
2
gmc
{
∂gac
∂xm
+
∂gcm
∂xa
− ∂gma
∂xc
}
=
1
2
gmc
{
∂gcm
∂xa
}
=
1
2
tr
(
gˆ−1∂agˆ
)
=
1
2
tr ∂a ln gˆ =
1
2
∂atr ln gˆ =
1
2
∂a ln detgˆ = ∂a ln
√
g ,
(O.2)
where gˆ represents the metric in matrix notation, while g represents its determinant. From the passages
in (O.2) we obtained
Γmma =
1√
g
∂a
√
g . (O.3)
Putting this compact expression into (O.1) we get
∇mV m = ∂mV m + 1√
g
(∂m
√
g)V m =
1√
g
∂m(
√
g V m) . (O.4)
Let us study in detail the asymptotic behavior of the extrinsic curvature counter-term (8.103),
SK =
∫
d4x
√
−g˜
(
2K − 4
L
)
. (O.5)
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Considering (8.106) and the asymptotic behavior of the fields given in (8.93) and (8.113), we obtain
√
−g˜ = g(r)1/2 e−χ(r)/2 r2 + e
χ(r)/2
2g(r)1/2
gtx(r, t)
2
r∞→∞−→
(
r3
L
− L
3
4
)
+
1
2
(
L
r
+
1
4
L5
r4
)
g2tx + ...
∼ r
3
L
− L
3
4
+
L
2
r3g
(0)
tx g
(0)
tx + Lg
(0)
tx g
(1)
tx +
L5
8
g
(0)
tx g
(0)
tx + ...
(O.6)
We want to analyze the large r behavior of the extrinsic curvature (8.109). Let us consider the factors
that appear there singularly; the square root of the determinant of the full metric is
√−g = e−χ(r)/2 r2 + e
χ(r)/2
2g(r)
gtx(r, t)
2
r∞→∞−→ r2 + 1
2
1
r2
L2
− L22r
g2tx + ... ,
∼ r2 + L
2
2
r2g
(0)
tx g
(0)
tx +
L2
r
g
(0)
tx g
(1)
tx +
L6
4r
g
(0)
tx g
(0)
tx + ... ,
(O.7)
and its inverse is
1√−g
r∞→∞−→ 1
r2
− L
2
2r2
g
(0)
tx g
(0)
tx −
L2
r5
g
(0)
tx g
(1)
tx −
L6
4r5
g
(0)
tx g
(0)
tx + ... (O.8)
The leading behavior of the factor 1/
√
grr is given by1
1√
grr
=
√
g(r)
r∞→∞−→ r
L
− L
3
4r2
+ ... , (O.9)
Putting these results in (8.109) we obtain (up to quadratic contributions in the fluctuations and discarding
subleading terms)
K =
1√−g ∂r
(√−g√
grr
)
r∞→∞−→ 3
L
− 
2
L5
r3
g
(0)
tx g
(0)
tx −
3L
r3
g
(0)
tx g
(1)
tx (O.10)
We eventually have the following leading terms (for the part of the counter-term which is quadratic in
the metric fluctuations)
S
(2)
K ∼
∫
d3x
√
−g˜
(
2K − 4
L
)
∼
∫
d3x
(
r3g
(0)
tx g
(0)
tx −
3
2
L4g
(0)
tx g
(0)
tx − 4r3g(0)tx g(1)tx
)
. (O.11)
1Attention not to confuse the g in (O.6) and (O.7) which represents the full metric with the g in (O.9) that represents the
function g(r) appearing in the metric ansatz.
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The terms in the action involving the metric fluctuations are
−eχ/2gtxg′tx ∼ −
(
r2g
(0)
tx +
1
r
g
(1)
tx
)(
2rg
(0)
tx −
1
r2
g
(1)
tx
)
∼ −2r3g(0)tx g(0)tx − 2g(0)tx g(1)tx + g(0)tx g(1)tx +
1
r3
g
(1)
tx g
(1)
tx
∼ −2r3g(0)tx g(0)tx − g(0)tx g(1)tx + ...
(O.12)
and
eχ/2
2
g′
g
g2tx ∼
1
2
2r
L2
+ L
2
2r2
r2
L2
− L22r
(
r2g
(0)
tx +
1
r
g
(1)
tx
)2
∼ r3g(0)tx g(0)tx +
3
4
L4g
(0)
tx g
(0)
tx + 2g
(0)
tx g
(1)
tx
(O.13)
Putting together the results obtained in (O.11), (O.12) and (O.13), we obtain the terms containing the
metric fluctuations that appear in the renormalized action (8.114).
P
Thermal Conductivity
From (8.115), (8.117) and (8.117) we have
Q =
δSquad
δg
(0)
tx
− µδSquad
δA
(0)
x
− δµδSquad
δB
(0)
x
(P.1)
Besides, from the conductivity matrix (8.92) using (8.118) we obtain
Q = κT
(
−∇xT
T
)∣∣∣∣
EAx =E
B
x =0
= κT
(
iωg(0)tx
)
(P.2)
Again using (8.118), the EAx = E
B
x = 0 condition implies the following relations
EAx = 0 ⇒ A(0)x = −µg(0)tx (P.3)
EBx = 0 ⇒ B(0)x = −δµg(0)tx (P.4)
Let us compute explicitly the terms in (P.1) using all the just mentioned relations
δSquad
δg
(0)
tx
= −3 g(1)tx −  g(0)tx = −ρA(0)x − δρB(0)x −  g(0)tx = (µρ+ δµδρ− ) g(0)tx (P.5)
−µ δSquad
δA
(0)
x
= −µ
(
1
2
A(1)x +
iωσA
2
A(0)x +
iωγ
2
B(0)x − g(0)tx ρ
)
=
(
µ2 iωσA + µ δµ iωγ + µρ
)
g
(0)
tx
(P.6)
−δµ δSquad
δB
(0)
x
= −δµ
(
iωγ
2
A(0)x +
1
2
B(1)x +
iωσB
2
B(0)x − g(0)tx δρ
)
=
(
µ δµ iωγ + δµ2 iωσB + δµδρ
)
g
(0)
tx
(P.7)
Substituting back into (P.1) we obtain
Q =
(
2µρ+ 2δµδρ− + µ2 iωσA + 2µ δµ iωγ + δµ2 iωσB
)
g
(0)
tx , (P.8)
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which eventually, comparing with (P.2), leads to
κT =
i
ω
(−2µρ− 2δµδρ+ ) + µ2 σA + 2µ δµ γ + δµ2 σB (P.9)
coinciding with (8.122) up to the term in the pressure (see the comments below (8.122) in the main text).
P.1 Simple observation on the sign of the thermo-electric conductivity
We look at a simple medium whose transport properties are due to the presence of carriers; in this
medium a temperature gradient can generate an electric transport. The purpose is to show that the sign
of the thermo-electric effect can be either positive or negative already in a simple model. Consider a
cylinder of material having unitary section; within the material there are electrically charged carriers
that can flow and interact. They are characterized by their volume density n, their mean free path λ
and the mean time between consecutive interactions τ . Suppose that in two neighboring slices of the
material there is a difference in temperature; as the quantities characterizing the carriers are temperature-
dependent, the two slices at different values of the temperature are unbalanced. Let us study the net
flux of charges through the section of the cylinder separating the two slices. The two slices 1 and 2 are
respectively characterized by Ti, ni, λi and τi where i = 1, 21. The fluxes of carriers 1 → 2 and 2 → 1
through Σ in the lapse of time dt are respectively given by
dΓ1→2 =
n1λ1
2
dt
τ1
dΓ1←2 =
n2λ2
2
dt
τ2
(P.10)
where the factor 1/2 is due to the fact that only half of the carriers move towards Σ. The total flux
through Σ is
dΓtot =
1
2
(
n1λ1
τ1
− n2λ2
τ2
)
dt ∼ 1
2
(
−n
τ
dλ
dx
dx− λ
τ
dn
dx
dx+
nλ
τ2
dτ
dx
dx
)
x=x1
dt (P.11)
where
X2 ∼ X1 + dX
dx
∣∣∣∣
x=x1
dx with X = n, λ, τ . (P.12)
Since dx is of the order of the mean free path we can consider dx ∼ λ up to corrections of higher order,
so
dΓtot
dt
∼ λ
2
(
−n
τ
dλ
dx
− λ
τ
dn
dx
+
nλ
τ2
dτ
dx
)
x=x1
. (P.13)
From (P.13) it is comprehensible that the sign of the charged carriers flux is sensitive to how the various
quantities n, λ and τ vary as a consequence of the thermal gradient along the rod.
1Where Ti = T (xi) and similarly for the other quantities.
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Notice that it is not redundant to retain both the mean free path λ and the characteristic time between
two interactions τ , indeed they can have different behaviors with respect to the temperature and, for
instance, the composition or disorder of the system. Consider a simple example in which the cross-
section scattering of the carriers on impurities is independent of the temperature and the velocity of the
carriers: we can change the temperature and the impurity density so that τ remains constant and, at the
same time, λ results instead affected.
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Brief Conclusion
The general picture which hopefully this thesis has helped to convey, is that the string formalism offers
an extremely fertile framework for studying field theory beyond the perturbative regime. Such possibility
proves significant for the theoretical investigations in general and, maybe, it will play a crucial role in
exposing new generations of string-inspired models to experimental tests.
In the first part of the thesis we described the computation of stringy instanton effects in 4-dimensional
N = 2 SU(N) gauge theory with matter in the symmetric representation. The main conclusion there is
that stringy effects give non-vanishing contributions both in the conformal SU(2) case and in the gen-
eral non-conformal SU(N > 2) models. In the former case, the stringy corrections to the effective
prepotential suggest a very interesting structure which leads one to conjecture a close compact form for
the resummed stringy contributions at all orders in the topological charge. This point has to be further
investigated as it could signal a still unknown duality of the model. It is to be noted that our model
represents the first instance of stringy instanton effects appearing directly (i.e. without the need of any
compactification procedure) in a 4-dimensional theory.
The second part of the thesis concerns the detailed analysis of a holographic system with two Abelian
currents. The presence of a scalar undergoing condensation allows us to study a model of superfluid or
superconductor transitions at strong coupling. The emergence of superconductivity has been checked
precisely by means of the study of the DC transport properties of the system. We have characterized
the phase diagram of the system observing that it suggests the absence of any Chandrasekar-Clogston
bound at strong-coupling and also the absence of a non-homogeneous LOFF-like phase. The system,
in its normal phase, generalizes at strong-coupling Mott’s “two-current” model and shows interesting
spintronic properties. One of the main features of the mixed “electric-spin” characteristics of the system
concerns the occurrence of “spin-superconductivity”; this phenomenon occurs even though the Cooper-
like condensate is neutral with respect to the effective magnetic field. The model offers suggestive
behaviors readable in terms of carrier-like transport and possesses various viable generalizations, among
which, the finite-momentum analysis and the introduction of impurities or lattice-like features.
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