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ABSTRACT
Flow assurance has emerged as a technical discipline that focuses on the design of safe
and secure operation techniques for uninterrupted transportation of reservoir fluids in the
flowlines. Flow assurance includes various subjects related to the formation of solids, such
as asphaltene, wax, scale and hydrate control and management. Gas hydrates are ice-
like solid compounds composed of water cavities filled with small gas molecules. Under
thermodynamically favorable conditions, gas hydrates can form rapidly in the pipelines and
plug the pipeline within a relatively short timescale (i.e. a few hours to a few days), making
it one of the major problems in the flow assurance industry. Hydrate plugs are not only a
potential risk to safe production, but are also usually costly to locate and remove. Although
there are ways to either avoid or control the hydrate formation in subsea pipelines, in order to
understand hydrate formation at different operating conditions, a predictive tool for hydrate
slurry transportation is critically required. The Center for Hydrate Research in the Colorado
School of Mines has devoted large efforts to develop a transient hydrate simulation tool,
CSMHyK, which stands for Colorado School of Mines Hydrate Kinetics. CSMHyK is coupled
with a transient multiphase flow simulator and contains models for different flow systems.
In oil-dominated systems, it is assumed that hydrate growth occurs at the interface of the
dispersed water droplets and hydrate agglomeration is caused by the cohesive force between
hydrate particles. If the fluid shear is not able to suspend the large hydrate agglomerates,
they may bed at the bottom of the pipe. In water-dominated systems, hydrate formation is
simplified to form only at the interface of the gas bubbles entrained in the water phase. In
gas-dominated systems, hydrates form both on the surface of the gas bubbles in the water
phase and on the water droplets entrained in the gas phase. Hydrates can also grow on the
pipe wall surface due to water condensation and hydrate film growth. Once formed in the
bulk gas phase, hydrate particles could deposit on the pipe wall due to adhesive forces.
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In this thesis work, CSMHyK has been modified to consider phase inversion from an
oil- to a water-dominated system. The effective hydrate slurry viscosity has been modified
to consider the contribution from both the hydrate and the emulsion dispersion. Thermo-
dynamic inhibitor concentration changes due to hydrate formation are taken into account
inside CSMHyK. CSMHyK models are validated by comparing predictions with the exper-
imental results obtained from the University of Tulsa and ExxoMobil flowloops at different
operating conditions, which include different liquid holdup, water cut, oil type, and mixture
velocity. The modified CSMHyK has been applied to various field simulations and showed
relatively good agreement with field data. Those fields include black oil and gas condensate
subsea tiebacks as well as dry tree facilities. When applying CSMHyK to field simulations,
it is recommended that multiscale experiments, such as rheology, bottle tests, HP-DSC and
HP-MMF are conducted to understand the oil and emulsion properties. From field simula-
tions, it is indicated that CSMHyK can be used for the design and optimization of subsea
transport facilities, as well as for the prevention, management and remediation of hydrates
in the pipelines. From CSMHyK simulations, it is indicated that the low spots where water
accumulates usually have a higher chance of hydrate plugging. High salt concentration in
the formation water may limit the maximum amount of hydrates formed in the system. The
emulsion stability may play an important role in predicting the hydrate slurry transporta-
tion. The maximum hydrate formation volume fraction in a liquid export line could be up
to 20 vol.%.
Prior to this thesis work, CSMHyK only considered viscosification and agglomeration.
However, hydrate plugging is a complicated process which can involve bedding, deposition,
jamming and hydrate film growth. A hydrate bedding model for the oil-dominated system
is developed in CSMHyK in this thesis. In the bedding model, it is hypothesized that
hydrate agglomeration controls bedding and capturing bedding will contribute to pressure
drop prediction. In the implementation of the bedding model, it is assumed that hydrate
agglomerate sizes follow a log-normal distribution (as indicated from autoclave experiments)
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and bedded hydrate agglomerates may be re-dispersed to the flow layer based on the force
balance. The bedding model is coupled with the hydrate agglomeration and viscosification
model. This bedding model has been tested against different flowloop tests with Conroe
crude oil at different mixture velocities and shows qualitative agreement with experimental
observations both during continuous pumping and ramping tests.
In the last chapter of the thesis, a sensitivity study was performed illustrating how the
cohesive force between hydrate particles, liquid velocity and water cut could affect hydrate
transportability and pressure drop. Recommendations for future development on partially
dispersed systems are provided.
v
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CHAPTER 1
INTRODUCTION TO FLOW ASSURANCE OIL AND GAS PRODUCTION
The petroleum industry has expanded consistently over the last decades from land to
offshore explorations and productions [1]. For example, the global deep (500 – 1500 m)
water production reached 9.3 million barrels per day in 2015 [2]. With the evolution of
new exploration and drilling technologies, the blossom of deep to ultra-deep (> 1500 m)
water production is expected [3]. However, deep and ultra-deep water offshore production
will face more challenging situations, among which one critical problem is to assure oil and
gas flow through complex long subsea tiebacks. Potential impediments in subsea flowlines
include formation and deposition of hydrates, waxes (paraffins), asphaltenes and scales,
etc [4]. Flow assurance of the produced hydrocarbon stream has emerged as a technical
discipline that focuses on the design of safe and secure operation techniques for uninterrupted
transportation of reservoir fluids in the flowlines [5]. This chapter focuses on a brief overview
of flow assurance concerns including various solid deposits.
1.1 Asphaltene Control
Asphaltenes are generally considered among the largest, heaviest, most polar and surface-
active components of the oil that are insoluble in light aliphatic hydrocarbons, such as
pentane and heptane, but soluble in aromatic solvents such as toluene and xylene [6]. As-
phaltenes consist various polyaromatic structures with aliphatic chains as well as containing
heteroatoms or metals such as sulfur, nitrogen, oxygen, nickel, vanadium, and iron, etc [7].
As the oil and gas exploration is moving towards the vast reserves of heavy and unconven-
tional oils, asphaltene has become one of the major contributors that pestor the petroleum
industry. Destabilized asphaltenes can precipitate from oil due to depressurization below the
asphaltene precipitation on-set pressure (AOP) [8]. Figure 1.1 shows a typical asphaltene
molecule with a polyaromatic core.
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Figure 1.1 A typical asphaltene molecule with a polyaromatic core, reconstructed from [6].
The pressure and temperature change as well as the mixing of gas and oil streams asso-
ciated with the wellbore production and turbulent flow in the pipeline transportation may
result in a change in the oil polarity and thus the flocculation/agglomeration and partial
precipitation of the asphaltenes [9]. Asphaltene deposition could lead to problems such as
wellbore and pipeline clogging, tightening of w/o emulsions, sedimentation and plugging
during oil transportation and storage, fouling and coke formation in production and refining
equipment, etc [10].
There are generally two ways for asphaltene control: nonchemical techniques and chem-
ical techniques. Avoiding mixing certain crude streams, operating outside the asphaltene
formation envelope (AFE), mechanical cleaning of the wells and surface equipment, and us-
ing higher flows to erode deposits are some commonly used nonchemical techniques. Adding
asphaltene dispersants (ADs) and asphaltene inhibitors (AIs) are two generic chemical tech-
niques for asphaltene controls. ADs can keep the flocculated asphaltenes suspended in the
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oil phase by reducing the asphaltene agglomerate size; while AIs can shift the onset of the
asphaltene flocculation pressure [7] .
1.2 Wax Control
Paraffin waxes are long chain (> C18) alkane compounds that are naturally present in
crude oils. These high-molecular weight waxes typically has a low solubility in most organic
solvents at low pressure and temperatures [11]. At reservoir pressures (8000 - 20,000 psia)
and temperatures (60 - 150 ➦C), the solubility of the wax is usually sufficient to fully dissolve
all the wax in the crude oil. As the fluid temperature and pressure decrease during sub-
sea transportation, wax may precipitate out of the crude oil. Wax appearance temperature
(WAT), i.e. cloud point, is the temperature when wax crystals start to precipitate from the
crude oil, and is highly dependent on the oil composition. WAT is usually higher than the
hydrate formation temperature. Wax deposition on the pipeline wall may cause problems
such as increased viscosity and pressure drop, reduction of effective flow diameter, degrada-
tion in equipment operation efficiency, and production interruptions [7]. Wax may also cause
gelling problems during pipeline shut-in and when the fluid temperature is cooled down to
below pour point. Only 2 wt.% of precipitated wax may lead to gelling due to flocculation
and result in restart failure if the fluid shear during restart is less than the yield stress of
the wax-oil gel [12].
There are various studies to illustrate the wax deposition mechanisms. The mechanism
that is widely accepted is the molecular diffusion mechanism. Wax deposition occurs when
the fluid temperature near the pipe wall falls below WAT and possibly below pour point,
while the bulk temperature may still be above WAT. This radial temperature gradient is the
thermal driving force for wax molecular diffusion from the bulk fluid towards the pipe wall.
The replenishment of the crystallized wax components on the pipe wall finally results in
wax deposition. Eq. 1.1 is the dissolved wax transportation rate calculated from molecular
diffusion [11]. The 3-D structure of wax deposition may trap a significant amount of oil
and act as an insulator for pipelines/equipment [13]. Counter diffusion of the oil molecules
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from the trapped oil near the wall to the bulk fluid may also occur, which increases the wax
component in the deposit and hardens the wax deposit with time (aging). It is found out that
for single-phase flow, the wax deposits in laminar flow are soft, while that in turbulent flow
are hard due to less amount of trapped oil. The morphology and textures of wax deposition
in gas-oil/water-oil two-phase flow is flow pattern dependent. The wax deposition under the














is the dissolved wax transportation rate, ρo is the oil density, Dwo is the
wax diffusion coefficient in the oil phase, Ai is the interfacial area, Cw is the dissolved wax
concentration, Rp is the pipeline internal radius and Tsys is the fluid/system temperature.
There are several different ways to control wax gelling and the buildup of wax deposition.
Mixing a waxy crude oil with a light diluent such as a gas condensate may reduce the WAT.
Pipeline insulation, heating, coating, hot oiling and regular pigging may reduce the buildup
of wax deposit. Chemicals such as wax inhibitors and wax dispersants need to be evaluated
case-by-case, but have been applied in oil and gas industry as well. Wax inhibitors decrease
the WAT, and wax dispersants work by prevent the wax gelling through affecting the pour
point and preventing the formation of a 3-D network [16].
1.3 Scale Control
Scale deposition may cause loss of well productivity, equipment malfunction, reduced flow
rate and even pipeline blockage. Scale prevention is important for productions that include
a mixture brine waters. Common scales that could encounter in the oil and gas industry
include carbonate scales (CaCO3 and FeCO3), halite (NaCl), sulfate scales (BaSO4, CaSO4
and SrSO4) , sulfide scales (FeS, FeS2, PbS, CaS and ZnS), etc [7]. The formation of
scales is a function of temperature, pressure, CO2 and H2S content in the gas phase, pH
and total dissolved solids (TDS). Different formation zone in the oil/gas reservoir usually
contain different brines, once these brines are mixed inside production pipelines or facilities,
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scales could deposit [17].
Scale deposition has often mixed compositions and can be classified as “pH independent”
and “pH sensitive”. Carbonate and sulfide scaling tendencies are heavily influenced by
pH since they are acid soluble, while sulfate scales and halite are pH independent [18].
The formation water usually contain soluble calcium bicarbonate (Ca(HCO3)2). As the
pressure drops during transportation, more CO2 is released, increasing carbonate (CO
2−
3 )
concentration and eventually lead to the precipitation of CaCO3. Sulfate scales usually form
during the mix of formation water and injected sea water in the reservoirs, which is due to
the mixing of high concentration of sulfate ions in sea water (˜ 2800 ppm) with group II
metal ions (Mg2+, Ca2+, Sr2+, Ba2+) in the formation water. Sulfide scales mostly come
from the activity of sulfate-reducing bacteria on the sulfate ions (SO2−4 ) in the injected sea
water. The sulfate-reducing bacteria reduce sulfate ions to hydrogen sulfide (H2S), which
is in equilibrium with hydrosulfide (HS−) and sulfide ions (S2−). Iron ions formed from
corrosion would react with sulfide ions and form FeS and FeS2 [19]. Sulfate and sulfide
scales can be mitigated through sea water desulfation. Scales deposition can be controlled
through water-soluble scale inhibitors, whose working mechanisms are to interact with either
the anions or cations to prevent or retard the nucleation and crystal growth of inorganic
scales. Once formed, scales can also be removed physically or chemically [20, 21].
1.4 Hydrate Control
Gas hydrates are ice-like clathrate crystals that are comprised of cages of hydrogen-
bonded water molecules and small molecules stabilized as guests in these cages. The common
hydrate guests that could be clathrated include methane, ethane, propane, carbon dioxide,
butane, hydrate sulfide, nitrogen, and cyclopentane. There are three different structure of
gas hydrates, i.e., sI, sII, and sH [22]. sI hydrate formers include carbon dioxide, methane,
ethane and hydrogen sulfide, etc. Nitrogen, propane, iso-butane and cyclopentane are known
to form sII hydrates. Natural gas mixtures containing propane and iso-butane usually form
sII hydrates. The formation of sH hydrates requires the collaboration of two guest molecules
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to be stable in one cage. sI and sII hydrate cages usually form by pentagonal and hexagonal
faces, sH hydrate cages include square face besides pentagonal and hexagonal faces. Fig-
ure 1.2 shows three common hydrate structures. sI hydrates consist of 46 water molecules
and include two pentagonal dodecahedron (512) and six tetradecahedron (51262). sI hydrates
is composed of 136 water molecules with sixteen pentagonal dodecahedron (512) and eight
hexadecahedron (51264). sH hydrates contain 34 water molecules with three small 512 cages,
two medium 435663 cages and one large 51268cage [23, 24].
Although gas hydrate has found its way for hydrogen storage and as an energy resource, it
is considered as a nuisance in current oil and gas industry [25]. Gas hydrate can cause serious
flow assurance problems in subsea pipelines where the pressure and temperature make it a
thermodynamically favorable phase. Once formed, the solid gas hydrates can agglomerate
together due to the cohesive force between the hydrate particles [26]. Hydrate agglomeration
may increase the viscosity of the fluids and total pipeline pressure drop, change the flow
regime, result in reduction of internal pipeline diameter and flow rate, and even lead to a
complete pipeline blockage [27]. Figure 1.3 illustrates significant hydrate formation that was
collected into a large mass during routine pigging of a pipeline. A formation degree such as
this may quickly lead to hydrate plugs, which could pose severe operational, environmental
and safety concerns in offshore oil and gas transportation. Hydrate plugs may not only lead
to production loss, but also lead to equipment abandonment. Cleaning hydrate plugged
pipelines could be very costly and time-consuming [28]. There are generally two methods to
prevent hydrate plug formation: hydrate avoidance and hydrate management [29]. Hydrate
avoidance involves electrical heating, pipeline insulation, and the injection of thermodynamic
hydrate inhibitors (THIs), all of which will shift the pipeline operation condition to outside
hydrate formation region [30, 31]. Typical THIs include methanol, mono-ethylene glycol
(MEG), ethanol and salts. Figure 1.4 shows that injecting MEG could shift the hydrate
formation condition to higher pressures and lower temperatures. In this case, it is observed
that injecting 45 wt.% MEG with respect to the water phase could shift the flowline and
6
Figure 1.2 Three common hydrate structures [23].
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riser operating condition to outside of hydrate formation region. Nevertheless, considering
the Joule-Thomson cooling effect during restart, up to 60 wt.% of MEG injection may be
necessary.
Figure 1.3 Gas hydrates recovered from a subsea pipeline during pipeline pigging [32], cour-
tesy of Petrobras.
However, the hydrate avoidance method usually associates with high capital (CAPEX)
and operational (OPEX) expenditures and may not be economical for long subsea pipelines.
Hydrate management allows the formation of gas hydrates, but instead of plugging the
pipelines, the hydrate formation amount and the multiphase flow properties such as vis-
cosity are carefully controlled. Compared with hydrate avoidance, hydrate management is
favored by current oil and gas industry due to its relatively low cost compared with hydrate
avoidance [33]. Hydrate management involves the injection of low dosage hydrate inhibitors
(LDHIs). Two kinds of LDHIs are applied in the industry: kinetic hydrate inhibitors (KHIs)
and anti-agglomerants (AAs). Compared with the large injection quantities of THIs, the
injection amount of LDHIs is usually 1 - 2 vol.% of the produced water [34]. KHIs are
usually water-soluble polymers with other molecules as synergists. KHIs are able to delay
hydrate nucleation and usually decrease post nucleation crystal growth rates [35]. Appli-
cations of KHIs are usually limited to a certain subcooling, since higher subcoolings are
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found to shorten the nucleation delay time. Thus, KHIs may not be applicable for most
deep water subsea tiebacks due to the long transportation and high subcooling [7]. AAs
work by creating a transportable gas hydrate slurry and preventing hydrate agglomeration
regardless of the subcooling. Therefore, AAs could be applied to more severe deep water
flowline transportation where the fluid residence time might be long [36]. AAs are surfac-
tants that have “hydrate-philic” heads and hydrophobic tails. After hydrate formation, AAs
preferentially adsorb on the hydrate surface driven by electrostatic interactions and prevent
hydrate agglomeration by forming “AA layers” around hydrate particles [37]. During AA
applications, the maximum solids that could be transported as hydrate slurries are limited
by the maximum solid packing fractions (˜ 50 vol.%) [38].
Figure 1.4 Injecting MEG may shift the subsea flowline temperature outside of hydrate
formation region.
1.5 Scope and Structure of this Thesis
In this thesis, Chapter 1 provides a brief introduction to flow assurance, which includes
asphaltene, wax, scale and gas hydrate control. Chapter 2 summarizes the previous CSMHyK
modeling work on hydrate formation and transportation. Chapter 3 presents the recent
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modifications and flowloop simulation validations of CSMHyK models, which is a further
development from Chapter 2. Chapter 4 presents the CSMHyK field applications that were
performed during this thesis work, which include both black oil fields and gas condensate
fields. Chapter 5 illustrates how to apply CSMHyK to the fields starting from benchtop
experiments to understand the fluid properties. Chapter 6 focuses on the bedding model




PREVIOUS MODELING WORK ON HYDRATE FORMATION AND
TRANSPORTATION
Natural gas hydrates in flow assurance have been a major nuisance in oil and gas produc-
tion systems ever since Hammerschmidt identified pipeline hydrates in the 1930s [39]. In the
past decade, the oil and gas industry has witnessed the hydrate paradigm change from avoid-
ance to management [40, 41]. However, hydrate management requires a robust understand-
ing of hydrate formation kinetics and hydrate slurry rheology, as well as a comprehensive
simulation tool to predict the hydrate formation rate, amount and transportability under
the complicated multiphase flow condition in the real field. Generally, the time-dependent
hydrate formation kinetics could be affected by various factors, such as pressure and tem-
perature of the system, emulsion dispersion, gas and water available for hydrate formation,
surfactants, mass and heat transfer limitations, etc [42, 43, 44]. Due to this, the development
of the hydrate formation kinetics model is not as mature as the time-independent hydrate
formation thermodynamics. For example, Bishnoi and coworkers [45, 46] studied the hydrate
formation kinetics by conducting experiments for a short time after hydrate onset with less
than 5% water conversion, barely taking account of the mass and heat transfer limitations.
Kumar et al. [47] reviewed previous work on hydrate formation kinetics with surfactants, and
summarized that surfactants may reduce the hydrate nucleation induction time, increase the
hydrate growth rate and enhance the water conversion amount to hydrates. Due to the com-
plexity with hydrate kinetics study, a different scaling factor is usually necessary to reduce
the intrinsic kinetics rate in order to predict the hydrate formation rate for different systems
[48]. To overcome this drawback, the Center for Hydrate Research in Colorado School of
Mines has devoted large efforts to generate hydrate formation models (CSMHyK) consider-
ing both intrinsic kinetics as well as transport limitations. CSMHyK stands for Colorado
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School of Mines Hydrate Kinetics and is a transient hydrate simulation tool coupled with
a state-of art multiphase flow simulator (OLGA➤). CSMHyK contains both the hydrate
formation kinetics model and transport model. The kinetics model calculates the hydrate
formation rate through a first order equation with a thermodynamic driving force [49]. In
hydrate formation transport models, it is assumed that when hydrate nucleation happens,
an initial hydrate shell forms at the water droplets interface. Further hydrate growth occurs
on the interior of the shell, and is limited by the mass transfer or heat transfer through
the boundary oil layer surrounding the hydrate particle as well as through the hydrate shell
[50, 3]. Although CSMHyK comes with empirical parameters, it has been validated against
industrial scale flow loop tests with various fluids and water cuts, and has been applied
to successfully predict the hydrate plugs in the field [51, 3, 27]. With CSMHyK coupled
with OLGA➤ as the foundation for hydrate formation and transportation, it can be used
for the design and optimization of subsea transport facilities, as well as for the prevention,
management and remediation of hydrates in the pipelines [34].
In the oil and gas production pipelines, the liquid holdup and water cut vary significantly
with respect to different oil/gas fields. Considering this, the oil and gas transportation
in pipelines can be classified as oil-dominated system, water-dominated system and gas-
dominated system. When the gas to liquid ratio is high and the flow is dominated by
gas, the system is called as a gas-dominated system [52]. In an oil-dominated system,
all the water is emulsified in the oil continuous phase [53]. At higher water cuts, all the
water cannot be emulsified in the oil phase, which leads to the presence of a free water
layer/phase during flow, and this characterizes a partially-dispersed system [54]. In a water-
dominated system, oil droplets and gas bubbles are dispersed in the water phase [55]. There
are three sub-models included in the current version of CSMHyK-OLGA➤ plugin, which are
designed for oil-dominated systems, water-dominated systems and gas-dominated systems,
respectively. In oil-dominated system, the hydrate formation rate is calculated by either a
kinetics model or a transport model, with hydrate agglomeration size calculated through
12
a force balance. In water-dominated system, a mass transfer based hydrate growth model
is applied, with hydrate plugging criterion based on fluid velocity, hydrate volume fraction
and liquid holdup. In gas-dominated system, a kinetics model is utilized to for hydrate
film growth and deposition on pipeline walls [56, 57]. This chapter focuses on a review of
previous CSMHyK modeling work on hydrate formation and transportation in oil-, water-
and gas-dominated systems, which is the basis for further CSMHyK development.
2.1 CSMHyK Development Overview
Typical experimental apparatuses utilized to study hydrates in flow assurance include
micro-mechanical force measurements, high-pressure differential scanning calorimeters, au-
toclaves, rocking cells, rheometers, flowloops, etc [38, 58, 59, 60, 61]. These apparatuses help
to decompose the complicated hydrate formation and slurry transportation problems into
controllable and measurable experiments, where fundamental understanding of the mecha-
nisms is tractable and promoted. All the studies from these multiscale experiments lead to
the development of CSMHyK. Figure 2.1 shows the connection between experiments and
CSMHyK. On one hand, the multiscale experiments can provide inputs to CSMHyK and
benchmark CSMHyK models. On the other hand, CSMHyK simulations can provide guid-
ance to the experiments and suggest further experiments. CSMHyK can bridge the gap
between lab experiments and the transient multiphase flow scenarios in the field. Using
CSMHyK, the hydrate formation rate and amount, the water and gas consumption due to
hydrate formation, as well as the temperature and hydrate slurry viscosity of the system
during hydrate formation and dissociation, can be calculated [56]. All of these information
can help locate the hydrate plugs in the field.
Figure 2.2 is the development chronology of CSMHyK. The kinetics model for the oil-
dominated system was developed first [49]. In order to consider the transport resistances
during hydrate formation, the transport model was developed in addition to the kinetics
model [50]. There are rheological models to account for the viscosity change caused by the
hydrate formation and agglomeration [62]. Based on experimentation, the hydrate forma-
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Figure 2.1 Connections between multiscale experiments and CSMHyK.
tion and plugging mechanisms under various flow conditions could be different [63]. The
hydrate formation rate in the water-dominated system is computed through a mass-transfer
based model [56]. The hydrate formation models in the water- and oil-dominated systems
are coupled together and can predict the hydrate growth and transportability in pipelines
exhibiting both oil- and water-dominated environments in different sections of the pipe [64].
In gas-dominated systems, the hydrate plugging mechanisms such as film growth and depo-
sition are included in the model [65]. It is noted that all the CSMHyK models are validated
against high-pressure large-scale flowloop experiments and are applied to subsea tiebacks to
assess the hydrate formation and plugging risk under various field conditions [3].
Figure 2.2 Connections between multiscale experiments and CSMHyK.
2.2 Integration of CSMHyK with OLGA➤
OLGA➤ is a one-dimensional commercial multiphase flow simulator [66]. OLGA➤ spa-
tially discretizes the pipeline into multiple control volumes, and within each control volume,
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it will calculate and update the following: fluid properties, phase masses, phase equilibrium,
momentum balance, velocity, volume and pressure, along with energy and temperature. Af-
ter initialization, an iterative algorithm is executed for every control volume at each time
step. CSMHyK includes four parts: a user defined PVT (UDPVT) module, a flash module,
a rheology module for oil-dominated systems and a PVT property update module. In the
UDPVT module, both the hydrate equilibrium curves and the hydrate former guest con-
centration tables are checked in preparation for hydrate growth calculations. In the flash
module, the hydrate formation onset is calculated based on the hydrate equilibrium curves
and the subcooling; the hydrate growth or dissociation rates are computed using either the
hydrate formation or dissociation models; and masses for each phase are updated accord-
ingly. In the rheology module for oil-dominated systems, the dynamic hydrate agglomerate
size and hydrate slurry viscosity are calculated. Finally, the hydrate PVT properties, in-
cluding density, heat capacity and thermal conductivity, as well as the hydrate formation
amount and updated phase mass are sent back to OLGA➤ as CSMHyK outputs. Figure 2.3
is an overview of the coupling process of CSMHyK-OLGA➤ [67].
2.3 Models in Oil-Dominated Systems
In the oil-dominated systems, the hydrate formation is divided into four main stages, as
shown in Figure 2.4: (i) water entrainment considering the emulsification of water droplets
in a continuous oil phase (W/O emulsion); (ii) hydrate growth at the interface of water
droplets when a certain subcooling has been reached; (iii) hydrate agglomeration caused by
the interaction between particles in the form of cohesive forces; and (iv) plugging due to an
increase in hydrate slurry viscosity that could lead to pipeline blockage [63].
The current models for oil-dominated system comprise five parts: droplet size calculation,
kinetics model, transport model, hydrate cohesive force calculation, hydrate agglomeration
model, and hydrate slurry viscosity model.
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Figure 2.3 Integration of CSMHyK into OLGA➤.
Figure 2.4 Conceptual picture of hydrate formation and plugging in oil-dominated systems,
adapted from [68] with input from J. Abrahamson (U. Canterbury, Christchurch, NZ).
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2.3.1 Droplet Size Calculation
The size of the dispersed water droplets determines the interfacial area available for
hydrate formation, as well as the emulsion rheology and stability. The model developed
by Boxall et al. [69] is used to estimate the water droplet size based on the oil phase
density, viscosity, velocity, and water-oil interfacial tension. In this model, the turbulent
flow is categorized into two subranges: inertial and viscous. Inertial subrange occurs when
the turbulent inertial stress is dominant compared to the viscous stress. On the contrary,
viscous subrange is defined as when viscous stress has an important effect on the droplet size
instead of inertial stress. Figure 2.5 represents these two regions in terms of the smallest
scale eddy size (given by the Kolmogorov length, ld) and the droplet size (d). In an inertial
sub-range, the droplet size (d) is larger than the Kolmogorov length (ld); while in the viscous
sub-range, the droplet size (d) is smaller than the Kolmogorov length (ld) [70]. In the inertial
subrange, the effect of viscous stress is negligible and the maximum droplet size is given by
this balance of interfacial stress that tries to hold the drop together and the inertial stress
that attempts to break up the droplet. In the viscous subrange, where the maximum droplet
size is determined by a balance between the interfacial stress and the viscous stress, and
is independent of the inertial stress [71, 72]. Based on the force balance analysis in these
two subranges, two correlations based on the Weber number (We = ρoU
2Dp/σ), and the
Reynolds number (Re = ρoUDp/µo) were developed by Boxall et al [69]. The transition
from the inertial to the viscous sub-ranges occurs when (We > 0.0674Re5/4). The Sauter
mean droplet size (d̄) is assumbed to be 0.7dmax. In the inertial subrange, the Sauter mean








Where d̄ is the mean droplet diameter, Dp is the pipeline internal diameter, ρo is the
density of the oil phase, U is the fluid velocity, σ is the oil-water interfacial tension, and µo
is the oil viscosity.
Figure 2.5 Balance of stresses controlling droplet size in turbulent flow within (a) inertial
subrange; (b) viscous subrange [69].
2.3.2 Kinetics Model
Upon hydrate formation, the hydrate particle size is assumed to be the same as the water
droplet size. After reaching a certain subcooling (∆Tsub = Thyd
−
eq − Tsys), the hydrate onset
takes place, and the intrinsic kinetics hydrate growth rate is calculated using a first order
thermodynamic-driving equation according to Eq. 2.3: In Eq. 2.3, the gas consumption rate
is a function of the intrinsic kinetics rate constants (k1 and k2), which are regressed from
the data of Vysniauskas and Bishnoi [46], the surface area between the water droplets and
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the oil phase (As), and the subcooling (∆Tsub) [73]. The kinetics model assumes that water
droplets are converted completely into hydrate particles, and gas consumption only results
in an increased number of primary hydrate particles. As the droplets convert, the surface
area for further hydrate formation is reduced. With the regression of the experimental data
of Englegos et al. [45], k1 is 7.3548Ö1017 and k2 is -13,600 K. The induction time for hydrate
nuclei formation is not considered and the nucleation is assumed to occur instantaneously
at subcooling (∆Tsub) [73]. The hydrate formation interfacial area is calculated with all the






Here, the pre-factor u has a default value of 1, but it can be adjusted to scale down the
hydrate formation rate to account for mass and heat transfer resistances based on empirical
experimental data. dmgas
dt
is the gas consumption rate. Tsys is the system temperature and
Thyd
−
eq is the hydrate equilibrium temperature at a certain pressure.
2.3.3 Transport Model Diffusivity
As an alternative to the first order hydrate formation kinetics equation (Eq. 2.3), a
shrinking core model, which considers heat and mass transfer limitations, can be used for
hydrate growth rate calculations. After the formation of hydrate shells, further hydrate
growth occurs due to gas diffusion through the hydrate shells and upon contact with the water
core. The hydrate growth rate would be limited by the slowest gas diffusion or heat transfer
through either the oil boundary layer surrounding the hydrate particle (external resistance),
or through the hydrate shell (internal resistance), as shown in Figure 2.6. After the hydrate
formation rate calculated from intrinsic kinetics with Eq. 2.3, the final hydrate growth rate
is limited by the total mass and heat transfer limitation both internally and externally. The
gas consumption rate considering the external mass and heat transfer limitations is described




















Here kmass is the mass transfer coefficient, Cbulk is the hydrate guest concentration in
the bulk oil phase, Ceq is the hydrate guest concentration in the oil phase in the presence
of hydrate, h is the convective heat transfer coefficient, ∆H is the enthalpy change during
hydrate formation, Xgas
−
hyd is the guest concentration in the hydrate phase, MWgas is the
molecular weight of gas, and MWhyd is the molecular weight of the hydrate phase.
Figure 2.6 Shrinking core model for hydrate formation, reconstructed from [50].
In Eq. 2.4 and Eq. 2.5, the mass and heat transfer coefficients (kmass and h) are cal-
culated using Frössling equations in the inertial sub-range and Middleman and Friedlander
correlations in the viscous sub-range [74, 75, 76].
Mass and heat transfer in inertial subrange:
Sh = 2 + 0.6Re1/2Sc1/3 (2.6)
Nu = 2 + 0.6Re1/2Pr1/3 (2.7)
Mass and heat transfer in viscous subrange:
Sh = 2(1 + 0.25Pemass + 0.083Pe
2
mass + ...);Pemass < 1 (2.8)
Sh = 0.991Pe1/3mass;Pemass > 100 (2.9)
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Nu = 2(1 + 0.25Peheat + 0.083Pe
2
heat + ...);Peheat < 1 (2.10)
Nu = 0.991Pe
1/3
heat;Peheat > 100 (2.11)





oil is the hydrate guest diffusion coefficients in the oil phase. Re is the Reynolds
number. Sc is the Schmidt number, interpolated as Sc = µo/(ρoDgas
−
oil) . Nu is the Nus-
selt number, interpolated as Nu = hDp/kheat, where kheat is the thermo conductivity of the
fluid. Pr is the Prandtl number, interpolated as Pr = cpµo/kheat,where cp is the specific
heat. Pe is the Péclet number either in the mass transfer range or in the heat transfer range,
interpolated as Pemass = UDp/Dgas and Peheat = UDp/α, where α is the thermo diffusivity.
In viscous subrange for intermediate Péclet numbers (1 < Pe < 100), Sherwood and Nusselt
number increases almost linearly [77], and a linear interpolation is therefore used.
The hydrate formation rate from the mass transfer or heat transfer across the hydrate


























shell is the diffusion coefficients of hydrate guest molecules through the hydrate
shell. δ is the shell thickness. rp is the hydrate particle radius, and rw is the radius of the
water core. kcomp is the thermo conductivity across the hydrate shell with a porosity of ε.
Assuming that the pores are filled with water, kcomp is calculated as:
kcomp = εkwater + (1− ε)khyd (2.14)
Where kwater is the thermo conductivity of water and khyd is the thermo conductivity of
hydrate.
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2.3.4 Hydrate Particle Cohesive Force Model - Dynamic Capillary Bridge The-
ory
Calculating the cohesive forces between individual hydrate particles is very important
for hydrate agglomeration characterization. Once hydrates have formed, if the inter-particle
cohesive force is higher than the shear force, hydrates would agglomerate and even form plugs.
Aman et al. [26, 78] developed a dynamic cohesive force model based on hydrate particle
capillary attraction due to a liquid bridge between the hydrate particles and the sintering of
the liquid bridge. From the hydrophilic character of the hydrate surface, Austvik et al. [79]
suggested that capillary forces, formed by a liquid bridge between the hydrate particles, hold
the hydrate particles together and result in hydrate agglomeration. The thermodynamically-
stable liquid bridge forms from the water layer on the hydrate particle surface when there
is an oil phase surrounding the hydrate particles. Figure 2.7 is the schematic representation
of the capillary liquid bridge between two hydrate particles. From Figure 2.7, Aman et al.
[78] derived Eq. 2.15 for the particle cohesive force (FA) from the specific free energy of the











; tcontact < 30s (2.15)
where R∗ represents the harmonic radius of the two hydrate particles. θp is the water wetting
angle. H represents the height of the liquid bridge. ǫ is the immersion depth of the hydrate
particle into the liquid bridge. σ is the water-oil interfacial tension. λ is the embracing
angle. fslv is the specific three-phase contact line free energy. The first term stands for the
pressure difference between the bulk and bridge phases. The second term accounts for the
surface tension of the interface. The third term is assumed small and is therefore neglected
during calculations [80]. The volume (V ) and immersion depth (ǫ) of the capillary bridge
between hydrate particles can be calculated as [81]:











Aman et al. found out that the cohesive force between cyclopentane hydrate particles
increases due to gradual conversion of the liquid bridge into hydrate particles (i.e. sintering)
after a contact time longer than 30 s, as shown in Figure 2.8. The required force to fracture
the hydrate bridge (Fs) is defined by the product the hydrate tensile strength (τt) and the
area of the sintered bridge (Ab), as shown in Eq. 2.18. Since the hydrate tensile strength
(τt) is a constant mechanical property, the increase of the cohesive force between the hydrate
particles is due to the increase in the area of the solid bridge. The area of the solid bridge is
estimated in terms of the radius of contact (χ). Using the measured cohesive force and the
estimated hydrate tensile strength, the radius of contact is regressed as in Eq. 2.19.
Fs = τtAb (2.18)
χ = 1.2147t0.1249 (2.19)
Thus Eq. 2.18 can be written as :
Fs = τtπ(1.2147t
0.1249)2; tcontact ≥ 30s (2.20)
Therefore, when the hydrate particle contact time is less than 30 s, Eq. 2.15 is used for
cohesive force calculation; while when the the hydrate particle contact time is longer than
30 s, Eq. 2.20 is applied.
The dynamic capillary bridge theory provides a scientific direction to calculate the dy-
namic cohesive force between hydrate particles. However, the practical application of this
theory might be challenging. This is because not only the water-oil interfacial tension (σ)
is required, but also the contact angle of the bridge on the particles (θp) and the physical
dimensions of the capillary bridge are necessary. However, the representative measurements
of the contact angles of the bridge and physical dimensions of the capillary bridge under
high pressure and low temperature transportation conditions with various oils, gas-oil ratios
(GORs) and water cuts are not obtained. Thence, this dynamic capillary bridge theory is
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not applied in CSMHyK at this stage.
e
Figure 2.7 Schematic representation of the capillary liquid bridge between two hydrate par-
ticles [78].
2.3.5 Hydrate Slurry Rheology Models
Hydrate agglomeration is a combined effect between hydrate inter-particle cohesive force
and the shear force in the flow system. A hydrate agglomeration model based on steady-state












where dA is the hydrate agglomerate diameter; dp is the hydrate particle diameter; ϕ is
the hydrate particle volume fraction; ϕmax is the maximum packing fraction, assumed to
be equal to 4/7; f is the fractal dimension, assumed to be equal to 2.5 [82]; µo is the oil
viscosity; and γ is the fluid shear rate.







Figure 2.8 Hydrate cohesive force as a function of contact time [78].
Then, the relative viscosity (µr) of the hydrate slurry with respect to that of the oil
phase (µo) is calculated using a modification of the Mills’ equation [83], which considers
the effective volume fraction of the hydrate particle aggregates during steady-state slurry
flow [62]. A hydrate plug is identified from a large viscosity increase, prohibiting flow in
the pipeline. The presence of AAs would decrease the cohesion force between hydrates and









2.4 Models in Water-Dominated Systems
The amount of produced water increases during oil and gas field maturation. Eventually,
at high water cuts, the excess water forms a free water phase, dispersing oil and gas into this
free water layer by shear forces, known as a water-dominated system. However, the hydrate
formation model for water-dominated systems (Figure 2.9) considers a less complicated phase
distribution by assuming only the presence of an aqueous and a hydrocarbon gaseous phase.
The contribution from the dispersed oil phase to hydrate formation is neglected. This model
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splits the hydrate formation process into the following three steps ([3, 55]): (1) Gas entrain-
ment: Flow shear disperses gas bubbles in the continuous water layer and multiphase flow
correlations are used to estimate the surface area of water and hydrocarbon. (2) Hydrate
growth: After reaching a specified subcooling, hydrate onset is assumed to occur immedi-
ately. At this point, the interface of the hydrocarbon gas bubbles contacting surrounding
water forms a hydrate shell. The mass transfer model (Eq. 2.24) developed by Skovborg
and Rasmussen is used to calculate the formation rate [85]. (3) Plugging: The significant
aggregation of hydrate particles can be recognized by a large increase in the slurry viscosity
and sizable fluctuations in pressure drop. The plugging criterion can be estimated as a func-
tion of hydrate volume fraction, fluid velocity, and liquid holdup. Hydrate agglomeration
is not considered in the water-dominated system at current stage due to the unmeasurable





w(Cbulk − Ceq) (2.24)
In Eq. 2.24, kmass is the mass transfer coefficient, As
−
w is the surface area between
the water and gas phase, Cbulk is the hydrate guest concentration in the bulk water phase
without hydrates, and Ceq is the hydrate guest concentration in water phase in the presence
of hydrate.
Figure 2.9 Conceptual picture for hydrate formation and plugging in water-dominated sys-
tems consisting of gas and water phases [3].
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where v∗w is the characteristic water phase velocity defined in Eq. 2.26, and Sc is the
Schmidt number (Sc = µw/(ρwDgas
−
w)). In these equations, τi is the interfacial stress; ρw
is the water density; µw is the water viscosity and Dgas
−
























In Eqs. 2.27 and 2.28, ρgas is the gas density; Tsys is the system temperature; φw is the
water association factor, MWw is the water molecular weight; Vgas is the molar volume of
gas at normal boiling point. vgas and vw are the gas and water velocities, respectively. fi is
the interfacial friction factor, assumed to be 0.022.
The gas-water interfacial area is flow regime dependent. Two flow regimes are consid
water molecular weightered: stratified flow and slug flow. In stratified flow, the gas-water
interfacial area is regarded as a stratified smooth interface, as seen from Figure 2.10. This
smooth gas-water interfacial area (As
−
w) is a function of the internal pipe radius (Rp) and
the water wetted angle (θw). The wetted angle is a function of liquid holdup (Hl), and can
be expressed as in Eq. 2.29 [89]. The gas-water interfacial area (As
−
w) is then calculated
as a function of the wetted angle (θw), pipe section length (L), and the internal pipe radius


















Figure 2.10 Pipe cross section with stratified flow regime [3].
As shown in Figure 2.11, in slug flow, the dominant water-gas interfacial area comes
from the gas bubble entrainment in the slug. Eq. 2.31 displays a correlation to calculate the
liquid/water holdup in the slug (Hls) as a function of the mixture velocity (Um) [90]. Gomez
et al. proposed an alternative correlation to calculate the liquid holdup (Hls) in horizontal
and upward vertical flow (Eq. 2.32) [91].
Hls =
1




Hls = 1.0exp(−(0.45θ + 2.48× 10
−6Rels)) (2.32)
where Rels is the liquid slug Reynolds number.
The gas bubble size in the slug is estimated using a correlation under turbulent flow in


















where Wecrit is the critical Weber number and equals to 1 when the breaking-up force
and restoring force of the gas bubbles are equal, which generates the maximum equilibrium
bubble size. σg
−
w is the gas-water interfacial tension. Dp is the internal pipe diameter and
Usc
−
w is is the superficial velocity of the water phase.
The Sauter mean bubble diameter is used to estimate the average bubble size (db,32), the
number of gas bubbles (Nbubbles), and the gas-water interfacial area (Ag
−
w) in slug flow.










Figure 2.11 Illustration of gas bubble entrainment in slug flow [3, 94].
Joshi et al. suggested that the low cohesive force between hydrate particles cannot ex-
plain the particle agglomeration in water-dominated system [86]. Further studies by Joshi
et al. [55, 3] suggests that the pressure drop in water-dominated systems highly depends
on the multiphase flow regime and the hydrate dispersion in the water phase, as indicated
in Figure 2.12. From flowloop studies, homogeneous flow with limited gas hydrate particles
will result in relatively constant pressure drop. Increasing hydrate particle concentration will
lead to heterogeneous hydrate particle distribution and a sharp increase in pressure drop.
The hydrate particle concentration at which the pressure drop starts increasing dramatically
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is denoted as Φtransition. Further increase in hydrate concentration will result in large fluc-
tuations in pressure drop, representing a plugged condition with possible bed and deposit
formation in the flowloop.
Figure 2.12 Illustration of gas bubble entrainment in slug flow [55].
2.5 Models in Gas-Dominated Systems
A dominant gas phase with small amounts of gas condensate and water characterizes
a gas-dominated system. In a gas-dominated system, hydrate onset is typically observed
at the gas-water-wall interface [95]. Charlton et al. [57] presented a conceptual hydrate
formation mechanism in the gas-dominated systems, which can be divided into six stages
Figure 2.13. (1) Water dispersion: water droplets are entrained in the bulk gas phase due
to fluid shear. (2) Hydrate growth: upon a specified subcooling, hydrates form both on the
surface of the gas bubbles in the water phase and on the water droplets in the gas phase.
Hydrates can also grow on the pipe wall surface due to water condensation and hydrate film
growth [52, 96]. (3) Hydrate deposition: the hydrate particles formed in the bulk gas phase
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could deposit on the pipe wall due to adhesive force. (4) Annealing: the deposited hydrates
would anneal with time, during which the texture of hydrates hardens and the porosity of
the deposit decreases [97]. (5) Sloughing: Deposited hydrates may slough off from the pipe
wall due to shear stress increase from the reduction in effective internal pipe diameter [98].
(6) Plugging: hydrate sloughing from the pipe wall results in local hydrate accumulation
and jamming, finally blocking the pipeline and increase pressure drop.
Figure 2.13 Illustration of hydrate plug formation in gas-dominated systems [57].
The hydrate formation rate is a strong function of the interfacial area between hydrate
formers. The models developed by Charlton et al. [65] considers four parts of surface area
calculations, as indicated in Figure 2.14, namely (1) the interfacial area between the bulk
gas and the pipe wall (AGP ), which is the potential surface area for hydrate film growth and
deposition; (2) the bulk water and gas contact area (AwG); (3) the contact area between the
bulk water and the pipe wall (AWP ); and (4) the surface area generated by water droplet
entrainment in the bulk gas phase (AWG). The interfacial area of AGP , AWG and AWP
can be calculated with θw (refer to Section 2.4). In Figure 2.14, De is the effective pipe
diameter and L is the length of one pipe section. The interfacial area of AwG is calculated by
assuming that the entrained water droplets follow a log-normal distribution with a standard
deviation generated by Al-Sarkhi and Hanratty [99]. The water droplet entrainment amount
(E) and Sauter mean diameter (d̄) of the entrained water droplets by assuming annular flow





















) = 0.0091 (2.38)
where EM is the maximum water droplet entrainment, vgas is the gas velocity, ρL is
the liquid density, σgas
−
w is the water-gas interfacial tension, A1 is a constant coefficient,
regressed to be 3.6×10-5 [101].
After obtaining the interfacial areas for hydrate formation, the hydrate formation rates
at water-gas interfaces (AwG and AWG) are calculated through the kinetics model 2.3 where
both the concentrations of gas and water are high, given the assumption that the local mass
and heat transfer limitations are not significant [48]. The hydrate film growth rate on the wall
(AGP ) is limited by the water condensation rate, whose driving force is the water saturation
concentration and the temperature profile difference at the center of the pipe and at the
pipe wall. The mass and heat transfer coefficients are calculated using Lewis correlations
and predictions by Dittus and Boelter, respectively [102]. The hydrate formation at interface
of the water phase and the wall (AWP ) is derived from gas diffusion in the water phase. The
hydrate formation driving force is the gas concentration in water phase with and without
hydrates, as in Eq. 2.24 [85].
In the models developed by Charlton et al. [65], hydrates that form in the initial flow/wall
layer are assumed to stay within their respective layer. Regarding to hydrate deposition
on the wall, a particle-wall force balance is applied [103]. Due to the transient property
of hydrate deposition, a deposition velocity is required, which could be either turbulent
diffusion-dominated or inertial shear-dominated [104]. The deposition velocity is calculated
by applying models from Jassim et al. [105, 106].
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Figure 2.14 Illustration of hydrate plug formation in gas-dominated systems [65].
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CHAPTER 3
MODIFICATIONS AND VALIDATIONS OF CSMHYK MODELS
Part of this chapter has been published in Journal of Natural Gas Science and Engineering
(2018).
3.1 CSMHyK Model Development
The CSMHyK development summary is shown in Figure 3.1. CSMHyK consists of models
in water-, oil- and gas-dominated systems. Previous CSMHyK development is highlighted
in blue, which are the models presented in Chapter 2. In water-dominated systems, the
hydrate formation rate is calculated from a mass transfer based model. In the oil-dominated
systems, hydrate formation rate only accounts for free gas. After applying Camargo and
Palermo’s model to estimate hydrate agglomerate size, the effective hydrate slurry viscosity
is computed with modified Mill’s model [62, 83]. Zerpa et al.’s preliminary work showed that
the hydrate film growth amount is limited by the water condensation amount on the pipe
wall [63]. Charlton et al. [65] modified the models in the gas-dominated systems to account
for more complicated scenarios such as the large amount of liquid entrainment in the gas
phase in annular flow and the hydrate deposition rate due to adhesion. This chapter focuses
on further model development of CSMHyK in the liquid-dominated system (i.e. water- and
oil-dominated systems) as well as its field applications.
3.1.1 Phase Inversion
In oil and gas offshore production, there might be phase inversions from oil- to water-
dominated systems and vice versa in subsea pipelines, especially in the presence of low
spots where water could accumulate. The investigation of emulsion phase inversions is of
great significance since they not only affect the hydrate dispersion properties, but also might
change the fluid slurry viscosity, influencing the production pressure drop [107, 108]. Current
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Figure 3.1 Current CSMHyK models.
CSMHyK accounts for dispersion phase inversions by coupling the models for oil- and water-
dominated systems, and by defining a phase inversion region. Figure 3.2 shows a general
bi-dimensional map considering the emulsion formulation variable versus the water/oil com-
position. As indicated in Figure 3.2, if the water content in the water-oil mixture increases
and passes the inversion region, the system will invert from oil- to water-continuous. On the
contrary, a water content decrease may generate the transition from water- to oil-continuous
system when passing the inversion region [107, 108]. If the water cut is below the inver-
sion range, the oil-dominated model is applied for hydrate predictions assuming the hydrate
particles are dispersed in the continuous oil layer. If the water cut increases to above the
inversion range, the system inverts from an oil-continuous to a water-continuous dispersion,
with the oil droplets and the hydrate particles dispersed in the water layer. In this case, the
water-dominated model is applied for hydrate formation calculations. This new transient
hydrate simulation tool is able to capture the catastrophic phase inversion which is caused
by a compositional variable change (i.e., oil/water ratio), but does not capture the transla-
tional phase inversion which is caused by the change of formulation variables (i.e., surfactant
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affinity) [109].
Figure 3.2 Bi-dimensional map of emulsion properties versus water/oil composition.
3.1.2 Effective Hydrate Slurry Viscosity Modification
A bimodal model is introduced to calculate the viscosity of the hydrate slurry in both oil-
and water-dominated systems. Considering an oil-water mixture, the formation of w/o or
o/w emulsions will increase the effective viscosity of the continuous layer, and the phase
change from water to hydrates will decrease the contribution of dispersed water in oil-
dominated systems or increase the contribution of dispersed oil in water-dominated systems
to effective viscosity. This transition in the rheological behavior of the water/oil/hydrate
ternary mixture is characterized by a bimodal model [110]. In this model, hydrates are as-
sumed to form in a homogeneous fluid of w/o or o/w emulsions. The mixture is treated as
a bimodal system that is composed of two separated unimodal systems. That is, the wa-
ter/oil/hydrate mixture viscosity can be derived using the individual viscosities of its binary
components, i.e. w/o or o/w emulsions and hydrate dispersion. With this definition, Eqs.
3.1 to 3.3 describe the hydrate slurry viscosity for an oil-continuous system (µhwo) as the














Here, ϕh is the hydrate volume fraction with respect to the total volume of liquid slurry
(Vh+Vw+Vo), and βw is the water volume fraction compared with the total volume of water
and oil (Vw + Vo). Eq. 3.4 is Pal’s model [111] for the emulsion viscosity calculation. In Eq.
3.4, the w/o emulsion viscosity is calculated as a function of the ratio (κ) of the dispersed
phase viscosity to that of the continuous phase, as well as the water volume fraction (βw).
K0 is the inverse of densest regular packing fraction (0.74). For oil continuous system, κ is
the water viscosity (µw) divided by the oil viscosity (µo), as shown in Eq. 3.5. The relative
hydrate viscosity to that of the continuous oil phase (µo) is calculated using a modified Mills’
model [83] that considers the effective agglomerated hydrate volume fraction (ϕeff ). ϕmax






























In the simulation, the hydrate agglomerate size dA is a function of cohesive force (FA)
and is calculated using Muhle’s model [112] as an engineering approach instead of Camargo
& Palermo’s model [62], as in Eq. 3.8. This is because Camargo & Palermo’s model predicts
a decrease in hydrate agglomerate diameter with an increase in hydrate volume fraction
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Figure 3.3 Comparison of Muhle’s model and Camargo & Palermo’s model for hydrate ag-
glomerate size predictions.
3.1.3 THI Tracking
THIs in the flowline may change the hydrate formation rate and amount by shifting
the hydrate formation boundary. Increasing the THI concentration will lower the hydrate
formation temperature at a specified pressure. A THI tracking algorithm, as displayed in
Figure 3.4, is applied in CSMHyK. The injected THI (methanol, MEG and ethanol) or the
salts in formation water are treated as a separate phase inside CSMHyK. Hydrate formation
consumes water, thus increasing the THI concentration. With the interpolation of hydrate
equilibrium curves, the hydrate formation rate and amount will be updated based on the
current THI concentration. The inclusion of THIs in the hydrate cages is not considered at
current stage [114].
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Figure 3.4 THI tracking algorithm in CSMHyK.
3.1.4 CSMHyK User-Defined PVT File Input
The user-defined PVT (UDPVT) file provides the flexibility to custom CSMHyK sim-
ulations. For example, hydrate slip from the continuous carrier phase (e.g. oil phase) is
accounted for via Eq. 3.9.
vhyd = Coil × voil (3.9)
where vhyd is the hydrate velocity, Coil is the hydrate slip coefficient from the oil phase, and
voil is the oil phase velocity.
Users may adjust the hydrate slip by changing the hydrate slip coefficient (Coil). Rec-
ommendations for certain CSMHyK inputs are provided as follows. The average nucleation
subcooling for hydrate formation is 3.61 K as a rule of thumb [115]. The methane diffusivity
through the hydrate shell in the transport model is recommended as 10-12 m2/s from flowloop
validations. The kinetic rate correction factor for kinetics model is suggested as 0.02 during
steady state simulation from flowloop validations, while that during shut-in is recommended
to be 0. From high pressure micro-mechanical force (HP-MMF) measurements, the cohesive
force without AA is about 20 mN/m, while the suggested cohesive force input with AA is 1
mN/m [116, 117]. Only transport model can consider hydrate formation from dissolved gas,
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which should be activated for pipeline liquid holdup of 100%.
3.2 CSMHyK Model Validations with Flowloop Simulations
3.2.1 ExxonMobil Flowloop Simulations
CSMHyK models are validated against experimental results obtained using high-pressure
pilot-scale flowloops in ExxonMobil and the University of Tulsa. The ExxonMobil flowloop
testing section has an inner diameter of 9.7 cm and is 96 m long. A sliding-vane pump with an
operating speed from 300 - 1500 rpm, which corresponds to a mixture velocity of 0.75 - 3.75
m/s, is installed in order to drive the fluids through the flowloop. The entire system, with
an exception of a piston-driven high-pressure gas accumulator, is located in a temperature-
controlled test chamber. The gas accumulator allows maintaining a constant pressure in the
system as gas is consumed due to hydrate formation. The temperature control within the
chamber relies on a forced air-convection system. A Coriolis multiphase flowmeter provides
measurements of the mass flow rate throughout the tests. This flowloop is also installed with
a focused beam reflectance measurement (FBRM) and a particle video microscope (PVM).
The pressure drop of the pump is recorded. Multiple pressure and temperature sensors are
installed along the flowloop [55]. Figure 3.5 presents a schematic diagram of the ExxonMobil
setup. In all the simulations, the liquid holdup is defined as the sum of water, oil, and hydrate
volume fractions in the pipe. The water cut is defined as the water volume fraction divided
by the liquid holdup.
The hydrate formation model has been shown to successfully predict the hydrate forma-
tion rate in the ExxonMobil flowloop for both oil- and water-dominated systems, as well as
for systems with phase inversion. Figure 3.6 shows the simulation results in oil-dominated
systems corresponding to a flowloop test conducted at a constant pressure (i.e., 69 bar) using
2014 Conroe crude oil, 60 vol.% initial liquid holdup, 30% water cut, and pure methane as
the gas phase. The pump speed was set to 1200 rpm, corresponding to a mixture velocity
of 3 m/s [113]. The aqueous phase contains 5.0 wt.% Instant Ocean sea salt [118]. In Fig-
ure 3.6 (a), hydrate starts to form at a time of about 1.8 hr, and exhibits a very fast hydrate
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Figure 3.5 Schematic diagram of the ExxonMobil flowloop [55].
formation during the initial 5 hrs. The periodic hydrate dissociation and formation periods
at 9 hr, 17.5 hr and 25 hr are caused by small ambient temperature fluctuations (note that
ambient temperature is an input to the model). From Figure 3.6 (b), the liquid holdup goes
from 60 to 65 vol.% due to the formation of hydrates in the bulk liquid phase. The water is
not fully converted into hydrate due to salt inhibition and mass transfer limitations.
The water-dominated hydrate formation model is validated against a flowloop experiment
with an initial liquid holdup of 50 vol.%, 100% water cut, and methane as the gas phase [55].
The pressure of the flowloop was set constant at 69 bar with a mixture velocity of 2.5 m/s.
Figure 3.7 (a) and (b) present the flowloop temperature and the hydrate volume fraction
in the experiment and in the simulation, respectively. From Figure 3.7, it is obvious that
with a subcooling of 2.2 ➦C, this simulation tool not only can predict hydrate formation rate
and amount, but also can successfully capture the exothermic temperature increase during
hydrate formation.
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Figure 3.6 (a) Experimental [113] and simulated hydrate volume fractions from flowloop tests
in an oil-dominated system. (b) Calculated phase volume fractions using the oil-dominated
hydrate formation model.
Figure 3.7 (a) Flowloop temperature comparison between simulation and experiment [55] of
a water-dominated system. (b) Experimental and simulated hydrate volume fraction in the
water-dominated system.
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Dapena et al. [119] reported experiments conducted using the same high-pressure pilot-
scale flowloop, with mineral oil 350 T as the oil phase and an aqueous phase with 3.5 wt.%
NaCl salinity. The gas phase was a natural gas mixture. A case with an initial liquid holdup
of 70 vol.% with 50% water cut is considered for the validation of the proposed hydrate
formation model. In this experiment, a sudden increase in pressure drop appeared after
about 3 vol.% hydrate formation in a system dosed with 2 vol.% AA. Further water/oil
dispersion and rheology tests suggested that ˜ 50% water cut is close to the inversion point
of the system. The test started with a water-continuous system and inverted to an oil-
continuous system at 3 vol.% of hydrates. Simulations were run with this new hydrate
simulation tool, and the results are shown in Figure 3.8. From Figure 3.8, the inversion
point from a water- to an oil-continuous system is observed at 3 vol.% of hydrates in the
simulation, in agreement with the experimental observations. The hydrate formation rate in
the simulation is greater than that in the experiment. This is because this specific AA showed
strong kinetic inhibition effects which delayed the hydrate formation onset and slowed down
the hydrate crystal growth rate.
3.2.2 University of Tulsa Flowloop Simulations
The University of Tulsa flowloop (Figure 3.9) has an internal diameter of 7.4 cm and
the length is 50 m. Sensors to measure pressures and temperatures along the flow loop are
installed at various locations. A glycol cooling jacket covers most part of the flowloop and
can control the flowloop operating temperature from between 2 ➦C to 50 ➦C. The maximum
flowloop operating pressure is 2000 psig. Gas can be injected into the flowloop via a high
pressure piston. The flowloop can either be operated at constant pressure or constant volume
mode. A Leistritz twin-screw multiphase pump with the rotation speed up to 2000 rpm/min,
is installed in the flowloop. The system pressure drop is measured by pressure transducers
located at the suction and discharge side of the pump. The pressure drop across the pump
is measured by a differential pressure transducer located across the pump. The mixture
velocity (Um) relates to the pump speed (rpm) is shown in Eq. 3.10 [120].
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Figure 3.8 Flowloop simulation of hydrate volume fraction as a function of time in a system
showing a phase inversion from a water- to an oil-dominated system and the comparison to
the experiment [38].
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Um(m/s) = 0.002RPM − 0.3122 (3.10)
Figure 3.9 Schematic diagram of the University of Tulsa flowloop [120].
CSMHyK-OLGA➤ simulations were conducted against Tulsa flowloop experiments. Sim-
ulated systems correspond to flowloop tests using mineral oil 350T at 50% water cut and 70
vol.% liquid holdup, with Tulsa city gas as the gas phase (Table 3.1). The flowloop pressure
was regulated at 1500 psig. The mixture velocity during the experiment was at 0.7 m/s. 3.5
wt.% NaCl and 2 vol.% AA were injected in the flowloop. Additionally, in this simulation,
the mean droplet size was set to 10 ➭m (confirmed by FBRM images) [121], considering
the fine emulsion dispersion caused by AA. From the MMF tests conducted, the average
cohesive force between hydrate particles was 0.16 mN/m and this value was used as an input
for CSMHyK simulation in order to account for the contribution of anti-agglomerants to
minimize hydrate particle agglomeration [122]. Normalized hydrate slurry viscosity (with
respect to the liquid viscosity at hydrate nucleation) is calculated inside CSMHyK. Finally,
the transport model in oil-dominated system was chosen, and the gas diffusivity used in this
simulation was fitted as 3Ö10-15 m2/s. Figure 3.10 shows different phases volume fraction,
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salt concentration and normalized slurry viscosity as a function of time. From the flowloop
experimental results, it was observed that the particular AA used in this work has a kinetic
hydrate inhibitor (KHI) effect and hydrate didn’t form until the subcooling reached 9.3 ➦C.
For the tests without AA, the subcooling was 3.2 ➦C. From Figure 3.10, it was observed
that hydrate started to form after approximately 120 min, showing fast hydrate formation
during the first 100 min after hydrate onset. With the addition of AA, more hydrates form,
and the hydrate formation rate is higher compared to that from experiments at 0 vol.% AA
(Figure 3.12). The gas volume fraction goes from 30% to 24% due to hydrate slurry volume
expansion after hydrate formation. Water was not completely consumed due of salt inhibi-
tion effects, and the final water volume fraction was about 7 vol.%. The normalized hydrate
slurry viscosity simulation results correspond to that of the rheometer results performed us-
ing the same fluids [119]. Figure 3.11 is a plot of fluid and coolant temperature as a function
of time. The overall heat transfer coefficient was 400 W/(m2➲K). This high heat transfer
coefficient allows CSMHyK simulations to capture the cooling and the exothermic process
during hydrate formation. Figure 3.12 is a comparison of the hydrate volume fractions using
different AA concentrations at 70 vol.% liquid holdup and 50% water cut for both flowloop
experiments and CSMHyK simulations. The plot includes baseline tests without AA, and
tests with 1 and 2 vol.% of AA. In the baseline tests, this partially dispersed system plugged
with only about 15 vol.% of hydrates. In the tests with AA, more hydrates formed in a fine
dispersion. Although the hydrate formation amount in the 1 vol.% and 2 vol.% AA tests
are similar, the 1 vol.% AA test was reported to be under-inhibited and possible hydrate
deposits were observed during the experiment [119].
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Figure 3.10 Plot of phase volume fraction and slurry viscosity as a function of time, experi-
mental data from [119].
Figure 3.11 Plot of fluid and coolant temperature as a function of time, experimental data
from [119].
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Figure 3.12 Plot of hydrate volume fraction as a function of time since onset with different
AA concentrations (baseline, 1 wt.% AA and 2 wt.% AA) in both experiments [119] and
CSMHyK simulations.
Table 3.1 Tulsa city gas compositions [54].
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4.1 Overview
The modified CSMHyK was applied to various field simulations and showed relatively
good agreement with field data [51, 34, 123]. Table 4.1 is an overview of the CSMHyK field
applications that are related with this thesis. Field A-2 is a black oil field with water cuts
from 3 - 49%. The formation water contains a NaCl equivalent concentration of 8 wt.%
and almost the entire flowline and riser are inside hydrate formation region during steady
state (SS) operations. About 1.5 vol.% AA was continuously injected at the beginning of the
flowline during field operation. The flowline was plugged with hydrates at 49% water cut
and CSMHyK simulations were able to predict that. A-3 is a gas condensate field, of which
the field data indicates a water cut range from 52 to 77%. 6 wt.% equivalent salt is produced
along with the formation water. Field A-3 is continuously treated with 12 vol.% methanol
and 2 vol.% AA. Field A-3 was plugged with gas hydrates at 77% water cut and the field was
abandoned thereafter. Field B-1 is a gas condensate field that is under design stage. After
21 km of subsea transportation, gas and liquids are separated through an offshore topside
separator. After separation, gas and liquids are transported via export lines. Although
insulated, AA will be injected continuously in the subsea production lines to reduce the
hydrate plugging risk during shut-down (SD) and restart (RS). The 120-km liquid export
line has a liquid holdup of 100%, however, hydrates may still form from the dissolved gas in
the liquid and water in the flowline. Field C-1 is a quick tie-in project with a 2-mile flexible
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line [124]. From simulations, it is observed that there is a higher hydrate formation risk in
the flexible line than the rest of the flowlines. Field C-2 consists of several dry tree facilities.
In field operations, due to equipment failure, there were situations with insufficient dead oil
displacement (DOD) which resulted in either hydrate resistance or plugging in the field [125].
By adjusting the cohesive force during simulations, CSMHyK-OLGA➤ was able to capture
these hydrate resistance and plugging events. Field D has a wide water cut range from 0 to
70% due to water flooding at the late stage in the field life. Based on CSMHyK-OLGA➤
simulations, the hydrate management strategy is updated.
Table 4.1 CSMHyK field applications summary.
Field name Oil type Water
cut (%)
Simulation conditions
A-2 Black oil 3 - 49 SS/SD/RS
A-3 Gas condensate 52 - 77 SS/SD/RS
B-1 Gas condensate 0 - 50 SS/SD/RS
C-1 Black oil 0 - 50 SS/SD/RS
C-2 Black oil 15 - 70 SS/SD/RS/DOD
D Black oil 0 - 70 SS/SD/RS/DOD
4.2 Application of CSMHyK to a Hypothetical Field with Phase Inversions
CSMHyK-OLGA➤ was utilized to simulate a hypothetical uninsulated subsea flowline
and riser with an increasing water cut from 55% to 75%. The dispersion phase inversion
region from oil- to water-continuous systems for the fluids is about 70 ➧ 3% water cut. If
the water cut increases to 73% and above, the water-dominated hydrate formation model is
employed. On the other hand, if the water cut decreases to 67% and below, the oil-dominated
hydrate growth model is used. In order to investigate the influence of water cut and flowline
geometry, a constant well production rate of 7858 kg/h and a constant GOR of 298 Sm3/Sm3
are assumed for the simulations. Figure 4.1 shows the subsea tieback geometry in terms of
the pipeline depth from sea level and the pipeline length. The wellhead is connected to a
flowline which has a rough terrain slope. The horizontal length of flowline and riser adds up
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to 23.7 km, and the inner diameter of the flowline and riser is 12 cm. Figure 4.2 presents
a pressure-temperature diagram showing the pipeline operating conditions along with the
hydrate equilibrium curve. The potential hydrate formation region lies to the left of the
hydrate equilibrium curve. The warm reservoir fluids flowing from the wellhead would be
quickly cooled down to seafloor ambient temperature (4 ➦C), and the fluid temperature enters
the hydrate formation region at a distance of 0.2 km from the wellhead. Most of the flowline
and riser is located within the hydrate formation region.
Figure 4.1 Geometry of the hypothetical subsea tieback in terms of the pipeline depth from
sea level.
Figure 4.3 presents the fluid distribution for the case with a wellhead liquid holdup of
25 vol.% and a water cut of 55%. The results after 3 hrs of simulation time are shown in
Figure 4.3 (a). The fast hydrate growth at a pipeline length of 1 - 5 km is due to low mass
transfer limitations, since a large quantity of water and gas come from the wellhead. The
uneven liquid distribution is mainly caused by the geometry. Compared with Figure 4.1,
when the fluids are transported downhill at a pipeline length of 0 - 1 km and 11.3 - 15.6
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Figure 4.2 Pressure-temperature diagram with the hydrate equilibrium curves and the flow-
line/riser operation conditions.
km, the gravity-dominated flow leads to a higher liquid velocity, and a lower gas velocity,
generating a higher void fraction, a lower liquid holdup, and a shorter residence time for
hydrate formation, thus resulting in relatively lower hydrate formation. Conversely, when
the liquid is transported uphill, the flow is friction-dominated with a lower liquid velocity
and a higher gas velocity, leading to a lower void fraction, a higher liquid holdup, a longer
hydrate formation residence time, and a greater hydrate formation amount. From this point,
uphill of the geometry after “low spots” is where the liquids accumulate, as well as the most
likely places where phase inversions from an oil- to a water-dominated system could happen.
From Figure 4.3 (a), at a pipeline length of 16.8 - 18.1 km, the water cut is more than 80%
and a catastrophic phase inversion takes place, leading to a water-dominated system in this
section. Longer simulations show that the hydrates forming in water-dominated systems are
transported and melted up in the riser, and the system will reach steady state, as presented
in Figure 4.3 (b). At steady state, the whole flowline and riser are oil-dominated, and the
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highest hydrate accumulation (more than 40 vol.%) is found near the base of the riser.
Although there is still unconverted water and a limited amount of gas inside the pipeline,
no more hydrates form due to strong mass transfer limitations.
Figure 4.3 Fluid distribution at a wellhead liquid holdup of 25 vol.% and a water cut of 55%:
(a) after 3 hrs of simulation, (b) at steady state.
Figure 4.4 shows the fluid distribution for a case with a wellhead liquid holdup of 25
vol.% and a water cut of 65%. Figure 4.4 (a) displays the results after 3 hrs of simulation. A
dispersion phase inversion is predicted for a longer pipeline length compared with 55% water
cut system. From Figure 4.4 (a), at pipeline lengths of 7.8 - 11.3 km and 16.4 - 23.7 km, the
system is water-dominated. The steady-state simulation results are shown in Figure 4.4 (b).
All the gas at a pipeline length from 15.8 - 23.7 km is consumed due to hydrate formation,
leading to 100 vol.% liquid holdup. Since the mass production rate and GOR are constant,
with an increased water cut from 55% to 65%, the oil and gas production amount decreases,
leading to less hydrate formation compared to the 55% water cut system.
Figure 4.5 shows the fluid distribution for a case with a wellhead liquid holdup of 25
vol.% and a water cut of 75%. Figure 4.5 (a) shows the results after 3 hrs of simulation time.
Hydrate dispersion in a water-dominated system is observed for most of the pipeline due
to the high water cut. Hydrate dispersion in oil is only observed downhill of the geometry
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Figure 4.4 Fluid distribution at a wellhead liquid holdup of 25 vol.% and a water cut of 65%:
(a) after 3 hrs of simulation, (b) at steady state.
at pipeline lengths of 0 - 1 km and 11.8 - 15.8 km, when the liquid holdup and water cut
are relatively low. Figure 4.5 (b) shows a plot of the steady-state simulation results. A
dispersion phase inversion is found at a pipeline length of 5 km. The high wellhead water
cut results in hydrate dispersion in the water layer at 0 - 5 km. The hydrate formation
lowers the water cut and at a pipeline length of 5 km, the water cut decreases below 67%
and a catastrophic phase inversion from a water- to an oil-dominated system takes place.
CSMHyK-OLGA➤ has been applied to estimate the hydrate volume fraction of a hypo-
thetical subsea tieback with a rough terrain geometry at different water cuts. It is shown
that the void fraction, water cut and geometry might play a major role in the hydrate forma-
tion kinetics. Relatively more hydrates are formed uphill after the low spots in the geometry
than downhill due to water accumulation in the subsea tieback geometry.
4.3 Application of CSMHyK to Field A-2
The geometry of the offshore well and subsea tieback in terms of the depth from sea
level and horizontal length is plotted in Figure 4.6. The bottom hole depth of the well is
3082 m and the well diameter is 7.36 cm. An uninsulated, 12.15 cm diameter flowline and
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Figure 4.5 Fluid distribution at a wellhead liquid holdup of 25 vol.% and a water cut of 75%:
(a) after 3 hrs of simulation, (b) at steady state.
riser connect the well to the platform. The combined length of this flowline and riser is 52.7
km. There is one valve located at the wellhead and another valve located at the platform to
control the shut-in/restart operations. The oil and gas compositions produced from the well
are summarized in Table 4.2 and Table 4.3, respectively. The formation water coming from
the well has a NaCl concentration of 8 wt.%.
Table 4.2 Properties of crude oil.
API gravity @ 15.6 ➦C 30.3
Cloud point (➦C) 21.1
Asphaltenes content (wt.%) 0.25
Paraffin content (wt.%) 0.1
The offshore subsea tieback operation conditions in terms of pressure and temperature,
as well as hydrate equilibrium curves with different NaCl concentrations, are plotted in
Figure 4.7. The potential hydrate formation pressure and temperature conditions are to
the left of the hydrate equilibrium curves. With the formation of hydrates, water will be
consumed in the flowline, increasing the NaCl concentration in the remaining liquid water
and shifting the hydrate formation boundary to higher pressure and lower temperatures.
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Figure 4.6 Geometry of the offshore subsea tieback.













From Figure 4.7, it is observed that the fluid quickly cools down and enters the hydrate
equilibrium curve at a distance of 0.4 km from wellhead. Most of the flowline and riser is
located inside the hydrate equilibrium region, confirming the possibility of hydrate formation.
Figure 4.7 Pressure-temperature diagram with different hydrate equilibrium curves and flow-
line/riser operation conditions.
With the increase in gas-oil ratio (GOR) and water cut during the well’s life, the feed
for hydrate formation constantly changes, resulting in different hydrate formation amounts
and transportability over time. In this study, field data indicates a GOR increase from 144
Sm3/Sm3 to 298 Sm3/Sm3 together with a water cut increase from 6% to 49%. This black oil
field was plugged with hydrates at 49% water cut. About 1.5 vol.% of AA was continuously
injected into the well during the production period. AAs can modify the surface chemistry
properties of the emulsion and may decrease water droplet size (or hydrate particle size),
and prevent/limit hydrate agglomeration by reducing the cohesive force between hydrate
particles [126]. However, the simulations do not account for the decrease in hydrate particle
size because of a lack of AA information. Based on Brown et al. [84], a cohesive force of
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2 mN/m is applied for simulations with AA, while for those simulations without AA the
hydrate cohesive force is 35 mN/m [116]. The emulsion inversion point for this oil with AA
was not tested due to the lack of oil samples. An inversion point of 75% is assumed for
an oil to water continuous system, and an inversion point of 65% is assumed for a water
to oil continuous system considering the inversion hysteresis. The water-oil velocity slip is
calculated by two-phase separate momentum balance equations during all the simulations.
The w/o emulsion is considered as unstable inside all the simulations. A subcooling of 3.6
➦C below the hydrate equilibrium curve is specified for hydrate formation onset in all the
simulations. The hydrate plugging tendency is determined from the calculation of three
different performance measures: the effective hydrate volume fraction in the liquid slurry
(ϕhyd), the relative hydrate slurry viscosity (µr, as defined in Eq. 4.1), and the pressure
drop (∆P ) from the wellhead to the platform. The hydrate agglomeration degree is defined
as the ratio of the hydrate agglomerate size (dA) divided by the hydrate particle size (dP ).
The hydrate agglomeration degree is a combined result of cohesive force between hydrate
particles, oil density and viscosity, fluid shear rate, and interfacial tension, etc. In the
simulation results, the void fractions are not plotted since they can be easily calculated
using Eq. 4.2. The pressure drop prediction calculated from simulation is compared with










Shut-in/restart transient simulations and hydrate agglomeration prediction without AA
were performed at 24% water cut. Extended simulations at 70% water cut with a GOR of
359 Sm3/Sm3 were run, representing a late life stage of the well. The simulation cases are
summarized in Table 4.4.
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Case 1 64 6 144 With AA
Case 2 56 24 282 With/without
AA
Case 3 55 39 298 With AA
Case 4 50 49 281 With AA
Case 5 40 70 359 With AA,
extended
simulation
❼ Case 1: 64% wellhead liquid holdup, 6% water cut and a GOR of 144
Sm3/Sm3
Case 1 is characterized by 64% wellhead liquid holdup, a water cut of 6% and a production
GOR of 144 Sm3/Sm3. The production rate is 18,987 kg/h. Figure 4.8 describes the fluid
distribution along the pipeline. It is shown that the low water cut results in about 4 vol.%
of hydrates forming in the flowline. Additionally, not all the water is consumed due to the
self-inhibiting effect of the salt in the formation water, where the final salt concentration
reaches about 29 wt.%. The uneven liquid distribution is caused by the rugged terrain.
Figure 6 shows the steady state hydrate agglomeration degree and the effective hydrate
volume fraction (ϕeff ) in slurry at 6% water cut with AA. From Figure 4.9, a relatively high
hydrate agglomerate degree (dA/dP ) is observed in this case even in the presence of AA, with
a hydrate agglomerate size (dA) about 4 times that of the hydrate particle size (dP ). The
effective hydrate volume fraction is about 9% in the liquid slurry. Figure 4.10 is the relative
hydrate slurry viscosity compared to that of the continuous oil phase along the pipeline. As
shown in Figure 4.10, due to the small amount of hydrate formation, the viscosity increase
after hydrate formation is less than 1.4 times. The total pressure drop of flowline and riser
in the field is 110.8 bar, while the steady state simulation predicts 91.1 bar, resulting in a
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pressure drop prediction error of 17.8%. This error could either come from the multiphase
flow simulator or this transient hydrate simulation tool as it does not capture the hydrate
deposition or bedding process [105].
Figure 4.8 Steady state fluid distribution along the pipeline length at 6% water cut.
❼ Case 2: 56% wellhead liquid holdup, 24% water cut and a GOR of 282
Sm3/Sm3
In Case 2, the wellhead liquid holdup, water cut, production GOR and production rate
are 56 vol.%, 24%, 282 Sm3/Sm3 and 17,532 kg/h, respectively. In Figure 4.11, about 17
vol.% hydrates form in the flowline, resulting in about 6 vol.% of highly concentrated brine
water remaining in the flowline. The steady state hydrate agglomeration degree (dA/dP )
and effective hydrate volume fraction (ϕeff ) in slurry at 24% water cut with AA are shown
in Figure 4.12. In this case, the hydrate agglomerate size is only about twice that of the
hydrate particle size. The maximum effective hydrate volume fraction is 28% in the liquid
slurry. The consumption of gas in hydrate formation increases the liquid holdup compared
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Figure 4.9 Steady state hydrate agglomeration degree and effective hydrate volume fraction
in slurry at 6% water cut with AA.
Figure 4.10 Steady state hydrate slurry relative viscosity along the pipeline length at 6%
water cut with AA.
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to that without hydrate formation. Similar to Figure 4.8, the geometry effect which leads to
the uneven liquid (and gas) distribution is observed. The relative hydrate slurry viscosity is
about 3 times that of the continuous oil phase, as shown in Figure 4.13. The steady state
pressure and temperature distribution along the pipeline length at 24% water cut is shown
in Figure 4.14. There is a temperature increase from the riser base to the platform due to
the heat transfer from the gradually increasing ambient temperature. The simulated total
pressure drop in this case is 94.2 bar, while the pressure drop in the field is 119 bar, leading
to a pressure drop prediction error of 20.8%.
Figure 4.11 Steady state fluid distribution along the pipeline length at 24% water cut with
AA.
Transient shut-in/restart simulations were performed at 24% water cut with AA. Both
the wellhead and the platform valves are closed for 48 hr during the shut-in procedure. The
hydrate equilibrium temperature along the pipeline length and the shut-in system tempera-
ture distribution are plotted in Figure 4.15 for the system after the 48 hr shut-in period. The
maximum subcooling is 14 ➦C from Figure 4.15. The shut-in process results in gravitational
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Figure 4.12 Steady state hydrate agglomeration degree and effective hydrate volume fraction
in slurry at 24% water cut with AA.
segregation of the fluids towards a hydrostatic state, as shown in Figure 4.16. From the fluid
distribution and flowline depth in Figure 4.16 (a), it is seen that water and liquid occupy the
lower sections of the pipeline, while gas migrates towards the higher points of the flowline
and riser. Due to unstable water-in-oil emulsion properties, the dispersed water droplets will
break and coalesce into large drops without shear, gradually settling out from the continuous
oil phase by gravity during shut-in. Due to the relatively large density of water compared
to oil, water will segregate at the bottom of the flowline and accumulate at the geometry
low spots. Water segregation results in a local water cut of more than 90%, transforming
these local spots into water-dominated systems. From Figure 4.16 (b), when the system is
water-dominated, the hydrates will be dispersed in the water phase instead of the oil phase.
Almost no hydrates form during the shut-in process, due to the self-inhibition from the high
salt concentration in the water and the static state of the system (no shear). During shut-in,
gas liquid segregation also occurs in the wellbore, with the gas staying in the top section of
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Figure 4.13 Steady state hydrate slurry relative viscosity along the pipeline length at 24%
water cut with AA.




Figure 4.15 System temperature distribution along the pipeline length compared to hydrate
equilibrium temperature at 24% water cut after shut-in for 48 hr.
After 48 hr of shut-in, the production is restarted by linearly increasing the production
rate back to 17,532 kg/h within 4 hr. Figure 4.17 is the transient fluid distribution along
the pipeline length after a 4 hr restart. During the initial movement of fluids, the gas slug
comes from the wellbore quickly cools down and mixes with the accumulated brine in the
flowline. Nevertheless, additional hydrate formation is not observed at the very beginning of
the well restart due to the self-inhibiting effect from the concentrated salt water. However,
when the water comes from the wellbore, it mixes with the gas in the flowline and is rapidly
transformed into hydrates upon restart due to the increased gas-water surface area that
promotes hydrate formation. After 4 hr of restart, from Figure 4.17, the maximum local
hydrate volume fraction reaches as high as 36 vol.% (indicate by the red circle) at a pipeline
length of 12.5 km.
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Figure 4.16 (a) Fluid distribution and geometry depth along the pipeline length at 24%
water cut after 48 hr of shut-in; (b) Hydrate volume fraction along the pipeline length at
24% water cut after 48 hr of shut-in.
Figure 4.17 Transient fluid distribution along the pipeline length upon restart for 4 hr at
24% water cut with AA, with the maximum local hydrate volume fraction in the red circle.
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The cohesive force between hydrate particles without AA could be an order of magnitude
higher than that with AA [117, 84]. The high cohesive force without AA usually results in
a much larger hydrate agglomerate size compared to that with AA. In order to determine
the effect of AA on hydrate slurry transportation, a simulation was run at 24% water cut
without AA injection, and the hydrate slurry relative viscosity is plotted in Figure 4.18. It is
observed that the relative viscosity increases significantly at several locations in the pipeline,
suggesting the formation of hydrate plugs. The hydrate plug locations in this case are found
at the geometry low spots near the wellhead, where water accumulates. This is because
when fluids are traveling uphill from geometry low spots, the friction-dominated flow slows
down the liquid velocity, generating a relatively long residence time. Thus, the liquid starts
to accumulate, resulting in more hydrate formation at this location and making the hydrate
transportation more difficult. Over time, hydrate plugs finally occur.
Figure 4.18 Hydrate slurry relative viscosity and flowline depth along the pipeline length at
24% water cut without AA.
❼ Case 3: 55% wellhead liquid holdup, 39% water cut and a GOR of 298
Sm3/Sm3
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A wellhead liquid holdup of 49 vol.%, together with a water cut of 39% and a produc-
tion GOR of 298 Sm3/Sm3 characterizes Case 3, which represents the middle stage in the
well life. The production rate in this case is 15,557 kg/h. Figure 4.19 illustrates the fluid
distribution along the pipeline. About 29 vol.% of hydrates form in the flowline. Hydrate
formation consumes the gas in the flowline and increases the liquid holdup to about 90 vol.%.
Figure 4.20 plots the hydrate agglomeration degree and effective hydrate volume fraction in
slurry at 39% water cut. AA injection limits the hydrate agglomerate size (dA) to less than
1.7 times that of hydrate particle size (dP ). Although there are only 29 vol.% of hydrates in
the pipeline, the effective hydrate volume fraction (ϕeff ) in slurry calculated from Eq. 3.7
is about 40%. Figure 4.21 shows the steady state relative viscosity calculation at 39% water
cut. As seen in Figure 4.21, the hydrate slurry relative viscosity (calculated from bimodal
model) is around 5 - 9 times that of the continuous oil phase at steady state. Due to the
relatively low water volume fraction, the w/o emulsion viscosity is only about 1.5 times that
of the continuous oil phase from Pal’s model and most of the viscosity increase is contributed
by the formation of hydrates from Mill’s model [111, 83]. The total pressure drop of flowline
and riser for this case at steady state is 94.6 bar, which is 18.3% of error compared to that
in the real field (115.8 bar).
Figure 4.22 is the gas and liquid velocity at steady state along with the pipeline geometry.
It is observed that when the fluid is transported downhill, the fluid travels faster, and the gas
travels slower, due to the gravity-dominated flow. Compared with Figure 4.19, the downhill
flow generates a higher void fraction, a lower liquid holdup, and a shorter residence time for
hydrate formation, thus leading to a lower hydrate volume fraction. On the contrary, when
the fluid is transported uphill, the flow is friction-dominated and gas travels faster with the
liquid velocity slower, leading to a lower void fraction, a higher liquid holdup and water cut,
as well as a longer hydrate formation residence time together with a larger hydrate amount.
❼ Case 4: 50% wellhead liquid holdup, 49% water cut and a GOR of 281
Sm3/Sm3
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Figure 4.19 Steady state fluid distribution along the pipeline length at 39% water cut with
AA.
Figure 4.20 Steady state hydrate agglomeration degree and effective hydrate volume fraction
in slurry at 39% water cut with AA.
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Figure 4.21 Steady state relative viscosity calculations from bimodal model, Mill’s model
and Pal’s model along the pipeline length at 39% water cut with AA.
Figure 4.22 Gas and liquid velocity at steady state and flowline depth along the pipeline
length at 39% water cut.
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Case 4 has a wellhead liquid holdup of 50 vol.%, a water cut of 49% and a production
GOR of 281 Sm3/Sm3. The total production rate is 13,859 kg/h. Figure 4.23 is the fluid
distribution along the pipeline at 3 hr of simulation. The rough terrain and the unsteady-
state flow results in large changes in the gas and liquid distribution. Comparing the liquid
distribution against geometry (Figure 4.6), it is observed that a downhill flow would bring
about less hydrate formation. While an uphill flow would lead to more hydrate formation.
At a pipeline length of less than 10 km, the affluent cold gas and water from the well and
the uphill geometry contribute a total hydrate volume fraction of up to 40 vol.% in the
pipe. This high concentration of gas hydrates decreases the fluid velocity, which promotes
more hydrate formation and accumulation. Figure 4.24 is the hydrate agglomeration degree
(dA/dP ) and effective hydrate volume fraction (ϕeff ) in slurry at 49% water cut. Even
with AA injection, the effective hydrate volume fraction in the slurry is more than 50%.
The highly concentrated hydrate slurry increases the viscosity, slows down the liquid slurry
velocity, decreases the system shear rate, and promotes larger hydrate agglomerates as well
as higher hydrate agglomeration degree. These processes result in hydrate plugs at a pipeline
length between 3 - 8 km and inhibits the flow, as shown in Figure 4.25. The simulation results
correspond to field operation data that the actual field was plugged with hydrates at 49%
water cut.
❼ Case 5: 40% wellhead liquid holdup, 70% water cut and a GOR of 359
Sm3/Sm3
Case 5 is an extended prediction at a late stage in the well life to illustrate the capability
of the simulation model, characterized by a wellhead liquid holdup of 40 vol.%, 70% water
cut and a GOR of 359 Sm3/Sm3. The assumed well production rate is 10,500 kg/h. The
70% water cut falls within the water inversion range (65% - 75% water cut), and an accumu-
lation of water in the flowline low spots may result in emulsion inversion from w/o to o/w.
Figure 4.26 (a) and (b) are the fluid distribution along the pipeline length at 70% water
cut after 7 hr of simulation. In the uphill section of the geometry, hydrate formation and
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Figure 4.23 Fluid distribution along the pipeline length at 49% water cut after 3 hr of
simulation.
Figure 4.24 Hydrate agglomeration degree and effective hydrate volume fraction in slurry at
49% water cut with AA after 3 hr of simulation.
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Figure 4.25 Hydrate slurry relative viscosity along the pipeline length after 3 hr of simulation
at 49% water cut after 3 hr of simulation.
hydrodynamics result in 100% liquid holdup; while in the downhill section of the geometry,
there is still free gas due to less hydrate formation. From Figure 4.26 (a), at a pipeline length
of 38 - 40 km, the water volume fraction is 68 - 80%; and at a pipeline length of 49 -52 km,
the water volume fraction reaches as high as 67% - 86%. At such high volume fraction, a
free water layer forms and inverts the system from oil-continuous to water-continuous. In
Figure 4.26 (b), at these two locations, o/w emulsions form and hydrates are dispersed in
water layer instead of in oil layer. The hydrate formation amount difference in oil and water
layer is an interplay of mass and heat transfer resistance, hydrate formation surface area,
and the gas solubility difference between the water and oil layers.
❼ Case 5: subsea tieback hydrate plugging tendency evaluation summary
The subsea tieback hydrate plugging tendency with AA is evaluated from the calculation
of the effective hydrate volume fraction in slurry (ϕeff ), as well as the hydrate slurry relative
viscosity (µr), and is classified as three qualitative levels for this field, as shown in Table 4.5
[123]. The pressure drop (∆P ) is not used as an indicator since no obvious pressure drop
change is observed in the field with different water cuts, thus lacking the basis for comparison.
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Figure 4.26 (a) Liquid and water distribution in terms of volume fraction along the pipeline
length at 70% water cut after 7 hr of simulation. (b) Hydrate distribution in terms of
volume fraction and flowline depth along the pipeline length at 70% water cut after 7 hr of
simulation.
At low plugging tendency, a small amount of hydrates is homogeneously distributed, and
hydrates are transportable in the flowline. At intermediate plugging tendency, hydrates can
still flow through the flowline, but the increase of hydrate amount in the flowline could
lead to hydrate accumulation in the geometry low spots. With more and more hydrates
accumulating in the system, the large concentration of hydrates could change the multiphase
flow properties in the field. The highly viscous system may result in intermittent flow, and
finally plug the pipeline. Using this hydrate formation evaluation method, Case 1 and 2 are
classified as low plugging tendency, Case 3 has intermediate hydrate plugging tendency, and
Case 4 and 5 have high plugging tendency.




Low 0 - 30 1 - 5
Intermediate 30 - 40 5 -
100
High 40+ 100 +
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Using a black oil offshore well production data and its flowline/riser geometry, CSMHyK-
OLGA➤ estimated the hydrate formation rate and amount in the flowline. Simulations were
carried out at different liquid holdups, water cuts and GORs with/without the injection of
AAs at both steady state and shut-in/restart operations, representing different periods of
the well life. The hydrate agglomeration degree, effective hydrate volume fraction in slurry,
and hydrate slurry relative viscosity compared to the continuous oil phase were calculated
to evaluate the hydrate plugging risk. The hydrate plugging risk depends on the amount
of cooled gas and water as well as the cohesive force between hydrate particles, and the
overall plugging risk increases as the well matures. Shut-in operations and high water cut
production may result in emulsion inversion in the flowlines. Restart simulations indicate
more hydrate formation during restart due to the rapid mixing of the cold water and gas
in the flowline. A self-inhibition effect was observed in the flowline with 8 wt.% of salt in
the formation water. The pressure drop prediction with CSMHyK-OLGA➤ indicates about
20% of error compared with field data, which may come from uncertainties from the oil
and emulsion properties, the multiphase flow simulator, as well as the lacking of deposition
and bedding models inside this transient simulation tool. CSMHyK-OLGA➤ successfully
predicted the hydrate plug formation in the real field with AAs at 49% water cut. Hydrate
plugging usually happens in geometric low spots where accumulating water has relatively low
velocity that prevents uphill transport. Hydrate plugging may also occur at very low water
cuts without AA treatment. CSMHyK-OLGA➤ can be used for the design and optimization
of subsea transport facilities for hydrate management purposes.
4.4 Application of CSMHyK to Field A-3
Figure 4.27 illustrates the offshore gas condensate well and subsea tieback geometry,
which consists of an 8.9 cm ID slanted well, 14 cm ID rising flowline, and 12.4 cm ID riser
connecting to a platform. The bottom hole depth of the well reaches 3942 m from sea
level and the tieback extends 32.9 km horizontally. In the simulation, shut-in and restart
operations are regulated at the wellhead and the platform with two valves. Table 4.6 outlines
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the gas condensate reservoir fluid compositions.
Figure 4.27 Geometry of A-3 gas condensate subsea tieback.
Table 4.6 Properties of A-3 condensate.
API gravity @ 15.6 ➦C 48.1
Cloud point (➦C) 43
Asphaltenes content (wt.%) 0.04
Paraffin content (wt.%) 1.00
The well has a total production rate of 14618 kg/h with a gas-oil ratio (GOR) of 2305
Sm3/Sm3. The water cuts in the simulations include 19% and 52% with the same production
rate and GOR. The purpose of the simulations is to analyze how the different water cuts,
emulsion stability and designing conditions such as insulation effects would affect the hydrate
formation in the flowline and riser. The methane diffusivity through a hydrate shell in the
simulation is 10-12 m2/s. In the simulations, hydrates start to form with a subcooling of
3.61 K. Hydrate agglomeration is not considered in the simulations based on the fact that
AAs are continuously injected in the flowlines. In the following simulations, the water and
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liquid volume fractions are plotted against pipe volume; while the hydrate volume fractions
are plotted against the liquid slurry volume.
❼ Different insulation effects at 19% and 52% water cuts
Two water cuts (19% and 52%) and two overall heat transfer coefficients (5.5 W/(m2➲K)
and 386 W/(m2➲K)) are studied to represent different field life stages and flowline insulation
effects. An overall heat transfer coefficient of 386 W/(m2➲K) corresponds to that of stainless
steel bare pipe [41]. The actual pipes in the field are insulated with an overall heat transfer
coefficient of 5.5 W/(m2➲K). The temperature profiles and fluid distributions at 19% and 52%
water cuts are plotted in Figure 4.28 and Figure 4.29, respectively. From Figure 4.28 (a), it
is observed that with insulation, hydrates will not form until 5.0 km from the wellhead; while
with a high heat transfer coefficient of 386 W/(m2➲K), the liquids cool down so fast that
hydrates start to form only 0.3 km from the wellhead. In comparison, at 52% water cut, with
a higher liquid loading (Figure 4.29 (d)), the liquids cool down slower than that at 19% water
cut. The hydrate onset point was at 5.5 km from the wellhead with insulation and 0.5 km
from the wellhead without insulation at 52% water cut. Figure 4.28 (b) is the steady state
hydrate volume fraction along the pipeline length. It is observed that with a low heat transfer
coefficient (5.5 W/(m2➲K)), a maximum hydrate volume fraction of 7% formed in the liquid
slurry, while without insulation, a maximum hydrate volume fraction of 9% formed in the
liquid slurry, indicating relatively low plugging risk based on the criteria of Zerpa et al. [123].
Although in this scenario, the hydrate formation amount difference with/without insulation
is limited, insulation turned out to be more important at higher water cuts. From Figure 4.29
(a), it is observed that with insulation at 52% water cut, the hydrate formation rate would
be heat transfer limited since the exothermic process would increase the fluid temperature
to hydrate equilibrium temperature. As observed in Figure 4.29 (b), about 23% hydrates
formed in the slurry without insulation, while about 16% hydrates formed in the slurry with
insulation. This scenario represents an intermediate hydrate plugging risk [123]. Figure 4.28
and Figure 4.29 ((c) and (d)) also indicate the water and liquid slurry volume fractions,
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respectively. With the uninsulated flowline, more water is consumed. However, only a small
difference between the liquid slurry distributions is observed after hydrate formation due to
the relatively low amount of hydrates in the system.
Figure 4.28 (a) System temperature distribution along the pipeline length with different heat
transfer coefficients at 19% water cut; (b) steady state hydrate volume fraction along the
pipeline length at 19% water cut with AA; (c) steady state water distribution in terms of
volume fraction along the pipeline length at 19% water cut with AA; (d) steady state liquid
slurry distribution in terms of volume fraction along the pipeline length at 19% water cut
with AA.
❼ Influence of emulsion stability
The hydrate formation rate and amount are influenced by the level of emulsion stability
[127]. In steady state simulations, the emulsion stability does not influence fluid phase
78
Figure 4.29 (a) System temperature distribution along the pipeline length with different heat
transfer coefficients at 52% water cut; (b) steady state hydrate volume fraction along the
pipeline length at 52% water cut with AA; (c) steady state water distribution in terms of
volume fraction along the pipeline length at 52% water cut with AA; (d) steady state liquid
slurry distribution in terms of volume fraction along the pipeline length at 52% water cut
with AA.
79
distributions, therefore the hydrate formation amount at different emulsion stabilities is
the same. In order to investigate the influence of emulsion stability on hydrate formation
in transient operations, shut-in/restart simulations were carried out with a heat transfer
coefficient of 386 W/(m2➲K) and 5.5 W/(m2➲K). For unstable emulsion simulations, the
water-in-oil emulsion will break without shear, and the water-oil velocity slip is calculated
by two phase separate momentum balance equations. For stable emulsion (tight emulsion)
simulations, the water-in-oil emulsion remains steady during shut-in, and water and oil are
assumed to flow as a homogeneous mixture with average properties despite of the velocity.
Figure 4.30 (a) and (b) are the temperature and fluid distribution at 52% water cut without
insulation after 5 days of shut-in with unstable and stable emulsion properties, respectively.
After 5 days of shut-in, the temperature of the flowline cools down to the seafloor temperature
(4 ➦C) until the riser base, after which the fluids gradually warm up. After shut-in, the liquids
accumulate at the geometry low spots near the wellhead. Since only the hydrate slurry in
the oil flowing layer is considered, hydrates would flow to the geometry low spots together
with the oil layer during shut-in. In a shut-in process, hydrates only form when the gas
is able to diffuse through the oil layer and reach the water layer. With unstable emulsion
properties, all the hydrates accumulate in the oil phase at a pipeline length of 2.2 - 6.3 km;
while with stable emulsion properties, all the hydrates accumulate in the water-oil mixture
at a pipeline length of 0 - 6.3 km. Although more hydrates form overall during shut-in with
stable emulsion properties since the gas reaches the water layer more easily, the maximum
hydrate volume fraction seen at 6.3 km in Figure 4.30 (a) and (b) is 29% in the slurry with
unstable emulsion compared to 18% with stable emulsion. This is due to the difference in
hydrate and liquid slurry distributions.
The restart simulations were carried out by gradually ramping up the production rate
back to 14618 kg/h within four hours. Upon restart, more hydrates form overall for the
case of unstable emulsion with a maximum hydrate fraction of 36% in the liquid slurry in
Figure 4.31 (a), due to the rapid mixing of gas from the well and the water accumulated at
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Figure 4.30 (a) Temperature and fluid distribution in terms of volume fraction along the
pipeline length at 52% water cut with AA after 5 days of shut-in with unstable emulsion
properties and a heat transfer coefficient of 386 W/(m2➲K); (b) Temperature and fluid dis-
tribution in terms of volume fraction along the pipeline length at 52% water cut with AA
after 5 days of shut-in with stable emulsion properties and a heat transfer coefficient of 386
W/(m2➲K).
the wellhead, indicating relatively high restart risk [123]. Comparing Figure 4.31 (a) and (b),
it is obvious that the system with stable emulsion properties produces more hydrates overall.
But accounting for the different liquid and water distributions, the hydrate volume fraction
in the liquid slurry is higher at 9.5 km with unstable emulsion properties. In contrast, the
temperature and fluid distribution at 52% water cut with a heat transfer coefficient of 5.5
W/(m2➲K) are plotted in Figure 4.32 and Figure 4.33. Comparing the simulations with and
without insulation, it is clear that much less hydrates (5 - 15%) form with insulation both
during shut-in and restart, reducing the possibility of a hydrate plug.
In this subsection, detailed sensitivity studies are performed on how water cuts, insula-
tion, and emulsion stability are going to affect the hydrate formation amount at both steady
state and transient operations. Simulations indicate that with a water cut increase from
19% to 52%, the hydrate plugging risk in this gas condensate field increases from a low to
intermediate level. Insulation will result in less hydrate formation amount and a lower hy-
drate plugging risk. Stable emulsion promotes more hydrate formation during shut-in, but
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Figure 4.31 (a) Temperature and fluid distribution in terms of volume fraction along the
pipeline length at 52% water cut with AA and unstable emulsion properties after restart
for 70 min under a heat transfer coefficient of 386 W/(m2➲K); (b) Temperature and fluid
distribution in terms of volume fraction along the pipeline length at 52% water cut with AA
and stable emulsion properties after restart for 70 min under a heat transfer coefficient of
386 W/(m2➲K).
Figure 4.32 (a) Temperature and fluid distribution in terms of volume fraction along the
pipeline length at 52% water cut with AA after 5 days of shut-in with unstable emulsion
properties and a heat transfer coefficient of 5.5 W/(m2➲K); (b) Temperature and fluid dis-
tribution in terms of volume fraction along the pipeline length at 52% water cut with AA
after 5 days of shut-in with stable emulsion properties and a heat transfer coefficient of 5.5
W/(m2➲K).
82
Figure 4.33 (a) Temperature and fluid distribution in terms of volume fraction along the
pipeline length at 52% water cut with AA and unstable emulsion properties after restart
for 70 min under a heat transfer coefficient of 5.5 W/(m2➲K); (b) Temperature and fluid
distribution in terms of volume fraction along the pipeline length at 52% water cut with AA
and stable emulsion properties after restart for 70 min under a heat transfer coefficient of
5.5 W/(m2➲K).
the restart risk is relatively low compared with unstable emulsion conditions based on the
different fluid distributions in this field. During restart simulations, water accumulates at
the wellhead and mix with gas from the well upon restart, accelerating hydrate formation,
leading to a higher hydrate plugging risk.
4.5 Application of CSMHyK to Field B-1
The schematic diagram of the offshore gas condensate field is detailed in Figure 4.34.
It consists of four subsea production wells which are connected to an offshore topside high-
pressure two-phase separation unit (HPSU) through a 21-km subsea pipeline. After separa-
tion from the HPSU, gas and liquids are transported via export lines. Simulations include
the subsea production line which commingles the production stream from four subsea pro-
duction wells to the HPSU, as well as the 122-km liquid export line from the HPSU. The
simulation of the gas export line is not discussed here. The sea water temperature is 3 ➦C.
Both the subsea production lines and liquid export lines are thermally insulated.
Simulations of the subsea production line
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Figure 4.34 Schematic diagram of the gas condensate field.
Subsea production line review
Figure 4.35 shows the geometry of the subsea production line in terms of the horizontal
length and pipeline elevation from sea level. The wells are connected to an insulated flowline
with a rough terrain slope, followed by a riser that leads up to the HPSU. For simplicity,
an overall flow rate at the subsea manifold which lumps up the total production of the four
wells is estimated and applied in the simulation. The lengths of both the flowline and riser
add up to 21 km, and the pipeline internal diameter is 27.08 cm.
Figure 4.35 Geometry of the subsea production lines.
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Figure 4.36 is a pressure-temperature diagram which includes the hydrate equilibrium
curve as well as the flowline and riser operation conditions. The conditions to the left of
the hydrate equilibrium curve are considered as the potential hydrate formation region. The
warm fluids coming from the wellhead are around 73.7 ➦C and 179 bara, and the fluids
entering the HPSU are at 44.0 ➦C and 90 bara. From Figure 4.36, it is noticed that at steady
state operations, the whole subsea production line is outside the hydrate formation region.
After shut-in, the operating conditions gradually enter the hydrate formation region. After
24 hrs of shut-in, the riser has entered hydrate formation region. The hydrate formation
simulations for subsea production line mainly focus on transient shut-in/restart operations.
Figure 4.36 Illustration of continuous and transient flowline and riser operating conditions
in the subsea production line together with the hydrate equilibrium curve.
During the well production life, an increase in water cut is expected, which means that
the feed for hydrate formation changes with time. As a consequence, the hydrate formation
amount and transportability change with time. In the whole field life, a water cut increase
from 0 to 40 vol.% is anticipated from preliminary reservoir simulation studies. In all the
simulations, a constant production rate of 77.7 kg/s is assumed, with a production GOR
of 2573 Sm3/Sm3. The salt concentration in the formation water is not considered due to
lack of information. In this section, two water cuts of 14 vol.% and 35 vol.% are chosen to
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represent middle and late well life.
Steady state simulations at 14 vol.% and 35 vol.% water cuts
Figure 4.37 is the steady state liquid volume fraction as a function of the pipeline length.
At the same production rate, increasing water cut from 14 vol.% to 35 vol.% results in
an increase in the liquid holdup from 13 vol.% to 16 vol.%. The decreased liquid volume
fraction with the increasing of pipeline length is caused by the pipeline geometry [34]. The
corresponding steady state pressure and temperature profiles are plotted in Figure 4.38.
From Figure 4.38, the temperature profile at 14 vol.% water cut cools down faster than that
at 35 vol.% water cut, which is due to the low liquid holdup and the low heat capacity of
the gas phase. The pressure drop of the whole flowline at 14 vol.% water cut is 10% higher
than that at 35% water cut. This is mainly because at the same mass production rate, the
velocities of the fluids at 14 vol.% water cut are higher than those at 35 vol.% water cut.
Figure 4.37 Steady state fluid volume fraction along the pipeline length at (a) 14 vol.% water
cut; (b) 35 vol.% water cut.
Shut-in simulations at 14 vol.% and 35 vol.% water cuts
The shut-in simulations consider the worst case scenarios in the field by shutting in the
wells for 15 days. From shut-in simulations, the hydrate formation “no touch” time for the
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Figure 4.38 Steady state pressure and temperature profiles as a function of pipeline length
at (a) 14 vol.% water cut; (b) 35 vol.% water cut.
whole flowline is about 8 hrs. After that, the riser base first enters hydrate formation region
while the liquid accumulation spot near the wellhead is the last to enter hydrate formation
region. After 50 hrs of shut-in, the whole flowline is inside the hydrate formation region.
Figure 4.39 is the liquid distribution along the pipeline after 15 days of shut-in. It is observed
that water, oil and hydrates are all accumulated at geometry low spots at a pipeline length
of 0 – 5 km. For both water cuts, the maximum hydrate volume fraction during shut-in is
about 18 vol.% at a pipeline length of 1.5 km. This is because during shut-in, the hydrate
formation rate and amount are mainly controlled by the gas diffusion through the oil layer
and the hydrate shell. Figure 4.40 is the pressure and temperature distribution along the
pipeline after 15 days of shut-in. Compared with 14 vol.% water cut, the larger amount of
static liquid accumulation with 35 vol.% water cut at a pipeline length of 2.5 – 4.2 km results
in a higher pressure drop. The temperature increase in the flowline at a pipeline length of 2
– 3.5 km is caused by the exothermic process of hydrate formation during shut-in.
Restart simulations at 14 vol.% and 35 vol.% water cuts
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Figure 4.39 Fluid volume fraction distribution at different pipeline length after 15 days of
shut-in at (a) 14 vol.% water cut; (b) 35 vol.% water cut.
Figure 4.40 Pressure and temperature distribution along the pipeline after 15 days of shut-in
at (a) 14 vol.% water cut; (b) 35 vol.% water cut.
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After 15 days of shut-in, the mass flow rate is gradually increased back to 77.7 kg/s within
four hours. During restart, the segregated cold gas and liquid mix together, generating more
hydrates. The maximum local hydrate volume fraction is associated with the highest hydrate
plugging risk. In these simulations, the maximum local hydrate volume fraction is observed
soon after restart. From Figure 4.41, at 14 vol.% water cut, after 20 min of restart, the
maximum local hydrate formation is 20 vol.% at a pipeline length of 3.4 km. While at 35
vol.% water cut, the maximum local hydrate formation is 28 vol.% at a pipeline length of
2.7 km after 15 min of restart. The high hydrate volume fraction during restart indicates
the necessity for AA injection. On the other hand, the gas, oil and water come out of
the wellbore slowly warm up the pipeline, dissociating the formed hydrates. However, the
temperature increase takes a relatively long time, i.e. 15 hrs after restart. The influence of
hydrate formation on the downstream separator is studied. The separator inlet mass flow
rate is plotted in Figure 4.42. At 14 vol.% water cut, the maximum hydrate mass flow rate
is 7.7 kg/s at a restart time of 2.9 hrs. The steady state gas production rate is 48.7 kg/s,
while that for the liquid is 29 kg/s. At 35 vol.% water cut, the maximum hydrate mass flow
rate is 21 kg/s at a restart time of 3.2 hrs. The steady state gas production rate is 42 kg/s,
and that for the liquid is 35.7 kg/s.
Liquid export line simulations
Liquid export line review
Figure 4.43 shows the geometry of the liquid export line. The length of both the flow-
line and riser is 122 km, and the pipeline diameter is 23.81 cm. The mass flow rate and
GOR coming from the separator are considered constant as 52.24 kg/s and 83.1 Sm3/Sm3,
respectively. The salt concentration in the formation water is not considered.
Figure 4.44 is a pressure-temperature diagram. The warm fluids coming from the sep-
arator are at a temperature around 51.4 ➦C and fluid temperature entering the platform is
about 4.8 ➦C. From Figure 4.44, the pressure and temperature start to enter the hydrate
formation region at a distance of 5.1 km from the separator and most of the flowline and the
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Figure 4.41 Restart fluid distribution at different pipeline length at (a) 14 vol.% water cut
after 20 min; (b) 35 vol.% water cut after 15 min.
Figure 4.42 Separator inlet mass flow rate at (a) 14 vol.% water cut; (b) 35 vol.% water cut.
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Figure 4.43 Geometry of the liquid export line.
whole riser are inside the hydrate formation conditions.
Figure 4.44 Illustration of flowline and riser operation conditions in the liquid export line
together with the hydrate equilibrium curve.
Steady state liquid export line simulations at 14 vol.%, 21 vol.% and 35 vol.% water cuts
In the simulations of liquid export line, the platform pressure is regulated at 140 bara.
The pressure of the whole liquid export line is above the bubble point of the gas phase,
indicating a liquid holdup of 100 vol.% during transportation. The simulations were carried
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out by considering three different water cuts at 14 vol.%, 21 vol.% and 35 vol.%. Figure 4.45
summarizes the simulation results. At 14 vol.% water cut, all the water is consumed due
to hydrate formation. Increasing the water cut will promote more hydrate formation. At
21 vol.% water cut, up to 23 vol.% of hydrate could form. However, further increase in
water cut will decrease the amount of dissolved gas inside the pipeline, thus decreasing the
hydrate formation amount. At 35 vol.% water cut, the hydrate volume fraction decreases to
20 vol.% when all the dissolved gas is consumed, leaving 17 vol.% of water in the pipeline.
The simulations indicate that for liquid export line, the maximum hydrate formation amount
is about 23 vol.%.
Figure 4.45 Steady state liquid volume fraction as a function of liquid export line pipeline
length at (a) 14 vol.% water cut; (b) 21 vol.% water cut; (c) 35 vol.% water cut.
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The simulation studies include steady state, shut-in and restart at different water cuts.
Although the subsea production line is insulated, there is still hydrate formation risk during
transient shut-in/restart operations. During shut-in, the hydrate formation is controlled by
gas diffusion. More hydrate formation is observed after restart due to the mixing of cold
gas and water. Up to 28 vol.% of hydrates could form during restart at 35 vol.% water
cut, indicating the necessity for AA injection. From simulation, the formed hydrates could
transport and reach the offshore separator during restart, indicating that the design of the
offshore separator needs to consider hydrate accumulation. In the liquid export line, with
the increasing of water cut, hydrate formation first increases and then decreases. As a result,
there could be up to 23 vol.% of hydrate formation in the liquid export line.
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CHAPTER 5
CHANGING THE HYDRATE MANAGEMENT GUIDELINES: FROM BENCHTOP
EXPERIMENTS TO CSMHYK FIELD SIMULATIONS
To better understand the hydrate formation and transportation in flow assurance, lab-
scale experiments have been conducted to investigate hydrate formation and plugging mech-
anisms at various conditions. The widely recognized hydrate plugging mechanisms include
hydrate nucleation and particle formation, agglomeration, bedding, film growth, deposition,
and jamming [128, 129]. Typical lab-scale experimental setups include micro-mechanical
force (MMF) apparatuses, high pressure differential scanning calorimeters (HP-DSC), au-
toclaves, rocking cells, rheometers and cold fingers, etc [128, 122, 130, 131, 132]. These
benchtop systems are relatively inexpensive to construct and only utilize limited amounts
of fluids. Another advantage of benchtop devices is that the individual hydrate forma-
tion/transportation problems could be broken down into tractable and measurable experi-
ments, where the fundamental understanding of the mechanism is promoted. For example,
MMF measurements only require a few milliliters of fluids, but can provide the cohesive
force between gas hydrate particles and the adhesive force between hydrate particles and
pipe surfaces [106]. HP-DSC provides measurements on the emulsion/hydrate slurry sta-
bility with a few milligrams of samples [133]. Rheometers can measure the viscosities of
oil/emulsion/hydrate slurry at different pressure and temperature conditions with less than
a hundred milliliters of fluids [132]. Although the fundamental understanding of hydrate
formation and transportation mechanisms is transferable across different experimental con-
ditions, these benchtop apparatuses may not represent field flow conditions. The scale up
potential is in question, because benchtop experiments can hardly capture the flow regime,
dispersion or shear rate of the multiphase flow scenarios during offshore pipeline transporta-
tion, which dominate the hydrate formation, accumulation and transportation [134]. This
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limitation lowers the reliability and transferability of these benchtop experiments to actual
field conditions, and the experimental results are thus usually qualitatively interpolated.
Therefore, it is important to bridge the gap between benchtop experiments and field
hydrate pipeline transportation conditions. A pilot-scale flowloop is one of the most repre-
sentative ways to reproduce the multiphase flow conditions in the field to capture hydrate for-
mation at different flow regimes [38]. However, pilot-scale flowloops need intensive financial
investment to establish and large volumes of fluids to operate, and may not be readily acces-
sible. Besides, due to the limited view of hydrate slurry flow in the high pressure flowloops,
the inference of flow conditions largely depends on the pressure drop, making the mechanistic
understanding of hydrate particle interaction and transportation limited. Simulation tools
which can account for the interaction of hydrate formation coupled with the multiphase flow
conditions can become valuable for hydrate management in the field [123, 51, 135]. In this
chapter, it is demonstrated that the mechanical understanding of benchtop measurements
with minimum amount of fluids (< 1 L) can be transferred to CSMHyK field simulations
and provide rigorous field hydrate management guidelines. The experiments involve mea-
surements of oil and emulsion properties, emulsion and hydrate slurry stability, as well as the
cohesive force between gas hydrate particles. This updated hydrate management guideline
has the potential to reduce CAPEX and OPEX driven by the adoption of risk management
approaches for hydrates instead of risk avoidance. In order to validate the simulation re-
sults, pilot-scale flowloop experiments were performed and simulated. This chapter provides
a new initiative to develop cost-saving field hydrate management philosophy by combin-
ing benchtop experiments with CSMHyK field simulations. This methodology is especially
useful during initial drilling, appraisal and development of a field when only a limited oil
sample (typically only down hole sample) is available or when pilot-scale flowloop tests are
not accessible.
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5.1 Experiment, Model and Field Operation Description
5.1.1 Experimental Description
The experiments which only use very limited oil samples per test (< 10 mL), are per-
formed to measure the oil/emulsion/hydrate slurry properties and provide inputs for CSMHyK
field simulations to update field hydrate management guidelines, as shown in Figure 5.1. If
pilot-scale flowloop tests are available, then these experimental results may be used to vali-
date the CSMHyK models used in the field simulations.
A detailed description of the experimental setup and procedure for the crude oil A vis-
cosity measurement at high pressure has been reported previously [136]. In summary, these
measurements were conducted using a TA Instrument Discovery Hybrid Rheometer with a
high pressure cell that was connected to a high pressure ISCO 500D syringe pump. The
measurement began by injecting ˜ 25 mL of crude A into the pressure cell. The cell was
then pressurized to the desired temperature with methane gas (99.997% purity, General
Air). Next, the sample was cooled to desired temperature. Viscosity measurements were
then conducted at various shear rates.
It should be noted that prior to the emulsification process, crude A was thermally treated
by placing it in an oven at a temperature of 50 ➦C for more than 6 hrs to dissolve any wax
that might have precipitated. The emulsification process began by placing the pre-calculated
amount (depending on the water cut and experiment type) of crude A in a 100 mL glass
container. Crude A was then stirred using a homogenizer (OMNI General Lab Homogenizer
850) at 8000 rpm for five minutes while the aqueous solution was added dropwise using
a syringe. After the emulsion formation process, the sample was left in a bottle at room
condition to evaluate its stability.
For the HP-DSC experiment, a high-pressure micro-differential scanning calorimeter (➭-
DSC, HP-DSC, Setaram Inc.) was used to measure the water-in-oil (w/o) emulsion stability
during hydrate formation and dissociation process. The HP-DSC has an operating temper-
ature of -45 to 120 ➦C, and can withstand up to 15.4 MPa. The test began by placing ˜15
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mg of crude A emulsion sample inside the HP-DSC cell. The cell was then properly sealed
and placed inside the HP-DSC instrument. The system was purged for at least 3 times to
remove any residual air. Next, the cell was pressurized with methane gas (99.997% purity,
General Air) to 12.5 MPa. In the HP-DSC experiment, the sample was heated from room
temperature to 30 ➦C at a rate of 0.5 ➦C/min. The sample was then left at this condition (30
➦C and 12.5 MPa) for 3 hours to promote methane saturation of crude A. Previous studies
conducted showed that 3 hours provided sufficient time for saturation of the oil [58]. Next,
the sample was cooled from 30 ➦C to 1 ➦C at a rate of 0.5 ➦C/min. The sample was left at
this temperature for 12 hrs for hydrate formation (isothermal period). After the 12 hours
isothermal period, the sample was then heated back to 30 ➦C at a rate of 0.3 ➦C/min. The
cooling cycle, isothermal period and heating cycle were repeated for additional two times to
observe the effect of hydrate formation/dissociation on agglomeration.
An optimized high-pressure micro-mechanical force (HP-MMF) apparatus was utilized to
provide direct measurements of the cohesive force between gas hydrate particles. CH4/C2H6
(74.7 mole.%/25.3 mole.%, General Air) gas mixture was used in this study to form structure
sII hydrate [24]. The cohesive force measurements were performed at 3.45 MPa and 274K,
in the presence of crude A. A detailed introduction and experimental procedure of the gas
hydrate cohesive force measurements in HP-MMF can be found in a previous publication
[116]. In summary, a pair of gas hydrate particles were first formed in the system. Then the
formed gas hydrates were left in the formation condition for the desired annealing time to
attain hydrate shell growth. During the annealing process, the particles were independent
(not in contact). Finally, the pull-off measurements were conducted, and Hooke’s Law was
used to calculate the cohesive force after video image analysis.
Flowloop tests were performed at the University of Tulsa. The pilot-scale flowloop has
an internal diameter of 7.4 cm and the length is 50 m, as shown in Figure 3.9. Sensors are
installed along the flowloop to measure the pressures and temperatures at various locations.
A glycol cooling jacket controls the flowloop operating temperature from between 2 ➦C to
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50 ➦C. The maximum flowloop operating pressure is 140 bar. Gas can be injected into
the flowloop via a high-pressure piston. The flowloop can either be operated at constant
pressure or constant volume conditions. A Leistritz twin-screw multiphase pump with the
pump speed up to 2000 rpm/min, is installed in the flowloop. The pressure drop across the
pump is measured by a differential pressure transducer Table 2 [137].
Figure 5.1 Multiscale experiments and CSMHyK field simulations can provide insights for
field hydrate management.
5.1.2 Model Description
CSMHyK is coupled with a state-of-art transient multiphase flow simulator, where the
coupling process was conducted as described by Wang et al. [64] and a detailed CSMHyK
model description is referred to Zerpa et al [56]. Only a simplified model description is
provided here. In oil pipeline transportation with water droplets dispersed, the water droplet
size is calculated as a function of oil density, viscosity, velocity and water-oil interfacial
tension, as well as the pipeline internal diameter [69]. Once the hydrate onset is reached,
hydrate starts to form at the interface of the water droplets. Hydrate formation is described
as a shrinking core process, which is limited by the mass and heat transfer through the oil
layer that surrounds the hydrate shell and the hydrate shell itself [50]. Hydrate particles
tend to agglomerate due to the cohesive force between them if anti-agglomerant (AA) is
not injected. The hydrate agglomerate size is a result of the cohesive force, fluid shear, oil
viscosity and the hydrate particle size [138]. Hydrate agglomeration may be neglected if AA
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is injected into the system, due to the fact that AA can act as an intermediary between
particles to reduce the cohesive force [139].
In this chapter, hydrate formation, agglomeration and transportation in the oil-dominated
systems are discussed. Hydrate bedding and deposition, as well as the transition from an
oil-dominated system to a partially dispersed system at high water cuts may also occur dur-
ing oil/gas pipeline transportation [140, 54], however this is beyond the scope of this work
and will not be discussed here. The hydrate slurry viscosity is calculated with a bimodal
model that accounts for the emulsion viscosity and the viscosity change caused by hydrate
formation [135, 110]. A subcooling of 2.8 ➦C is assumed for hydrate nucleation in all the
simulations [115]. Being a solid phase, hydrates may slip from the continuous oil phase and
lead to local accumulation in the pipelines. A sensitivity study was carried out to investigate
the effect of hydrate slip from the oil phase. The hydrate slip velocity (vhyd) is calculated
with Eq. 5.1 based on the oil velocity (voil) using a slip coefficient (Coil). The values of
the slip coefficients applied in the simulations include 0.1 and 1, which represent cases when
hydrates slip from the oil phase (where Coil = 0.1) and when hydrates do not slip from the
oil phase (where Coil = 1.0) [67].
vhyd = Coil × voil (5.1)
5.1.3 Field Operation Conditions
The simulated field has dual insulated flowlines. The bathymetry of the subsea tieback
is plotted in Figure 5.2. The fluid production from several offshore wells is gathered through
the subsea manifold and transported to the topside through the subsea flowline and riser.
The flowline water depth is around 2200 m. The internal diameter of the flowline is 21.3
cm while that of the riser is 16.7 cm. The liquid production rate and water cut change as
a function of the production year; this change is plotted in Figure 5.3. From Figure 5.3,
the liquid production rate first increases and then decreases as the field matures. The water
cut stays low (< 3 vol.%) for 12 production years, but then starts to increase dramatically
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after the injected seawater, from secondary oil recovery, breaks through production. After
seawater flooding, the produced water coming from the well has a sodium chloride (NaCl)
equivalent concentration of 3.5 wt.%. In this field, the liquid production rate decreases from
8150 Sm3/day to 5400 Sm3/day with the increase of water cut from 25 to 57 vol.%. Since the
production is transported with two equivalent flowlines, only half of the production rate per
flowline is simulated. Table 5.1 is a summary of the field production profile per flowline and
the CSMHyK field simulation conditions. During shut-ins, the valves at the manifold and the
topside are both closed. The gas-oil ratio (GOR) of produced fluids at standard condition is
approximately 41.7 Sm3/Sm3 during the whole production life. For simulation purpose, three
representative production rates at 25, 40 and 57 vol.% water cuts were simulated. Steady
state (SS) simulations were conducted, followed by shutting in the pipelines for different
times (6, 8, 10, 24, and 48 hrs). After the shut-in, restart of the production was simulated.
Figure 5.4 shows the pipeline pressures and temperatures during steady state and shut-in
conditions in comparison with the hydrate equilibrium curve for a system at 3.5 wt.% NaCl
and 40 vol.% water cut. The hot fluids produced from the reservoir cool down slowly during
pipeline transportation. Due to pipeline insulation, the operation conditions throughout the
flowline and riser are outside of the hydrate stability zone (to the right of the hydrate equi-
librium curve) during steady state production. The fluids coming from the subsea manifold
have a temperature of 66 ➦C, which gradually cool down to 32 ➦C by the time the fluids
reach the topside. Therefore, the hydrate formation risk analysis focuses on the transient
operations (shut-in and restart). As observed from Figure 5.4, after 6 hrs of shut-in, the fluid
temperature continues to cool down, but the system is still outside of the hydrate formation
region. With a longer shut-in, such as 24 and 48 hrs, the flowline temperatures will cool
down to inside the hydrate equilibrium curve, confirming the potential hydrate formation
risk. After shut-in for 48 hrs, the fluids in the flowline completely cool down to sea floor
temperature (3.5 ➦C). The field is restarted by ramping up the production rate stepwise
within 24 hrs, and Figure 5.5 illustrates the field production restart procedure at 40 vol.%
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water cut with half production rate per flowline. Figure 5.6 represents the field production
restart manifold temperature at 40 vol.% water cut as a function of restart time after 6, 24
and 48 hrs of shut-in. Increasing the shut-in time will increase the time required to warm up
the fluids. The restart manifold temperatures (between 60 and 70 ➦C after 60 hrs of restart)
at 25 vol.% and 57 vol.% water cuts are observed to have similar trends to that at 40 vol.%
water cut, and are not plotted here.
Figure 5.2 Field bathymetry from the subsea manifold to topside.
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Figure 5.7 and Figure 5.8 summarize the dead oil displacement setup and procedure.
The dual flowlines (dead oil injection line and return line) are connected through a subsea
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Figure 5.3 Liquid production rate and water cut change as a function of production year.
Figure 5.4 Flowline pressures and temperatures during steady state production and shut-in
conditions together with hydrate equilibrium curve (HEC) at 40 vol.% water cut and 3.5
wt.% NaCl.
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Figure 5.5 Field production restart procedure at 40 vol.% water cut (half production rate
per flowline).
Figure 5.6 Field production restart manifold temperature at 40 vol.% water cut as a function
of restart time after 6, 24, and 48 hrs of shut-in.
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manifold, as displayed in Figure 5.7. The dead oil is injected from the topside with a single
phase pump. As seen in Figure 5.8, the dead oil injection rate increases linearly within 2
hrs. After 2 hrs, the injection rate reaches 6460 Sm3/day and stays at a constant rate for 6.5
hrs, after which the dead oil injection rate is ramped down. The temperature of the injected
dead oil is at 80 ➦C.
Figure 5.7 Dead oil displacement utilizes dual flowlines in the field.
5.2 Results and Discussions
5.2.1 Benchtop Experimental Results
Figure 5.9 displays the viscosity comparison between the experimental and regression
value of crude A. It is observed that the dead oil viscosity decreases with increasing temper-
ature. The dead oil viscosity in the simulation is predicted by a commercial PVT modeling
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Figure 5.8 Dead oil injection rate as a function of time.
software [141]. In this work, the dead oil viscosity is tuned in accordance to the experimen-
tal value using the Pedersen and Twu model [142, 143]. The relative viscosity of the dead
emulsion compared with that of the dead oil is measured using the rheometer at different
temperatures and water cuts. The relationship between the dead emulsion viscosity (µwo)
and the oil viscosity (µo) at different water cuts (βw) can be described by an exponential
correlation, as shown in Eq. 5.2. Therefore, Eq. 5.2 is applied in all the simulations to
calculate the emulsion viscosities. The emulsion inversion point of crude A is approximately
at 75 vol.% water cut.
µwo = µoexp(5βw) (5.2)
Figure 5.10 shows the bottle test results with crude A at 50 vol.% water cut. From these
bottle tests, it is observed that the w/o emulsion remains stable (no observable instability)
for more than 7 days at room conditions. Figure 5.11 shows the results of HP-DSC tests
conducted using crude A for water cuts of (a) 30 vol.% and (b) 50 vol.%. In the HP-DSC
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tests, the stability of the emulsion is quantified by analyzing the intensity of the hydrate
dissociation peaks. Specifically, the peak area of hydrate dissociation indicates the amount
of hydrates formed in each cycle [144]. It is noted that since hydrate formation is an in-
terfacial phenomenon, the amount of hydrate formed is directly proportional to the surface
area of the water droplets, and in this case, the size of the water droplets. As such, if hy-
drate agglomeration occurs during formation, the size of the water droplets after hydrate
dissociation will increase and thus the surface area of these water droplets will decrease.
Consequently, the amount of formed hydrates will reduce in the following cycle. Hence, by
comparing the highest and lowest amount of the formed hydrates (typically the first and
last cycle), the stability of the emulsion with hydrate formation/dissociation can be quan-
tified [136, 145]. As observed in Figure 5.11 (a), the intensity of hydrate dissociation peak
only decreases slightly from cycle 1 to cycle 3. This indicates that at 30 vol.% water cut,
hydrate formation/dissociation has little effect on the emulsion dispersion and stability. By
analyzing the areas of the hydrate dissociation peaks, the stability of this emulsion upon
hydrate formation/dissociation is calculated to be 91%. On the other hand, for the same
crude A emulsion at 50 vol.% water cut, it is seen from Figure 5.11 (b) that there is a
noticeable decrease in the intensity of the hydrate dissociation peaks from one cycle to the
next. This indicates that hydrate agglomeration occurs in the system. From cycle 1 to
cycle 3, the surface area for hydrate formation decreases and thus the amount of hydrate
decreases. For this system, the stability of the emulsion upon hydrate formation/dissociation
is calculated to be 60%. However, it should be emphasized that 60% stability after 3 cycles
for 50 vol.% water cut is considered as moderate emulsion stability compared with previous
literature data [146]. Based on the bottle tests and HP-DSC results, it is assumed that
stable emulsions will form during steady state oil production and transient shut-in/restart
processes. Figure 5.12 is a flowchart of the hydrate slurry viscosity calculation process from
the CSMHyK simulations. Starting from the dead oil viscosity, which is based on direct
measurements from the rheology experiments, the live oil viscosity is calculated by blending
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a pre-determined ratio of gas and oil at standard conditions (GOR ˜ 41.7 Sm3/Sm3). The
live emulsion (mixture of gas, water, and oil) viscosity is estimated with Eq. 5.2 by assuming
that the live emulsion viscosity calculation follows the same correlation as that of the dead
emulsion. The live oil emulsion viscosity at different pressures and temperatures is provided
to the CSMHyK field simulations. Once hydrates have formed, the hydrate slurry viscosity
is computed through a bimodal model that accounts for the viscosity contribution from both
the hydrate agglomerates and the water-in-oil emulsions [135, 110].
The maximum hydrate agglomerate size is determined by two competing effects: the
cohesive force between hydrate particles that can increase the aggregate size and the fluid
shear stress that can break up the hydrate aggregates. The cohesive force between gas
hydrates was measured in the presence of crude A using the HP-MMF. After 10 min of
contact time, the cohesive force between gas hydrate particles is measured to be 4.8 ➧ 0.8
mN/m, which is an order of magnitude lower than the cohesive force measured in mineral
oil 70T (23.5 ➧ 2.5 mN/m) at similar conditions [116]. It is hypothesized that this relatively
low cohesive force is due to the natural surfactants present inside this crude oil, which may
reduce hydrate agglomeration [147]. Nevertheless, this cohesive force is still much higher
compared with that when AA is present in the system [117].
5.2.2 CSMHyK Shut-In/Restart Simulation Results
The base/original hydrate management guideline for this field is continuous AA injec-
tion. However, this might be economically and logistically unrealistic based on the current
production rate and volumes of chemical required. For example, with a liquid production
rate of 8150 Sm3/day at 25 vol.% water cut, if the AA dosage is 2 vol.% relative to the
water production rate, then the AA dosing rate is 40.75 Sm3/day. In a continuous injection
scenario, the associated chemical cost (assuming $ 25/gallon) would be 128 million dollars
every year for this specific case. The AA storage space in the platform will take up to 534
m3 every two weeks. Due to the potential for high OPEX from continuous AA injection,
CSMHyK field simulations were set up to determine alternative methods in order to reduce
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Figure 5.9 Dead oil viscosity rheological measurement at atmospheric pressure and a constant
shear rate of 100 s-1. The dead oil viscosity regression is calculated from a commercial PVT
modeling software [141] with the Pedersen and Twu model [142, 143] and is used as inputs
for the field simulations.
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Figure 5.10 Bottle test results with 50 vol.% water cut at: (left) 0 day; (middle) 1 day;
(right) 7 days. All the test results indicate stable water-in-oil emulsions.
Figure 5.11 HP-DSC results for crude A emulsion with three successive ramping cycles at:
(a) 30 vol.% water cut; (b) 50 vol.% water cut.
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Figure 5.12 Flowchart of hydrate slurry viscosity calculation starting from the dead oil vis-
cosity.
the cost.
Figure 5.13 depicts the fluid fraction, temperature, and pressure distribution along the
pipeline length at 25 vol.% water cut after 6 hrs of shut-in and 14 hrs after restart of the
production. From Figure 5.13, the flowline operating pressure is higher than the bubble
point pressure of the oil (˜ 65 bar), which leads to a liquid holdup of 100 vol.% in the
flowline as a whole and part of the riser. After 6 hrs of shut-in, the lowest temperature of
the system is 23.5 ➦C, which is outside of the hydrate formation region. The stable emulsion
results in a constant water volume fraction of 23 vol.% along the pipeline length despite of
the bathymetry. The pressure drop during shut-in is mainly caused by the hydrostatic head
of the accumulated liquid in the riser. After restart, the hot fluids coming from the reservoir
gradually warm up the flowline, where the pressure increases after restart due to fluid flow
friction. The fluid, temperature, and pressure distribution along the pipeline length at 40
and 57 vol.% water cuts after shutting in for 6 hrs and 14 hrs after restart are given in
Figure 5.14 and Figure 5.15 , respectively. A comparison of Figure 5.13, Figure 5.14, and
Figure 5.15 indicates the temperatures after shut-in for 6 hrs at the manifold is within 40 –
44 ➸C while after restart for 14 hrs the temperature changes to within 52 – 58 ➦C. The shut-in
and restart temperature have a complex relationship with the reservoir fluid temperature,
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flow rate, thermal conductivity, and heat capacity. On the other hand, with the increase of
water cut, the fluid density and viscosity increase, leading to higher pressure drop during
both shut-in and restart. The pressure drop at 25, 40, and 57 vol.% water cut after 6 hrs
of shut-in is 164.9, 170.3 and 185.3 bar while that after 14 hrs of restart is 187.2, 198.7 and
220.9 bar, respectively. Although direct restart is a process in which the fluid temperature
continuously cools down near the riser base due to the extended nature of the restart, there
is no hydrate formation during restart at 25, 40 and 57 vol.% water cuts after 6 hrs of shut
in.
Figure 5.13 The fluid temperature and pressure distribution along the pipeline length at 25
vol.% water cut after (a) shutting in for 6 hrs; (b) restart for 14 hrs.
Figure 5.16 shows the simulation results for a water cut of 25 vol.% after shut-in for 10
hrs and a restart of the production for 18 hrs, respectively. The hydrate slip coefficient in
these simulations is 0.1 (i.e. the hydrate velocity is only 10% that of the oil phase). At
this condition, hydrate slip may result in local hydrate accumulation. From Figure 5.16
(a), it is observed that at a pipeline length of 13.9 – 19.2 km, there is 9 vol.% of hydrates,
while the water volume fraction decreases from 23 to 21 vol.%, which indicates that only 2
111
Figure 5.14 Fluid, temperature and pressure distribution along the pipeline length at 40
vol.% water cut after (a) shutting in for 6 hrs; (b) restart for 14 hrs.
Figure 5.15 Fluid, temperature and pressure distribution along the pipeline length at 57
vol.% water cut after (a) shutting in for 6 hrs; (b) restart for 14 hrs.
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vol.% of water is consumed due to hydrate formation and most of the hydrates result from
accumulation due to slip. The viscosity before hydrate formation at a pipeline length of 12.8
km is 58 cP due to emulsion viscosification, but that after hydrate formation at a pipeline
length of 16.6 km is 138 cP. The increase in viscosity is a result of both hydrate formation
and agglomeration. The corresponding pressure and temperature profiles are plotted in
Figure 5.16 (b). After restart, the temperature in the flowline increases. However, at a
pipeline length of 13.9 – 19.2 km, the temperature remains at the hydrate equilibrium until
all the hydrates have dissociated. The pressure drop after 18 hrs of restart is 197.9 bar. The
simulation results at 40 and 57 vol.% of water cuts are plotted in Figure 5.17 and Figure 5.18.
From Figure 5.17, 5 vol.% of hydrates formed at a pipeline length of 12 – 18.8 km. Increasing
the water cut increases the emulsion viscosity, which further leads to a higher pressure drop
after restart. The viscosity is 157 cP at a pipeline length of 11 km, and increases to 210 cP
after hydrate formation at a pipeline length of 13.3 km. The pressure drop after 18 hrs of
restart is 282.4 bar at 40 vol.% water cut. Only 2 vol.% of hydrates formed at a pipeline
length of 10.3 to 19.3 km (which can be seen in Figure 5.18). At a pipeline length of 9.2
km, the viscosity is 428 cP, while at a pipeline length of 12.2 km after hydrate formation,
the viscosity increases to 525 cP. The pressure drop after 18 hrs of restart is 296.3 bar.
Figure 5.19 represents the hydrate volume fraction along the pipeline length at 25 vol.%
water cut after shut-in for different times and a restart of the production for 18 hrs. The
simulations show that shutting in the pipeline for 8 hrs leads to hydrate formation at a
pipeline length of 15.1 – 19.2 km, which is the coldest section along the flowline and riser.
A longer shut-in results in more hydrate formation, and after 24 hrs of shut-in, directly
restarting the pipeline leads to hydrate formation in the entire pipeline. A longer shut-in
leads to a faster hydrate formation rate due to the increase in subcooling [123]. The faster
hydrate formation rate further generates more hydrate accumulation. The same trend is
observed with water cuts of 40 and 57 vol.% (Figure 5.20 and Figure 5.21). The production
rate decreases with the increase in water cuts, which results in a longer time to dissociate
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Figure 5.16 The simulation results at 25 vol.% water cut after shut-in for 10 hrs and a
restart of the production for 18 hrs (Coil = 0.1). (a) Fluid and viscosity distribution along
the pipeline length; (b) Temperature and pressure distribution along the pipeline length.
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Figure 5.17 Simulation results at 40 vol.% water cut after shut-in for 10 hrs and then restart
the production for 18 hrs (Coil = 0.1). (a) Fluid and viscosity distribution along the pipeline
length; (b) Temperature and pressure distribution along the pipeline length.
Figure 5.18 Simulation results at 57 vol.% water cut after shut-in for 10 hrs and then restart
the production for 18 hrs (Coil = 0.1). (a) Fluid and viscosity distribution along the pipeline
length; (b) Temperature and pressure distribution along the pipeline length.
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the hydrates in the pipeline. A comparison among Figure 5.19, Figure 5.20, and Figure 5.21
indicates that increasing the water cut leads to a lower hydrate formation amount in this
case. For example, after 24 hrs of shut-in, restarting the production for 18 hrs leads to
20 vol.% of hydrate formation at a pipeline length of 15 km at 25 vol.% water cut, while
that at 40 and 57 vol.% water cuts are 16 and 13 vol.%, respectively. This is attributed to
decreasing amounts of dissolved gas available in the flowline to support hydrate formation.
Thermodynamic calculations indicate that at 25 vol.% water cut, a maximum amount of 14
vol.% hydrates may form. At 40 and 57 vol.% water cuts, the maximum hydrate formation
amounts are 11 and 8 vol.%, respectively. Nevertheless, due to hydrate slip (Coil = 0.1),
the local hydrate amount is a consequence of both hydrate formation and accumulation,
and could be higher than that from thermodynamic calculations. Based on the simulation
results, for planned shut-in longer than 6 hrs, AA may need to be injected into the pipeline
before the shut-in to avoid hydrate plugs; especially if the shut-in duration is expected to be
> 8 hrs.
Figure 5.19 Hydrate volume fraction along the pipeline length at 25 vol.% water cut after
shut-in for different times (8, 10, 24, and 48 hrs) and a restart of the production for 18 hrs
(Coil = 0.1).
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Figure 5.20 Hydrate volume fraction along the pipeline length at 40 vol.% water cut after
shut-in for different times (8, 10, 24, and 48 hrs) and then restart the production for 18 hrs
(Coil = 0.1).
Figure 5.21 Hydrate volume fraction along the pipeline length at 57 vol.% water cut after
shut-in for different times (8, 10, 24, and 48 hrs) and then restart the production for 18 hrs
(Coil = 0.1).
117
5.2.3 CSMHyK Dead Oil Displacement Simulation Results
Dead oil displacement simulations were carried out to evaluate its potential as a viable
solution to minimize the hydrate plugging risk for unplanned shut-in longer than 6 hrs when
AA is not pre-injected into the pipeline. Figure 5.22 and Figure 5.23 are the simulation
results at 25 vol.% water cut after shut-in for 16 hrs and then displacing the fluids in
the pipeline with dead oil for 1 hr and 4 hrs, respectively. Note that the entire dead oil
displacement process takes 7 hrs to complete. The first half of the pipeline represents the
injection line, while the second half represents the return line. The injected dead oil increases
the temperature of the pipeline while displacing the cold fluids. In the first hour of the dead
oil injection, hydrate formation is observed in both the injection line and the return line at
a pipeline length of less than 10 km and between 30 – 40 km. This is due to the mixing of
the fluids and the relatively low temperatures (15 – 16 ➦C) after 16 hrs of shut-in. As seen in
both Figure 5.22 and Figure 5.23, dead oil injection increases the pressure of the system due
to both the hydrostatic head of the dead oil and the fluid friction. The pressure of the system
after the completion of dead oil displacement will be representative of a static dead oil filled
system. In Figure 5.23, a low dead oil viscosity of less than 10 cP is observed at a pipeline
length of less than 10 km due to the relatively high temperature. Decreasing temperature
increases the dead oil viscosity, and the viscosity is further increased from a pipeline length
of 21.5 km as a result of emulsion being displaced. The formed hydrates dissociate once they
are in contact with the dead oil. The maximum hydrate formation (4 vol.%) is observed after
4 hrs of displacement at a pipeline length between 24.8 – 28.5 km. The dead oil displacement
simulation results at 40 and 57 vol.% water cuts are plotted in Figure 5.24 – Figure 5.27.
At 40 vol.% water cut, the maximum hydrate formation amount is 2 vol.%, while that at
57 vol.% water cut is 4 vol.%. From Figure 5.24, at a pipeline length between 2.8 – 20.5
km, it is shown that the emulsion viscosity decreases with decreasing pressure (above bubble
point). At 57 vol.% water cut, the high water cut and pressure could increase the emulsion
viscosity to more than 800 cP. A high pressure resistance during dead oil displacement is
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observed in this situation mainly because of the increased emulsion viscosity. From dead
oil displacement simulation, it is indicated that dead oil displacement could significantly
decrease the hydrate formation and plugging risk compared with direct cold restart of an
uninhibited flowline. This suggests that dead oiling during the shutdown could be a good
strategy to minimize risk during ensuing restart for unplanned shut-ins longer than 6 hrs.
Figure 5.22 Simulation results at 25 vol.% water cut after shutting-in for 16 hrs and then
displacing the fluids in the pipeline with dead oil for 1 hr (Coil = 1). The left of the pipeline
is the topside dead oil injection position. The total length is that of the flowline loop. (a)
Fluid and viscosity distribution along the pipeline length; (b) Temperature and pressure
distribution along the pipeline length.
5.2.4 Flowloop Simulation Validations
The CSMHyK models are validated against the experiments performed in the University
of Tulsa flowloop. Figure 5.28, Figure 5.29 and Figure 5.30 display the simulation results
corresponding to a flowloop test conducted at a constant volume using crude A with 94vol.%
initial liquid holdup, 40 vol.% water cut, and natural gas as the gas phase [136]. The GOR of
the system is 60.5 Sm3/Sm3, and the initial pressure of the flowloop is at 100.7 bar. 3.5 wt.%
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Figure 5.23 Simulation results at 25 vol.% water cut after shut-in for 16 hrs and then dis-
placing the fluids in the pipeline with dead oil for 4 hrs (Coil = 1). The left of the pipeline
is the topside dead oil injection position. The total length is that of the flowline loop. (a)
Fluid and viscosity distribution along the pipeline length; (b) Temperature and pressure
distribution along the pipeline length.
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Figure 5.24 Simulation results at 40 vol.% water cut after shut-in for 16 hrs and then dis-
placing the fluids in the pipeline with dead oil for 1 hr (Coil = 1). The left of the pipeline
is the topside dead oil injection position. The total length is that of the flowline loop. (a)
Fluid and viscosity distribution along the pipeline length; (b) Temperature and pressure
distribution along the pipeline length.
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Figure 5.25 Simulation results at 40 vol.% water cut after shut-in for 16 hrs and then dis-
placing the fluids in the pipeline with dead oil for 4 hrs (Coil = 1). The left of the pipeline
is the topside dead oil injection position. The total length is that of the flowline loop. (a)
Fluid and viscosity distribution along the pipeline length; (b) Temperature and pressure
distribution along the pipeline length.
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Figure 5.26 Simulation results at 57 vol.% water cut after shut-in for 16 hrs and then dis-
placing the fluids in the pipeline with dead oil for 1 hr (Coil = 1). The left of the pipeline
is the topside dead oil injection position. The total length is that of the flowline loop. (a)
Fluid and viscosity distribution along the pipeline length; (b) Temperature and pressure
distribution along the pipeline length.
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Figure 5.27 Simulation results at 57 vol.% water cut after shut-in for 16 hrs and then dis-
placing the fluids in the pipeline with dead oil for 4 hrs (Coil = 1). The left of the pipeline is
the topside dead oil injection position. (a) Fluid and viscosity distribution along the pipeline
length; (b) Temperature and pressure distribution along the pipeline length.
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NaCl solution is the aqueous phase. As shown in Figure 5.28, the simulation can capture
well the temperature cooling process before hydrate formation. Initial hydrate formation is
observed when the subcooling reaches 11.3 ➦C. After hydrate onset, the fluid temperature
increases due to the exothermic hydrate formation process. The fluid temperature fluctua-
tion is caused by the cooling jacket temperature fluctuation. Regardless, the simulation is
able to capture this fluctuation. Figure 5.29 shows the simulated liquid, water, and hydrate
volume fractions. From Figure 5.29, the hydrate volume fraction in the experiments can be
well represented by the simulation and after 3 hrs, there are about 15 vol.% of hydrates in
the flowloop. The hydrate formation rate gradually decreases over time, which is mainly a
result of mass transfer resistance. Once the hydrate shell forms, the gas diffusion through
the hydrate shell experiences higher transport resistances, which slows down the hydrate
formation process. The water volume fraction starts to decrease once hydrate starts to form
and, during the hydrate formation process, the liquid holdup is almost constant. Figure 5.30
is the simulated hydrate slurry viscosity at 94 vol.% liquid holdup and 40 vol.% water cut,
plotted with the flowloop pressure. The viscosity of the hydrate slurry increases as the fluid
temperature and pressure decrease from 0 to 1.4 hrs. After hydrate formation, the hydrate
slurry viscosity increases, and the viscosity fluctuation is caused by the fluid temperature
fluctuations. The simulated pressure compared with the experimental flowloop pressure
at the end of the experiment is within 25% error. The flowloop simulation demonstrates
that this simulation tool can predict well the hydrate formation in the flowloop and may
be applied to the field to update the hydrate management guidelines. Based on the per-
formed simulations, the recommended field hydrate management guidelines are summarized
in Table 5.2.
5.3 Chapter Summary
A methodology is proposed to combine the benchtop ultra-low volume experiments with
field simulations in order to provide insights into more affordable field hydrate management
guidelines. For crude A, rheology tests provided the dead oil and emulsion viscosity. Bottle
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Figure 5.28 Simulated flowloop temperature compared with experiments at 94 vol.% liquid
holdup and 40 vol.% water cut.
Table 5.2 Recommended hydrate management guidelines in the field.
Shut-in time Hydrate management
strategy
< 6 hrs Direct cold restart (do
nothing)






Figure 5.29 Simulated liquid, water and hydrate volume fractions at 94 vol.% liquid holdup
and 40 vol.% water cut, and the hydrate volume fractions in the experiment.
Figure 5.30 Simulated hydrate slurry viscosity and flowloop pressure at 94 vol.% liquid
holdup and 40 vol.% water cut, and the flowloop pressure in the experiment.
127
tests indicated that crude A formed a stable emulsion at room temperature. HP-DSC showed
high and intermediate hydrate slurry stability upon hydrate formation/dissociation at 30 and
50 vol.% water cuts, respectively. The cohesive force between the gas hydrate particles in the
presence of crude A was measured to be 4.8 ➧ 0.8 mN/m with HP-MMF. These experimental
results only use less than 10 mL of oil samples but provide important inputs for CSMHyK
field applications.
The simulation conditions and inputs (flowline geometry, fluid properties, production
profile) were chosen to mimic and be representative of a black oil field case in deep water.
The flowline and part of the riser have a liquid holdup of 100 vol.%, indicating that potential
hydrate formation comes from dissolved gas. Both direct shut-in/restart and dead oil dis-
placement simulations were carried out. Simulation results at different water cuts indicate
that the production can be directly restarted without hydrate plugging risk if the shut-in time
is within 6 hrs. Hydrate slip may increase the local hydrate accumulation. During restart,
part of the flowline and riser continue to cool down. Hydrate formation usually starts from
close to the riser base where the subcooling is the highest in the pipeline. A longer shut-in
results in more and faster hydrate formation. Hydrates may form during restart for shut-ins
longer than 6 hrs, and AA injection is recommended to minimize the hydrate plugging risk
if the shut-in is planned ahead. However, for unplanned shut-ins longer than 6 hrs, dead
oil displacement could be used as an effective alternative to minimize the hydrate forma-
tion risk. After 16 hrs into shut-in, the hydrate formation amounts could be very low (< 4
vol.%) during dead oil displacement. The CSMHyK tool used for field simulations was also
benchmarked against some data on the same oil collected from a pilot-scale flowloop. The
simulation results are generally in good agreement with the experimental flowloop results.
Specifically, the hydrate formation rate and amount, the pressure, and temperature of the
simulation compare well with the flowloop data. From flowloop simulation comparison, it is
indicated that the CSMHyK models can be applied to the field simulations. Based on these
simulation results, envelope for a risk management approach for hydrates (not involving con-
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tinuous LDHI-AA injection) can be applied to allow higher water cut operation with minimal
blockage risk during unplanned shut-ins and restarts. This chapter can provide insight into
how to utilize the transient simulation tool of CSMHyK and the proposed methodology to
generate cost-effective hydrate management guidelines in the field, especially when pilot-scale
flowloop tests are not available.
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CHAPTER 6
HYDRATE BEDDING MODELING IN OIL-DOMINATED SYSTEMS
Figure 6.1 is a conceptual picture illustrating the major hydrate plugging mechanisms in
oil-dominated systems. In these systems, water droplets are emulsified into the oil phase due
to fluid shear and the surface-active components inside the oil phase [69]. With the cooling
of the fluids during subsea transportation, hydrates may form after a certain subcooling is
reached. The formation of gas hydrates may result in hydrate accumulation which eventually
plugs the pipeline [63]. During this process, the possible hydrate plugging phenomena that
may occur include hydrate formation, agglomeration, viscosification, deposition, film growth,
bedding, and jamming [113]. Hydrate formation can be modeled with a kinetics model, which
is a first-order equation based on a thermodynamic-driving force [148]. Hydrate formation
may be also modeled with a transport shrinking core model with a hydrate shell forming at
the water-oil interface. Further hydrate shell growth is limited by the slowest mass or heat
transfer resistance across the boundary oil layer that surrounds the hydrate shell as well as
the hydrate shell itself [50, 56]. Hydrate agglomeration is the increase of hydrate particle
size due to the cohesive forces between hydrate particles. The maximum hydrate aggregate
size is a balance of the cohesive force that augments the agglomerate size and the shear
stress which breaks up agglomerates [145]. Viscosification is the increase of viscosity, which
could be due to both emulsification and hydrate formation [149]. Bedding is the settling of
hydrate agglomerates due to gravity when the fluid flow is unable to provide enough energy
to suspend these hydrate agglomerates [150]. Hydrate beds could either be stationary or
moving at the pipe bottom depending on the fluid shear rate, hydrate agglomerate size, and
the slip velocity between the fluid and the settled hydrate [151]. After hydrate formation
in the bulk phase, these particles may deposit onto the pipe surface due to adhesive forces
(being defined as deposition for this study) [61, 152]. Film growth is the formation of a
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hydrate layer on the pipe surface due to water condensation and water droplet settling
[153, 140]. Jamming happens when there is severe restriction in the pipeline which could be
a result of hydrate deposition/bedding and hydrate sloughing from the pipe surface, and the
flowing hydrate particles would not pass through these restrictions [154]. There have been
published experimental and modeling work on viscosification [38], hydrate agglomeration
[51], and hydrate deposition [140]. However, few works have been reported on hydrate
bedding. Srivastava et al. [155] studied hydrate bedding using mechanistic approaches and
determined that enclosed water pockets between hydrate particles contribute to hydrate
agglomeration and thus may lead to severe bedding. Nevertheless, a bedding model which
can be applied to multiphase flow (gas, oil, water, and hydrates) systems has not been
developed. Therefore, this chapter focuses on the development and validation of a hydrate
bedding model. Prior to bedding, the hydrate agglomerate size distribution is studied with
the autoclave. The critical agglomerate size is based on the energy that is needed to suspend
the hydrate agglomerates. The hydrate bedding rate is calculated from the force balance
on these hydrate agglomerates once they slip from the oil phase. This developed bedding
model is validated with large-scale flowloop experiments at different water cuts and liquid
velocities. Pressure drops between simulations and experiments are compared. This work
aims to develop hydrate bedding models, which could contribute to the understanding of the
overall hydrate plugging mechanisms, and can be applied to field hydrate management and
process optimization during offshore oil and gas production.
6.1 Experiments
All the experiments were performed in the ExxonMobil flowloop, as in Figure 3.5. In all
the flowloop tests, methane is the gas phase with crude oil C as the oil phase. Crude oil C
has a density of 0.86 g/cm3, an oil-water interfacial tension of 24.5 mN/m, and a viscosity
of 4.2 cP at 1.01 bara and 18 ➸C. The aqueous phase is a 5 wt.% sodium chloride solution.
All the flowloop tests were conducted at a pressure of 69 bara and a temperature of 4 ➦C.
Most of the experiments were conducted under continuous pumping (CP) conditions with
131
Figure 6.1 Conceptual picture illustrating the major hydrate plugging mechanisms in oil-
dominated systems, modified from Turner [156], with input from J. Abrahamson (U. Can-
terbury, Christchurch, NZ).
a constant pump speed, only one set of experiments were conducted in ramping conditions.
The liquid holdup (LH) is defined as the sum of water, oil, and hydrate volume fractions in
the pipe. The water cut (WC) is defined as the water volume fraction divided by the liquid
holdup.
Table 6.1 summarizes the flowloop test matrix. From Table 6.1, the flowloop test ma-
trix consists of a liquid holdup of 60 vol.% with a water cut range of 15 – 80 vol.%. The
pump speed varies from 0 to 1200 rpm, corresponding to a mixture velocity (Um) of 0 to 3
m/s. For flowloop tests No. 2 and 3, both experiments with and without AA injection are
performed. AA was not injected into the rest of the flowloop tests. Since hydrate bedding
occurs when the liquid shear is not able to provide enough energy to suspend formed hydrate
agglomerates, the liquid velocities (Ul) of these tests are reported. In these flowloop tests,
hydrate bedding was confirmed with an integrated analysis of visual observation, pressure
drop, and mass flow rate. The bedding experimental analysis details are provided in Sri-
vastava et al [157]. It is noted that based on current measurement techniques, the hydrate
bedding fractions out of the total hydrate volume may not be obtained quantitatively, and
the experimental bedding results are only interpolated qualitatively with different bedding
degrees. The bedding degrees are classified as high (H), low (L) and none (N). High bedding
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degree is defined as when a stationary bed is observed in the experiment and almost all the
liquids are included in the bed. If hydrate bedding does not occur, the hydrate slurry will
be flowing during the pumping process (the N case). Low bedding degree is defined as an
intermediate case when some hydrates are bedded at the bottom of the pipe and the bed is
moving intermittently. From experimental analysis, it is indicated that hydrate bedding is a
strong function of liquid velocity and bedding only occurs when the liquid velocity is equal
or less than 1.34 m/s without AA injection [157].
Table 6.1 Bedding flowloop test matrix
Test
No.
HL (vol.%) WC (vol.%) Pump
speed
(rpm)
Um (m/s) Ul (m/s) Bedding
degree
1 60 50 350, 500 0.73, 1.13 0.48, 0.89 H, H
*2 60 50 750 1.74 1.34 L
*3 60 80 750 1.74 1.34 L
4 60 30 750, 1200 1.74, 3 1.34, 2.48 L, N
5 60 50 0 - 1200 0 - 3 0 - 2.48 L/H/N
* Flowloop test was conducted both with and without the injection of AA
Autoclave experiments were performed with crude oil A and mineral oil B. The auto-
clave cell has a volume of 2 L and is equipped with an anchor impeller to provide mixing. A
propylene glycol bath connected to a recirculating chiller provides temperature control. The
autoclave cell is also equipped with a focused beam reflectance measurement (FBRM) probe
manufactured by Mettler Toledo. The FBRM probe can measure the chord length distri-
bution (CLD), which provides in-situ particle/droplet size characterization at high pressure.
The FBRM CLD can be related to the water droplet and the hydrate particle/agglomerate
size in the system [158]. Detailed information on the autoclave schematics and the parti-
cle/droplet characterization FBRM probes can be found in the literature [159, 160].
A methane-ethane gas mixture (methane: ethane = 74.7 mole %: 25.3 mole %, General
Air) was used as a structure II hydrate former for all the autoclave experiments. The
autoclave experiments were performed at 1 ➦C and 65.5 bara. The AA was dosed with
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respect to the aqueous phase volume in each experiment. All experiments were performed
with a 3.5 wt.% sodium chloride brine as the aqueous phase. The impeller was set to a mixing
speed of 300 rpm. The autoclave motor adjusts its motor current consumption according to
changes in the system’s viscosity in order to maintain a constant mixing speed. Autoclave
experiments were conducted until a steady state CLD was obtained, as determined per
FBRM measurements. Detailed experimental procedures and oil properties are reported by
Salmin et al [161].
6.2 Model Development
In this section, the mass field of this transient multiphase flow simulator which is the basis
for the hydrate bedding model development is introduced first. Then the hydrate bedding
model development process is illustrated. This process can be summarized as: getting the
hydrate agglomerate size distribution; obtaining the critical size that the fluid can suspend;
performing a force balance on the slipped hydrate agglomerates; and calculating the bedding
rate in each pipe section.
6.2.1 Mass Field Structure of the Transient Multiphase Flow Simulator
The hydrate bedding model is coupled with a transient multiphase flow simulator which
pre-defines five mass fields: the gas, oil, water, stationary bed, and stationary wall layer.
Figure 6.2 displays these mass fields under stratified flow conditions, allowing the dispersion
of gas bubbles, water/oil droplets and hydrate particles. For example, hydrates may be
dispersed in the gas, oil and/or water layer, settle in the stationary bed layer or deposit on the
wall. This mass field structure facilitates the hydrate bedding model development by allowing
mass transfer through different mass fields. Nevertheless, due to technical limitations, the
current multiphase flow simulator does not consider a moving bed layer [66]. The coupling
of the multiphase flow simulator and the hydrate model is referred to Wang et al. [64] and
will not be discussed here.
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Figure 6.2 Pipe cross section of mass fields in the transient multiphase flow simulator under
stratified flow conditions.
6.2.2 Hydrate Bedding Model Development
The viscosification, hydrate formation, and agglomeration model descriptions are found in
Zerpa et al. [56] and this current chapter mainly focuses on the development of the hydrate
bedding model in the oil-dominated systems. From experimental observations [157], it is
proposed that the hydrate bedding process may be divided into 5 steps, as demonstrated
in Figure 6.3. In oil-dominated systems, hydrate shells start to form at the interface of
emulsified water droplets after hydrate onset. The formed hydrate particles may agglomerate
together due to the cohesive force between them. If the fluid shear is not able to suspend some
of the large hydrate agglomerates, these hydrate agglomerates may settle down at the bottom
of the pipe, forming a hydrate bed. Hydrate bedding decreases the effective pipe diameter
(hydraulic diameter) and increases the fluid shear rate. The larger flow shear increases
the lift force acting on the bedded hydrate agglomerates and may re-disperse the bedded
agglomerates to the flow layer. From this process, it is indicated that hydrate agglomeration
controls bedding and the size distribution of these agglomerates strongly influences bedding.
It is noted that hydrate adhesion to the wall and the interactions between the bedded hydrate
agglomerates [162] are not considered in the modeling process at this stage.
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Figure 6.3 Proposed conceptual picture of the hydrate bedding process in an oil-dominated
system.
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In an oil-dominated system, once hydrates start to form at the interface of the water
droplets, these hydrate particle sizes are assumed to be the same size as that of the water
droplets emulsified in the oil phase. The mean hydrate particle size (d̄p) is calculated using
Boxall’s model [69]. After inputting the cohesive force (FA) between gas hydrate particles,
the mean hydrate agglomerate size (d̄A) is computed with Eq. 6.1 [112, 135]. Hydrate ag-
glomeration is dependent on parameters such as the water cut, crude oil chemistry, chemical
additives, hydrate particle collision frequency, carrier phase viscosity, and the fluid shear
rate [163]. Thus, the hydrate agglomerate size distribution varies according to the system








Autoclave experiments coupled with FBRM analyses were performed to study the hydrate
agglomerate/particle size distribution, as shown in Figure 6.4. FBRM CLDs are proportional
to the diameter of hydrate agglomerates/particles. From Boxall et al [165], CLDs follow
the same type of statistical distribution as hydrate particle size measured through in-situ
imaging. Crude oil A and mineral oil B were studied with an initial water cut of 50 vol.%.
The FBRM analysis was conducted after hydrate formation was completed and the autoclave
liquid phase contained approximately 35 vol.% of hydrate solids. The tests with crude oil
A and mineral oil B required the injection of AA to avoid excessive hydrate agglomeration
and deposition on the cell walls and probe windows. Excessive hydrate agglomeration may
lead to a FBRM particle size measurement that may not be representative of the system
[161]. Figure 6.4 shows the FBRM CLD for tests with different AA concentration and its fit
to log-normal distributions. AA concentrations were selected to compare the FBRM CLD
in systems with a different extent of hydrate agglomeration, while other variables were kept
constant. For example, increasing the AA concentration from 0.25 to 1 vol.% significantly
reduces hydrate agglomeration. A 1 vol.% AA dosage (i.e. a sufficient AA dosage) fully
inhibits hydrate agglomeration. However, if there is insufficient AA (i.e. 0.25 and 0.5 vol.%),
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some hydrate agglomeration will occur. It is shown from Figure 6.4 that when a sufficient AA
dosage (i.e. 1 vol.% AA) is injected into the system, the cumulative CLD moves to a lower
chord length, reflecting smaller hydrate agglomerate/particle size compared to insufficient
AA dosages (i.e. 0.25 and 0.5 vol.%). Figure 6.4 shows that with a sufficient AA dosage
(i.e. 1 vol.% AA), a log-normal distribution fits well with the experimental data. However,
when insufficient AA (i.e. 0.25 and 0.5 vol.%) is dosed into the system, the experimental
measurements become slightly more skewed compared to the log-normal fit.
Figure 6.4 FBRM cumulative chord length distributions with (a) crude oil A at 50 vol.% water
cut and 36 vol.% of hydrates with 0.5 vol.% (insufficient) and 1 vol.% AA (sufficient); (b)
mineral oil B at 50 vol.% water cut and 35 vol.% of hydrates with 0.25 vol.% (insufficient) and
1 vol.% AA (sufficient) . The experimental data were fitted with log-normal distributions.
In order to compare the experimental data with the log-normal regression, the standard
error (SE) and the adjusted coefficient of determination (R2) of the regression are computed.
Based on linearization assumptions, R2 and SE values calculated through Eqs. 6.2 and 6.3
are reported in Table 6.2 [152]. It is noted that R2 and SE values should only be used
in a comparative analysis due to the uncertainties in the error calculation from non-linear
functions. Errors in non-linear functions are neither additive nor symmetrical and the exact















Table 6.2 SE and R2 calculation results for log-normal regression.









In Eqs. 6.2 and 6.3, y is the FBRM data point, yfit is the nonlinear regression value,
ymean is the mean of all the data values. p is the population of data size, and n is the number
for variables determined by a numerical solver. From Table 6.2, when sufficient AA is
injected into the system, smaller SE and larger R2 (< 1) values are observed, demonstrating
a better fit of log-normal distribution. However, for all the regressions, SE is close to 0
and R2 is close to 1, suggesting that log-normal distribution is a good fit for the hydrate
agglomerate/particle size (or CLD) both with and without sufficient AA injection [156].
The critical velocity of slurry flow is defined as the minimum flow velocity that can prevent
solids from forming a bed at the bottom of the pipeline. Oroskar et al. [150] presented a
correlation of the critical velocity of slurry flow based on balancing the energy required
to suspend the solids with that derived from turbulent eddy dissipation. Applying this













Where dA and dp are the hydrate agglomerate and particle sizes, respectively, f is the
fractal dimension and γ is the fluid shear rate, ϕl is the hydrate volume fraction with respect
to the liquid phase, g is the acceleration due to gravity, s is the ratio of hydrate density to
that of the oil phase (ρhyd/ρo), DP is the internal pipe diameter, and N̄Re is the modified
Reynolds number, defined in Eq. 6.5.
In oil and gas production, the liquid velocity usually depends on the production rate, the
density and viscosity of the fluids, the geometry and the pipeline diameter and roughness,
etc. This means that once the pipeline is constructed and the fluids start to produce at
a certain rate, the liquid velocity profile throughout the pipeline is fixed at steady state
conditions. Taking this into account, the cases that are of more interest would be to figure
out the critical hydrate agglomerate size (dA,crit) that the fluid shear can suspend under a
certain liquid velocity. Eq. 4 is thus re-written, and the critical hydrate agglomerate size









Figure 6.5 illustrates the calculation process of hydrate bedding starting from the pre-
diction of mean hydrate particle size (d̄p). By assuming that the hydrate agglomerate sizes
follow a log-normal distribution, a cumulative distribution function (CDF) of the hydrate
agglomerate size is obtained, as shown in Figure 6.5 (c). The critical hydrate agglomerate
size calculated from Eq. 6.6 is compared with the generated hydrate agglomerate size CDF,
and may divide the log-normal distribution into two parts. If the hydrate agglomerate size is
smaller than the critical agglomerate size, these small agglomerates will stay dispersed in the
oil phase. However, if the hydrate agglomerate size is larger than the critical agglomerate
size, then these large hydrate agglomerates may eventually bed.
Large hydrate agglomerates (dA > dA,crit) are subject to a gravity (G), buoyancy (FB),
and lift force (Flift) if a slip from the oil phase is present, as displayed in Figure 6.6. The lift
force originates from the inertia effects of the flow around the bedded hydrate agglomerates,
and is a function of the oil density (ρo), viscosity (µo), the hydrate agglomerate slip velocity
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Figure 6.5 Illustration of the hydrate bedding calculation process starting from the prediction
of mean hydrate particle size (d̄p).
compared to the oil phase (| voil−vhyd |), the fluid shear rate (γ), and the equivalent hydrate
agglomerate radius (rA) [167], as presented in Eq. 6.7. The lift force is perpendicular to the
flow direction. When the lift force and the bedding force (Fbedding) balance out for a pipeline
with a gravity inclination of θ, Eq. 6.8 is satisfied. Figure 6.7 is a general comparison of the
lift force and the bedding force as a function of hydrate agglomerate size when the hydrate
agglomerates slip from the oil phase. With a certain pipeline inclination and fluid shear,
when the hydrate agglomerate diameter increases, both the lift force and the bedding force
will increase. Once the hydrate agglomerate size increases beyond a certain size, the bedding
force will be larger than the lift force, suggesting that these hydrate agglomerates may bed
at the bottom of the pipe.
Flift = 1.615(ρoµo)




Flift = Fbedding = (G− FB)sin(θ) =
4
3
πr3A(ρhyd − ρo)gsin(θ) (6.8)
When the hydrate agglomerates bed and/or are lifted, there is a fluid friction force acting
opposite to the relative motion of the hydrate agglomerates with respect to the fluid. As
shown in Eq. 6.9, this fluid friction is proportional to the squared hydrate slip velocity
(| voil− vhyd |
2) and the equivalent agglomerate radius (rA), and is regarded as the turbulent
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Figure 6.6 Forces on slipped hydrate agglomerates in a horizontal pipeline.
Figure 6.7 Bedding and lifting forces as a function of hydrate agglomerate size when the
hydrate agglomerates slip from the oil phase.
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suspension force. Balancing the bedding force (Fbedding) and the fluid turbulent suspension
force (Ft), the bedding velocity (vbedding) is obtained, as displayed in Eq. 6.10. Similarly, the
lift velocity (vlift), is based on the balance of the lifting force (Flift), and the fluid turbulent
suspension force (Ft), as in Eq. 6.11. Considering both phenomena, the hydrate bedding



















ρhyd(vbedding · αhyd/oil − vlift · αhyd/bed)Abed
VCV
(6.12)
In Eqs. 6.9 - 6.12, Cd is the drag coefficient, which equals to 0.47 for rough spheres.
αhyd/oil and αhyd/bed are the volume fractions of the hydrate agglomerates in the oil layer and
in the bed layer, respectively. Abed is the surface area of the bed layer in one pipe section,
and VCV is the volume of the pipe section.
Figure 6.8 shows the hydrate bedding model flow diagram. This bedding model is coupled
with a kinetics hydrate formation model to calculate the hydrate formation rate and amount,
as reported in literature [67]. After obtaining the mean hydrate particle size (d̄p) using
Boxall’s model [69], the mean hydrate agglomerate size (d̄A) is calculated according to Eq. 6.1
and a hydrate agglomerate size log-normal distribution is generated. Oroskar’s correlation
[150] is then applied to compute the critical agglomerate size that the current flow can
suspend. If the hydrate agglomerate size is larger than the critical agglomerate size, the
bedding and lifting forces as well as the bed formation rate and amount are calculated.
After hydrate bed formation, the effective pipe diameter will decrease, increasing the fluid
shear rate. If the hydrate agglomerates are smaller than that of the critical agglomerates,
these hydrate agglomerates remain in the hydrate slurry suspension, increasing the slurry
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viscosity. Both the hydrate slurry viscosity change and the hydrate bedding may affect the
pressure drop of the system. The outputs of this hydrate bedding model include the hydrate
amount in the slurry and bed layers, the effective pipe diameter, the updated shear rate,
the hydrate slurry viscosity, and the updated heat transfer coefficient after hydrate bedding.
These updated properties are sent back to the coupled transient multiphase flow simulator
for further pressure drop calculations.
Figure 6.8 Hydrate bedding model flow diagram.
6.3 Model Validation
The bedding model has been validated against large-scale flowloop experiments with
different liquid velocities, water cuts and both with and without AA injection. Parameters
such as hydrate volume fraction in the oil and in the bed layers, the reduction of the effective
pipe diameter are outputs from simulations. The simulated mass flow rates and pressure
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drops are compared with measurements from experiments.and the settling down of these
agglomerates were seen
6.3.1 Influence of Liquid Velocity on Hydrate Bedding
Figure 6.9 is a comparison of the experimental and simulation results of the hydrate
volume fraction at a liquid velocity of 0.48 m/s with crude oil C at 50 vol.% water cut. A
cohesive force (FA) of 25 mN/m was applied in this simulation, which is based on the high
pressure micro-mechanical force (MMF) measurement from Hu et al. [116]. From Figure 6.9,
hydrates start to form upon hydrate onset, and at the end of the experiments, there is 22
vol.% of hydrates in the system. The hydrate volume fraction in the simulation is the sum
of the hydrate volume fraction in the oil layer and in the bed layer. From simulation, it is
observed that bedding starts almost right after hydrate onset, and although the hydrates in
the oil layer and in the bed layer are both increasing, most of the hydrates are predicted to
bed at the bottom of the pipe. The hydrate bedding fraction (δbed) is defined as the hydrate
volume fraction in the bed layer (ϕhyd
−
bed) divided by the total hydrate volume fraction (ϕ),







After 4 hrs into the simulation since hydrate onset, the hydrate bedding fraction is 88
%, corresponding to the experimental observation that most of the hydrates are bedded
[157]. Figure 6.10 is a comparison of the mean hydrate agglomerate size (d̄A) and the critical
hydrate agglomerate size (dA,crit) in the bedding simulations at a liquid velocity of 0.48 m/s.
During the entire simulation, the mean agglomerate size is much larger than the critical
agglomerate size, which explains why most of the hydrates are bedded. It is noted that the
mean hydrate agglomerate size and the critical hydrate agglomerate size are dynamically
changing during the simulation due to the variation in effective pipe diameter, shear rate
and liquid velocity.
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Figure 6.11 is the bedding simulation results of mass flow rate and effective pipe diameter
as a function of time after hydrate onset with crude oil C at a liquid velocity of 0.48 m/s.
Hydrates have porous structures which can be filled with oil, water, and gas. From Straume
et al. [168, 169], the porosity of gas hydrates changes as a function of subcooling, temperature
gradient as well as the annealing time. In the bedding simulations, a sensitivity study of the
hydrate porosity (ε) was carried out. From Figure 12, with a porosity of 0, the effective pipe
diameter decreases by about 12% and the mass flow rate (MFR) decreases by about 25%
after 4 hrs into the simulation. However, with a porosity of 0.65 as suggested by Straume et
al. [169] and by assuming that the pores are filled with water and oil mixtures, the effective
diameter decreases by 36% due to hydrate bedding and the MFR decreases by 74%.
Figure 6.9 A comparison of the experimental and bedding simulation results of the hydrate
volume fraction as a function of time after hydrate onset with crude oil C at a liquid velocity
of 0.48 m/s, 60 vol.% liquid holdup, and 50 vol.% water cut (FA = 25 mN/m and ε = 0.65).
The green line is the hydrate volume fraction in the oil layer, the pink line is the hydrate
volume fraction in the bed layer, and the brown line is the total hydrate volume fraction in
the simulation.
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Figure 6.10 A comparison of the mean hydrate agglomerate size (d̄A) and the critical hydrate
agglomerate size in bedding simulations (dA,crit) as a function of time after hydrate onset
with crude oil C at a liquid velocity of 0.48 m/s, 60 vol.% liquid holdup and 50 vol.% water
cut (FA = 25 mN/m).
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Figure 6.11 Bedding simulation results of mass flow rate and the effective pipe diameter as
a function of time after hydrate onset with crude oil C at a liquid velocity of 0.48 m/s, 60
vol.% liquid holdup, and 50 vol.% water cut. A sensitivity study on hydrate porosity (ε)
with values of 0 and 0.65 is carried out (FA = 25 mN/m).
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Figure 6.12 is a comparison of the experimental and bedding simulation results of the
hydrate volume fraction with crude oil C at a liquid velocity of 0.89 m/s. With a cohesive
force of 25 mN/m, increasing the mixture velocity from 0.48 m/s to 0.89 m/s decreases the
bedding fraction from 88% to 80% after 3.9 hrs into the simulation since hydrate onset. A
comparison of the mean and the critical hydrate agglomerate size in this bedding simulation
is plotted in Figure 6.13. Unlike Figure 6.10, the mean hydrate agglomerate size is smaller
than the critical agglomerate size from Figure 6.13 (a). Nevertheless, taking a snapshot at
time t and plotting the hydrate agglomerate size CDF in Figure 6.13 (b) shows that about
37% of the hydrate agglomerate size distribution is still larger than the critical agglomerate
size. Figure 6.14 is a comparison of the relative mass flow rate in the experiment and in
the bedding simulation as a function of time after hydrate onset with a hydrate porosity of
0.65. The relative mass flow rate (MFRrel) is defined as the mass flow rate at a certain time
(MFR(t)) compared with the mass flow rate at hydrate onset (MFRonset), as in Eq. 6.14.
It is noted that the error caused by a Coriolis mass flow meter dealing with four-component
flow leads to only a qualitative analysis of the mass flow rate in experiment [170]. From
Figure 6.14, the simulation result is capturing the trend of the mass flow rate reduction
observed in the experiment. At the end of the simulation, there is a mass flow rate reduction





Figure 6.15 is a comparison of the experimental and bedding simulation results of the
hydrate volume fraction with crude oil C at a mixture velocity of 1.34 m/s and 50 vol.%
water cut. From experimental observations, bedding does not occur until after a certain
amount of hydrates have formed in the flowloop and the experimental results indicate low
bedding fractions [157]. From simulation, bedding does not occur until 0.5 hrs after hydrate
onset when there are 5 vol.% of hydrates in the flowloop. Increasing the mixture velocity
from 0.89 m/s to 1.34 m/s decreases the bedding fractions from 80% to 13%. The simulation
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Figure 6.12 A comparison of the experimental and bedding simulation results of hydrate
volume fraction as a function of time after hydrate onset with crude oil C at a liquid velocity
of 0.89 m/s, 60 vol.% liquid holdup, and 50 vol.% water cut (FA = 25 mN/m and ε = 0.65).
150
Figure 6.13 A comparison of the mean hydrate agglomerate size (d̄A) and the critical hydrate
agglomerate size in bedding simulations (dA,crit) as a function of time after hydrate onset
with crude oil C at a liquid velocity of 0.89 m/s, 60 vol.% liquid holdup, and 50 vol.% water
cut (FA = 25 mN/m). (a): Hydrate agglomerate diameter as a function of time; (b) Hydrate
agglomerate size cumulative distribution function at time t.
Figure 6.14 A comparison of the relative mass flow rate in the experiment and in the bedding
simulation as a function of time after hydrate onset with crude oil C at a liquid velocity of
0.89 m/s, 60 vol.% liquid holdup, and 50 vol.% water cut (FA = 25 mN/m and ε = 0.65).
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results qualitatively agree with the experimental observations.
Figure 6.15 A comparison of the experimental and bedding simulation results of hydrate
volume fraction as a function of time after hydrate onset with crude oil C at a liquid velocity
of 1.34 m/s, 60 vol.% liquid holdup, and 50 vol.% water cut (FA = 25 mN/m and ε = 0.65).
At 1.1 hrs, the hydrate volume fraction is 10 vol.% with a bedding fraction of 15%.
Figure 6.16 and Figure 6.17 are the experimental and bedding simulation results of the
hydrate volume fraction with crude oil C at 30 vol.% water cut and a liquid velocity of 1.34
and 2.48 m/s, respectively. From experiments, a low degree of bedding was observed at the
liquid velocity of 1.34 m/s, while there is no sign of hydrate bedding at a liquid velocity
of 2.48 m/s [113]. From Figure 6.16, after 2 hrs since hydrate onset, 15 vol.% of hydrates
form in the flowloop and the predicted bedding fraction is 10% at a liquid velocity of 1.34
m/s. From Figure 6.17, after 3 hrs into the simulation, although there are 16 vol.% of
hydrates in the flowloop, hydrate bedding is not observed due to the high liquid velocity
(2.48 m/s). From Figure 6.9 to Figure 6.17, it is demonstrated from both experiments
and simulations that increasing the liquid velocity decreases the bedding fractions. This
results from synergistic factors where the increased fluid velocity/shear will both increase
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the critical hydrate agglomerate size that the system can suspend and result in a smaller
hydrate agglomerate size by breaking up the large hydrate agglomerates [163].
Figure 6.16 A comparison of the experimental and bedding simulation results of hydrate
volume fraction as a function of time after hydrate onset with crude oil C at a liquid velocity
of 1.34 m/s, 60 vol.% liquid holdup, and 30 vol.% water cut (FA = 25 mN/m and ε = 0.65).
At 1.3 hrs, the hydrate volume fraction is 10 vol.% with a bedding fraction of 13%.
6.3.2 Influence of Water Cuts on Hydrate Bedding
A sensitivity study was performed by changing the water cuts from 30 to 80 vol.% with
crude oil C at a liquid velocity of 1.34 m/s and 60 vol.% liquid holdup. The experimental
and simulation results are displayed in Figure 6.15, Figure 6.16, and Figure 6.18. From
experiments, low bedding degrees were observed for these three experiments despite of the
water cuts [157]. When there are 10 vol.% of hydrates in the flowloop, the hydrate bedding
fractions are 13, 15 and 21% at 30, 50 and 80 vol.% water cuts, respectively. This means that
despite of the water cut increase, there are only about 1 – 2 vol.% of hydrates settled down
at the bottom of the pipe. The simulation results indicate that water cut is not directly
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Figure 6.17 A comparison of the experimental and bedding simulation results of hydrate
volume fraction as a function of time after hydrate onset with crude oil C at a liquid velocity
of 2.48 m/s, 60 vol.% liquid holdup, and 30 vol.% water cut (FA= 25 mN/m).
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captured by the simulation, and the influence of water cuts on hydrate bedding with crude
oil C at the same liquid holdup could be negligible at this liquid velocity (1.34 m/s).
Figure 6.18 A comparison of the experimental and bedding simulation results of hydrate
volume fraction as a function of time after hydrate onset with crude oil C at a liquid velocity
of 1.34 m/s, 60 vol.% liquid holdup, and 80 vol.% water cut (FA = 25 mN/m and ε = 0.65).
At 1.0 hrs, the hydrate volume fraction is 10 vol.% with a bedding fraction of 21%.
6.3.3 Influence of AA Injection on Hydrate Bedding
AAs could work as an intermediary to decrease hydrate agglomeration by reducing the
cohesive force between gas hydrate particles [84]. From MMF measurements, an AA could
decrease the cohesive force between hydrate particles where a cohesive force (FA) of less than
1 mN/m has been reported [84]. Based on this, a cohesive force of 1 mN/m was applied
for simulations with AA injection. Figure 6.19 and Figure 6.20 are the comparisons of the
experimental and bedding simulation results of hydrate volume fraction as a function of time
after hydrate onset with crude oil C and AA injection at 50 and 80 vol.% water cuts (flowloop
tests No. 2 and 3), respectively. From both figures, all the hydrates stay dispersed in the oil
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layer and hydrate bedding is not observed, which agrees with experimental observations that
no large hydrate agglomerates are seen, nor subsequent bedding [157]. A comparison between
Figure 6.15, Figure 6.18, Figure 6.19, and Figure 6.20 indicate that hydrate bedding may be
eliminated with AA injection by reducing the cohesive force between hydrate particles and
hydrate agglomeration.
Figure 6.19 A comparison of the experimental and bedding simulation results of hydrate
volume fraction as a function of time after hydrate onset with crude oil C at a liquid velocity
of 1.34 m/s, 60 vol.% liquid holdup, and 50 vol.% water cut with AA injection (FA = 1
mN/m).
6.3.4 Influence of Hydrate Bedding on Pressure Drop
When hydrate bedding occurs, the mass flow rate decreases as well as the effective pipe
diameter, both of which affect the pressure drop in the pipe. Figure 6.21 and Figure 6.22
compare the pressure drops in the experiments and in the bedding simulations with crude
oil C under the liquid velocities of 2.48 and 0.89 m/s, respectively. The hydrate porosity in
these simulations is 0.65. The relative pressure drop (∆Prel) is defined as the pressure drop
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Figure 6.20 A comparison of the experimental and bedding simulation results of hydrate
volume fraction as a function of time after hydrate onset with crude oil C at a liquid velocity
of 1.34 m/s, 60 vol.% liquid holdup, and 80 vol.% water cut with AA injection (FA = 1
mN/m).
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It is observed from Figure 6.21 that at a liquid velocity of 2.48 m/s (when bedding
does not occur), there is only limited pressure drop increase due to agglomeration and
viscosification with 15 vol.% of hydrates in the flowloop. After 3 hrs into the simulation,
the relative pressure drop is predicted to increase by 90% due to viscosity increase. In the
flowloop experiments with bedding, a much larger relative pressure drop is observed, as seen
in Figure 6.22. Simulations were carried out with only the agglomeration model and with the
bedding model coupled with the agglomeration model. With only the agglomeration model,
after 3.9 hrs into the simulation, the relative pressure drop increases by 70% compared with
hydrate onset. However, with the bedding model, the pressure drop is 3.9 times that at
hydrate onset. It is suggested from simulations that at a liquid velocity of 0.89 m/s, bedding
may lead to a higher pressure drop than agglomeration. However, there is still a pressure
drop difference between experiments and simulations. This difference may come from the
following three sources: (1) the errors introduced by live emulsion property prediction by
the thermodynamic software; (2) the four-phase flow regime prediction, fluid dispersion
prediction, as well as the pump model errors introduced by the multiphase flow simulator;
(3) the prediction errors from this transient hydrate simulation model by not considering
hydrate adhesion on the wall or the moving hydrate beds.
6.3.5 Continuous Pumping Simulation Summary
Figure 6.23 is a summary of the hydrate bedding fractions with respect to different
mixture velocities and water cuts with crude oil C. Increasing the liquid velocity could
decrease the hydrate bedding fraction. At 2.48 m/s, the simulation indicates that all the
hydrate agglomerates are dispersed in the oil layer, which is consistent with experimental
observations. From the simulation, when the liquid velocity is between 0.48 to 0.89 m/s,
the dominant hydrate plugging mechanism is bedding with most of the hydrates in the bed
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Figure 6.21 A comparison of the experimental and agglomeration simulation results of rel-
ative pressure drop as a function of time after hydrate onset with crude oil C at a liquid
velocity of 2.48 m/s, 60 vol.% liquid holdup, and 30 vol.% water cut (FA = 25 mN/m, ε =
0.65).
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Figure 6.22 A comparison of the experimental and bedding simulation results of relative
pressure drop as a function of time after hydrate onset with crude oil C at a liquid velocity
of 0.89 m/s, 60 vol.% liquid holdup, and 50 vol.% water cut (FA = 25 mN/m, ε = 0.65).
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layer. When the liquid velocity is between 1.34 to 2.48 m/s, the dominant hydrate plugging
mechanism is agglomeration. In the flowloop experiments, bedding only occurs when the
liquid velocity is equal or less than 1.34 m/s without AA injection [157]. The simulation
results are in agreement with the experimental results. At the same liquid velocity, increasing
the water cuts only weakly affects the hydrate bedding fractions. Injecting AA into the
flowloop results in a large decrease of hydrate agglomeration and may eliminate hydrate
bedding.
Figure 6.23 A summary of the hydrate bedding fractions with respect to different mixture
velocities, water cuts and with/without AA injection. (crude oil C, FA = 25 mN/m for
simulations without AA injection, FA = 1 mN/m for simulations with AA injection).
6.3.6 Ramping Test Simulations
Ramping tests were performed to validate the bedding model. The pump starts at 1200
rpm, then approximately every hour, the speed is changed. Upon the change of pump speed,
the corresponding liquid velocity changes. From Figure 6.24 (a), the liquid velocity steps
down from 2.48 m/s to 0 and then returns to 2.48 m/s in a similar fashion. The hydrate
formation in the simulation during pump ramping is compared with that in the experiment.
In the experiment, before the ramping test, the flowloop is cooled down to 4 ➦C during
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shut-in. Hydrates start to form right after cold restart at a liquid velocity of 2.48 m/s. In
the experiment, the maximum hydrate fraction is about 12 vol.%. The simulation captures
the experimental hydrate formation rate and amount in the first 10 hrs. However, after 10
hrs into the simulation, the simulation results start to deviate from that in the experiment.
This is because a kinetics model is applied in the simulation, which does not account for
the mass and heat transfer limitations that exist in the experiments. In Figure 6.24 (b), the
hydrate simulation results in the bed layer and in the oil layer are decoupled and plotted
separately. From Figure 6.24 (b), when the liquid velocity is equal or higher than 1.71 m/s,
all the hydrates are dispersed in the oil layer. At a liquid velocity of 1.34 m/s, some of the
formed hydrates start to settle down and bed at the bottom of the pipe. Further decreasing
the liquid velocity from 1.34 m/s to 0 decreases the hydrate amount that is dispersed in
the oil, while increasing the bedded hydrate fractions. This is consistent with the constant
pumping experimental and simulation results that decreasing the liquid velocity will increase
the hydrate bedding fractions. After shutting in for half an hour, the pump is restarted. After
increasing the pump speed /liquid velocity, the hydrate bed is gradually lifted. When the
liquid velocity is increased back to 1.71 m/s, all the hydrates in the bed are re-dispersed in
the oil layer.
Similar to Figure 6.14, a qualitative comparison of the relative mass flow rate in the
experiment and in the simulation was performed. Figure 6.25 displays a comparison between
the mass flow rate from the experiment and the simulation at each stage of the pump ramping
test. From Figure 6.25, it can be observed that although there is a difference between the
experimental and the simulated mass flow rates, they follow the same trend.
Figure 6.26 (a) is a comparison of the relative pressure drop in the experiment and in
the bedding simulation during the pump ramping test. A separate simulation is performed
with only the agglomeration model. It is observed that at a time between 2.8 - 4.8 hrs
and 9 - 12 hrs, the bedding simulation coupled with the agglomeration model leads to a
higher pressure drop compared with the agglomeration model simulation. This is because
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Figure 6.24 (a) A comparison of the hydrate volume fraction in the experiment and in the
simulation as a function of time after hydrate onset with crude oil C at 60 vol.% liquid holdup
and 50 vol.% water cut during pump ramping tests; (b) The corresponding simulated hydrate
volume fractions in the bed layer and in the oil layer (FA = 25 mN/m and ε = 0.65).
Figure 6.25 A comparison of the relative mass flow rate in the experiment and in the simu-
lation as a function of time after hydrate onset with crude oil C at 60 vol.% liquid holdup
and 50 vol.% water cut during pump ramping tests (FA = 25 mN/m and ε = 0.65).
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the bedding simulation not only can capture the hydrate agglomeration and the resulting
viscosity increase, but also can generate the reduction of the effective pipe diameter (stenosis)
during the hydrate bedding process, as presented in Figure 6.26 (b). Nevertheless, at a time
of 5.8 - 8.5 hrs, the bedding simulation brings about a lower pressure drop compared to
the agglomeration model simulation. At such low liquid velocities (0 - 0.48 m/s), most of
the hydrates have bedded at the bottom of the pipe. The bedded hydrates have a porous
structure that is filled with water and oil mixtures. At this condition, the flow is dominated
by the mass flow rate reduction, i.e. mainly the gas is flowing, resulting in a very low
pressure drop. It is noted that such a low pressure drop is an artifact of the flowloop from
fluid recirculation and may not be observed during oil and gas field production.
Figure 6.26 (a) A comparison of the experimental and (agglomeration and bedding) simula-
tion results of relative pressure drop as a function of time after hydrate onset with crude oil
C at 60 vol.% liquid holdup and 50 vol.% water cut during pump ramping tests (FA = 25
mN/m, ε = 0.65); (b) Conceptual picture of hydrate agglomeration, pipeline stenosis and
mass flow rate reduction caused by bedding.
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6.4 Chapter Summary
A hydrate bedding model coupled with a hydrate agglomeration model has been devel-
oped and implemented into a multiphase flow simulator. This bedding model is based on the
hydrate agglomerate size distribution and the force balance on these hydrate agglomerates
to determine bedding and re-dispersion rates. It is proposed that hydrate bedding occurs
when the fluid shear is not able to suspend some of the hydrate agglomerates. From simula-
tion, it is indicated that agglomeration controls bedding and bedding may increase pressure
drop and decrease the hydrate slurry transportability. From FBRM, it is found out that the
hydrate agglomerate size/chord length could be simulated with a log-normal distribution.
After bedding calculations, the effective pipe diameter and the hydrate slurry viscosity are
updated.
This bedding model has been tested against large-scale flowloop experiments which in-
clude different mixture velocities, water cuts, and both with and without AA injection with
crude oil C. From flowloop simulations, it is found out that increasing the liquid velocity
could decrease the hydrate bedding fraction and hydrate bedding occurs when the liquid
velocity is equal or less than 1.34 m/s. The dominant hydrate plugging mechanism at low
liquid velocity could be bedding while that at high liquid velocity may be agglomeration.
It was also determined that AAs could prevent bedding by decreasing hydrate agglomerate
sizes. The simulation results correspond to experimental observations. The pressure com-
parison between simulations and experiments indicate that bedding may lead to either a




CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK
This chapter summarizes the CSMHyKmodel descriptions in the oil- and water-dominated
systems. A sensitivity study was performed with the oil-dominated model to illustrate the
effects of different parameters such as the cohesive force between gas hydrate particles, liq-
uid velocity, and water cut on the transportation of hydrate slurries. Key simulation results
and the lessons learned through CSMHyK under various field production conditions are also
summarized. These may serve as initial rules-of thumb for field operations. Finally, recom-
mendations for future CSMHyK development, including the hydrate transportation model
development in the partially dispersed systems, are provided.
7.1 Conclusions
7.1.1 Models in Oil-Dominated Systems
For modeling purpose, the hydrate formation process in pipelines is divided into four
stages: water dispersion, hydrate growth, hydrate agglomeration and plugging [156]. The
size of the dispersed water droplets defines the surface area for hydrate formation and is
calculated with a model developed by Boxall et al [69]. After the system reaches a certain
subcooling, hydrates start to form. The gas consumption rate caused by hydrate growth
is either described by a kinetics model or transport model that considers heat and mass
transfer limitations. The formed hydrate particles could agglomerate together due to the
interaction of the hydrate particles and the cohesive force between them. The maximum
hydrate agglomerate size is a balance of the cohesive force that holds aggregates together
and the fluid shear force that breaks them apart. From this, the effective hydrate volume
fraction is defined to measure the extent of hydrate agglomeration. If AA is not injected in
the system, large hydrate agglomerates may form, increasing the effective hydrate volume
fraction and hydrate slurry viscosity, thus decreasing the hydrate slurry transportability.
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When water droplets disperse in the oil phase, these water droplets increase the effective
viscosity of the oil phase. Upon hydrate formation, the phase change from water to hy-
drates decreases the viscosity contribution of water, yet increases the viscosity contribution
of hydrate particles/agglomerates. This dynamic rheological behavior can be described by
a bimodal model that consists of two separate unimodal systems [135, 171]. In this model,
the w/o emulsion viscosity is calculated with the Pal’s model [111]. A modified Mill’s model
[83] that considers the effective hydrate volume fraction due to agglomeration is applied to
calculate the hydrate slurry viscosity.
Once hydrate particles agglomerate, if the fluid shear is not able to suspend the large
hydrate aggregates, these may settle down at the bottom of the pipe and form a hydrate
bed. Hydrate bedding is a result of large hydrate agglomerate size and low fluid shear.
This bedding decreases the hydraulic diameter and increases the fluid shear rate, which may
limit further hydrate bedding. From autoclave experimental studies, it is indicated that
the hydrate agglomerate size can be described using a log-normal distribution. The critical
hydrate agglomerate size is referred as the largest aggregates that the fluid flow can suspend.
Adapting Oroskar’s correlation [150] on solid transportation in turbulent flow, the critical
hydrate agglomerate size during hydrate slurry transportation is calculated. This critical
hydrate agglomerate size is compared with the CDF of the log-normal distribution, and may
divide the CDF into two parts: the hydrate agglomerates smaller and larger than the critical
agglomerate size. The fluid flow is able to suspend the hydrate agglomerates smaller than
the critical agglomerate size, while the hydrate agglomerates larger than the critical value
may bed based on the force balance.
Once when hydrate agglomerates slip from the oil phase, they are subject to buoyancy,
gravitational, and lift forces. The lift force originates from the velocity difference between
the oil phase and the hydrate phase [167]. The difference between buoyancy and gravity
is defined as the bedding force. A comparison of the bedding and lift force at a certain
flow shear and pipe angle indicates that with the increasing of the hydrate agglomerate size,
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both the bedding and lift forces increase. However, these increase at different rates. After
reaching a certain agglomerate size, the bedding force becomes larger than the lift force,
meaning that these large hydrate particles will bed at the bottom of the pipe. There is a
fluid friction force (i.e. the turbulent suspension force) acting opposite to the motion of the
hydrate agglomerates when these hydrate agglomerates bed and/or are lifted. The bedding
and lift velocities are acquired by balancing the bedding and lift forces with the turbulent
suspension force. Considering both the hydrate bedding and lifting, the hydrate agglomerate
bedding rate can be computed.
The hydrate formation, agglomeration, rheological, and bedding models in the oil-dominated
system are coupled in CSMHyK. Water droplet size calculation provides the interfacial area
for hydrate formation. Hydrate agglomerate size distribution and the critical agglomerate
size activate the effective hydrate slurry viscosity and the bedding calculation. After the
hydrate bed formation rate and amount calculation, the updated hydraulic diameter and
shear rates are obtained. The pressure drop is computed by the multiphase flow simulator
by evaluating both the effects of hydrate agglomeration and bedding.
7.1.2 Models in Water-Dominated Systems
During oil and gas production, the water cut increases gradually after water break-out
[172]. At high water cuts, the oil droplets and gas bubbles are dispersed into the excess
water phase, known as the water-dominated system [173]. In a water-dominated system,
CSMHyK only considers the hydrate formation from the gas bubbles, neglecting the hydrate
formation contribution from the oil droplets. In CSMHyK, the hydrate growth rate in a
water-dominated system is described by a model developed by Skovborg and Rasmussen
[85]. The calculation of the hydrate slurry viscosity in the water-dominated system also
utilizes the bimodal model [64, 171].
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7.1.3 Phase Inversion
For an oil-water mixture in an oil-dominated system, if the water cut gradually increases
beyond the phase inversion region, the system will convert from an oil- to a water-dominated
system. Similarly starting from a water-dominated system, increasing the oil content may
invert the system to an oil-dominated system [108]. In oil and gas transportation pipelines,
oil- and water-dominated systems may co-exist in different pipe sections and the phase
inversion may also occur in pipelines due to the change in the fluid distribution. In CSMHyK,
if the water cut is below the inversion range, the hydrate formation and transportation models
in the oil-dominated system is applied and all the hydrates are assumed to be dispersed in
the oil phase. However, if the water cut passes the inversion range, the water-dominated
model is activated with all the hydrates dispersed in the water phase [64].
7.1.4 Sensitivity Study Performed with the ExxonMobil Flowloop (Oil-Dominated
System)
CSMHyK has been applied to study the effects of liquid velocity, water cut and the
cohesive force between hydrate particles on the effective viscosity of hydrate slurry, hydrate
bedding and pressure drop with the ExxonMobil flowloop. In a typical experiment, a certain
amount of fluids (Conroe crude oil and water) are charged into the flowloop and methane is
injected through a gas accumulator to pressurize the flowloop to 69 bara. The temperature
of the flowloop is gradually cooled down to 4 ➦C before hydrate formation. The flowloop
pressure is maintained during the hydrate formation process. By varying the pump velocity,
the liquid velocity can be changed. In this study, the sensitivity study covers a liquid velocity
range of 0.48 to 2.48 m/s, water cuts from 15 to 65 vol.%, and cohesive forces from 1 to 50
mN/m. The base case for this sensitivity study has a cohesive force of 20 mN/m, a water
cut of 35 vol.%, and a liquid velocity of 1.34 m/s. The results from the considered cases
are normalized with those of the base case. The relative hydrate slurry viscosity, relative
hydrate bedding fraction and relative pressure drop are then plotted as simulation results,
as in Figure 7.1. All the studies were carried out with 15 vol.% of hydrates in the system. A
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cohesive force of 20 mN/m corresponds to a system without AA injection [116]. A cohesive
force of 1 mN/m corresponds to a system with AA injection [174]. Increasing the hydrate
particle contact time increases the cohesive force between them [162]. As in Figure 7.1 (a),
with a cohesive force of 1 mN/m, the relative hydrate slurry viscosity is 0.17. While with
a cohesive force of 50 mN/m, which corresponds to a restart case after shut-in with longer
hydrate particle contact time, the relative hydrate slurry viscosity is 1.22. With a cohesive
force of 1 mN/m, all the hydrates are dispersed in the oil phase, as from Figure 7.1 (b) with
0 hydrate bedding fraction. While with a cohesive force of 50 mN/m, the relative bedding
fraction is as high as 1.55. This is a result of large hydrate agglomerate size. As a result
of viscosity and bedding fraction increase, the relative pressure drop increases from 0.68 to
1.11 as the cohesive force increases from 1 to 50 mN/m (Figure 7.1 (c)). Increasing the
liquid velocity from 0.48 to 2.48 m/s increases the relative hydrate slurry viscosity from 0.1
to 1.07, as suggested by Figure 7.1 (a). This is because at a liquid velocity of 2.48 m/s, all
the hydrates are dispersed in the oil phase, while at a liquid velocity of 0.48 m/s, most of
the hydrates are bedded (Figure 7.1 (b)). This means that at a liquid velocity of 2.48 m/s,
there are much more hydrates dispersed in the oil phase than that at a liquid velocity of 0.48
m/s, resulting in an increase in the effective hydrate slurry viscosity. With an increase in
liquid velocity, the relative pressure drop gradually increases (Figure 7.1 (c)). At 15 vol.%
water cut, the relative hydrate slurry viscosity is 0.73 when all the water is converted to gas
hydrates. At 65 vol.% water cut, the relative hydrate slurry viscosity is 1.27. High water cut
results in high viscosity due to emulsification. From Figure 7.1 (b), increasing the water cut
from 15 to 65 vol.% barely changes the bedding fractions. However, increasing the water cut
from 15 to 65 vol.% increases the relative pressure drop from 0.95 to 1.9, which is mainly a
result of hydrate slurry viscosity increase.
7.1.5 Summary of Field Simulations
Before applying CSMHyK to the field simulations, the fluid properties need to be un-
derstood. A methodology is proposed by involving the ultra-low volume experiments to
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Figure 7.1 Tornado diagram illustrating a sensitivity study of the effects of parameters such
as cohesive force, liquid velocity and water cut on the effective hydrate slurry viscosity,
bedding fraction and pressure drop.
obtain inputs for field simulations. These include rheological experiments to measure the
oil and emulsion viscosity; bottle tests and high pressure differential scanning calorimetry
(HP-DSC), which can determine the emulsion stability; and high pressure micro-mechanical
force (HP-MMF) measurements, which directly obtain the cohesive force between hydrate
particles.
In this thesis, studies on how the emulsion stability and pipeline insulation affect the
hydrate formation amount at both steady state and transient shut-in/restart conditions
were performed. The simulation results indicate that insulation may result in less hydrate
formation amount and a relatively low plugging risk. A stable emulsion may promote more
hydrate formation during shut-in, yet low restarting risk compared to unstable emulsion
properties. A study on an uninsulated black oil subsea tieback with 8 wt.% equivalent
NaCl concentration in the production water was carried out. It was demonstrated that the
formation of hydrates would be limited by the high salt concentration in the system, which
corresponds to the study of Creek et al. [41]. If the emulsion formation is unstable, at 24
vol.% water cut, the local water cut at geometry low spots could be higher than 90 vol.%
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during shut-in, making these spots water-dominated. During cold restart, more hydrates
may form due to the mixing of cooled gas and water. With AA injection, the pipelines were
plugged with hydrates at 49 vol.% water cut due to the large amount of hydrates in the
pipelines. However, simulation results suggest that without AA injection, the flowline may
plug with hydrates at a water cut less than 20 vol.%. From simulation, hydrate plugging
usually occurs at geometry low spots due to the low velocity during uphill transportation.
In another study, it is suggested that with the increasing of water cut in the liquid export
line (100 vol.% liquid holdup), hydrate formation first increases and then decreases based
on the amount of dissolved gas in the oil phase. The maximum hydrate formation amount
in the liquid export line could be about 20 vol.%. The effect of hydrate slip on the hydrate
formation amount and transportability was investigated. It is shown that hydrate slip may
increase the local hydrate accumulation. With insulation, although hydrate may not form
during steady state, it may form during restart due to the extended cooling down of the
flowline. A longer shut-in may result in faster hydrate formation during restart. With
AA injection for planned shut-in and dead oil circulation for unplanned shut-in, hydrate
management guidelines which can minimize the hydrate plugging risk while largely reducing
the operational cost could be proposed.
7.2 Recommendations for Future Work
The future work recommendations focus mainly on three parts: current model modifica-
tion, modeling hydrate formation in partially dispersed system and CSMHyK holistic model
development plan.
7.2.1 Current Model Modification
The current CSMHyK model assumes all the water droplets are dispersed in the oil phase
during hydrate formation surface area calculation and may overestimate the surface area for
hydrate formation and thus the hydrate formation rate. Future work is recommended to
correct the surface area calculation according to the gas-liquid and liquid-liquid flow regimes
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[175].
7.2.2 Hydrate Formation in Partially Dispersed Systems
As the the oil/gas field matures, the amount of water produced could increase dramati-
cally, which may lead to the transition from an oil-dominated system to a partially dispersed
system. A partially dispersed system is characterized by the partial dispersion of the water
droplets inside the oil phase and the separation of a distinct free water phase at the bottom
of the pipeline. This transition from oil-dominated to partially dispersed system usually cre-
ates a more complicated hydrate formation scenario and increases the hydrate plugging risk.
However, the mechanisms of hydrate formation and transportability in partially dispersed
system are not fully understood.
Vijayamohan et al. first studied the hydrate formation in partially dispersed systems
with model mineral oils under different mixture velocities and water cuts [54, 120]. They
found out that increasing the mixture velocity, oil viscosity as well as the liquid holdup will
contribute to better hydrate transportability. From their study, hydrate transportability
in partially dispersed systems is more catastrophic compared with completely dispersed
systems. Minimum amount of hydrates can be transported with partially dispersed systems.
Rapid hydrate formation with large amount of water occlusion during agglomeration was
observed in both the oil layer and the free water layer in partially dispersed systems, as
presented in Figure 7.2. Bedding was observed to be worse than that in the oil-dominated
systems at the same mixture velocity. It was also noticed that the relative pressure drop
in partially dispersed systems compared with completely dispersed system is usually much
larger [157]. However, although this work has answered some of the fundamental mechanistic
questions regarding to hydrate formation in partially dispersed systems, there has not been
any modeling work on this yet.
CSMHyK only considers full dispersion of either oil- or water-dominated systems. As
the water cut increases in the field, CSMHyK predicts an inversion from an oil- to a water-
dominated systems after passing the water inversion region due to the lack of quantitative
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Figure 7.2 A conceptual picture of hydrate formation, agglomeration, bedding, and plugging
in partially dispersed systems, modified from [120].
models for water dispersion in partially dispersed systems. However, the inversion from
oil-dominated system to water-dominated system is usually incomplete [172]. Before transi-
tioning to the water-dominated system, there is usually the existence of a partially dispersed
system. Here, some recommendations for future model development on partially dispersed
systems are provided.
7.2.3 Recommendations for Model Development
From previous studies, it is indicated that the water dispersion can be modeled with
the water droplet size distribution [176]. The most widely used water droplet distribution
is a log-normal distribution [177, 156]. Boxall et al. identified that the water droplet size
fits a log-normal distribution with a log-normal standard deviation of 0.365 that of the
Sauter mean droplet size (0.365d̄) [165]. In turbulent flow, a high turbulence level may
provide enough energy to lift even the largest droplets and prevent them from settling and
separating out from the fluid. The largest droplet size that the turbulent flow can suspend
without falling to the bottom of the pipe is called the critical droplet size (dcrit). The
transition between dispersed water droplets and the free water layer may be achieved by
comparing the maximum droplet size (dmax) to the critical droplet size (dcrit) that the system
can entrain [178, 179, 180]. Gravity acting on those large droplets tends to pull down those
droplets, while the turbulent fluid friction tends to homogenize the mixture by suspending
the droplets in the fluid. When balancing these two forces, the critical droplet size can be
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calculated. Here, the falling force (Ffalling) can be expressed as gravity force deducted by
buoyancy. The fluid turbulent suspension force (Ft) is expressed in Eq. 7.2. The solved
























Here, d is the water droplet size; θ is the pipe inclination with respect to gravity direction;
v′ is the mean vertical turbulent velocity fluctuations in the continuous oil phase, which can
be expressed as a function of the mixture velocity (Um) and density (ρm), as in Eq. 7.4.
In case of water dispersion, a lognormal distribution is generated and the critical droplet
size (dcrit) is compared with the maximum droplet size (dmax). If dcrit ≥ dmax, then all the
water droplets will be dispersed in the oil phase, creating an oil-dominated system. However,
if dcrit < dmax, then the water will be partially dispersed in the oil phase, creating a partially
dispersed system. The log-normal distribution expression is discussed in 2.3.1, and only a
Figure (Figure 7.3) illustrating the water droplets distribution and the comparison of the
critical droplet size and the maximum droplet size is shown here.
Figure 7.3 Water droplets distribution and comparison of the critical droplet size (dcrit) and
the maximum droplet size (dmax).
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In partially dispersed systems, when a certain subcooling is reached and hydrates start
to form, hydrates would form on the surface of the water droplets in the oil phase (bulk
formation) as well as on the interface of the water and oil layer as a hydrate film (film
growth), as shown in Figure 7.4. Due to flow turbulence, it is assumed that the water-
oil interface is always replenishing, which facilitates more hydrate formation. The hydrate
volume fraction in the oil layer (HV Foil) and in the water layer (HV Fwater) are calculated
as in Eqs. 7.5 and 7.6, respectively.
HV Foil =
Vh






where Vo and Vh are the oil volume and the hydrate volume within one pipe section
length, respectively. Vw/o and Vfw are the emulsified water volume in the oil layer and
the free water volume in the water layer within one pipe section length, respectively. In
a partially dispersed system, the free water volume fraction is usually low and once the
HV Fwater reaches the maximum packing fraction (˜0.57), it is reasonable to assume that
most of the water has been occluded inside the hydrate pores and the remaining water will
not be able to suspend the hydrates in the water phase, thus forming hydrate beds, as in
Figure 7.5 [137, 182]. In the oil layer, the hydrate agglomeration and bedding models in the
oil-dominated system can be applied, as mentioned in Chapters 3 and 6.
7.2.4 CSMHyK Holistic Model Development Plan
It is known that different hydrate formation mechanisms may occur during hydrate trans-
portation, and the pipeline may be either liquid or gas-dominated depending on the flow
conditions and pipeline geometry. The major goal for CSMHyK development is to create
comprehensive models that can identify the different hydrate plugging mechanisms under
various flow conditions and use the relevant models to predict the hydrate formation and
hydrate slurry transportability. This holistic model development may take several years
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Figure 7.4 Hydrate growth on the surface of the water droplets and water-oil layer interface.
Figure 7.5 Hydrate agglomeration and bedding in partially dispersed systems.
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to complete. Further more, the coupling of CSMHyK and machine learning could help to
provide a simpler prediction tool.
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