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Abstract 
A novel application of bacterial foraging optimization algorithm (BFOA) in the area of design space exploration (DSE) of 
datapath in high level synthesis (HLS) is presented in this paper. The BFOA has been transformed into an adaptive automated 
DSE framework that is capable to handle tradeoffs between area-execution time during HLS. To the authors belief, no such 
application (or transformation) of BFOA into DSE exist in the literature. The key sub-contributions of the proposed approach can 
be classified as follows: i) Exploration drift using a novel chemotaxis algorithm ii) Diversity introduction in resource 
configuration using a novel dispersal algorithm iii) Performance analysis of proposed and related approaches on metrics such as 
generational distance, maximum pareto-optimal front error, spacing, spreading and weighted metric. Finally, results indicated an 
average improvement in Quality of Results (QoR) of ~6% and reduction in exploration runtime of > 18 % compared to three 
recent approaches based on PSO and GA. 
 
© 2014 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of KES International. 
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1. Introduction  
The process of HLS converts a behavioral description of an application into its register transfer level (RTL) 
counterpart which involves an automated process to explore a set of alternative candidate architectures of assorted 
nature but equivalent functionality called ‘DSE’. The DSE process includes a number of complicated decision 
making steps such as simultaneously maximizing the quality of final solution (or solutions) obtained and minimizing 
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the exploration time as well as clinically managing orthogonal metrics such as hardware area and execution time 
during exploration of pareto-points. Using nature (or bio) mimicry techniques such as genetic algorithm (GA) and 
particle swarm optimization (PSO) to solve this problem have not been found highly suitable options due to their 
high computational complexity and inability to reach optimal solutions quickly. Besides, the above algorithms do 
not provide enough options to incorporate guided/adaptive searching such as change in directions when a certain 
search path is found unproductive. Therefore, due to multiple loops involved in BFOA such as chemotaxis and 
replication as well as options of tumble/swim (helping to change directions when required), this algorithm provides 
the flexibility to be configured in an proficient way for eliciting efficient search behavior during DSE 6, 8, 9, 10. 
Finally, the flexibility to easily customize initialization of bacterium positions according to the demands of the 
problem also adds another advantage of using BFOA from the point of view of mapping the exploration problem. 
2. Related work 
The DSE problem solved using heuristics have been addressed in the literature using GA and PSO so far. However 
none of the approaches have been able to comprehensively able to tackle the orthogonal issues of reducing 
exploration time and enhancing quality of solution (i.e. reaching close to true pareto-optimal). For example, design 
space exploration has been addressed in 1, 4 using genetic algorithm based approach. In 1, an encoding scheme is 
introduced which helps in allocating supplementary resources during scheduling. Though the approach mostly 
produces optimal results, the drawback of these approaches is its huge time complexity. Besides, in both GA 
approaches 1, 4, another drawback is no consideration on total execution time (just latency) and data pipelining in the 
cost function. Another approach using GA in 2 uses a technique for allocation and binding for data path synthesis 
(DPS). The approach lacks technique to deal with the scheduling phase as it accepts only scheduled DFS during 
exploration. Further, no consideration on execution time (just latency) and data pipelining has been made. The 
approach also suffers from high computation time. Moreover, in 3 GA has also been used by authors for integrated 
scheduling and allocation. Although pipelining details have been considered in the cost function, but the approach 
suffers from generating non-optimal solutions in some cases as well as huge computation time due to multi-structure 
topology of chromosomes. In 5 an approach based on PSO integrated with GA has been described to solve the DSE 
problem. In this technique, crossover is performed between current position with global best and local best position 
to simulate the effect of velocity for finding a new solution. The shortcoming of the approach is that authors have 
not mathematically quantified velocity parameter while updating the particle position (therefore exact weight on 
social and cognitive component is not possible). Also, it is unable to handle user constraints of execution time and 
Table 1.Proposed Nomenclature 
p Bacterium population size D Total available resource types 
xi Resource set of a particular bacterium solution  Temp Initial temp of starting process 
xiLast Last resource set of i th bacterium solution tmin   Minimum temperature 
xiNew New resource set of i th bacterium solution tmax Maximum temperature 
C(i) Step size               TE
 Total execution time of a resource set 
C(i)Last Last step size used L Latency of a schedule 
C(i)New   New step size generated λ  Input samples to be processed  
N(Rd)        Number of instances of a  resource type ‘d’ Tc    Cycle time of a scheduling solution 
N(Rd)New
 New value of the dth resource type t'    Tw / Nc 
N(Rd)min Minimum value of d
th resource type Tw   Temperature window 
N(Rd)max Maximum value of d
th resource type   Tmax Maximum execution time of a resource set in 
design space 
N c  Maximum number of chemotactic steps Amax Maximum area of a resources set  
N ed   Maximum number of dispersal steps Tcons User specified execution time constraint 
j Variable representing # of Chemotactic step Acons User specified area constraint 
k Maximum number of times dispersal has to be 
done (regulates dispersal count) 
AT Total area consumed by a resource set 
)( if xC    Cost of bacterium with resource set xi KMUX/DMUX Area occupied by multiplexer/demux 
Cif 
(xiLast)
Cost of ith bacterium with last resource set (xiLast) NMUX/DMUX 
Number of multiplexer or de-multiplexer 
Cif 
(xiNew) 
Cost of ith bacterium with new resource set (xiNew) EFU Total energy consumption of the resources 
m Step # at which dispersal has to be performed Re[j--] Array to check whether dispersal performed 
or not 
K(Ri) Area occupied by a particular resource type i x(Rd)iNew dth resource type of new solution of ith 
bacterium 
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area during fitness evaluation. Besides, the computational complexity was found to be huge.  
However, a parallel evolutionary process like the proposed BFOA-DSE provide enough options to 
incorporate guided/adaptive searching such as change in directions when a certain path is found to be ineffective, 
thereby assuring greater guarantee to escape local optima. Moreover, as mentioned before, due to multiple loops 
involved in BFOA for chemotaxis and elimination dispersal/replication as well as options of tumble/swim (helping 
to change directions when required), this algorithm provides the flexibility to be mapped in an efficient way for 
reaching real optimal solution (or true pareto front) 6, 8, 9, 10. 
3. Problem definition and evaluation models 
3.1. Problem formulation 
Given a data flow graph (DFG), explore the design space and determine an optimal resource configuration, 
)}()....(),(),({ 21 Ddx RNRNRNRNR   satisfying conflicting user constraints and minimizing the overall cost. The 
problem can be formulated as: Determine: 
xi RRNOptimal  ))((  with minimum hybrid ),( ET TACost  
Subjected to: 
consEconsT TTandAA dd  
All the variables used in this paper are defined in Table1. 
3.2. Evaluation models 
A resource configuration represents position of a bacterium in the design space. A resource configuration is 
evaluated on the basis of area occupied by the configuration, the execution time taken, and the cost function 
illustrating the fitness of the configuration or bacterium.  
3.2.1. Area model 
 
Total Area consumed (AT) by a resource set and multiplexer is given by 7: 
»¼
º«¬
ª  ¦
 
D
i
DMUXMUXDMUXMUXiiT KNRKRNA
1
//))()((
              (1) 
Where, ‘N(Ri)’, ‘K(Ri)’, ‘NMUX/DMUX’ and  ‘KMUX/DMUX’ have been defined in Table 1. (Note: - area is indicated by area 
units (au), where 1 au = 1 transistor). 
3.2.2. Execution time model 
 
For a given system with ‘D’ functional resources the time of execution can be represented as 7: 
      ])1([ CE TLT  O                (2) 
The variables have been defined in Table1. 
3.2.3. Cost function model 
 
The proposed cost function (considering execution time and area consumed by a resource configuration) is 
defined as 7:  
max
2
max
1)( T
TT
A
AAxC consEconsTif
 MM       (3) 
Where, the variables have been defined in Table 1. 
4. Proposed BFOA driven DSE methodology 
66   Anirban Sengupta and Saumya Bhadauria /  Procedia Computer Science  35 ( 2014 )  63 – 72 
In bacterial foraging, the bacterium swarm progresses through three basic mechanisms viz. chemotaxis, 
replication and elimination-dispersal6. In the proposed approach, the initialization of bacterium positions 
corresponding to the resource configurations is initially done. i.e., the bacterium is labeled as xi; xi = (N(R1), 
(N(R2),..(N(Rd).. (N(RD)) where i = 1,2,…p. ‘p’ is the population size present in the design space and ‘N(Rd)’ is 
defined in Table 1. Movement of a bacterium from one position to the other is characterized as a chemotactic 
movement. The bacterium moves to a new unexplored position based on step length (C(i)), past position ( Lastix ) and 
random number (Δ(i)). In case of DSE, the bacterium positions are dispersed, with an aim of exploring the new 
positions with better cost. The least fit bacteria eventually die while the healthier bacteria positions yielding better 
fitness value are retained. Imitating the biological phenomenon of an E.coli bacterium life cycle, the proposed DSE 
methodology as shown in Figure 1 iterates within the valid temperature range [tmin, tmax] in which the bacteria can 
survive. (Note: Analysis from previous studies11 have revealed that the motility range of E.coli is between, tmin= 
25deg C and tmax=45deg C).Within this motility temperature range through regular chemotactic movement in every 
step (j) of each bacterium, the proposed DSE explores new feasible solutions.  
The process of dispersal occurs after designer specified periodic intervals (‘mth’ iteration step respectively). It is 
further repeated (based on its corresponding periodic intervals) for Ned times. Further, an array, (Re [j--]) is created 
correspondingly for dispersal process to store the outcome, checking whether dispersal has been performed in last 
iterative step or not. This storage structure is necessary to determine whether variable ‘m’ needs up-gradation or not. 
If Re [j--] = true then it indicates that in the last iterative step (j--), dispersal has taken place, therefore, the ‘m’ needs 
to be updated. Else, the up-gradation is bypassed. 
4.1. Proposed initialization of bacterium 
The bacterium position ‘xi’ of an ‘ith’ bacterium is given as: 
xi = (N(R1), (N(R2),..(N(Rd).. (N(RD))         (4) 
The bacterium’s are uniformly distributed over the design space and is initialized as: 
x1= (min(R1), min(R2),.. min(RD))         (5) 
x2 = (max(R1), max(R2),.. max(RD))         (6) 
x3=((min(R1)+max(R1))/2,......,((min(RD)+max(RD))/2         (7) 
While rests of the bacterium’s (x4...xn) are initialized by: 
( ) (min( ) max( )) / 2d d dN R R R D  r                                     (8) 
 
The approach is explained with the demonstration of a MESA Horner benchmark DFG (Figure 2). User specified 
design constraints for area and execution time as well as module library are the inputs to the proposed framework. 
Input- DFG, Module library, User Constraints 
Output- Optimal resource configuration 
BEGIN 
While (tmin İ Temp İ tmax ) 
           While (j <= Nc ) 
                     While (k > 0 ) // regulates dispersal count 
                           if (Re [j − −] = = true ) 
                                   m = n ڄ Nc / Ned     // 1 İ n İ Ned 
                            if ( j == m) //does dispersal only when the 
                                  current chemotactic step is same as m 
                                 { 
                                  Goto: Dispersal; 
                                        k − − ; 
                                        j + + ; 
                                  } 
                                  Break; 
                      END While 
                     Goto: Chemotaxis; 
             END While 
 END While 
END 
 
Fig. 1: Flowchart of BFOA-DSE mechanism 
 
 
Fig. 2: Data flow graph of MESA Horner benchmark 
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Module library comprises information of viz. Energy consumed by each resource in Pico joule (Pj), latency of each 
resource in nanoseconds (ns),  hardware area of each resource (#of transistor) and user specified maximum 
availability of resources. For the example assumed values are: maximum available multiplier FU’s: 4, and adder 
FU’s: 3; Number of data sets, λ=1000; while area of adder= 2030au, multiplier= 2464au and multiplexer= 126au; 
delay of adder= 270ns, multiplier = 11000ns; where 1 au = 1 transistor; number/type of mux/demux is directly 
extracted from the scheduling. Fig 3 indicates two resource types (i.e. D=2). Therefore, a bacterium position can be 
given by: xi = (N(add), N(mul)). Assuming that the design space has population size, p = 3, the corresponding 
bacterium positions from eqn (5), (6) and (7): x1 = (1, 1); x2 = (3, 4); x3= (2, 2). 
4.2. Proposed chemotaxis  
4.3. Algorithm for exploration drift 
The chemotaxis movement involves two basic steps. The bacterium can either move for a certain period of time in 
the same direction or it may tumble in the design space, therefore, may alternate between these two locomotive 
 
 
                     Fig. 3: Flowchart representing chemotaxis mechanism 
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Begin 
For i = 1 to p Do 
    For d = 1 to D Do 
1. Generate D ; where ))()(( maxmin dd RNRN ddD  
 2.    Dr )()( dNewd RNRN  
           If ))()(( maxd
New
d RNRN !  
              ))1)(()(()()( max  dNewdNewdNewd RNRNRNRN //techniques to handle boundary problem 
           Else if ))()(( mind
New
d RNRN   
             ))1)(()(()()( min  dNewdNewdNewd RNRNRNRN //techniques to handle boundary problem 
     //End For of d 
 3.    If 
New
ix  exists 
             Goto: Step 1 
   //End For of i 
 4.  Temp = Temp + t'  
Fig. 4: Pseudocode for proposed Dispersal algorithm 
operations. The proposed chemotaxis mechanism is shown in Figure 3. It is based on our proposed chemotaxis 
function in equation (9) which is a modified derivative of basic chemotaxis function proposed in 6, where C(i) is the 
step size taken in random direction specified by the tumble and ' is a random vector whose elements lie in [-1, 1]: 
                 )()(
)()(
ii
iiCxx
T
Last
i
New
i ''
'                                            (9) 
 
In context of DSE in high level synthesis, a constant (as well as small) step size (C(i)) is not sufficient to explore the 
wide design space quickly. Therefore, C(i) is continually increased by a constant length in each iteration in the 
proposed chemotaxis, abiding the lower and upper threshold limits specified by the designer. This feature is shown 
in flowchart of the algorithm (Figure 3). It also indicates the adaptation ability of the algorithm when invalid 
solution for a certain dimension (or resource type) is obtained.  
4.3.1. Demonstration of chemotaxis 
For determining the initial cost of the solution, AT and TE are evaluated. Hence, for x2= (3, 4): 
AT = 18592 au from (1) and TE is calculated by (2) as:    
TE = 21600 + (1000 - 1) * 21612 = 21ms 
  (Note- the values of L=21600 and Tc = 21612 are derived from the scheduled DFG with resource combination: 3 
(+), 4 (*). Further, Amax = 18592au and Tmax = 87 ms have been calculated based on worst case analysis of the 
scheduled DFG). For calculating the cost, equal weights to area and execution time is given ( 1M  = 1M = 0.5). 
Therefore, the fitness of a particle xi ( )( i
i
f xC ) is calculated using (3) as: )( 1
1 xCf = 0.0088; similarly, fitness of x2:
)( 2
2 xCf = -0.0088 and x3: )( 3
3 xCf = -0.1608. For the proposed DSE, it is assumed that: Nc = 120, Ned = 5; tmin= 
25deg C and tmax=45deg C. Now assuming at j =1, all the bacterium’s x1, x2, x3 are subjected to chemotactic 
movement with step size C(i) = 2 (as per Figure 3) and tumble vector = [-0.09, -0.94]. Then for x2 = (3, 4), a new 
resource configuration is yielded as: (1, 4). Since, this x2New position has not been explored, so its fitness is evaluated 
as: Cf 2(x2New) = -0.141; which is accepted as Cf 2(x2New) < Cf 2(x2Last), where Cf 2(x2Last) = -0.0088. Similarly, 
calculations are performed for the other bacteria. Once the new values are found, the temp is increased by Δt. 
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4.4. Proposed dispersal algorithm 
In the proposed dispersal algorithm, ‘Ned’ is the maximum number of times dispersal can occur in the entire DSE 
process. As shown in Figure 4, a random variable ‘D ’ manipulates the given configuration with respect to each 
dimension (N(Rd)). After performing dispersal, resource clamping is performed (if necessary) which limits the 
resource magnitude on the basis of maximum and minimum available resources of a certain type. Finally, if the new 
solution ( New
ix ) found after dispersal is found to be already explored, then the dispersal is again performed. However, 
it is important to note that if the new cost of the dispersed bacterium position is found to be higher than its original, 
then it is not accepted. 
4.4.1. Proposed demonstration of Dispersal 
 
Let us assume j= 24 in the iterative process, then at this step according to the pseudo code in Figure 4, x = 24 (as 
k > 0; Ned= 5) which indicates dispersal can be performed for the bacterium’s at this current ‘j’ step. Now for x2= (1, 
2), as per dispersal algorithm after generating new random ‘D ’ for every resource type (i.e. every dimension), say 
we get (3, 5) as new resource configuration. However, N(R2) > N(R2)max, therefore resource clamping is needed, 
which results in x2New= (3,4). If this resource configuration (x2New) is found explored so far, then a new configuration 
is explored using different‘D ’as shown in Figure 4. Similarly, this dispersal process is carried out for all the 
bacterium positions. Once new values are found, Temp is increased by t' . 
4.5. Proposed termination criteria 
The conditions are: 
x Terminates when the temperature, Temp has reached to the maximum value (45deg C) or reached 
designer specified ‘Nc’ (i.e. maximum possible chemotactic step). 
x When no improvement in seen in the global best among the bacteria population over last 10 iterations 
(chemotactic steps).       
5. Results and analysis 
 The proposed approach, approach 5 and 3 all have been implemented/re-implemented in java and run on Intel 
Core-i5-3210M CPU with 3MB L3 cache memory and 4GB DDR3 primary memory with the processor having a 
frequency of 2.5 GHz. During experiment, the setting information of approach 3 as provided by authors was: Gmax 
     Table 2. Comparison of Cost and Convergence Time with respect to bacterium Size (P) for Proposed Approach  
Note: ‘J’ is initialized to zero before beginning the chemotactic process 
Benchmarks Bacterium Size (p) 
Total Positions 
Evaluated 
Convergence Iteration/ 
Chemotactic step (j) 
Convergence Time 
(ms) Cost 
MPEG MV 
3 15 4 516 -0.29 
5 25 4 871 -0.29 
7 28 3 899 -0.29 
DCT 
3 9 2 555 -0.25 
5 10 0 795 -0.25 
7 14 0 1029 -0.25 
DWT 
3 6 1 62 -0.24 
5 10 1 63 -0.24 
7 14 1 109 -0.24 
JPEG IDCT2 
3 54 17 31173 -0.29 
5 50 9 23763 -0.30 
7 56 7 25591 -0.29 
MESA MATRIX 
MULTIPLICATION 
3 9 2 5944 -0.33 
5 35 6 38782 -0.34 
7 28 3 21591 -0.34 
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(maximum generations) = 100, Pm (mutation probability) = 0.25, Pc (crossover probability) = 1, W1 = W2 (user 
specified weights of parameters) = 0.5 and 10 runs performed for each benchmark. Additionally, for approach 5, the 
setting information adopted as mentioned by authors was: Gmax (maximum generations) = 70, Pm (mutation 
probability) = 0.20, Pc (crossover probability) = 0.9, W1= W2 (user specified weightage of parameters) = 0.5 and 10 
runs performed for each benchmark.  
This section includes three phases: a) Table 2 analyzes the impact of variation of bacterium size ‘p’ on the 
proposed BFOA driven DSE; b) Table 3 shows the results obtained from proposed approach in terms of the problem 
definition; c) Table 4 shows the comparison of proposed approach with existing bio/nature-inspired DSE approaches 
(GA and PSO) in terms of Quality of Results (cost units) and in terms of total positions evaluated, Table 5 shows the 
comparison of the proposed approach with 5 using PSO and 3 using GA in terms of exploration time of the process as 
      Table 3. Results of estimated area and execution time using proposed approach for DFG 
Benchmarks Resource found 
Execution Time (TE) Area (AT) 
Constraint Proposed solution Constraint 
Proposed 
solution 
MPEG MV 4(*), 1(+) 81ms 33ms 28539 au 13776 au 
DCT 3(*), 1(+) 81ms 42ms 17941 au 10934 au 
DWT 3(*), 1(+) 54ms 21ms 13342 au 10934 au 
JPEG IDCT2 9(*), 2(+) 11ms 21ms 110000 au 26236 au 
MESA MATRIX 
MULTIPLICATION 6(*), 1(+) 240ms 65ms 44625 au 19460 au 
Note: For proposed approach baseline parameters : φ1 = φ2 = 0.5, the value of population size, p =3 or 7, Nc = 120, Ned = 5 
            Table 4. Comparison of Proposed Approach with 3 USING GA and 5 USING PSO 
Benchmarks 
QoR Total Positions Evaluated 
Proposed 
BFOA [3] using GA 
[5] using 
PSO 
Proposed  
BFOA [3] using GA [5] using PSO 
MPEG MV 0.239 0.240 0.28 15 30 46 
DCT 0.322 0.333 0.38 9 26 24 
DWT 0.372 0.382 0.52 6 12 20 
JPEG IDCT2 0.130 0.400 0.156 50 55 57 
MESA MATRIX 
MULTIP. 0.176 0.234 0.21 28 43 46 
          Table 5. Comparison of Proposed DSE Approach with 5 and 3 in terms of Quality metrics and QoR  
Approach GD MFE Spacing (S) Spread (Δ) Weighted Metric (Wm) QoR 
MPEG MV 
Proposed 0.000 0.600 0.057 0.875 0.438 0.239 
using PSO 5 0.019 0.606 0.084 0.939 0.479 0.280 
using GA 3 0.04 0.607 0.114 0.924 0.482 0.240 
DCT 
Proposed 0.000 0.518 0.000 0.715 0.358 0.322 
using PSO 5 0.088 0.514 0.079 0.916 0.502 0.38 
using GA 3 0.068 0.617 0.000 0.836 0.452 0.333 
DWT 
Proposed 0.000 0.549 0.000 0.628 0.314 0.372 
using PSO 5 0.360 0.904 0.146 0.654 0.507 0.520 
using GA 3 0.141 0.806 0.000 0.809 0.475 0.382 
FIR 
Proposed 0.000 0.640 0.046 0.893 0.446 0.306 
using PSO 5 0.048 0.625 0.053 0.855 0.452 0.310 
using GA 3 0.029 0.881 0.230 0.978 0.504 0.320 
MESA MATRIX MULTIPLICATION 
Proposed 0.000 0.893 0.000 0.938 0.469 0.176 
using PSO 5 0.086 0.859 0.289 1.033 0.560 0.210 
using GA 3 0.028 0.946 0.172 0.890 0.459 0.234 
Avg. Exploration runtime: 
             Proposed BFOA ~ 12.6sec                       using PSO 5 ~ 498.26 sec                 using GA 3 ~ 147.46 sec 
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well quality metrics such as generational distance (GD), maximum pareto-optimal front error (MFE), spacing (S), 
spread (Δ) and weighted sum (W)..  
Table 2 indicates that for medium size benchmarks, with p = 3, the proposed algorithm converges faster in time 
compared to p = 5 or 7. This is because the total number of position evaluated increases with increase in ‘p’. 
However, convergence in terms of ‘j’ (iteration step) will occur earlier with increase in ‘p’. On the contrary, with p 
=3, for larger benchmarks (MESA), the optimal solution was not found. However with p = 5 or 7, optimal solution 
was found.  But with p = 7, the convergence occurred at j = 3 as well as the total evaluations were 28, resulting in 
faster convergence. Underlined bacterium size (which is selected) is indicated based on lower cost and faster 
convergence. 
Table 3 indicates that for all benchmarks, the proposed approach has been able to satisfy the user constraints in 
terms of area and execution time. Moreover, table 4 indicates much lesser positions evaluated through proposed 
approach than compared to 3 and 5.  Results indicates that proposed BFOA driven DSE evaluates lesser positions 
(thereby reducing the exploration time) without sacrificing the quality of final solution obtained (i.e. lesser QoR cost 
is found for proposed approach compared to 5 using PSO and 3 using GA). 
Further table 5 presents the analysis of the proposed and compared approaches (PSO5 and GA3 driven DSE) on 
the performance metrics. As indicated the GD is zero for almost all benchmarks revealing that the proposed 
approach lies on the true Pareto front compared to 5 and 3. Further, spacing is lower (and zero in some cases) 
indicating that the proposed approach is able to have uniform distribution of Pareto points on the curve compared to 
5 and 3. Further weighted metrics and QoR is lower for the proposed approach compared to 5 and 3 indicating better 
results obtained for all benchmarks. Moreover, Table 4 indicates lower resource usage and lesser positions evaluated 
through proposed approach than compared to 3 and 5. Also, Figure 5 shows a Graphical representation of variation of 
metrics for proposed approach, 5 and 3 . 
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