During the last two decades, ground-based lidar networks have drastically increased in 11 scope and relevance, thanks primarily to the advent of lidar observations from space and 12 need for validation. Lidar observations of aerosol and cloud geometrical and optical 13 atmospheric properties are used to evaluate their direct radiative effects on climate. 14 However, the retrievals are strongly dependent on the employed lidar instrument 15 measurement technique and subsequent data processing methodologies. In this paper, we 16 evaluate discrepancies between the use of Raman and elastic lidar measurement 17 techniques and corresponding data processing methods for two aerosol layers in the free 18 troposphere and for thin versus opaque cirrus clouds. The different lidar techniques are 19 responsible of larger discrepancies in direct radiative effects for biomass burning (0.05 20 W/m 2 at surface and 0.007 W/m 2 at top of the atmosphere) and dust aerosol layers (0.7 21 W/m 2 at surface and 0.85 W/m 2 at top of the atmosphere). 22
and cloud physical properties. However, the sun-synchronous orbit limits spatial and 63 temporal coverage (orbital revisit time period of 16 days) that make the datasets difficult 64 to apply and interpret for specific forms of process study. The vertical structure of cloud 65 and aerosol properties can also be retrieved through combined lidar and radar ground-66 based measurements as proposed in the frame of the CloudNet European Project (Illingworth et al., 2015) . Still, the radar technique proves capable of characterizing only 68 the relatively extreme fraction of the aerosol size distribution (Madonna et al., 2010 , 69 Madonna et al., 2013 . (1) 91
where Pr(r) is the received power at a range r, K is the so-called lidar constant 92 (instrument dependent, function of detector quantum and optical efficiencies, telescope 93 diameter, instrument overlap function, etc.), followed by the two unknown variables, β(r) 94 the total backscattering coefficient and α(r) the total extinction coefficient. 95
A classical method to solving Eq. (1) for single-channel elastic-backscatter lidars 96 (Fernald, 1984) is based on the assumption of the columnar-averaged value of the ratio 97 between the two unknown coefficients, typically indicated by S and called "lidar ratio". 98
The method, due to the large variability of S (i.e., 20-150 sr for aerosols; Ackermann, 99 1998) translates into large uncertainties associated with the retrieval of α and β (Lolli et 100 al., 2013) . 101
Through a greater spectral complexity, it is possible to retrieve α and β with multi-102 spectra lidars without relying too heavily on fundamental assumptions. For instance, the 103 combined detection of the elastic-backscattered radiation and inelastic backscattering 104 from the Raman roto-vibrational spectrum of nitrogen (or oxygen), using the Raman lidar 105 technique, permits solving Eq. (1) by substitution of a through the analytical solution of 106
Eq. [2] as 107 108 ,
(2) 109 where is the elastic wavelength while is the wavelength of the Raman scattering, 110 represents the particle (aerosols or clouds) extinction coefficient at elastic 111 
Dust and Biomass Burning Event 265
The analyzed dust event is retrieved from measurements taken on 3 July 2014 at 266 CIAO. Figure 1 shows both the range-corrected composite signal at 1064nm (Fig. 1a, left  267 panel), and the lidar aerosol extinction profiles at 355nm (Fig. 1b, left panel) obtained 268 using the Raman technique with an effective resolution of 360m and estimated using the 269 elastic lidar technique at two different resolutions (60m and 360m) using a fixed S value 270 obtained analyzing climatological data (S=45sr; Mona et al., 2006) . It can be immediately 271 recognized that the Raman extinction profile is noisier with respect to those obtained with 272 the iterative method. All the profiles, calculated with an integration time of 121 minutes, 273 in the time window from 19:34UT to 21:40UT, show no significant aerosol loading 274 above 5.5 km. 275 Figure 3a shows the difference between the estimation of the direct radiative effect 276 using the two considered lidar techniques and data processing at TOA (Fig 3a, left 
panel) 277
and at SFC ( Fig. 3a right panel) .The most important contribution to this difference in 278 FLG calculations for this case is related to the adopted lidar technique (red arrows in Fig.  279 3a, left and right panels) and not to the effective vertical resolution determined by the 280 smoothing (blue arrows in Fig. 3a, left and right panels) . This characteristic is invariant 281 switching from TOA (Fig. 3a right panel) to SFC (Fig. 3a left panel) and it is mainly the 282 result of the assumption of a fixed lidar ratio to estimate the aerosol extinction profile 283 using the elastic technique. 284
For the dust case, the net direct radiative effect determined with the two different 285 lidar techniques differs by 0.7 W/m 2 (5%) at SFC and 0.85 W/m 2 (6%) at TOA. In 286 absolute value, those net total forcing values are larger than the uncertainty on average 287 estimated direct effect by IPCC (mean -0.5 W/m 2 , range -0.9 to -0.1). The contribution 288 due to smoothing is negligible in comparison. 289
The analyzed biomass burning case study is retrieved from measurements taken on 19 290
June 2013 at CIAO integrating the signal temporally from 19:27UT to 20:48 UT. The 291 extinction profiles used as input into the FLG radiative transfer model was retrieved in 292 the same way as for the dust case, but being unavailable a climatological lidar ratio value 293 at 355nm, we used S=63 sr, obtained averaging the retrieved Raman channel lidar ratio in 294 the biomass burning layer. In Figure 1b (right panel) are the extinction profiles obtained 295 from both the Raman and iterative methods (full resolution and smoothed over 360m 296 window). Figure 3b shows the difference in biomass burning direct radiative effects with 297 respect to the different lidar techniques and data processing. Similar to the dust case 298 event, the bigger differences are found to be related to the different lidar techniques both 299 at SFC (0.05 W/m 2 or 5%; red arrows, Fig. 3b right panel) and at TOA (0.007 W/m 2 or 300 5%; Fig. 3b left panel) . 301
The analysis shows how the mixing of different lidar techniques in a specific study or 302 in the routine operations of an aerosol network at regional or global scale must take into 303 account of the uncertainties related to the assumptions that are behind the retrieval of the 304 optical properties. This is important not only to provide a complete assessment of the 305 total uncertainty budget for each lidar product but also to enable a physically consistent 306 use of the lidar data in the estimation of the direct radiative effect and, likely, for many 307 other user-oriented applications based on lidar data. 308 309
Cirrus cloud 310
Similar to Fig.1, Fig. 2a and 2b shows the composite range-corrected signal and three 311 extinction profiles retrieved from lidar measurements of cirrus cloud obtained with 312
Raman channel with a vertical resolution of 420m (thin cirrus , Fig 2a,b left panel) and 313 780m (opaque cirrus , Fig 2a,b right panel) and with the elastic channel at two vertical 314 resolutions (60m and 420m iterative method for thin cirrus cloud; 60m and 780m 315 MPLNET Level 1.5 cloud product algorithm for opaque cirrus cloud) using a lidar ratio 316 of 25sr. The obtained cloud extinction profiles with the different lidar techniques and data 317 processing techniques are averaged over 42 minutes, in the time window from 01:29UT 318 to 02:13UT on 17 February 2014 (thin cirrus) and from 19:40UT to 20:44UT in 09 May 319 2016 (opaque cirrus), respectively. 320 Figure 4a depicts the results obtained for cirrus cloud measurements taken on 17 321
February 2014. Here we have a completely different situation with respect to the aerosol 322 cases. That is, the discrepancies between the Raman and elastic lidar techniques (red 323 arrows in Fig. 4a , left and right panels) are much smaller than the discrepancies due to the 324 effective vertical resolution of the aerosol extinction coefficient profile both at TOA and 325 SFC (blue arrows in Fig. 4a, left and right panels) . This is related to the typically much 326 stronger extinction for clouds than for aerosols. In the considered cirrus cloud case, the 327 direct radiative effect determined with the two different lidar techniques differs of about 328 0.5 W/m 2 (9%) at TOA and 0.11 W/m 2 (10%) at SFC, while the effect of smoothing on a 329 window of 420 m provides an additional difference of 2.7 W/m 2 (47%) at the TOA and of 330 about 0.55 W/m 2 (53%) at SFC. 331
Results from the opaque cirrus cloud (Fig. 4b, left and right panels) exhibit a similar 332 behavior to the thin cirrus cloud, with signal smoothing being outweighing lidar 333 technique (blue arrow). The order of magnitude is similar to the thin cirrus cloud, with a 334 difference at TOA between techniques of 0.8 W/m 2 (3%) and 0.38 W/m 2 (3%) at SFC. In 335 contrast, the difference in data processing is of 11.8 W/m 2 (39%) at TOA and 7.7 W/m 2 336 (64%) at SFC. The results are evidence of the critical need to study cirrus clouds using 337 high-resolution profiles of the optical properties to provide an accurate estimation of the 338 cloud direct radiative effect. 339 340
Conclusions and future perspectives 341
We applied the adapted Fu-Liou-Gu (FLG) radiative transfer model to quantitatively 342 evaluate how much the lidar technique and/or data processing influence the net direct The results show that the difference in direct radiative effect between the techniques 354 and data processing/smoothing applied is mostly unvaried at TOA and SFC. For the dust 355 and biomass burning episodes, the data processing/smoothing does not play a major role, 356 but instead the lidar measurement technique is more important with respect to the final 357 result. This can be explained by the large variability of the lidar ratio (i.e., the unknown 358 extinction-to-backscatter ratio used to constrain the single-solution lidar equation) 359 compared to the assumed value. The opposite is true for cirrus clouds, where the applied 360 data processing/smoothing play a fundamental role in determining sensitivities in the 361 final results. This is due to the smoothing effect on the observed sharp structures that 362 strongly alters the vertical structure and the extinction of the cloud. 363
Summarizing, we found that for the aerosol cases, the main difference both at 364 TOA and SFC is driven by the different lidar technique and not the data processing with a 365 difference on dust direct radiative effect of 0.7 W/m 2 (5%) at SFC and 0.85 W/m 2 (6%) at 366 TOA. Similarly, for biomass burning we found a discrepancy 0.05 W/m 2 (5%) at SFC 367 and 0.007 W/m 2 (5%) at TOA. On the contrary, for the cirrus clouds, the data smoothing 368 is producing larger differences with respect to the lidar technique. On the contrary, using 369 a different data processing/smoothing implies a larger difference in cirrus cloud direct 370 radiative effect. A discrepancy of 0.55 W/m 2 (53%) is found at SFC while about 2.7 371 W/m 2 (47%) at TOA for the thin cirrus cloud. Similarly, for the opaque cirrus the 372 discrepancies produced by data processing/smoothing is larger with respect to the 373 different lidar technique. At SFC we have a difference of 7.7 W/m 2 (64%) and 11.8 W/m 2 374 at TOA (39%). A possible explanation of this different behavior is that the FLG radiative 375 transfer model calculations are strongly dependent on the optical depth of the examined 376 atmospheric layer. At coarse resolution (cloud) the smoothing is producing changes in the 377 extinction profile that translates into creation/suppression of ice crystals that have a 378 strong influence on direct radiative effect. At finer resolution, as in the case of aerosol 379 case studies, the smoothing is just producing fluctuations that do not influence the total 380 radiative effect. In this case, the lidar technique is making a big difference, as an assumed 381 wrong value for lidar ratio (S) that has a much larger variability with respect to the 382 clouds, will amplify or suppress the aerosol peak that will translate into a higher/lower 383 radiative effect. 384
With this study, we wish to draw attention in speculating how much derived aerosol 385 and cloud radiative effect behaviors are dependent on lidar measurement and retrieval 386 techniques as well as on the data processing constraints/assumptions. 
705
The iterative method at the two different resolutions (60m and 420m) used a fixed S value (25sr), 706 determined by climatological measurement. Figure 2a 
