and shown to approach one another asymptot ically as a function of n, providing a limiting expression for the expected height.
The random binary trees are examined further to provide expressions for the expectations of the number of vacancies at each level, the distribution of vacancies over alI levels. the comparisons required for insertion of a new random symbol, the fraction of nodes occupied at a particular level. the number of leaves, the number of single vacancies at each level, and the number of twin vacancies at each level. A random process is defined for the number of symbols required to grow a tree exceeding any given height.
Finally. an appendix is given with sample tabulations and figures of the distributions.
1. Introduction. A binary tree is a finite set of nodes, either empty or containing one node called a root, such that all other nodes are partitioned into disjoint sets which are respectively called left and right subtrees of the root. The subtrees also satisfy the definition of a binary tree. Thus, a binary tree is an unlabelled rooted arborescence with successors of at most degree two distinguished only as left and right. Figure 1 .1 shows a binary tree with six nodes. The root node is shown at the top and is connected by arcs to two immediate successor nodes which are the roots of its left and right subtrees. Each node with no successors (for instance, the left subtree of the root) is called a leaf. The level of a node indicates how deep it is within the tree. Thus the root has level one, its immediate successor nodes have level two. and so forth down the occupied portions of the subtrees. The height of a binary tree is the largest /X'X X / \ 44 ' JERALD o. BROWN .& BRlJ1"O O. SHt;BERT occupied level, A full binary tree has no internal vacancies (unoccupied node positions}. Binary trees are frequently used as information storage structures on digital computers. For instance, one of the most popular methods of randomly retrieving information by a key, or symbol. is to store the key data in a binary tree. To search for a particular symbol, we begin by looking at the root and proceed by applying the following rules recursively:
(1) If the symbol matches the root symbol, the symbol is found.
(2) If the symbol is "less than" the root (according to some binary ordering relation) continue the search by considering the left successor of the root as the new root (of the left subtree).
(3) If the symbol is greater than the root. continue by searching the right subtree. (4) If there is no root, the symbol is not in the binary tree. We assume for simplicity that all symbols are distinct with respect to the ordering relation. Otherwise, the ordering relation and search must be modified in an obvious fashion. The construction of a binary tree for use by such a search scheme may be performed by sequentially examining the key symbols to be inserted. This binary tree sort is a one-pass ordering procedure which proceeds:
(I) If there is no root, insert the symbol as the root.
(2) If the symbol is less than the root symbol, continue by considering the left subtree.
(3) If the symbol is greater than the root symbol, continue with the right subtree.
As an example, consider the six symbols ABCDEF and a lexicographical binary ordering relation. Suppose that the particular permutation of symbols examined in BDAFCE. The resulting binary tree is shown in Figure 1 .2, and has structure identical to the tree in Figure 1 .1. Note that this same tree may have resulted from other permutations of the same symbols, for instance BADCFE. Therefore, there is a many-to-one mapping of key symbol permutations to corresponding binary trees.
The height of the binary tree in Figure 1 .2 is four and thus the maximum number of comparisons required to insert another symbol is four. Similarly, if this tree is used for retrieving symbols, the maximum search length for a symbol in the tree is four , and for a symbol not found the maximum is five.
A computer implementation of a binary tree storage structure requires that each node be represented by its key symbol accompanied by sufficient additional information to identify and access the left and right subtrees. This is usually accomplished by use of a dense array of node symbols each with left and right pointers, by node storage via address calculation into an array space sufficient to store all possible binary trees with a given number of nodes and some maximum height, or by some similar method.
In the following sections we study this widely used class of binary trees in order to provide information useful in examining algorithms based on this storage structure. A closed form counting formula for the number of binary trees with n node s and height k is developed and restated as a recursion more useful computationally. A generating function for the number of nodes given height is developed and used to find the asymptotic distribution of binary trees. An asymptotic probability distribution for height given the number of nodes is derived based on equally likely binary trees. This is compared with a similar result for general trees.
/B"
A / \ Random binary trees (those resulting fro m the binary tre e so rting algorithm applied to random strings of sy m bols ) are counted in terms of the mapping of permutati ons llf n symbols to binary trees of height k. An expl icit formula for this number is given with an equivalent recursive definition for computational usc. A ge nerating function is derived for the number of symbols given he ight. Lower and upper bounds on random binary tree height a rc developed and shown to approach one another a symp to tically as a function of n, providing a limiting expression for the expected height.
The random binary trees are examined further to provide expressions for the expectations of the number of vacancies at each level, the distribution of vacancies over all levels. the comparisons required for insertion of a new random symbol. the fraction of nodes occupied at a particular level, the number of leave" . the number of single vacancies at each level, and the number of twin vacancies at each level. A random process is defined for the number of symbols required to grow a tree exceeding any given height.
The distributional results yield a hypothesis test for randomness. Such tests are of particular interest in areas such as computer science and cryptoanalysis, where transformations which introduce nonrandomness must be efficiently screened to identify the transformation groups associated with such behavior.
The class of random trees which we investigate is quite distinct from the widelystudied equally-likely trees common in the literature. We have never encountered an application leading to this latter class of trees, and suspect that its popularity is founded at least in part on the relative ease of analysis.
The mathematical tools brought to bear on this problem (especially regarding the asymptotic behavior of sequences of functions) are not commonly used in the operations research literature, but are recommended to those interested in distributional as well as worst-case complexity arguments. 
where Tin , k) is the number of binary trees with n nodes and height not exceeding k. If we define 5) and T(O, k) = 1 for k > 0, we obtain the recurrence relation
n;;" 0, valid for n > 0 and k > O. This follows from the fact that the class of all binary trees with n + 1 nodes and height not exceeding k + 1 can be partitioned into n + 1 subclasses according to the number of nodes j in the left subtree of root. Since the heights of both the left and right subtrees must not exceed k the number of trees in the jth class is the product T(j, k) T(n -j, k), and (2.6) follows. Note that with the convention (2.5) the recurrence (2.6) yields automatically T(n, k)
=°for n > 2 k -1. and that for 0 <; n <; k, Tin, k) is just the number of binary trees with n nodes. It is well known (see Knuth [8J) that the latter are Catalan numbers C -
for 0<;; n <;; k, (2.8) From the recurrence (2.6) one easily obtains the sequence enumerators defined by
Since the right-hand side of (2.6) is the Cauchy product, we have immediately
from which in view of (2.5) we obtain
with foe x) = 1.
(2.10)
hence if x is regarded as a complex variable fk'
' is a sequence of entire functions.
We now show that this sequence converges unif orml y in a circular region of the complex plane. specifically that as k -» oo uniformly for 1 -:
To see this, note that with C; as in (2.7) we have Tin, k) .:: enfor all k which together with (2.8) yields
n >k so that for 1 =1(;1
which is a tail of the expansion w(! ) = 2.
This result will now be used to develop an asymptotic distribution of the numbers ttn , k) as k~00. In doing this. we follow the method of Renyi and Szekeres used in [9] for a similar problem.
From (2.4) we have for k ;;:;. 
where we take the circle Izi =~as the contour of integration. To estimate the integral we use Laplace's method by first showing that as k~00 the only significant contribution of the integrand is in the vicinity of positive real axis. 
and choose an arbitrary 0 < E < 2/3. By (2.11) there exists K( such that
whence using (2.16) 
where c is a constant.
To obtain the expansion for Icpl < (In 2k / k)2 we use the method of variable coeffi-
cients on (2.28). See Szekeres [12] . Put
For tP fixed we then have~k+ I =~k +~,J k so that upon substitution and using the expansion gI(~+ 1-~) = gJ(~) + t g;(~) + .. . . g2(~+ it) = g2(~) + t g;(~) + .. '.
we obtain after collecting terms
On the other hand from (2.10) fk+ IUei'l» = I +~ei</>flO ei.p). whence using (2.29) and 
and setting~k-l =~-Uk,~=~k' so that~/.: _,/(k -1) =~j k, and using the expan-
However, for e= i9k", 191 < (ln
as k~oo , so that we can write where the path of integration r as determined from the condition 1</11 < (ln 2 k j ki is (see Figure 2. 2):~=
The integrand is a meromorphic function with poles at 51 m = Lnm , m = ± I, ±2 .". , . + 4nO(e -lnlk) + 4"0( l~:k ) + 4"0 ( l~:k).
(2.38)
From here we can get the distribution of heights of binary trees with n nodes or equivalently the probability that a randomly selected binary tree has height k if all binary trees with n nodes are considered equally likely.
Calling this quantity p,,(k) we have
where C; =~kt(n, k) is the Catalan number (2.1). Using the asymptotic expansion (7] C" = 4 n j n 3 / 2 [.; + 0(4"n - 5 12) we obtain for large k and n, 3. Binary trees generated by random permutations. As described in the introduction the tree insertion algorithm defines a map which assigns to every permutation 7T(l, ...• n) a binary tree with n nodes. If all permutations of integers 1, . .. , n are considered equally likely the resulting trees are referred to as random. Thus. every numerical quantity defined on a binary tree becomes a random variable, Let Jr-/1 be the height of a random binary tree with n nodes. i.e.. generated by random permutations of the first n integers. Clearly. the probability P(c1{~<, k) = -\-B(n.k). n. (3.1 ) where B( n, k) is the number of permutations 71"(1, .. . , n) mapped into trees with height not exceeding k (see Appendix, Table A .2).
In order to obtain an explicit expression for (3.1) we first need a suitable indexing system for the nodes. A natural way to do this is to consider first a full binary tree and label its nodes by the sequence of positive integers starting from the root and labelling in each subsequent level from left to right (see Figure. 3.1) .
Thus nodes at levelj.j= 1,2, ... , from left to right have labels
Note that the left and right successors of a node labelled x have labels 2x and 2x + 1.
respectively. left successors always have even labels. right successors have odd labels (the root being an exception).
Next consider a fixed binary tree with n nodes and for every label x of the form (3.2) define
if there is no node with label x, if there is a node with label x. 
PROOF. Given a binary tree the numbers d(x) are uniquely defined by (3. 3).
Property (1) is obvious, property (3) follows from (3.3) since nodes 2x and 2x + 1 are successors of node x, hence if there is a node with labels either 2x or 2x + 1 there must be one with label x. Property (2) is necessary since if it were violated then there would be a subtree with root at levelj having at least » :': I nodes and the height of the tree would then exceed k. Conversely, given a vector (d(1) k) can be used to compute the number of permutations mapped into the tree corresponding to this vector. Consider a permutation ... (1, . . .. n) = (sl' ' . " s,,) mapped into a binary tree with height not exceeding k and look at the node into which a particular symbol, say s., is mapped. Let Xi be the label of this node and let L(sJ and R(s;) be the ordered subsets of (SI' . .. , sn) ' respectively so that the number of permutations resulting from such a reshuffle is 
where the product is over all
From here using the lemma and (3 .1) we obtain the formula
the formula (3.4) takes on a simpler form
Unfortunately, except in a few special cases, the set D(n, k) is quite complicated for (3.6) to be useful for computation. Again a recurrence relation may be preferable.
Indeed, such a recurrence is quite easy to derive. Consider the left and right subtrees of the root of a random binary tree with n nodes. If J is a random number of nodes in the left subtree then we have
.rc n+1 = + max{,'l J , ,7l n-·J t :
Now J is simply the number of symbols in a random permutation 7T(l, .. , , n + I) 
from which by calling
RA~DO'v1 BJ,·\RY TREES and taking the expectation we obtain the recurrence
Now (3.9) can be used to calculate the numbers F(n,k) for moderate values of k and n (see Appendix, Tables A.2 and A.3, and [2)); however the memory requirements increase rapidly.
It can also be used together with (3.10) for some special choice of nand k, For instance for n close to 2 k -1 we obtain t r.
It may be noted that (3.9) gives
for 0~n < k, and ) for n~2k,as expected.
(3.10)
and a few more. Note that (3.11a) is the probability of obtaining a full tree of height k .
However, these few terms are of minor interest. Another possible approach is to use generating functions. Defining
we have immediately from (3.9) the relation k;;. 0, (3.12) Ik+I(X) = 1+ LXlf(y)~y, lo(x) = 1. 
It is hoped that (3.13) can be used to obtain an asymptotic distribution of the heights . :W'n' However, we have not been successful in that respect to date.
I
It has been suggested to us by A. Washburn that a lower bound on the expected height E (:Yr'" } can be easily obtained froin (3.7). Taking expectation we have
Since J is uniformly distributed over {O, ...• n} this implies Hence if an' n = 0, I, , , . . is a sequence of numbers defined recursively by 1 n a n + I = I + --I 2: max] cr.}. Un-j)' cr.o = 0, n + j~O it is easily seen from (3.14) and (3.15) that
Note that an is a strictly increasing sequence so that (3.16) (3.17) for n odd, for n even .
.. which upon approximating the sum by an integral yields
On the other hand, let Y be a random variable defined by Now for large n, Y is uniformly distributed over (-}, 1). and since p,(n) = E t, Jr'n I is an increasing function of n we get from (3.20) by conditioning on Y and applying (3.19) the asymptotic inequality
valid as n-o o». But this together with (3.17) and (3.18) indicates that we should have in fact p,( n)--a( n) as n~cc (3.22) . .
where aCt) is a solution of (3.18). It is easily verified that (3.18) has a solution Int
where 0' is an arbitrary constant. But as p,(n)~oc the constant can simply be disregarded and we have an asymptotic equivalence
as n -~oc (see Appendix. Tables A.2 and A. 3).
(3.23)
Since completion of this work . Robson [10] has shown that asymptotically 3.63 ( p.(n)/lnn (4JI. 4 . Further results for random binary trees. We now turn our attention to some other quantities associated with random binary trees. In particular we wish to study the process of growing the tree as the number of nodes increases. A convenient way to visualize such a process is to consider a sequence Xl ' X 2 ' . .. of independent random variables with a common continuous distribution and take as our permutation the ranks of Xl' . , . , X; for each n = 1,2 , . .. . Clearly. for each fixed n all resulting permutations are equally likely, and each new symbol, i.e., rank of XII + r -is uniformly distributed over {I , ... , n + I }.
If for some n we have a random binary tree then a new symbol will be mapped into a new node. This new node can appear in one of n + I possible locations in the current tree. Following Knuth [7J we will refer to these locations as vacancies of the current tree. They are depicted in Figure 4 .1 as empty squares.
Let for n ;;;. 1, j ;;;. 2, V" j be the number of vacancies at level j at time n, i.e., in a random binary tree with n nodes. Clearly V nJ = 0 for j > n + 1 and vacancies, the probability that it will fill a vacancy at levelj equals vn.;/(n + 1). But then .
Vn+l.j = v nJ -1, In particular we then have n ;;;. 1.
where [~] are Stirling numbers of the first kind in Knuth's definition and notation [7] . Thus
gives us the expectation of the number of vacancies at various levels (see Appendix, Next let K; be the number of comparisons needed to insert a new (n + I)st symbol into a binary tree by the algorithm described in the introduction. Then the probability 
,,+
Hence k n is a convolution. k; = XI + . . . + X n , where the -'<,,'s are independent Bernoulli variates:
rI,
with H" representing the Harmonic number [7] . (See also the Riemann Zeta function in Abramowitz and Stegun [1] .)
Since asymptotically [6] Hn=y+lnn+ 2 1n Figure 4 .1 we see that we can distinguish between two kinds of vacancies, those which are attached to a leaf (and hence come in pairs) and those attached to an internal node of the tree, We will refer to these two kinds as twin and single vacancies respectively.
Let for n ;;;, I,j > 2, V~Y be the number of single vacancies and V~J> the number of twin vacancies at level} in a random binary tree with n nodes. Clearly since by (4.2) E {W/I(l)} = n + 1. The latter sum equals ten + 1) so that the expected number of all twin vacancies is n + 1 -t(n + 1). The expected number of leaves is clearly half the number of twin vacancies, that is ten + I). Thus, in a random binary tree on the average about t of the nodes are leaves.
REMARK. Having in mind the process of growing random binary trees as described above we can also look at a random process No = 1, (4.8) i.e., the time (= number of symbols) needed to grow a tree over the height k (see Appendix, Table A Irindicates next higher integer.
