A novel recognition process is presented that is invariant under position, rotation, and scale changes. The recognition process is based on the Fang-Hä usler transform ͓Appl. Opt. 29, 704 ͑1990͔͒ and is applied to the autoconvolved image, rather than to the image itself. This makes the recognition process sensitive not only to the image histogram but also to its detailed pattern, resulting in a more reliable process that is also applicable to binary images. The proposed recognition process is demonstrated, by use of a fast algorithm, on several types of binary images with a real transform kernel, which contains amplitude, as well as phase, information. Good recognition is achieved for both synthetic and scanned images. In addition, it is shown that the Fang-Hausler transform is also invariant under a general affine transformation of the spatial coordinates.
Introduction
One of the major goals in pattern recognition is to find a recognition process ͑RP͒ that is invariant under position, rotation, and scale ͑PRS͒ changes between images. The classical recognition approach uses the correlation ͑matched͒ filter. This method enables invariant recognition under translation in both axes. 1 Although they are optimal for recognition in the presence of white noise, correlation-based methods are highly sensitive to geometrical distortions, such as scale and rotation variations. Circular harmonic filters 2 rely on the invariance of image harmonics to coordinate rotations. According to this method one is obliged to identify correctly the center of the image expansion. In this manner only a small and finite number of base harmonics is used in its implementation. Thus, only part of the image information is preserved, and the process is therefore not uniquely defined. In addition, this method is quite sensitive to noise.
Bryngdhal et al. 3, 4 showed that rotation and scale invariance can be achieved using a log-polar coordinate transformation followed by classical correlation. Cassasent and Psaltis 5, 6 extended this method and showed that, since an image is two-dimensional ͑2-D͒, one can achieve invariance to in-plane distortion caused by a combination of two parameters. One has to transform the image to a proper 2-D plane and execute a correlation process in that plane. Yet this method is not applicable for simultaneous distortions such as PRS, because there is a four-parameter dependence, which makes the method highly complicated.
A RP that is invariant to PRS and can be applied to various types of images is the synthetic discriminate function. 7 According to this method, a weighted image is prepared by use of a number of trial images with different distortions and from different sensors. Later, the weighted image is used as a filter, employing classical correlation for the recognition process. In any case, the synthetic discriminant function filter requires a large number of trial images, and true invariance is achieved mostly at points represented by the trial images as reflected in the filter. Moreover, a large number of trial images reduces the signal-to-noise ratio. 8 Another approach to overcoming the PRS distortions is to use the image characteristics instead of the image itself. Hence, such methods are not necessarily uniquely defined. 9 -11 The histogram is an example of an image characteristic that is invariant to PRS but is highly sensitive to noise and very limited in practical use.
Fang and Hä usler 12 suggested a class of invariant integral transforms that are invariant under PRS distortions. According to their method, the image ͑or its function͒ is mapped into a new one-dimensional ͑1-D͒ spectrumlike function, which is PRS invariant. Still, there are two major difficulties associated with this approach. The first is that the transform does not have a unique inverse, so two different images may have the same Fang-Hä usler transform ͑FHT͒. Furthermore, the characteristics of the image, when this transform is used, depend more on the image histogram than on the image pattern. This problem becomes more severe when dealing with binary images, where the histogram contains very little information about the image. Consequently, the FHT is not too useful for binary images.
The second difficulty with the FHT is its timeconsuming calculation requirements. To overcome this disadvantage, Fang and Hausler 12 suggested using a look-up table. Nevertheless, the comparison of two images in the transform plane is not a simple matter. Ghahramani and Patterson 13 used the FHT but employed an optical resonance technique to reach the final decision.
To overcome the above-mentioned issues, we propose an enhanced RP based on the FHT. The enhanced process uses the image features rather than its histogram and is therefore useful for binary images as well. The process is based on recognitions achieved in the image autoconvolution plane instead of in the image-plane proper. To overcome the calculation demands, we use a fast FHT implementation, which relies on the dependence of the FHT transform on the image histogram.
In Section 2, we introduce the RP together with a generalization of the invariance properties of the FHT and a presentation of a fast algorithm for its evaluation. In Section 3, we give some applications of the proposed process.
Proposed Method: Generalization of the Fang-Hä usler Transform
Here we introduce the FHT and extend its invariance to position, rotation, and scale changes to include a general affine transform as well. The FHT is a class of transforms of the form
where x is a 2-D vector, h͑. . .͒ is a function of both a frequency and of x, and f 1 ͑x͒ ϭ Ᏺ 1 ͓ f͑x͔͒, f 2 ͑x͒ ϭ Ᏺ 2 ͓ f͑x͔͒ are two functions of the gray level of the image f ͑x͒.
As proved in Ref. 12, this transform class is simultaneously invariant under PRS changes. We now show that it is also invariant under a general affine transformation. Given the affine transformation
where A 1 , A 2 , B 1 , B 2 , C 1 , and C 2 are constants, F T ͑͒, the FHT of the transformed new image, will be
where 
Here one should notice that the frequency does not describe the spatial frequency of the image but, instead, a kind of frequency in the gray-level intensity scale.
The choice of h͑. . .͒ in Eq. ͑1͒ is of the utmost importance for the success of any RP based on the FHT. It is reasonable to assume that h͑. . .͒ should somehow be tailored to the types of images in question. Until an appropriate selection algorithm is devised, we have adopted a heuristic approach, based on simplicity and some trial-and-error exploration. Since we want to minimize the number of calculations involved in both the FHT and the RP, a real F͑͒ should be preferred. Assuming f 1 and f 2 are real, one could use the absolute value of h͑. . .͒ of Eqs. ͑4͒. This, however, leads to a complete loss of the phase in F͑͒, which was shown more than once to contain vital information of the image. 14 -19 To save both the phase and amplitude of F͑͒, we propose the following set of kernel functions:
This choice of h͑. . .͒ proved quite successful, as we show in Section 3. We now turn to the subject of fast implementation of the FHT. For an M ϫ N square sampling grid with cell dimensions ⌬x, ⌬y, Eq. ͑1͒ is easily digitized
the calculation of which involves M ϫ N evaluations of the various functions involved, and, even if a look-up table is used, M ϫ N multiplications of f 1 by h are necessary for each value of . But, based on its definition-Eq. ͑1͒ ͓and see also Eq. ͑3͔͒-the FHT is a function of the image intensities and is not too sensitive to their spatial distributions. Since normally the number of image points M ϫ N far exceeds the number of gray levels in the image, a much more efficient way to calculate F͑͒ makes use of the image histogram, H͑m͒, to obtain
where m denotes the mth gray level and f 1,m ϭ
Clearly, as soon as the histogram is known the number of evaluations and multiplications that are needed for each is of the order of the number of gray levels R ͑Ͻ ϽM ϫ N͒. 13 Also note that, with the kernel of expression ͑7͒, the FHT is ͑up to a multiplicative constant͒ the derivative ͑with respect to ͒ of the Fourier transform of the histogram.
From expression ͑7͒ it is quite clear that, because of their dull histograms, binary images cannot be sensitively recognized by use of the FHT. In this paper this difficulty is bypassed by application of the FHT to the autoconvolved versions of the original binary images ͑see Fig. 1͒ , which also summarizes the whole process: First, the autoconvolution is calculated for the binary images in question. This operation actually converts the binary images to gray-level images and embeds the image pattern in the resulting image. The histogram of the resulting image becomes much richer, and its shape is definitely related to the spatial distribution of the binary pixels of the original image ͑see Fig. 1͒ . Obviously, there are alternative ways to make the histogram dependent on the image shape, but autoconvolution stands out as a simple and numerically efficient operation. After the images are autoconvolved, the FHT is introduced for these new images, and finally, a correlation coefficient, F1F2 , is calculated between the resulting transforms, where
Here,
Thus, our proposed RP can be considered as a generalization of the FHT in which the images are first preprocessed by the autoconvolution procedure and then the correlation coefficient between two images is deduced from their respective FHT's obtained with our sine kernel. In principle, we could also directly compare the histograms of the autoconvolved images, but the resulting discrimination was not acceptable. Choosing both the autoconvolution operation for preprocessing and the sine kernel for calculating the FHT is fairly arbitrary, and the justification lies only in the success of the RP to produce self-correlation coefficients, which exceed any cross-correlation coefficient by a large margin.
Testing the Recognition Process on Binary Images
In this section we test the proposed RP on binary images as described in Fig. 1 . Three tests of selfrecognition and cross recognition are performed, each on different kinds of images. The first tests the overall performance of the RP on three completely different images. The second challenges the RP with two similar images. Whereas the first two tests deal with synthetic images, the last test uses real binary images that were scanned by use of a CCD camera. This test checks how practical the RP is.
A. Different Images
First, the RP is applied to dissimilar images. Figure  2 shows the images ͑the letters A, B, and C͒ along with their autoconvolutions, histograms, and FHT's. To examine the effect of each transformation on the RP, we separate the test into two stages. First we examine the effect of rotation and scaling on the RP, and then we apply a composite PRS transformation.
The results of the comparison among the images and their rotated versions are shown in Fig. 3 . Although the autocorrelation coefficients were supposed to be independent of the rotation angle ͓and ͑B, C͒, for example, was supposed to equal ͑C, B͔͒, significant variations are observed that are due to the finite sampling grid used ͓76 dots͞in. ͑dpi͔͒. Under finite spatial resolution, the sampled image and its sampled rotated version are related by the mathematical operation of rotation only approximately, but with an error that decreases as the spatial resolution increases. Indeed, Fig. 4 shows much better results when higher spatial resolutions are used. Nevertheless, even for the lower resolution of Fig. 3 ͑76 dpi͒,   Fig. 3 . Comparison of the three synthetic images ͑76 dpi͒ that underwent a 0°-90°rotation. Correlation coefficients ͑a͒ AA , AB , and AC , ͑b͒, BB , BA , and BC , and ͑c͒ CA , CB , and CC .
it is clearly seen that the correlation coefficient between identical images is significantly higher than the correlation coefficient between different images.
We now introduce a discrimination factor G, which is defined as the difference between the lowest autocorrelation ͑as a function of both rotation angle and image shape͒ and the highest cross correlation. In Fig. 3 G Ͼ 0.2 for the images under test. Thus a threshold may be established and unique identification can easily be made ͑G Ͼ 0.5 in Fig. 4͒ .
Results for the scale transformations appear in Fig.  5 . Here the effectiveness of the recognition is much better than in the previous case. One should notice that the quantization noise for scale transformations is much less significant than those in the case of rotation. Figure 6 illustrates the results for images that simultaneously underwent PRS changes. In this case as well, it is clear that images can generally be recognized. Identical images have a correlation coefficient that is generally in the range 0.7-1 and never goes below 0.5. Consequently, for these images, a correlation coefficient higher than 0.5 indicates that the images are identical.
B. Similar Images
In the second test we examine two similar images ͑the letters O and Q͒, and the same transformations were applied. In spite of the close similarity between the images, G is approximately 0.5, and good recognition can be achieved ͑Fig. 7͒.
C. Real Images
The last test was performed on real images. Here two practical issues need to be discussed, namely the effects of the background and radiometric changes.
The transform of the target object f ͑x͒ in front of the background g͑x͒ is
where ⍀ 1 and ⍀ 2 are the domains of support of the object and the background, respectively. As can be seen from Eq. ͑10͒, the contribution of the background cannot be distinguished from that of the object itself, and this can evidently reduce the chance of correct recognition. The most effective way for one to overcome such noise is by segmenting the image so that the objects of interest become isolated. However, this often presents a new problem that is sometimes as hard as the recognition itself. In many cases, and especially for binary images, the classification problem is easier. For example, when letters on a written page are to be classified, they can be isolated by a region-splitting process. 20 Radiometric noise can also affect the transform. Consider the following simple case in which a constant background A is added to the image. If we assume f 1 ͑x͒ ϭ f 2 ͑x͒ ϭ f͑x͒, then the FHT of the intensity-displaced image is
The contribution of the added background is evident, mainly in the second term of the last line Eq. ͑11͒. The conclusion is that even a slight change in the image radiometry can cause a great change in the transform. The problem is more severe when there are more complex radiometric changes caused by photographic conditions or when different types of equipment are used to scan the image. Nevertheless, when dealing with binary images, these problem vanish because an image has only two gray levels, hence no radiometric noise at all. In this last test the images of two Hebrew letters ͑lamed and gimel͒ were sampled with a CCD camera from different perspectives. To remove the background and noise, we set up the frame-grabber board ͑8 bits͒ to be followed by a threshold filter that produced the binary pictures shown in Fig. 8 . Since the recorded images can be modeled by affine transformations of the original objects, the FHT should be effective in producing good distortion-independent recognitions ͑up to problems associated with the lim- Fig. 6 . Correlation coefficients ij for images A, B, and C after a combination of rotation, position ͑in pixels͒, and scaling ͑up to ϫ2͒ changes. The numbers on the x coordinate describe the rotation angle ͑upper row͒, the amount of translation ͑middle row͒, and the scaling factor ͑lower row͒.
ited spatial resolution͒. A summary of the results is presented in Fig. 9 . Here G ϳ 0.2, which is a good result considering the fact that we deal with a noisy and low-resolution image. As indicated above, higher-resolution images will provide higher values of G.
Summary and Conclusions
In this paper we extended the invariance of the Fang-Hä usler transform ͑FHT͒ to general affine transforms. In addition, using autoconvolved images we formulated a RP based on the FHT, which is also applicable to binary images. A new sine kernel was introduced for the FHT, and our proposed RP, based on this kernel, generates discrimination factors much higher than those obtained by direct correlation of the histograms themselves.
The most significant conclusion drawn from the results presented here is that such a RP can be successfully applied to binary images that simultaneously undergo extensive PRS changes ͓classical correlation is limited to rotations Ͻ5°-10°and scale variations of up to 10% ͑Ref. 5͔͒. The RP was shown to be suitable for real images in spite of their noise and low resolution. A further conclusion is that the correlation coefficient is a good and simple tool for reaching the final decision in the RP.
In the case of gray images, background noise has a negative effect on the recognition results. In binary images this noise is less significant, as it appears on only two gray levels and its removal is relatively easy. It would be interesting to extend this study to gray images with background and noise. Further research should be also directed toward more optimal choices of the preprocessing operation and the Fang-Hä usler kernel. Fig. 7 . Correlation coefficients QQ and QC after rotation, translation, and scaling for similar images. The vertical coordinate describes the scaling factor ͑upper row͒, the translation ͑middle row͒, and the rotation angle ͑bottom row͒. Fig. 8 . Low-resolution ͑36 dpi͒ real images scanned by a CCD camera. ͑a͒ Lamed 1. ͑b͒ Lamed 2. ͑c͒ Gimel 1. ͑d͒ Gimel 2. Fig. 9 . Matrix of the correlation coefficients calculated for the images of Fig. 8 .
