Abstract We investigate the feasibility of deep-space navigation using the highly stable periodic signals from X-ray pulsars in combination with dedicated instrumentation on the spacecraft: a technique often referred to as 'XNAV'. The results presented are based on the outputs from a study undertaken for the European Space Agency. The potential advantages of this technique include increased spacecraft autonomy and lower mission operating costs. Estimations of navigation uncertainties have been obtained using simulations of different pulsar combinations and navigation strategies. We find that the pulsar PSR B1937 + 21 has potential to allow spacecraft positioning uncertainties of~2 and~5 km in the direction of the pulsar after observation times of 10 and 1 h respectively, for ranges up to 30 AU. This could be achieved autonomously on the spacecraft using a focussing X-ray instrument of effective area~50 cm 2 together with a high performance atomic clock. The Mercury Imaging X-ray Spectrometer (MIXS) instrument, due to be launched on the ESA/JAXA BepiColombo mission to Mercury in 2018, is an example of an instrument that may be Exp Astron (2016) further developed as a practical telescope for XNAV. For a manned mission to Mars, where an XNAV system could provide valuable redundancy, observations of the three pulsars PSR B1937 + 21, B1821-24 and J0437-4715 would enable a three-dimensional positioning uncertainty of~30 km for up to 3 months without the need to contact Earth-based systems. A lower uncertainty may be achieved, for example, by use of extended observations or, if feasible, by use of a larger instrument. X-ray instrumentation suitable for use in an operational XNAV subsystem must be designed to require only modest resources, especially in terms of size, mass and power. A system with a focussing optic is required in order to reduce the sky and particle background against which the source must be measured. We examine possible options for future developments in terms of simpler, lower-cost Kirkpatrick-Baez optics. We also discuss the principal design and development challenges that must be addressed in order to realise an operational XNAV system.
Introduction
The navigation of deep space missions is currently achieved by the ESA's European Space Tracking (ESTRACK) network and NASA's Deep Space Network (DSN) [18] . Each of these employ a global network of large ground-based radio antennas. In recent years space agencies around the world have been exploring the feasibility of using Xray pulsars for spacecraft navigation. Whereas the DSN and ESTRACK networks require a spacecraft to communicate with ground-based systems, the use of pulsars would to some extent enable autonomous navigation on-board the spacecraft thereby minimising communications with Earth. This would also offer the potential of lower mission operating costs due to the reduced need for ground infrastucture.
Pulsars are ultra-compact, rapidly rotating and strongly magnetised neutron stars that are the remnants of the death of a massive star in a supernova explosion [50] . The high timing stability of the pulses from certain types of pulsars has led to important developments including strong evidence for the existence of gravitational waves [80] . It was first speculated that pulsars could be used for time and position determination for spacecraft by Reichley et al. [63] and Downs [22] . Chester and Butman [14] described the potential use of X-ray pulsars for spacecraft navigation due to the much smaller detector size required compared to that for radio pulsars (see also review by [8] ).
The main objective of the work presented here was to investigate the feasibility of deep space navigation using XNAV based on X-ray pulsars from a high-level perspective considering also the X-ray instrumentation. Section 2 provides a brief review of literature on pulsar-based navigation concepts relevant to this study. In Section 3 we present a catalogue of X-ray pulsars that are potentially suitable for the navigation concepts and some of their relevant characteristics and parameters. Section 4 analyses the potential Position, Velocity and Time (PVT) estimation errors that can be obtained using different combinations of X-ray pulsars and navigation strategies. In Section 5 we describe the X-ray instrumentation technology that is currently available for use in an XNAV system as well as potential future developments. Section 6 discusses the performance and limitations of an XNAV system and compares these to those of the ESTRACK and DSN networks. Finally, in Section 7 we give the conclusions.
Relevant concepts for navigation
This technique is based on ranging and velocity estimation by use of pulsar timing and frequency measurements. For a given pulsar, the time interval between pulses is referred to as the pulse period, P, and this generally changes slowly and uniformly with time. The pulse periods of different pulsars can range between 1.5 ms and several seconds. Here we firstly describe the measurement of pulse Times-Of-Arrival (TOAs, see e.g. [48] , Section 8.1) and the processing necessary for such a system together with the pulsar timing models. We then focus on navigation strategies suitable for PVT estimation.
We briefly review here the main aspects directly relevant to our study; the reader is referred to the published literature (e.g. [34, 69] ) for a more extensive view. In particular, we restrict ourselves to consideration of two navigation methods (utilising one pulsar and three or four pulsars) and the periodic signal from rotation-powered Xray pulsars.
Pulse timing
One of the most important requirements for such a system is for the spacecraft to have access to a reliable timing model for the pulsar. The most accurate models are often derived from radio observations on Earth. The pulse phase of a pulsar can be modelled and specified at a known location, for example the Solar System Barycentre (SSB), using the measured pulse phase and pulse frequency of the pulsar at a given epoch [48, 50, 69] . The model will not be perfect since the exact values of pulse phase, pulse frequency and derivatives will not be known and the TOAs will be affected by measurement error. Furthermore, some pulsars can also exhibit significant timing irregularities called 'timing noise' (e.g. [39] ) and 'glitches' (e.g. [25, 71] ) which are intrinsic to the rotation of a star.
An X-ray instrument on-board the spacecraft is used to obtain time-resolved measurements of a given pulsar. Pulse TOAs are then extracted by comparing the measured time-series with a model pulse profile [24, 31, 36, 68] . Figure 1 (see also Section 2.2.1) shows lines representing a given pulse phase of a pulsar signal arriving at the true spacecraft position and an initial estimate of the position at two instants in time, separated by an interval Δt, as the signal moves through the Solar System relative to the inertial reference frame of the SSB [69] . In the simplest case, the pulse TOAs measured at the spacecraft are compared with those predicted at the SSB by the timing model in order to obtain a corrected spacecraft position estimate along the direction of the pulsar. This requires conversion of the measured TOAs to Barycentric TOAs, using the initial position estimate and the unit vector to the pulsar,n, with respect to the SSB [69] . These are the key pulsar timing elements that enable positioning of the spacecraft in the direction of a given pulsar.
Navigation
Here we describe some navigation strategies suitable for PVT estimation. These can be categorized as delta-correction and absolute navigation techniques [34] and will be discussed in turn below. In all cases it is necessary that the pulsar timing models for relevant pulsars are updated sufficiently frequently within the XNAV processing system such that the errors arising from these do not contribute significantly to the navigation uncertainties. These updates would be carried out for example using the ESTRACK or DSN networks, whilst the interval between updates would depend on the pulsars employed, but could vary for example between one update per day to a year.
Delta-correction measurement using a single pulsar
This is the simplest strategy and represented in Fig. 1 . A more detailed description of this can be found in [34, 69] . An initial estimate of the spacecraft position is required to within cP/2, where c is the speed of light, as well as an estimate of the velocity. These might be obtained using for example the DSN, ESTRACK or an orbit propagation process within the spacecraft navigation system [69] . An accurate time reference onboard the spacecraft enables measurement of the observed pulse TOAs from a single pulsar. If the initial spacecraft position estimate used to convert the TOAs to the SSB is correct and there are no TOA measurement errors then there will be no time-offset, Δt, compared to the TOAs predicted by the pulsar's timing model. However, if the initial position estimate is in error then a non-zero time-offset, Δt, will be measured corresponding to a position-offset in the direction of the pulsar,n⋅Δr ¼ cΔt, wheren is the unit vector to the pulsar with respect to the SSB and Δr is the error in the initial position estimate [69] . This position-offset is often referred to as the 'delta-correction' and enables a corrected spacecraft position estimate along the direction of the pulsar to be obtained. This strategy is relatively simple to implement as it requires an X-ray instrument that observes only a single pulsar at a time. It can, in principle, be extended to sequential observations of multiple pulsars to obtain two-or three-dimensional The dashed lines represent a given pulse phase of a signal from the pulsar arriving at the true spacecraft position and an initial estimated position at two instants in time separated by an interval Δt. The 'delta-correction' is shown asn ⋅ Δr and is equal to cΔt, where c is the speed of light. The green point represents the corrected spacecraft position along the direction of the pulsar position estimates although it would depend on the motion of the spacecraft and being able to adequately take account of this [69] .
Absolute navigation
This strategy offers the potential for a spacecraft to autonomously determine its absolute position in three dimensions with respect to an inertial reference frame [69, 70] . The advantage of this is that it can navigate and restart without the aid of another method such as DSN. As shown in Fig. 2 , by using measurements of pulse phase from four or more sources it would also be possible to measure and correct for any spacecraft clock time-offset. Alternatively three pulsars could be used if a high-accuracy time reference is available on-board the spacecraft, for example using a high-performance atomic clock. A difficulty arises because a pulsar signal does not include information to identify the number of the particular pulse received. This results in pulse or cycle ambiguities, a problem that can be overcome by combining the measured pulse phase information of several pulsars and using knowledge of the unit vector of each in order to identify the unique set of cycles that satisfies the measurements [69] . A priori knowledge such as an approximate location of the spacecraft within the Solar System and an estimate of the spacecraft velocity together with observations of longer period pulsars may initially be required in order to reduce the parameter search space [68] . Absolute navigation would in principle be the most versatile for many types of space missions depending on its performance. A disadvantage is that it requires simultaneous observations of multiple pulsars which would require multiple detectors, making this strategy more difficult to implement. Whether or not it would be possible to use data taken sequentially for different pulsars using a single detector would depend on the motion of the spacecraft and being able to adequately take account of this (Deng et al. 
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Fig. 2 Absolute navigation using simultaneous observations of a minimum of four pulsars enabling measurement of the spacecraft three-dimensional position (x, y, z) and the on-board clock time-offset, t c , from terrestrial time scales. The dashed lines represent candidate lines of position for each pulsar separated by cP in each case and obtained using the measured pulse phases of the four pulsars at a given time [21] ). The noise in the spacecraft clock is unlikely to significantly degrade the quality of such sequential observations spanning over periods of 1 h to 1 day. This is because a relatively modest performance oscillator with a stability of 10 −12 for averaging times of 1 day will lead to a range measurement error contribution of 30 m which is small compared to other error sources. An atomic oscillator of such a performance should be readily achievable on a spacecraft. Furthermore, with careful design, a quartz-based oscillator could be expected to exhibit a similar performance [11] .
Determining velocity
An accurate approach for spacecraft velocity measurement involves comparing the frequency, or the rate, of pulses received at the spacecraft from one or more pulsars with those predicted at the SSB [69] . Any relative velocity between the pulsar and spacecraft will result in the interval between the received pulses either decreasing or increasing due to the Doppler Shift. After correcting for any motion of the pulsar relative to the SSB, any Doppler shift observed in the pulse timing has to be due to the motion of the spacecraft in the direction of the pulsar. By taking measurements from multiple pulsars it is possible to obtain velocity components of the spacecraft in three dimensions.
X-ray pulsars and their characteristics
We present the available X-ray pulsars and their characteristics, including their skyposition (i.e. astrometric) uncertainties. We also describe a simple analytical approach to estimate spacecraft range error, parameterised in terms of the pulsar properties and X-ray measurements, and compare this with results from simulations of detailed pulse profiles.
Compiling an X-ray pulsar catalogue for XNAV
There are over 2000 known pulsars, most of which were discovered in the radio band [52] . Approximately 100 of these are Rotation-Powered X-Ray Pulsars (RP-XRPs) [7] , with around 35 of these having been detected with pulsed X-ray emission and having a measured pulse profile, as reported in the literature to~mid-2012 -the 'census epoch' of our study. These XRPs, which have rotation periods ranging from~1.5 to 100 s of milliseconds [7] , are the main focus of this work. Accretion-powered pulsars (see e.g. [7] ), are rather poor in terms of pulse stability (and some are unsuitable as they are highly transient in flux, and some have rather long periods, of seconds or greater), though they may have some utility provided there are associated X-ray monitoring observations from a low-Earth orbit satellite.
The majority of the rotation-powered pulsar population are relatively bright and young with ages~10 3 to~10 7 yr [7] ; the most famous example of which is the Crab pulsar (PSR B0531 + 21), born in AD 1054. A relatively small fraction can exhibit extremely high long-term timing stability -excellent attributes for a 'celestial clock' [10, 24, 69] . These are the 'MilliSecond Pulsars' (MSPs) which have the shortest periods and are relatively weak in strength. They are relatively old objects with ages of typically~10 7 to~10 10 yr (see [7] , Fig. 6 .2). However, young pulsars such as the Crab may also be useful if monitored sufficiently frequently from the ground (in radio) or from an X-ray monitoring satellite. Of order 10 % of all known pulsars are MSPs; however, they constitute~50 % of known rotation-powered X-ray pulsars, and~30 % of those with detected pulsed emission in X-rays [7] . With the exception of the Crab pulsar which is one of the brightest X-ray sources in the sky, other known rotation-powered pulsars have X-ray fluxes measured at the Earth typically a thousand times fainter. Even then only a small number of sources (~3) are detected at the 'milli-Crab' level, with the rest being at least a factor of 5-10 fainter still.
General X-ray source catalogues such as those from ROSAT [76, 77] , XMMNewton [78] and Chandra [26] are available for pulsar X-ray source fluxes, whilst general astronomical object catalogues such as CDS SIMBAD 1 provide information on general source properties and categorisation. Furthermore, the ATNF pulsar 'master' catalogue 2 [52] provides detailed pulsar ephemerides and celestial coordinates. The starting point for generation of a catalogue of relevant properties of RP-XRPs were the tabulations in Becker's [7] review (these list 89 objects), together with the other databases mentioned above. These were augmented and updated from published literature (e.g. [30, 66] ); in particular, the X-ray pulse width and fractional pulsed signal had to be extracted for each individual pulsar. A catalogue was compiled comprising data on 89 RPXRPs, with the most detailed information being provided for the 35 RP-XRPs for which pulsed X-ray emission profiles were found in the literature. Table 1 lists some parameters for the 35 RP-XRPs with detected pulsations, including source flux, 3 fractional pulse width, astrometric position error and estimates of the spacecraft range error contributions for 'focussing' and 'collimated' instrument types. The objects are ordered by increasing range error for a focussing instrument. The given range errors represent 1-sigma and are computed according to the analytic formula in Eq. A.3 (see also Section 3.3.1) using an observation time, T obs = 5×10 3 s, and instrument effective area, A eff = 0.005 m 2 , according to an 'improved Point Spread Function (PSF)' version of the BepiColombo Mercury Imaging X-ray Spectrometer (MIXS) instrument as described in Section 5. This corresponds to a time-area product of 250 m 2 s. As can be seen from Eq. A.3, the range error contribution due to the instrument is inversely proportional to the square root of the time-area product. Figure 3 gives a plot of the ecliptic longitude versus ecliptic latitude of each of the 35 pulsars to show the distribution of the pulsars on the sky.
Pulsar position uncertainties
The current status of pulsar position 4 uncertainties is summarised in Table 1 , column 'Position error', using the data from the ATNF catalogue [52] , supplemented by an 1 http://simbad.u-strasbg.fr/simbad/ 2 http://www.atnf.csiro.au/people/pulsar/psrcat/ 3 26 of the sources had XMM fluxes available; these were all utilised. The origins of the fluxes for the remaining sources, and the corresponding numbers of sources, were: Chandra -1, ROSAT PSPC -3, ROSAT HRI -3, ASCA -1, BeppoSax -1. This ranking also indicates the preference order for selecting fluxes. Where ROSAT count rates were used they were converted to fluxes using a factor 1.24×10 −11 (PSPC) and 3.66×10 , we have used a factor 4×10 8 ph/erg. We have not attempted to take account of the spectral shapes of individual sources. 4 'Position' here means the astrometric location of the pulsar on the sky, in any 'sky' coordinate frame e.g. equatorial (RA, Dec), ecliptic, galactic. The range error values are given for focussing and collimated type instruments, and are calculated using the Wolter-I improved PSF focussing instrument described in Section 5 with T obs = 'Pulsar number' is an arbitrary reference number assigned by us; the pulsar name [7] ;
'Type' is the class of XRP, 'ms' for MSP and 'fd' for field from Becker 2009; the pulsar period [7] ; the 'Source total flux' is the time-averaged X-ray flux from various origins but mainly catalogues* from XMM, Chandra and ROSAT -from reference given in 'Flux reference' with key XM:
XMM [78] , CX: Chandra [61] , RH/RP: ROSAT HRI/PSPC [65] , BS: BeppoSax [58] , AS: ASCA [73] ;
'W50' is the X-ray Full Width Half Maximum (FWHM) pulse width as a fraction of pulse period derived from reference (given as abbreviated e.g. Becker+02 = Becker improved value for the Crab pulsar [47] . Of the 35 pulsars listed, there are 8 with an overall position uncertainty of <1 mas, and 2 of these have a position uncertainty of <0.1 mas. Astrometry using X-ray, optical or 'standard' (e.g. relatively short baseline) radio measurements typically yields position uncertainties of~0.1-1 arcsec. Higher precision astrometry for pulsars generally requires either pulse timing techniques or Very Long Baseline Interferometry (VLBI) (see e.g. [47, 48] ). Long-term programmes to obtain high-precision pulsar positions and timing are in progress, driven by goals such as detection of gravitational-waves (see e.g. [38] ). These programmes, and new instrumentation, e.g. the Square Kilometre Array (SKA) and its precursors, should lead to improved position uncertainties. It should also be noted that for high-precision positions, the effects of proper motion will need to be taken into account (see e.g. [48] ) and possibly updated with contemporaneous measurements during XNAV operations.
Estimation of range error contributions due to the instrument

Using an analytic formula
A simple analytic formula can be used to estimate the spacecraft range measurement error based on the TOA measurement uncertainty alone by using the characteristics of each pulsar and the proposed instrumentation (e.g. [62] ). This can be used for both focussing and collimated instrument types depending upon the input parameters and is largely independent of the specific method of TOA determination, such as crosscorrelation, least-squares fitting or maximum likelihood. The formula and relevant details are given in Appendix A. The above approach enables us to generate a ranking for the objects according to likely utility for XNAV, albeit with some simplifications and limitations. These include ignoring the detailed shape of the pulse profile and any variation with photon energy of the pulse profile and fractional pulsed emission; such energy dependence is evident in some cases, and differs in form between objects. In addition, some XRPs such as the Crab and Vela pulsars lie within a region of significant extended X-ray emission due to the associated supernova remnant or a pulsar-wind nebula. We have attempted, where possible, to quote relatively low values for the pulsed fraction in such cases, recognising that a feasible XNAV instrument may not have sufficient spatial resolution to 'reject' the extended emission, which thus forms an additional background to the desired pulse signal. Table 1 shows the range-error estimates for a focussing instrument, with T obs = 5×10 3 s, versus astrometric position error. The values are also listed in Table 1 .
The scaling of the range errors (or TOA errors) for the different instrument types with observation time and effective area, and ranking of the pulsars according to these values, are relatively insensitive to the precise choice of background values. For example, assuming zero background does not change the set of 10 pulsars with the lowest range errors for the focussing instrument, though there are some changes in the ranking, and leads to a change in two cases near the lower boundary, for the collimated instrument.
Simulation of pulse profiles and comparison of range error estimates
We have performed simulations to examine in detail the effects of specific pulse profiles and instrument characteristics on the achievable TOA and range errors. The calculations used a model of the pulsed and unpulsed signal from the pulsar and the background fluxes, folded through the assumed instrument response and for a specified integration time, and with Poisson noise incorporated. Each simulated dataset was cross-correlated with the noiseless, model profile to determine a TOA error; the simulation was repeated typically 1000 times for each 'observation' in order to build-up a TOA-error distribution. An example, based on PSR B1937 + 21 as if viewed by our 'baseline' focussing instrument for an integration time of 50 ks, is shown in Fig. 5 . The range error obtained from the simulations is computed as W 68 /2, where W 68 is the width of the distribution between the 16 % and 84 % percentiles (enclosing 68 % of the area of the distribution equivalent to the 1-sigma for a Gaussian distribution). This is a somewhat more 'robust' estimator than directly computing the standard deviation, given the 'noise wings' present for low SNR cases.
More accurate and complex formulae can be derived by detailed consideration of pulse shapes and statistics (e.g. [24, 36] ); however the analytic formula described in Section 3.3.1 and Appendix A serves to highlight the main parametric dependencies. For a wide range of pulse-profile shapes and SNR, the values given by the formula and determined by the simulations for the five pulsars PSR B1937 + 21, B1821-24, J0437-4715, J1012 + 5307 and B0531 + 21 agree to within a factor of~3, and scale approximately with 1/√T obs as expected and as can be seen in Table 2 . A qualitative indication of the pulse shape in each case is also given in Table 2 . We can thus have confidence in taking the analytic formula as an approximate guide, useful for indicating functional dependencies on the various parameters and for ranking the pulsars in terms of range error, whilst the simulations allow a more detailed evaluation of specific cases, for example the effects of low SNR or complex pulse profiles.
Comparison of our range-error estimates with some of those reported elsewhere [24, 34, 62] , and bearing in mind possible differences in assumptions such as for pulsed and unpulsed fluxes and background fluxes, indicates general consistency. 
Estimation of navigation and timing uncertainties from simulations
Two navigation strategies were outlined in Section 2; delta-correction using a single pulsar and absolute navigation using three or four pulsars. Appendix B describes the Monte Carlo approaches used to simulate the navigation errors achievable by each of these and some of the simulation outputs. These are used to identify the X-ray pulsars that would provide the lowest navigation uncertainties for each strategy. Here we present uncertainty budgets for PVT estimation using the best-performing pulsars identified for each navigation strategy. Finally, we summarise the results of the total uncertainties for PVT estimation in each case.
Navigation and timing uncertainty budgets
Simulations of errors are carried out using a similar approach to that in [34] (see Appendix B) using propagation of errors in the small perturbation case. These are partly based on the range errors due to the X-ray instrument for observation times, T obs = 5×10 3 and 5×10 4 s, obtained using the analytic formula (see Section 3.3.1). For improved uncertainty estimates, range errors obtained from simulations (see Section 3.3.2) instead of the analytic formula have been used for the five pulsars PSR B1937 + 21, B1821-24, J0437-4715, J1012 + 5307 and B0531 + 21. In the case of the latter pulsar, the errors are obtained by appropriate scaling of the values given in Table 2 .
For the results presented in this section, and as described in Appendix B, a latency period of 3 months is assumed in the cases of four pulsars. This refers to the interval between two timing model updates during a period of autonomous navigation and allows us to take account of the range error contributed by pulsar timing model error. In the case of the Crab pulsar, a much shorter period of order 3 days has been assumed. The results are based on the Wolter-I design with improved PSF described in Section 5 As the errors used as input to the simulations are representative of 1-sigma uncertainties, the outputs of the simulations are equivalent to 1-sigma uncertainties. These should be taken as indicative values because they vary depending on the exact values of the input data used for each pulsar.
The outputs are expressed in the form of uncertainty budgets for the best performing and other selected pulsars identified for each navigation strategy. These apply specifically to a spacecraft located in the ecliptic plane at a distance of 30 AU from the SSB in the direction of zero degrees ecliptic longitude and latitude, corresponding to ecliptic coordinates given by x = 30 AU, y = 0 AU and z = 0 AU. The velocity vector is taken to be of magnitude 30 kms −1 in the direction of zero degrees ecliptic longitude and latitude. However, in most cases the position uncertainty budgets are found to be reasonably representative of spacecraft ranges of 30 AU in other directions from the SSB within the ecliptic plane. The largest variation is found in the single pulsar case of using the Crab pulsar. Here, for example, the position uncertainty budget can be lower by about one order of magnitude in the direction of 90°ecliptic longitude and zero degrees latitude, corresponding to ecliptic coordinates given by x = 0 AU, y = 30 AU and z = 0 AU. The simulations do not take account of any knowledge about the trajectory of the spacecraft and the use of a Kalman filter.
The navigation and timing uncertainty budgets comprise mainly two components (see Eqs B.2 to B.10 in Appendix B). The first is largely due to the TOA measurement uncertainties arising from the instrument, with a contribution also from the pulsar timing model uncertainty. The second is due to the pulsar position uncertainties on the sky, which leads to the spacecraft position and clock time-offset uncertainties increasing linearly with range from the SSB, whilst the velocity and time-drift rate uncertainties increase linearly with velocity. Table 1 demonstrates that a higher performance is expected from a focussing instrument and consequently the results presented in this section are based on using this type of instrument. The effective area is based on existing technology, i.e. the BepiColombo MIXS-T instrument [29] which has an effective area of 0.005 m 2 , as described in Section 5; we assume an improved PSF, as also described in Section 5. Table 3 presents the uncertainty budgets with the two components for the three pulsar-set PSR B1937 + 21, B1821-24 and J0437-4715 which gives the lowest position uncertainty for T obs = 5×10 4 s and for PSR B1937 + 21, B0531 + 21 and J0437-4715 which gives the lowest uncertainty whilst also including the Crab pulsar. These are given for observation times, T obs , of 5×10 3 and 5×10 4 s. For the latter pulsar-set with T obs =5×10 4 s, the position uncertainty budget is lower by a factor of~2 at ecliptic coordinates given by x = 0 AU, y = 30 AU and z = 0 AU. It is found that although the former pulsar set gives the lowest position uncertainty of any three pulsar set for T obs = 5×10 4 s, PSRs B1937 + 21, B1821-24 and J1012 + 5307 give the lowest uncertainty for T obs = 5×10 3 s corresponding to 80 km. The contribution due to pulsar position uncertainties in this case is 25 km. A consequence of using the simulated range errors is that the optimum pulsar set depends on the observation time. Table 4 presents the relevant uncertainty budgets when using four pulsars and Table 5 for a single pulsar in the cases of PSR B1937 + 21 and the Crab pulsar.
The simulations are applicable to scenarios related to interplanetary navigation, which accounts for the majority of deep space missions. The approaches described can be used to evaluate uncertainties for any velocity vector, including one inclined to the plane of the ecliptic, and any spacecraft location within the Solar System and to some extent beyond.
Summary of navigation and timing uncertainties
The PVT uncertainties derived in this section are summarised in Table 6 . The spacecraft positioning uncertainty component due to the pulsar position uncertainty can be calculated for other ranges using the uncertainty budgets given. To do this the ratio of the required range to 30 AU is multiplied by the given value of this component at 30 AU. In this way, results for a spacecraft at a distance of 1 AU from the SSB are also shown in Table 6 for comparison.
It should be noted that the performance results given at 1 AU in Table 6 are for the best-performing pulsar-sets determined at ecliptic coordinates given by x = 30 AU, y = 0 AU and z = 0 AU. Other pulsar sets may have similar or marginally lower Table 3 Spacecraft position and velocity uncertainty budgets for absolute navigation at ecliptic coordinates x=30 AU, y=0 AU and z=0 AU using the three-pulsar set giving the lowest position uncertainties (for T obs = 5x10 4 s) and for the three pulsar-set giving the lowest uncertainties whilst also including the Crab pulsar, PSR B0531+21 uncertainties at 1 AU from the SSB. Furthermore, the analysis here uses pulsar position uncertainties currently available in the literature. These will improve in future by different amounts depending on the pulsar, as new measurements become available.
Available and future X-Ray technology
XNAV requires high signal-to-noise timing observations of one or more pulsars to derive a spacecraft position estimate. There is a trade-off between the ability to generate high signal-to-noise observations of this type and the requirement of a positioning system to be deployable as a spacecraft subsystem, where mass, volume and power consumption are tightly constrained. XNAV requires a time resolution of <1 μs (a significant performance improvement is possible if 100 ns is achievable) and a high collecting area, the value of which depends upon whether the instrument is imaging or not. Ideally the system would be able to simultaneously observe up to three or four pulsars which are widely separated on the sky. In this section, we first describe the required characteristics of instrumentation for an XNAV system. We then discuss some of the design and development challenges that need to be overcome. Finally, we discuss the technology trade-offs and optimisations that need to be considered regarding instrument performance.
Observing pulsars for X-ray astronomy
X-ray instruments used in astrophysics, in general, use single photon-counting detectors; hence are well suited for use in timing studies [28] . Literature on instrumentation for high time-resolution pulsar astrophysics is dominated by collimated instruments (e.g. [42] ). However, in recent studies of the XNAV concept [8] imaging instrumentation is proposed to allow the use of more capable solid-state focal plane devices which offer higher positioning accuracy due to reduced background and hence higher signal-to-noise. Orbiting observatories dedicated to high time resolution astronomy are designed to fulfil multiple scientific goals and as such are not optimised specifically for the XNAV principle. They are generally dedicated payloads (or at least a dominant instrument) on a low earth orbit mission. For a practical XNAV system to be developed, instrumentation must be designed to meet the following requirements:
i. large collecting area to minimise statistical noise in observations of faint sources; ii. high timing accuracy -typically <1 μs time stamping uncertainty; iii. low background noise from internal and external sources (such as the detector intrinsic background, particle induced signals, cosmic rays and the diffuse X-ray background); iv. Engineering constraints (low mass, volume, power consumption). Clock time-drift rate 1x10 These may be achievable with a focussing instrument with an effective area of 0.005 m 2 and are representative of 1-sigma But crucially, the system must also be implementable as a realistic spacecraft subsystem, hence a particular emphasis on requirement iv in what follows.
The advantage of imaging
The primary scientific justification for true X-ray imaging, rather than scanning with a collimated instrument over a specific field of view is to reduce background. In a true imaging system, the signal collecting area is greater than the collecting area relevant for background noise. In such a system, the relevant area for (non-sky 5 ) background collection is equal to the size of the optic PSF, rather than the whole area of the detector (as would be the case for a collimated instrument). The effective collecting area for the signal is governed principally by the aperture of the optic and its focal length. 6 Combining these effects, the signal-to-noise ratio of an imaging system is improved by the "imaging advantage" (I) defined as:
r where A eff is the effective collecting area of the optic and A BG , the detection cell size in the detector plane (governed by the optic PSF). This assumes that the sky background (diffuse X-ray background and confusion limited point sources) is negligible, which may not be true depending on the characteristics of the pulsar. In such a case, the background contribution from the sky must be accounted for when assessing the improvement in signal-to-noise as a result of imaging. Of course, there are additional benefits of imaging which range from engineering parameters (smaller detectors: less particle shielding, simpler thermal control, simplified focal plane design) to scientific observation advantages such as a reduction in "sky background" from diffuse X-ray emission and unresolvable point sources on the sky. The only significant disadvantage of an imaging system is the need to design a sufficiently accurate pointing mechanism capable of steering an~1 m focal length telescope to acquire the pulsar of interest.
A collimated XNAV system would require a minimum focal plane area~10 3 cm 2 . Assuming a large-area collimated silicon detector were to be used, the cooling of the detectors and shielding them from high energy particles would be difficult to achieve as a small, optimised, XNAV subsystem. Also, the overall system complexity would be considerable, particularly when the requirement to perform photon time-tagging with microsecond uncertainty over the whole detector area is considered. While a much larger system has been studied for the Large Observatory for X-ray Timing (LOFT) mission [27] as the dominant instrument of a large satellite [82] , it is difficult to foresee a time when this level of complexity could be integrated into a spacecraft navigation subsystem, even though the LOFT hardware is well-suited to the XNAV principle.
Recent developments in low-mass optics (e.g. [29, 81] ) have enabled the design of compact imagers, requiring greatly reduced spacecraft resources compared to established X-ray optics technologies. This technological advancement offers the possibility of implementing a true imaging X-ray telescope in a resource envelope commensurate with a sub-system on a deep space vehicle. The first example of such an instrument to be deployed in deep space will be the Mercury Imaging Xray Spectrometer (MIXS) [29] , one of 11 instruments on the ESA/JAXA BepiColombo mission to Mercury [9] . The telescope, MIXS-T could be considered a "pathfinder" for XNAV technology as it is designed to very similar engineering constraints. Figure 6 shows the key components of the MIXS-T instrument.
Design and development challenges for an XNAV instrument
Below we discuss the principal design and development challenges that must be addressed in order to realise an operational XNAV instrument.
Observing strategy
As described in Section 2.2.2, the most capable XNAV system would incorporate simultaneous observations of a minimum of three or four pulsars. However, the complexity of a multiple field-of-view X-ray instrument, with separate telescopes that are independently steerable would be high, making it challenging to implement. It is much more reasonable to envisage a single pointed instrument being deployed on a deep space mission. Similarly, ideal XNAV observations would be long, uninterrupted stares towards targets of interest. Although there are no intrinsic limits on the observation duration set by the detector system, practical limitations will come from specific mission scenarios. For instance, the instrument will have pointing constraints relating to solar-system objects (typically; the Sun, nearby planets and moons) that will limit the available sky and the observation duration. X-ray instruments have a solar avoidance angle typically~30-40°, so the fraction of the sky that is not visible at any given time may be significant.
Optics
MicroChannel-Plate (MCP) optics are the key enabling technology for low-mass (<10 kg) imaging X-ray instruments (e.g. [29, 54] ). MIXS uses a radially packed array of microscopic square pores to simulate the mirror shells of a more traditional Wolter-I Fig. 6 Diagram showing the key components of the BepiColombo MIXS-T imaging Wolter-I telescope comprising a microchannel plate optic (left), a telescope tube assembly and a focal plane assembly containing a DEPFET active pixel sensor detector (right) telescope and meets similar resource constraints as an XNAV system. The optics themselves are made of lead-glass septal walls, the result of a manufacturing process which etches millions of microscopic pores from the glass. For MCP optics, these channels are square in cross-section and can be coated with high atomic number material to increase the reflectivity of the channel walls, improving the collecting power of the telescope. The total mass of the MIXS instrument is only~10 kg including the electronics boxes, mechanics and a collimated instrument, MIXS-C [29] , which is of no direct relevance to XNAV. The telescope has a focal length of 1 m and offers an effective area of~0.005 m 2 with a high performance silicon DEPFET active pixel sensor detector. The detector is optimised for spectroscopy and provides almost Fanolimited energy resolution [51] . Hence, it does not operate at the time resolution required for XNAV, but could be replaced by a suitable detector, as discussed below.
Significant simplification and optimisation of the MIXS design is possible for XNAV. Either a narrow field lobster-eye telescope [1] or a cylindrical microchannel plate approximation to the Kirkpatrick-Baez (KB) geometry [45] offers a simpler optical design with higher spatial resolution (and hence lower background) than the current~7-10 arcminutes. Proof-of-principal experiments with a partial prototype of the KB system have demonstrated~3 arcminutes FWHM. A programme of work to demonstrate the limiting performance of a lobster-eye optic is underway at the University of Leicester and Photonis France, SAS. It is realistic to expect an optic with large collecting area and improved imaging resolution to emerge from a dedicated research and development programme.
Note that the simulations of XNAV performance reported here are based on MIXSlike hardware, but assume an improved PSF of 3.5 arcminutes FWHM. It should be noted that while existing hardware can already meet the major goals of XNAV, improvements in the optic presented here lead directly to smaller range errors (due to better rejection of background by a higher quality optic). The performance improvement varies for different pulsars based on their brightness. A better optic is insignificant for the Crab, but offers improvements up to~50 % for the weaker sources such as PSR J1012 + 5307.
Detectors
Considering available detector technologies, the optimum existing device for XNAV is an extremely fast, single pixel, Silicon Drift Detector (SDD), examples of which are available from AMPTEK Inc. and PN Detector GmbH. For example, AMPTEK's super-fast SDD offers excellent energy resolution, close to the fundamental Fano limit, if operated with long peaking times, or, if operated with very fast peaking times (~0.2 μs), the energy resolution is degraded, but the time resolution is improved. As energy resolution is not a fundamental driver for XNAV -it only allows rejection of background based on photon energy -this degraded energy resolution is not a significant driver and fast shaping time is preferred.
The absolute timing accuracy of the device is not only a function of the peaking time. As the X-ray can strike anywhere in the active detector volume, and the charge generated by the X-ray interaction is drifted to a readout node, the time-delay variation caused by the drifting of charge will increase the error in measuring the absolute arrival time of the photon. To match the expected performance of the optic and detector a diode of diameter 2.5 mm is required and the quantum efficiency should be maximised in the range~0.5-8 keV. For such a large pixel, it is unlikely to be able to achieve a time resolution of better than~0.5 μs due to the physics of drifting charge to the readout. By using a pixelated device with small pixels, the drift time is reduced and higher limiting time resolution is possible; such devices are under development for applications in high flux X-ray sources such as free electron lasers with time resolution in the low hundreds of ns (e.g. [60] ), a development that could be important for future XNAV studies.
On-board clock and timing
The requirements for maintaining on-board timing precision are stringent, but not outside the scope of existing technology. For instance, the clocks on-board the Galileo satellites [23] would offer precision considerably greater than needed for an XNAV system during single observations of up to a few days. The complication in provision of a timing reference is in maintaining high accuracy absolute time relative to terrestrial time scales such as TAI (Temps Atomique International) over the lifetime of a deep space mission. This would be required when positioning in the direction of a single pulsar or in order to reduce the numbers of pulsars to be observed from four to three for three-dimensional positioning. Pulse TOA measurements need to be obtained relative to terrestrial time scales, ideally to better than 300 ns, without timing drift becoming a significant error source. In the next decade, it is possible that a clock with sufficient stability may be demonstrated in space. For example, NASA is currently developing a deep space mercury ion-trap atomic clock [72] . Without such a clock, it would be necessary to employ a time transfer link to Earth using the DSN to periodically calibrate the on-board clock relative to, for example, TAI. If in the future an instrument with a significantly improved TOA measurement error was to be employed, a clock with commensurately lower uncertainty would be required. For example, a space optical clock similar to those currently under development (e.g. [67] ), could be of benefit to a long-duration advanced space experiment.
Technology trade-offs and optimisation
Detailed system design is outside the scope of this paper. However, it is possible to parameterise the performance of the instrument in terms of its focal length (hence mass) and key XNAV figures of merit such as the signal-to-noise ratio and the range error contribution due to the instrument. The focal length influences these performance parameters via its relationship to focal-plane scale and effective area [1] .
In Fig. 7 (right panel) this approach is used to show that the range error decreases with increasing instrument focal length (and hence collecting area), showing that instruments with a focal length of 25 cm may be useful for the Crab pulsar and PSR B1937 + 21, but for a navigation system to be generally applicable to fainter pulsars, a longer focal length (e.g. the baseline 1 m described below) is required. Figure 7 (left) shows that, except for the Crab pulsar, the signal to noise ratio per unit mass increases for longer focal lengths, implying that a larger (more capable) telescope provides a more mass efficient solution with longer focal lengths. Hence, a larger telescope is preferable to an approach reliant on multiple, co-pointing telescopes to increase the collecting area (assuming the dominant consideration for spacecraft resource planning is mass). The optimum, practically realisable system for XNAV is likely to be based on the light weight optics described here, specifically, a single (steerable) KB optic coupled to an SDD detector.
The properties and predicted performance of such a telescope are described in Table 7 . In assessing the spacecraft resources required for this proposed device a number of assumptions are made. It is assumed that a (currently) low maturity instrument based on a KB design can be achieved for a similar mass as the MIXS-T Wolter I design. To cover the risk of this low maturity, a small margin (0.7 kg) is added to the predicted optic mass. The 6.4 kg detector and housing includes a conservative estimate of 5.5 kg for a radiation shield to protect the detectors from solar protons and other ionizing radiation. The DPU mass is estimated based on SSTL's OBC750 LEO unit. Table 7 also provides an estimate of the power consumption for the device which includes; the DPU (10 W), detector and front-end electronics (0.25 W), analogue electronics (2 W), PSU efficiency (70 %). The power estimate is based on the experience of MIXS and excludes thermal control (assumed to be provided by a spacecraft radiator).
Discussion
As described in Curkendall and Border 2013, a single one of the antennas used in NASA's DSN can be used to carry out two-way ranging to a spacecraft to measure its distance along the line-of-sight to the Earth extremely precisely to an uncertainty of a few metres. Furthermore, pairs of antennas can also be used at a time for very long baseline interferometry measurements referred to as Delta-Differential One-Way Ranging (Delta-DOR). By doing this, the DSN can currently be used to obtain tracking uncertainties approaching 1 nrad, equivalent to 150 m and 4. Table 6 are generally~one order of magnitude greater than those described above for the DSN, although with the potential for being somewhat lower in the direction of PSR B1937 + 21. However, with the exception of the cases when the Crab pulsar is used, these uncertainties could be achieved without the need to communicate with Earth to update the pulsar's timing model for up to 3 months. In the case of Delta-DOR for the ESTRACK network, the tracking uncertainties are currently 6 to 15 nrad [41] , although there are ongoing studies with the aim of improving these to 1 nrad. The XNAV positioning uncertainties are generally of the same order at a range of 30 AU, although more than an order of magnitude lower in the direction of PSR B1937 + 21. A key advantage for XNAV is that, unlike the use of the ESTRACK or DSN systems for navigation, it could allow a greater level of spacecraft autonomy because it requires significantly less communication with Earth-based systems.
With T obs = 5×10 4 s, the effects of the first component due to instrument and timing model uncertainties and the second component due to pulsar position uncertainties are of a similar order of tens of kilometres for each of the three and four pulsar cases at a distance of 30 AU from the SSB. For the single and three-pulsar cases involving the Crab pulsar, the effect of pulsar position uncertainty can be the larger component by far for some spacecraft locations. For T obs > 1×10 5 s (~1 day), the effect of pulsar position uncertainties would start to dominate in the other cases. Consequently, this component may be the limiting factor in determining spacecraft position. However, if the latency period of the timing model for each pulsar, apart from for the Crab pulsar, was to become on the order of years then the effect of timing model uncertainties would begin to dominate. In the case of the Crab pulsar, this would apply if the latency period was on the order of months. If pulsar position uncertainties reduce in future, the spacecraft position uncertainties would also reduce. However, in the case of the velocity uncertainties, these are always dominated by the instrument and timing model uncertainties for the above T obs values.
From Eqs B.2, B.5 and B.8 (see Appendix B), it can be seen that for the XNAV positioning error, the component due to pulsar position error increases with spacecraft range from the SSB. From Table 6 , it can be seen that the spacecraft position uncertainties are generally of the same order at ranges of 1 and 30 AU for a given T obs value of 5×10 4 or 5×10 3 s. In the single pulsar case of the Crab, the position uncertainties at 1 AU are much lower due to the relatively high pulsar position uncertainty of this pulsar. Apart from for this particular case, the spacecraft position uncertainties at 1 AU are heavily dominated by the instrument and timing model uncertainties.
Out of the pulsars considered, the three-pulsar set PSR B1937 + 21, B1821-24 and J0437-4715 is found to show the lowest spacecraft position uncertainty at 30 AU for T obs = 5×10 4 s and one of the lowest at 1 AU. It also shows one of the lowest velocity uncertainties. The two position uncertainty components, the total uncertainty and how these vary with distance from the SSB are shown in Fig. 8 . For a typical distance of Mars from the SSB, 1.5 AU, the total uncertainty is~30 km after observing each pulsar for 5×10 4 s. The set PSR B1937 + 21, B1821-24 and J1012 + 5307 would show a similar performance for up to 3 months. A disadvantage of using the set PSR B1937 + 21, B0531 + 21 and J0437-4715 would be the need for much higher timing model updates, for example daily, to be transmitted to the spacecraft using the ESTRACK or the DSN systems due to the much higher timing noise and rate of glitches [50] exhibited by the Crab pulsar. The two former three-pulsar sets would require much less frequent timing model updates and allow a higher level of spacecraft autonomy.
Apart from for the cases when the Crab pulsar is used, it is found that the uncertainties would not in general be expected to increase significantly above those given in Table 6 for several months without a timing model update i.e. 6 months. However, some caution is required as there is a small probability of a glitch [50] occurring in one of the pulsars and this may result in the accuracy of the timing model very rapidly degrading. No glitches have so far been observed in any MSP apart from PSR B1821-24 for which a micro-glitch has once been observed [15] . This glitch was two orders of magnitude smaller than any ever observed before. If this pulsar exhibited a similar sized glitch again during a 3 month period where there was no communication with Earth to update the timing model, the spacecraft position uncertainties for the three pulsar set PSR B1937 + 21, B1821-24, J0437-4715 would be greater by up to~10 km. This would correspond to a total uncertainty of up to~40 km for an Earth-Mars trajectory, compared to~30 km in the more likely case of a glitch not having occurred. To mitigate the impact of a glitch in PSR B1821-24, observations could be periodically complemented by observations of a three pulsar set that excludes the above pulsar for crossverification and replaced by these if necessary.
In the case of using a single pulsar, uncertainties of~5 and~1.5 km may be achieved in the direction of PSR B1937 + 21 with T obs = 5×10 3 s (~1 h) and 5×10 4 s (~10 h) respectively for a distance of up to 30 AU from the SSB. Current systems would require up to 8 h for providing a spacecraft with position information in this scenario. The positioning uncertainty of the DSN and ESTRACK systems in the plane of the sky are 4.5 and 45 km respectively for a spacecraft at 30 AU. XNAV has the potential to provide more accurate position information along the direction of PSR B1937 + 21. Depending on the geometry of the particular scenario, this could then be combined with the information from the DSN to enable reduced position uncertainties in the plane of the sky [34] .
By assuming that the motion of the spacecraft can be adequately accounted for, the XNAV uncertainties would reduce by ffiffiffiffi N p where N is the number of observations. However, in practice this will be limited by the errors in the trajectory models including due to the effects of tertiary bodies in the Solar System and solar radiation pressure over long time intervals [21] .
As described in Sections 2 and 4, an XNAV system capable of simultaneous observations of a minimum of three or four pulsars for absolute navigation would provide the greatest capability. However, as described in Section 5.3.1, the implementation of an instrument allowing adequate measurement uncertainties on a spacecraft would be a significant challenge. It may be more realistic to consider an instrument making sequential observations of multiple pulsars. For this scenario, the observation times, T obs , given in Section 4 and Appendix B for absolute navigation using three and four pulsars would need to be multiplied by three and four respectively.
It is found that similar position and velocity uncertainties can be achieved using three pulsars together with an accurate atomic clock instead of using four pulsars. Having to observe only three pulsars may mean a simpler instrument design is possible. Another advantage is that, obviously, if a single telescope instrument is used (see Section 5.3.1) it would take less time to sequentially observe three pulsars than four Fig. 8 The variation of the spacecraft position uncertainty and its main components with distance from the SSB for the three-pulsar set PSR B1937+21, B1821-24 and J0437-4715 and for T obs = 5x10 4 s. The uncertainty components shown are firstly due to the X-ray instrument and timing model uncertainties and secondly due to the pulsar position uncertainty pulsars. The clock would need to provide suitable traceability to terrestrial time scales over the lifetime of the mission. Alternatively, this could be achieved by regular measurements with the DSN, although this would reduce spacecraft autonomy.
Pulsar position geometry is also a factor in navigation performance. As described in Appendix B, Geometric Dilution of Precision (GDOP) provides a measure of the geometry of the distribution of pulsars in the sky. Ideally the pulsars should be as widely distributed in the sky as possible.
It should be emphasised that the uncertainties derived in this paper correspond to those for the Wolter-I 'improved PSF' focussing instrument as described in Section 5 with the aim of achieving a realistic spacecraft subsystem. These will differ from those of other X-ray instruments.
The instrumentation needs of an XNAV system have been shown in Section 5 to be compatible with available technologies. However, significant improvements in performance and increased spacecraft autonomy are expected from the adoption of new technology in the next decade. Potential technological improvements exist in all three of the major subsystems considered here as follows. Improving the optic reduces background noise and offers lower positioning uncertainty. Improving the detector system e.g. to generate very high time resolution would lead to better absolute timing of a pulsar and allow improved estimates of a pulse TOA. A time resolution requirement of <1 μs may be met with existing technology, but the significant performance improvement offered by a 100 ns uncertainty may be achieved in the next decade. Finally, improvements in the stability of atomic clocks for space applications is also expected and this would offer the possibility of reducing the number of pulsars that need to be observed to allow autonomous navigation.
Radio observations of pulsars could in principle be used in combination with or as an alternative to X-ray. However, the potential requirement of large radio antennas [8] means that a practical solution would need to be identified to meet the resource constraints of a deep space mission.
Conclusions
In this paper we have investigated the feasibility of deep-space navigation using X-ray pulsars. Simulations show that the pulsar PSR B1937 + 21 has potential to allow spacecraft positioning uncertainties of~2 and~5 km in the direction of the pulsar after observation times of 10 and 1 h respectively, for distances up to 30 AU. The advantage of this technique is that, unlike existing systems such as NASA's DSN and ESA's ESTRACK networks, this could be achieved autonomously on-board the spacecraft, using an X-ray instrument of effective area~50 cm 2 and a high performance atomic clock. A practical X-ray telescope may, for example, be an 'improved PSF' version of the BepiColombo-MIXS instrument. For a manned mission to Mars, where an XNAV system could provide valuable redundancy, observations of the three pulsars PSR B1937 + 21, B1821-24 and J0437-4715, would enable a three-dimensional positioning uncertainty of~30 km for up to 3 months without having to contact Earth-based systems. This would require a total observation time of 10 h if using an instrument with multiple telescopes or 2 days with a single telescope. The uncertainty may be lower using longer observations, although at greater ranges such as 30 AU the present limiting factor is often due to uncertainties in the pulsar positions on the sky. If these were to significantly reduce in future, the navigation uncertainties would also reduce in such cases.
X-ray instrumentation suitable for use in an operational XNAV subsystem must be designed to require only modest resources, especially in terms of size/volume, mass and power. In addition to our Wolter-1 (BepiColombo) concept which involves a focussing optic, the possible options for future developments in terms of simpler and lower-cost Kirkpatrick-Baez or Lobster optics have been examined. Significant scope exists to derive an optic from one of these simpler designs with better performance than currently possible. Detectors with the necessary count rate capacity, time resolution and quantum efficiency are commercially available but electronic time tagging of X-ray photons to the required accuracy needs further study. Absolute time uncertainty onboard a spacecraft is one of the limiting factors for spacecraft autonomy. This could be improved by use of a sufficiently accurate atomic clock.
beam' = C bX + C bN ; C bX = detected counts due to "diffuse" X-ray background (XRB) from the sky; C bN = detected counts due to cosmic-ray background (CRB) and other sources of internal detector noise. We can then derive ) equal to the full detector area for the collimated case and the source-detection cell area for the focussing case, Ω eff is the source-detection solid angle (sr) equal to the collimator FOV for the collimated case, T obs is the observation duration (s), f psf is the fraction of PSF within the source-detection area, F total is the total X-ray flux from the pulsar, F bX is the diffuse X-ray background flux from the sky (ph cm
) and F bN is the flux due to the cosmic-ray background and other sources of internal detector noise (ct cm 
B.1 Absolute Navigation
As described in Section 2.2.2, absolute navigation requires three or more pulsars. The approach described in Graven et al. [34] for deriving spacecraft position error when using three pulsars can be used as a starting point. Here the main errors are due to the pulse TOA measurement and the sky positions of the pulsars. The geometry of pulsars in the sky is also an important factor. It is assumed that there is sufficently accurate traceability to terrestrial time scales on-board the spacecraft. Using an ecliptic coordinate system in cartesian form with its origin at the SSB, the spacecraft x, y and z position coordinates are then given by The error in the measured phase Δφ i is mainly a result of the phase measurement error due to the X-ray instrument. As decribed later, we also include in Δφ i a contribution for the pulsar timing model error allowing also for an estimated level of timing noise. cP i Δφ i /2π is equivalent to the overall range error taken for the ith pulsar. We assume any system level timing errors to be small compared to the error sources described above. The errors in ecliptic coordinates are derived using the errors in right ascension and declination. The approach given in Bernhardt et al. [10] for determining spacecraft position error using three pulsars does not appear to consider the effect of pulsar position errors. This may be a suitable approximation for inner Solar System locations where the effect is relatively small, but its impact becomes increasingly important with range from the SSB [34] . Consequently, the approach used in this paper (Eq. B.2) would lead to a higher spacecraft position error than that of Bernhardt et al. [10] if the same properties of the pulsars and instrument were used, although the difference may only be significant at larger ranges.
We extend the above approach of Graven et al. [34] to the error in spacecraft velocity. It can be shown that if the velocity components of the spacecraft are given by Á x; Á y and Á z, the velocity error components δ Á x; δ Á y and δ Á z can be determined using where Δd i is the error in d i given by
where f i is the measured pulse frequency of the i th pulsar, and f mi is the expected pulse frequency in the reference frame of the SSB, as given by the pulsar's timing model.
In the case where there is a significant spacecraft clock time-offset from terrestrial time scales, a minimum of four pulsars is required in order to also estimate this offset. We extend the above approach to the four pulsar case where the position and time errors are given by where δt c is the error in the clock time-offset. This is analogous to pseudorange errors determined in GPS [44] . In this case, the velocity error components δ Á x; δ Á y and δ Á z can be determined using where δt c is the error in the drift rate of the clock. Equation B.2 enables simulation of errors for position, using errors in pulse phase measurements and pulsar positions for three pulsars. Similarly Eq. B.5 enables simulation of errors for position and time, using the errors for four pulsars. Phase measurement errors of the instrument (=σ TOA,i /P i ) due to combined source-and backgroundnoise contributions for both focussing and collimated instruments have generally been estimated analytically as described in Section 3.3.1 and Appendix A. However, for the five pulsars PSR B1937 + 21, B1821-24, J1012 + 5307, J0437-4715 and B0531 + 21 these have been obtained using simulations of pulse profiles as described in Section 3.3.2. Position and time errors have been simulated by conducting Monte Carlo simulations using the errors in the pulse phase measurements and pulsar positions. Due to the large numbers of three-and four-pulsar combinations that are possible using 35 pulsars, we have reduced the amount of computation by simulating errors for a smaller sample of 10 pulsars with the lowest values of range error contribution due to the instrument as given in Table 1 . Furthermore, as can be seen from Table 1 , a focussing instrument enables significantly lower range errors than a collimator. Consequently, we present the results of simulations considering a focussing instrument for the 10 pulsars with the lowest range errors using such an instrument.
The pulsar positions, pulsar frequencies and their errors have been taken from the Xray pulsar catalogue described in Section 3. Random errors, according to a Gaussian distribution with 1 sigma given by the uncertainty in the relevant parameter, have been generated for each pulsar as inputs to Eq. B.2 in order to determine the δx, δy and δz error components. This is repeated 100 times in order that the distribution of output errors in each case can be used to estimate a representative value for the 1-sigma position uncertainty. A similar process is used to derive 1-sigma uncertainties in all other PVT estimation cases. The instrument effective area is based on existing technology, i.e. the BepiColombo MIXS-T instrument [29] which has an effective area of 0.005 m 2 , as described in Section 5. The ATNF pulsar catalogue [52] gives a value for the uncertainty in the Crab pulsar timing model frequency of 10 −7 Hz. This has been derived using a long data-set of several years [49] and is affected at least by timing noise in the rotation of the pulsar. We consider that this value may be pessimistic and have used a value of 10 −10 Hz that we believe should be realistic using a shorter span of Crab pulsar data. Table 8 shows the six three-pulsar sets that give the lowest position uncertainties for a spacecraft located at a distance of 30 AU from the SSB at ecliptic coordinates given by x = 30 AU, y = 0 AU and z = 0 AU. The position uncertainty given in each case is obtained from the square-root of the sum of the squares of the uncertainties along each of the x-, y-and z-axes of the ecliptic coordinate system which form an error ellipsoid. The observation time for each pulsar is taken to be 5×10 4 s, resulting in a time-area product of 250 m 2 s. It can be seen that the pulsar-set given by B1937 + 21, B1821-24 and J0437-4715 provides the lowest uncertainties. Pulsar position geometry is also a factor in navigation performance. A measure of the geometry in this case is the Position Dilution of Precision (PDOP) [44, 59] . A lower PDOP value corresponds to a better geometry. The value of this is also shown for each pulsar-set in Table 8 . Similarly, Table 9 shows the five four-pulsar-sets that give the lowest combined position and clock time-offset uncertainties for a spacecraft located at the same point in the Solar System as above. The best set corresponds to B1937 + 21, B1821-24, J0437-4715 and J1012 + 53. The pulsar position geometry factor in this case, for position and time estimation, is called the Geometric Dilution of Precision (GDOP) and is also given in Table 9 .
For some pulsars, a representative value has also been taken for the pulsar timing model error. This was the case for the pulsars PSR B1937 + 21, B1821-24, J1012 + 5307, J0437-4715 and B0531 + 21. For the first four pulsars we have assumed a latency period of 3 months between the last TOA used to derive the timing model and the XNAV observation epoch on-board the spacecraft. With the exception of the Crab pulsar, the timing model error, allowing also for an estimate of timing noise, is expected These apply to a spacecraft with ecliptic coordinates x=30 AU, y=0 AU and z=0 AU. The six pulsar-sets with the lowest uncertainties are shown together with the PDOP in each case.
to be highest as a fraction of the TOA measurement error (obtained using simulations of pulse profiles as in Section 3.3.2) for PSR B1821-24. Based on the data presented in Cognard et al. [17] , we have taken a first order representative value of this to be 5 μs, equivalent to~50 % of the TOA measurement error for an observation time of 5×10 4 s. For PSR B1937 + 21, J1012 + 5307 and J0437-4715 this is taken to be of order 20 %, 20 % and 1 % respectively based on the data given in Cognard et al. [16] , Lange et al. [46] and Verbiest et al. [75] . In the case of the Crab pulsar, the timing model error is likely to be at least tens of microseconds for a latency period which could conceivably be 1 month or less due to timing models for this pulsar being published more frequently compared to those of other pulsars [49] . We have assumed the error to be 10 μs which corresponds to a latency period of order 3 days. For cases where this is below~200 μs, the dominant error source would be that due to the pulsar's position error. The first five rows of Table 10 show the five three-pulsar-sets that offer the lowest velocity uncertainties for a time-area product of 250 m 2 s based on the 10 pulsars assessed in detail. In this case the spacecraft is considered as having a velocity of 30 kms −1 relative to the SSB in the direction of zero ecliptic longitude and latitude. The Table 9 Position and clock time-offset uncertainties for absolute navigation in the ecliptic plane using four pulsars and an observation time of 5x10 4 s for each pulsar These apply to a spacecraft with ecliptic coordinates x=30 AU, y=0 AU and z=0 AU. The five pulsar-sets with the lowest position uncertainties are shown. Values of GDOP are also shown for each pulsar-set Table 10 Velocity uncertainties for absolute navigation in the ecliptic plane using three pulsars and an observation time of 5x10 4 s for each pulsar Pulsar-set Velocity uncertainty (ms The six pulsar-sets with the lowest uncertainties are shown based on the 10 pulsars assessed.
five pulsar-sets do not include the pulsar-set identified with the lowest position uncertainty in Table 8 . The velocity uncertainty for this is shown for comparison in the bottom row of Table 10 . Similarly, Table 11 shows four-pulsar-sets with their velocity uncertainties.
B.2 Delta-correction measurement using a single pulsar
This is the simplest strategy [34, 69] as described in Section 2.2.1 and represented in Fig. 1 . The position-offset Δr can be defined as follows Δr ¼ r−r; ðB:7Þ
where r is the actual position of the spacecraft andr is the estimated position. Using a similar approach to that used for absolute navigation (see Section B.1), the error in the position-offset in the direction of the pulsar is given bŷ n⋅δΔr ¼ cP 2π Δφ−dn⋅r ðB:8Þ
where dn is the error in the unit vector to the pulsar, Δφ is the error in the pulse phase measurement due to the X-ray instrument and pulsar timing model. Equation B.8 has been used to simulate uncertainties in spacecraft position-offset. The simulation assumes a spacecraft position in the ecliptic plane with a range of 30 AU from the SSB at ecliptic coordinates given by x = 30 AU, y = 0 AU and z = 0 AU. Table 12 shows the six pulsars that give the lowest position uncertainties in the direction of the pulsar with a focussing instrument and a time-area product of 250 m 2 s. PSR B1937 + 21 yielded the lowest uncertainty. Table 11 Velocity and clock time-drift rate uncertainties for absolute navigation in the ecliptic plane using four pulsars and an observation time of 5x10 4 s for each pulsar Pulsar-set Time-drift rate uncertainty (ss 0.7
The six pulsar-sets with the lowest velocity uncertainties are shown based on the 10 pulsars assessed. The last row shows the uncertainty for the only pulsar set given in Table 9 which includes the Crab pulsar. This corresponds to the pulsar set with the 8th lowest uncertainty
Similarly to above, the velocity-offset of the spacecraft, Δv, can be defined as
where, v, is the actual velocity of the spacecraft andṽ is the estimated velocity. The error in the velocity-offset, δΔv, in the direction to the pulsar is given bŷ
where dn is as described above and Δd is the error in d, as defined in Eq. B.4, and given by the error in the pulse frequency measurement due to the X-ray instrument and the frequency error of the pulsar timing model. We assume any system level timing errors to be small compared to the error sources described above. Table 13 shows the seven pulsars that give the lowest velocity uncertainties in the direction of the pulsar with a focussing instrument and a time-area product of 250 m 2 s. As in the previous cases, the spacecraft is considered as having a velocity of 30 kms −1 relative to the SSB in the direction of zero degrees ecliptic longitude and latitude. In this case, PSR B1937 + 21 again yielded the lowest uncertainty. Table 13 Velocity uncertainties in the ecliptic plane using the delta-correction method with a single pulsar and an observation time of 5×10 4 s PSR Velocity uncertainty in the direction of the pulsar (ms The seven pulsars with the lowest uncertainties are shown based on the 10 pulars assessed. The timing model frequency error used is also given in each case 
