Unravelling the role of phoretic and hydrodynamic interactions in active
  colloidal suspensions by Scagliarini, Andrea & Pagonabarraga, Ignacio
ar
X
iv
:1
60
5.
03
77
3v
1 
 [c
on
d-
ma
t.s
of
t] 
 12
 M
ay
 20
16
Non-equilibrium phases in suspensions of self-propelled colloidal particles controlled
by phoretic mobility and hydrodynamics
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We study the collective dynamics of suspensions of self-propelled diffusiophoretic colloids, in
(quasi)-2d configurations, by means of a novel mesoscopic method featuring fully resolved hydro-
dynamics. We show that the system displays a transition when changing the sign of the phoretic
mobility (which accounts for the colloid-solute interactions) and, for negative values, it develops a
cluster phase. We find that the cluster size distribution follows an exponential behaviour, with a
characteristic size growing linearly with the colloid activity, while the density fluctuations grow as
a power-law with an exponent depending on the cluster fractal dimension. Our simulations indi-
cate that hydrodynamics plays a relevant role in the aggregation kinetics, cluster morphology and
significantly hinders the cluster growth.
Active fluids comprise a variety of systems composed
by elements immersed in a fluid environment which can
convert some form of energy into directed motion [1];
as such they are intrinsically out-of-equilibrium in the
absence of any external forcing . These systems typi-
cally display complex collective phenomena, character-
ized by long-ranged correlations and large density fluc-
tuations [2], exhibit a the ability to form a rich variety
of patterns [3], and display non-equilibrium changes of
state, such as a flocking [4], clustering [5], or mobility
induced phase transitions [6, 7]. Fundamental questions
arise on how individuals interact and communicate and
what is the physical origin of their self-organization. Fur-
thermore, the aim of generating motion in miniaturized
devices and the development of biomimetic environments
have recently boosted the design of micro- and nano-scale
self-propelling objects (“microrobots”) [8]. In this Let-
ter we present a numerical study of a model system of
particles which move responding to gradients of a self-
generated concentration field; the latter, diffusing, in-
duces a means of interaction/communication among the
active particles. Motivated by recent experimental stud-
ies [9, 10], we consider the dynamics of a layer of self-
propelled colloids (SPCs) on a flat wall under the action
of gravity embedded in a liquid medium. We find that the
system develops two distinct dynamical regimes, forming
either large scale clusters or a quasi-ordered state with
very slow dynamics, depending on the interaction of the
colloidal particles with solute. We characterize the tran-
sition between the two observed non-equilibrium regimes
and focus on the morphology and dynamics of the clus-
ter phase. With respect to previous studies, we single
out quantitatively, for the first time, the impact of hy-
drodynamics on the collective dynamics of active Janus
colloidal suspensions.
Model and numerical details. The 3d Navier-Stokes equa-
tions for the fluid (solvent + solute) velocity field u and
for the solute concentration field c [11], which read
∂tu = −∇P + ν∇
2
u−A∇
(
c2
2
)
(1)
∂tc = D∇
2c+Qc − Tc,
are integrated by means of a hybrid lattice Boltzmann
(LB)/finite difference method [12, 13]. Here, P is the
pressure field, ν, D and A are, respectively, the kinematic
viscosity, the scalar field diffusivity and a coefficient en-
tering the mixing free energy density (and related to the
concentration field compressibility) [14]. The source term
Qc models the production of solute at the particle sur-
faces and the sink term T has been introduced in order
to keep the space average 〈c〉 constant in time, thus al-
lowing to reach a steady state. Colloids are described as
finite size solid spheres of radius R at whose surfaces the
proper momentum and torque exchange between parti-
cle and fluid is implemented via the bounce-back-on-links
scheme for LB probability densities [15], fixing a bound-
ary condition with local slip velocity vS(rS), where rS
denotes a location on the particle surface. According to
the theory of colloidal phoresis [16], in presence of an
external concentration field c, such effective slip velocity
assumes the form
vS = µ(rS)(1− rˆS ⊗ rˆS) · ∇c, (2)
where the phoretic mobility µ(rS) contains the details of
the colloid-solute interactions. As we will show later on,
this parameter plays a crucial role in determining the col-
lective behaviour of SPC suspensions. Setting a constant
µ(rS) ≡ µ, the particle moves with a net propulsion ve-
locity Vp ∼ −µ∇c, directed towards regions of high con-
centration of solute (“chemo-attractant”) for negative µ,
and escaping from it (“chemo-repellent”) for positive µ.
Each particle produces solute c at a constant rate per unit
surface α: in the following we will limit ourselves to the
case α > 0 on one hemisphere (defined by mˆ · rS/R < 0,
mˆ being the particle characteristic unit vector) and α = 0
2on the other (mˆ·rS/R > 0), i.e. Janus-type particles [17],
but in principle the numerical scheme can deal with ar-
bitrarily patchy [18] active colloids. An isolated active
Janus colloid of this kind moves with a constant velocity
of magnitude Vp = |µ|α/(4D) [19] (in our simulations the
corresponding Pe´clet number, defined as Pe = VpR/D,
is always Pe ≤ 0.1, for all |µ|’s considered). It is worth
stressing that, although we are speaking in terms of a so-
lute/chemical field, the formalism is not specific for self-
diffusiophoresis: the only two required ingredients are,
in fact, the production of a diffusing scalar field and a
regime of linear response of particles to gradients, and
as such it enjoys a wider range of applicability, including
systems like, for instance, thermophoretic colloids [20] or
autochemotactic swimmers [21] like gliding bacteria [22].
We have performed two series of numerical simulations
of suspensions with Ntot SPCs on lattices of L × L × 24
grid points (at a fixed surface area fraction φ = 0.1).
Simulations from the two series will be labelled, hence-
forth, as runs of type A (Ntot = 400, L = 256) and B
(Ntot = 6400, L = 1024), respectively. Particles are con-
fined on the bottom wall by a gravity field. A hard-core
particle-particle and particle-wall repulsion is introduced
to prevent overlapping. In every run initially particles
are randomly distributed on the surface of the bottom
wall.
Non-equilibrium phase transition controlled by the
phoretic mobility A number of recent experimental and
numerical/theoretical studies of self-propelled particles in
(quasi)-2d have given indication of the emergence of clus-
tering [7, 9, 10, 23, 24], however the nature of the mech-
anisms determining the formation of aggregates lacks a
consensual agreement and seems to be strongly system-
dependent. We deal with spherical particles, which rules
out the possibility of alignment-induced collective mo-
tion; instead, chemical production and diffusion mediate
an effective interaction, analogously to the experimental
system studied in [9]. While in the experiments it was
surmised that active colloids felt an attractive interac-
tion, here, we can tune the affinity of the particles for the
solute via the phoretic mobility µ, which can be regarded
as an effective charge [25], i.e. positive/negative values
induce repulsive/attractive interactions, respectively. In-
deed, while for µ < 0 our simulations confirm the forma-
tion of clusters, for µ > 0 the system tends to reach
a state with long-range order: a non-equilibrium phase
transition in the µ-space takes place. To address the
impact of the chemical affinity on the collective dynam-
ics quantitatively, we have performed a Voronoi tessella-
tion [26] analysis of the particle space configurations [27].
The bottom insets of Fig.1 show the Voronoi dia-
grams both for the repulsive and cluster-forming regimes;
as clearly visible to the naked eye, the geometry of
the Voronoi cells for chemo-attractive and -repellent
active colloids are distinctively different. The stan-
dard deviation of the cell surface distribution σ2S(t) ≡
(1/NS
2
)
∑N
i=1(Si−S)
2 (normalized by the square of the
mean value S), thus, turns out to be a good indicator to
distinguish the two types of dynamics. In the top inset of
Fig. 1 we plot σS(t), as function of the non-dimensional
time t/τ (with τ = R/Vp), for two cases with differ-
ent sign of the phoretic mobility. In the attractive case,
µ < 0, cluster formation induces the appearance of very
small (and large) cells and, hence, the surface fluctua-
tions grow and eventually saturate at long times. For
positive µ, instead, colloids repel each other and tend to
reach an optimal covering of the space; correspondingly
σS(t) attains a (lower) value which remains constant in
time. Therefore, the variation of the asymptotic value of
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FIG. 1. MAIN PANEL: Steady state standard deviation of
Voronoi cell surfaces as function of the “coupling constant”
(the phoretic mobility) µ. The two different regimes of the
curve, monotically growing for negative µ and almost constant
for positive µ, indicate the presence of a (non-equilibrium)
phase transition between two distinct dynamical regimes.
TOP INSET: σS(t) vs time (τ = R/Vp, is a characteristic
time of self-propulsion) for two cases with positive and nega-
tive µ. BOTTOM INSETS: Snapshots of the colloid distribu-
tions and relative Voronoi diagrams in the attractive, µ < 0
(LEFT), and repulsive, µ > 0 (RIGHT), case, respectively.
Data come from runs of type A.
σ
(∞)
S = limt→∞ σS(t) with the phoretic mobility µ (fig-
ure 1) clearly identifies the transition between the two
regimes. The phase diagram for chemorepulsive colloids,
as recently shown theoretically [28], is indeed rather com-
plex and deserves further investigation.
Cluster statistics and morphology. In the following we
will focus on chemoattractant colloids, µ < 0, for which
we characterize the cluster size distribution when chang-
ing the colloid/solute coupling intensity, |µ|. We iden-
tify clusters geometrically, based on a distance criterion.
Specifically, two particles share a bond if their centers of
mass are equal to or less than a cutoff distance apart [29],
and we define as clusters, groups of particles connected
to each other through a bond. Fig. 2 plots the cluster size
probability density functions (PDFs), which can be in all
3cases fitted to an exponential, P(N) ∝ e−N/Nc , over a
wide range of sizes N . The characteristic value Nc and
the mean size N increase linearly with |µ| (see inset of fig-
ure 2), hence with the velocity of an isolated particle, in
agreement with experimental observations [7, 9]. At in-
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FIG. 2. MAIN PANEL: PDFs of cluster sizes for three values
of the phoretic mobility:µ = −0.5(), µ = −0.35 (©) and
µ = −0.25 (△); the dashed lines represent exponential fit
which are drawn to guide the eye. INSET: Characteristic
(NC) and mean (N) cluster sizes as function of |µ|, i.e. of
the intrisic SPC velocity (the dashed line indicates a linear
relation). Data come from runs of type B.
creasing |µ|, hints are given of fat tails at large N , which
are confirmed in the simulations with no hydrodynamic
interactions (discussed later on), where a power law be-
hviour P (N) ∼ N−3 is observed (see left inset of figure
4). A similar phenomenology was observed in Brown-
ian dynamics simulations of self-phoretic active particles
[30].
The global attractor for the SPCs dynamics is a set
S =
⋃Nclus
i=1 Ci, where Ci is the i-th cluster with surface of
area Ai and containing Ni SPCs. Correspondingly, the
colloid number density becomes ρ(x) = ρi = Ni/Ai if
x ∈ Ci and zero otherwise. Since the colloid density fluc-
tuations can be expressed as σ2ρ = 〈(ρ(x)−〈ρ〉)
2〉 (where
〈. . . 〉 denotes a surface average), we arrive at
σ2ρ ∝ 〈ρ(x)
2〉 =
Nclus∑
i=1
ρ2iAi
|Σ|
P(Ai), (3)
where |Σ| is the measure of the whole plane, and P(Ai)
is the probability of having a cluster of area Ai. The
number of particles in a cluster N is known to scale with
the cluster gyration radius Rg as N ∼ R
df
g , df being the
fractal (Hausdorff) dimension [31]; hence, the density of
the i-th cluster, ρi, will behave as ρi ∼ A
df/2−1
i . The
exponential behavior of P(N) predicts that
σ2ρ ∼ σ
2
ρ0(1 + a|µ|)
ζ(df ), ζ(df ) =
3df − 2
df
, (4)
where σ2ρ0 stands for the fluctuations for a inactive par-
ticles and a is a phenomenological parameter, and where
we have used the relation Nc ∼ |µ| [32] (see inset of fig-
ure 2). Fig. 3 shows the quantitative agreement of the
theoretical prediction with the numerical observations.
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FIG. 3. MAIN PANEL: Deviation of the steady state SPC
density fluctuations σ2ρ from the value for inactive particles
σ2ρ0 , normalized as s
2 =
σ2ρ−σ
2
ρ0
σ2ρ0
−〈ρ〉2
, vs the coupling strength
|µ| from LB (squares) and the phenomenological derivation
(4), with fractal dimension df ≈ 1.4, as measured in the sim-
ulations, and fitting prefactor a = 2.2. INSET: Mean gyration
radius of clusters vs number of particles with () and without
(©) hydrodynamic interactions (HI). The two dashed lines
represent the power law Rg ∼ N
1/df : without HI a value of
df ≈ 1.8 is found, indicating a higher degree of compactness.
Data come from runs of type B.
Role of hydrodynamic interactions. Self-propelled col-
loids interact due to both the chemicals they produce
or consume and the hydrodynamic flows they induce.
Understanding the relative magnitude and competition
between these two sources of dynamic interactions re-
mains challenging. The model put forward allows us
to switch off the hydrodynamic interactions (HI), which
can be realized setting the fluid velocity to zero at each
time step [33]. Interestingly, our numerical study reveals
that, although the transition at changing the sign of the
phoretic mobility is preserved even without HI (it is de-
termined mainly by the chemical interaction), HI have a
profound effect in the kinetics of formation and morphol-
ogy of the observed aggregates. In the absence of parti-
cle induced flows in the solvent, attractive SPCs (µ < 0)
show an enhanced tendency to form clusters, as it ap-
pears in figure 4, where we compare the time evolution
of the mean cluster size N(t), with and without HI (no-
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FIG. 4. MAIN PANEL: Mean cluster size N vs time from
simulations (type B) with (HI) and without (no-HI) hydro-
dynamic interactions. The characteristic time is τ = R/Vp;
the single particle speed is slightly higher (roughly 10%) with
HI, probably reflecting a finite Pe effect. LEFT INSET: PDF
of cluster sizes for µ = −0.5 and no-HI. The dashed line indi-
cate the N−3 power law. RIGHT INSET: Log-log plot of N
vs t, highlighting the scaling t2/3 in the aggregation stage.
HI). For the no-HI case, the growth of N(t) follows a
power law behaviour t2/3 (right inset) in the aggrega-
tion stage and then saturates, while it is strongly inhib-
ited by hydrodynamics. This statement is corroborated
through the inspection of the radial distribution func-
tions (RDFs) [34] (indicated as gHI(r) and gno−HI(r),
respectively), shown in Fig. 5: without HI the peaks are
higher and decay more slowly, associated to the develop-
ment of clusters larger than those formed when hydro-
dynamics is switched on. Besides, clusters appear sub-
stantially more compact, as appreciated in the snapshots
(insets) and quantified by the measurement of a larger
fractal dimension (d
(HI)
f ≈ 1.4 and d
(no−HI)
f ≈ 1.8, see
figure 3). Hydrodynamics hinders, then, the colloidal
aggregation process. Several complex mechanisms can
be conjectured to cause this phenomenon: dynamically
induced effective repulsion among particles, fluid flow
generated disturbances in the chemical field distribution,
etc. An important effect, that we could identify quan-
titatively, is produced by the induced flows close to the
wall, leading to hydrodynamic torques that tend to ro-
tate the Janus particles off-plane. The inset in the Fig. 5
(top panel) shows the PDF of the degree of alignment
of the particle orientation with the bounding solid wall,
m2|| = m
2
x +m
2
y. When HI are present, the peak of the
PDF around m2|| ∼ 0 is more pronounced, i.e. there
is a larger fraction of colloids pointing out of the plane.
Accordingly, in plane particle mobility is reduced, dimin-
isihing their capability to gather and clusterize.
To conclude, we have used a mesoscopic numerical
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FIG. 5. RDFs for µ < 0 at three different times for a type B
simulation and corresponding snapshots of the colloid distri-
bution, indicating cluster formation, in a sub-system of size
256×256, located in the center of the box. The two panels cor-
respond to simulations with (TOP) and without (BOTTOM)
hydrodynamic interactions among colloids. In the top figure
also the repulsive case µ > 0 (∗) is reported for comparison.
TOP PANEL INSET: PDFs ofm2||, the square magnitude pro-
jection onto the {x, y}-plane of the colloid orientations, from
simulations with (HI) and without (no-HI) hydrodynamics.
scheme of fully resolved spherical active colloids, pro-
pelled by self-generated gradients of a scalar field (e.g. a
chemical product) where the self-induced hydrodynamic
flows can be accounted for. We have identified the role
of the phoretic mobility as the key controlling parameter
of the non-equilibrium phase transition between a
cluster phase and a quasi-crystal-like state. By means
of a Voronoi tessellation we have characterized the
cluster state finding that the probability distribution
of sizes decays exponentially with a mean size growing
linearly with the particle activity, in agreement with
experimental results [7, 9]. We have quantified the
profound effect that hydrodynamic plays inhibiting
5clustering for negative phoretic mobilities. We have
identified the interplay between induced flows and parti-
cle reorientation as a key element in the strong slowing
down of cluster coarsening. This first explorative study
shows that our novel numerical method is powerful and
enjoys some unique features, namely the explicit de-
scription of chemical signalling, through the production
and diffusion of a solute concentration field and the
solvent hydrodynamics, to simulate realistic systems.
Moreover, it opens the way to address the dynamics
of self-propelled colloids in general geometries, both in
isotropic and unforced situations, where aggregation can
lead to the formation of active colloidal gels, or under
gravity as in the experimental sedimentation setup.
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