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Presentazione 
 
 
L’idea di questo progetto è rivolta all’analisi delle caratteristiche principali della voce relative all’ 
altezza e all’ intensità sonora. 
Nel sistema realizzato si è tenuto conto dei sistemi già esistenti sviluppando cosi       un’ applicazione 
in grado di riconoscere la frequenza della voce in tempo reale. 
In commercio esistono molte applicazioni, o librerie che analizzano spettralmente la voce, e quasi tutti 
forniscono un’analisi Speech Analysis (sistemi che riconoscono il parlato tramite confronti con 
informazioni memorizzati nei data base ). 
In questo caso si è voluto sperimentare ulteriormente l’algoritmo di Pitch tracking,      che permette 
un’analisi strutturale e non lessicale della voce, fornendo informazioni fisiche relative alla sua 
frequenza fondamentale, alla relativa ampiezza  senza considerare il timbro di voce analizzato. 
L’ applicazione in questione fornisce lo strumento adatto per poter classificare la frequenza cantata. 
È stato anche aggiunto una miglioria che permette di sentire cosa si sta facendo, registrando 
separatamente l’audio prodotto in un formato Wave. 
Come variante alle normali applicazioni già esistenti, la nostra fornisce anche dei messaggi Midi le 
quali suonano le frequenze trovate, accompagnando così la voce che sta attualmente cantando (uno 
sviluppo chiamato Pitch to Midi). 
La relazione è stata suddivisa in tre parti: la prima è una introduzione e approccio al mondo studiato e 
fornisce tutte le conoscenze per capire meglio l’ applicazione costruita; la seconda è la fase di 
progettazione e implementazione vera e propria dove viene studiato, analizzato e risolto il problema; 
l’ultima parte è la fase di collaudo con manuali d’uso e  conclusioni dove vengono sperimentati e 
verificati i dati proposti dall’applicazione. 
In conclusione, due appendici: il codice, la bibliografia e sitografia, dove sono stati inseriti i riferimenti 
del materiale consultato per lo studio delle conoscenze di base del problema. 
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 Prima fase :  Introduzione e approccio al problema: 
 
 
1 Introduzione 
 
Negli anni 80 rendere i nuovi strumenti digitali in grado di comunicare e di sincronizzarsi tra 
loro era una diventata una necessità per i musicisti e per i produttori di strumenti musicali 
elettronici. 
Diversi costruttori, ad esempio Oberheim e Roland, offrivano già sui propri strumenti alcuni 
sistemi di interfaccia mento. 
Queste interfacce però, basate su protocolli proprietari, garantivano il proprio funzionamento 
solo su strumenti dello stesso costruttore, il protocollo di Smith e Wood si presentava invece 
come un sistema in grado di superare questo limite. 
Per garantire la piena compatibilità tra i vari strumenti, anche costruitii dalle diverse case 
produttrici, ogni costruttore fu invitato a partecipare alla stesura definitiva delle prime 
specifiche MIDI.  
SCI, Roland, Yamaha e Kawai furono i primi produttori di strumenti digitali ad aderire alla 
definizione e alla diffusione del MIDI. 
Nel 1982 fu presentato ufficialmente il "MIDI 1.0" ossia le specifiche del primo vero standard di 
interfaccia mento tra apparecchiature musicali. 
Esistono dunque due categorie di strumentazione MIDI: gli espander che sintetizzano il suono e i 
controller che sono di fatto l’ interfaccia con il musicista. 
In questo modo le possibilità del MIDI si sono estese non solo a chi suona la classica tastiera di 
pianoforte ma anche ai chitarristi, ai batteristi e, in genere, a tutti coloro che trovano un qualche tipo di 
controllore MIDI da suonare. 
La ricerca di controller sempre più particolari ed efficienti hanno portato il protocollo MIDI al suo più 
affermato successo. 
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Con l’avvento dei controller nacque anche l’idea di costruire applicazioni e strumenti chiamati Pitch to 
Midi ovvero sistemi che fossero in grado di convertire il pitch ( frequenza fondamentale) in messaggi 
MIDI relativi alle note suonate con strumenti musicali tradizionali come la tromba, sax e chitarra. 
Questo tipo di sviluppo ha portato alla ricerca di strumenti Midi sempre più evoluti e particolari. 
Negli anni è nata anche l’ esigenza e la richiesta di poter avere un Pitch to Midi per la voce, ovvero 
sviluppare un’ applicazione in grado di poter codificare la voce in note. 
Questo tipo di applicazione è tuttora fonte di ricerca e sviluppo, in quanto il processo di convertire la 
voce in delle precise note presenta diverse difficoltà. 
Il mondo del cantato è costituito da valori continui e il passaggio ad un insieme discreto come quello 
delle note può in certi casi apparire forzato 
In questa tesi  oltre a voler ricavare la frequenza fondamentale della voce in tempo reale, si è voluto 
sperimentare un Pitch To Midi, ovvero un ‘applicazione che offra la possibilità all’ utente di poter 
“suonare” con  la propria voce generatori di suoni sintetici. 
 
 
1.1 Approccio della voce con il mondo digitale 
 
Attualmente le strumentazioni a tecnologia digitale, implementate su Personal Computer, consentono 
elaborazioni e analisi del segnale verbale in modo rapido ed affidabile, offrendo nel contempo prodotti 
grafici e dati numerici obbiettivi prima impensabili con le apparecchiature analogiche. 
Negli ultimi anni si è assistito all'esplosivo sviluppo di software per generare, analizzare e modificare la 
musica; tutto questo grazie all’immenso sviluppo tecnologico di processori, memorie e schede audio 
molto più potenti. 
Quando un suono viene riprodotto, sia da parte umana (voce) che da parte meccanica (registratore a 
cassette, giradischi) questo ha, se analizzato con un trasduttore di tensione ( per esempio un microfono) e 
un  oscilloscopio, una forma tipica, cioè un'onda sonica (costituita da frequenze o note suonate con una 
determinata ampiezza (Decibel)).  
L'onda in questione è in questa fase di tipo analogico, perché varia con continuità nel tempo ( può essere 
definita come funzione continua). 
Tutte le onde che noi percepiamo per mezzo dell'udito sono di tipo analogico (voce, musica proveniente 
da un altoparlante, etc.) 
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Quando tali suoni si devono "far acquisire" ad un computer è necessario trasformarli in  una sequenza di 
numeri che (in modo approssimativo) rappresentano i valori di volume per ogni istante che si è registrato; 
infatti, non potendo analizzare la forma d'onda in tutta la sua estensione (essendo continua nel tempo), un 
computer deve campionarla ad intervalli di tempo.  
In figura si vede lo schema di acquisizione per un personal computer dotato di trasduttore ( microfono) e 
un convertitore A/D. 
 
 
 
Qui sotto invece si può vedere come si passa da un segnale continuo e analogico ad un segnale discreto e 
digitale. 
 
                      
 
L’ intervallo di campionamento viene chiamato "frequenza di campionamento" e viene misurato in Hertz  
( 1/s ). 
L’ ampezza dell’ onda (volume) rilevata ad ogni istante è espressa in Decibel e viene memorizzata in uno 
o due Byte (8 o 16 bit); in più il suono può essere monofonico (microfono) o stereofonico (musica Hi-Fi). 
I dati caratteristici che riassumono una musica acquisita con l'aiuto del computer sono quindi: 
 
• Tempo di campionamento (espresso in KHz - KiloHertz) 
• Valore di campionamento (8 o 16 bit) 
• Qualità stereo o monofonica. 
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Per fare un esempio, la musica che tutti noi sentiamo con un comune CD-Player è di tipo digitale, ma 
quando la ascoltiamo con le cuffie o gli altoparlanti, viene convertita in analogica, con un circuito 
apposito. 
Riuscire a rappresentare un segnale audio,che è per sua natura analogico e dunque con un 
andamento"morbido", con un segnale digitale che preserva l'informazione è un argomento che è alla base 
della teoria dell'informazione.  
La risposta sta nel campionare il segnale, ossia prelevare, ad intervalli regolari, il valore del segnale audio, 
che si presenta sotto forma di un segnale elettrico che varia nel tempo.  
L'idea è quella di approssimare la funzione analogica con una funzione fatta da punti.  
 
 
Ad ogni istante multiplo di un valore fondamentale, detto passo di campionamento, costruisco il 
rettangolino che approssima la funzione in quel punto.  
Nel disegno in alto si è supposto di dividere la porzione del segnale in 10 parti, ognuna di durata T.  
Se la durata complessiva è di 1ms, il passo di campionamento sarà di 0.1 ms, ovvero la frequenza di 
campionamento è di 1/(0.1 ms) cioè 10KHz .  
L'errore che però si commette con tale approssimazione è notevole. 
Campionare un segnale analogico e renderlo digitale permette di  esaminare e processare il segnale nel 
dominio del tempo e avere risultati nel dominio delle frequenze, ma questa volta discreto.  
Ogni strumento musicale, ogni suono e anche la voce ha una propria caratteristica impronta spettrale; 
ossia è costituita da una combinazione di frequenze contenute in uno spettro più o meno ampio. 
Ora, si osservi la figura seguente :  
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Si capisce subito che la voce umana occupa solo certe frequenze mentre gli strumenti musicali spaziano 
secondo range diversi a seconda del tipo di strumento impiegato. 
La tastiera elettronica, poi, può occupare virtualmente qualsiasi frequenza. 
A questo punto si parla di timbro, poiché nessuno strumento emette una singola frequenza e lo spettro 
costituito dalle armoniche determina tale valore. 
Però un altro aspetto del suono prodotto da uno strumento o dalla nostra voce è il pitch, e cioè l’altezza 
misurata in Hertz. 
Il nostro orecchio per fortuna non è perfetto e, come si vedrà in seguito, questo è un grande vantaggio.  
In prima analisi esso è sensibile in misura diversa alle diverse frequenze, come è possibile dedurre 
esaminando il grafico seguente. 
 
Dal grafico emerge che l'orecchio umano è maggiormente sensibile alle frequenze comprese fra 2 e 4 
KHz, che richiedono pochissimi dB per essere percepite. 
Non è un caso che l'intervallo fra i 2 e i 4 KHz sia quello massimamente usato dalla nostra voce. 
 
 
1.2 Le principali aree di ricerca già esistenti nel campo dell’audio Content 
Analysis e relative applicazioni 
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In questo paragrafo si effettuerà un’analisi più generale e accurata delle aree di ricerca attive 
nell’ambito dell’analisi automatica del contenuto dell’audio (audio Content Analysis). 
In un secondo momento, si considereranno le principali applicazioni che ne possono scaturire. 
 
 
1.2.1 Audio segmentation and classification 
 
La segmentazione e classificazione audio si occupa di individuare, all’interno di brani audio, le regioni 
che presentano contenuto omogeneo al più alto livello di astrazione; si distinguerà, tra musica, parlato, 
rumore e silenzio. 
Tuttavia, il numero e il genere di contenuti da separare varia a seconda del tipo di applicazione. 
Ad esempio, ai fini del monitoraggio del palinsesto di una emittente radiofonica, si può pensare di 
sviluppare un sistema automatico che conteggi i minuti di pubblicità durante l’arco della giornata. 
 
 
1.2.2 Content retrieval 
 
Il proliferare di basi di dati audio, grazie anche alla diffusione di efficienti tecnologie di compressione, 
ha fornito una spinta notevole verso la ricerca di tecnologie in grado di effettuare interrogazioni volte al 
reperimento di informazioni multimediali (Content Retrieval), con la stessa facilità ed efficienza a cui 
si è abituati per le ricerche in documenti testuali.  
Alcuni motori di ricerca (ad esempio AltaVista) hanno recentemente recepito questa necessità, e 
forniscono un semplice sistema di ricerca testuale basata sul nome del file e del titolo della pagina che 
lo contiene.  
Si possono individuare tre approcci a questo problema: 
1. Ridurre il problema ad una ricerca testuale 
I brani audio che si prestano maggiormente a questa soluzione sono quelli contenenti puro 
parlato, come i telegiornali o le conferenze stampa. 
Già l’estrazione dei testi da un brano musicale si rivela molto più problematica. 
Tuttavia, attraverso una indicizzazione automatica dei contenuti (vedi sotto), questa tecnica è 
applicabile a  qualsiasi tipo di sorgente. 
2. Confrontare due brani audio (audio-audio matching)  
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La tecnica `e particolarmente adatta qualora non sussistano problemi di banda passante e di 
spazio di memorizzazione, e ci siano stringenti requisiti di tempo reale.  
La tecnica di base più utilizzata in questi casi è il calcolo della correlazione tra i due segnali. 
Una possibile applicazione è, ancora, il monitoraggio di un flusso audio radiofonico per 
individuare tutte le istanze di trasmissione di un determinato brano o spot pubblicitario.  
3. Confrontare i due brani sulla base di una rappresentazione ad un più alto livello di 
astrazione.                         
Un esempio in campo musicale viene dal Melody Retrieval, in cui ogni brano contenuto nella 
base di dati è rappresentato da una o più melodie (ad esempio in formato Midi), e la query in 
ingresso, che consiste in un file audio canticchiato dall’utente, viene convertito in Midi e 
confrontato. 
 
 
1.2.3 Automatic audio indexing 
 
Con l’indicizzazione automatica dei contenuti si intende la trascrizione e codifica di descrizioni relative 
ad uno Strem multimediale e ai singoli eventi in esso contenuti.  
Il nascituro standard mpeg-7, propone numerosi e ricchissimi schemi di codifica dei diversi media, 
comprendente un insieme di descrittori ed un linguaggio di definizione da estendere a seconda delle 
necessità della particolare applicazione. 
In linea con la filosofia mpeg, gli algoritmi di codifica e decodifica non faranno parte dello standard. 
 
 
1.2.4 Speech analysis 
 
Il parlato è oggetto di interesse fin dagli anni 60, e si possono individuare due principali aree di ricerca.  
Il riconoscimento del parlato (Speech Recognition), si propone di trascrivere il testo relativo ad un 
discorso o ad una conversazione, mentre l’identificazione del parlatore (speaker Id ) si occupa di 
discriminare l’impronta vocale caratteristica di ogni essere umano. 
I risultati in questo campo sono molto incoraggianti arrivando a tassi di errore del 17,4% per parlato 
non espressamente registrato per Speech Recognition, tanto che numerosi pacchetti commerciali 
consentono la dettatura automatica in diversi linguaggi, con tassi di errore soddisfacenti.  
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Si noti, tuttavia, che in presenza di grosse quantità di audio pre-registrato da convertire in testo (ad 
esempio un archivio di servizi giornalistici), le prestazioni di una conversione in tempo reale può non 
essere sufficiente. 
 
 
1.2.5 Genre recognition 
 
Per quanto riguarda il segnale musicale, sono stati messi a punto diversi sistemi in grado di 
determinarne il genere. 
Similmente agli altri sistemi di segmentazione e identificazione, essi prevedono una prima fase di 
estrazione di caratteristiche (Features) e il successivo raffronto con caratteristiche estratte da un 
insieme di brani rappresentativi, attraverso le più svariate tecniche di Pattern - Recognition.  
Il sistema descritto è in grado di distinguere brani di musica classica, jazz, e musica pop con un tasso di 
errore medio pari al 45%, contro una chance performance del 67%, ad indicare che in questo campo c’è 
ancora molto spazio per i miglioramenti. 
 
 
1.2.6 Pitch tracking 
 
Il problema della determinazione dell’altezza percepita di un singolo suono (Pitch Detection), di una 
melodia (Pitch Tracking), o di un brano di complessità arbitraria (Score Tracking)`è studiato da tempo 
ed ha come obiettivo irraggiungibile nella sua accezione più generale persino da un essere umano, la 
trascrizione automatica di una partitura a partire dall’esecuzione. 
Strettamente collegato a questa applicazione, è il tentativo di separare le diverse sorgenti sonore (Sound 
Source Separation, o Unmixing) in altrettanti canali sonori. 
Un traguardo cosi ambizioso, allo stato attuale, è da considerarsi purtroppo utopico. 
Simile, ma sicuramente più facilmente risolvibile, è il problema del riconoscimento delle sorgenti 
sonore (Sound Source Recognition), eventualmente sovrapposte, in un brano audio.  
Il prodotto commerciale SoundFisher, ad esempio, consente di classificare suoni di varia natura, come 
risate, versi di animali, applausi e squilli di telefono.  
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1.2.7 Beat tracking 
 
Inversamente ai sistemi di trascrizione automatica, in un certo senso, i Beat Tracker, nota la partitura, 
indicizzano il file audio di una sua esecuzione, individuando al suo interno il maggior numero di eventi 
possibile: inizio di battuta, ingressi di altri strumenti, singole note o accordi. 
 
1.2.8 Onset e offset detection 
 
Ad un livello di astrazione più basso si collocano le problematiche di Onset e Offset detection: 
determinare quando inizia e quando finisce un evento sonoro può essere un compito non banale e non 
solo in un contesto rumoroso o di audio complesso. 
Un metodo basato sulla sola intensità relativa può facilmente essere tratto in inganno dai cosiddetti 
ghost Onset derivanti da tremolo e glissati. 
La ricerca nel campo dell’audio Content Analysis  è ricca di applicazioni in diversi settori: 
dall’intrattenimento all’ambito medicale - protesico, dalla sorveglianza e controllo ambientale al 
restauro di registrazioni, dalla comprensione di comandi vocali al giornalismo. 
L’indicizzazione e successivo reperimento di multimedialità  è forse l’aspetto più attuale e su cui le 
grandi aziende del settore stanno investendo, anche in vista di un ulteriore miglioramento e diffusione 
delle infrastrutture telematiche in tutto il mondo. 
Il Media Annotation si può rivelare utile anche in fase di playback: posizionarsi nel punto “dove 
entrano i fiati” non richiederà  più ricerche estenuanti e imprecise.  
Si tenga presente inoltre che l’audio è parte inscindibile della totalità del materiale video in 
circolazione, e le relative tecniche di segmentazione ed indicizzazione, ad esempio, potrebbero basarsi 
anche sulla colonna sonora, che in alcuni casi (sparatorie, inseguimenti, etc.) è più facilmente 
analizzabile. 
La comprensione della percezione umana delle varie forme di audio, può notoriamente portare ad una 
sua sensibile compressione, come già accade per il formato mpeg-1/layer III.  
Riuscire a trascrivere e codificare un brano musicale in un formato come quello dello Structured Audio 
ne consentirebbe la trasmissione a bassissimi bit-rate.  
La codifica automatica della partitura può essere ottenuta con i Pitch-Tracker dell’ultima 
generazione,con una polifonia di tre o quattro voci. 
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Per quanto riguarda l’informazione relativa all’orchestrazione, con il linguaggio Saol è possibile la 
realizzazione di tutti algoritmi di sintesi conosciuti. 
Sarà quindi sufficiente codificare, per ogni strumento, il particolare modello adottato e i relativi 
parametri. 
Il problema è che ad un algoritmo di sintesi non sempre corrisponde un algoritmo di analisi, o di stima 
dei parametri.  
Quand’anche questo sia vero,come per esempio nella sintesi additiva (FFT) o nella sintesi FM 
(coefficienti di Bessel), la stima sarebbe realizzabile solo nel semplice caso monofonico e la resa finale 
non sarebbe eccezionale. 
Da ultimo, si vuole porre l’accento sulle potenzialità che sistemi di questo tipo hanno in ambiti più 
settoriali, ma altrettanto importanti. 
Ad esempio, un compositore potrebbe trarre vantaggio da strumenti di Authoring in grado di scegliere 
un determinato timbro musicale attraverso interrogazioni in linguaggio naturale, o per somiglianza con 
altri, o in modo da creare un maggiore contrasto. 
Anche gli strumenti di audio Editing trarrebbero notevole giovamento dall’introduzione di 
indicizzazioni basate sul contenuto. 
 
 
1.3 Analisi temporale della voce 
 
La voce, come qualsiasi produzione sonora, è il risultato della vibrazione (numero di 
oscillazioni/sec.=Hz) di un corpo elastico allontanato dalla sua posizione d'equilibrio da una 
forza esterna di intensità variabile.  
Qualsiasi cavità può divenire, secondo dei precisi parametri matematici, sede del fenomeno 
della risonanza dove gruppi di armoniche si compongono producendo un aumento 
dell'ampiezza del segnale della sorgente  
In sostanza per suono s'intende una perturbazione sonora periodica, e  cioè in istanti uguali le 
particelle costituenti il mezzo elastico di propagazione si trovano nella stessa fase oscillatoria quando 
vengono investiti dall'onda sonora. 
L’analisi temporale della voce viene quindi visto come un fenomeno fisico che può essere analizzato 
tenendo conto di 3 principali fattori, quali ampiezza, frequenza e fase. 
 15
Un’ onda sonora può quindi essere rappresentata graficamente su uno spazio costituito dal tempo e 
relativa ampiezza. 
Con  tale grafico si può visualizzare la struttura del contenuto della voce e poter rilevare eventuali 
picchi o abbassamenti di voce presenti nel campione analizzato. 
L’ analisi temporale non è un’analisi molto utile poiché non fornisce molte informazioni dettagliate, ma 
solo informazioni sui cambiamenti di ampiezza nel tempo. 
Volendo definire alcuni parametri per aiutare l’analisi della voce, si può specificare che l’ampiezza 
viene vista come il “ volume” di un suono e  la frequenza come la tonalità e timbrica. 
Qui in basso si può vedere un grafico di un’onda sonora della voce 
.  
 
 
Si noti che tale onda, nei migliori dei casi, può  essere approssimata ad una funzione matematica 
periodica e oscillante. 
Qui in figura si può vedere un’onda perfettamente riproducibile come funzione matematica e 
addirittura grazie alla trasformata di Fourier, come semplice somme di funzioni del seno. 
Nella realtà un’onda sonora, viene riprodotta come un’onda aperiodica molto complessa, la quale 
risulta molto difficile da approssimare ad una funzione matematica. 
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Con tale analisi non si riesce a identificare altri parametri e fare quindi un analisi dettagliata, per questo 
si ha bisogno di poter passare dal dominio del tempo al dominio delle frequenze. 
 
 
1.4 Analisi  Frequenziale della voce 
 
Come si è visto nel paragrafo precedente l’analisi temporale della voce  risulta essere di scarso 
interesse, poiché non fornisce molte informazioni interessanti. 
Per poter analizzare a fondo il problema è necessario quindi, passare dal dominio del tempo al 
dominio della frequenza (per approfondimenti su tale dominio si veda il capitolo successivo). 
Con tale analisi si riesce ad avere informazioni relative a tutte le componenti spettrali di 
un’onda e non solo la sua ampiezza e fase. 
Ogni suono produce una frequenza fondamentale (Fo), che è la più bassa in Hz, ma la più 
preminente in ampiezza rispetto alle altre numerose frequenze multiple di unità pari della Fo,  
(x1-x2-x3 etc.) definite come armoniche della Fo, denominata a sua volta anche I Armonica. 
Questa descrizione identifica ciò che in fisica acustica viene definito SUONO. 
Quando invece per varie ragioni si ha la produzione di frequenze armoniche non multiple della 
fondamentale e quindi non periodiche, con comparsa di interferenze negative (sfasamenti dell’ 
onda), si evidenzia ciò che in fisica acustica viene definito RUMORE. 
Analizzando la voce su questo dominio possiamo avere grafici e informazioni che analizzano la 
struttura timbrica della voce. 
Come si vede nella figura sottostante, adesso non si ha più un onda semplice, ma varie linee 
definite in un dominio non più temporale, ma frequenziale. 
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Tale informazione dice quali e quanti componenti armoniche facciano parte della struttura 
vocale di una persona. 
Nell’esempio in figura, si veda come l’onda di sinistra possa essere approssimata ad una 
semplice onda sinusoidale con un’ ampiezza specifica ad una certa frequenza. 
Quindi a seconda della complessità dell’onda sonora che si vuole analizzare si avrà più o meno 
componenti sinusoidali a certe frequenze. 
Nell’analisi in questo dominio si ha un parametro in più da poter analizzare, ovvero le 
frequenze che “partecipano” alla creazione dell’onda sonora. 
 
 
1.5 Analisi temporale contro analisi frequenziale 
 
Come già visto, le due possibili analisi che si possono effettuare forniscono informazioni simili, ma 
come si intuisce l’analisi temporale risulta essere solo un semplice approccio al problema e non 
fornisce nessuna importante informazione. 
Durante lo studio di tutti i giorni e per l’analisi complessiva di vari fenomeni acustici viene sempre 
usata l’analisi frequenziale così come nel nostro caso in cui si ha la necessità di poter interpretare e 
capire la struttura armonica della voce. 
Si ricordi, che l’acquisizione naturale del segnale, e nel nostro caso dell’onda sonora della voce,  è nel 
dominio del tempo e la possibilità di poter passare nel dominio delle frequenze ci viene dato da 
 18
complesse formule matematiche come la trasformata di Fourier, la quale ci permette con una giusta 
approssimazione dell’onda analizzata, di poter passare da un dominio all’altro. 
Come vedremo in seguito, il passaggio dal dominio del tempo a quello frequenziale non è ne un 
passaggio gratuito, ne semplice. 
Spesso nella realtà quando si analizzano onde complesse e non riproducibili con una funzione 
matematica; tale passaggio nel dominio delle frequenze risulta essere molto approssimato e questa 
approssimazione può essere un problema non facilmente risolvibile. 
Nel nostro caso e nella maggior parte dei casi bisogna cercare la giusta precisione ponendo attenzione 
al compromesso qualità-velocità. 
Una migliore approssimazione dell’onda induce nell’ avere un’analisi con un costo temporale di 
maggiori dimensioni e certe volte questo può non essere tollerabile, specialmente nelle applicazione 
che richiedano un utilizzo in Real - Time. 
Si veda in particolare l’utilizzo dell’analisi frequenziale e i dati che possono essere ricavati . 
 
 
1.6 Ricavare la frequenza fondamentale 
 
In questo paragrafo si analizzeranno più matematicamente le affermazioni fatte nei paragrafi 
precedenti, e si vedrà lo sviluppo e le funzioni che approssimando un’onda nel dominio del tempo ci 
forniscono le sue componenti spettrali. 
Non scenderemo troppo nel particolare in quanto, si darà per scontato alcune teoremi e algoritmi di uso 
comune come la Trasformata di Fourier. 
Si vedrà che le soluzione al problema sono varie e tutte teoriche. 
In ingresso si ha un’onda continua e periodica visualizzata nel dominio del tempo e in uscita si vuole 
ricavare la frequenza fondamentale di questa onda. 
Le strade da seguire si dividono in due: passare in un dominio frequenziale, o rimanere nel dominio 
temporale e analizzare l’onda con algoritmi specifici. 
Primo esempio:  da un’ onda sonora applico la trasformata di Fourier e passo nel dominio frequenziale. 
Sulle specifiche matematiche della  Trasformata di Fourier non scendo nel dettaglio,  poiché 
l’argomento è stato trattato ampiamente nel corso degli studi frequentati e viene dato quindi per 
conosciuto. 
Dalla trasformata di Fourier ho una serie di onde sinusoidale disposte su  
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certe frequenze; di queste onde avrò una fondamentale e varie armoniche multiple dell’ onda 
fondamentale. 
Analizzando queste onde andrò a leggere le ampiezze di ogni componente sinusoidale e vedrò quella 
con ampiezza maggiore, questa sarà la frequenza fondamentale. 
Questa strada appartiene ad un metodo sperimentale e non teoricamente dimostrato, ma nel caso che le 
funzioni che andrò ad analizzare siano come quelle che vedrò nei capitoli seguenti, il metodo in 
questione risulterà essere affidabile. 
Quindi si deve puntualizzare che per questo metodo ho bisogno di sapere e verificare la validità 
dell’algoritmo solo su certi tipi di funzioni, di tipo periodiche, continue e  derivata prima continua ( 
appartenenti alla classe C1). 
Nel secondo esempio di sviluppo si hanno metodi e algoritmi prettamente matematici che ricavano la 
frequenza fondamentale semplicemente analizzando la funzione nel dominio del tempo. 
Esistono molti metodi e tutti molto simili come concetto di base: la verifica del periodo della funzione. 
Per maggiori chiarimenti e approfondimenti si veda il capitolo 4.3 in cui si parla di altri metodi di 
analisi possibili. 
 
  
1.7 Applicazioni  già presenti sul mercato 
 
Spesso quando si parla di analisi della voce si pensa ad un’ applicazione in grado di poter riconoscere 
vocaboli, in rari casi si pensa ad un programma in grado di analizzare spettralmente il timbro della 
voce. 
Facendo una piccola ricerca su Internet si può notare che solo una piccola parte del software che circola 
nella rete, tratta di programmi o applicazioni che lavorano in ambito musicale. 
Visitando questa nicchia di programmi si trovano nella stragrande maggioranza, applicazioni  per 
elaborazione di segnale sonoro e sintetizzatori musicali, confermando che lo studio sull’ analisi della 
voce, è una piccola parte di un mondo immenso. 
Il problema dell’analisi ed elaborazione della voce è un problema molto discusso, specialmente nel 
campo medico dove molte applicazioni hanno il compito di aiutare la medicina nella scoperta di varie 
patologie vocali. 
In altri campi questo tipo di applicazioni non trova moltissime richieste, se si esclude il  campo ludico 
dove si trovano moltissime altre soluzioni proposte anche da privati. 
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Le conclusioni della ricerca sono state quindi più verso una ricerca su applicazioni mediche e 
comunque programmi che siano utilizzati in ospedali o cliniche. 
Effettuata la ricerca e un piccolo studio delle applicazioni trovate, si capisce che la differenza 
principale con la nostra applicazione, è l’approccio. 
L’approccio nella maggior parte dei casi è stato di tipo SPEECH ANALYSIS e raramente come nel 
nostro caso di tipo PITCH TRACKING. 
In questa sezione si farà un piccolo elenco con dei riferimenti per chi può essere interessato ad 
approfondire questo tipo di approccio che qui invece è stato quasi solo introdotto. 
Esempi di applicazioni “simili” a quelli implementati in questa tesi, possono essere applicazioni come 
la famiglia SpectraLab. 
L’applicazione Spectra è un insieme di strumenti di analisi in tempo reale della voce, dove l’approccio 
usato è di tipo Pitch Tracking. 
Nei paragrafi seguenti,  verrà ripresa e confrontata con la nostra anche visivamente. Programmi che 
usano come algoritmo di analisi un approccio di tipo SPECH ANALYSIS, sono applicazione che come 
accennato prima fornisco un riconoscimento vocale. 
Con questo approccio esistono i già più conosciuti software, come per esempio: IBM Voice, il quale 
procede confrontando lo spettro vocale che sta ascoltando, con quello che possiede all’interno della sua 
base di dati. 
È bene precisare che applicazioni come IBM Voice, non permettono di ricavare il pitch della voce e 
non forniscono nessuna analisi dettagliata sull’onda analizzata. 
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Seconda fase: Progetto e Implementazione 
 
 
2 Progettazione 
 
In questa fase della tesi andremo ad analizzare e progettare l’applicazione, tenendo conto dei requisiti 
richiesti, e proponendo soluzioni a problemi di implementazione che si possono trovare in progettazioni 
sperimentali. 
 
 
2.1 Un primo approccio effettivo 
 
Scelto la definizione delle specifiche più generali del progetto si tratta quindi di procedere ad un’analisi 
progettuale del problema. 
Gli approcci al problema possono essere molti e tutti eventualmente corretti se giustamente motivati. 
L’idea principale studiata anche nel corso degli anni all’università, è di poter seguire uno standard e 
scomporre il problema in più piccoli e gestibili sotto-problemi. 
Cosi facendo si può analizzare l’idea in diversi punti e si può sviluppare quasi separatamente tutti i 
piccoli sotto problemi. 
La cosa fondamentale da seguire per tale approccio è di poter definire un’interfaccia standard per ogni 
sotto problema trovato e renderlo come una piccola scatola chiusa, dove la cosa importante è definire le 
uscite e gli ingressi per i moduli dei sotto problemi trovati. 
Cosi facendo si può rendere l’applicazione adattabile e facilmente modificabile all’esterno di ogni 
modulo. 
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2.2 La scomposizione del problema in 3 Moduli 
 
Come già annunciato nei paragrafi precedenti si è deciso di separare la progettazione dell’applicazione 
in tre distinti moduli. 
Questo approccio è stato scelto per una maggiore chiarezza del lavoro da svolgere, componendo il 
problema in piccoli e più maneggevoli sotto-problemi. 
La scelta dei “moduli” per suddividere il problema può essere vista come una scelta semplice ma 
delucidante sull’analisi del lavoro. 
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Nella figura si può vedere come il problema è stato scomposto in moduli che possono essere analizzate 
separatamente. 
La cosa fondamentale per tale utilizzo è che ogni modulo possieda i propri e specifici ingressi e uscite, 
senza poi far vedere al suo interno come sono state implementate. 
Più avanti si vedrà la loro struttura nello specifico e si potrà analizzare separatamente ogni  
caratteristica che l’ associa agli altri componenti. 
 
 
2.3 Scelta degli strumenti di lavoro 
 
Scelto l’argomento della tesi e il lavoro proposto, si tratta di definire quali strumenti  utilizzare per 
l’implementazione e risoluzione del problema. 
Il tipo di decisioni da prendere riguardano: il linguaggio di programmazione, la piattaforma di sviluppo 
e le librerie.  
Alcune di queste scelte verranno poi analizzate e riproposte più avanti, solo quando avremo chiaro il 
problema in questione.  
La prima scelta che è stata fatta, e che può apparire scontata, riguarda il sistema operativo utilizzato; 
quest’ultimo fondamentale poiché a piattaforme diverse si utilizzano approcci di acquisizione diversi. 
Le varie possibilità proposte sono i 3 diversi e classici sistemi in uso: Windows, Linux e Mac. 
Si ricordi che la nostra applicazione deve poter lavorare in Real-Time. 
In questo caso per la scelta di tale piattaforma dovremmo analizzare i tempi di latenza di ogni sistema 
operativo nell’ utilizzo della scheda audio e poter, se possibile, utilizzare il migliore. 
Tra i 3 sistemi operativi analizzati esiste una diversa interfaccia sull’acquisizione di dati della scheda 
audio, questo dipendente anche dall’architettura del pc in questione. 
Il peggior sistema operativo per un utilizzo della scheda audio, ovvero quello che fornisce un peggiore 
periodo di latenza sul trattamento dei dati forniti dalla scheda viene dato da Linux, il quale non ci 
garantisce driver efficienti. 
Il sistema operativo con i migliori driver, per la scheda audio in questione, e con un bassissimo tempo 
di latenze è il MacOs, il quale sicuramente risulterebbe essere il più adatto per sviluppi di tali 
applicazioni. 
Infine appare il “classico” Windows, con periodi di latenza accettabili e nella media rispetto ai più 
diretti concorrenti. 
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La scelta definitiva del sistema è stata fatta con un giusto compromesso tra il valore di latenza e un 
fattore considerato più commerciale, ovvero la disponibilità e il maggiore utilizzo da parte degli utenti . 
In questo caso Windows appare come un giusto compromesso, ovvero fornisce un tempo di latenza più 
che buono e un buon fattore commerciale, dato dalla sua larga diffusione. 
Nella tabella seguente si possono  vedere i periodi di latenza per ogni sistema operativo. 
Si precisi che i tempi in questione risultano molto approssimativi, in quanto il periodo di latenza è 
molto dipendente dal tipo di driver utilizzato. (ogni sistema operativo può avere più driver per la stessa 
scheda audio) 
 
Sistema operativo  Latenza media 
Mac Os 1-5    ms 
Windows 8-10  ms 
Linux 18-20 ms 
 
Un’altra scelta da effettuare è quella di un linguaggio con cui sviluppare l’applicazione. 
Questa è una scelta che poi verrà ripresa anche in seguito quando si andrà a scegliere l’ambiente di 
sviluppo ( ovvero il compilatore). 
In questo particolare momento, i linguaggi possibili sono molti e diversi anche come idee di 
realizzazione. 
I principali possono essere elencati come segue : c, c++, java e c#. 
La scelta del linguaggio deve essere fatta tenendo conto di molti fattori: le librerie l’interfaccia grafica 
e l’intera implementazione di alcuni moduli ( come l’acquisizione). 
Il primo linguaggio scartato immediatamente dalla lista è il java,  il quale è un linguaggio a oggetti che 
permette un’ottima portabilità ma non ci aiuta per applicazioni in Real-Time. 
Molte librerie implementate cercate e usate nella rete sono state implementate in c, quindi la scelta 
poteva essere ridotta a c e c++. 
Il c# è stato scartato solo per motivi di “gusto personale” e per una ridotta diffusione di tale linguaggio. 
Il c++ a favore rispetto al suo diretto concorrente, è un linguaggio ad oggetti e  permette maggiore 
chiarezza e pulizia nello scrivere il codice, potendolo definire con classi e metodi. 
Poi per quello che riguarda la compatibilità con librerie già esistenti, il c++ permette di utilizzare le 
librerie scritte in c. 
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La scelta del c++ poi è stata rafforzata anche per l’utilizzo dell’interfaccia grafica, in quanto come si 
vedrà in seguito è stata scelta anche un’interfaccia e una libreria come open gl e mfc. 
 
 
2.4 Acquisizione 
 
Il primo modulo è quello fondamentale e più intuitivo quando è stato costruito, ed ha la funzione di 
acquisire i dati che dovranno poi essere elaborati negli altri moduli. 
Qui viene fornita l’interfaccia con la scheda audio e si prendono i campioni di suono registrati.  
In questa fase del progetto non sono state poste troppe specifiche da risolvere ma anzi mi sono limitato 
solo a definire il problema e dimensionare alcuni parametri. 
Prima cosa che si deciderà di analizzare e verrà ripreso anche in seguito è il formato con cui si è deciso 
di registrare. 
Adesso non sarà scelto il formato in specifico, ma si dovrà quantomeno decidere la qualità con cui si 
vuole acquisire da microfono. 
Il punto principale per decidere i giusti parametri è trovare il compromesso tra qualità e velocità. 
I parametri da dover definire sono la frequenza di campionamento, i bit per il campionamento e il 
numero di canali. 
Altri parametri verranno analizzati e scelti in seguito nella fase di implementazione. 
Il primo parametro definito è il numero di canali. 
Appare chiaro dall’inizio che si ha bisogno solo di un canale poiché si necessita di un solo microfono . 
Avere due canali significherebbe solo raddoppiare l’informazione che ci interessa e avere dati 
completamente ridondanti. 
L’uso di due canali potrebbe essere utile solo in caso di analisi dimensionale del suono per voler capire 
dove arriva la fonte sonora, ma nel nostro caso è fondamentale solo sviluppare l’onda e analizzarla 
singolarmente. 
Il numero di campioni scelti per la registrazione è un altro fattore importante. 
Per adesso mi  limiterò a scegliere una buona qualità di campionamento ( 44100 Hz , ovvero una 
frequenza di campionamento permesso da quasi tutte le schede audio) e un numero di bit per ogni 
campione adatto alla soluzione del problema ( 16 bit può essere un valore adatto alle nostre esigenze) 
Si precisi che ogni scelta fatta sul campionamento verrà poi ripresa e discussa in seguito. 
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La cosa importante da definire è che aumentando il numero di campioni e la precisione di tali 
campioni, si avrà una maggiore quantità di dati da poter analizzare. 
Si può anche analizzare che per lo studio che si vuole effettuare un numero di campioni eccessivo può 
essere inutile, in quanto come visto in precedenza le frequenze della voce umana ricoprono solo una 
piccola porzione. 
Ma tutte queste analisi verranno rimandate nei capitoli successivi. 
La cosa che si deve poter definire in questa fase del progetto, è solo il concetto generale e un approccio 
sommario del problema. 
 
 
2.5 Elaborazione 
 
L’elaborazione è il secondo modulo e quello più specifico per la nostra applicazione. 
Questo modulo fornisce solo certe uscite dopo aver preso in ingresso opportuni valori. 
Acquisito il segnale, come si è visto in precedenza, in questo modulo si andrà ad elaborare il segnale 
come è più necessario. 
Si precisi che i valori presi dall’acquisizione sono di natura digitale, ovvero l’onda registrata è stata già 
campionata. 
Questo perché si ha bisogno di aver valori distinti e non infiniti, come invece accade nell’analogico. 
In questa fase quindi si và a trattare l’onda campionata nel dominio del tempo e analizzarla nel dominio 
delle frequenze. 
Il primo passo da effettuare in questo modulo è di poter trasformare l’onda campionata nel tempo in 
valori di frequenze fondamentali e relative armoniche. 
Fatto questo si  può analizzare e studiare la registrazione fornendo in uscita al modulo informazioni 
supplementari. 
In questo modulo si deve poter passare dal dominio del tempo a quello delle frequenze per poter cosi 
analizzare le informazione che servono all’applicazione. 
Per elaborazione si intende : 
 
• applicare la trasformata di Fourier 
• ricercare la possibile frequenza fondamentale  
• ricavare tale valore e la sua relativa ampiezza. 
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 Quindi in questo sotto problema, lo sviluppo è completamente matematico, e costruito da algoritmi e 
ottimizzazioni. 
Le sue uscite dovranno essere poi gli ingressi del modulo interfaccia che si vedrà in seguito. 
In questa fase, le specifiche per tale sottoproblema sono molto generali e si limitano solo alla scelta di 
cosa dover fare, ma senza definire come . 
In seguito il problema verrà ripreso e analizzato, scegliendo le eventuali librerie e sviluppando 
algoritmi di identificazione della frequenza fondamentale . 
 
 
2.6 Interfaccia   
 
Questo è il terzo e ultimo modulo, forse il meno importante ma, sicuramente quello più di maggior 
impatto visivo. 
Con questa interfaccia l’utente può editare e visualizzare l’onda sonora che sta  venendo campionata e 
vedere in tempo reale il suo spettrogramma e la relativa frequenza fondamentale. 
Nella fase di progettazione vengono definite le variabili da visualizzare e cosa è possibile editare. 
In questa fase della progettazione si devono  definire i parametri che possono risultare utili all’utente. 
Le informazioni da visualizzare sono 3, ovvero l’ oscilloscopio, lo spettrogramma e una piccola casella 
di testo dove visualizzare il risultato dell’applicazione. 
Come si vedrà in seguito, le informazioni da visualizzare potranno essere diverse o comunque aggiunte 
da utente in un secondo momento, magari tramite opportuni  bottoni. 
L’ idea generale per la costruzione dell’ interfaccia è solo di definire chiaramente cosa è più importante 
e visualizzarlo in maniera chiara e istantanea. 
La scelta della struttura non è stata definita, cosi come la scelta delle librerie grafiche da utilizzare. 
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 3 Implementazione 
 
 
Si passi adesso alla fase di implementazione in cui vengono definite con precisione le scelte e si 
iniziano ad implementare i sottoproblemi analizzati. 
Nella fase di progettazione si è definito in linea di massima le richieste da risolvere lasciando alla fase 
di implementazione tutte le altre specifiche vere e proprie. 
Scrivendo il codice si sono trovati problemi fisici e strutturali, dovuti a limitazioni hardware o 
software, che saranno risolti e analizzati nel corso dell’implementazione. 
Si è visto in precedenza che la scelta del linguaggio con cui scrivere l’applicazione è stato già scelto, 
motivando per quanto possibile la risposta. 
Non si è però specificato il vero e proprio ambiente di sviluppo che si andrà ad utilizzare per costruire 
l’applicazione. 
La scelta è stata quasi obbligata vista la presenza di un buon compilatore come Visual Studio DotNEt. 
Più avanti saranno anche analizzate le varie librerie di cui si farà uso nei moduli di elaborazione. 
 
 
3.1 Acquisizione 
 
Ho già parlato dello scopo di questo modulo,  in questa fase del progetto inizierò  ad implementare i 
vari particolari. 
Avendo già definito i parametri di campionamento ( frequenza di campionamento, bit di 
campionamento e numero canali) in questa fase bisognerà scegliere anche un formato di salvataggio del 
contenuto catturato dal microfono. 
Quest’ultimo è il classico e più funzionale formato wave, il quale permette di poter memorizzare un 
numero di informazioni veramente elevato senza fornire alcuna compressione. 
La frequenza di campionamento scelta per la fase di registrazione è di 41000Hz ,ovvero un 
campionamento che ci fornisce 44100 campioni dell’onda  sonora in un secondo. 
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Questo è  un valore di buona qualità e forse troppo eccessivo per l’ utilizzo, ma poiché le macchine 
odierne  permettono una così alta qualità di registrazione e riescono a manipolare mole di dati 
impressionanti, si è deciso una frequenza elevata per una migliore resa audio in fase di  registrazione. 
Nella applicazione e specificatamente in questo modulo ho deciso anche di poter permettere all’utente 
di scrivere i dati della registrazione in un file.  
I bit di campionamento, ovvero la profondità di approssimazione dell’ onda può essere scelta tra vari 
valori : 8 16 o 24. 
Qui sotto riporto una tabella dove si mostrano i valori possibili a seconda della quantità di bit scelti per 
il campionamento. 
 
8   bit 256            valori  
16 bit 65536        valori 
24 bit 16777216  valori 
 
Il vantaggio di usare un campionamento a 8 bit è sicuramente la velocità di elaborazione e la minore 
quantità di dati da dover memorizzare. 
Il campionamento a 16 bit o a 24 bit avranno sicuramente una maggiore quantità di dati da dover 
elaborare e rallenteranno l’uso dell’applicazione, però mi permetteranno una migliore definizione dei 
punti dell’onda. 
La scelta conclusiva è stata di prendere 16 bit, ovvero un giusto compromesso tra qualità e velocità di 
elaborazione 
Un ulteriore rafforzo a questa decisione è stato dato dalla possibilità di avere pc sempre più potenti e 
memorie sempre più grandi. 
Il numero di canali scelto è uno  in quanto qualsiasi altra soluzione sarebbe stata inutile poiché la 
sorgente sonora ( la voce ) viene catturata da un microfono monofonico. 
Avere un numero di canali superiore significherebbe solo ripetere l’informazione dell’onda più volte, 
ovvero se decidessi di usare un canale stereo avrei in sostanza due canali monofonici identici. 
Nel prossimo paragrafo vedremo il formato wave nel dettaglio, i vari campi dove risiedono le 
informazioni e le intestazioni che devono essere definite. 
Scelto il formato dovrò definire le librerie di interfaccia alla scheda audio. 
Le possibili soluzioni sono molte e tutte di discreto livello di  astrazione. 
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Quello che bisogna specificare sono le librerie che interfaccino le varie chiamate con la scheda audio, 
questo per permettere una soluzione più portabile dell’applicazione. 
Ho tenuto conto dell’importanza di sviluppare un’ applicazione portabile e portatile, ovvero che non 
avesse requisiti tecnici troppo elevati e favorisse l’uso anche per pc di fascia bassa (per i requisiti di 
sistema richiesti si veda il capitolo 6.1).  
In generale le schede audio di bassa qualità e non permettono elevatissime frequenze di 
campionamento,( si pensi ad un massimo di 48000 Hz ) questo preclude l’ utilizzo di driver di ottima 
qualità o con caratteristiche di registrazione di buona fattura. 
La scelta è caduta sulle MICROSOFT DIRECT X ed in particolare le librerie Direct Sound. 
Tali librerie permettono, secondo una certa procedura, di poter memorizzare onde sonore in un file di 
tipo wav. 
Le direct Sound non permettono salvataggi di tipo diverso e nessun tipo di compressione sull’audio 
catturato. 
Questo rafforza l’idea di utilizzare come formato di salvataggio il formato wave, il quale risulta essere 
sicuramente quello più diffuso e uno dei pochi con la possibilità di essere riprodotto da moltissimi 
impianti stereo. 
Le Direct Sound forniscono una buona interfaccia con la scheda audio e permettono di poterla sfruttare 
a basso livello tramite chiamate di sistema. 
Questo assicura una portabilità dell’applicazione molto soddisfacente e adatta per tutti i vari tipi di 
schede audio presenti in commercio. 
 
 
3.2 DirectSound 
 
Innanzitutto si chiarisca che Direct Sound appartiene alle Direct X  le quali non sono altro che dei 
driver che gestiscono applicazioni multimediali ad alte prestazioni (applicazioni musicali e applicazioni 
grafiche) e non forniscono quindi nessun miglioramento nell'utilizzo normale del computer. 
Per driver si intende un normale file che comunica al KERNEL le caratteristiche della propria 
periferica. 
Per questo motivo quanto più è aggiornato un driver  tanto meglio funziona la periferica (Scheda video 
- Scheda audio - controller - processore o quant'altro). 
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Le Direct X  non sono altro che un supporto di base per il richiamo di altri driver, ovvero si tratta di 
una piattaforma base su cui si appoggiano i driver specifici, delle schede multimediali dei vari 
costruttori, Matrox, Diamond, Creative, etc.. 
Queste funzioni di base, una volta implementate, sono un'interfaccia e una piattaforma comune a tutte 
le periferiche di un determinato tipo.  
La praticità e duttilità sta nel fatto che Driver ed applicazioni NON SOLO sono in grado di comunicare 
al Kernel le proprie caretteristiche, ma anche di configurarsi di conseguenza. 
La maggiore velocità è garantita dal fatto che gli scambi di informazione avvengono direttamente (da 
cui il nome DIRECT X) tra il Software (applicazioni varie)  ed i driver di basso livello (VXD) i quali a 
loro volta si interfacciano direttamente con il KERNEL. 
In definitiva, le Direct X sono un'insieme di driver universali sui quali si appoggiano i driver specifici 
(da molti definiti MINI DRIVER) per accedere alle periferiche nel modo più veloce. 
Vi sono principalmente 5 tipi di driver: (che si possono verificare dal pannello di controllo) 
• Direct Draw => Da modo di accedere a basso livello (senza passare per il GDI - graphic Device 
Interface) alla gestione delle funzioni 2 D delle schede video. 
• Direct 3D => gestisce le funzioni di accelerazione grafica delle schede 3 D, ed è strettamente 
legato al Direct Draw, infatti sono affidate a lui la gstione delle Texture e dei Fogging nei giochi 
3D 
• Direct Sound => gestisce le funzioni audio, in particolare per i driver avanzati ed i dispositivi 
MIDI, in modo da avere una piattaforma universale per ottenere suoni realistici, anche 
contemporaneamente. 
• Direct Input => gestisce le funzioni UOMO - Macchina, quali joystick, gamepad, volanti o 
quant'altro. facilita la programmazione di sequenze di movimento, e abilità la fluidità delle reazioni. 
• Direct Play => gestisce il supporto per i dispositivi di connessione tra computer in Rete, ovvero i 
giochi che forniscono la possibilità di collegamento tramite scheda NE 2000 e/o cavo 
seriale/parallelo, senza doversi preoccupare dei protocolli di trasferimento (ipx - tcp/ip - netbeui) 
usati dai singoli giocatori. 
Come enunciato quindi le Direct Sound sono la parte responsabile dei suoni in DirectX.  
Nel nostro caso farò uso del driver fornito dalle Direct Sound il quale, come già detto, mi permette di 
poter acquisire la registrazione nel formato wave. 
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3.3 Formato Wave 
 
Il formato wave è probabilmente quello più conosciuto nell'ambito dei segnali audio e la sua notorietà è 
probabilmente dovuta a più di un motivo. 
Questo formato si ottiene mediante un campionamento del segnale eseguito tramite un filtro Anti-
Aliasing di ordine elevato (con un alto numero di poli e zeri), ciò consente di avere un buon taglio delle 
frequenze non utili, nel senso di "rapidità di discesa" nel taglio frequenziale, con un costo 
computazionale non elevatissimo (riferito all'operazione di limitazione della banda del segnale).  
Un altro motivo di notorietà risiede sicuramente nella qualità della registrazione che si ottiene.  
Senza voler eccedere in complimenti al formato wave, si può affermare che per segnali limitati nella 
banda di campionamento scelta si ha una certa uguaglianza tra il segnale emesso da una qualsiasi 
sorgente e quello campionato. 
Si potrebbe tranquillamente dire che la sua natura è quasi identica a quella della codifica PCM (Pulse 
Code Modulation) nel caso telefonico, dove però si ha  a che fare con un campionamento ad una 
frequenza di 8KHz.  
Il segnale audio è campionato per ottenere una qualità Hi-Fi con una frequenza di campionamento pari 
a 44.1KHz e la sua quantizzazione può essere a 8 bit (256 livelli) o a 16 bit (65536 livelli) come nel 
caso di un CD audio (di qualità superiore perché riduce l'errore tra un livello di quantizzazione e uno ad 
esso adiacente).  
Volendo ampliare questo aspetto si può dire che se effettuassi una quantizzazione lineare avrei, 
nell'operazione di aumento del numero di bit,  un miglioramento del rapporto Segnale-Rumore di 6dB 
per ogni "raddoppio" del numero di livelli di quantizzazione.  
La legge che viene seguita per l'assegnazione dei livelli può essere scelta tra lineare o quella in genere 
più usata di tipo logaritmico in virtù di considerazioni statistiche sull'occupazione dei diversi intervalli.  
La quantizzazione lineare è quella che fa corrispondere a due intervalli di quantizzazione intervalli di 
restituzione di grandezza uguale, mentre in quella logaritmica non c'è una uguaglianza in termini di 
intervalli di restituzione. 
Un esempio: se tre campioni consecutivi sono equispaziati in ampiezza es. 2, 4, o 6 in base ad una 
quantizzazione lineare avremo come uscita 2*k, 4*k, 6*k (supponendo 2 4 6 al centro dell'intervallo) 
mentre nel caso logaritmico avremo k*log(2*c), k*log(4*c), k*log(6*c).  
Le due leggi note logaritmiche sono la A e la simili tra loro ma diverse fondamentalmente per motivi 
di copyright tra Europa e Stati Uniti seguono il seguente andamento:  
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Tuttavia si possono ottenere versioni audio meno "fedeli" mediante un campionamento con una 
frequenza minore come ad esempio 22.050 KHz o 11.025 KHz che sono frequenze che per segnali 
come il "parlato" o comunque suoni o strumenti come il basso o la batteria ( in riferimento a parti di 
essa come cassa, rullante o tom ), in bassa frequenza vanno bene, ma mal si prestano per segnali 
musicali in presenza di strumenti  caratterizzati dall'elevata occupazione in bande molto alte (si pensi 
all'ottavino o ad un violino).  
Nell'attuale espansione di vari formati musicali ed audio c'è da dire che anche se l'Mp3 (Mpeg layer 3) 
o altri consentono una maggiore compressione, e quindi un risparmio in termini di occupazione di 
spazio su un qualsiasi supporto, non garantiscono l'assenza di perdita di informazione. 
Il formato Wave è infatti privo di tali perdite dal momento che fa uso di una codifica prettamente senza 
perdita e quindi in tutto e per tutto fedele all'originale.  
Per fare un rapido calcolo basta dire che un secondo di file wave mono occupa 44100*8 bit e cioè 
proprio 44100 byte.  
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Se invece si vuole ottenere il massimo della qualità (con un file stereo e 16 bit di quantizzazione) si 
avrebbe un’occupazione di 44100*4 byte e cioè 176.4 Kb per un secondo di registrazione.  
Questo calcolo tuttavia risulta approssimato dal momento che non si è tenuto conto che esiste nel file 
Wave un header, un’ intestazione, con un certo numero di byte deputati a contenere certe informazioni. 
Questa intestazione può essere divisa in 3 blocchi.  
I primi 4 byte del primo blocco sono di intestazione "RIFF" che è un formato di proprietà Microsoft 
che può fare da "incapsulatore" per vari tipi di informazione come ad esempio suoni, immagini o altro 
(anche il Midi ); nei successivi 4 byte è contenuta l'informazione sulla lunghezza del file. 
Altri 4 byte servono per indicare che si tratta di un formato wave.  
A questo punto si passa nel secondo blocco e alle informazioni sul campionamento con 4 byte di 
intestazione, 4 byte per la lunghezza di questo secondo blocco, 2 byte per il formato (es.PCM), 2 byte 
per i canali (1=mono; 2=stereo), 4 byte per la frequenza di campionamento, 4 byte per il sample rate e 
2+2 bytes per bits/samples e indicazione del numero di bit nella quantizzazione.  
Infine nel terzo blocco si inserisce l'intestazione 'data' con 4 byte e con ulteriori 4 byte la lunghezza del 
blocco dati o campioni. 
A tale indicazione segue la codifica vera e propria dei campioni.  
I campioni vengono rappresentati con la numerazione in complemento a due da -32768 a 32767 a 16 
bit mentre per 8 bit con una numerazione 0-255.  
Sicuramente un giorno il formato wave scomparirà, viste le moderne tecniche di compressione, tuttavia 
resterà nella storia come il capostipite di una estesa famiglia, quella dei formati audio.  
Si veda in dettaglio quanto detto prima: 
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3.4 Classi e procedure per l’acquisizione 
 
Si è già discusso, per quanto riguarda il modulo di acquisizione, sulle scelte tecniche e i vari parametri 
di registrazione associati al formato di tipo wave. 
Per questa fase è  stata implementata solo una classe, di nome Caquisizione, che contiene al suo interno 
variabili e metodi relativi all’intera fase di registrazione. 
In questa relazione si analizzeranno solo i metodi più importanti e significativi, lasciando spazio al 
lettore di interessarsi a leggere il codice inserito alla fine di questo manuale. 
Per la parte di acquisizione, utilizzando le Direct Sound, bisognerà seguire una certa procedura ben 
precisa. 
a) Il primo passo sarà creare un buffer di cattura primario ed uno secondario. 
Sebbene si possa ricavare un puntatore al buffer primario, le operazioni tipiche, quali la modifica del 
formato del segnale d’output, sono sempre eseguite a livello di buffer secondari, per questa ragione la 
maggior parte del tempo d’elaborazione è speso per operare a livello di buffer secondari. 
Il buffer secondario può essere classificato in due categorie distinte: static e streaming. 
Un buffer static è usato in tutti quei casi in cui occorre memorizzare brevi suoni che si ha necessità di 
ripetere numerose volte nel corso dell’esecuzione dell’applicazione.  
Un buffer streaming, al contrario, è un tipo di gestione della memoria dedicata a tutti quei casi in cui la 
durata del suono è di una certa entità, per cui non è conveniente pensare di mantenere allocata memoria 
per tutta la durata del brano. 
Per la nostra applicazione, vista la possibilità di registrare suoni di grandi dimensioni, è stato scelto un 
buffer secondario di tipo streaming.  
All’interno di quest’ ultimo ci saranno  dati di tipo WAVEFORMATEX  i quali andranno settati in 
base al tipo di registrazione che si vorrà effettuare. 
La struttura Waveformatex conterrà questi parametri: 
• Il numero di canali (uno o due), nel nostro caso 1 
• La frequenza di campionamento, nel nostro caso 44100 Hz; 
• Il numero di bit per canale, nel nostro caso 16 bit; 
• Il tipo di codifica anche se per Direct Sound questo parametro è tipicamente impostato al 
valore PCM (Pulse Code Modulation). 
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b) Nel secondo passo si ha un metodo di inizializzazione delle Direct Sound che setta il driver e la 
scheda audio che si desidera usare (nel caso fosse più di una) e fornisce i parametri di registrazione, 
come per esempio l’ impostazione del livello di cooperazione che la scheda deve avere. 
Questo metodo è necessario sia per effettuare il binding tra le Direct Sound  e l’applicazione sia per 
stabilire le modalità secondo cui l’oggetto Direct Sound  è condiviso con le altre applicazioni in 
esecuzione nel sistema.  
I livelli di cooperazione possibili sono quattro: 
• DSSCL_NORMAL: 
con questo livello le applicazioni non possono modificare il formato audio del buffer primario, 
di conseguenza quello utilizzato è necessariamente quello di default, che prevede una frequenza 
di campionamento di 22Khz, 8 bit/sample su due canali (stereo);  
• DSSCL_PRIORITY: 
 è il livello tipicamente richiesto da applicazioni multimediali, quali videogame, per le quali i 
diritti di priorità d’accesso alle risorse Hardware sono un requisito essenziale. 
Con questo livello di cooperazione le applicazioni possono scrivere direttamente nel buffer 
primario nonché modificarne il formato audio;  
• DSSCL_EXCLUSIVE: 
usato in versioni passate è divenuto obsoleto con le DirectX;  
• DSSCL_WRITEPRIMARY: 
è il livello più alto che dà maggiore controllo dell’Hardware audio all’applicazione e priorità 
elevata d’accesso in scrittura sul buffer primario.  
 
Il livello di cooperazione scelto diventa quindi già deciso dalle Direct Sound, ovvero 
DSSCL_PRIORITY. 
Ulteriormente per permettere che ogni processo abbia la sua priorità e l’applicazione funzioni quasi in 
parallelo ( cosa fondamentale per visualizzare e acquisire in tempo reale) si ha bisogno anche di usare 
le notifiche, per questo esistono dei metodi di inizializzazione delle notifiche relative al buffer. 
c) Infine si hanno dei metodi che copieranno il buffer in un file temporaneo di tipo wave. 
Si avranno inoltre metodi loop di registrazione, ( metodo che continua a registrare finché non riceve 
una notifica) di start registrazione e stop registrazione ( dove vengono rilasciati il buffer, le directsound 
e viene modificata la priorità di utilizzo della scheda audio). 
I metodi di questa classe verranno poi richiamati dal modulo dell’interfaccia che  
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sarà approfondito in seguito. 
 
 
3.5 Interfaccia 
 
Nella fase di implementazione il modulo dell’interfaccia definisce in maniera precisa lo scheletro già 
disegnato nella fase di progettazione. 
Bisogna definire gli strumenti grafici da utilizzare e cercare di rendere la struttura più leggera possibile. 
L’interfaccia deve essere chiara,  leggibile e fornire tutti i dati sufficienti all’utente per la 
manipolazione dei valori. 
In questa fase di implementazione sono stati aggiunti vari parametri definiti necessari per la 
funzionalità dell’applicazione. 
Nell’interfaccia vengono visualizzati: l’ oscilloscopio, lo spettrogramma, e il campo di testo dove viene 
scritta la frequenza trovata; in seguito sono stati aggiunti anche parametri e grafici ritenuti utili per una 
visualizzazione più chiara: il volumetro (V-Meter), lo scroll per poter aumentare l’ampiezza della fonte 
sonora ( nel caso di registrazioni troppo a basso volume) e i bottoni che abilitano i vari grafici ( 
nell’idea di rendere l’interfaccia più leggera nel caso di un uso non completo). 
Nella fase di implementazione il primo passo è stato di definire quali erano le varie librerie grafiche da 
utilizzare. 
La scelta è stata fatta avendo a disposizione molte opzioni: DIRECT X ( in particolare le direct 3d ), le 
librerie Open GL ( librerie grafiche utilizzate anche in altri progetti nel corso degli studi ) e le Cgi ( 
librerie classiche di grafica per il c++). 
La scelta finale è caduta sulle Open GL in quanto già studiate e adatte all’utilizzo     nell’ applicazione 
sviluppata. 
Per compatibilità con il contesto grafico Open GL  sono state utilizzate le microsoft fondation Class, 
ovvero classi per lo sviluppo di un’interfaccia stile windows. 
Nel proseguo si parlerà in particolare delle librerie appena accennate. 
L’importanza di aver creato un modulo che fornisse un’interfaccia è nato per poter visualizzare le 
informazioni relative all’onda catturata. 
Nell’interfaccia è stata aggiunta anche la possibilità di poter salvare il file di registrazione e quindi 
poter effettuare ulteriori analisi con strumenti non real-time. 
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Grazie all’implementazione dell’interfaccia è stato possibile fare analisi statistiche su campioni di 
vocali per verificarne la  periodicità o la relativa complessità della funzione. 
L’utilizzo dell’interfaccia permette anche ad utenti meno esperti di poter usare l’applicazione e capire 
maggiormente il significato di certi valori. 
 
 
3.6 Windows Form e Mfc   
 
I Windows Form rappresentano la nuova piattaforma, basata su .NET Framework, per lo sviluppo di 
applicazioni Microsoft Windows.  
Il framework fornisce un insieme di classi moderne, orientate ad oggetti ed estensibili, che consente di 
sviluppare applicazioni Windows articolate. 
Grazie ai Windows Form è possibile creare un'applicazione Client complessa in grado di accedere ad 
un' ampia varietà di origini dati, nonché fornire strumenti di visualizzazione e di modifica dei dati che 
utilizzano i controlli Windows Form. 
Le applicazioni Windows Form equivalgono alle applicazioni basate sulle finestre di dialogo MFC. 
Tuttavia non forniscono l'infrastruttura per il supporto diretto di altri tipi di applicazioni MFC, quali il 
server/contenitore di documenti OLE, i documenti ActiveX o il supporto documento/vista per 
interfacce a documento singolo (SDI, Single-Document Interface), interfacce a documenti multipli 
(MDI, Multiple-Document Interface) e documenti multipli di primo livello (MTI, Multiple Top-Level). 
Per creare queste applicazioni è possibile scrivere una logica personalizzata. 
Il documento o la visualizzazione MFC e le funzionalità di routing dei comandi elencate di seguito non 
presentano equivalenti nei Windows Form:  
• MFC consente di gestire i comandi DDE (Dynamic Data Exchange) e gli argomenti della riga 
di comando utilizzati dalla shell quando si fa clic con il pulsante destro del mouse su un 
documento e si selezionano verbi quali Apri, Modifica o Stampa. I Windows Form non 
includono alcuna integrazione della shell e non rispondono ai verbi della shell.  
• In MFC i modelli di documento consentono di associare al documento aperto una 
visualizzazione contenuta in una finestra cornice (in modalità MDI, SDI o MTI). Nei Windows 
Form non è presente alcun equivalente dei modelli di documento.  
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• MFC permette di registrare i tipi di file di documento ed elaborare il tipo di documento quando 
un documento viene aperto dalla shell. In Windows Forms non è previsto alcun supporto per i 
documenti.  
• MFC conserva gli stati modificati del documento. Pertanto quando si chiude l'applicazione, si 
chiude l'ultima vista contenente l'applicazione, oppure si esce da Windows, viene richiesto il 
salvataggio del documento in MFC. In Windows Forms non è previsto alcun supporto 
equivalente.  
• MFC include il concetto di comando. La barra dei menu, la barra degli strumenti e il menu di 
scelta rapida consentono tutti di richiamare lo stesso comando, ad esempio Taglia e Copia. Nei 
Windows Form i comandi sono eventi strettamente associati a un particolare elemento 
dell'interfaccia utente (quale una voce di menu) ed è pertanto necessario associare tutti gli 
eventi di comando in modo esplicito. È inoltre possibile gestire più eventi con un singolo 
gestore. Per informazioni dettagliate, vedere Connessione di più eventi a un singolo gestore di 
eventi in Windows Form.  
• Routing dei comandi  
Il routing dei comandi MFC consente l'elaborazione dei comandi nella visualizzazione o nel 
documento attivo. Poiché lo stesso comando assume spesso significati differenti a seconda delle 
visualizzazioni (ad esempio, il comportamento del comando Copia è differente a seconda che si 
trovi nella visualizzazione di modifica del testo o in un editor grafico), è necessario gestire i 
comandi dalla visualizzazione attiva. Dal momento che i menu e le barre degli strumenti di 
Windows Form non sono in grado di riconoscere la visualizzazione attiva, per utilizzare un gestore 
differente per ciascun tipo di visualizzazione per gli eventi MenuItem.Click, è necessario scrivere 
prima altro codice interno.  
• Meccanismo di aggiornamento dei comandi  
MFC dispone di un meccanismo di aggiornamento dei comandi. La visualizzazione o il documento 
attivo è pertanto responsabile dello stato degli elementi dell'interfaccia utente, ad esempio 
l'attivazione o la disattivazione di una voce di menu o di un pulsante di uno strumento, gli stati di 
selezione e così via. In Windows Form non è disponibile alcun equivalente di tale meccanismo.  
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3.7 Contesto Grafico 
 
OpenGL (Open Graphics Library) è una potente libreria grafica che si pone il compito di interfacciarsi 
con l'hardware e fornire al programma client una serie di primitive, più o meno essenziali, per lo 
sviluppo di applicazioni nel campo del rendering tridimensionale.  
Queste primitive comprendono funzioni per la manipolazione dei pixel, per la proiezione di poligoni in 
3D e per la gestione del movimento degli stessi, per la rappresentazione di luci e colori, per il texture 
mapping etc. 
Il prefisso Open sta ad indicare che OpenGL è una architettura aperta,( motivo di scelta per questa tesi) 
ciò significa che il suo sviluppo è curato non da una singola azienda ma da una associazione di 
industrie leader del settore (ATI, Compaq, IBM, nVidia, Hewlett-Packard, Silicon Graphics) che hanno 
dato vita all'ARB (OpenGL Architecture Review Board). 
Questa organizzazione, nata nel 1992, ha il compito di sviluppare e standardizzare gli aggiornamenti di 
OpenGL, che oggi è giunta alla versione 1.5 (anche se in realtà la versione più diffusa è la 1.1). 
Una delle peculiarità di OpenGL che la distingue immediatamente dalle sue rivali (ad esempio DirectX 
di Microsoft) è la portabilità.  
Infatti OGL è disponibile su tutte le piattaforme più diffuse, Unix, Linux, Windows, Mac, Solaris etc. 
Questa estrema portabilità ha fatto si che anche i costruttori di hardware (nVidia per prima) si 
adeguassero ad essa e ora un gran numero di schede video moderne hanno la possibilità di eseguire la 
maggior parte delle funzioni OpenGL direttamente in hardware con un netto vantaggio in termini di 
prestazioni. 
OGL è oggi una delle più valide e potenti librerie grafiche disponibili e lo dimostra il fatto che grandi 
Software House specializzate nel campo dei videogames l’ hanno scelta per sviluppare i propri 
prodotti.  
Ciò che è importante capire è che OGL e sostanzialmente una libreria grafica di basso livello e le sue 
funzioni sono relative all'utilizzo delle primitive fondamentali quali vertici e poligoni piuttosto che a 
modelli complessi la cui gestione viene di norma lasciata nelle mani del programmatore, garantendo 
così la massima flessibilità. 
OpenGL, nelle sue distribuzioni, è sempre accompagnata dalla libreria GLU (GL Utility Library). 
GLU è una libreria ausiliaria che contiene alcuni funzioni di più alto livello, utili ad esempio per la 
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creazione di sfere o altri oggetti complessi ma anche per impostare particolari matrici di proiezione e 
per facilitare alcune operazioni al programma client.  
Normalmente, infatti, le funzioni della GLU contengono al loro interno routine basate sulle funzioni 
base di OGL. 
Un'ulteriore libreria che è possibile scaricare (non è fornita di default) è la GLUT (GL Utility Toolkit), 
si tratta di un toolkit per la creazione delle finestre indipendente dal sistema operativo che permette, 
utilizzando solamente le funzioni di tale libreria, di scrivere programmi completi nascondendo le 
differenze di implementazione tra i gestori finestre dei vari sistemi operativi. 
In realtà la libreria GLUT, per motivi di prestazioni e di qualità, viene poco utilizzata nelle applicazioni 
professionali che generalmente si occupano autonomamente di gestire la creazione delle finestre e 
l'acquisizione dell'input in base al sistema operativo sulle quali devono girare.  
Per quanto riguarda la possibilità di utilizzare OGL nel proprio linguaggio preferito, nonostante essa sia 
stata sviluppata inizialmente per essere utilizzata attraverso il linguaggio C (a differenza di architetture 
più complesse come quella adottata dalle DirectX che si basa sul Component Object Model COM), è 
disponibile in un'ampia varietà di linguaggi tra i quali C++, Java, Delphi e il neonato C#. 
Mentre le case sviluppatrici di videogiochi su sistemi Windows si dividono, così come tanti 
programmatori, sulla questione DirectX Vs OpenGL, in ambiente Linux, ancora piuttosto estraneo 
all'utilizzo come Desktop, OGL ha una netta predominanza.  
Molto probabilmente grazie alla sua larga diffusione e grazie al fatto che è sempre più supportata da 
diverse distribuzioni sarà alla base dello sviluppo del mercato dei videogames sui sistemi *nix.  
 
 
3.8 Classi e procedure per l’interfaccia grafica 
 
Per questo modulo le classi sono state organizzate in maniera più gerarchica e intuitiva. 
Si hanno due tipi di classi:  dialogo e contesto puramente grafico. 
Il primo prettamente di tipo mfc appartiene alla classe della microsoft windows Cdialog ed è stato 
chiamato CgraficoDlg. 
Questa classe si occupa di gestire il dialogo principale dell’applicazione. 
Si ha un metodo per ogni bottone e ogni check box che l’utente decide di usare. 
La struttura di tale classe è molto semplice e facilmente ampliabile, unico punto da precisare è che si ha 
un metodo dove si inizializzano le variabili di controllo per il settaggio dei vari parametri per l’utente. 
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L’altro tipo di classe è il contesto Open GL ed è stata chiamata CGLWnd derivata da CWind. 
In questa classe viene definita la vera e propria parte grafica del progetto. 
La classe CGWind viene ereditata da 3 classi, una per ogni parte grafica: CGLSP, (spettrogramma)  
CGLOS  ( oscilloscopio) e CGLVOL ( volumetro). 
Tutte queste classi derivano dalla classe madre CGWind, poiché hanno molti parametri in comune 
come  l’ampiezza e la variabile visibile ( variabile che definisce quale contesto l’utente ha deciso di 
visualizzare). 
 
 
3.9 Elaborazione 
 
In questa fase l’elaborazione risulta essere il modulo sicuramente più rilevante. 
Si ricordi che l’ ingresso di questo modulo è il buffer contenente l’onda sonora campionata e prelevata 
dal precedente componente di acquisizione. 
Lo scopo di questo modulo è di poter elaborare i dati forniti in ingresso e ricavare la frequenza 
fondamentale istante per istante. 
Per arrivare all’uscita di questo modulo, ovvero per poter fornire la frequenza fondamentale dell’onda 
in ingresso, bisogna però fare alcuni piccoli e importanti passi. 
Per poter analizzare lo spettro e ricavare il maggiore numero di informazioni, è necessario convertire 
l’onda dal dominio del tempo al dominio delle frequenze. 
Questo è possibile utilizzando librerie specifiche che riescano ad implementare  il processo 
matematico, di cui si è parlato nei primi capitoli, chiamato “Trasformata di Fourier”. 
Le librerie di sviluppo per tale funzione matematica sono innumerevoli e tutte molto simili. 
La scelta quindi è stata ovvia e limitata all’uso di librerie free. 
In tale modulo si ha la necessita di poter ricavare la frequenza fondamentale e togliere le varie 
armoniche che rappresentano il timbro specifico della persona che sta utilizzando il microfono. 
L’onda sonora prima di essere “convertita” nel dominio della frequenza deve essere ulteriormente 
filtrata con un filtro passa basso. 
Si ricordi dai primi capitoli, quando si parlava di ricezione e voce umana. 
La voce umana ha un range di frequenze fondamentali racchiuso in un intervallo piccolo e ben definito. 
Attraverso vari studi effettuati si è visto che la frequenza fondamentale per un essere umano può 
arrivare ad un massimo di 800Hz per un uomo e 1000Hz per una donna. 
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Questi valori sono molto importanti in quanto permettono di poter filtrare l’informazione ricevuta dal 
modulo di acquisizione e ridurre la mole di dati da convertire nel dominio delle frequenze. 
In questo caso specifico si hanno 44100 valori da dover analizzare in un secondo, filtrando 
l’informazione si può arrivare ad analizzarne solo 8000. 
Questo filtraggio permette quindi di poter arrivare allo scopo dell’ applicazione lavorando con più 
semplicità. 
Per filtraggio si intende scartare alcuni valori dell’ insieme  preso in esame: analizzando la voce umana 
non si hanno valori di frequenza fondamentali maggiori di quelli che vengono eliminati. 
Esempio pratico: il range coperto da una frequenza di campionamento come quella scelta (44100) è di 
dimensioni eccessive per l’analisi della voce, quindi è possibile scartare tutti i valori più grandi della 
soglia con cui una persona può emettere frequenze fondamentali. 
Vengono quindi filtrate tutte le frequenze più alte di 8000hz ( valore di sicurezza già molto alto, in 
quanto potremmo filtrare fino a 2000hz senza avere problemi). 
Effettuato il filtraggio dell’onda  viene convertita nel dominio delle frequenze e si ha un buffer 
contenente le varie ampiezze di ogni componente spettrale. 
Applicando la trasformata di Fourier sui reali vengono restituite tutte le varie armoniche, fino ad una 
frequenza massima di 8000hz. 
Effettuato questo passaggio viene ricavata la frequenza fondamentale, ovvero la predominante della 
voce in quell’istante. 
Poco importa di tutte le componenti spettrali che definiscono e caratterizzano il timbro della voce, in 
quanto non forniscono informazioni sulla tonalità. 
Per poter ricavare tale frequenza fondamentale è necessario e sufficiente trovare la frequenza con 
ampiezza maggiore. 
Tale affermazione permette di poter trovare la frequenza fondamentale senza effettuare ricerche 
particolarmente costose o algoritmi complessi. 
Si ricordi che la Trasformata di Fuorier  fornisce in uscita un buffer contenente tutte le armoniche 
presenti nell’onda.  
Nel buffer quindi si troveranno tutte le varie componenti sinusoidali appartenenti al segnale originario 
contrassegnati dalla relativa ampiezza. 
Bisogna sapere che il buffer ha come indice il valore di tali frequenze e il contenuto della cella 
corrispondente a tale indice è l’ampiezza della relativa armonica. 
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È possibile non dover scorrere tutto il buffer, ma fermarsi ad un indice proporzionale ad una frequenza 
ritenuta più che buona per la ricerca della frequenza fondamentale.  
 
 
3.10 Trasformata di Fourier 
 
Nella fase di elaborazione, la parte più consistente è l’ analisi dei dati prelevati dall’acquisizione. 
In questo paragrafo si andrà ad analizzare la parte di elaborazione in cui si passa dal dominio del tempo 
a quello delle frequenze. 
Questo come già accennato anche nel paragrafo precedente è possibile grazie alla Trasformata di 
Fourier. 
Nell’ implementazione di tale algoritmo si è andati ad utilizzare le numerose librerie trovate con 
ricerche su Internet. 
Nella nostra applicazione si è deciso di utilizzare un file chiamato FFTReal.h                                                             
(Fourier transformation of real number arrays.Portable ISO C++) e un file chiamato FFTReal.cpp. 
Con l’ inclusione di questi due file all’ interno del progetto si ha la possibilità di poter calcolare la 
trasformata di Fourier ogni volta che si è raggiunto un certo numero di campioni ritenuto necessario. 
Unica precisazione da fare per l’utilizzo dei file è che il  numero di campioni che si devono analizzare  
siano una potenza di 2. 
La scelta di questo valore è ritenuto di fondamentale importanza, poiché un numero troppo piccolo non 
permette risultati soddisfacenti e un numero troppo grande renderebbe l’applicazione incapace di 
lavorare in Real Time. 
Per questo è stato deciso di definire un valore intermedio, sapendo con che frequenza si  campiona ( 
44100 Hz) e con quale frequenza si vuole avere risultati aggiornati. 
Si pensi che avere un campionamento di 44100 Hz significa avere 44100 valori       dell’ onda in un 
secondo, su questo insieme di valori si decide con quale frequenza e quanti devono essere passati alla 
Trasformata di Fourier. 
I valori da prendere in considerazione sono 1024 o 512, valori più grandi non permetterebbero all’ 
applicazione di essere in Real-time e valori più bassi non darebbero risultati soddisfacenti. 
Si prenda per esempio 512 campioni questo darebbe un tempo di reazione pari a 0.01169 secondi, 
mentre averne 1024 porterebbe ad un tempo perfettamente doppio. 
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Si precisi che la frequenza fondamentale della voce umana non supera mai gli 800 Hz, questo vuol dire 
che non si avranno periodi di tempo maggiori di 0,00125 secondi, valore già facilmente catturabile con 
un tempo di reazione di 0.01169 ( relativo all’analisi di 512 campioni). 
Per questo prendere 512 valori rende l’applicazione più veloce e in grado di poter ricavare tutti i 
periodi della frequenze fondamenta della voce. 
Assegnato quindi i parametri e numero di valori da passare alla Trasformata di Fourier  si ha in uscita 
un buffer contenente le ampiezze di ogni frequenza appartenente all’onda originaria. 
 
 
3.11 Messaggi Midi 
 
In questo paragrafo si vuole illustrare una breve storia sulla vita del midi, partendo dalla sua nascita ed 
evoluzione fino alla struttura particolare dei suoi msg ; questo perché il formato midi è spesso 
conosciuto superficialmente, e non in particolare come invece si dovrebbe. 
Il MIDI (Musical Instrument Digital Interface) standard creato per lo scambio di dati digitali fra 
strumenti musicali elettronici, permette una stretta comunicazione tra gli strumenti musicali elettronici 
e i computer.  
Senza il Midi, la registrazione degli eventi musicali, la programmazione dei mixer, e l'uso dei computer 
in sala di registrazione non sarebbe possibile. 
Le qualità che differiscono un fille midi da un file audio ( di tipo .wav, o anche .mp3 ) sono: se in un 
file audio viene registrato tutto il suono proveniente da una sorgente, con tutte le sue impercettibili 
caratteristiche sonore; in un file midi sono memorizzati solo piccoli segnali che specificano le 
caratteristiche del suono (l'altezza della nota, la durata della nota ec..).  
Ciò rende il file midi molto più piccolo di un .wav, e inoltre è facile da un file midi ricostruire lo 
spartito della canzone suonata, mentre ciò per ora è quasi impossibile da un file audio.  
I file midi possono essere modificati nota per nota, mentre in un file audio si possono modificare effetti 
quali: il volume, dissolvenza o altre caratteristiche che dipendono dal programma che si utilizza per 
modificarli. 
Il difetto dei file midi è che è quasi impossibile riprodurre la canzone come l'originale, primo perché 
manca la possibilità di includere la voce umana nel file, e poi perché la "somiglianza" dipende molto 
dall'abilità di chi ha creato il file. 
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 PRESENTAZIONE  
Chiunque utilizzi uno strumento musicale elettronico prima o poi verrà a conoscenza del sistema di 
interfacciamento MIDI, questa pagina vuole spiegare in maniera precisa di cosa si tratta e come 
comportarsi per sfruttarlo nei migliori dei modi.  
Si è  pensato di inserire una breve storia sulle tecniche di interfacciamento che hanno preceduto il 
MIDI per spiegare il motivo di tale "invenzione" che dopo tanti anni di tentativi a volte insoddisfacenti 
ha permesso a tutti i musicisti di poter sfruttare al meglio il proprio strumento  
   
PRIMA DEL MIDI  
Fin dall' inizio,quando nacquero i primi sintetizzatori, l' uomo avvertì la necessità di risolvere alcuni 
problemi che altrimenti avrebbero compromesso e limitato l' utilità di questi strumenti. 
Uno di questi fu senz' altro la possibilità di poter collegare diversi synth tra di loro in modo da poterli 
"controllare" contemporaneamente durante l' esecuzione, per questo era necessario trovare un sistema 
"elettronico" in grado di far capire ad un synth cosa stava eseguendo l' altro. 
All'inizio fu adottato un semplice sistema di controllo tramite tensione elettrica denominato CV/GATE 
(control voltage/gate) il sistema consisteva nell’ associare ad ogni singolo tasto della tastiera un preciso 
valore di tensione che veniva inviato ad un jack posto sul retro del synth per essere collegato tramite un 
cavo ad un altro sintetizzatore. 
Il sistema CV oltre a collegare due synth tra loro permetteva anche di collegare sequencer analogici in 
grado di creare delle sequenze di note prestabilite dall'esecutore, ma nonostante questo il sistema CV 
non era completo, non era possibile inviare altre informazioni (modulation,aftertouch,etc..) utili durante 
l'esecuzione e comunque diventava "improponibile" in caso di utilizzo di sintetizzatori polifonici. 
A questo punto (si è arrivati alla fine degli anni '70) alcune case costruttrici (grazie allo sviluppo della 
tecnica digitale) iniziarono ad ideare alcuni sistemi digitali alternativi al CV per poter interfacciare in 
maniera completa gli strumenti elettronici, uno di questi fu' il DCB (digital communications bus) della 
Roland purtroppo non compatibile con gli standard degli altri costruttori, costringendo il musicista a 
dover acquistare prodotti di una sola marca.  
Era necessario trovare un sistema capace di collegare strumenti di ogni tipo e marca e capace di inviare 
e ricevere informazioni di vario tipo, a tutto questo ci pensò il MIDI.  
 
STORIA DEL MIDI
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Come si diceva, prima il sistema CV risolveva solo in parte il problema di interfaccia mento fra 
sintetizzatori, purtroppo alcune informazioni non potevano essere trasmesse con questo sistema e di 
conseguenza limitava le possibilità di esecuzione. 
Dopo vari tentativi di interfaccia mento digitali universali purtroppo falliti nel 1982 si iniziò a lavorare 
seriamente alla realizzazione di un protocollo in grado di risolvere tutti i problemi di connessione tra 
sintetizzatori di marche e tipi diversi, grazie alla collaborazione tra case costruttrici si riuscirono a 
concordare le varie esigenze tecniche necessarie a soddisfare ogni esecuzione musicale, nacque così il 
sistema MIDI               ( musical instrument digital interface ), un sistema di trasferimento digitale a 
31.25 Kbaud in grado di inviare e ricevere informazioni indispensabili all' esecuzione (nota, pressione, 
aftertouch, modulation, etc.)  compatibile con tutte le case costruttrici. 
L'interfaccia MIDI è visibile sul pannello posteriore di ogni strumento elettronico verificando la 
presenza dei classici connettori pentapolari (din) IN - OUT - THRU necessari alla gestione MIDI.  
 
COME FUNZIONA IL PROTOCOLLO MIDI  
Il protocollo MIDI è stato  ideato con caratteristiche ben precise, innanzitutto la velocità di trasmissione 
delle informazioni è di 31.25 Kbaud ed ogni byte e' formato da 10 bit (1 bit di start,8 di informazione 
ed uno di stop). 
In linea di massima le informazioni MIDI sono formate da un byte chiamato status-byte che informa di 
che tipo di messaggio si tratta (nota, pitch bend, modulation, etc..) ed il suo canale MIDI (1-16); di 
seguito arrivano altri byte che completano l'informazione. 
Nell' esempio potete vedere come si presenta un messaggio di control change:  
B0 , 07 , 0F  B0 (status byte) =  B rappresenta il tipo di messaggio che si vuole inviare (B 
(esadecimale) rappresenta un messaggio di control change, lo 0 (esadecimale) rappresenta il canale 
MIDI dove viene trasmesso in questo caso sul canale 1)  
07 (tipo di control change) = il valore 07 indica che si sta inviando un informazione per variare il 
parametro del volume  
0F ( valore ) indica il valore che deve assumere il volume  
 
PROTOCOLLO MIDI  
TABELLA COMANDI MIDI 
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COMANDO MIDI  STATUS BYTE  1° BYTE  2° BYTE 
NOTE OFF 8x (x = canale midi) Numero della nota velocity 
NOTE ON 9x Numero della nota velocity 
POLYPHONIC KEY PRESSURE Ax Numero della nota valore di pressione 
CONTROL CHANGE Bx numero di controllo  valore 
PROGRAM CHANGE Cx numero di programma  - 
CHANNEL PRESSURE Dx valore di pressione  - 
PITCH BEND Ex valore LSB valore MSB 
SYSTEM EXCLUSIVE F0 ID byte exsclusivi 
SONG POSITION PTR F2 valore LSB valore MSB 
SONG SELECT F3 Numero di song - 
TUNE REQUEST F6 - - 
END OF EXCLUSIVE F7 - - 
TIMING CLOCK F8 - - 
START FA - - 
CONTINUE FB - - 
STOP FC - - 
ACTIVE SENSING FE - - 
SYSTEM RESET FF - - 
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Terza fase : Collaudo e sperimentazione 
 
 
4 Collaudo 
 
Il collaudo fa parte dell’ ultima fase di un progetto. 
In questa sezione si è sperimentato l’ effettiva funzione dell’applicazione creata, analizzando 
graficamente i valori proposti. 
Tutto questo per verificare le affermazioni fatte nel corso dei capitoli precedenti. 
Verranno anche prese in considerazione alcune soluzioni alternative, date da applicazioni cercate in 
rete e viste nel capitolo 1 paragrafo 7. 
Saranno forniti gli strumenti ed i giudizi per verificare la validità complessiva del lavoro svolto. 
 
 
4.1 Analisi sperimentale sul risultato della Rft 
 
Per analisi sperimentale si intende il risultato teorico proposto dall’ applicazione per il calcolo della 
Trasformata sui reali di Fourier. 
Si è affermato più volte nel corso della relazione dell’ utilità della trasformata di Fourier sui reali e di 
come può essere analizzato e interpretato il risultato  
In questa sezione si vuole solo specificare come la soluzione faccia parte di una procedura 
completamente sistematica. 
Dal risultato della trasformata di Fourier, si ha uno spettro frequenziale composto da una serie di onde 
sinusoidali tutte a frequenze diverse. 
L’ onda sinusoidale più importante è quella corrispondente alla frequenza fondamentale, le altre onde 
costituiranno le armoniche dell’onda originaria. 
Si precisi che nel nostro caso le armoniche devono essere trascurate, poiché non forniscono nessuna 
informazione sul rilevamento del pitch. 
La funzionalità delle varie armoniche è di costruire solo il timbro della voce. 
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Nella applicazione il risultato che si spera di ottenere è di poter ricavare la frequenza fondamentale con 
un certo tasso di errore dato dalla difficoltà di rilevamento del periodo. 
In un’ analisi sperimentale del lavoro i risultati sono stati soddisfacenti e abbastanza veritieri, in quanto 
ogni parametro è stato dimensionato per avere un buon compromesso tra tempo di risposta e qualità di 
rilevamento. 
Volendo fornire alcuni parametri si può ricordare il paragrafo 3.10 dove si fa riferimento al tempo di 
acquisizione della trasformata e alla possibile lunghezza di un periodo. 
Su tale analisi si sono basate le nostre premesse sull’analisi sperimentale dell’applicazione. 
Si deve precisare a questo punto come la nostra applicazione sia specifica per l’analisi della voce. 
Si è visto già nei primi paragrafi come la voce copra solo certi range di frequenza e  
che questi intervalli siano diversi per voci maschili o femminili. 
 
 
4.2 Analisi pratica sul risultato della Rft 
 
Adesso si analizzi la vericidità dei risultati dei valori della Rft e di come possano essere paragonati al 
meno con un tasso di errore accettabile ai valori ricavati sperimentalmente. 
Un problema riscontrato in un’analisi pratica è stato la scarsa qualità di acquisizione proposta dal 
microfono e la bontà della scheda audio. 
Qui sotto sono stati riportati una serie di grafici ( presi da una serie di campioni effettuati  ) relativi 
all’esecuzione delle sette vocali. 
Con questi grafici si riesce ad intuire che la funzione matematica associata alla vocale e è periodica e 
continua e può quindi essere analizzata nel dominio delle frequenze con la trasformata di Fourier. 
In questi grafici è stato anche inserito lo spettrogramma relativo all’ onda e definito il valore della 
frequenza fondamentale e la sua relativa ampiezza. 
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Ragazza Vocale a 
Ocilloscopio 
 
 
 
Spettrogramma: 
 
Relativa frequenza fondamentale e ampiezza: 
 
Ragazzo Vocale a 
Oscilloscopio: 
 
Spettrogramma: 
 
Relativa frequenza fondamentale e ampiezza: 
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Ragazza Vocale e 
Oscilloscopio 
 
 
Spettrogramma: 
 
Relativa frequenza fondamentale e ampiezza: 
 
 
Ragazzo Vocale e 
Oscilloscopio: 
 
Spettrogramma: 
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Relativa frequenza fondamentale e ampiezza: 
 
Ragazza Vocale è 
Oscilloscopio: 
 
Spettrgramma: 
 
Relativa frequenza fondamentale e ampiezza: 
 
Ragazzo Vocale è 
Oscilloscopio: 
 
Spettrogramma: 
 
Relativa frequenza fondamentale e ampiezza: 
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Ragazza Vocale o 
Oscilloscopio: 
 
Spettrogramma: 
 
Relativa frequenza fondamentale e ampiezza: 
 
Ragazzo Vocale o 
Oscilloscopio: 
 
Spettrogramma: 
 
Relativa frequenza fondamentale e ampiezza: 
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Ragazza Vocale ò 
Oscilloscopio: 
 
Spettrogramma: 
 
Relativa frequenza fondamentale e ampiezza: 
 
Ragazzo vocale ò 
Oscilloscopio: 
 
Spettrogramma: 
 
Relativa frequenza fondamentale e ampiezza: 
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Ragazza Vocale u 
Oscilloscopio: 
 
Spettrogramma: 
 
Relativa frequenza fondamentale e ampiezza: 
 
Ragazzo Vocale u 
Oscilloscopio: 
 
Spettrogramma: 
 
Relativa frequenza fondamentale e ampiezza: 
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Ragazza Vocale i 
Oscilloscopio: 
 
Spettrogramma: 
 
Relativa frequenza fondamentale e ampiezza: 
 
Ragazzo Vocale i 
Oscilloscopio: 
 
Spettrogramma: 
 
Relativa frequenza fondamentale e ampiezza: 
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In questi grafici si noti come è possibile ricavare il periodo e di come l’analisi temporale della voce sia 
ben diversa tra maschi e femmine. 
Si precisi che soltanto dalle sette vocali è possibile ricavare la frequenza fondamentale. 
Ragazza consonante s 
Oscilloscopio: 
 
Spettrogramma: 
 
Qui in alto è stato inserito un’ulteriore grafico per far vedere che le consonanti in un grafico non 
possono essere considerate funzioni periodiche e quindi sono considerate come  semplice rumore. 
Si noti anche lo spettrogramma dove non si vede comparire nessuna frequenza predominante. 
Per questo, il calcolo della frequenza fondamentale deve essere eseguito solo dall’ esecuzione delle 
vocali. 
 
 
4.3 Altri metodi di analisi 
 
Durante il lavoro proposto, si è parlato più volte dell’esistenza di differenti metodi di analisi e facendo 
ricerche e studi, si è visto che gli approcci  per poter analizzare un’onda continua sono molti e tutti 
diversi tra loro. 
Il metodo scelto per lo sviluppo di questa applicazione è stata la ricerca della frequenza con il massimo 
valore di ampiezza, ma era possibile arrivare allo stesso risultato percorrendo strade diverse. 
A seguito sono stati proposti altri algoritmi di analisi altrettanto efficaci sperimentalmente, come lo 
“Zero Crossing” e il “Peak Dectecting”. 
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Questi due sono metodi molto simili tra loro, poiché entrambi non necessitano di passare tra il dominio 
del tempo a quello della frequenza. 
Le premesse di utilizzo sono sempre le stesse, ovvero si deve essere sicuri di analizzare funzioni che 
siano periodiche, poiché con  questi algoritmi è importante poter ricavare il periodo. 
Si analizzi per esempio il metodo chiamato “Zero Crossing”, algoritmo usato spesso sperimentalmente 
e usato in particolari applicazioni informatiche. 
Il concetto di base è molto semplice: trovare il periodo e calcolarne l’inversa. 
Questo procedimento garantisce il rilevamento della frequenza fondamentale sulla funzione analizzata. 
Lo “Zero Crossing” basa la sua ricerca del periodo analizzando la funzione ogni volta che si ha un 
cambio di segno ( ovvero ogni volta che si passa dallo lo zero; da qui il nome Zero Crossing). 
Vediamo come potrebbe essere una sua eventuale implementazione: 
1. Trovato il primo cambio di segno si memorizza il punto, 
2.  Si cerca il secondo punto di cambio, 
3.  Si verifica che l’ intervallo preso sia effettivamente il periodo della funzione, 
4.    In caso negativo si prende il successivo cambio di segno,e si torna al passo 2 
5.  In caso affermativo, si è trovato il periodo della funzione,   
6. Calcoliamo  l’inversa di tale intervallo la quale rappresenterà la frequenza fondamentale. 
Questo perché alla funzione originale vengono associate tante sinusoidi di ampiezze e frequenze 
diverse, e l’onda fondamentale rappresenta l’onda sinusoidale che ha lo stesso periodo della funzione 
analizzata. 
Sapendo quanto detto la frequenza rappresenta l’inversa del tempo, quindi sapendo la durata del 
periodo si conosce la frequenza di tale periodo. 
 
Si precisi che l’algoritmo scritto precedentemente non è completamente corretto, in quanto per la 
ricerca del periodo bisogna tener conto che il punto di inizio dell’ intervallo non è per forza il primo 
punto di cambio che viene trovato. 
Fatte queste considerazioni si nota che l’algoritmo aumenta la sua complessità di sviluppo da lineare ad 
esponenziale. 
Per risolvere questo problema una possibile soluzione viene data facendo                    un’ 
approssimazione sulle funzioni matematiche che andiamo ad analizzare. 
Assumendo che qualsiasi onda sonora periodica abbia per ogni periodo al massimo un certo numero 
finito di cambi di segno, il metodo di Zero Crossing può essere implementato ed avere un costo lineare. 
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Questo procedimento appartiene ad una classe composta da molti metodi simili e tutti molto teorici, 
come il “Peak detecingt”. 
Quest’ ultimo metodo è lo stesso dello “ Zero Crossing” e differisce solo nel rilevamento del periodo, 
poiché analizza tutti i picchi assoluti della funzione, e ricava il periodo tra un picco trovato e l’ altro. 
Il metodo del Peak Detecting ha lo stesso principio di funzionamento, con una unica differenza, ovvero 
il periodo della funzione viene ricavato prendendo i punti massimi della funzione. 
Questo permette una più semplice sicurezza di aver prelevato il giusto periodo della funzione, e 
permette una più efficiente implementazione, poiché non richiede una ricerca elevata del periodo. 
Ambedue i metodi di analisi presentano difficoltà di implementazione e complessità, in quanto non 
esiste un algoritmo efficiente e con complessità lineare per la ricerca del periodo di una funzione. 
Con questi metodi l’approccio risulta molto complesso, in quanto si deve poter verificare e 
memorizzare ogni possibile punto particolare ( passaggi per lo zero, punti di massimo assoluto) e 
verificare in seguito se tale punto può effettivamente essere utile alla ricerca del periodo. 
Si pensi che ambedue gli algoritmi proposti sono difficilmente implementabili, in particolare lo “Zero 
Crossing” che come visto se non si vogliono compiere approssimazioni propone una complessità di 
ricerca del periodo a livello esponenziale. 
Con questa approssimazione l’algoritmo di implementazione può quindi avere una complessità lineare, 
ma solo sapendo a priori il tipo di onda che si vuole ad analizzare. 
 
 62
 4.4 Alternative al nostro sistema 
 
In questo paragrafo vedremo più in dettaglio le applicazioni cercate nel primo paragrafo. 
Si Analizzi l’ applicazione di cui si è parlato già nel primo capitolo, ( paragrafo 1.7) ovvero lo 
SpectraLab, in quanto è il sistema maggiormente simile alla nostra. 
Questo programma è un programma di analisi dello spettro vocale e viene utilizzato per ricerche e cure 
mediche. 
Con Spectra lab è possibile visualizzare vari grafici , tra cui lo spettrogramma, un diagramma di fase, 
l’oscilloscopio e un grafico 3d per l’ampiezza relativa (chiamato 3d surface) 
Qui a seguito si può osservare una foto dell’oscilloscopio proposto . 
 
 
 
Si veda  come l’interfaccia sia molto più specifica per un analisi completa della voce, anche se si 
precisi che questa applicazione non fornisce il rilevamento del pitch della voce. 
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A seguito vedremo il diagramma dello spettro 
 
 
In questo diagramma si veda come viene visualizzato il relativo spettrogramma e quali frequenze 
facciano parte dell’onda sonora che si è vista prima. 
Si puntualizzi  che esistono molti sistemi che analizzano la voce e permettono di  apportare modifiche 
allo spettro armonico, ( per esempio lo stesso Pitch Bend)  però nessuna di quelle trovate permette un 
analisi in tempo reale. 
Si precisi inoltre che non si sono prese in esame altre applicazioni, come l IBM voice, poiché il metodo 
di sviluppo e le caratteristiche di uscita sono troppo diverse da quelle che sono state implementate nella 
nostra applicazione. 
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5 Conclusioni 
 
 
In quest’ultimo capitolo desidero discutere lo studio effettuato per lo sviluppo di questa applicazione e 
analizzare il risultato dell’intera applicazione 
Discuteremo anche la validità dell’applicazione, le delusioni avute e le prospettive di utilizzo. 
 
 
5.1 Risultati ottenuti 
 
Lo sviluppo dell’ applicazione e la sua effettiva validità, va analizzata sotto due profili ben diversi. 
Come si è  visto l’applicazione permette di ricavare il Pitch della voce ( sia maschile che femminile) in 
tempo reale e mandare msg MIDI per “accompagnare” e verificare la validità del dato ricavato. 
La prima parte di sviluppo è stata svolta efficientemente, dall’ utilizzo dell’applicazione, si veda e 
sperimenti tutto risulti ben implementato e di come i risultati ottenuti sia veritieri. 
La seconda parte è stata svolta con l’approssimazione dovuta dal passaggio tra un dominio continuo ad 
uno discreto. 
Come gia accennato nell’ introduzione, lo sviluppo di un Pitch to Midi è uno sviluppo difficile e che 
deve tollerare un certo margine di errore. 
La trasposizione di una frequenza ad una nota non è una cosa sempre possibile, poiché come spesso 
accade nella voce, non si eseguono note “pure”, ma frequenze intermedie, chiamate anche frequenze di 
passaggio. 
Convertire tali frequenze in note da inserire nei msg MIDI, è una semplice forzatura. 
Il giusto compromesso che si è deciso di ottenere è stato di costruire msg MIDI che suonassero note 
che appartenessero ad un certo range di frequenze. 
 
 
5.2 Possibili utilizzi 
 
In questo capitolo elencherò i possibili utilizzi di questa applicazione e analizzerò i possibili vantaggi e 
svantaggi rispetto a quello che viene offerto commercialmente. 
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I possibili utilizzi di questa applicazione sono quasi gli stessi delle altre applicazioni già esistenti. 
Una possibile applicazione molto generica è data dall’utilizzo in campo medico come analisi della voce 
e della sua corretta struttura fonica. 
Come si è visto precedentemente esiste una forte richiesta di applicazioni che siano in grado di fornire 
uno spettro armonico della voce e poter verificare per esempio, la presenza di varie armoniche rispetto 
ad altre. 
Facendo ricerche su Internet, si veda come la maggior parte di queste applicazioni siano usate per 
diagnosi  e continue ricerche mediche ( si veda lo stesso SpectraLab). 
Un altro possibile utilizzo per questa applicazione, è anche a scopo ludico, in quanto permette ad un 
cantante di poter improvvisare una melodia e di essere accompagnato in tempo reale da delle note di un 
pianoforte. 
Un ulteriore utilizzo, sempre a scopo ludico, è di fornire “ un’ accordatura “ della voce; come succede 
per molti strumenti, si ha l’esigenza di verificare la giusta accordatura e intonazione, e con le 
applicazioni che esistono attualmente in commercio ciò non è ancora possibile. 
Esistono molte richieste di cantanti che avrebbero gradito un’ applicazione in grado poter verificare la 
loro intonazione e permettergli di correggere eventuali errori. 
Spero quindi che tale sviluppo e studio effettuato possa essere preso in esame e magari sviluppato 
maggiormente. 
I vantaggi proposti dall’utilizzo di questa applicazione sono : 
• Unica applicazione che lavora in tempo reale sulla ricerca del Pitch della voce 
• Applicazione semplice da utilizzare 
• Interfaccia immediata 
• Possibilità di salvare la registrazione effettuata 
• Avere un controller Pitch to midi della voce 
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 Mentre gli svantaggi rispetto ad applicazione già esistenti in commercio sono : 
• Un analisi della voce non completa  
• Funzionare solo per range di frequenza appartenenti alla voce 
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6 Manuale d’uso dell’applicazione 
 
 
In quest’ultimo capitolo prima dei classici riferimenti, si è voluto inserire un piccolo manuale d’uso 
dove poter illustrare anche con Screen shot l’utilizzo dell’applicazione. 
L’uso di tale applicazione risulta comunque di semplice utilizzo e l’interfaccia risulta essere molto 
intuitiva. 
 
 
 
Qui sopra è riportata la foto dell’intera applicazione; come si può notare l’interfaccia è molto semplice 
e quasi scarna. 
Nella foto seguente si è voluto ingrandire alcuni importanti particolari.  
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Con la pressione del tasto rec avrà inizio la registrazione e tale file wave verrà memorizzato in un file 
temporaneo. 
Non selezionando nessuna check box non si andrà a visualizzare niente sull’onda sonora registrata, 
questo per rendere ancora più leggera l’ applicazione. 
Premendo stop la registrazione viene interrotta, il file temporaneo di tipo wav viene fermato e può 
quindi essere salvato su un file scelto da utente. 
Nell’interfaccia è stato inserito anche un bottone che permette il salvataggio della registrazione in un 
file wave. 
In alto a destra si trova il valore della frequenza fondamentale e la sua ampiezza. 
Poco più in basso si ha un selettore per poter aumentare il volume della sorgente sonora, nel caso in cui 
il volume di registrazione sia troppo basso o troppo alto, si può  modificare e adattare l’ampiezza a 
come più si desidera. 
Nella parte sottostante ai bottoni rec e stop ci sono 3 check box per la parte grafica: le quali abilitano i 
contesti grafici relativi all’oscilloscopio, allo spettrogramma e al volumetro. 
Il quarto check box è relativo all’invio di messaggi MIDI, ovvero se il pc è collegato ad un 
sintetizzatore, si può ascoltare in tempo reale la nota effettuata dal cantante. 
Nella parte finale dell’applicazione si ha il tasto di uscita il quale chiude l’ applicazione. 
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Si veda adesso una foto dell’applicazione in esecuzione e si noti la struttura dello spettrogramma, 
diverso da quello che viene visualizzato nello spectraLab. 
 
 
 
 
 
 
6.1 Requisiti richiesti dall’applicazione 
 
Per la richiesta dei requisiti di sistema sono state effettuate prove su diversi PC e verificate l’effettive 
funzionalità dell’applicazione. 
Requisiti minimi di sistema: 
(ovvero requisiti che permettono un funzionamento parziale dell’ applicazione   senza utilizzo di 
contesti grafici) 
 
Sistema Operativo Windows XP 
Processore Celeron 500 o superiore 
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Memoria  128 mb 
Scheda video  2 mb 
Scheda audio  Sound Blaster o Scheda audio compatibile 
che permetta una registrazione a 44100 Hz 
con 16 bit di campionamento e possieda 
uscite midi  
Microfono Semplice microfono monofonico cone 
range 20-22 kHz 
 
Requisiti consigliati: 
(ovvero requisiti che permettono un utilizzo completo dell’applicazione) 
Sistema Operativo Windows XP 
Processore Pentium 1200 o superiore 
Memoria  256 mb consigliati  
Scheda video  8 mb 
Scheda Audio Sound Blaster o Scheda audio compatibile 
che permetta una registrazione a 44100 Hz 
con 16 bit di campionamento e possieda 
uscite midi 
Microfono Semplice microfono monofonico cone 
range 20-22 kHz 
 
Per l’utilizzo dell’ applicazione si necessita anche di aver installato le Direct x 9 e di possedere le 
librerie Open Gl ( questo sia per la configurazione minima che quella consigliata). 
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 Appendice A: 
 
 
Codice 
 
GraficoDlg.h 
/*********************************************************************                       
*       Riconoscimento frequenziale della voce in Real time     * 
*       Version 1, 2004/12/10           * 
*       (c) Pieve Alessandro                * 
*                                                                    *         *             
* 
*       graficoDlg.h                                              *  *        
                       * 
********************************************************************** 
// graficoDlg.h: header file 
// 
 
#pragma once 
 
#include<process.h> 
#include "Acquis.h" 
 
class CgraficoDlg : public CDialog 
{ 
 // Construction 
public: 
 CAcquisizione ascolto; 
 CgraficoDlg(CWnd* pParent = NULL); // standard constructor 
 FILE* fil; 
 int stops ; 
 
 CWnd* pWnd ; 
 // Dialog Data 
 enum { IDD = IDD_GRAFICO_DIALOG }; 
 
protected: 
 virtual void DoDataExchange(CDataExchange* pDX); // DDX/DDV support 
 
 
 // Implementation 
protected: 
 HICON m_hIcon; 
 CGLOS     m_wnd; 
 CGLSP     m_wnds; 
 CGLVOL    m_wndv; 
 CGLFREQ   m_wndf; 
 CGLFREQA  m_wnda; 
 CSliderCtrl m_editVol; 
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 CButton  m_editOS; 
 CButton  m_editSP; 
 CButton  m_editVOL; 
 CButton  m_editMIDI; 
 
 // Generated message map functions 
 virtual BOOL OnInitDialog(); 
 afx_msg void OnPaint(); 
 afx_msg HCURSOR OnQueryDragIcon(); 
 DECLARE_MESSAGE_MAP() 
public: 
 afx_msg void OnBnClickedOk2(); 
 afx_msg void OnBnClickedOk(); 
 afx_msg void OnBnClickedCancel(); 
 afx_msg void OnBnClickedOk3(); 
 afx_msg void OnBnClickedOk4(); 
 afx_msg void OnNMCustomdrawSlider1(NMHDR *pNMHDR, LRESULT *pResult); 
 afx_msg void OnBnClickedCheck1(); 
 afx_msg void OnStnClickedVolume(); 
 afx_msg void OnBnClickedCheck2(); 
 afx_msg void OnBnClickedCheck3(); 
 afx_msg void OnBnClickedButton2(); 
 afx_msg void OnBnClickedCheck4(); 
 
}; 
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GraficoDlg.cpp 
/*********************************************************************                       
*       Riconoscimento frequenziale della voce in Real time     * 
*       Version 1, 2004/12/10           * 
*       (c) Pieve Alessandro                * 
*                                                                    *         *             
* 
*       graficoDlg.cpp                                              *  *        
                       * 
********************************************************************** 
// graficoDlg.cpp : implementation file 
// 
#pragma once 
#include "stdafx.h" 
#include "GLWnd.h" 
#include "SaverWnd.h" 
#include "grafico.h" 
#include "graficoDlg.h" 
#include <math.h> 
#include <stdlib.h> 
#include <stdio.h> 
#include <time.h> 
#ifdef _DEBUG 
#define new DEBUG_NEW 
#endif 
// CgraficoDlg dialog 
 
CgraficoDlg::CgraficoDlg(CWnd* pParent /*=NULL*/) 
: CDialog(CgraficoDlg::IDD, pParent) 
{ 
 m_hIcon = AfxGetApp()->LoadIcon(IDR_MAINFRAME); 
 
} 
 
void CgraficoDlg::DoDataExchange(CDataExchange* pDX) 
{ 
 CDialog::DoDataExchange(pDX); 
 DDX_Control(pDX,IDC_SLIDER1,m_editVol); 
 DDX_Control(pDX,IDC_CHECK1,m_editOS); 
 DDX_Control(pDX,IDC_CHECK2,m_editSP); 
 DDX_Control(pDX,IDC_CHECK3,m_editVOL); 
 DDX_Control(pDX,IDC_CHECK4,m_editMIDI); 
} 
 
BEGIN_MESSAGE_MAP(CgraficoDlg, CDialog) 
 ON_WM_PAINT() 
 ON_WM_QUERYDRAGICON() 
 //AFX_MSG_MAP 
 ON_BN_CLICKED(IDOK2, OnBnClickedOk2) 
 ON_BN_CLICKED(IDOK, OnBnClickedOk) 
 ON_BN_CLICKED(IDCANCEL, OnBnClickedCancel) 
 ON_BN_CLICKED(IDOK3, OnBnClickedOk3) 
 ON_BN_CLICKED(IDOK4, OnBnClickedOk4) 
 ON_NOTIFY(NM_CUSTOMDRAW, IDC_SLIDER1, OnNMCustomdrawSlider1) 
 ON_BN_CLICKED(IDC_CHECK1, OnBnClickedCheck1) 
 ON_STN_CLICKED(IDC_VOLUME, OnStnClickedVolume) 
 ON_BN_CLICKED(IDC_CHECK2, OnBnClickedCheck2) 
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 ON_BN_CLICKED(IDC_CHECK3, OnBnClickedCheck3) 
 ON_BN_CLICKED(IDC_BUTTON2, OnBnClickedButton2) 
 ON_BN_CLICKED(IDC_CHECK4, OnBnClickedCheck4) 
END_MESSAGE_MAP() 
 
// CgraficoDlg message handlers 
 
BOOL CgraficoDlg::OnInitDialog() 
{ 
 CDialog::OnInitDialog(); 
 bool draw = true ; 
 //questa variabile indica se si è gia fatta una registrazione e quindi si può 
salvare 
 stops=0; 
 //setto i parametri iniziali per lo scroll del volume 
 m_editVol.SetRange(-10,10,draw); 
 m_editVol.SetPos(0); 
 m_editOS.SetCheck(0); 
 m_editSP.SetCheck(0); 
 m_editVOL.SetCheck(0); 
 m_editMIDI.SetCheck(0); 
 // Set the icon for this dialog.  The framework does this automatically 
 //  when the application's main window is not a dialog 
 SetIcon(m_hIcon, TRUE);   // Set big icon 
 SetIcon(m_hIcon, FALSE);  // Set small icon 
 
 // creo dei contesti OpenGL  
 //oscilloscopio 
 CRect rect; 
 GetDlgItem(IDC_IMAGE)->GetWindowRect(&rect); 
 ScreenToClient(&rect); 
 m_wnd.myCreate(WS_EX_TOPMOST, WS_VISIBLE|WS_CHILD, rect, this, IDC_IMAGE); 
 
 //spettrogramma 
 CRect irect; 
 GetDlgItem(IDC_SPETTRO)->GetWindowRect(&irect); 
 ScreenToClient(&irect); 
 m_wnds.myCreate(WS_EX_TOPMOST, WS_VISIBLE|WS_CHILD, irect, this,IDC_SPETTRO);  
 
 //V-meter 
 CRect vrect; 
 GetDlgItem(IDC_VOLUME)->GetWindowRect(&vrect); 
 ScreenToClient(&vrect); 
 m_wndv.myCreate(WS_EX_TOPMOST, WS_VISIBLE|WS_CHILD, vrect, this, IDC_VOLUME); 
 
 //frequenza fondamentale 
 CRect frect; 
 GetDlgItem(IDC_FREQUENZA)->GetWindowRect(&frect); 
 ScreenToClient(&frect); 
 m_wndf.myCreate(WS_EX_TOPMOST, WS_VISIBLE|WS_CHILD, frect, this, 
IDC_FREQUENZA); 
 
 //ampiezza frequenza 
 CRect arect; 
 GetDlgItem(IDC_FREQUENZA2)->GetWindowRect(&arect); 
 ScreenToClient(&arect); 
 m_wnda.myCreate(WS_EX_TOPMOST, WS_VISIBLE|WS_CHILD, arect, this, 
IDC_FREQUENZA2); 
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 //inizializzo il modulo di acquisizione 
 ascolto.In_Rec(); 
 return TRUE;  // return TRUE  unless you set the focus to a control 
} 
 
 
void CgraficoDlg::OnPaint()  
{ 
 
 
 if (IsIconic()) 
 { 
  CPaintDC dc(this); // device context for painting 
 
  SendMessage(WM_ICONERASEBKGND, 
reinterpret_cast<WPARAM>(dc.GetSafeHdc()), 0); 
 
  // Center icon in client rectangle 
  int cxIcon = GetSystemMetrics(SM_CXICON); 
  int cyIcon = GetSystemMetrics(SM_CYICON); 
  CRect rect; 
  GetClientRect(&rect); 
  int x = (rect.Width() - cxIcon + 1) / 2; 
  int y = (rect.Height() - cyIcon + 1) / 2; 
 
  // Draw the icon 
  dc.DrawIcon(x, y, m_hIcon); 
 } 
 else 
 { 
  CDialog::OnPaint(); 
 } 
 
} 
 
// The system calls this function to obtain the cursor to display while the user 
drags 
//  the minimized window. 
HCURSOR CgraficoDlg::OnQueryDragIcon() 
{ 
 return static_cast<HCURSOR>(m_hIcon); 
} 
 
void CgraficoDlg::OnBnClickedOk2() 
{ 
 // tasto rec 
 
 //Mi creo il file di tipo wave  
 //equivale al rec che avevo prima 
 //richiamo il file che mi registra 
 if (stops==0) 
 { 
 
  const LPTSTR path = "C:\\WINDOWS\\Temp\\temp.txt"; 
  stops=1; 
  fil = fopen(path,"a"); 
  fclose(fil); 
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  ascolto.Rec_Loop(); 
 
 
 
 } 
 
 else 
 { 
  //caso in cui effettuo una seconda registrazione 
  CAcquisizione::onda.clear(); 
  CAcquisizione::onda_fourier.clear(); 
  ascolto.In_Rec(); 
  ascolto.Rec_Loop(); 
 } 
 
} 
 
void CgraficoDlg::OnBnClickedOk() 
{ 
 OnOK(); 
} 
 
void CgraficoDlg::OnBnClickedCancel() 
{ 
 //tasto di uscita 
 
 ascolto.Rec_Stop(); 
 ascolto.Esci(); 
 CAcquisizione::onda.clear(); 
 CAcquisizione::onda_fourier.clear(); 
 
 OnCancel(); 
} 
 
void CgraficoDlg::OnBnClickedOk3() 
{ 
 //tasto stop 
 //stoppo la registrazione 
 ascolto.Rec_Stop(); 
 if (stops==1) 
  stops=2; 
 CAcquisizione::frequenza_risultante=0; 
 CAcquisizione::ampiezza_frequenza=0; 
} 
 
void CgraficoDlg::OnBnClickedOk4() 
{ 
 
} 
 
void CgraficoDlg::OnNMCustomdrawSlider1(NMHDR *pNMHDR, LRESULT *pResult) 
{ 
 //selettore volume 
 LPNMCUSTOMDRAW pNMCD = reinterpret_cast<LPNMCUSTOMDRAW>(pNMHDR); 
 
 //slider control 
 m_wnd.volume=m_editVol.GetPos(); 
 m_wnds.Ampiezza=m_editVol.GetPos(); 
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 m_wndv.Ampiezza=m_editVol.GetPos(); 
 //mi setto il valore del volume sorgente 
 *pResult = 0; 
 
 
} 
 
void CgraficoDlg::OnBnClickedCheck1() 
{ 
 // attiva oscilloscopio 
 
 m_wnd.visible =  m_editOS.GetCheck(); 
} 
 
void CgraficoDlg::OnStnClickedVolume() 
{ 
} 
 
void CgraficoDlg::OnBnClickedCheck2() 
{ 
 //attiva lo spettogramma 
 m_wnds.visible =  m_editSP.GetCheck(); 
 //mi scrive la massima frequenza trovata nella coda 
 CGLSP spettro; 
 float freq_fond; 
 freq_fond=spettro.max; 
 int     decimal,   sign; 
 char buffer[50]; 
 _gcvt( freq_fond, 9, buffer); 
 pWnd = GetDlgItem(IDC_FREQUENZA); 
 pWnd->SetWindowText(_T(buffer)); 
} 
 
void CgraficoDlg::OnBnClickedCheck3() 
{ 
 //attiva il volumetro 
 m_wndv.visible =  m_editVOL.GetCheck(); 
} 
 
void CgraficoDlg::OnBnClickedButton2() 
{ 
 //tasto salva 
 if (stops==2) 
 { 
  ascolto.OnSaveSoundFile(); 
 } 
} 
void CgraficoDlg::OnBnClickedCheck4() 
{ 
 //attivo i msg midi  
 CAcquisizione::MIDI=m_editMIDI.GetCheck();; 
 
} 
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Grafico.h 
/*********************************************************************                       
*       Riconoscimento frequenziale della voce in Real time     * 
*       Version 1, 2004/12/10           * 
*       (c) Pieve Alessandro                * 
*                                                                    *         *             
* 
*       grafico.h                                                *  *        
                       * 
********************************************************************** 
// grafico.h : main header file for the PROJECT_NAME application 
// 
 
#pragma once 
 
#ifndef __AFXWIN_H__ 
#error include 'stdafx.h' before including this file for PCH 
#endif 
 
#include "resource.h"  // main symbols 
 
 
// CgraficoApp: 
// See grafico.cpp for the implementation of this class 
// 
 
class CgraficoApp : public CWinApp 
{ 
public: 
 CgraficoApp(); 
 
 // Overrides 
public: 
 virtual BOOL InitInstance(); 
 
 // Implementation 
 
 DECLARE_MESSAGE_MAP() 
}; 
 
extern CgraficoApp theApp; 
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Grafico.cpp 
 
/*********************************************************************                      
*       Riconoscimento frequenziale della voce in Real time     * 
*       Version 1, 2004/12/10           * 
*       (c) Pieve Alessandro                * 
*                                                                   *         *             
* 
*       grafico.cpp                                               *  *        
                       * 
********************************************************************** 
// grafico.cpp : Defines the class behaviors for the application. 
// 
 
#include "stdafx.h" 
#include "GLWnd.h" 
#include "SaverWnd.h" 
#include "grafico.h" 
#include "graficoDlg.h" 
 
 
#ifdef _DEBUG 
#define new DEBUG_NEW 
#endif 
 
 
// CgraficoApp 
 
BEGIN_MESSAGE_MAP(CgraficoApp, CWinApp) 
 ON_COMMAND(ID_HELP, CWinApp::OnHelp) 
END_MESSAGE_MAP() 
 
 
// CgraficoApp construction 
 
CgraficoApp::CgraficoApp() 
{ 
} 
 
 
// The one and only CgraficoApp object 
 
CgraficoApp theApp; 
 
 
// CgraficoApp initialization 
 
BOOL CgraficoApp::InitInstance() 
{ 
 // InitCommonControls() is required on Windows XP if an application 
 // manifest specifies use of ComCtl32.dll version 6 or later to enable 
 // visual styles.  Otherwise, any window creation will fail. 
 InitCommonControls(); 
 
 CWinApp::InitInstance(); 
 
 AfxEnableControlContainer(); 
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 CgraficoDlg dlg; 
 m_pMainWnd = &dlg; 
 INT_PTR nResponse = dlg.DoModal(); 
 if (nResponse == IDOK) 
 { 
 } 
 else if (nResponse == IDCANCEL) 
 { 
 } 
 
 // Since the dialog has been closed, return FALSE so that we exit the 
 //  application, rather than start the application's message pump. 
 return FALSE; 
} 
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Acquis.h 
/*********************************************************************                       
*       Riconoscimento frequenziale della voce in Real time     * 
*       Version 1, 2004/12/10           * 
*       (c) Pieve Alessandro                * 
*                                                                    *         *            
* 
*       Acquis.h                                               *  *        
                       * 
********************************************************************** 
//Acquis.h 
 
#pragma once 
#include "stdafx.h" 
#include <windows.h> 
#include <basetsd.h> 
#include <commdlg.h> 
#include <mmreg.h> 
#include <dxerr9.h> 
#include <dsound.h> 
#include "DSUtil.h" 
#include "DXUtil.h" 
#include "GLWnd.h" 
#include "FFTReal.h" 
#include "fourier.h" 
 
#include <deque> 
#include <vector> 
#include <list> 
 
#include <iostream> 
 
#include <stdio.h> 
#include <conio.h> 
#include "OSC_MIDIOutput.h" 
 
 
 
 
using namespace std; 
 
 
#define NUM_REC_NOTIFICATIONS  16 
#define MAX(a,b)        ( (a) > (b) ? (a) : (b) ) 
const LPTSTR path = "C:\\WINDOWS\\Temp\\temp.wav"; 
const LPTSTR path_txt = "C:\\WINDOWS\\Temp\\temp.txt"; 
 
#define SAFE_DELETE(p)  { if(p) { delete (p);     (p)=NULL; } } 
#define SAFE_RELEASE(p) { if(p) { (p)->Release(); (p)=NULL; } } 
 
class CAcquisizione 
 
{ 
 
 
private : 
 
 LPDIRECTSOUNDCAPTURE       g_pDSCapture        ; 
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 LPDIRECTSOUNDCAPTUREBUFFER g_pDSBCapture       ; 
 LPDIRECTSOUNDNOTIFY        g_pDSNotify         ; 
 HINSTANCE                  g_hInst             ; 
 GUID                       g_guidCaptureDevice ; 
 BOOL                       g_bRecording; 
 WAVEFORMATEX               g_wfxInput; 
 DSBPOSITIONNOTIFY          g_aPosNotify[ NUM_REC_NOTIFICATIONS + 1 ];   
 HANDLE                     g_hNotificationEvent;  
 BOOL                       g_abInputFormatSupported[20]; 
 DWORD                      g_dwCaptureBufferSize; 
 DWORD                      g_dwNextCaptureOffset; 
 DWORD                      g_dwNotifySize; 
 CWaveFile*                  g_pWaveFile; 
 HINSTANCE hInst ; 
 HRESULT hr; 
 DWORD dwResult; 
 MSG   msg; 
 BOOL  bDone; 
 HWND  hDlg ; 
 WAVEFORMATEX wfxInput; 
 TCHAR        strInputFormat[255]; 
 HWND         hInputFormatText; 
 WAVEFORMATEX wfxCaptureWaveFormat; 
 FILE* fil; 
 int Periodo[200]; 
 
 
 float frequenza_fondamentale2; 
 float frequenza_fondamentale1; 
 //la seconda trasformata di fourier 
 double fin[1024],fout[1024],foutimg[1024]; 
 
 
public : 
 
 
 float ArrayPre_fourier[1024]; 
 float ArrayPost_fourier[1024]; 
 double fdraw[1024/2];  
 static deque< float > onda; 
 static deque< float > onda_fourier; 
 static float frequenza_risultante; 
 static float ampiezza_frequenza; 
 // per i msg midi  
 static int MIDI; 
 OSC_MIDIOutput midi_out; 
 OSC_MIDIMessage msg_midi; 
 
 
public : 
 CAcquisizione(); 
 
 HRESULT InitDirectSound( HWND hDlg, GUID* pDeviceGuid ); 
 HRESULT FreeDirectSound(); 
 HRESULT CreateCaptureBuffer( WAVEFORMATEX* pwfxInput ); 
 HRESULT InitNotifications(); 
 HRESULT StartOrStopRecord( BOOL bStartRecording ); 
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 HRESULT RecordCapturedData(); 
 VOID In_Rec(); 
 VOID Rec_Loop(); 
 VOID Rec_Stop(); 
 VOID Fourier(); 
 VOID OnSaveSoundFile() ; 
 VOID Esci(); 
 
}; 
Acquis.cpp 
/*********************************************************************                       
*       Riconoscimento frequenziale della voce in Real time     * 
*       Version 1, 2004/12/10           * 
*       (c) Pieve Alessandro                * 
*                                                                    *         *             
* 
*       Acquis.cpp                                              *  *        
                       * 
********************************************************************** 
//---------------------------------------------------------------------------- 
// File: Acquis.cpp 
//----------------------------------------------------------------------------- 
 
#pragma once 
#include "Acquis.h" 
#include <math.h> 
 
 
deque<float> CAcquisizione::onda = deque<float>(); 
float CAcquisizione::frequenza_risultante =0; 
float CAcquisizione::ampiezza_frequenza =0; 
int CAcquisizione::MIDI= 0; 
deque<float> CAcquisizione::onda_fourier = deque<float>(); 
//costruttore che inizializza i metodi statici 
CAcquisizione::CAcquisizione() 
{ 
 g_pDSCapture        = NULL; 
 g_pDSBCapture       = NULL; 
 g_pDSNotify         = NULL; 
 g_hInst             = NULL; 
 g_guidCaptureDevice = GUID_NULL; 
 hInst = NULL; 
 
 
} 
inline double GetFrequencyIntensity(double re, double im) 
{ 
 return sqrt((re*re)+(im*im)); 
} 
 
//----------------------------------------------------------------------------- 
// Name: CAcquisizione::InitDirectSound() 
// Desc: Inizializzo le DirectSound 
//----------------------------------------------------------------------------- 
HRESULT  CAcquisizione::InitDirectSound( HWND hDlg, GUID* pDeviceGuid ) 
{ 
 HRESULT hr; 
 //inizializzazioni per il buffer,il wave e le notifiche 
 84
 ZeroMemory( &g_aPosNotify, sizeof(DSBPOSITIONNOTIFY) *  
  (NUM_REC_NOTIFICATIONS + 1) ); 
 g_dwCaptureBufferSize = 0; 
 g_dwNotifySize        = 0; 
 g_pWaveFile           = NULL; 
 
 pDeviceGuid=NULL; 
 // Inizializzazione COM 
 if( FAILED( hr = CoInitialize(NULL) ) ) 
  return DXTRACE_ERR_MSGBOX( TEXT("CoInitialize"), hr ); 
 
 
 // Crea IDirectSoundCapture usando la scheda audio preferita 
 if( FAILED( hr = DirectSoundCaptureCreate( pDeviceGuid, &g_pDSCapture, NULL ) 
) ) 
 
  return DXTRACE_ERR_MSGBOX( TEXT("DirectSoundCaptureCreate"), hr ); 
 
 return S_OK; 
} 
 
//----------------------------------------------------------------------------- 
// Name: CAcquisizione::FreeDirectSound() 
// Desc: Rilascio DirectSound  
//----------------------------------------------------------------------------- 
HRESULT CAcquisizione::FreeDirectSound() 
{ 
 SAFE_DELETE( g_pWaveFile ); 
 
 // Release DirectSound  
 SAFE_RELEASE( g_pDSNotify ); 
 SAFE_RELEASE( g_pDSBCapture ); 
 SAFE_RELEASE( g_pDSCapture );  
 
 // Release COM 
 CoUninitialize(); 
 
 return S_OK; 
} 
//----------------------------------------------------------------------------- 
// Name: CreateCaptureBuffer() 
// Desc: Creo il buffer di cattura e setto il formato 
//----------------------------------------------------------------------------- 
HRESULT CAcquisizione::CreateCaptureBuffer( WAVEFORMATEX* pwfxInput ) 
{ 
 HRESULT hr; 
 DSCBUFFERDESC dscbd; 
 
 SAFE_RELEASE( g_pDSNotify ); 
 SAFE_RELEASE( g_pDSBCapture ); 
 
 // Setto il size delle notifiche 
 g_dwNotifySize = MAX( 1024, pwfxInput->nAvgBytesPerSec / 8 ); 
 g_dwNotifySize -= g_dwNotifySize % pwfxInput->nBlockAlign;    
 
 // Set il sizes del buffer  
 g_dwCaptureBufferSize = g_dwNotifySize * NUM_REC_NOTIFICATIONS; 
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 SAFE_RELEASE( g_pDSNotify ); 
 SAFE_RELEASE( g_pDSBCapture ); 
 
 // Creo il capture buffer 
 ZeroMemory( &dscbd, sizeof(dscbd) ); 
 dscbd.dwSize        = sizeof(dscbd); 
 dscbd.dwBufferBytes = g_dwCaptureBufferSize; 
 dscbd.lpwfxFormat   = pwfxInput; // Set the format during creatation 
 
 if( FAILED( hr = g_pDSCapture->CreateCaptureBuffer( &dscbd,  
  &g_pDSBCapture,  
  NULL ) ) ) 
  return DXTRACE_ERR_MSGBOX( TEXT("CreateCaptureBuffer"), hr ); 
 
 g_dwNextCaptureOffset = 0; 
 
 if( FAILED( hr = InitNotifications() ) ) 
  return DXTRACE_ERR_MSGBOX( TEXT("InitNotifications"), hr ); 
 
 return S_OK; 
} 
 
 
 
 
//----------------------------------------------------------------------------- 
// Name: InitNotifications() 
// Desc: Inizializzo le notifiche sul buffer di cattura  
//----------------------------------------------------------------------------- 
HRESULT CAcquisizione::InitNotifications() 
{ 
 HRESULT hr;  
 
 if( NULL == g_pDSBCapture ) 
  return E_FAIL; 
 
 // Creo un evento di notifica , quando il suono viene stoppato 
 if( FAILED( hr = g_pDSBCapture->QueryInterface( IID_IDirectSoundNotify,  
  (VOID**)&g_pDSNotify ) ) ) 
  return DXTRACE_ERR_MSGBOX( TEXT("QueryInterface"), hr ); 
 
 // Setup della posizione delle notifiche 
 for( INT i = 0; i < NUM_REC_NOTIFICATIONS; i++ ) 
 { 
  g_aPosNotify[i].dwOffset = (g_dwNotifySize * i) + g_dwNotifySize - 1; 
  g_aPosNotify[i].hEventNotify = g_hNotificationEvent;              
 } 
 
 // Chaimo le DirectSoundquando viene effettuata una notifica 
 // le notifiche devono venire da un evento gestito nella procedura rec_loop. 
 
 if( FAILED( hr = g_pDSNotify->SetNotificationPositions( 
NUM_REC_NOTIFICATIONS,  
  g_aPosNotify ) ) ) 
  return DXTRACE_ERR_MSGBOX( TEXT("SetNotificationPositions"), hr ); 
 
 return S_OK; 
} 
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//----------------------------------------------------------------------------- 
// Name: StartOrStopRecord() 
// Desc: Starts o stops il buffer di cattura dalla registrazione 
//----------------------------------------------------------------------------- 
HRESULT CAcquisizione::StartOrStopRecord( BOOL bStartRecording ) 
{ 
 HRESULT hr; 
 
 if( bStartRecording ) 
 { 
  // Creo il buffer di catture e lo chiamo quando inizio a registrare 
 
  if( FAILED( hr = CreateCaptureBuffer( &g_wfxInput ) ) ) 
   return DXTRACE_ERR_MSGBOX( TEXT("CreateCaptureBuffer"), hr ); 
 
  if( FAILED( hr = g_pDSBCapture->Start( DSCBSTART_LOOPING ) ) ) 
   return DXTRACE_ERR_MSGBOX( TEXT("Start"), hr ); 
 } 
 else 
 { 
  if( NULL == g_pDSBCapture ) 
   return S_OK; 
  // Fermo l'acquisizione e leggo i dati che non sono  
  //stati letti per colpa della notifica 
 
  if( FAILED( hr = g_pDSBCapture->Stop() ) ) 
   return DXTRACE_ERR_MSGBOX( TEXT("Stop"), hr ); 
 
  if( FAILED( hr = RecordCapturedData() ) ) 
   return DXTRACE_ERR_MSGBOX( TEXT("RecordCapturedData"), hr ); 
 
  // Chiudo il file wave 
  SAFE_DELETE( g_pWaveFile ); 
 } 
 
 return S_OK; 
} 
 
 
 
 
//----------------------------------------------------------------------------- 
// Name: RecordCapturedData() 
// Desc: Copia dei dati dal buffer di cattura al buffer di uscita 
//----------------------------------------------------------------------------- 
HRESULT CAcquisizione::RecordCapturedData()  
{ 
 HRESULT hr; 
 VOID*   pbCaptureData    = NULL; 
 DWORD   dwCaptureLength; 
 VOID*   pbCaptureData2   = NULL; 
 DWORD   dwCaptureLength2; 
 UINT    dwDataWrote; 
 DWORD   dwReadPos; 
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 DWORD   dwCapturePos; 
 LONG lLockSize; 
 int Periodo[2000]; 
 
 //Apro il canale midi settato ad 1 
 midi_out.Open(1); 
 
 
 if( NULL == g_pDSBCapture ) 
  return S_FALSE; 
 if( NULL == g_pWaveFile ) 
  return S_FALSE; 
 
 if( FAILED( hr = g_pDSBCapture->GetCurrentPosition( &dwCapturePos, &dwReadPos 
) ) ) 
  return DXTRACE_ERR_MSGBOX( TEXT("GetCurrentPosition"), hr ); 
 
 lLockSize = dwReadPos - g_dwNextCaptureOffset; 
 if( lLockSize < 0 ) 
  lLockSize += g_dwCaptureBufferSize; 
 
 lLockSize -= (lLockSize % g_dwNotifySize); 
 
 if( lLockSize == 0 ) 
  return S_FALSE; 
 
 // blocco il buffer di cattura 
 if( FAILED( hr = g_pDSBCapture->Lock( g_dwNextCaptureOffset, lLockSize,  
  &pbCaptureData, &dwCaptureLength,  
  &pbCaptureData2, &dwCaptureLength2, 0L ) ) ) 
  return DXTRACE_ERR_MSGBOX( TEXT("Lock"), hr ); 
 
 
 //ridimensiono il valore dell'onda per evitare la saturazione a seconda di 
come ho scelto  
 // il selettore volume 
 CGLOS oscilloscopio; 
 short * pTemp = (short*)pbCaptureData; 
 if ((oscilloscopio.volume!=0)&&(oscilloscopio.volume>0)) 
 { 
  *pTemp =*pTemp/ oscilloscopio.volume;; 
 } 
 if (oscilloscopio.volume<0) 
 { 
  *pTemp= *pTemp/(abs( oscilloscopio.volume)); 
 
 } 
 pbCaptureData = (void*) pTemp; 
 
 // Scrivo il dato dell'onda nel file wave 
 if( FAILED( hr = g_pWaveFile->Write( dwCaptureLength,  
  (BYTE*)pbCaptureData,  
  &dwDataWrote ) ) ) 
  return DXTRACE_ERR_MSGBOX( TEXT("Write"), hr ); 
 
 // Avanzo l'offset dei dati letti 
 g_dwNextCaptureOffset += dwCaptureLength;  
 g_dwNextCaptureOffset %= g_dwCaptureBufferSize; // Circular buffer 
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 BYTE byteNum[2]; 
 int pos =0; 
 int indice =0; 
 float normalizza=0; 
 float normalizza_temp=0; 
 float delta=0; 
 float delta_tempo=0; 
 float frequenza_kHZ=0; 
 float max_temp=0; 
 float max=0; 
 FFTReal fastreal(1024); 
 
 int id=0; 
 // variabile temporanea per vedere se è cambiata la frequenza 
 float temp_fo1=0; 
 float temp_fo2=0; 
 frequenza_fondamentale2=0; 
 bool suona= false; 
 int i_freq=0; 
 
 
 for (int i = 0; i < dwCaptureLength; i++) 
 { 
 
  temp_fo2=temp_fo1; 
 
  if ((i%2)==0) 
   byteNum[0] = ((BYTE*)pbCaptureData )[i]; 
 
  if ((i%2)==1) 
 
  { 
   byteNum[1] = ((BYTE*) pbCaptureData)[i]; 
 
 
   short  *psVal; 
   psVal = reinterpret_cast<short *>(byteNum); 
   normalizza_temp=((short)(*psVal)); 
 
   normalizza =((float)(*psVal))/80000; 
 
   ArrayPre_fourier[id]=normalizza_temp; 
   max_temp=0; 
   max=0; 
   if (id >1024) 
   { 
    max_temp=normalizza_temp; 
    if (max!=0) 
     if (max-max_temp<0.5) 
      //vedo se può essere un periodo con un 
confronto tra massimi  
      //con certa tolleranza 
      //è il secondo o più  massimo che trovo  
      if( max_temp>max ) 
       max =max_temp; 
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    //passo nel dominio delle frequenze, passandogli le varie 
strutture dati  
    //contenenti i valori dell'onda nel dominio del tempo 
    fastreal.do_fft(ArrayPost_fourier,ArrayPre_fourier); 
    fft_double(1024,0,fin,NULL,fout,foutimg); 
    //richiamo la parte di elaborazione  
    // dove sarà calcolata la frequenza con ampiezza maggiore 
    Fourier(); 
    id=0; 
    //parte per mandare msg midi  
    //contenenti la nota da suonare 
    temp_fo1=frequenza_fondamentale2; 
    if (MIDI==1) 
    { 
     if (abs(temp_fo1-temp_fo2)<10) 
     { 
      i_freq++; 
     } 
     else  
     { i_freq=0; 
     suona=false; 
     }  
     if (i_freq==7) 
     { 
      suona=true; 
     } 
     if(suona) 
     { 
     
 msg_midi.SetMessageType(OSC_MIDI_MESSAGE_NOTE_ON); 
      msg_midi.SetChannel(0); 
      msg_midi.SetNoteNumber(65); 
      msg_midi.SetNoteVelocity(60); 
      midi_out.SendMIDIMessage(msg_midi); 
      i_freq=0; 
      suona=false; 
     } 
    } 
 
   } 
   fin[id]=normalizza; 
   id ++; 
 
   //normalizzo l'onda che andrò a disegnare 
 
   if (CGLOS::volume >0) 
    normalizza  =normalizza* CGLOS::volume; 
   if (CGLOS::volume <0) 
    normalizza = normalizza/(abs( CGLOS::volume)); 
   pos =pos++; 
 
   onda.push_back(normalizza); 
 
  } 
 } 
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 if( pbCaptureData2 != NULL ) 
 { 
  // Scrivo i dati nel file wave 
  if( FAILED( hr = g_pWaveFile->Write( dwCaptureLength2,  
   (BYTE*)pbCaptureData2,  
   &dwDataWrote ) ) ) 
   return DXTRACE_ERR_MSGBOX( TEXT("Write"), hr ); 
 
  // muovo la lettura del buffer di un offset 
  g_dwNextCaptureOffset += dwCaptureLength2;  
  g_dwNextCaptureOffset %= g_dwCaptureBufferSize;  
  // buffer circolare 
  //per permettere che quando leggo la scrittura non si interrompa 
 } 
 
 // Sblocco il buffer di cattur 
 g_pDSBCapture->Unlock( pbCaptureData,  dwCaptureLength,  
  pbCaptureData2, dwCaptureLength2 ); 
 //Chiudo il canale midi  
 midi_out.Close(); 
 
 return S_OK; 
} 
//----------------------------------------------------------------------------- 
// Name: CAcquisizione::In_Rec() 
// Desc: Inizializza  il buffer di uscita per la fase di registrazione 
//----------------------------------------------------------------------------- 
 
VOID CAcquisizione::In_Rec() 
{ 
 
 fil = fopen(path_txt,"a"); 
 g_hInst = hInst; 
 g_hNotificationEvent = CreateEvent( NULL, FALSE, FALSE, NULL ); 
 
 // Inizializzo le DirectSound 
 if( FAILED( hr = InitDirectSound( hDlg, &g_guidCaptureDevice ) ) ) 
 { 
  DXTRACE_ERR_MSGBOX( TEXT("InitDirectSound"), hr ); 
  MessageBox( hDlg, "Error initializing DirectSound.  Sample will now 
exit.",  
   "DirectSound Sample", MB_OK | MB_ICONERROR ); 
  PostQuitMessage( 0 ); 
  dwResult = IDCANCEL; 
 } 
 ZeroMemory( &g_wfxInput, sizeof(g_wfxInput)); 
 g_wfxInput.wFormatTag = WAVE_FORMAT_PCM; 
 g_wfxInput.cbSize=0; 
 g_wfxInput.nAvgBytesPerSec=88200; 
 g_wfxInput.nBlockAlign=2; 
 g_wfxInput.nChannels=1; 
 g_wfxInput.nSamplesPerSec=44100; 
 g_wfxInput.wBitsPerSample=16; 
 g_wfxInput.wFormatTag=1; 
 
 if( FAILED( hr = CreateCaptureBuffer( &g_wfxInput ) ) ) 
  exit(0); 
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 ZeroMemory( &wfxInput, sizeof(wfxInput));    
 wfxInput.cbSize=0; 
 wfxInput.nAvgBytesPerSec=88200; 
 wfxInput.nBlockAlign=2; 
 wfxInput.nChannels=1; 
 wfxInput.nSamplesPerSec=44100; 
 wfxInput.wBitsPerSample=16; 
 wfxInput.wFormatTag=1; 
 g_pDSBCapture->GetFormat( &wfxInput, sizeof(wfxInput), NULL ); 
 g_bRecording = FALSE; 
 ShowWindow( hDlg, SW_SHOW ); 
 SAFE_DELETE( g_pWaveFile ); 
 g_pWaveFile = new CWaveFile; 
 if( NULL == g_pWaveFile ) 
  exit(0); 
 
 // prendo il formato del buffer di cattura 
 // in g_wfxCaptureWaveFormat 
 ZeroMemory( &wfxCaptureWaveFormat, sizeof(WAVEFORMATEX) ); 
 wfxCaptureWaveFormat.cbSize=0; 
 wfxCaptureWaveFormat.nAvgBytesPerSec=88200; 
 wfxCaptureWaveFormat.nBlockAlign=2; 
 wfxCaptureWaveFormat.nChannels=1; 
 wfxCaptureWaveFormat.nSamplesPerSec=44100; 
 wfxCaptureWaveFormat.wBitsPerSample=16; 
 wfxCaptureWaveFormat.wFormatTag=1; 
 
} 
//----------------------------------------------------------------------------- 
// Name: CAcquisizione::Rec_Loop() 
// Desc: Registro nel file wav  
//----------------------------------------------------------------------------- 
VOID CAcquisizione::Rec_Loop() 
 
{ 
 
 if( FAILED( hr = g_pWaveFile->Open(path, &wfxCaptureWaveFormat, 
WAVEFILE_WRITE ) ) ) 
 { 
  DXTRACE_ERR_MSGBOX( TEXT("Open "), hr ); 
  exit(0); 
 } 
 g_bRecording = !g_bRecording; 
 if( FAILED( hr = StartOrStopRecord( g_bRecording ) ) ) 
 { 
  DXTRACE_ERR_MSGBOX( TEXT("StartOrStopRecord"), hr ); 
  MessageBox( hDlg, "Error with DirectSoundCapture buffer."                        
   "Sample will now exit.", "DirectSound Sample",  
   MB_OK | MB_ICONERROR ); 
  PostQuitMessage( 0 ); 
  EndDialog( hDlg, IDABORT ); 
 } 
 if( !g_bRecording ) 
 
 {} 
 bDone = FALSE; 
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 while( !bDone )  
 {  
 
 
  dwResult = MsgWaitForMultipleObjects( 1, &g_hNotificationEvent,  
   FALSE, INFINITE, QS_ALLEVENTS ); 
  switch( dwResult ) 
  { 
  case WAIT_OBJECT_0 + 0: 
   // g_hNotificationEvents[0] is signaled 
 
 
   if( FAILED( hr = RecordCapturedData() ) ) 
   { 
    DXTRACE_ERR_MSGBOX( TEXT("RecordCapturedData"), hr ); 
    MessageBox( hDlg, "Error handling DirectSound 
notifications. " 
     "Sample will now exit.", "DirectSound Sample",  
     MB_OK | MB_ICONERROR ); 
    bDone = TRUE; 
   } 
   break; 
 
  case WAIT_OBJECT_0 + 1: 
   // Windows messages are available 
   while( PeekMessage( &msg, NULL, 0, 0, PM_REMOVE ) )  
   {  
    if( !IsDialogMessage( hDlg, &msg ) )   
    { 
     TranslateMessage( &msg );  
     DispatchMessage( &msg );  
    } 
 
    if( msg.message == WM_QUIT ) 
     bDone = TRUE; 
   } 
   break; 
  } 
 } 
 
 // Stoppo la catture del buffer  
 // e leggo i valori che non sono stati catturati  
 // quando è avvenuta una notifica 
 StartOrStopRecord( FALSE ); 
 
} 
 
VOID CAcquisizione::Esci() 
{ 
 FreeDirectSound(); 
 
 CloseHandle( g_hNotificationEvent ); 
 
 exit(0); 
} 
//----------------------------------------------------------------------------- 
// Name: CAcquisizione::Rec_Stop() 
// Desc: Stop the recorder in the file wav  
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//----------------------------------------------------------------------------- 
VOID CAcquisizione::Rec_Stop() 
{ 
 //mi chiude la registrazione 
 bDone = 1; 
 fclose(fil); 
 midi_out.Close(); 
 
} 
//----------------------------------------------------------------------------- 
// Name: CAcquisizione::Fourier() 
// Desc: Restituisco all'array in ingresso, un array con i valori della fft 
//----------------------------------------------------------------------------- 
VOID CAcquisizione::Fourier() 
{   
 
 //ho un buffer in cui sono contenuti i valori dell'onda  
 // che poi vengono passati ad una libreria per essere trasformati in valori 
di frequenze  
 //(viene applicata la trasformata sui reali di fourier)  
 // dopo mi controllo tutti valori torvati e il massimo è la frequenza 
fondamentale da paragonare  
 //con quella trovata dallo zero crossing. 
 
 
 float max =0; 
 float max_temp=0; 
 int i_fre=0; 
 frequenza_fondamentale1=0; 
 frequenza_fondamentale2=0; 
 for (int i=1;i < 512 ;i++) 
 { 
  max_temp= ArrayPost_fourier[i]; 
  if (max_temp<0) 
   max_temp=-max_temp; 
  if (max_temp>max) 
  { 
   max=max_temp; 
   i_fre=i; 
  } 
 
 } 
 frequenza_fondamentale1=i_fre*21,533; 
 fprintf(fil,"possibili frequenze fondamentali con fourier fastreal\t :%f 
hz\n",frequenza_fondamentale1); 
 ampiezza_frequenza =ArrayPost_fourier[i]; 
 if (ampiezza_frequenza<0)  
  ampiezza_frequenza= -ampiezza_frequenza; 
 float re,im; 
 for(int i=0;i<1024/2;i++) 
 { 
  re = fout[i]; 
  im = foutimg[i]; 
  //get frequency intensity and scale to 0..256 range 
  fdraw[i]=(GetFrequencyIntensity(re,im))/256; 
 } 
 max=0; 
 max_temp=0; 
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 i_fre=0; 
 for(int i=1;i<512;i++) 
 { 
  max_temp= fdraw[i]; 
  if (max_temp<0) 
   max_temp=-max_temp; 
  if (max_temp>max) 
  { 
   max=max_temp; 
   i_fre=i; 
  } 
 
  onda_fourier.push_back(max_temp); 
 
 
 } 
 frequenza_fondamentale2=i_fre*21.533; 
 //43.06; 
 fprintf(fil,"possibili frequenze fondamentali fourier fft_double\t :%f 
hz\n",frequenza_fondamentale2); 
 frequenza_risultante=(frequenza_fondamentale1+frequenza_fondamentale2)/2; 
 
 
 
 
} 
 
//----------------------------------------------------------------------------- 
// Name: CAcquisizione::OnSaveSoundFile() 
// Desc: Salva il file wave nel path desiderato  
//----------------------------------------------------------------------------- 
 
VOID CAcquisizione::OnSaveSoundFile()  
{ 
 // HRESULT hr; 
 //HWND hDlg; 
 static TCHAR strFileName[MAX_PATH] = TEXT(""); 
 static TCHAR strPath[MAX_PATH] = TEXT(""); 
 LPTSTR index; 
 LPTSTR index1; 
 LPTSTR index2; 
 
 
 
 index = "Wave Files\0*.wav\0All Files\0*.*\0\0"; 
 index1 = "Save Sound File"; 
 index2 = ".wav"; 
 
 // Setup the OPENFILENAME structure 
 
 
 OPENFILENAME ofn = { sizeof(OPENFILENAME), NULL, NULL, 
  index, NULL, 
  0, 1, strFileName, MAX_PATH, NULL, 0, strPath,index1, 
  OFN_OVERWRITEPROMPT | OFN_PATHMUSTEXIST |  
  OFN_HIDEREADONLY    | OFN_NOREADONLYRETURN,  
  0, 0, index2, 0, NULL, NULL }; 
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 // Get the default media path (something like C:\WINDOWS\MEDIA) 
 if( '\0' == strPath[0] ) 
 { 
  if( GetWindowsDirectory( strPath, MAX_PATH ) != 0 ) 
  { 
   if( strcmp( &strPath[strlen(strPath)], TEXT("\\") ) ) 
    strcat( strPath, TEXT("\\") ); 
   strcat( strPath, TEXT("MEDIA") ); 
  } 
 } 
 
 
 // Display the SaveFileName dialog. Then, try to load the specified file 
 if( TRUE != GetSaveFileName( &ofn ) ) 
 { 
  // SetDlgItemText( hDlg, IDC_FILENAME, TEXT("Save aborted.") ); 
  return; 
 } 
 
 
 CopyFile(path,strFileName,false ); 
 DeleteFile(path); 
 
 
 
 // Remember the path for next time 
 strcpy( strPath, strFileName ); 
 char* strLastSlash = strrchr( strPath, '\\' ); 
 if( strLastSlash ) 
  strLastSlash[0] = '\0'; 
} 
 
GLwnd.h 
/*********************************************************************                       
*       Riconoscimento frequenziale della voce in Real time     * 
*       Version 1, 2004/12/10           * 
*       (c) Pieve Alessandro                * 
*                                                                    *         *             
* 
*       GLwnd.h                                             *   *         
                        * 
********************************************************************** 
//GLwnd.h 
#pragma once 
#include <afxtempl.h> 
 
#include <GL/gl.h> 
#include<GL/glu.h> 
#include<GL/glut.h> 
 
// CGLWnd 
 
class CGLWnd : public CWnd 
{ 
 DECLARE_DYNAMIC(CGLWnd) 
 
public: 
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 HGLRC    m_hRC;    // Rendering device context of OpenGL 
 HDC      m_hDC;   // Current device context 
 float aspect; 
 BOOL     m_bHasTimer;//flag for timer in this child window 
 float myIntArray[2000]; 
 
 CGLWnd(); 
 virtual ~CGLWnd(); 
 BOOL SetupPixelFormat( HDC hDC ); 
 inline BOOL SetGL() 
 { 
  if(!(m_hDC && m_hRC)) { 
 
   return false; 
  } 
 
  if(!wglMakeCurrent(m_hDC, m_hRC)){ 
   AfxMessageBox("GlMakeCurrent Error"); 
   return FALSE; 
  } 
  return TRUE; 
 } 
 
protected: 
 DECLARE_MESSAGE_MAP() 
public: 
 afx_msg virtual int OnCreate(LPCREATESTRUCT lpCreateStruct); 
 virtual BOOL myCreate(DWORD dwExStyle, DWORD dwStyle, const RECT& rect, CWnd* 
pParentWnd, UINT nID); 
 afx_msg virtual void OnPaint(); 
 afx_msg void OnSize(UINT nType, int cx, int cy); 
protected: 
 
public: 
 afx_msg void OnTimer(UINT nIDEvent); 
}; 
class CGLOS : public CGLWnd 
{  
public : 
 int visible ; 
 float myIntArray[2000]; 
 static volume ; 
 static bool vis; 
public: 
 
 afx_msg void OnPaint(); 
 
}; 
 
class CGLSP : public CGLWnd 
{  
public : 
 int visible ; 
 int Ampiezza ; 
 float max ; 
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 float myIntArray[2000]; 
public: 
 afx_msg void OnPaint(); 
}; 
class CGLVOL : public CGLWnd 
{  
public : 
 int Ampiezza; 
 int visible ; 
public: 
 afx_msg void OnPaint(); 
}; 
class CGLFREQ : public CGLWnd 
{  
public : 
 int FREQUENZA; 
 
public: 
 afx_msg void OnPaint(); 
}; 
class CGLFREQA : public CGLWnd 
{  
public : 
 int FREQUENZA; 
 
public: 
 afx_msg void OnPaint(); 
}; 
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Glwnd.cpp 
/*********************************************************************                       
*       Riconoscimento frequenziale della voce in Real time     * 
*       Version 1, 2004/12/10           * 
*       (c) Pieve Alessandro                * 
*                                                                    *         *             
* 
*       GLwnd.cpp                                             *   *         
                        * 
********************************************************************** 
 
/ GLWnd.cpp : implementation file 
#pragma once 
#include "stdafx.h" 
#include "GLWnd.h" 
#include "SaverWnd.h" 
#include "grafico.h" 
#include "Acquis.h" 
#include "graficoDlg.h" 
#include <deque> 
#include <math.h> 
 
// CGLWnd 
 
IMPLEMENT_DYNAMIC(CGLWnd, CWnd) 
int CGLOS::volume = 0; 
bool CGLOS::vis=false; 
CGLWnd::CGLWnd() 
 
{ 
 m_hRC=0; 
 
 m_hDC=0; 
 m_bHasTimer = FALSE; 
} 
 
CGLWnd::~CGLWnd() 
{ 
} 
 
 
BEGIN_MESSAGE_MAP(CGLWnd, CWnd) 
 ON_WM_CREATE() 
 ON_WM_PAINT() 
 ON_WM_SIZE() 
 ON_WM_TIMER() 
END_MESSAGE_MAP() 
 
 
 
// CGLWnd message handlers 
BOOL CGLWnd::SetupPixelFormat(HDC hDC ) 
{ 
 static PIXELFORMATDESCRIPTOR pfd =  
 { 
  sizeof(PIXELFORMATDESCRIPTOR),  //  size of this pfd 
   1,                     // version number 
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   PFD_DRAW_TO_WINDOW |   // support window 
   PFD_SUPPORT_OPENGL |   // support OpenGL 
   PFD_DOUBLEBUFFER,      // double buffered 
   PFD_TYPE_RGBA,         // RGBA type  
   24,                    // 24-bit color depth  
   0, 0, 0, 0, 0, 0,      // color bits ignored 
   0,                     // no alpha buffer 
   0,                     // shift bit ignored 
   0,                     // no accumulation buffer 
   0, 0, 0, 0,            // accum bits ignored 
   32,                    // 32-bit z-buffer 
   0,                     // no stencil buffer 
   0,                     // no auxiliary buffer 
   PFD_MAIN_PLANE,        // main layer 
   0,                     // reserved 
   0, 0, 0                // layer masks ignored 
 }; 
 int pixelformat; 
 
 if ( (pixelformat = ChoosePixelFormat(hDC, &pfd)) == 0 ) 
 { 
  AfxMessageBox("ChoosePixelFormat failed"); 
  return FALSE; 
 } 
 
 if (SetPixelFormat(hDC, pixelformat, &pfd) == FALSE) 
 { 
  AfxMessageBox("SetPixelFormat failed"); 
  return FALSE; 
 } 
 
 return TRUE; 
} 
 
 
int CGLWnd::OnCreate(LPCREATESTRUCT lpCreateStruct) 
{ 
 
 if (CWnd::OnCreate(lpCreateStruct) == -1) 
  return -1; 
 
 m_hDC = ::GetDC(m_hWnd);    
 SetupPixelFormat(m_hDC); 
 m_hRC = wglCreateContext(m_hDC); 
 if(m_hRC==NULL){ 
  AfxMessageBox("OpenGL contest fail"); 
  return -1; 
 } 
 //set timer 
 if(!m_bHasTimer) 
 { 
  //time  
  SetTimer(1, 50, NULL); 
  m_bHasTimer = TRUE; 
 } 
 
 Invalidate(); 
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 return 0; 
} 
 
BOOL CGLWnd::myCreate(DWORD dwExStyle, DWORD dwStyle, const RECT& rect, CWnd* 
pParentWnd, UINT nID) 
{ 
 
 // Register a class with no cursor 
 LPCTSTR lpszClassName= AfxRegisterWndClass(CS_HREDRAW|CS_VREDRAW, 
  ::LoadCursor(AfxGetResourceHandle(), 
MAKEINTRESOURCE(IDC_NULL_CURSOR))); 
 
 return CreateEx(dwExStyle, lpszClassName, _T(""), dwStyle,  
  rect.left, rect.top, rect.right - rect.left, rect.bottom - rect.top,  
  pParentWnd->GetSafeHwnd(), NULL, NULL ); 
 
 
} 
 
 
void CGLWnd::OnPaint() 
{ 
 
 // andiamo a disegnare nelle classi figlie e non in questa classe 
} 
 
 
void CGLWnd::OnSize(UINT nType, int cx, int cy) 
{ 
 
 CRect rect; 
 
 if(SetGL()){ 
  glMatrixMode (GL_PROJECTION);    
  glLoadIdentity (); 
  aspect=(float)cx/(float)cy; 
  glViewport (0, 0, (GLsizei) cx, (GLsizei) cy);  
 } 
} 
 
void CGLWnd::OnTimer(UINT nIDEvent) 
{ 
 // ridisegniamo ogni volta che avviene qualche cambiamento 
 Invalidate(); 
 
 
} 
void CGLOS::OnPaint() 
{ 
 
 // scrivere cosa deve disegnare l'oscilloscopio 
 CPaintDC dc(this); // device context for painting 
 SetGL(); 
 glPushMatrix(); 
 glClearColor(.1f,.2f,.3f,1); 
 glClear(GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT); 
 glColor3f(1,1,1); 
 glBegin(GL_LINE_LOOP); 
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 glVertex2f( -1.0f,.0f); 
 glVertex2f(1.0f,.0f); 
 glEnd(); 
 glBegin(GL_LINE_LOOP); 
 glVertex2f(.0f, -1.0f); 
 glVertex2f(0.0f, 1.0f); 
 glEnd(); 
 // se clicchiamo sul bottone ... 
 if (visible==1) 
 { 
  vis=true; 
  float indice =-5; 
  deque<float>::iterator it; 
  float temporaneo =0; 
  float temporaneo_prec=0; 
  if (!CAcquisizione::onda.empty()) 
  { 
   for ( it = 
CAcquisizione::onda.begin();it<CAcquisizione::onda.end();it++) 
   {  
    // caso della coda non vuota c'è la scorriamo tutta e la 
disegnamo 
    temporaneo = *it; 
    glColor3d(0,1,0); 
    glBegin(GL_LINE_LOOP); 
    glVertex2f(indice,temporaneo); 
    glVertex2f(indice-.002,temporaneo_prec); 
    glEnd(); 
    indice=indice +.002; 
    temporaneo_prec= *it; 
    // nel caso che siamo più veloci nel visualizzare che 
nel'acquisire  
    //dobbiamo mantenere dei valori nella coda 
    if(CAcquisizione::onda.size()>500) 
     CAcquisizione::onda.pop_front(); 
   } 
  } 
 } 
 else 
  vis =false; 
 glPopMatrix(); 
 SwapBuffers(m_hDC); 
 
} 
 
void CGLSP::OnPaint() 
{ 
 // device context for painting 
 CPaintDC dc(this);  
 SetGL(); 
 glPushMatrix(); 
 glClearColor(.1f,.2f,.3f,1); 
 glClear(GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT); 
 glColor3f(1,0,0); 
 glBegin(GL_LINE_LOOP); 
 glVertex2f( -1.0f,-.7f); 
 glVertex2f(1.0f,-.7f); 
 glEnd(); 
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 double i =0; 
 for (i=-1 ;i<1 ; i=i+.03) 
 {  
  float temp =(float)i; 
  glBegin(GL_LINE_LOOP); 
  glVertex2f(temp,-.6f); 
  glVertex2f(temp,-.8f); 
  glEnd(); 
 } 
 if (visible==1) 
 { 
 
  float indice =-1; 
 
  float temporaneo =0; 
  deque<float>::iterator it; 
  if (!CAcquisizione::onda_fourier.empty()) 
  { 
   for ( it = 
CAcquisizione::onda_fourier.begin();it<CAcquisizione::onda_fourier.end();it++) 
   {  
    temporaneo = *it; 
    if (Ampiezza >0) 
     temporaneo =temporaneo* Ampiezza; 
    if (Ampiezza <0) 
     temporaneo = temporaneo/(abs( Ampiezza)); 
    glColor3d(0,1,0); 
    glRectf(indice-.03,temporaneo,indice,-.55); 
    indice =indice +.013; 
    indice =indice +.033; 
    // cancello i valori appena disegnati  
    CAcquisizione::onda_fourier.pop_front(); 
 
   } 
  } 
 
 } 
 glPopMatrix(); 
 SwapBuffers(m_hDC); 
 
 
} 
 
void CGLVOL::OnPaint() 
{ 
 
 CPaintDC dc(this); // device context for painting 
 SetGL(); 
 glPushMatrix(); 
 glClearColor(.1f,.2f,.3f,1); 
 glClear(GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT); 
 glColor3f(1,1,0); 
 if (visible==1) 
 { 
  float temporaneo =0; 
  float temporaneo_prec=0; 
  deque<float>::iterator its; 
  if (!CAcquisizione::onda.empty()) 
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  { 
   for ( its = 
CAcquisizione::onda.begin();its<CAcquisizione::onda.end();its++) 
   {  
    temporaneo =( exp((*its)/4))-1; 
 
    if (temporaneo <0 ) 
     temporaneo = -temporaneo ; 
 
 
    if (temporaneo >0.4) 
     glColor3d(1,0,0); 
    else  
     glColor3d(0,1,0); 
    if (temporaneo!=temporaneo_prec) 
     glRectf(1,temporaneo,-1,-1); 
    else  
     glRectf(1,temporaneo_prec,0,0); 
    temporaneo_prec=( exp((*its)/4))-1; 
    //nel caso che non si stia vedendo l'oscilloscopio si deve 
far noi la pop 
 
    if (!CGLOS::vis) 
    { 
     if(CAcquisizione::onda.size()>200) 
      CAcquisizione::onda.pop_front(); 
    } 
 
   } 
  } 
 } 
 
 glPopMatrix(); 
 SwapBuffers(m_hDC); 
 
} 
void CGLFREQ::OnPaint() 
{ 
 CPaintDC dc(this); // device context for painting 
 SetGL(); 
 glPushMatrix(); 
 glClearColor(.2f,.2f,.0f,1); 
 glClear(GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT); 
 glColor3f(1,0,0); 
 char valoreDaScrivere[50]; 
 _gcvt(CAcquisizione::frequenza_risultante,5,valoreDaScrivere); 
 glRasterPos2f(-.5, 0); 
 for (int i=0; i<5; i++)  
  glutBitmapCharacter(GLUT_BITMAP_HELVETICA_18, valoreDaScrivere[i]); 
 glPopMatrix(); 
 SwapBuffers(m_hDC); 
 
 
} 
void CGLFREQA::OnPaint() 
{ 
 CPaintDC dc(this); // device context for painting 
 SetGL(); 
 104
 glPushMatrix(); 
 glClearColor(.2f,.2f,.0f,1); 
 glClear(GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT); 
 glColor3f(1,0,0); 
 char AmpiezzaDaScrivere[50]; 
 _gcvt(CAcquisizione::ampiezza_frequenza,5,AmpiezzaDaScrivere); 
 glRasterPos2f(-.5, 0); 
 for (int i=0; i<5; i++)  
  glutBitmapCharacter(GLUT_BITMAP_HELVETICA_18, AmpiezzaDaScrivere[i]); 
 
 glPopMatrix(); 
 SwapBuffers(m_hDC); 
} 
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Saverwnd.h 
/*********************************************************************                       
*       Riconoscimento frequenziale della voce in Real time     * 
*       Version 1, 2004/12/10           * 
*       (c) Pieve Alessandro                * 
*                                                                    *         *             
* 
*       Saverwnd.h                                            *   *         
                        * 
********************************************************************** 
 
 
//Saverwnd.h 
#pragma once 
 
 
// CSaverWnd 
 
class CSaverWnd : public CGLWnd 
{ 
 DECLARE_DYNAMIC(CSaverWnd) 
 
public: 
 CSaverWnd(); 
 virtual ~CSaverWnd(); 
 
protected: 
 DECLARE_MESSAGE_MAP() 
public: 
 virtual BOOL Create(); 
 afx_msg void OnActivate(UINT nState, CWnd* pWndOther, BOOL bMinimized); 
 afx_msg void OnActivateApp(BOOL bActive, DWORD dwThreadID); 
 afx_msg void OnLButtonDown(UINT nFlags, CPoint point); 
 afx_msg void OnMButtonDown(UINT nFlags, CPoint point); 
 afx_msg void OnRButtonDown(UINT nFlags, CPoint point); 
 afx_msg void OnKeyDown(UINT nChar, UINT nRepCnt, UINT nFlags); 
 afx_msg void OnMouseMove(UINT nFlags, CPoint point); 
 afx_msg void OnSysKeyDown(UINT nChar, UINT nRepCnt, UINT nFlags); 
 afx_msg void OnSysCommand(UINT nID, LPARAM lParam); 
 afx_msg BOOL OnNcActivate(BOOL bActive); 
 afx_msg void OnDestroy(); 
 afx_msg BOOL OnSetCursor(CWnd* pWnd, UINT nHitTest, UINT message); 
}; 
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Grafico.h 
/*********************************************************************                       
*       Riconoscimento frequenziale della voce in Real time     * 
*       Version 1, 2004/12/10           * 
*       (c) Pieve Alessandro                * 
*                                                                    *         *             
* 
*       Grafico.h                                             *   *         
                        * 
********************************************************************** 
 
//grafico.h 
//{{NO_DEPENDENCIES}} 
// Microsoft Visual C++ generated include file. 
// Used by grafico.rc 
// 
#define IDR_MANIFEST                    1 
#define IDOK2                           3 
#define IDOK3                           4 
#define IDOK4                           5 
#define IDD_GRAFICO_DIALOG              102 
#define IDR_MAINFRAME                   128 
#define IDC_NULL_CURSOR                 129 
#define IDC_IMAGE                       1000 
#define IDC_SPETTRO                     1001 
#define IDC_CHECK1                      1003 
#define IDC_CHECK2                      1004 
#define IDC_SLIDER1                     1005 
#define IDC_SLIDER2                     1006 
#define IDC_CHECK3                      1006 
#define IDC_VOLUME                      1007 
#define IDC_F0                          1008 
#define IDC_CHECK4                      1008 
#define IDC_FREQUENZA                   1010 
#define IDC_FREQUENZA2                  1011 
#define IDC_BUTTON2                     1013 
#define IDC_freq                        1014 
 
// Next default values for new objects 
//  
#ifdef APSTUDIO_INVOKED 
#ifndef APSTUDIO_READONLY_SYMBOLS 
#define _APS_NEXT_RESOURCE_VALUE        130 
#define _APS_NEXT_COMMAND_VALUE         32771 
#define _APS_NEXT_CONTROL_VALUE         1015 
#define _APS_NEXT_SYMED_VALUE           101 
#endif 
#endif 
 
 
 107
Riferimenti 
 
Bibliografia  
 
 
Open GL 
• OpenGL 1.2 Programming Guide, 3rd edition: the official guide to learning 
OpenGL,  
Version 1.2  Mason Woo, Jackie Neider, Tom David, Dave Shriner; Addison Wesley, 
1999  ISBN: 0201604582  
C++ 
• B. Stroustrup: The C++ Programming Language  
(3rd edition). Addison Wesley Longman, Reading, MA. 1997. ISBN 0-201-88954-4. 
920 pages 
disponibile anche in italiano:  
• B. Stroustrup: C++ Linguaggio, Libreria Standard, Principi di Programmazione  
3a Edizione, Addison Wesley Italia, 1015 pagine, 2000, ISBN: 8871920783  
 
Elaborazione digitale dei segnali 
• Introduzione all’elaborazione digitale dei segnali  
           Malcagni M., , Gruppo Editoriale Jackson, Milano. 
• Discrete-Time Signal Processing 
      Oppenheim, A. V. and R. W. Schafer, Prentice-Hall,1989.  
• A fast expert algorithm for pitch extraction 
 Reetz H., , Proceedings of the European Conference on Speech 
Technology, Paris, 1989. 
 108
• Sistema per riconoscimento vocale per applicazioni industraili 
G.Cutrona tesi di laurea in Ing. Elettronica, Università degli studi di Pisa A.A. 2002-
2003 
Trasformata di fourier 
• FOURIER TRANSFORMS AND WAVES                                                                     
Jon F. Clærbout, Cecil and Ida Green Professor of Geophysics Stanford University c 
January 18, 1999 
 
 109
Sitografia 
 
 
http://www.opengl.org// sito ufficiale per lo sviluppo dell ambiente grafico opengl 
http://www.psico-comunicazione.net/voce.htm //riferimenti dove si possono trovare 
diagrammi sull’analisi vocale . 
http://www.lithium.it/articolo0012p4.htm // serie di articoli sul campo frequenziale 
della voce 
http://www.dizionarioinformatico.com/allegati/fourier/Fourier.htm Un piccolo 
approccio sulla utilità e il funzionamento della trasformata di Fourier 
http://ccrma.stanford.edu/CCRMA/Courses/422/projects/WaveFormat/ struttura del 
formato wave 
http://www.microsoft.com/msj/archive/S241.aspx  Struttura approssimata della classe 
direct sound 
http://www.thecodeproject.com/audio/sdi.asp SDI (Sound Device Interface) 
http://www.sonicspot.com/guide/wavefiles.html Tabella dei contenuti del formato wave 
http://openskills.info/view/boxdetail.php?IDbox=899&boxtype=description  
Introduzione a opengl 
http://msdn.microsoft.com/library/ita/default.asp?url=/library/ITA/csref/html/vclrfWind
owsFormsForMFCProgrammers.asp Definizione di Mfc e Windows form 
http://online.infomedia.it/riviste/cp/105/articolo20/articolo.htm    Uso delle Direct 
Sound 
http://www.danirava.com/SOFTWARE/plugin_VoiceMachine.asp  illustrazione dell’ 
applicazione voice Machine 
http://www.lim.dico.unimi.it/PFBC_Musica/articoli/pollastri/retriev.htm   Rassegna 
delle tecniche per l’analisi 
http://www.tc-helicon.tc/Files/manuals/VoiceModeler/VoiceModelerI.pdf  esempio di 
strumento sulla modellazione della voce 
http://lenst.det.unifi.it/Pierucci/trasfourier.pdf Trasformata di Fourier, Convoluzioni, 
Correlazione e Autocorrelazione 
 110
http://www.elet.polimi.it/upload/bellini/fondtel/TEL_5_Fourier.pdf  Proprietà della 
Trasformata di Fourier, Banda del segnale e Risposta in frequenza del filtro passa-basso 
ideale. 
http://msdn.microsoft.com/library/ita/default.asp?url=/library/ITA/vcsample/html/_core
_OpenGL_Samples.asp esempi di utilizzo dell’ OpenGl 
http://msdn.microsoft.com/library/default.asp?url=/library/en-
us/vccore98/HTML/_core_windows_sockets_in_mfc.asp definizione di mfc windows 
www.guilio.com/pdf/Thesis%20Dissertation.pdf tesi su Sistemi informatici per il 
riconoscimento automatico di timbriche musicali in segnali monofonici mediante 
tecniche di statistica multivariata 
http://www.mathworks.com/access/helpdesk/help/toolbox/simulink/ug/how_simulink_
works15.html esempio di implementazione dello zero Crossing sul simulink 
http://www.lim.dico.unimi.it/didatt/riassunti/cervini.html 
 111
  
 
 112
