Context. The solar chromosphere and the lower transition region is believed to play a crucial role in the heating of the solar corona. Models that describe the chromosphere (and the lower transition region), accounting for its highly dynamic and structured character are, so far, found to be lacking. This is partly due to the breakdown of complete frequency redistribution (CRD) in the chromospheric layers and also because of the difficulty in obtaining complete sets of observations that adequately constrain the solar atmosphere at all relevant heights. Aims. We aim to obtain semi-empirical model atmospheres that reproduce the features of the Mg ii h&k line profiles that sample the middle chromosphere with focus on a sunspot. Methods. We use spectropolarimetric observations of the Ca ii 8542 Å spectra obtained with the Swedish 1-m Solar Telescope and use NICOLE inversions to obtain semi-empirical model atmospheres for different features in and around a sunspot. These are used to synthesize Mg ii h&k spectra using RH1.5D code, which we compare with observations taken with the Interface Region Imaging Spectrograph (IRIS). Results. Comparison of the synthetic profiles with IRIS observations reveals that there are several areas, especially in the penumbra of the sunspot, where most of the observed Mg ii h&k profiles are very well reproduced. In addition, we find that supersonic hot downflows, present in our collection of models in the umbra, lead to synthetic profiles that agree well with the IRIS Mg ii h&k profiles, with the exception of the line core. Conclusions. We put forward and make available four semi-empirical model atmospheres. Two for the penumbra, reflecting the range of temperatures obtained for the chromosphere, one for umbral flashes, and a model representative of the quiet surroundings of a sunspot. These are available in electronic as well as in table formats.
Introduction
The solar chromosphere is of much interest to the solar physics community because of its highly dynamic nature and also due to the crucial role it is believed to play in the heating of the solar corona. It is sandwiched between the photosphere and the corona and its density decreases radially outwards from the surface of the Sun, whereas the temperature decreases from the photosphere-chromosphere boundary, reaches a minimum and then undergoes a drastic increase into the transition region (see Vernazza et al. 1981; Avrett 2003) .
The study and analysis of the chromosphere is challenging as well as rewarding. Challenging because of its complex spatial and temporal structures that are not completely resolved by the present state-of-the-art instrumentation; and rewarding because the energy that leads to coronal heating, the magnetic flux that passes through it to form the coronal magnetic field, is thought be taking place in the chromosphere (e.g. de la Cruz Rodríguez et al. 2016) . Further, the spectral lines that appear in this region are strictly formed under optically thick non-Local Thermodynamic Equilibrium (non-LTE), which makes the interpretation and analysis rather difficult. Nevertheless, there have been various successful attempts to interpret chromospheric observations using non-LTE inversions. Some of the available non-LTE inversion codes are HAZEL (Asensio Ramos et al. 2008) , HELIX (Lagg et al. 2009 ), NICOLE (Socas-Navarro et al. 2015) , STiC (de la Cruz Rodríguez et al. 2019) and SNAPI (Milić & van Noort 2018) . The aim behind all of these codes is to obtain a best-fit of the observed chromospheric profiles by iteratively modifying the atmospheric parameters.
Seated above the chromosphere, is a thin region where the temperature rises drastically from 0.02 MK to about 0.8 MK and the density falls off rapidly. This layer is called the solar transition region (TR). It transitions between collisionally dominated and partially ionized plasma, and collision-less, fully ionized plasma. One-dimensional solar atmospheric models such as that of Vernazza et al. (1981) predict that this sharp temperature rise takes place within 100 km in the solar atmosphere. However, recent spectroscopic and imaging observations from the Interface Region Imaging Spectrograph (IRIS: De Pontieu et al. 2014) , reveal that the TR is very structured and inhomogeneous in nature. Most of the spectral lines that form in this region fall in the range between near ultraviolet (« 3000 Å ) and far ultraviolet (« 400 Å ) where the continuum opacity is very high.
The IRIS Mg ii h&k spectral lines in particular, provides us with one of the richest diagnostics of the upper chromosphere and lower TR (Leenaarts et al. 2013b; Pereira et al. 2015a; de la Cruz Rodríguez et al. 2016) . Results from Leenaarts et al. Article number, page 1 of 22 A&A proofs: manuscript no. aanda (2013a,b) ; Sukhorukov & Leenaarts (2017) reveal that these lines are strictly non-LTE and the k 2 & h 2 emission peaks are affected by partial frequency redistribution (PRD). These peaks are representative of the conditions that exist in the middle and in the upper-middle chromosphere. The k 3 & h 3 line cores (formed higher up) are also partially affected by PRD (Sukhorukov & Leenaarts 2017) . Further, 3D radiative transfer effects needs to be accounted for (Leenaarts et al. 2013a; Sukhorukov & Leenaarts 2017) to model these cores. However, this effect is smaller for higher µ of the observations (with µ being the cosine of the heliocentric angle) and the difference between 3D and 1D radiative transfer is often negligible (as is the case with FAL-C modified with different velocity fields, Sukhorukov & Leenaarts 2017) . Leenaarts et al. (2013b) note that the Ca ii K and Mg ii k cores have very similar formation heights, and are formed significantly higher than Ca ii 8542 Å and Hα. Both Ca ii H&K and Mg ii h&k lines have similar oscillator strengths. However, because Mg is about 18 times more abundant than Ca (Asplund et al. 2009 ), the h&k lines are stronger and therefore form slightly higher than the H&K lines.
While there exist several studies on simultaneous observations of the chromosphere and the TR, semi-empirical atmospheric models of a sunspot, that effectively characterize the chromosphere and the lower TR are found to be rather uncommon, especially for the penumbra. Socas-Navarro (2007) presented the first chromospheric semi-empirical models for a sunspot, where they used non-LTE inversions of four Ca ii and Fe i spectra. They include the only chromospheric models for the penumbra till date. However, the uncertainties in the chromosphere are quite high, perhaps due to the difficulty in properly constraining chromospheric penumbral models.
In this paper, we aim to obtain semi-empirical model atmospheres that reproduce the line profiles formed in the chromosphere of a sunspot, especially the penumbra and the umbral flashes. An empirical understanding of these atmospheres will help us to set better observational estimates of this highly dynamic region and will further allow us to obtain the height dependencies of various physical parameters like temperature, hydrogen populations, microturbulence, line-of-sight (LOS) velocities, and electron density from the solar surface. Spectral inversions of these layers in sunspots have so far proven difficult because semi-empirical models, used as starting atmospheres, did not account for the effects such as PRD.
In this regard, we focus on the chromospheric model atmospheres obtained with NICOLE inversions of the Ca ii 8542 Å line observed with the Swedish 1-m Solar Telescope (SST: Scharmer et al. 2003) , and then synthesize upper chromospheric line profiles, such as Mg ii h&k, using RH1.5D (Pereira & Uitenbroek 2015) with the chromospheric atmospheres as a starting point. Further, the synthetic profiles are compared with the observed IRIS spectra to further empirically test the validity of selected models. This approach serves as a consistency check on these semi-empirical atmospheres, and adequately constrains the solar atmosphere at all heights for the highly dynamic small-scale features of a sunspot. This paper is divided into the following Sects: Sect. 2 describes the data we used in this paper. In Sect. 3 we discuss the methodology, followed by Sect. 4, where we describe the results. Finally, we finish off with discussions and conclusions in Sect. 5.
Observations
We used observations of the active region NOAA 12533 in a coordinated campaign between the SST and IRIS on 29 April 2016 starting from 09:42 UT, with solar px, yq coordinates of p623 2 , 19 2 q and µ=0.745. We used the CRisp Imaging SpectroPolarimeter (CRISP: Scharmer et al. 2008) to record the data with SST in imaging spectropolarimetric mode. CRISP is a dual etalon Fabry-Pérot interferometer with low resolution etalons in a telecentric beam configuration. The Multi-Object Multi-Frame Blind Deconvolution (MOMFBD: van Noort et al. 2005) technique was used in the reduction of the raw data. The CRISP data reduction pipeline was used for further reduction as in de la Cruz Rodríguez et al. (2015b) with the small-scale seeing consistency method for spectral profiles as described in Henriques (2012) . CRISP sampled the Ca ii 8542 Å line at 21 wavelength positions between˘1.75 Å with respect to the line core, in spectropolarimetric mode. IRIS observed in a medium sparse 8-step raster mode with 4 s exposure time and 1 2 raster steps (obs-id 3620106129). The Ca ii 8542 Å line-profiles were normalized to disk-center quiet Sun continuum levels as measured in the atlas of Brault & Neckel (1987); Neckel (1999) following the procedure of de la Cruz . The calibration factor was found by fitting a µ-angle compensated average quiet-Sun profile, from a region away from the sunspot, to the atlas convolved with CRISP's transmission profile. Compensation for the µ angle was done using the tables from de la Cruz Rodríguez et al. (2011) .
The CRISP data, with a spatial sampling of 0 2 .058 per pixel and diffraction limit λ{D=0 2 .18 at 8542 Å, was rotated, aligned and re-sampled to the IRIS Slit-Jaw (SJI) Mg ii 2796 Å, data. The co-temporal and co-spatial field-of-view (FOV) of the data was 34.4ˆ34.76 arsec 2 with a final pixel scale of about 0 2 .167 pixel´1. For the current work, we considered a single scan of the data obtained at 09:55 UT along with the IRIS observations as shown in Fig. 1. 
Methods and Analysis

NICOLE Inversions
We performed spectropolarimetric inversions of the Ca ii 8542 Å data over the region enclosed by the yellow dashed line shown in Fig. 1 ). NICOLE is a multi-purpose inversion code that is parallelized for both synthesis and inversions of Stokes profiles under non-LTE conditions. It requires an initial guess atmosphere for calculating the emergent profiles. In inversion mode, the code iteratively modifies the different physical parameters such as temperature, velocity, and microturbulence of the initial guess atmosphere using a Marquardt nonlinear least-squares minimization algorithm incorporating response functions (as in Ruiz Cobo & del Toro Iniesta 1992) to reach a match between the synthetic and the observed profiles. The chosen initial atmosphere was the quiet-sun model commonly referred to as FAL-C, from Fontenla et al. (1993) , for all pixels in the FOV.
The Ca ii ion was modelled as a five bound-level plus continuum Ca ii atom, as used by . NICOLE operates under complete angle and frequency redistribution (CRD, Scharmer & Carlsson 1985) , which is a very good approximation for the Ca ii Infrared lines (Uitenbroek 1989) . The starting LTE populations were determined using the MULTI approach, as implemented by Carlsson (1986) Leenaarts et al. (2014) , we included the Ca ii isotopes to obtain good fits to the observations in the red wing of the profiles.
Nodes were placed regularly at equidistant heights from the topmost optical depth of log τ 5000 "´8 to approximately log τ " 1. We used the native NICOLE equation-of-state. The electron pressure at the topmost height, for all pixels remained unchanged by the inversion cycles, and was kept at a value of 10´1 dyn cm´2 as an upper boundary condition. Hydrostatic equilibrium is then used to stratify the atmosphere. Five iterative inversion cycles, where the results from each cycle were used as starting guesses to the next cycle, were used to improve convergence and avoid local minima when minimizing the χ 2 . The number of nodes per cycle are shown in Table 1 . We performed multiple tests with lower nodes in temperature and LOS velocity, which led to significantly worse fits, especially for umbral flashes. Tests with one node in LOS magnetic field led to the same models as averaging the three node inversions in the way described in Section 4.3 but, paradoxically, poorer matches for Stokes Q and U for otherwise well fitted penumbra profiles. Perturbations in microturbulence are additive, applied across the whole atmosphere, to the stratification of the initial guess atmosphere (FAL-C). For cycle 3 to 5 the weights of Stokes V for the merit function were half of those for Stokes I. For Stokes Q and U the weights were four times lower than those of Stokes was selected early on. The comparison of the observed and the inverted Stokes parameters, corresponding to the selected locations of a hot penumbra, a cool penumbra, and an umbral flash (as indicated in Fig. 1 ), is shown in the first four rows of Fig. 2 . The last two rows of the same figure show the stratification of the respective model atmospheric parameters such as the temperature, LOS velocity and magnetic field, and micro-turbulent velocity, as derived from the NICOLE inversions.
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The RH1.5D 1 (Pereira & Uitenbroek 2015 ) is a massively parallel radiative transfer code based on RH (Uitenbroek 2001) . It is capable of solving multi-level, multi-atom, non-LTE calculations by considering PRD and can also include Zeeman splitting effects allowing full Stokes synthesizing capabilities. We use the fast angle hybrid approximation for the PRD calculations as described in Leenaarts et al. (2012) . This code can compute the spectra from either a 3D/2D/1D model atmosphere on a column-by-column basis (hence 1.5D) and it is designed to run over multiple nodes in a supercomputing cluster.
The column-by-column approach, though faster, has one major limitation. It can only calculate the emergent profile vertically along the column. This means that the effect of inclined rays, crossing different atmospheres, is neglected, an effect that is possible to account for in a true 2D or 3D calculation. Further, the non-inclusion of the inclined rays might lead to a different mean radiation field, thereby affecting the non-LTE source function and ultimately the emergent intensity profile that may result in unexpected cooler cores of some very strong spectral lines (Leenaarts et al. 2013a,b) . This can also lead to a decreased RMS contrast, compared to the column-bycolumn approach, at the line core of some spectra such as the Ca ii 8542 Å as shown by . However recently, de la Cruz Rodríguez & van Noort (2017) (and references therein) suggested that 1.5D geometry suffices for modelling the Ca infrared triplet lines. Nevertheless, for most non-LTE computations the 1.5D approach suffices, and does a reasonably good job. Besides, the ability of treating the spectra in PRD outweighs the drawbacks significantly.
3.3. Synthesizing Mg ii h&k spectra.
One of the major goals of this paper is to provide semi-empirical model atmospheres of a sunspot that are well constrained from the photosphere to the chromosphere, to obtain a pool of inverted models from NICOLE that can satisfactorily reproduce the Mg ii h&k profiles. In this regard, we performed synthesis of the Mg ii h&k spectra under PRD (using RH1.5D) with the set of model atmospheres obtained from the NICOLE inversions of the SST data. We compared these synthetic profiles with the actual co-temporal and co-spatial observations from IRIS, that effectively serve as a check on the quality and the reliability of these semi-empirical models.
We used a 10 level plus continuum model of the Mg atom for the radiative transfer computations. In observations, the Mg ii h&k lines have blends from various other atomic species besides Mg ii, and the most appropriate way would be to synthesize the spectra from RH by including as many atoms as possible in non-LTE. However, this adds tremendously to the time consumption of the synthesis. To circumvent the problem, we treated those atoms in LTE and used a line list that contained a list of bound-bound transitions and their parameters. RH supports line-lists in Kurucz format (as described in http://kurucz.harvard.edu/linelists.html). Once the spectra are synthesized, they were spectrally smeared by convolving with the IRIS instrumental profile to compare with the observations (see Pereira et al. 2013) . 1 The code is publicly available at https://github.com/ITA-Solar/rh
Results and Discussion
Model atmospheres
The three columns in Fig. 2 show the observed and the inverted Stokes parameters along with the model atmospheric parameters for a hot penumbra, a cool penumbra, and an umbral flash respectively, obtained from the NICOLE inversions. The different parameters shown are temperature, LOS velocity, LOS magnetic field and the microturbulent velocity. The cool and hot penumbra selection is representative of the range of temperature stratification obtained between log τ "´5 and´7, where the atmospheres show a divergence when compared to other layers. The multiple nodes in temperature, LOS velocity, and LOS magnetic field, as indicated in Table 1 , are used to capture the variations in the vertical stratification of the solar atmosphere, including those of the upper chromospheric layers, as made possible by the different formation heights of the different wavelengths sampled. Atmospheric models such as these are used as inputs for the RH1.5D radiative transfer code for synthesizing the Mg ii h&k spectra. The occasional extrapolation performed by NICOLE, or the occasional large change in a node where the response in the Ca ii 8542 line profile is relatively limited by the observations, is considered, for the purpose of this approach, as an advantage. Extrapolations as such led to a pool of models that work well in reproducing the observed properties of the Mg ii h&k line profiles.
Comparison between the synthetic and IRIS spectral profiles
In Fig. 3 we show the comparison between the Mg ii h&k profiles synthesized with RH1.5D (black) and the ones observed with the IRIS spectrograph (red). We show spectra of nine pixels (including the four marked in Fig. 1 ) spread over the FOV, selected based on the χ 2 values between the observed and the synthetic profiles for the penumbra, and manually for the umbral flash and the quiet surrounding regions. We have labeled them from A through I corresponding to different solar features such as the penumbra, umbra and the relatively quiet areas away from the spot (termed as quiet surroundings). The synthetic profiles were spectrally smeared by convolving with a Gaussian profile, as described in Sect. 3.3, to match the observations. Both the observed and the synthetic profiles were normalized to a reference intensity in the wavelength region between 2800 Å and 2802 Å averaged over a quiet area covering 0 2 .834ˆ1 2 .67, located away from the sunspot. Further, we show the fits to the Ca ii 8542 Stokes I profiles in Fig. 4 , corresponding to the pixels shown in Fig. 3 , to indicate the excellent quality of the fits obtained from inversions.
Penumbral profiles
A closer look at Fig. 3 reveals that for most of the pixels across the different features in the FOV, the synthetic spectra corresponding to the Mg ii triplet, as well as the photospheric spectral regions between k 2r and h 2v peaks along with the blended lines, match well with the IRIS observations. Further, the Mg ii triplet lines bear structural resemblance to the Ca atom where the infrared triplets (8498, 8542, and 8662 Å) are allocated to the higher levels of the corresponding h & k lines and are known to sample mid chromospheric regions (Pereira et al. 2015b) . A reasonable match of the synthetic spectra with the IRIS observations in these wavelength regions also builds confidence to our approach. (Gingerich et al. 1971 ) continuum intensity at disk center at a wavelength in the middle of the spectral range, and their atmospheric parameters such as temperature, LOS magnetic field, velocity, and microturbulent velocity for three different models: hot penumbra (asterisk), cool penumbra ('cross') and umbral flash ('plus sign'), respectively. The continuous line overplotted on the dashed line for the LOS magnetic field, shows the variation of the magnetic field in the region log τ " r´6,´2s where the Ca 8542 spectra is most sensitive.
Article number, page 5 of 22 A&A proofs: manuscript no. aanda Mg II k Fig. 3 . Comparison of the synthesized Mg ii h&k spectra (black) with co-spatial and co-temporal IRIS observations (red) for various features on the FOV like penumbra, umbra and quiet surroundings. Profiles (A), (E), (G), and (I) correspond to the hot penumbra, cool penumbra, umbral flash and quiet surrounding respectively, with atmospheric models described in the previous section. The insets in each of the subplots zooms in the profiles for the Mg ii k region. Both the IRIS and the RH profiles were normalized to a reference intensity (I c ) as described in Section 4.2.
More interestingly, the k 1 , k 2 and h 1 , h 2 line features from the observations are also well reproduced by the synthesis, including the peak separations. We verify that this is indeed the case for a vast majority of the penumbra of the sunspot. Six selected profiles corresponding to different locations in the penumbra are shown in Figs x`B 2 y ; B x and B y being the fields in the horizontal x and y plane respectively) and LOS magnetic field compared to the cool penumbra. This is the case for a vast majority of different hot penumbral pixels in the FOV, where the cool penumbral magnetic field is greater than its hot counterpart.
Each sub figure in Fig. 3 has an inset window that shows the observed and the synthetic spectra for the Mg ii k region, for the sake of clarity and better visualization. The sufficiently good quality match (except for the line core) between the observed and the synthetic spectra indicates that the stratification of the different physical parameters are indeed good enough to capture the features of two very different spectral line formed over a wide range in the solar chromosphere. Leenaarts et al. (2013b) describes the τ =1 distribution of the k 1 , k 2 , h 1 , h 2 peaks to be between 1.3 to 1.7 Mm that is of the same order of the peak sensitivity of the Ca ii 8542 line core. Detailed analysis based on the contribution functions (discussed further in Sect. 4.6 and Fig. 8) indicates that though the peak contribution of both the k 2 wavelength and the 8542 line core is roughly around the same optical depth, the former has a wider spread towards lower optical depth and thereby samples atmospheric layers slightly higher than Ca ii 8542. A successful reproduction of the Mg ii h&k peak intensities, including their separation, demonstrates the strength of our models. It is known that the peak separation is indicative of the velocity variations from the mid to the upper chromosphere (Leenaarts et al. 2013b) , and a satisfactory match between the synthetic and the observed profiles indicate that we are able to capture the intricate velocity variations with a significant level of accuracy. This suggests that these models can successfully explain the atmospheric properties above a sunspot penumbra up to the chromosphere. In this paper, we propose two models corresponding to a hot (Table A .1) and a cool (Table A. 2) penumbra. To the best of our knowledge, these are the first chromospheric penumbral models put forward since the modelling attempts of Socas-Navarro (2007) , and the first to reproduce different chromospheric lines observed with different instruments (with one of them being a space-based slit-spectrograph and the other a ground-based Fabry-Perot instrument).
Umbral Profiles
The synthetic profiles obtained for the two umbral pixels as shown in Fig. 3 (G) and (H), show significant self-reversals compared to the observed ones. In almost all the pixels across the FOV we end up with a central depression in the synthetic line profiles whereas the observed ones indicate an emission core. Lites & Skumanich (1982) also reported this behavior with more depressed central line cores in the umbra, however the reason behind this is still not fully clear.
Umbral profiles with strong asymmetries between the k 2v , k 2r , and h 2v , h 2r peaks, similar to Fig. 3 (G) and (H), have been observed across multiple pixels in the FOV. The presence of a strong emission in the blue and a corresponding suppressed red k 2 peak is a possible indication of strong gradient in the downflows in the upper chromosphere and TR. Such strong downflows were part of the models that best reproduced some umbral flashes in Henriques et al. (2017) . In fact Lites & Skumanich (1982) also introduced a strong downdraft of about 40 km s´1 on top of their atmosphere in order to take into account this asymmetry in their umbral profiles. We discuss this further in Sect. 4.6.
Except for the self-reversal, the synthetic spectra in Fig. 3 (G) seems to capture the shape of the observed line profile over the entire spectral range, including the peaks and exteArticle number, page 7 of 22 A&A proofs: manuscript no. aanda rior slopes of h 2 and k 2 (as an envelope). Unlike the penumbra, the signal level between k 2r and h 2v is negligible and therefore it is difficult to comment on the match between the observed and the synthetic spectra in this wavelength range; nevertheless based on the reasonable matches in the k 2 and h 2 peaks we feel confident of the strong down-flow scenario in our model atmosphere. This is further clear from the velocity stratification shown in Fig. 2 (third column) , where the NICOLE inversions reveal a strongly positive LOS velocity of up to 10 km s´1with decreasing optical depth. Furthermore, the Stokes parameters corresponding to the umbral pixel in Fig. 2 and Fig. 4 (G) show a typical flash-like behavior with an emission feature. The model atmosphere corresponding to such an umbral flash has been proposed in Table A.3. Supersonic downflows, of the order of 100 km s´1, have been observed on a number of occasions in the TR above sunspot umbrae in the recent past (Kleint et al. 2014; Straus et al. 2015; Chitta et al. 2016; Samanta et al. 2018) . Some of these studies (such as Chitta et al. 2016; Samanta et al. 2018 ) reported signtaures of strong downflows in the chromospheric Mg ii h&k lines, that originate in the TR and were found to be associated with coronal loops and sometimes in a coronal rain. Chitta et al. (2016) argue that the high speed supersonic downflows in the corona would have to undergo a shock transition of subsonic speeds, lower in the atmosphere and affect the chromospheric lines. Fig. 3 (H) (also Fig. 4 (H) ), indicates the presence of another strong super-sonic down-flow in an umbral flash observed in the Mg ii h&k spectral line (and in the Ca ii 8542 Å spectra), that is mainly chromospheric. Line-of-sight velocities up to +20 km s´1 with a strong gradient were found from the Ca ii 8542 inversions for the corresponding pixel as shown in Fig. 5 . These velocities are stronger than the one shown in Fig.  2 . The highest values of the velocity occur at the highest layers, towards the end of an up-trending slope, where Ca ii 8542 is no longer well constrained. But the synthetic Mg ii spectra show a direct consequence of this strong down-flow by an enhanced blue-red peak asymmetry, that is stronger than what was found in Fig. 3 (G) . The significantly higher Doppler-shifted IRIS Mg ii spectra indicates a possibility of even stronger down-flows that are not captured by the Ca ii 8542 inversions. Statistical investigations by Samanta et al. (2018) report the detection of downflows of the order of at least 40 km s´1 in both the penumbra and umbra of different sunspots observed by IRIS, between September 2013 and April 2015, across multiple chromospheric and TR lines. Though they do not indicate the presence of umbral flashes in their observations, it is possible that sometimes these downflows in the umbra maybe associated with a flash, as we report in this paper. With such a high gradient in the LOS velocity, it would be enough to cause a significant redshift of the k 3 and h 3 line core and cause the opacity to shift in such a way that it causes a stronger emission in the blue and a suppressed emission peak in the red. Our model atmospheres however, do not include velocities much higher than 20 km s´1, even for the most extreme models and at heights where the observations do not allow a good constraint; this could be a possible reason why the synthetic umbral flash Mg ii profiles do not reproduce the shift that is present in the observed profiles.
Since its discovery, umbral flashes have been understood as a manifestation of up-flows (Beckers & Tallant 1969) . Recent semi-empirical investigations of umbral flashes by Socas-Navarro et al. (2000a,b) ; de la Cruz and Joshi & de la Cruz Rodríguez (2018) support such interpretation by obtaining, via inversions, purely up-flowing atmospheres that reproduce the observed umbral flash profiles post non-LTE CRD radiative transfer of the Ca II IR lines. Bard & Carlsson (2010) modelled umbral flashes in the Ca ii H&K lines using hydrodynamic simulations followed by non-LTE CRD synthesis. They concluded that flashes are a result of acoustic waves generated in the photosphere which steepen into a shock in the chromosphere. Similarly, Felipe et al. (2014) synthesized full Stokes spectropolarimetric profiles in the Ca II IR of an umbral flash generated by a numerical simulation. In both studies the contribution functions to the wavelength of the flashed blue emission peaks are highest at atmospheric heights that feature up-flowing atmospheres. This, together with the majority of the semi-empirical work mentioned and the success of the simulation synthetics in reproducing the properties of umbral flashes, including spectral evolution in time, lends strong support for a model of umbral flashes that is upflowing. However, the highest opacity and thus highest formation height is at the line minimum, which is captured in the observations (and thus the inversions). Both numerical models include strong downflows in the upper layers of the solar atmosphere, immediately above the weaker upflows. Further, the flash formation of Bard & Carlsson (2010) is remarkably similar to that of bright grain formation (see Carlsson & Stein 1997) and, in the latter, it is made unambiguously clear that the opacity shift produced by the strong downflows is critical for the formation of the strong blue peak itself. This is similar to the opacity effect described by Scharmer (1984) and also important for the line formation of magnetic-bubbles observed in flux emergence regions (de la Cruz Rodríguez et al. 2015a). As far as we are aware, there are no simulations of umbral flashes with purely upflowing atmospheres and the downflows are always stronger than the upflows. The agreement of previous semi-empirical results in the literature means that we should still regard umbral flashes as likely occurring in, or leading to, upflowing atmospheres. We however find strongly down-flowing models, similar to those of Henriques et al. (2017) , but reproducing both the observed Ca ii and Mg ii flash profiles. In addition, unlike Henriques et al. (2017) and the other semi-empirical modelling studies, we do not find atmospheres that reproduce umbral flashes with just upflows; this, coupled with the observed asymmetries in the k 2 and h 2 peaks, lead us to believe that umbral flashes, even at the maximum intensity stage when their blue emission peak is strongest, can be formed under downflowing conditions in the Sun. Finally, such downflows might modulate the location at which up-ward propagating waves steepen into shocks, similarly to one of the scenarios described in Nelson et al. (2017) to explain small umbral brightenings.
Quiet Surroundings: Located at the edge of the FOV
The quiet surroundings are basically defined to be the regions around the sunspot, but close to it, where there is not any magnetic activity going on with time. We chose these regions based on visual inspection with CRISPEX (Vissers & Rouppe van der Voort 2012), an IDL widget-based tool designed for effective visualization. Unlike the penumbra and the umbra, the quieter areas on the inverted FOV (marked with a square in Fig. 1 ), have mismatches in the extended wings of the Mg ii spectrum as seen in the left panel of Fig. 6 , over the entire spectral range of interest. Based on these differences between the observed and the synthetic Mg spectra, it is our contention that the discrepancy in the far wings of the profiles could be due to a small difference in the temperature stratification compared to what was obtained from the inversions. Since The corresponding stratification of LOS and microturbulent velocity.
We clearly see that the LOS velocity is higher in this case.
the synthetic profiles have higher intensities in the far wings than the observations, we re-synthesized the Mg ii spectra with an atmosphere where the temperature was reduced by 75 K as a whole. As expected, this resulted in acceptable matches between the observed and the synthetic profiles ( Fig. 6 : right panel) which otherwise were distinctly different in the original synthesis. The spectra in Fig. 3 (I) (same as in the right panel of Fig.  6 ) shows the synthetic spectra after the manual adjustment described above. The synthetic profiles from the adjusted atmospheres provide a good match with the observed spectra in the line wings, k 2 and h 2 features, and the far wings. Synthesizing the Ca ii 8542 spectra for the modified atmosphere, allowing for self-consistent changes in the hydrodynamic parameters via NICOLE's equation of state, led to a profile that was no longer a perfect fit to the observations, with the synthetic profile being lower in intensity at all wavelengths. In this regard, we describe the model atmosphere for the quiet surrounding in Table A .4 below, that corresponds to the original NICOLE inversions (i.e. without the 75 K change). Therefore, unlike the case of the penumbra, we find a situation where multiple lines cannot successfully be reproduced by our approach. In such situations the best approach is likely to attempt multiline PRD inversions, recently made available with the STiC code (de la Cruz Rodríguez et al. 2019). Nevertheless, the quiet atmosphere, with the proposed temperature adjustment, could prove to be an excellent starting atmosphere for inversions.
Magnetic field stratification in the model atmospheres
The semi-empirical models shown in Tables A.1, A.2, and A.3 have a constant magnetic field with height. The Mg spectra were synthesized by averaging the value of B LOS and B HOR between log τ " r´6,´2s for the penumbra and only B LOS for the umbra, where the sensitivity of the Ca ii 8542 Å would be maximum (Quintero Noda et al. 2016) . This approach ensures the B LOS does not change change polarity with height as obtained from the NICOLE inversions (Fig. 2) and provide a more consistent picture of the magnetic field. B HOR for the umbra was set to zero for all heights and the model descrining the quiet surroundings does not include magnetic field.
Synthetic vs observed spectroheliograms
We generate spectroheliograms from both the IRIS observations and RH1.5D synthesis and compare them in Fig. 7 . They were integrated over 0.6 Å windows around 2796.2 Å (k 2v ), 2803.33 Å (h 2v ), and 2794.7 Å (wing). Because IRIS was observing an 8-step sparse raster with 1 2 steps of the 0 2 .33 wide spectrograph slit, there are gaps with missing data in the x direction. For an easier visual comparison of the raster maps, we widened the data to fill the gaps. This further emphasizes the difference in resolution between IRIS and the synthetic profiles (derived from SST observations). Nevertheless, the synthetic images agree well with the IRIS observations, highlighting the reliability of the semi-empirical models used to generate them.
The deeper k 3 and h 3 line cores
The most distinct difference between the observed and the synthetic spectra is the fairly cooler k 3 and h 3 line cores in the synthetic profiles for almost all the pixels in the FOV. This is clear from Fig. 3 . It can be explained by the fact that the Mg ii h and k line cores form higher than the Ca 8542 line core. Therefore, the sensitivity of the inversions is fairly low at such heights, impacting the validity of the resulting models in those locations. Studies by Leenaarts et al. (2013a,b) and Pereira et al. (2015b) for example, have shown that the peak sensitivity of the Mg ii line core is typically less than 200 km below the TR (or around heights between 2 to 3 Mm in their model) . The inverted model atmospheres obtained from Ca 8542 are certainly not sensitive to those heights.
Further, as shown in Carlsson et al. (2015) , single-peaked or flat-topped profiles in Mg can possibly be explained by shifting the TR to a higher column mass. Though this approach fills up the k 3 minimum in the synthetic profiles to some extent, their best fit model still has some central reversal unlike the observations. Nevertheless, this mechanism can indeed provide a good starting point in investigating the single peaked profiles. In our Article number, page 9 of 22 A&A proofs: manuscript no. aanda Mg ii k wing image at 2794.7 Å from IRIS, and (F) Mg ii k wing image at 2794.7 Å from RH1.5D synthesis. The spectra were integrated over a definite wavelength window as described in Sect. 4.4. Each pair of images was scaled between a common intensity range for efficient comparisons.
analysis, the initial guess model (FAL-C) has the TR at a lower column mass. NICOLE does not change or attempt to fit the upper most point of the reference hydro-dynamical variable (in our case electron pressure) which makes it hard for the TR to shift greatly in column mass. More recent codes such as STiC (de la Cruz Rodríguez et al. 2019) have a mechanism to allow changes to the boundary condition and thus may be able to address the core of such profiles in the future. Nonetheless, the 1.5D approach works well in reproducing the h&k line profiles outside the very cores, and lets us select a number of interesting semi-empirical candidate atmospheric models, which is the main intent of this paper.
Where do our models stand in comparison with earlier approaches?
There have been some attempts in the past to model sunspot atmospheres but they have been mostly restricted to the photosphere (del Toro Iniesta et al. 1994; Rouppe van der Voort 2002; Fontenla et al. 2006) . Out of these, the models from del Toro Iniesta et al. (1994) and Rouppe van der Voort (2002) were based on spectral inversions whereas Fontenla et al. (2006) used "radiation-effective" forward modeling approach to construct the semi-empirical model atmospheres. Fontenla et al. (2009) (also based on forward modeling approach) was an improvement over the former (Fontenla et al. 2006 ) model atmospheres due to the fact that it was the first time that they introduced upper-chromospheric layers in these models for the quiet Sun and active region features and they further computed the spectra from these semi-empirical model atmospheres to compare with the actual observations. However, comparisons with the observed upper chromospheric spectra of Ca ii H&K and Mg ii h&k (see also Fontenla et al. 2011) revealed that there was a significant mismatch between the two, thereby highlighting the shortcomings in their models. One of the major reasons was the lack of PRD in their radiative transfer calculations. We, on the other hand took PRD into consideration while computing the spectra from our model atmospheres presented in this paper and ended up with reasonable matches with the observed IRIS Mg ii spectra for a number of pixels over a sunspot. This enhanced the strength and the applicability of our models. Lites & Skumanich (1982) proposed an umbral model for the upper chromopshere and TR based on the observations in the Lyman α, Ca ii H&K and Mg ii h&k spectra. Their models did not account for the magnetic field, but they performed radiative transfer calculations under PRD. Assuming a strong downflow of about 40 km s´1 on top of their model atmosphere, they were able to reproduce the observed asymmetries in the umbral line profiles. They further showed that the profiles are sensitive to temperature and both the LOS and microturbulent velocity, which we also find in our investigation. However, neither their observations included a flash, nor could they reproduce the single emission profiles that is mostly observed in the umbra. Nevertheless, it remains one of the earliest known attempts to obtain an umbral atmosphere that intends to describe the blue-red peak asymmetry in the Mg line profile. Maltby et al. (1986) , also provided semi-empirical model atmospheres for the dark umbral cores and their variation with the solar cycle that remains, along with Lites & Skumanich (1982) , one of the earliest known models for the chromosphere of the umbra. We however, propose an umbral model in this paper that has a supersonic downflow associated with it, similar to Henriques et al. (2017) , but supported further by Mg ii observations.
The temperature stratification of the penumbral models presented in this paper not only compares reasonably well with del Toro Iniesta et al. (1994) , Rouppe van der Voort (2002), and Fontenla et al. (2006) down to the photosphere, but it also extends higher up into the chromosphere. For the sake of completeness, we show also the temperature stratification of our models together with that of Socas-Navarro (2007) (Model-C) in the left-panel Fig. 8 as a function of log τ 5000 . As far as we are aware, the latter is the only complete chromospheric model for the penumbra, including hydrodynamical variables, preceding this work. More recently, Joshi & de la Cruz Rodríguez (2018) modeled the temperature and V LOS stratification, as a function of optical depth and up to log τ "´5.5, for the average quiescent and flash atmosphere of a sunspot, including both umbral flashes and running penumbral waves. Their models indicate that the temperature is hotter by about 0.2-0.5 kK in a running penumbral wave atmosphere between log τ "´4.5 and´5. They also find an increase in velocity of 1 km s´1 in LOS velocity when a wave is present in the penumbra.
The temperature variation of six different models in Fig. 8 , corresponds to the six penumbral profiles in Fig. 3 . This also includes the cool and the hot penumbra. It is apparent that the cool models depart from their hot counterparts around log τ "´5.5, which is well within the sensitivity of both the Ca ii 8542 core and Mg ii k 2 peaks, with the sensitivity extending somewhat further upwards in the solar atmosphere. This is evident from the contribution function distributions that are also shown in the left panel of Fig. 8 . This departure is stronger than other variations at lower heights and occurs at optical depths not modelled in any previous work. Being close to the limit of detection, it may be that this departure can only be identified with the benefit of a slight inclination in the LOS (that being µ=0.745 in this case), which slightly increases the length of our atmosphere that is under upper chromospheric conditions. From the figure it is also clear that the height dependence of our derived models is rather gradual and smooth, unlike the Model-C by Socas-Navarro (2007) that has large uncertainties beyond log τ "´5. This is perhaps due to the earlier lack of adequate data to properly constrain the inversions. All the penumbral models shown in the left panel of Fig. 8 have their TR shifted deeper, as measured in the log τ 5000 scale, compared to the FAL-C atmosphere. For the sake of completeness, we also show the temperature stratification of our hot penumbra and the quiet surrounding model, along with a purely photospheric penumbral model from Fontenla et al. (2006) in the right panel of Fig. 8 The approaches by various authors described above, yielded several atmospheres over the past years. However, as discussed, a model complete with hydro-dynamical variables, that is effectively constrained from the photosphere to the chromosphere, is found to be lacking for sunspots, especially for the penumbra. We hope that the models proposed in this paper will fill in that void and be used as useful reference or starting atmospheres to describe the penumbra of sunspots in the future.
Conclusions
The goal of this work is to obtain semi-empirical model atmospheres for a sunspot that work well for both the Ca ii and Mg ii spectra and are well constrained from the photosphere to the chromosphere. We chose to invert the chromospheric Ca ii 8542 Å full Stokes profiles observed with the CRISP instrument at the SST, with the NICOLE inversion code to obtain the model atmospheres. To test the strength of the models we synthesized Mg ii h&k line profiles with the help of RH1.5D radiative transfer code with the chromospheric models as inputs.
The synthetic spectra were compared with co-temporal and co-spatial IRIS observations over the full FOV. Detailed comparisons showed that our models reasonably reproduced the entire observed spectra of the penumbra, an umbral flash and a quiet surrounding region of the sunspot, with the exception of the line cores. Since the Mg ii lines are sensitive to the upper chromospheric conditions, this comparison served as a consistency check for the models that have been obtained purely from Ca ii 8542 inversions. It also indicated how well our models were constrained across multiple heights in the solar atmosphere. Based on these matches, we propose two penumbral models (hot penumbra and cool penumbra) in Tables A.1 and A.2, respectively, reflecting a departure in temperature observed in the upper chromosphere.
Comparing the temperatures we obtain over the formation range of the Mg ii h&k peaks with those of Jafarzadeh et al. (2019) for Atacama Large Millimeter/submillimeter Array's (ALMA: Wootten & Thompson 2009) band 6 (1.3 mm), we find a good match for the penumbral case (6 to 7 kK in both works). This suggests that ALMA's band 6 forms at the same height as the peaks of the k 2 and h 2 when non-LTE is accounted for, or slightly higher, likely in the h 3 and k 3 range, once one considers the difference in the observing angle.
The umbral model as described in Table A .3 reproduces the profiles of a typical umbral flash, but with supersonic downflows reaching a maximum of 12 km s´1 in the upper layers of the solar atmosphere. We found that velocities such as these are essential to account for the strong blue-red peak asymmetries as observed in Mg ii h 2v & h 2r and also k 2v and k 2r umbral spectra. Based on recently published works, we also speculate that stronger down-flows of the order of 30-40 km s´1 could be present in the upper chromosphere and the TR in strong umbral flashes that may have a relation to coronal loops rooted deep into the umbra.
Furthermore, we also find that a slightly modified atmosphere, 75 K colder than the one obtained from inversions, leads to a much better match in the far wings for the Mg ii quiet-sun like profiles which otherwise has a distinct mismatch. This behavior shows the strong dependence of the majority of Mg ii profiles on temperature. We describe the quiet surrounding atmosphere in Table A.4. In all cases, we obtain models that reproduce all spectral features with the exception of the Mg ii k 3 and h 3 line cores. Our procedure is limited by Ca ii 8542 spectra not being sensitive to the height of formation of k 3 and h 3 . We anticipated that large changes at heights where Ca ii 8542 is not very sensitive would, as part of the single-line fitting procedure, lead to some selected atmospheres that would approximately reproduce the k 3 and h 3 line cores. However, the bias at heights where sensitivity is low seems to go in the direction of producing colder atmospheres. This, along with the fact that NICOLE cannot move the TR to a higher column mass, may have prevented the reproduction of line-cores. Further, when dealing with active regions it may be necessary to adjust the upper boundary condition in NICOLE, namely the value of the hydrodynamic parameter used as a starting point for the hydrostatic equilibrium stratification, an adjustment that this method does not allow. These reasons must contribute to deeper and cooler cores in the synthesized spectra and can be taken into account in future investigations. Apart from these discrepancies, it is important to understand that we compare profiles obtained from two different but overlapping height ranges in the solar atmosphere, using data that were recorded from two different instruments. The matches between the observed and the synthetic profiles for both the Mg ii h&k spectral region and the Ca ii 8542 line, allow us to put forward semi-empirical models for the chromosphere with a higher degree of confidence than possible in previous works. Our results also highlight the consistency between the two independent radiative transfer codes.
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