Constrained sequences are strings satisfying certain additional structural restrictions (e.g., some patterns are forbidden). They find applications in communication, digital recording, and biology. In this article, we restrict our attention to the so-called (d, k ) constrained binary sequences in which any run of zeros must be of length at least d and at most k , where 0 ≤ d < k . In many applications, one needs to know the number of occurrences of a given pattern w in such sequences, for which we coin the term constrained pattern matching. For a given word w, we first estimate the mean and the variance of the number of occurrences of w in a (d, k ) sequence generated by a memoryless source. Then we present the central limit theorem and large deviations results. As a by-product, we enumerate asymptotically the number of (d, k ) sequences with exactly r occurrences of w, and compute Shannon entropy of (d, k ) sequences with a given number of occurrences of w. We also apply our results to detect under-and overrepresented patterns in neuronal data (spike trains), which satisfy structural constraints that match the framework of (d, k ) binary sequences. Throughout this article we use techniques of analytic combinatorics such as combinatorial calculus, generating functions, and complex asymptotics.
INTRODUCTION
The main idea of constrained pattern matching is to search for special structures (patterns) in a constrained sequence. In digital communication systems such as magnetic and optical recording, the main purpose of constrained pattern matching is to improve the performance by matching system characteristics to those of the channel. In biology, constrained sequences are in abundance (e.g., spike trains of neuronal data). In this article, our goal is to study and understand some aspects of pattern matching in constrained sequences. Although our methods seem to work for a larger class of constrained systems, we further restrict our analysis to the so-called (d, k ) 
sequences in
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In these applications, one often requires that some given words do not occur or occur only a few times in a (d, k ) sequence. Therefore, we study here the following problem: given a word w or a set of words W, how many times it occurs in a (d, k ) sequence. For such a problem we coin the term constrained pattern matching as an extension of standard pattern matching [Lothaire 2005; Régnier and Szpankowski 1998; Szpankowski 2001] . We study this problem in a probabilistic framework, that is, we assume that a sequence is generated by a memoryless source and derive the (conditional) distribution of the number of occurrences of w in a (d, k ) sequence. We need the conditional distribution since naturally only a small fraction of binary sequences satisfies the (d, k ) constraints.
In the (standard) pattern matching problem, one asks for pattern occurrences in a binary string also known as text without any additional restrictions on the text. In a probabilistic framework, one determines the distribution of the number of pattern occurrences. The first analysis of such pattern matching goes back at least to Feller, and enormous progress in this area has been reported since then [Bender and Kochman 1993; Guibas and Odlyzko 1981; Lothaire 2005; Nicodème et al. 1999; Régnier and Denise 2004; Szpankowski 2001; Waterman 1995] . For instance, Guibas and Odlyzko [1981] (also refer to Jacquet and Szpankowski [1994] and Régnier and Szpankowski [1998] ) revealed the fundamental role played by autocorrelation languages and their associated polynomials in the analysis of pattern matching. Szpankowski [1997, 1998 ] established that the number of occurrences of a given pattern is asymptotically normal under a diversity of probabilistic models that include Markov chains. Nicodème et al. [1999] showed generally that the number of places in a random text at which a "motif " (i.e., a general regular expression pattern) terminates is asymptotically normally distributed. Bender and Kochman [1993] studied occurrences of a generalized pattern using the de Bruijn graph representation that allowed the authors to establish the central limit theorem, but without computationally explicit mean and variance. Finally, in Flajolet et al. [2006] the number of subsequence occurrences were studied. Recent surveys on pattern matching can be found in Lothaire [2005, Chapters 6 and 7] . To the best of our knowledge, none of these works deals with pattern matching in constrained sequences such as (d, k ) sequences.
In the information theory community, (d, k ) sequences were analyzed since Shannon with some recent contributions [Dembo and Kontoyiannis 2002; Kolesnik and Krachkovsky 1991; Marcus et al. 1988; Zehavi and Wolf 1988] . Pattern matching in constrained sequences can in principle be analyzed by various versions of the de Bruijn graph [Bender and Kochman 1993; Flajolet et al. 2006] or automaton approach [Bender and Kochman 1993; Nicodème et al. 1999] . This is an elegant and general approach but it sometimes leads to complicated and rather uninsightful analyses that are computationally extensive. For example, in our constrained pattern matching problem, one must build a de Bruijn graph over all strings of length equal to the longest string in the set W. The (d, k ) constraints are built into the graph as forbidden strings (i.e., runs of zeros of length smaller than d or larger than k ), which result in forbidden edges of the graph. Based on this method, one represents the number of pattern occurrences as a product of matrices representing the underlying de Bruijn graph and hence also its largest eigenvalue (refer to Bender and Kochman [1993] and Flajolet et al. [2006] ). In general, this matrix is of a large dimension and such a solution is not easily interpretable in terms of the original patterns.
In this article, we take the view of combinatorics on words as in Lothaire [2005] and Régnier and Szpankowski [1998] . We first construct languages representing (d, k ) sequences containing exactly r occurrences of a given pattern w or a set of patterns W. Using generating functions and complex asymptotics, we present simple and precise asymptotics for the mean and variance of the number of pattern occurrences. In particular, we estimate the probability that a randomly generated sequence is a (d, k ) sequence. We also compute the probability that there are r occurrences of w in a (d, k ) sequence generated by a binary memoryless source. In fact, we present the asymptotics for different ranges of r including central limit and large deviation regimes. Furthermore, we enumerate (d, k ) sequences that contain exactly r occurrences of w and compute Shannon entropy when the binary source is unbiased. To put the theory into practice, we show how these theoretical results can be applied to analyze neuronal spike data.
The article is organized as follows. In Section 2, after introducing some preliminary notions and definitions we present our main analytical and experimental results. Most proofs are delayed until Section 3 where we use analytic tools such as generating functions, singularity analysis, and the saddle point method to establish our main results.
MAIN RESULTS
To simplify our presentation, we first derive all results for restricted (d, k ) sequences unless stated otherwise. In general, a restricted (d, k ) sequence is a (d, k ) sequence that starts with 0 and ends with 1. We will relax this assumption later. We aim at finding the probability distribution of the number of occurrences of a given pattern w in a (d, k ) sequence generated by a binary memoryless source. Here w is also a (d, k ) sequence, and pattern overlapping is allowed.
Let us start with language representations. Define
as a set of runs of zeros of length between d and k . For d = 0, the first word of A d,k is an empty word . The extended alphabet is then [Marcus et al. 1988 ]
Observe that restricted (d, k ) sequences are built over B d,k , and we count pattern occurrences also over B d,k . For example, w = 01 does not occur in a (1, 4) sequence 0010001 since it contains two symbols 001 and 0001 over B d,k . We shall also relax this assumption later. As in the classical pattern matching, a special set (language) plays an important role. 
Notice that, by definition, the autocorrelation set always contains the empty word .
As in Choi and Szpankowski [2007] , Jacquet and Szpankowski [2006] , and Régnier and Szpankowski [1998] , we introduce four languages, T
as follows:
as the set of all (d, k ) sequences containing exactly r occurrences of w; (ii) R (d,k ) as the set of all (d, k ) sequences containing only one occurrence of w, located at the right end;
and w ·u has exactly one occurrence of w at the left end of w · u;
and w occurs at the right end of w · v , that is, any word in {w} · M (d,k ) has exactly two occurrences of w, one at the left end and the other at the right end.
To simplify our notation, we drop the upper index (d, k ) unless it is necessary. It is easy to see that for r ≥ 1 [Régnier and Szpankowski 1998; Szpankowski 2001 ]
In order to find relationships between the languages R, M, and U, we extend the approach from Régnier and Szpankowski [1998] to yield
where B * is the set of all restricted (d, k ) sequences, that is,
For example, (3) indicates that any word in language M * is either in S (if the length of the word from M * is smaller than that of w) or it must end with w.
At this point we need to set up the probabilistic framework. Throughout, we assume that a binary sequence is generated by a memoryless source with p being the probability of emitting a "0" and q = 1 − p. We find the conditional probability distribution of the number of occurrences of w in a (d, k ) sequence. We also compute the probability that a randomly generated sequence is a (d, k ) sequence.
We start by defining for a language L its probability generating function L(z) as
where P(u) is the probability of a word u and |u| is the length of u over the binary alphabet. In particular, the autocorrelation polynomial S(z) is the probability generating function for the autocorrelation language S. In general, we write [
The language relationships (3)-(5) are translated into probability generating func-
where
In particular, from (1),(2) and the preceding, one finds
Let O n be a random variable representing the number of occurrences of w in a (regular) binary sequence of length n. Then, the generating function T r (z) for (d, k ) sequences is defined as
where D n is the event that a randomly generated binary sequence of length n is a (d, k ) sequence. Let us also define the bivariate generating function T (z, u) as
From (1) and (2), we find
Observe that T (z, u) is not a bivariate probability generating function since [z n ]T (z, 1) = 1. But we can easily make it a conditional probability generating function. First, define
as the probability that a randomly generated sequence of length n is a (d, k ) sequence. We also introduce a short-hand notation O n (D n ) for the conditional number of occurrences of w in a (d, k ) sequence. More formally,
Therefore, the probability generating function of
where T u (z, 1) is the derivative of T (z, u) at u = 1, and
is the second factorial moment, where T uu (z, 1) is the second derivative with respect to u at u = 1 [Flajolet and Sedgewick 2008; Szpankowski 2001] .
Analytical Results
Our main analytical results are summarized in the following two theorems. In Theorem 2.1 we present asymptotics for P(D n ) and the first two moments of O n (D n ). The proof is presented in Section 3.1. (9), and let λ = 1/ρ. Then the probability of generating a (d, k ) sequence is equal to
for some φ < λ. Furthermore,
and the variance is
for large n.
The next theorem presents the asymptotic formulas of P(O n (D n ) = r) for three different ranges of r, including central limit and large deviations regimes. The results are derived in Sections 3.2-3.4 by using analytical tools. 
where N(0, 1) is the standard normal distribution. 
, and let h a (z) = a log M(z) − log z. We denote by z a the unique real root of the equation h a (z) = 0 such that z a ∈ (0, ρ). Then,
The constant c 2 is explicitly computed in (31).
Remark 1. In Figure 1 , we plot λ = 1/ρ versus p for various (d, k ) sequences. Observe that the probability P(D n ) λ n is asymptotically maximized for some p = 0.5 (biased source) which may be used to design a better run-length coding as in Aviran et al. [2006] . Remark 2. When the binary source is unbiased ( p = q = 1 2 ), we can count the number N n (r) of (d, k ) sequences of length n that contain w exactly r times, by computing [z n ]T r (2z) (r is fixed with respect to n.) In fact, N n (r) = 2 n P(O n = r, D n ) and one finds asymptotics of N n (r) from part (i) of Theorem 2.2. In particular, Shannon entropy is
where τ = τ (1/2, w) is defined in Theorem 2.2 for p = 1/2. 
and generating functions and asymptotic expressions can be derived from the precedings.
Remark 4. We counted the occurrences of the pattern w over the alphabet B d,k . We can extend this analysis to count the occurrences over a binary alphabet (e.g., w = 01 occurs twice in the (1, 4) sequence, 0010001). Again, let w = w 1 . . . w m ∈ {0, 1} m with w m = 1, and w be represented over B d,k , that is, w = β 1 . . . β m where β i ∈ B d,k . Then the autocorrelation set S 2 over the binary alphabet is defined as
Using the languages T r , R, M, and U defined earlier, we find
where Z = { , 0, 00, . . . , 0 k+1−|β 1 | }, and 0 k denotes a run of zeros of length k. We replace S by S 2 and {w} by Z · {w} in (1)-(5). The key idea is that any word in Z · {w} is now considered to have an occurrence of w. Applying the same techniques as before we can derive the generating functions and asymptotic results.
Remark 5. We can also extend our results to a set of patterns
(An extension to a general set of words is possible through the novel ideas discussed in Bassino et al. [2007] .) Let us introduce some new languages. In particular, for any given two strings u and v, let ij is a (d, k ) sequence and has one occurrence of w i at the left end, one occurrence of w j at the right end, and r − 1 occurrences from W elsewhere. We write
We can see that T r (r ≥ 1) and T 0 are represented as follows:
for 1 ≤ j ≤ K. The languages M ij , U i , and R j satisfy following relationships [Régnier and Szpankowski 1997] 
As before, the language relationships (19)- (21) are translated into generating functions [Régnier and Szpankowski 1997] . We have
where M(z) and S(z) are K×K matrices such that M ij (z) and S ij (z) are the (i, j)-elements in M(z) and S(z), respectively. Furthermore, I is the K × K identity matrix, and
From (17)- (18) and the preceding, one finds
. Using this and following the footsteps of our previous analysis, as presented in the next section, one easily shows that for large n
and
where ρ := ρ( p) is the unique positive real root of B(z) = 1, λ = 1/ρ, and α is an explicitly computable constant. Furthermore, technically more challenging analysis allows us to conclude that O n (D n ) satisfies the central limit theorem.
Experimental Results
In this section, we illustrate how our theoretical results can be used to obtain justifiably accurate statistical inferences from biological data. We apply Theorem 2.2 to detect under-and overrepresented structures in neuronal data (spike trains). We shall first argue that neuronal data are best represented by constrained sequences. Indeed, current technology allows for the simultaneous recording of the spike trains from one hundred (or more) different neurons in the brain of a live animal. Such experiments have produced enormous amounts of extremely valuable data, and one of the core research areas of activity in neuroscience is devoted to developing accurate and precise statistical tools to quantify and describe the amount and representation of the information that is contained in this data [Paninski 2003 ]. Because of the very nature of the biological mechanisms that produce them, spike train data satisfy structural constraints that match the framework of (d, k ) binary sequences, as discussed in the Introduction. For experiments, we use single-electrode data from cortical neurons under random current injection. The details can be found in Jolivet et al. [2006 Jolivet et al. [ , 2008 . This spike timing data can be transformed into a (d, k ) sequence by setting the time resolution and dividing time into bins of the same size. Each time bin is represented by a bit 0 or 1. If there is a spike in a certain time bin, it is represented by a bit 1; otherwise it is represented by a bit 0. A fundamental question is how one classifies an occurrence of a pattern as significant. Here, the connotation of "significant" is used for observed data that is interesting, surprising, suspicious, or-perhaps most importantly-meaningful. We classify a pattern as significant if it is unlikely to occur fortuitously, that is, in a randomly generated instance of the problem. Thus, we compare experimental data to the reference model, which in our case is the probabilistic model developed in this article.
Having this in mind, and using our large deviations results, we derive a threshold, O th , above which pattern occurrences will be classified as statistically significant. The threshold is defined as the minimum O th such that
where α th is a given probability threshold. From part (iii) of Theorem 2.2 we easily conclude that for α th in the range of the large deviations domain, the threshold is O th = na th , where a th ≈ I −1 (log(1/α th )/n), and I −1 (·) is the inverse function of I(a) defined in Theorem 2.2. To set up our reference model, we need to fix the parameters d, k, and p. First we can find d and k by observing the binary sequence (e.g., by finding the minimum and maximum length of runs of zeros between spikes in the sequence). Then we can find p by solving the following simultaneous equations with variables ρ and p.
B(ρ)
Note that the coefficients of B(z) depend on p. The second equation follows from the fact that ρ B (ρ) captures the average length of symbols of B d,k in a (d, k ) sequence, and thus its reciprocal represents 1 − p. In other words, we estimate p indirectly through the estimation of d and k . One might be tempted to estimate p by just counting the total number of 0's and dividing it by the length of the sequence. But this could lead to a poor estimate if a large portion of (d, k ) sequence set is not typical.
In our experiment, we set the size of the bin to 3 ms and obtained a (d, k ) = (1, 6) sequence of length 2193 with p = 0.752686. Figure 2 shows the number of occurrences for various patterns w within a (sliding) window of size 500; here we use a short-hand The three horizontal lines represent thresholds for α th = 10 −6 , 10 −7 , and 10 −8 , respectively. As expected, the thresholds vary with the structure of w. If the number of occurrences exceeds the threshold at some position, we claim the pattern occurrence is statistically significant in that window. This observation can be used as a starting point for interpretation of neural signals, although there is still a huge gap between patterns of spike trains and their meaning in a real nervous system. In passing we observe that one would have obtained quite different threshold values if constraints were ignored.
ANALYSIS
In this section, we prove Theorems 2.1 and 2.2 of the previous section. In Section 3.1, we derive P(D n ) and the first two moments of O n (D n ). In Sections 3.2-3.4 we estimate asymptotically P(O n (D n ) = r) for various ranges of r.
First and Second Moments
We first obtain asymptotic formulas for the mean and the variance of O n (D n ). From (6)-(13), we find
By Cauchy's coefficient formula and Cauchy's residue theorem [Flajolet and Sedgewick 2008; Szpankowski 2001] we immediately obtain
where ρ is the unique positive real root of B(z) = 1, λ = 1/ρ, and φ < λ. We can easily prove that there always exists a unique positive real root of B(z) = 1, which is greater than 1, and its modulus is the smallest among all complex roots. To find moments, we proceed after the following equation.
[
Similarly,
After some algebra, we establish the formula on the variance in (16).
Distribution for r = O(1)
We prove here part (i) of Theorem 2.2, that is, we estimate P(O n (D n ) = r) for r = O(1). By Cauchy's coefficient formula and Cauchy's residue theorem,
where τ < t −1 is the smallest positive real root of D(z) = 0, and
We can easily prove that there exists at least one positive real root of D(z) = 0, which is greater than ρ. Finally, we find
as desired for Theorem 2.2(i).
Therefore,
This completes the proof of Theorem 2.2(ii).
Distribution for r
Finally we establish the large deviations results in part (iii) of Theorem 2.2, that is, we
, and we compute P(O n (D n ) = na) asymptotically when na is an integer. Clearly,
By (13),
Hence, Cauchy's coefficient formula leads to [Flajolet and Sedgewick 2008; Szpankowski 2001 ]
where the integration is done along any contour around zero in the convergence circle. In order to derive large deviation results, we need to apply the saddle point method [Flajolet and Sedgewick 2008; Szpankowski 2001] . Therefore, we define the function h a (z) of complex variable z as
In the lemma that follows, we characterize some properties of h a (z) that are needed to estimate the integral. The proof can be found in Appendix A.
LEMMA 3.1. (i) There exists a unique real root z a of the equation h a (z) = 0 that satisfies 0 < z a < ρ for some constant a described in Appendix A.
Let z a be the unique positive real root of the equation h a (z) = 0. We evaluate the integral on C = {z : |z| = z a }, and we first split C into C 0 and C 1 where C 0 = {z ∈ C : |arg(z)| ≤ θ 0 } and C 1 = {z ∈ C : |arg(z)| ≥ θ 0 } for some θ 0 . That is,
We compute I 0 first and we later show that |I 1 | is exponentially smaller than I 0 . Now we set θ 0 = n −2/5 and compute I 0 with the change of variable z = z a e iθ ,
To simplify the notation, let us define some variables as follows.
, and γ a = h
Using Taylor series around θ = 0, we arrive at
as n → ∞. Thus, using Taylor series, we get
With the change of variable θ = ω τ a z a √ n , we rewrite
where ω o = τ a z a n 
It is easy to see that the main contribution to the large deviations comes from I 0 . Thus, we only need to show that I 1 is small. We compute a bound on |I 1 |, and we show that it is exponentially smaller than I 0 . We can rewrite I 1 = I Finally, by (15), (29), (30) and the preceding formula, we get where I(a) = − log ρ −h a (z a ), which is positive. This establishes part (iii) of Theorem 2.2, where the constant c 2 can be extracted from the preceding equation.
