ABSTRACT Multi-tenant service-based systems (SBSs) have been widely used in recent years. In SBSs, Web services are composed of business processes that fulfill multiple tenants' functional and multidimensional quality-of-service (QoS) requirements, such as response time, throughput, and budget. QoS violations frequently occur, and the rate of service level agreement (SLA) breaches increases in a distributed and volatile operating environment. Service monitoring can be used to improve the reliability and availability of the systems by detecting runtime anomalies in a timely manner. However, this process consumes monitoring resources and incurs monitoring overhead in an SBS. In fact, different services in an SBS are not equally critical, and treating them as the same in monitoring wastes resources. Thus, it is a considerable challenge to monitor the services of a multi-tenant SBS in a cost-effective manner. In this paper, we propose SLA-driven Cost-Effective Monitoring for multi-Tenant SBSs (SCEMTS) based on criticality for formulating a monitoring strategy. In an SBS, the criticality of a service is evaluated based on two dimensions: QoS and tenants (including their priorities). To specify the different QoS requirements of tenants, tenant SLAs are used to rank tenants' priorities for weighting the criticality of a service in the monitoring resource distribution. Extensive experiments show that the SCEMTS outperforms the representative approaches in satisfying tenant SLAs, thus improving monitoring cost-effectiveness and ensuring the QoS of multi-tenant SBSs.
I. INTRODUCTION
With the rapid development of cloud computing and the service-oriented paradigm, multi-tenant service-based systems (SBSs) have been widely used in recent years [1] , [2] . In the cloud environment, SBS vendors compose Web services (i.e., component services) in the form of business processes to fulfill the requirements of multiple tenants with respect to functionality and multi-dimensional qualityof-service (QoS) [3] , [4] . Moreover, tenants often impose different QoS requirements on an SBS, such as the expected response time and budget. Because the operating environment of an SBS tends to be volatile, runtime anomalies may occur in the services, which often cause QoS violations [5] and breaches in tenants' service level agreements (SLAs) [6] . Therefore, monitoring the services in an SBS to detect runtime anomalies in a timely manner is extremely important [5] .
Service monitoring approaches have been proposed in recent years, such as the work in [7] and [8] . However, most monitoring strategies treat all component services in an SBS equally and constantly, which often incurs excessive monitoring resource costs and system overhead that impact the QoS of the SBS and lead to a waste of monitoring resources. In [5] , the authors proposed CM4MTS (Criticality-based Monitoring for Multi-Tenant SBSs), in which the criticality represents the perceived severity of the impact of an anomalous component service on an SBS. Then, the trade-offs among the monitoring benefits, resource costs and system overhead are considered for the monitoring strategy. xHowever, the tenants' own QoS requirements, such as response time and budget, vary and therefore are of different priorities to an SBS vendor. Certain tenants have higher priorities, such as shorter expected response times and higher budgets. In contrast, tenants with lower priorities may have smaller budgets and longer expected response times. If treating all the services in an SBS equally, monitoring the services shared by the tenants with lower priorities may lead to a waste of monitoring resources. Meanwhile, the services shared by tenants with higher priorities may not obtain sufficient monitoring resources to fulfill the tenants' higher QoS requirements. Therefore, integrating tenant priority is of particular importance in formulating criticality-based cost-effective monitoring strategies.
To address the above issues, we propose SCEMTS (SLA-driven Cost-Effective Monitoring for multi-Tenant SBSs), which is based on criticality, to formulate the monitoring strategy, where SLA-driven means that we rank tenant priorities based on tenant SLAs. A novel monitoring approach, SCEMTS, has the following aspects as the key contributions: 1) a novel multi-tenant SBSs model that takes into account the tenants' priorities, 2) a calculation of the service criticality and a definition of monitoring benefits based on the tenants' priorities, and 3) the violation rate for the SCEMTS evaluation.
The rest of this paper is organized as follows. Section II presents an example that motivated this research. Section III introduces the SCEMTS approach. Section IV presents the evaluation of the experiments. Section V summarizes the related works. Section VI discusses the conclusions and future work. Fig. 1 6 and s 7 are used to offer the service of video on demand (VoD). The tenants can choose different services (live streams, VoD, or live streams and VoD) according to their own business requirements [5] . Tenants have their own priorities because they have varied QoS requirements, such as response times and budgets, which are of different priorities to the SBS vendor.
II. MOTIVATING EXAMPLE
Runtime anomalies such as software, hardware and network failures may occur in the component services in an SBS. Without a proper service monitoring strategy, QoS violations may occur in the multi-tenant SBSs for online video services, such as unexpectedly low video resolution and long buffering times. These violations result in an increasing tenant SLA breach rate since the requirements of high-priority tenants for the live streaming service cannot be satisfied because the response time of the SBS overly exceeds the tenants' expected response time. Therefore, the SBS must be monitored. In general, more monitoring resources (more monitors, higher monitoring frequency, and finer monitoring granularity) are more likely to ensure the timely detection of runtime anomalies occurring in the service, which is the monitoring benefit. However, it also causes higher resource costs and system overhead. A practical solution for allocating monitoring resources is to prioritize those component services that are shared by more tenants with high priorities that are more likely to severely impact the QoS of the SBS upon facing anomalies. For example, s 1 in Fig. 1 is shared by all tenants, and the response time of the SBS is increased by the time delay caused by s 1 when anomalies occur. If the delay is longer than that caused by any other service, s 1 should receive the highest monitoring priority.
SCEMTS formulates SLA-driven cost-effective monitoring strategies based on the criticality of services to address the above issues. This approach is designed to offer an optimal solution to fulfill the monitoring requirements of tenants and the system vendor by systematically considering the monitoring parameters (number of monitors, monitoring frequency, and monitoring granularity), monitoring benefits, resource costs, and system overhead.
III. SCEMTS APPROACH
This section details our approach design. First, it introduces the tenant ranking method, which includes tenant SLA description and tenant priority calculation (i.e., tenant ranking). Then, it presents service criticality calculation and monitoring strategy formulation.
A. TENANT RANKING BASED ON SLA
The tenant SLA is used to rank the tenants' priorities. We first introduce the tenant SLA description and then the method of tenant ranking.
1) TENANT SLA DESCRIPTION
An SLA is a formal definition of the relationship between a service provider and its customer [9] . The SLA can be defined and used in the multi-tenant environment to determine whether the provided SBS satisfies the tenants.
Every tenant is allowed to describe its SLA requirements by a feature model from [10] , which imposes a monitoring assertion on a specified service object. A tenant may define one or more requirements. Fig. 2 presents the main structure of the feature model. Privilege in the feature model is used to describe the tenant's priorities. The service level objectives (SLOs) guarantee is used to describe the SLOs' relative importance, and it quantitatively specifies the expected QoS (e.g., the response time) under a certain status, which is specified by the SLA's parameters and status. Compared to the web services agreement (WS-agreement) model [11] , the feature model is tenant-oriented and it supports monitoring SBSs-delivered services that are categorized as service objects. The SLA parameters specify the QoS with monitoring concerns.
End-users are always sensitive to the buffering time for online videos, especially live streams. Therefore, the response time and budget (or costs) are critical to the tenants of an online video SBS. Thus, inspired by [6] and [10] , a tenant SLA is represented as follows:
where tID is the tenant ID, rtExp is tenant's expected response time, payWil expresses the tenant's willingness to pay for the expected response time, and tslog specifies the tenant's SLO guarantee.
2) TENANT PRIORITY
The tenant's priorities are calculated by (2) , which determines the importance of tenants based on their specific QoS requirements [6] teRank tID = δ payWil tID rtExp tID ;
where teRank tID depends on payWil tID and rtExp tID in the tID th tenant's tID th SLA. rtExp tID is the tenant's expected response time in the tID th SLA, payWil tID represents the tID th tenant's willingness to pay for the expected response time, δ is a constant depending on the value of payWil tID and rtExp tID to ensure that the sum of teRank tID is 1, and t(S) is the total number of tenants. An example of a tenant ranking is shown in Table 1 . We assume that the total number of tenants is three, which are denoted by Tenant 1 to Tenant 3 , and they have varied requirements (response times and willingness to pay). The tenant ranking is calculated by (2) . Tenant 3 has a higher priority with the requirement of a shorter response time and a higher willingness to pay than Tenant 1 and Tenant 2 . Tenant 2 has higher priority since they expect a shorter response time than Tenant 1 when they are willing to pay the same amount of money.
B. SERVICE CRITICALITY CALCULATION
The criticality of a service is determined by two factors.
One is the QoS degradation of the SBS when the runtime anomalies occur in the service, and the other is the tenants that the service serves, such as the priorities of tenants, the number of tenants, and the frequency of the service requests from tenants. Thus, the calculation of service criticality is VOLUME 6, 2018 based on two metrics: QoS-based criticality and tenant-based criticality.
1) QOS-BASED CRITICALITY CALCULATION
The QoS-based criticality of a component service s i with a d-dimensional QoS in an SBS S is computed as follows [5] : 
2) TENANT-BASED CRITICALITY
Based on [5] , we enhance the tenant-based criticality calculation by taking the tenant priority into consideration. The tenant priority is calculated in (2), which is integrated as a weight for the tenant who shares the component service s i . Thus, the tenant-based criticality of a component service s i in an SBS S is computed as follows:
where teRank tID is the priority of the tID th tenant (tID = 1, 2, . . . , t(s i )), t(s i ) is the number of tenants that the component service s i serves, and ζ (S i , tID) is the average amount of service requests that s i processes per unit of time, which is shared by the tID th tenant. t(S) is the total number of tenants, and ζ (S) is the average amount of service requests that SBS S processes within the same unit of time. The number of tenants and the times of service requests can be obtained by the system engineer through the analysis of tenants' requirements.
3) OVERALL CRITICALITY
The overall criticality of a component service is calculated based on the QoS-based and tenant-based criticality. As in [5] , we use Min-Max normalization technique [12] to normalize the QoS-based criticality in the same range as that of tenantbased criticality to eliminate the impact of different measurement units:
where cr QX p (S) and cr QN p (S) respectively represent the maximum and minimum criticalities across all component services for the p th QoS in S.
Then, the overall criticality of si is calculated by: 
C. MONITORING STRATEGY FORMULATING
The monitoring strategy is formulated by the local and global monitoring strategies [5] .
1) LOCAL MONITORING STRATEGY
The local monitoring strategies for each component service in the SBS are generated based on the monitoring parameters and the corresponding benefits, resource costs and system overhead. We consider the following three parameters [13] : the number of monitors (different QoS dimensions of the same component service need different monitors), the monitoring frequency (how often the status of a component service is checked) and the monitoring granularity (the extent to which a monitoring target is inspected). The monitoring benefits, resource costs and system overhead are introduced as follows.
Monitoring benefit (B): We consider the benefits based on the priorities of tenants that are served, and the QoS is quantified as a value that represents the avoided QoS degradation in the monitored response time or throughput. In general, when the monitoring benefits are high, the tenants are more satisfied, and the detection of anomalies is timelier and more accurate.
Resource cost (R): Software and hardware resources, and human labor in monitoring, generate resource costs.
System overhead (O): Includes occupied CPU and memory space in monitoring.
Different monitoring benefits, resource costs and system overheads are generated by different combinations of monitoring parameters, and the monitoring benefits may not always increase with the increase of the allocated monitoring resources because of the impact of resource costs and system overhead.
We weight the monitoring benefits with the criticalities of the relative component services for evaluating and comparing the benefits of si from the perspective of the entire SBS as follows:
where cr O (s i ) is the overall criticality of si, which is calculated with (6) . Then, the j th local monitoring strategy for i th component service is represented as follows:
where N i,j to O i,j respectively represent the number of monitors, monitoring frequency, monitoring granularity, monitoring benefits, resource costs, and system overhead. Then, we need to handle the trade-offs among the monitoring benefits, resource costs and system overhead by monitoring utility [5] for generating the local monitoring strategy:
where w B , w R and w O respectively represent the weights of the monitoring benefits, resource costs and system overhead according to the system vendor's own preferences based on the tenants' requirements.
and O norm i,j respectively represent the normalized monitoring benefits, resource costs, and system overhead. Then, the monitoring utility of an SBS containing n component services is calculated as follows:
2) GLOBAL MONITORING STRATEGY
The global monitoring strategy for the entire SBS is formulated based on the local monitoring strategy. The global monitoring strategy is formulated by solving the constrained optimization problem (COP) with the integer programming (IP) technique [12] for minimizing the QoS degradation of the SBS upon runtime anomalies. The COP model is represented as follows:
where the SBS S consists of n component services, each component service is associated with m local monitoring strategies, and a set of 0-1 integer variables x i is created for the component service s i . x i,j is the j th monitoring strategy for the i th component service. Then, (12) ensures that one local monitoring strategy can be selected at most for a component service. (13) ensures that the resource costs of the monitoring strategy are lower than the system vendor's monitoring budget. (14) guarantees that the monitoring parameters of any selected local monitoring strategy fulfill the constraints. The COP model is solved by assigning a value of 0 or 1 to each x i,j and ensuring that all constraints are fulfilled and that the objective of the COP is achieved. The QoS degradation and violation of the SBS upon runtime anomalies can minimized with this monitoring strategy.
IV. EVALUATION
SCEMTS is compared with other representative approaches based on extensive experiments. Section IV-A introduces the metrics for evaluation. Section IV-B introduces the experimental setup. Section IV-C presents the evaluation results.
A. EVALUATION METRICS
The metrics for evaluation are as follows.
Violation rate: Each tenant has an SLA description {tID, rtExp, payWil, tslog}. The tslog represents the tenant's SLO guarantee, which is the range of the tenant's tolerance for QoS (i.e., response time). If the response time of the service shared by a tenant exceeds its range, it causes a tenant SLA breach. The violation rate is represented by the ratio between the number of tenants who have SLA breaches and the total number of tenants. An example is shown in Table 3 . 
Success rate:
Represented by the ratio between the number of anomalies that are successfully detected and the total number of anomalies in the SBS.
System Monitoring utility: The system monitoring utility represents the rationality of a monitoring strategy according to Section IV-C.
Overall QoS: The overall QoS (including response time and throughput) of an SBS.
Affected tenant percentage: The affected tenant percentage is the ratio between the number of tenants affected by anomalies and total number of tenants that share the SBS.
B. EXPERIMENTAL SETUP
SCEMTS is implemented in Java with JDK 1.6.0, Eclipse Java EE IDE, and IBM CPLEX v12.5, which is a linear programming tool for solving the COPs. We evaluate six representative approaches to compare them with our SCEMTS approach.
Non-Monitoring: This approach monitors the SBS with no monitoring strategy. This approach is also used in [5] as an existing approach to compare with other representative approaches. It is denoted by NonMon.
Random-Monitoring: This approach monitors the SBS with randomly selected component services and the relative local monitoring strategies. It is similar to NonMon and is used in [5] . It is denoted by RandMon.
CM4MTS: The approach of [5] (Criticality-based Monitoring for Multi-Tenant SBSs) considers the service criticality and trade-offs among the monitoring benefits, resource costs and system overhead of a monitoring strategy.
SLA-Driven-Random-Monitoring: This approach monitors the SBS with a random strategy (the component services and the relative local monitoring strategies are both randomly selected) based on the tenant ranking according to the tenant SLA. It is denoted by SDRandMon.
SLA-Driven-Mu-Greedy-Monitoring: This approach is based on the tenant ranking according to the tenant SLA, in which the component services are randomly selected and the relative local monitoring strategies are ranked based on their monitoring utilities. It is denoted by SDMuMon.
SLA-Driven-Cri-Mu-Greedy-Monitoring: This approach is based on the tenant ranking according to the tenant SLA. The component services are ranked based on their criticalities, and then the monitoring strategy with the highest monitoring utility is selected for the relative component service with the highest criticality. It is denoted by SDCriMuMon.
We extend the SBS in Section II by randomly generating service compositions with 10 tasks and two QoS dimensions (response time and throughput). We set the number of tenants to 100. The tenants' expected response time, willingness to pay for the expected response time and tenant SLO guarantee are domain specific and are generated by [6] and [10] for the tenant ranking and the evaluation of violation rate. The monitoring parameters are generated randomly for each component service to simulate m (m = 20) different local monitoring strategies. The monitoring benefits, resource costs and system overheads are generated randomly according to the rules in [5] . The values of the weights for the monitoring benefits, resource costs and system overheads are averagely allocated for generality. The monitoring budget is generated randomly based on the average resource costs of the local monitoring strategies in a numeric value.
We generate a number of anomalies based on a fault rate and randomly injected the anomalies to the component service in the SBS to simulate volatile environments. For example, we set a fault rate of 0.1 for an SBS, and the SBS consists of 10 component services. We randomly select one faulty component service in the SBS. We set different fault rates to simulate volatility in the environment. This is a similar approach to that described in [14] .
C. EVALUATION RESULTS

Violation Rate:
We increase the monitoring budget from 50 to 500 in steps of 50 and the fault rate from 0.1 to 0.4. As shown in Fig. 3(a) , the fault rate is 0.1. The violation rate of all approaches (except NonMon) decrease when the monitoring budget increases. With a greater monitoring budget, more anomalies can be successfully detected, which results in lower violation rate for the multi-tenant SBSs. However, the SCEMTS achieves the lowest violation rate across all cases, which decrease from 50% to 6% as the monitoring budget increases from 50 to 500. The SCEMTS outperforms RandMon and CM4MTS by 19.05% and 7.63%, respectively. NonMon is 100% in all cases since the anomalies cannot be detected, and the response time violates all tenant SLO guarantees.
Success Rate: The monitoring budget increases from 50 to 500 in steps of 50, and the fault rates from 0.1 to 0.4 are set for the evaluation of the four approaches with respect to the success rate. As shown in Fig. 4 , when the fault rate is 0.1, the success rate of all approaches increase when the monitoring budget increases since increasingly more component services are monitored when the monitoring budget increases. The SCEMTS outperforms the other approaches in all cases. Its success rate increases from 15.92% to 99.88%, and it beats SDCriMuMon, SDMuMon, and SDRandMon by 15.6%, 11.50%, and 30.68% on average, respectively. SDRandMon achieves the lowest success rate among all approaches, as expected.
System Monitoring Utility: We vary the monitoring budget from 50 to 500 in steps of 50 and the fault rates from 0.1 to 0.4. We take the fault rate of 0.1 as an example. As shown in Fig. 5 , the utility of all approaches increase when the monitoring budget increases. SCEMTS outperforms the other approaches when facing different monitoring budgets, which increase from 1.05 to 6.42. On average, the SCEMTS outperforms SDCriMuMon, SDMuMon, and SDRandMon by approximately 22%, 18% and 60%, respectively. SDRandMon clearly obtains the lowest system monitoring utility.
Overall QoS: The five approaches of the overall QoS (response time and throughput) are compared given the monitoring budget changes from 50 to 500, and the fault rates change from 0.1 to 0.4. As shown in Fig. 6 , SDRandMon's response time outperforms the other approaches with the different fault rates, and the response time of the approaches (except NonMon) decrease when the monitoring budget increases. Taking Fig. 6(a) as an example, the response time of SCEMTS given the monitoring budget of 250 almost equals the response time of SDCriMuMon and SDMuMon given the monitoring budget of 500. SCEMTS outperforms SDCriMuMon, SDMuMon, and SDRandMon by 10.1%, 28.2%, and 49.1%, respectively. Similar results with different fault rates are shown in Fig. 7 . In the figure, the throughput of the five approaches shows that the SCEMTS obtains the highest value in all cases. Taking Fig. 7(a) as an example, SCEMTS beats SDCriMuMon, SDMuMon, and SDRandMon by 5%, 15%, and 44% on average, respectively.
Affected Tenant Percentage: In this series of experiments with the five approaches, they are compared with the fault rate increasing from 0.1 to 0.4. Taking Fig. 8(a) as example, SCEMTS reduces the affected tenant percentage significantly from 76% to 1% when the budget increases from 50 to 500, and it beats SDCriMuMon SDMuMon, and SDRandMon by 27%, 26%, 48% on average, respectively. The experimental results show that overall SCEMTS outperforms the representative approaches in the five evaluation metrics, which demonstrates that SCEMTS performs better than other approaches in satisfying tenant SLAs, improving monitoring cost-effectiveness and ensuring the QoS of multitenant SBSs.
V. RELATED WORK
In recent years, cloud computing and service-oriented paradigms have been a popular orientation of research. For QoS-aware service selection, many approaches have been proposed, such as [12] , [15] , and [16] . After service selection, to guarantee the quality of the SBS, the component services of an SBS must be monitored to improve timely adaptation when anomalies occur. Monitoring is the premise of most works in service adaptation, such as [17] and [18] .
Many approaches have been proposed for monitoring the component services of an SBS. For example, in [7] , the authors propose ReqMon, which combines distributed individual monitoring servers with a centralized global integrative monitor in a two-level monitoring system. The work in [19] describes a framework supporting the runtime monitoring of requirements, and it presents an architecture and implementation of a tool that operates it. In addition, monitoring languages and tools are proposed, as in [20] and [21] .
To satisfy tenants' own requirements, many approaches take the priorities requested from different tenants into consideration. For example, in [10] , the authors propose an aspect-oriented approach to monitor multi-tenant applications based on tenant SLAs for ranking tenants' priorities, such as those presented in [5] , [6] , [22] , and [23] , rank tenants' priorities based on SLA and specify their QoS requirements using SLA parameters. However, none of the existing works has properly taken into account tenants' priorities while monitoring multi-tenant SBSs.
In [7] , the authors propose CriMon, which is an approach to formulate cost-effective monitoring strategies for a singletenant SBS based on service criticality. In [5] , the authors propose CM4MTS to formulate cost-effective monitoring strategies in multi-tenant SBSs and the service criticality is employed to prioritize the component services in monitoring resource allocation. However, tenants' priorities are not considered in the service criticality, which leads to low satisfaction of tenants. Thus, the key challenge is that the tenant ranking for fulfilling the tenants' multi-dimensional QoS requirements should be considered in a cost-effective monitoring strategy, which improves the tenants' satisfaction.
In this paper, we propose SCEMTS to formulate the monitoring strategy in the multi-tenant SBSs. Tenant SLAs are used to rank tenants' priorities for weighting the criticality of a service in monitoring resources' distribution.
VI. CONCLUSIONS AND FUTURE WORK
We propose SCEMTS (SLA-driven Cost-Effective Monitoring for multi-Tenant SBSs) in this paper. The multi-tenant service-based systems (SBSs) take into account the tenants' priorities, which specify the different QoS requirements of tenants. Then, the calculation of the service criticality and the definition of monitoring benefits integrate the tenants' priorities, which improves the tenant SLA satisfaction by reducing the rate of service level agreement (SLA) breaches. The violation rate is designed based on tenants' SLOs (service level objectives) guarantees for the SCEMTS evaluation in tenant SLA satisfaction. Extensive experiments show that SCEMTS outperforms the representative approaches in tenant SLA satisfaction, monitoring cost-effectiveness and the QoS of multi-tenant SBSs.
At present, SCEMTS integrates only static tenant rankings, and the tenant ranking method takes into account only response times and budgets. A dynamic tenant ranking and additional factors in tenant requirements will be investigated in future work. 
