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Differentiable Mappings Between Spaces of Sections
Helge Glo¨ckner
Abstract
We study differentiability properties of mappings between spaces of sections in
locally trivial bundles of locally convex spaces, and describe various applications.
In particular, we show that the space of Cr-sections Cr(X,E) is a topological Cr(X)-
module, for every Cr-vector bundle E → X (where r ∈ N0 ∪ {∞}), and we show
that, provided X is finite-dimensonal and σ-compact, the space Dr(X,E) of com-
pactly supported Cr-sections is a topological module over the topological algebra
Dr(X) of test functions of class Cr on X. We also show that the mapping group
Cr(X,G) can be given a smooth (resp., K-analytic) Lie group structure modelled on
Dr(X,L(G)), for every (possibly infinite-dimensional) smooth (resp., K-analytic) Lie
group G, where K ∈ {R,C}.
Classification: 22E67, 46E25, 46T20, 58C25.
Keywords and Phrases: vector bundle, section, differentiable map, pushforward, bundle map, universal
central extension, mapping group, test function group, current group, topological module.
Introduction
In this article, we study differentiability properties of mappings between spaces of sections,
motivated by applications in the theory of infinite-dimensional Lie groups. For example,
we are interested in differentiability properties of the pushforward
C∞(X, f) : C∞(X,E1)→ C
∞(X,E2), σ 7→ f ◦ σ
of smooth sections in smooth locally trivial bundles E1 and E2 of locally convex spaces
over the same σ-compact, finite-dimensional base X (and the corresponding pushforward
D∞(X, f) : D∞(X,E1) → D
∞(X,E2) of compactly supported, smooth sections), when
f : E1 → E2 is a fibre-preserving smooth mapping taking the zero-section to the zero-
section (but not necessarily linear on fibres). As special cases of Theorem 2.5 and our
main result, Theorem 5.9, we obtain:
The mappings D∞(X, f) and C∞(X, f) are smooth.
More generally, we consider mappings between Cr-vector bundles, and, in the case of
Dr(X, f), allow f to be defined not globally but on an open neighbourhood of the zero-
section only. Smoothness of mappings (or being of class Cr) is understood in the sense of
Michal-Bastiani (i.e., we are dealing with Keller’s Crc -maps in the terminology of [15]). As
differentiability properties of pushforwards are well-understood when X is compact, we are
primarily interested in the case where X is a σ-compact, non-compact , finite-dimensional
manifold.
Our main results can be seen as variants of [16], Corollary 30.10, which establishes smooth-
ness in the sense of convenient differential calculus of pushforwards of smooth compactly
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supported sections; and also of the Ω-Lemma [20, Theorem 8.7] (for finite-dimensional
smooth vector bundles, in the setting of Keller’s C∞c -maps). By contrast, our investigations
(within Keller’s Crc -theory) subsume the study of pushforwards of C
r-sections (compactly
supported or not) also for finite r ∈ N0, and for possibly infinite-dimensional fibres.
We have two main applications in mind. For convenience, let us assume for the remainder
of this introduction that X is a σ-compact, finite-dimensional smooth manifold (although
part of the results will hold more generally), and fix r ∈ N0 ∪ {∞}.
Application 1. It readily follows from our main results that the function spaces Cr(X,A)
and Dr(X,A) are topological algebras under pointwise operations, for every locally con-
vex, associative topological algebra A (see [8] for further investigations of such algebras,
with a view towards applications in infinite-dimensional Lie theory). Thus Cr(X) and
Dr(X) are topological algebras in particular (cf. already [19]). We also conclude that
Cr(X,E) is a topological Cr(X)-module and Dr(X,E) a topological Dr(X)-module, for
every Cr-vector bundle E → X . Thus the space D∞(X, T ∗X) of compactly supported
smooth 1-forms on X is a topological D∞(X)-module in particular. This observation is
useful in infinite-dimensional Lie theory; it is applied in [18] and [24] to prove the existence
of a universal central extension of the test function group D∞(X,G) := {γ ∈ C∞(X,G) :
γ−1(G \{1}) is relatively compact }, for any semi-simple finite-dimensional Lie group G.
Application 2. If G is a smooth or K-analytic Lie group (where K ∈ {R,C}), modelled on
an arbitrary locally convex space, then Dr(X,G) carries a smooth (resp., K-analytic) Lie
group structure modelled on Dr(X,L(G)) in a natural way ([7]; cf. [1] when dim(G) <∞).
As a second application of our main result, we show that Cr(X,G) can be given a smooth
(resp., K-analytic) Lie group structure making Dr(X,G) an open subgroup. In the simple
special case where G is a K-analytic Baker-Campbell-Hausdorff Lie group, the K-analytic
Lie group structure on Cr(X,G) (which is again BCH) had already been constructed in [7],
but the technical tools developed there were too limited to pass to general Lie groups G.
We remark that C∞(X,G) had already been given a smooth Lie group structure in the
sense of convenient differential calculus (cf. [16], Theorem 42.21), for every smooth Lie
group G in this sense.
The article is structured as follows. Sections 1–3 are of a preparatory nature. We describe
the general setting of differential calculus, collect what we need concerning differentiability
of mappings between function spaces, and prove some basic facts concerning spaces of sec-
tions in locally trivial bundles of locally convex spaces, and their topologies. The serious
work begins with Section 4, where the pushforward Cr(X, f) of Cr-sections is proved to be
of class Ck under natural conditions, for globally defined f (Theorem 4.6). For f defined
on an open neighbourhood of the zero-section, analogous conclusions are established for
the pushforward C rK(X, f) of C
r-sections supported in a given compact subset K ⊆ X
(Theorem 4.7), and finally for Dr(X, f) in Section 5 (Theorem 5.9). Stronger conditions
ensure that Dr(X, f) is complex analytic, or real analytic on a zero-neighbourhood (Sec-
tion 6). The remainder of the article is devoted to applications, as described above. In
Section 7, we discuss continuity of the various natural module structures on the various
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types of spaces of sections (or distribution sections) in vector bundles. In particular, we
shall see that C∞(R) and D(R) are topological algebras, whereas the natural multiplication
maps C∞(R)×D(R)→ D(R), C∞(R)×D′(R)→ D′(R), and D(R)×D′(R)→ D′(R) are
hypocontinuous and thus sequentially continuous, but discontinuous. Section 8 describes
an application of the continuity of the D(X)-module structure on spaces of compactly sup-
ported sections. Finally, in Section 9, we show that Cr(X,G) can be made a smooth (resp.,
K-analytic) Lie group modelled on Dr(X,L(G)), for every smooth (resp., K-analytic) Lie
group G (Theorem 9.1), and show that Cr(X, •) is functorial (Proposition 9.2).
Remark (added in 2013). Except for updates of the references and the introduction, this
is an unpublished manuscript dating back to 2002. I decided to make the manuscript
publicly available as it has been used by some authors. I should mention that, in the
meantime, I got to know alternative techniques to deal with the problems discussed here
in a more efficient way. I want to mention two of these: First of all, one can easily avoid
the use of cutoff-functions and partitions of unity (as applied in this preprint) if one uses
results concerning pushforwards like [12, Proposition 4.23] (with restriction to a relatively
compact subset) instead of the results concerning pushforwards of CrK-maps from [7] (as
applied in the current preprint). More importantly, one can exploit that the mappings
f∗ := D
r(X, f) : Dr(X,E1) ⊇ D
r(X,U) → Dr(X,E2) considered in this preprint are local
maps in the sense that f∗(σ)(x) only depends on the germ of σ at x. Therefore (as shown
in [11] and [12]; cf. also [9]), the map f∗ will be C
k if its restriction CrK(X, f) to the set
CrK(X,E1)∩D
r(X,U) = CrK(X,U) is C
k for each compact subset K ⊆ X . This condition
is much easier to prove, and makes it unnecessary to work explicitly with bases of the
topology on spaces of compactly supported sections (which are used in this preprint).
Summing up, I recommend to check [12] for possible superior versions of some of the re-
sults, and easier strategies of proof. This source is, however, made more complicated to
read in other ways, because of its added generality (as the real and complex ground fields
are replaced by more general topological fields). A streamlined exposition of essential facts
in the real and complex cases will be made available in [13].
1 Basic definitions and facts from differential calculus
We use the framework of differential calculus of smooth and analytic mappings between
open subsets of arbitrary locally convex spaces as described in [6] (cf. also [2], [3], [14], [15],
[21], [22]). We briefly recall various basic definitions and facts.
1.1 Suppose that E and F are real locally convex spaces, U is an open subset of E, and
f : U → F a map. We say that f is of class C0 if it is continuous, and set d0f := f .
If f is continuous, we say that f is of class C1 if the (two-sided) directional derivative
df(x, h) := limt→0 t
−1(f(x + th) − f(x)) exists for all (x, h) ∈ U × E (where t ∈ R\{0}
with |t| sufficiently small), and the mapping df : U ×E → F is continuous. Recursively, we
define f to be of class Ck for 2 ≤ k ∈ N if it is of class Ck−1 and dk−1f : U ×E2
k−1−1 → F
(having been defined recursively) is a mapping of class C1 on the open subset U ×E2
k−1−1
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of the locally convex space E2
k−1
. We then set dkf := d(dk−1f) : U × E2
k−1 → F . The
mapping f is called smooth or of class C∞ if it is of class Ck for all k ∈ N.
The preceding definition of Cr-maps (where r ∈ N0 ∪ {∞}) is particularly well-suited for
inductive arguments. It is equivalent to the usual definition of Cr-maps in the sense of
Michal-Bastiani ([4], p. 24; [6], Definition 1.8), see [6], Lemma 1.14.1
1.2 Since compositions of Cr-maps are of class Cr for 0 ≤ r ≤ ∞ ([6], Proposition 1.15),
Cr-manifolds modelled on locally convex spaces can be defined in the usual way, using an
atlas of charts with Cr-transition functions. A smooth Lie group is a group, equipped with
a smooth manifold structure modelled on a locally convex space, with respect to which the
group multiplication and inversion are smooth mappings.
1.3 Let X be a Cr-manifold (where 1 ≤ r ≤ ∞), and f : X → E a mapping of class Cr
into a real locally convex space. Then the tangent map Tf : TX → TE = E × E has the
form (x, v) 7→ (f(x), df(x, v)) for x ∈ X and v ∈ TxX , where df := pr2 ◦ Tf : TX → E.
We set d0f := f , T 0X := X , and define dkf : T kX → E recursively via dkf := d(dk−1f)
for all k ∈ N, k ≤ r.
Functions partially Cr will play an important role in our discussions.
1.4 Let X be a Hausdorff topological space, Y be a Cr-manifold, f : U → F be a mapping
into a real locally convex space, defined on an open subset U ⊆ X × Y . We say that f
is partially Cr in the second argument if f(x, •) : Vx → F is a mapping of class C
r for all
x ∈ prX(U) (where Vx := {y ∈ Y : (x, y) ∈ U}), and the functions d
k
2f :
⋃
x∈pr
X
(U){x} ×
T k(Vx) → F , defined via d
k
2f(x, •) := d
k(f(x, •)) for x ∈ prX(U), are continuous for all
k ∈ N0, k ≤ r. Note that if Y = E is a real locally convex space, then d
k
2f simply is a
mapping U ×E2
k−1 → F .
1.5 Let E and F be complex locally convex spaces, and U be an open subset of E.
A function f : U → F is called complex analytic or C-analytic if it is continuous and
for every x ∈ U , there exists a 0-neighbourhood V in E such that x + V ⊆ U and
f(x + h) =
∑∞
n=0 βn(h) for all h ∈ V as a pointwise limit, where βn : E → F is a
continuous homogeneous polynomial over C of degree n, for each n ∈ N0 ([3], Defn. 5.6).
1.6 If F is sequentially complete in the situation of 1.5, then f is complex analytic in the
preceding sense if and only if it is complex differentiable on each affine line and continuous
([3], Theorems 6.2 and 3.1). In general, f is complex analytic if and only if it is smooth
and df(x, •) : E → F is complex linear for all x ∈ U ([6], Lemma 2.5).
1.7 Let E and F be real locally convex spaces, U be an open subset of E, and f : U → F
be a mapping. Following Milnor’s lines, we call f real analytic or R-analytic if it extends
to a complex analytic mapping V → FC on some open neighbourhood V of U in EC.
1Note that the “iterated differentials” dkf defined above are denoted Dkf in our main reference [6],
whereas dkf has another meaning there.
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1.8 Compositions of K-analytic mappings are K-analytic for K ∈ {R,C } ([6], Proposi-
tion 2.7, Proposition 2.8). Thus complex (analytic) manifolds and real analytic manifolds,
as well as complex (analytic) Lie groups and real analytic Lie groups modelled on locally
convex spaces can be defined in the usual way.
The following observation will be useful later:
Proposition 1.9 Let E and F be locally convex spaces, U an open subset of E, and
f : U → F a map. Suppose that the topology on F is initial with respect to a family (ρi)i∈I
of continuous linear mappings ρi : F → Fi into locally convex spaces Fi, and suppose that
the embedding ρ := (ρi)i∈I : F →
∏
i∈I Fi has sequentially closed image. Then f is of class
Cr if and only if fi := ρi ◦ f : U → Fi is of class C
r for each i ∈ I.
Proof. The necessity of the condition is apparent. It is enough to prove the sufficiency
for r ∈ N0, which we do by induction. The case r = 0 is clear, since E carries the initial
topology. If r ∈ N and if ρi ◦ f is of class C
r for each i ∈ I, then f is continuous by the
preceding. Clearly the d(ρ◦f)(x, v) exists for x ∈ U , v ∈ E, and is given by d(ρ◦f)(x, v) =
(d(ρi ◦f)(x, v))i∈I . As the differential quotient d(ρ◦f)(x, v) can be calculated by means of
a sequence of difference quotients and H is sequentially closed, we have d(ρ ◦ f)(x, v) ∈ H .
Thus df(x, v) = (ρ|H)−1(d(ρ◦f)(x, v)) exists, and ρi◦df = pri◦ρ◦df = pri◦d(ρ◦f) = d(ρi◦f)
is a mapping of class Cr−1 for each i ∈ I. By induction, df is of class Cr−1 and so f is of
class Cr. ✷
2 Functions spaces and mappings between them
As a preliminary for our studies of spaces of sections and mappings between such spaces,
we need to recall the definition of various function spaces, and study mappings between
these.
Convention. Let r ∈ N0 ∪ {∞}, and |r] := {n ∈ N0 : n ≤ r}. If 1 ≤ r ≤ ∞, we let X be
a Cr-manifold in the sense of [6], modelled on a locally convex space. If r = 0, we let X
be any Hausdorff topological space. Throughout this section, the symbols r, |r], and X
will have the meanings just described. We shall use the convention ∞ + n := ∞, for any
n ∈ Z. To unify our notation in the following definitions and proofs, we define T 0X := X
also in the case where X is a topological space, and call continuous mappings on X also
C0-maps.
Definition 2.1 If E is a locally convex topological vector space over K, we let Cr(X,E) be
the K-vector space of E-valued Cr-mappings on X . Given γ ∈ Cr(X,E), we set d0γ := γ.
If r > 0, then γ gives rise to Cr−n-functions dnγ : T nX → E for all n ∈ |r] (see 1.3). We
give Cr(X,E) the topology which makes
(dn(•))n∈|r] : C
r(X,E)→
∏
n∈|r]
C(T n(X), E)c, γ 7→ (d
nγ)n∈|r]
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a topological embedding, where C(T n(X), E)c denotes C(T
n(X), E), equipped with the
topology of compact convergence (which coincides with the compact-open topology). Given
a compact subset K of X , we define
C rK(X,E) := {γ ∈ C
r(X,E) : γ|X \K = 0 },
and equip this closed vector subspace of Cr(X,E) with the induced topology. If X is a σ-
compact finite-dimensional Cr-manifold or r = 0 andX a σ-compact locally compact space,
we let Dr(X,E) =
⋃
K C
r
K(X,E), equipped with the locally convex direct limit topology.
Occasionally, we shall write D(X,E) := D∞(X,E). When K ∈ {R,C} is understood, as
usual we abbreviate C∞(X) := C∞(X,K), C∞K (X) := C
∞
K (X,K), and D(X) := D
∞(X,K).
Remark 2.2 If U is an open subset of X in the preceding situation, then obviously the
restriction map ρU : C
r(X,E) → Cr(U,E), γ 7→ γ|U is continuous. Furthermore, the
topology on Cr(X,E) is the initial topology with respect to the family (ρU )U∈U , for every
open cover U of X . In fact, if j ∈ |r] and K is a compact subset of T jX , we find
finitely many compact subsets C1, . . . , Cn of X such that Ci ⊆ Ui for some Ui ∈ U and
π(K) ⊆ C1 ∪ · · · ∪ Cn, where π : T
jX → X , T jx(X) ∋ v 7→ x. Thus K =
⋃n
i=1Ki, where
Ki := K ∩ π
−1(Ci) ⊆ T
jUi. The assertion easily follows.
Remark 2.3 Note that if X is a σ-compact finite-dimensional manifold and K is a com-
pact subset of X , then we can find a sequence (Kn)n∈N of compact subsets of X such that
K1 = K, Kn ⊆ int(Kn+1), and
⋃
n∈NKn = X . Clearly {Kn : n ∈ N} is a countable,
cofinal subset of the set of all compact subsets of X , directed under inclusion, whence
Dr(X,E) = lim
−→
C rKn(X,E), a countable strict direct limit. We deduce that D
r(X,E) in-
duces the original topology on C rK(X,E), for every compact subset K ⊆ X ([5], Chapter II,
§4.6, Proposition 9 (i)).
The following fact ([7], Proposition 3.10), which generalizes [22], Proposition III.7, will be
useful later. When r > 0, we assume dim(X) <∞ here to exclude trivialities.
Proposition 2.4 Given r and X as above, let E and F be locally convex spaces, U be an
open subset of E, K be a compact subset of X, k ∈ N0 ∪ {∞}, and f : X × U → F be a
mapping such that
(a) f(x, 0) = 0 for all x ∈ X \K,
(b) f is partially Ck in the second argument (see 1.4), and
(c) The functions dj2f are of class C
r, for every j ∈ |k].
If K 6= X, we assume that 0 ∈ U . Then C rK(X,U) := {γ ∈ C
r
K(X,E) : im(γ) ⊆ U} is an
open subset of C rK(X,E), and
f∗ : C
r
K(X,U)→ C
r
K(X,F ), γ 7→ f ◦ (idX , γ)
is a mapping of class Ck. ✷
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Our main results will be analogues of the preceding proposition in the setting of spaces of
sections. The following variant, valid even for infinite-dimensional X , is vital for our later
constructions:
Proposition 2.5 Given r and X as above, let E and F be locally convex spaces, K be a
compact subset of X, k ∈ N0 ∪ {∞}, and f : X ×E → F be a mapping such that
(a) f is partially Ck in the second argument, and
(b) The functions dj2f are of class C
r, for every j ∈ |k].
Then
f∗ : C
r(X,E)→ C r(X,F ), γ 7→ f ◦ (idX , γ)
is a mapping of class Ck.
Proof. We remark first that as f is a mapping of class Cr by hypothesis (b), the Chain
Rule shows that f∗γ is of class C
r, for every γ ∈ Cr(X,E).
It clearly suffices to prove the proposition for k < ∞. We prove the following claim by
induction on 0 ≤ j ≤ k, thus establishing the assertion:
Claim. The mapping f∗ is of class C
j, and dj(f∗) = (d
j
2f)∗, where we identify C
r(X,E)2
j
with Cr(X,E2
j
) by means of [7], Lemma 3.4.
Case j = 0: In this case, we only need to show that f∗ is continuous. Recall that T
0X := X ,
T 0E := E, and d0f := f . Given γ ∈ Cr(X,E), furthermore T 0γ := γ. If r > 0, we have
T (f∗γ) = T (f ◦ (idX , γ)) = Tf ◦ (idTX , T γ)
using the identification T (X×E) ∼= T (X)×T (E), and therefore d(f∗γ) = df ◦(idTX , T γ) =
(df)∗(Tγ). Inductively, we obtain
dn(f∗γ) = d
nf ◦ (idTnX , T
nγ) = (dnf)∗(T
nγ) (1)
for all n ∈ |r]. Note that (dnf)∗ : C(T
nX, T nE)c.o. → C(T
nX,F )c.o. is continuous by
[7], Lemma 3.9, and Cr(X,E) → C(T nX, T nE)c.o., γ 7→ T
nγ is continuous by loc. cit.
Lemma 3.8.2 We deduce that Φn : C
r(X,E) → C(T nX,F )c.o., γ 7→ d
n(f∗γ) is a contin-
uous mapping. The topology on Cr(X,F ) being the initial topology with respect to the
mappings g 7→ dng ∈ C(T nX,F )c.o., where n ∈ |r], we infer from the preceding that f∗ is
continuous.
Induction Step. Suppose that f∗ is of class C
j (where 0 ≤ j < k) and dj(f∗) = (d
j
2f)∗.
We have to show that dj(f∗) is of class C
1, with d(djf∗) = (d
j+1
2 f)∗. To this end, let
2Strictly speaking, all of the cited lemmas are formulated in [7] for finite-dimensional X only, but they
remain valid for infinite-dimensional X , by exactly the same proof.
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γ, η ∈ Cr(X,E2
j
) be given. Then G : R×X → F , G(s, x) := dj+12 f (x, γ(x) + sη(x), η(x))
is a mapping of class Cr, with G(0, •) = (dj+12 f)∗(γ, η), and
H(h, x) :=
1
h
[dj2f(x, (γ + hη)(x))− d
j
2f(x, γ(x))] =
∫ 1
0
G(th, x) dt
for all x ∈ X and 0 6= h ∈ R by the Fundamental Theorem of Calculus ([6], Theorem 1.5).
For any n ∈ |r], y ∈ T nX , and 0 6= h ∈ R, we obtain
dn2H(h, y) =
∫ 1
0
dn2G(th, y) dt,
where dn2G : R× T
nX → F is a mapping of class Cr−n and thus continuous. Now suppose
that C is a compact subset of T nX . We deduce from the uniform continuity of the mapping
[0, 1]× [−1, 1]× C → F , (t, h, y) 7→ dn2G(th, y) that
lim
h→0
dn2H(h, y) = lim
h→0
∫ 1
0
dn2G(th, y) dt = d
n
2G(0, y) = d
n
(
(dj+12 f)∗(γ, η)
)
(y)
uniformly for y ∈ C. Thus limh→0
1
h
[(dj2f)∗(γ + hη) − (d
j
2f)∗(γ)] = (d
j+1
2 f)∗(γ, η) in
C r(X,F ). We have shown that the directional derivative d(djf∗)(γ, η) exists, and is
given by (dj+12 f)∗(γ, η). Replacing f by d
j+1
2 f (which satisfies analogous hypotheses,
k being replaced by k − j − 1), the case j = 0 of the present induction shows that
dj+1(f∗) = d(d
jf∗) = (d
j+1
2 f)∗ is continuous. This completes the proof. ✷
Corollary 2.6 If f : E → F is a smooth mapping between locally convex spaces, then also
the mapping
Cr(X, f) : Cr(X,E)→ Cr(X,F ), γ 7→ f ◦ γ
is smooth.
Proof. We set g(x, y) := f(y) for (x, y) ∈ X × E. Then g is partially C∞ in the second
argument, with dn2g(x, y) = d
nf(y) for x ∈ X , y ∈ T nE = E2
n
, which is a smooth function
of (x, y). By Proposition 2.5, Cr(X, f) = g∗ is smooth. ✷
Corollary 2.7 Let E be a locally convex K-vector space and f : X → K be a Cr-map.
Then
mf : C
r(X,E)→ Cr(X,E), γ 7→ f · γ
(pointwise product) is a continuous K-linear map.
Proof. The mapping g : X ×E → E, g(x, v) := f(x) · v is a composition g = s ◦ (f × idE),
where scalar multiplication s : K × E → E is smooth being a continuous bilinear map, f
is of class Cr, and idE is smooth. Thus g is of class C
r. By Proposition 2.5, mf = g∗ is
continuous. ✷
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3 Vector bundles and spaces of sections
In this section, we define vector bundles (of locally convex spaces) and provide some back-
ground material concerning spaces of sections and their topologies.
Definition 3.1 Let X be a Cr- (resp., K-analytic) manifold, modelled over a locally con-
vex K-vector space Z, and F be a locally convex L-vector space, where L ∈ {R,C} and
K ∈ {R,L}. A Cr- (resp., K-analytic) vector bundle over X , with typical fibre F , is
a Cr- (resp., K-analytic) manifold E, together with a Cr- (resp., K-analytic) surjection
π : E → X and equipped with an L-vector space structure on each fibre Ex := π
−1({x}),
such that for each x0 ∈ X there exists an open neighbourhood Xψ of x0 in X and a
Cr- (resp., K-analytic) diffeomorphism
ψ : π−1(Xψ)→ Xψ × F
(called a “local trivialization of E about x0”) such that ψ(Ex) = {x}×F for each x ∈ Xψ
and prF ◦ψ|Ex : Ex → F is L-linear (and thus an isomorphism of topological vector spaces
with respect to the topology on Ex induced by E).
Remark 3.2 In the preceding situation, given two local trivializations ψ : π−1(Xψ) →
Xψ × F and φ : π
−1(Xφ) → Xφ × F , we have φ(ψ
−1(x, v)) = (x, gφ,ψ(x).v) for some
function gφ,ψ : Xφ ∩ Xψ → GL(F ) ⊆ L(F, F )b (the space of continuous linear self-maps,
equipped with the topology of uniform convergence on bounded subsets of F ). Then
Gφ,ψ : (Xφ ∩Xψ)× F → F , (x, v) 7→ gφ,ψ(x).v is a C
r- (resp., K-analytic) mapping (since
φ ◦ψ−1 is so), and it can be shown that gφ,ψ is a mapping of class C
r−2 (resp., K-analytic)
automatically [10]. In the Cr-case, when r < ∞, the reader might wish to include as an
additional axiom in the definition of a vector bundle that the mappings gφ,ψ be of class
Cr (although we shall not do so here). All of our arguments remain valid in this more
restrictive setting.
In the present context, we are only interested in Cr-vector bundles and their sections.
Definition 3.3 A Cr-section of a Cr-vector bundle π : E → X is a Cr-mapping σ : X → E
such that π ◦ σ = idX . Its support supp(σ) is the closure of {x ∈ X : σ(x) 6= 0x}. We
let Cr(X,E), CrK(X,E), resp., D
r(X,E) be the sets of all Cr-sections of E, the set of all
Cr-sections with support contained in a given compact subset K ⊆ X , resp., the set of all
compactly supported Cr-sections. We abbreviate D(X,E) := D∞(X,E).
Making use of scalar multiplication and addition in the individual fibres, we obtain natural
vector space structures on Cr(X,E), CrK(X,E), and D
r(X,E). The zero-element is the
zero-section 0• : X → E, x 7→ 0x ∈ Ex.
Remark 3.4 Note that when CrK(X,E) or D
r(X,E) is a non-trivial vector space, then X
has to be finite-dimensional.
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Definition 3.5 If π : E → X is a Cr-vector bundle with typical fibre F , σ : X → E a
Cr-section, and ψ : π−1(Xψ)→ Xψ×F a local trivialization, we define σψ := prF ◦ψ◦σ|Xψ :
Xψ → F . Thus ψ(σ(x)) = (x, σψ(x)) for all x ∈ Xψ.
Note that σψ is a mapping of class C
r here. The symbols gφ,ψ, Gφ,ψ, and σψ will always be
used with the meanings just described, without further explanation.
Definition 3.6 If π : E → X is a vector bundle and A a set of local trivializations ψ of E
whose domains cover E, then we call A an atlas of local trivializations.
Lemma 3.7 If π : E → X is a Cr-vector bundle with typical fibre F , and A an atlas of
local trivializations for E, then
Γ: Cr(X,E)→
∏
ψ∈A
Cr(Xψ, F ), σ 7→ (σψ)ψ∈A
is an injection, whose image is the closed vector subspace H := {(fψ) ∈
∏
Cr(Xψ, F ) :
(∀φ, ψ ∈ A, ∀x ∈ Xφ ∩Xψ) fφ(x) = gφ,ψ(x).fψ(x) } of
∏
ψ∈AC
r(Xψ, F ).
Proof. It is obvious that imΓ ⊆ H , and clearly Γ is injective. If now (fψ)ψ∈A ∈ H ,
we define σ : X → E via σ(x) := ψ−1(x, fψ(x)) if x ∈ Xψ. By definition of H , σ(x)
is independent of the choice of ψ. As ψ ◦ σ|Xψ = (idXψ , fψ), the mapping σ : X → E
is of class Cr. Thus σ is a Cr-section, and Γ(σ) = (fψ)ψ∈A by definition of σ. We
deduce that imΓ = H . The closedness of H follows from the continuity of the restriction
mapping Cr(Xψ, F )→ C
r(Xφ ∩Xψ, F ) and the continuity of (Gφ,ψ)∗ : C
r(Xφ ∩Xψ, F )→
Cr(Xφ ∩Xψ, F ) (Theorem 2.5), for all φ, ψ ∈ A. ✷
Definition 3.8 Let π : E → X be a Cr-vector bundle, with typical fibre F , and A be the
atlas of all local trivializations of E. We give Cr(X,E) the locally convex vector topology
making the linear mapping
Γ: Cr(X,E)→
∏
ψ∈A
Cr(Xψ, F ), σ 7→ (σψ)ψ∈A
a topological embedding. We give CrK(X,E) the topology induced by C
r(X,E), for every
compact subset K ⊆ X . If X is finite-dimensional and σ-compact, we equip Dr(X,E) =⋃
K C
r
K(X,E) with the vector topology making it the direct limit of its subspaces C
r
K(X,E)
in the category of locally convex spaces. It induces the original topology on each C rK(X,E)
(cf. Remark 2.3).
By the preceding definition, the topology on Cr(X,E) is initial with respect to the family
(θψ)ψ∈A, where θψ : C
r(X,E)→ Cr(Xψ, F ), σ 7→ σψ.
Two simple lemmas will be useful later:
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Lemma 3.9 The topology on Cr(X,E) described in Definition 3.8 is initial with respect
to (θψ)ψ∈B, for any atlas B ⊆ A of local trivializations for E.
Proof. We let O be the initial topology on Cr(X,E) with respect to (θψ)ψ∈B, which
apparently is coarser than initial topology with respect to (θψ)ψ∈A. Fix a local trivialization
φ ∈ A. Then {Xφ ∩Xψ : ψ ∈ B} is an open cover for Xφ. In view of Remark 2.2, θφ will
be continuous on (Cr(X,E),O) if we can show that σ 7→ θφ(σ)|Xφ∩Xψ is continuous for
all ψ ∈ B. But, with Gφ,ψ as in Remark 3.2, the latter mapping is the composition of
(Gφ,ψ)∗ : C
r(Xφ ∩ Xψ, F ) → C
r(Xφ ∩ Xψ, F ) (which is continuous by Theorem 2.5) and
Cr(X,E)→ Cr(Xφ∩Xψ, F ), σ 7→ θψ(σ)|Xφ∩Xψ , which is continuous by Remark 2.2. Thus,
θφ being continuous on (C
r(X,E),O) for each φ ∈ A, the topology O is finer than the
initial topology with respect to the family (θφ)φ∈A, which completes the proof. ✷
If π : E → X is a Cr-vector bundle and U an open subset of X , then π|UEU : E|U → U
makes the open submanifold E|U := π
−1(U) of E a Cr-vector bundle over the base U .
Lemma 3.10 In the situation of Definition 3.8, let U be an open subset of X, and K
be a compact subset of U . Then the restriction map Cr(X,E) → Cr(U,E|U), σ 7→ σ|U
is continuous, and the corresponding restriction map ρU : C
r
K(X,E) → C
r
K(U,E|U) is an
isomorphism of topological vector spaces.
Proof. The first assertion is obvious. Thus ρU is continuous as well, and apparently it is a
linear bijection. To see that ρU is an isomorphism of topological vector spaces, we let A0 be
an atlas of local trivializations for E|X \K , andA1 be an atlas for E|U . Then the topology on
CrK(U,E|U) is initial with respect to the family of mappings θ
U
ψ : C
r
K(U,E|U)→ C
r(Xψ, F ),
σ 7→ σψ, for ψ ∈ A1. Furthermore, by Lemma 3.9, the topology on C
r
K(X,E) is initial
with respect to family of mappings θXψ : C
r
K(X,E)→ C
r(Xψ, F ) for ψ ∈ A0 ∪ A1 (defined
analogously). As θYψ ◦ ρU = θ
X
ψ for all ψ ∈ A1 whereas θ
X
ψ = 0 for all ψ ∈ A0, the assertion
easily follows. ✷
If π : E → X is a Cr-vector bundle over a finite-dimensional base X , and K a compact
subset of X , then there exists a σ-compact, open neighbourhood U of K in X . By the
preceding lemma we have CrK(X,E)
∼= CrK(U,E|U). Therefore, no generality will be lost
by formulating all results concerning CrK(X,E) for σ-compact X .
3.11 If πj : Ej → X are C
r-vector bundles with fibre Fj for j ∈ {1, 2}, over the same
base X , then E1⊕E2 :=
⋃
x∈X(E1)x×(E2)x is a C
r-vector bundle over X in a natural way,
with projection π : E1⊕E2 → X , v 7→ x if v ∈ (E1)x×(E2)x. Let φj : π
−1
j (Xφj)→ Xφj×Fj
be local trivialization of Ej for j ∈ {1, 2}, and Xφ1⊕φ2 := Xφ1 ∩Xφ2 . Then
φ1 ⊕ φ2 : π
−1(Xφ1⊕φ2)→ Xφ1⊕φ2 × (F1 × F2),
(φ1 ⊕ φ2)(v, w) := (x, prF1(φ1(v)), prF2(φ2(w))) for (v, w) ∈ (E1)x × (E2)x, is a local trivi-
alization of E1 ⊕E2.
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3.12 It is easy to see that the linear mapping
Cr(X,E1)× C
r(X,E2)→ C
r(X,E1 ⊕ E2), (σ1, σ2) 7→ (x 7→ (σ1(x), σ2(x)))
is an isomorphism of topological vector spaces, and so is the corresponding linear map
Dr(X,E1)×D
r(X,E2)→ D
r(X,E1 ⊕ E2).
3.13 If U is an open subset of E1, we define
U ⊕E2 :=
⋃
x∈X
(U ∩ (E1)x)× (E2)x.
It is easily verified that U ⊕ E2 is an open subset of E1 ⊕ E2.
3.14 Given a vector bundle E, and k ∈ N, we abbreviate Ek := E⊕ · · ·⊕E (k-fold sum).
If F is a locally convex real or complex topological vector space, we shall say that a zero-
neighbourhood U ⊆ F is R-balanced if it is balanced in F , considered as a real locally
convex space.
Definition 3.15 Given a Cr-vector bundle π : E → X over a finite-dimensional, σ-
compact base, and a neighbourhood U of the zero-section 0X in E, we set
C rK(X,U) := {σ ∈ C
r
K(X,U) : im(σ) ⊆ U }
for compact subsets K of X , and define Dr(X,U) := {σ ∈ Dr(X,E) : im(σ) ⊆ U }. The
neighbourhood U will be called R-balanced if U ∩Ex is an R-balanced zero-neighbourhood
in Ex, for each x ∈ X .
In the preceding situation, we have:
Lemma 3.16 If U is an R-balanced open neighbourhood of 0X in E, then C
r
K(X,U) is
an open zero-neighbourhood in C rK(X,E), and D
r(X,U) is an open zero-neighbourhood in
Dr(X,E).
Proof. Since Dr(X,U) ∩ C rK(X,E) = C
r
K(X,U) and C
r
K(X,E) ⊆ D
r(X,E) carries the
subspace topology, it suffices to show that Dr(X,U) is an open zero-neighbourhood in
Dr(X,E). To this end, let τ ∈ Dr(X,U); we have to show that Dr(X,U) is a neighbour-
hood of τ . For x ∈ X , choose a local trivialization ψx : π
−1(Bx) → Bx × F of E about x.
Then Q := ψx(U ∩ π
−1(Bx)) is an open neighbourhood of (x, τψx(x)) in Bx × F . Since
U ∩Ex is R-balanced, indeed C := {x}× ([−1, 1]τψx(x)) ⊆ Q. As C is compact, we find an
open neighbourhood Ax ⊆ Bx of x and an open, R-balanced, convex zero-neighbourhood
Hx in F such that Ax × Ix ⊆ Q, where Ix := ([−1, 1]τψx(x)) + Hx. Note that Ix is an
R-balanced, convex, open zero-neighbourhood in F containing τψx(x). After shrinking
Ax, we may assume that Ax is relatively compact, Ax ⊆ Bx, and τψx(Ax) ⊆ Ix. There
is an open cover (Ux)x∈X of X such that (Ux)x∈X is locally finite, and Ux ⊆ Ax for all
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x ∈ X . Since Ux is a compact subset of Bx and Ix ⊆ F an open zero-neighbourhood,
{γ ∈ Cr(Bx, F ) : γ(Ux) ⊆ Ix} is an open zero-neighbourhood in C
r(Bx, F ). The mapping
θψx : D
r(X,E)→ Cr(Bx, F ), σ 7→ σψx being continuous, we deduce that
Vx := {σ ∈ D
r(X,E) : σψx(Ux) ⊆ Ix}
is an open, convex zero-neighbourhood in Dr(X,E). Note that Vx = D
r(X,E) if Ux = ∅.
Then V :=
⋂
x∈X Vx is a convex subset of D
r(X,E). By construction, we have τ ∈ V and
V ⊆ Dr(X,U). So, the proof will be complete if we can show that V is an open zero-
neighbourhood in Dr(X,E). To see this, note that, for every compact subset K of X , the
set FK := {x ∈ X : Ux ∩K 6= ∅} is finite, whence C
r
K(X,E) ∩ V = C
r
K(X,E) ∩
⋂
x∈FK
Vx
is a convex, open zero-neighbourhood in C rK(X,E). We deduce that V is a convex, open
zero-neighbourhood in the locally convex direct limit Dr(X,E) = lim
−→
C rK(X,E). ✷
4 Push-forward of Cr- and Cr
K
- sections
In this section and the next, we prove generalizations of Proposition 2.4 and Proposition 2.5
for mappings between spaces of sections in vector bundles.
Definition 4.1 Suppose that π1 : E1 → X and π2 : E2 → X are C
r-vector bundles over
the same base, with typical fibres F1 and F2, respectively. A mapping f : U → E2, defined
on an open neighbourhood U of the zero-section 0X in E1, is called a bundle map if it
preserves fibres, i.e., f(U ∩ (E1)x) ⊆ (E2)x for all x ∈ X . Then, given local trivializations
ψ : π−11 (Xψ)→ Xψ × F1 and φ : π
−1
2 (Xφ)→ Xφ × F2 of E1, resp., E2, we have
φ(f(ψ−1(x, v))) = (x, fφ,ψ(x, v))
for all (x, v) ∈ Uφ,ψ := ψ(U ∩ E1|Xψ∩Xφ) ⊆ (Xψ ∩ Xφ) × F1, for a uniquely determined
mapping
fφ,ψ : Uφ,ψ → F2.
Given k ∈ N0 ∪ {∞}, we shall say that a bundle map f : E1 ⊇ U → E2 is partially C
k
in the vector variable if fφ,ψ is partially C
k in the second variable (i.e., in v), for any pair
(ψ, φ) of local trivializations of E1 and E2 (equivalently, for any (ψ, φ) ∈ A1 × A2, where
Ai is any (not necessarily maximal) atlas for Ei).
Remark 4.2 For our applications in Section 9, it would not be enough to restrict our
studies to the case U = E1, where f is defined globally.
4.3 In the situation of Definition 4.1, suppose that f : U → E2 is a bundle map which is
partially Ck in the vector variable. Then, as we shall presently see, f gives rise to a bundle
map
δf : U ⊕E1 → E2
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on U ⊕ E1 ⊆ E1 ⊕ E1, partially C
k−1 in the vector variable, which is an analogue of the
mapping d2g for an ordinary vector-valued function g which is partially C
k in the second
variable. It is determined by the condition that
(δf)φ,(ψ⊕ψ) = d2(fφ,ψ) (2)
for all local trivializations ψ : π−11 (Xψ)→ Xψ×F1 of E1 and φ : π
−1
2 (Xφ)→ Xφ×F2 of E2.
4.4 To see that a bundle map δf : U ⊕ E1 → E2 satisfying (2) exists, we have to show
that, given any local trivializations ψ, ψ′ of E1 and φ, φ
′ of E2, we have
d2fφ,ψ(x, v, w) = gφ,φ′(x) . d2fφ′, ψ′(x, gψ′,ψ(x).v, gψ′,ψ(x).w) (3)
for all (x, v, w) ∈ (Uφ,ψ × F1) ∩ ((Xφ′ ∩Xψ′)× F1 × F1). As
fφ,ψ(x, v) = gφ,φ′(x).fφ′,ψ′(x, gψ′,ψ(x).v)
for all (x, v) ∈ Uφ,ψ ∩ (Xφ′ ∩ Xψ′) × F1, the identity (3) is an immediate consequence of
the chain rule.
4.5 If the bundle map f : E1 ⊇ U → E2 is partially C
k in the vector variable, we obtain
bundle maps δjf : U ⊕ E2
j−1
1 → E2 for j ∈ |k] (which are partially C
k−j in the vector
variable) recursively via δ0f := f , δjf := δ(δj−1f) (for 0 < j ∈ |k]). Note that the
mappings (d2)
jfφ,ψ are of class C
r for all j ∈ |k] if and only if the the bundle mappings
δjf : U ⊕E2
j−1
1 → E2 are of class C
r for all j ∈ |k].
Theorem 4.6 Suppose that π1 : E1 → X and π2 : E2 → X are C
r-vector bundles over
the same (not necessarily finite-dimensional) base, with typical fibres F1, resp., F2. Let
k ∈ N0 ∪ {∞}, and suppose that f : E1 → E2 is a bundle map such that
(a) f is partially Ck in the vector variable, and
(b) The functions δjf are of class Cr, for every j ∈ |k].
Then
Cr(X, f) : Cr(X,E1)→ C
r(X,E2), σ 7→ f ◦ σ
is a mapping of class Ck, with differentials djCr(X, f) = Cr(X, δjf) for all j ∈ |k], using
the identification Cr(X,E1)
2j ∼= Cr(X,E2
j
1 ).
Proof. We let P be an open cover of X such that for every P ∈ P, there are local
trivializations ψP : π
−1
1 (P )→ P × F1 and φP : π
−1
2 (P )→ P × F2. Given P ∈ P, we have
βP ◦ C
r(X, f) = (fφP ,ψP )∗ ◦ αP
where αP : C
r(X,E1)→ C
r(P, F1), σ 7→ σψP and βP : C
r(X,E2)→ C
r(P, F2), σ 7→ σφP are
continuous linear maps. By Proposition 2.5, (fφP ,ψP )∗ is a C
k-map, with dj((fφP ,ψP )∗) =
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(dj2fφP ,ψP )∗, for all j ∈ |k], identifying C
r(P, F1)
2j with Cr(P, F 2
j
1 ). In view of Lemma 3.7
and Lemma 3.9, Proposition 1.9 shows that Cr(X, f) is a mapping of class Ck. The
mappings αP and βP being linear, given j ∈ |k], the Chain Rule yields
βP ◦ d
jCr(X, f) = dj(βP ◦ C
r(X, f)) = dj((fφP ,ψP )∗ ◦ αP ) = d
j((fφP ,ψP )∗) ◦ α
2j
P
= (dj2fφP ,ψP )∗ ◦ α
2j
P = ((δ
jf)
φP ,ψ
2j
P
)∗ ◦ α
2j
P = βP ◦ C
r(X, δjf)
for all P ∈ P, considering α2
j
P : C
r(X,E1)
2j → Cr(P, F1)
2j as a mapping into Cr(P, F 2
j
1 )
in the last three terms, and abbreviating ψ2
j
P := ψP ⊕ · · · ⊕ ψP (2
j-fold sum of local
trivializations). Thus djCr(X, f) = Cr(X, δjf). ✷
Theorem 4.7 Suppose that π1 : E1 → X and π2 : E2 → X are C
r-vector bundles over
the same σ-compact, finite-dimensional base X, with typical fibres F1, resp., F2. Let k ∈
N0 ∪ {∞}, and suppose that f : U → E2 is a bundle map, defined on an R-balanced open
neighbourhood U of the zero-section in E1, such that
(a) f(0x) = 0x for all x ∈ X,
(b) f is partially Ck in the vector variable, and
(c) The functions δjf are of class Cr, for every j ∈ |k].
Then
C rK(X, f) : C
r
K(X,U)→ C
r
K(X,E2), σ 7→ f ◦ σ
is a mapping of class Ck, for every compact subset K of X. For all j ∈ |k], we have
djC rK(X, f) = C
r
K(X, δ
jf) : C rK(X,U ⊕ E
2j−1
1 )→ C
r
K(X,E2),
identifying C rK(X,U)× C
r
K(X,E1)
2j−1 with C rK(X,U ⊕ E
2j−1
1 ) in the natural way.
Proof. Let τ ∈ C rK(X,U) be given; we show that C
r
K(X, f) is of class C
k on a neigh-
bourhood of τ . First, we note that every x ∈ X has an open neighbourhood Bx such that
local trivializations ψx : π
−1
1 (Bx) → Bx × F1 and φx : π
−1
2 (Bx) → Bx × F2 exist. Then
Q := ψx(U ∩ π
−1
1 (Bx)) is an open neighbourhood of (x, τψx(x)) in Bx × F1. As U ∩ Ex
is R-balanced, furthermore C := {x} × ([−1, 1]τψx(x)) ⊆ Q. Now C being compact, we
find an open neighbourhood Ax ⊆ Bx of x and an open R-balanced zero-neighbourhood
Hx in F1 such that Ax × Ix ⊆ Q, where Ix := ([−1, 1]τψx(x)) + Hx is an R-balanced,
open zero-neighbourhood in F1 containing τψx(x). After shrinking Ax, we may assume
that Ax is relatively compact, Ax ⊆ Bx, and τψx(Ax) ⊆ Ix. Let (hx)x∈X be a C
r-partition
of unity subordinate to the open cover {Ax : x ∈ X} of X , such that supp(hx) ⊆ Ax.
By compactness of K, we have
∑
x∈FK
hx|K = 1 for some finite subset FK of X . For
x ∈ FK , let Hx : X → R be a C
r-function such that 0 ≤ Hx ≤ 1, Hx|supp(hx) = 1, and
Kx := supp(Hx) ⊆ Ax. Then
V := {σ ∈ C rK(X,E) : (∀x ∈ FK) σψx(Kx) ⊆ Ix}
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is an R-balanced, open zero-neighbourhood in C rK(X,E1) which is contained in C
r
K(X,U)
(cf. proof of Lemma 3.16), and τ ∈ V . The claim will follow if we can show that C rK(X, f)|V
is of class Ck. Note that f ◦ σ =
∑
x∈FK
hx · (f ◦ (Hx · σ)), for all σ ∈ V . Thus, we have
C rK(X, f)|V =
∑
x∈FK
jx ◦ (rx)
−1 ◦mhx|Ax ◦ (fφx,ψx |Ax×Ix)∗ ◦ (mHx|Ax ◦ θx)|
CrK∩Kx (Ax,Ix)
V ,
where θx : C
r
K(X,E1) → C
r(Ax, F1), σ 7→ σψx |Ax and the multiplication maps mHx|Ax :
Cr(Ax, F1) → C
r(Ax, F1), γ 7→ (Hx|Ax) · γ and mhx|Ax : C
r
K∩Kx(Ax, F2) → C
r
K∩Kx(Ax, F2)
are continuous linear and thus smooth (Definition 3.8, Corollary 2.7), the mapping
rx : C
r
K∩Kx
(X,E2) → C
r
K∩Kx
(Ax, F2), σ 7→ σφx |Ax is an isomorphism of topological vector
spaces by Lemma 3.10 and Lemma 3.9, the inclusion map jx : C
r
K∩Kx(X,E2)→ C
r
K(X,E2)
is a continuous linear map, and where (fφx,ψx|Ax×Ix)∗ : C
r
K∩Kx(Ax, Ix) → C
r
K∩Kx(Ax, F2)
is a Ck-map by Proposition 2.4, for all x ∈ FK . Thus C
r
K(X, f)|V is a C
k-map, being a
composition of Ck-maps. ✷
5 Pushforward of Dr-sections
In this section, we prove our main result, an analogue of Theorem 4.7 for Dr-sections. Our
arguments make essential use of an alternative, more explicit description of the topology
on Dr(X,E) (in the spirit of [27], Chapter III, §1), which we provide first.
Explicit description of the topology on Dr(X,E)
5.1 Let π : E → X be a Cr-vector bundle with a locally convex K-vector space F as
typical fiber, over a σ-compact, finite-dimensional base X , of dimension d. Let Γ be a set
of continuous seminorms q : F → [0,∞[ on F defining the topology. We assume that Γ is
directed in the sense that, for every q1, q2 ∈ Γ, there exists q3 ∈ Γ such that q1 ≤ q3 and
q2 ≤ q3 pointwise. K(X) denotes the set of all compact subsets of X .
5.2 There exists an open cover P of X such that, for every P ∈ P, there exists a local
trivialization ψP : π
−1(P )→ P × F .
5.3 Using [17], Chapter II, §3, Theorem 3.3, we find a locally finite open cover (U˜n)n∈N
of X , a sequence (κ˜n)n∈N of charts κ˜n : U˜n → V˜n of X , where V˜n is an open subset of R
d,
and relatively compact open subsets Un ⊆ U˜n such that X =
⋃
n∈N Un; we set κn := κ˜n|
Vn
Un
,
where Vn := κ˜n(Un) (which is a relatively compact, open subset of V˜n). Since each of the
relatively compact sets Un may be replaced by finitely many open subsetsW of Un such that
W ⊆ P for some P ∈ P, and then W˜ ⊆ P for some open neighbourhood W˜ of W in U˜n, it
is clear that we may assume that the open cover (U˜n)n∈N is subordinate to P. Thus, given
n ∈ N, we have U˜n ⊆ Pn for some Pn ∈ P. We set ψn := ψPn |π−1(U˜n) : π
−1(U˜n)→ U˜n × F .
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5.4 Given an open subset Y of Rd, k ∈ |r], q ∈ Γ, and compact subset K of Y , we define
‖γ‖K,q,k := max
α∈Nd
0
,|α|≤k
sup
x∈K
q (∂αγ (x))
for γ ∈ Cr(Y, F ), using standard multi-index notation for the partial derivatives. Then
(‖.‖K,q,k)K∈K(Y ),q∈Γ,k∈|r] is a family of continuous seminorms on C
r(Y, F ) determining the
given locally convex topology (cf. [7], Proposition 4.4).
5.5 Given n ∈ N, q ∈ Γ, and k ∈ |r], we define
‖σ‖n,q,k := ‖σψn ◦ κ˜
−1
n ‖Vn, q,k
for σ ∈ Cr(X,E). The linear mappings Cr(X,E) → Cr(V˜n, F ), σ 7→ σψn ◦ κ˜
−1
n being
continuous by definition of the topology on Cr(X,E), we deduce from 5.4 that ‖.‖n,q,k is
a continuous seminorm on Cr(X,E), for any n ∈ N, q ∈ Γ, and k ∈ |r].
Then we have:
Lemma 5.6 The topology on Cr(X,E) described in Definition 3.8 coincides with the lo-
cally convex vector topology determined by the family of seminorms (‖.‖n,q,k), where n ∈ N,
q ∈ Γ, and k ∈ |r].
Proof. We already observed that each seminorm ‖.‖n,q,k is continuous; hence the locally
convex vector topology O on Cr(X,E) determined by the family (‖.‖n,q,k)n,q,k is coarser
than the given topology. On the other hand, we know from Lemma 3.9 that the given
topology on Cr(X,E) is initial with respect to the sequence (θn)n∈N of linear maps
θn : C
r(X,E)→ Cr(Vn, F ), σ 7→ σψn |Vn ◦ κ
−1
n .
The topology on Cr(Vn, F ) is determined by the seminorms ‖.‖K,q,k, where K ∈ K(Vn),
q ∈ Γ, k ∈ |r] (see 5.4). As ‖.‖K,q,k ◦ θn ≤ ‖.‖n,q,k pointwise on C
r(X,E), we easily deduce
that the given topology on Cr(X,E) is coarser than O. Thus both topologies coincide. ✷
Definition 5.7 Given any sequences q = (qn)n∈N, k = (kn)n∈N, and e = (εn)n∈N of semi-
norms qn ∈ Γ, natural numbers kn ∈ |r], and positive real numbers εn > 0, we define
V(q, k, e) := {σ ∈ Dr(X,E) : ‖σ‖n,qn,kn < εn for all n ∈ N }.
Proposition 5.8 For (q, k, e) ∈ ΓN × |r]N× (R+)N, the sets V(q, k, e) form a basis for the
filter of zero-neighbourhoods in Dr(X,E). Every V(q, k, e) is open in Dr(X,E).
Proof. Using that (U˜n)n∈N is a locally finite open cover of X , we easily see that the sets
V(q, k, e) form a basis of convex, open zero-neighbourhoods for a locally convex Hausdorff
vector topology O on Dr(X,E), which makes the inclusion maps C rK(X,E) → D
r(X,E)
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embeddings of topological vector spaces in view of Lemma 5.6. We show that (Dr(X,E),O)
is the locally convex direct limit of its subspaces C rK(X,E), by verifying the universal
property. Thus, suppose that (λK)K∈K(X) is a family of continuous linear maps λK :
C rK(X,E) → Y into a locally convex space Y such that λC |C rK(X,E) = λK for all K,C ∈
K(X) such that K ⊆ C. As Dr(X,E) = lim
−→
C rK(X,E) in the category of vector spaces,
there is a unique linear map λ : Dr(X,E)→ Y such that λ|C r
K
(X,E) = λK for all K. It only
remains to show that λ is continuous. To this end, let a continuous seminorm p on Y and
ε > 0 be given. We let (hn)n∈N be a C
r-partition of unity subordinate to the open covering
(Un)n∈N, ([17], Chapter II, §3, Corollary 3.4). Thus 0 ≤ hn ≤ 1, Cn := supp(hn) ⊆ Un,
and
∑∞
n=1 hn = 1. The topology on C
r
Cn
(X,E) is determined by the directed family of
seminorms (‖.‖n,q,k)q∈Γ,k∈|r] (restricted to that space), as a consequence of Lemma 3.10 and
Lemma 3.9. Now λCn being continuous, we deduce that there exists qn ∈ Γ, kn ∈ |r] and
δn > 0 such that p(λCn(σ)) <
ε
2n
for all σ ∈ C rCn(X,E) such that ‖σ‖n,qn,kn < δn. Using
the Leibniz Rule, we find εn > 0 such that ‖(hn ◦ κ˜
−1
n ) ·γ‖Vn,qn,kn < δn for all γ ∈ C
r(V˜n, F )
such that ‖γ‖Vn,qn,kn < εn (see [7], proof of Proposition 4.8). Thus ‖hn · σ‖n,qn,kn < δn
for all σ ∈ Cr(X,E) such that ‖σ‖n,qn,kn < εn. We set q := (qn)n∈N, k := (kn)n∈N, and
e := (εn)n∈N. Then p(λ(σ)) < ε for all σ ∈ V(q, k, e). In fact, we can find N ∈ N
such that Un ∩ supp(σ) = ∅ for all n > N . Then λ(σ) =
∑N
n=1 λCn(hn · σ), and thus
p(λ(σ)) ≤
∑N
n=1
ε
2n
< ε. ✷
The Main Result
Theorem 5.9 Suppose that π1 : E1 → X and π2 : E2 → X are C
r-vector bundles over
the same σ-compact, finite-dimensional base X, with typical fibres F1, resp., F2. Let k ∈
N0∪{∞}, U be an R-balanced open neighbourhood of 0X in E1, and suppose that f : U → E2
is a bundle map such that
(a) f(0x) = 0x for all x ∈ X,
(b) f is partially Ck in the vector variable, and
(c) The functions δjf are of class Cr, for every j ∈ |k].
Then
Dr(X, f) : Dr(X,U)→ Dr(X,E2), σ 7→ f ◦ σ
is a mapping of class Ck.
Proof. Note that if k > 0, then for σ ∈ Dr(X,U) and τ ∈ Dr(X,E1), we have
h−1(f ◦ (σ + hτ)− f ◦ σ) ∈ C rK(X,U)
for all 0 6= h ∈ R sufficiently small, where K := supp(σ)∪supp(τ). Since Dr(X,E1) induces
the usual topology on C rK(X,E1), we deduce from Theorem 4.7 that d(D
r(X, f)) (σ, τ) =
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d(C rK(X, f)) (σ, τ) exists. Repeating this argument, we find that d
jDr(X, f) exists for
all j ∈ |k], and is given by djDr(X, f) = Dr(X, δjf), where we identify Dr(X,U) ×
Dr(X,E1)
2j−1 with Dr(X,U ⊕ E2
j−1
1 ). As the mappings D
r(X, δjf) are of the form de-
scribed in the lemma, it suffices to show that Dr(X, f) is a continuous map, for each f as
above. In other words, it suffices to prove the theorem when k = 0, which we assume now.
For i ∈ {1, 2}, we let Γi be a directed set of continuous seminorms defining the locally con-
vex vector topology on Fi, and define seminorms ‖.‖n,q,k on C
r(X,Ei) for n ∈ N, q ∈ Γi,
k ∈ |r] as well as an open basis of zero-neighbourhoods Vi(q, k, e) for D
r(X,Ei) (where
q ∈ ΓNi , k ∈ |r]
N, e ∈ (R+)N) as described in 5.2 –5.7, where in 5.2, we assume now
that local trivializations ψiP : π
−1
i (P ) → P × Fi exist for i ∈ {1, 2}, and choose the same
sequence (U˜n) for both i = 1 and i = 2, and the same sequence (Un).
Fix τ ∈ Dr(X,U); our goal is to show that Dr(X, f) is continuous at τ . To this end,
let p = (pn) ∈ Γ
N
2 , ℓ = (ℓn) ∈ |r]
N, and e = (εn) ∈ (R
+)N be given; we have to find a
neighbourhood W of τ in Dr(X,U) such that ‖f ◦ τ − f ◦ σ‖n,pn,ℓn < εn for all σ ∈ W and
n ∈ N. We choose Cr-functions hn : X → R such that im(hn) ⊆ [0, 1], supp(hn) ⊆ U˜n,
and such that hn is constantly 1 on some neighbourhood of Un. This is possible as Un is a
compact subset of U˜n. For each n, define
Mn := {m ∈ N : supp(hn) ∩ Um 6= ∅}.
ThenMn is a finite set, and supp(hn) ⊆
⋃
m∈Mn
Um. Now C
r
supp(hn)(X, f) : C
r
supp(hn)(X,U)→
C rsupp(hn)(X,E2) being continuous by Theorem 4.7, we easily deduce from Lemma 5.6 that
there exists sn ∈ Γ1, jn ∈ |r], and βn > 0 such that
‖f ◦ σ − f ◦ (hn · τ)‖n,pn,ℓn < εn (4)
for all σ ∈ C rsupp(hn)(X,U) such that ‖σ − hn · τ‖m,sn,jn < βn for all m ∈Mn.
3 Now, using
the Leibniz Rule as in the proof of Proposition 5.8, we find real numbers ρn > 0 such that,
for all m ∈Mn, we have ‖hn ·σ‖m,sn,jn < βn for all σ ∈ C
r(X,E) such that ‖σ‖m,sn,jn < ρn.
Note that since (U˜n)n∈N is a locally finite covering of X , and supp(hn) ⊆ U˜n, the sets
Nm := {n ∈ N : m ∈ Mn} are finite, for every m ∈ N (N.B. Um is compact). We set
δm := minn∈Nm ρn, km := maxn∈Nm jn, and choose a seminorm qm ∈ Γ1 such that qm ≥ sn
for all n ∈ Nm, which is possible as Γ1 is directed. We set q := (qn)n∈N, k := (kn)n∈N, and
δ := (δn)n∈N. Then, given any σ ∈ W := (τ +V1(q, k, δ))∩D
r(X,U), for all n ∈ N we have
‖f ◦ σ − f ◦ τ‖n,pn,ℓn = ‖f ◦ (hn · σ)− f ◦ (hn · τ)‖n,pn,ℓn < εn
by Equation (4), since ‖hn ·σ−hn · τ‖m,sn,jn = ‖hn · (σ− τ)‖m,sn,jn < βn as ‖σ− τ‖m,sn,jn ≤
‖σ − τ‖m,qm,km < δm ≤ ρn for each m ∈Mn. Thus D
r(X, f) is continuous at τ . ✷
An analogue of Theorem 5.9 in the setting of convenient differential calculus, for fibre
preserving mappings of class c∞ between smooth bundles, was already established in [16],
3Note that im(hn · τ) ⊆ U here as im(hn) ⊆ [0, 1] and U is R-balanced. Also note that ‖σ‖m,s,j = 0 if
σ ∈ C rsupp(hn)(X,E1) and m ∈ N \Mn, for all s ∈ Γ1 and j ∈ |r].
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Corollary 30.10. The main novel features of Theorem 5.9 are, first and foremost, that it
ensures continuous differentiability of pushforwards in a much stronger sense than being
a c∞-map in the sense of convenient differential calculus (when k = ∞). In particular,
it shows that pushforwards are continuous. Secondly, the theorem extends beyond the
case of smooth sections, and addresses pushforwards of Cr-sections, at no extra cost. The
techniques applied in the proof generalize from pushforwards to so-called “almost local”
mappings between open subsets of spaces of compactly supported sections; such mappings
are encountered in connection with diffeomorphism groups of non-compact manifolds [11].
6 Analytic mappings between spaces of sections
In this section, we describe conditions ensuring analyticity of pushforwards.
Proposition 6.1 Let πj : Ej → X be C
r-vector bundles, whose typical fibres Fj are
complex locally convex spaces, over the same finite-dimensional, σ-compact base X, for
j ∈ {1, 2}. Suppose that f : U → E2 is a bundle map, defined on an open R-balanced
neighbourhood U of 0X in E1, such that
(a) f is partially C∞ in the vector variable;
(b) δjf is of class Cr, for all j ∈ N0;
(c) For every local trivialization ψ of E1 and φ of E2, the mapping
d2fφ,ψ = (δf)φ,ψ⊕ψ : Uφ,ψ × F1 → F2
(see Definition 4.1) is complex linear in F1.
Then Dr(X, f) : Dr(X,U) → Dr(X,E2) is complex analytic, and so is the mapping
C rK(X, f) : C
r
K(X,U)→ C
r
K(X,E2), for every compact subset K of X.
Proof. By Theorem 4.7 and Theorem 5.9, the mappings C rK(X, f) and D
r(X, f) are
smooth. For each σ ∈ C rK(X,U), the differential C
r
K(X, f)(σ, •) : C
r
K(X,E1)→ C
r
K(X,E2)
is complex linear, as a consequence of Hypothesis (c). Similarly, dDr(X, f)(σ, •) is complex
linear for each σ ∈ Dr(X,U). Now [6], Lemma 2.5 shows that C rK(X, f) and D
r(X, f) are
complex analytic mappings. ✷
As regards real analytic mappings, we leave the general framework of spaces of sections
and content ourselves with a result establishing real analyticity for suitable mappings
between function spaces. The following proposition, designed for application in Section 9,
generalizes [7], Corollary 4.17.
Given a σ-compact, finite-dimensional manifold X , locally convex space E, and open R-
balanced neighbourhood U of the zero-section X × {0} in the trivial bundle X × E, we
define Dr(X,U) := {γ ∈ Dr(X,E) : im(idX × γ) ⊆ U}. As a consequence of Lemma 3.9
and Lemma 3.16, Dr(X,U) is an open zero-neighbourhood in Dr(X,E).
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Proposition 6.2 Suppose that E and F are real locally convex spaces, X is a σ-compact
finite-dimensional Cr-manifold, U an open R-balanced neighbourhood of X×{0} in X×E,
P a real analytic manifold modelled over some locally convex space Z, U˜ an open subset
of P × E, and γ : X → P a Cr-mapping such that (γ × idE)(U) ⊆ U˜ . Let f˜ : U˜ → F be a
real analytic mapping. We define f := f˜ ◦ (γ × idE)|
U˜
U , and assume that f(x, 0) = 0 for all
x ∈ X. Then
f∗ : D
r(X,U)→ Dr(X,F ), γ 7→ f ◦ (idX , γ)
is real analytic on Dr(X,Q) for some open, R-balanced neighbourhood Q of X ×{0} in U .
Proof. As P is a real analytic manifold, for every a ∈ P we find a diffeomorphism
φa : Wa → Pa of real analytic manifolds from an open zero-neighbourhood Wa in Z onto
an open neighbourhood Pa of a in P such that φa(0) = a. Assume a ∈ im(γ) now. After
shrinking Pa and Wa, we may assume that Pa × Ba ⊆ U˜ for some open 0-neighbourhood
Ba in E, since U˜ is an open neighbourhood of im(γ) × {0}, Then θa : Wa × Ba → F ,
θa(w, x) := f˜(φa(w), x) is a real analytic mapping and hence extends to a complex analytic
mapping θ˜a : Aa → FC, defined on an open neighbourhood Aa of Wa × Ba in ZC × EC.
Shrinking Wa if necessary, we may assume that Aa contains a 0-neighbourhood of the
form Ha × (Ra + i Sa) for an open neighbourhood Ha of Wa in ZC, an open, R-balanced
zero-neighbourhood Ra ⊆ Ba in E, and an open, symmetric, convex zero-neighbourhood
Sa in E. If a, b ∈ im(γ), then for every p ∈ Pa ∩ Pb, the prescriptions x 7→ θ˜a(φ
−1
a (p), x)
and x 7→ θ˜b(φ
−1
b (p), x) define complex analytic mappings
(Ra + iSa) ∩ (Rb + iSb) = (Ra ∩ Rb) + i(Sa ∩ Sb)→ FC
which coincide on Ra ∩ Rb (where they coincide with f˜(p, •)|Ra∩Rb), and which therefore
coincide. We abbreviate
V˜ :=
⋃
a∈im(γ)
Pa × (Ra + iSa),
which is an open neighbourhood of im(γ)× {0} in P × EC. By the preceding,
fˇ : V˜ → FC, fˇ(p, x) := θ˜a(φ
−1
a (p), x) if (p, x) ∈ Pa × (Ra + iSa), where a ∈ im(γ)
is a well-defined smooth mapping such that fˇ(p, •) :
⋃
a∈im(γ) s.t. p∈Pa(Ra + iSa) → FC is
complex analytic for each p ∈
⋃
a∈im(γ) Pa. Set V := (γ × idEC)
−1(V˜ ) ⊆ X × EC, and
Q := V ∩ (X × E). Clearly h := fˇ ◦ (γ × idEC)|
V˜
V , V → FC is partially C
∞ in the
second argument. For any (x, y) ∈ V , there are open neighbourhoods M˜ ⊆ P of γ(x)
and N ⊆ EC of y such that M˜ × N ⊆ V˜ ; set M := γ
−1(M˜). Then M × N ⊆ V , and
dn2 (h|M×N) = d
n
2 (fˇ |M˜×N) ◦ (γ|
M˜
M × idTnN ) : M × T
nN → EC is of class C
r for each n ∈ N0.
Thus dn2h is of class C
r for each n ∈ N0. Furthermore, clearly h(x, •) is complex analytic
for each x ∈ X . Finally, h(x, 0) = f(x, 0) = 0 for all x ∈ X , noting that h extends f |Q by
construction. By Proposition 6.1, the mapping h∗ : D
r(X, V ) → Dr(X,FC) = D
r(X,F )C
is complex analytic. Thus f∗|Dr(X,Q) = h∗|Dr(X,Q) is real analytic. ✷
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7 Spaces of sections as topological modules
Spaces of sections in vector bundles can be considered as modules over various function
algebras. In this section, we investigate continuity properties of the module operations.
The following algebras are of interest.
Proposition 7.1 Suppose that A is an associative locally convex topological algebra. If
r ∈ N ∪ {∞}, let X be a (not necessarily finite-dimensional) Cr-manifold. If r = 0, let X
be any Hausdorff topological space. Then Cr(X,A) is a locally convex topological algebra
with respect to pointwise operations. Furthermore, if X is a σ-compact finite-dimensional
manifold, then Dr(X,A) is a locally convex topological algebra.
Proof. (See also [8], Proposition 2.1 and Remark 2.2). Identifying Cr(X,A) × Cr(X,A)
with Cr(X,A× A), the algebra multiplication on Cr(X,A) is given by
Cr(X, µ) : Cr(X,A× A)→ Cr(X,A), γ 7→ µ ◦ γ,
where the algebra multiplication µ : A × A is a smooth map. By Corollary 2.6, Cr(X, µ)
is smooth and thus continuous. The proof for Dr(X,A) follows the same lines, using [7],
Corollary 4.16 (or Theorem 5.9 above) instead of Corollary 2.6. ✷
Theorem 7.2 Let π : E → X be a Cr-vector bundle, whose fibre is a locally convex
K-vector space F . Then Cr(X,E) is a topological Cr(X,K)-module, and, provided X is
finite-dimensional and σ-compact, Dr(X,E) is a topological Dr(X,K)-module.
Proof. The function space Dr(X,K) can be identified with Dr(X,X × K), the space of
Dr-sections in the trivial bundle pr1 : X × K → X with fibre K (cf. Lemma 3.9). Thus
Dr(X,K)×Dr(X,E) ∼= Dr(X, (X×K)⊕E), and using this identification, the multiplication
map Dr(X,K)×Dr(X,E)→ Dr(X,E) has the form
Dr(X, µ) : Dr(X, (X ×K)⊕ E)→ Dr(X,E),
where µ : (X×K)⊕E → E is defined µ((x, z), v) := zv ∈ Ex (scalar multiplication) for all
x ∈ X , z ∈ K, and v ∈ Ex. Given any local trivialization ψ : π
−1(Xψ)→ Xψ×F of E, using
the global trivialization φ := id: X ×K → X ×K we have µψ,φ⊕ψ(x, z, v) = zv ∈ F , for all
(x, z, v) ∈ Xψ ×K× F , showing that µψ,φ⊕ψ : Xψ ×K× F → F is a mapping of class C
r.
Thus µ is a Cr-bundle map. By Theorem 5.9 (applied with k = 0), Dr(X, µ) is continuous.
The assertion concerning Cr(X,E) can be proved analogously, using Theorem 4.6 instead
of Theorem 5.9. ✷
Remark 7.3 If A is a locally convex topological algebra and X a Cr-manifold, we define
a locally trivial bundle of locally convex topological A-modules as a Cr-vector bundle
π : E → X whose typical fibre F is a locally convex topological A-module, and equipped
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with an atlas A of local trivializations such that im(gφ,ψ) consists of topological A-module
automorphisms of F , for all φ, ψ ∈ A. In this case, we find along the lines of the preceding
proof that Cr(X,E) is a topological Cr(X,A)-module, and, provided the base X is finite-
dimensional and σ-compact, Dr(X,E) is a topological Dr(X,A)-module (under pointwise
operations).
Recall that a bilinear mapping β : E×F → G between locally convex spaces is hypocontin-
uous if and only if β|A×F : A×F → G and β|E×B : E×B → G are continuous mappings, for
any bounded subsets A ⊆ E and B ⊆ F . Every hypocontinuous bilinear map is separately
continuous and sequentially continuous; it need not be continuous. It is easy to see that if
β : E × F → G is a bilinear map such that β|A×F and β|E×B are continuous at (0, 0) for
all bounded subsets A ⊆ E, B ⊆ F containing the origin, then β is hypocontinuous.
Let E → X be a Cr-vector bundle over a σ-compact, finite-dimensional base X , having the
locally convex K-vector space F as its typical fibre. Then pointwise multiplication makes
Dr(X,E) a Cr(X,K)-module. The following can be said:
Proposition 7.4 The module multiplication
µ : Cr(X,K)×Dr(X,E)→ Dr(X,E)
is hypocontinuous. If F 6= {0}, then µ is continuous if and only if X is compact.
Proof. Let B ⊆ Dr(X,E) be a bounded subset. Then B ⊆ C rK(X,E) for some compact
subset K ⊆ X (cf. [26], Chapter II, assertion 6.5). Choose a function h ∈ Cr(X,R) such
that h|K = 1 and L := supp(h) is compact. Then we have, using the continuous inclusion
maps i : B → C rL(X,E) and j : C
r
L(X,E)→ D
r(X,E),
µ|Cr(X,E)×B = j ◦ ν ◦ (mh × i),
where the module multiplication ν : C rL(X,K) × C
r(X,E) → C rL(X,E) is continuous by
Theorem 7.2, and so is multiplication mh : C
r(X,E)→ C rL(X,E), γ 7→ h·γ (Corollary 2.7).
Thus µ|Cr(X,K)×B is continuous. To establish the hypocontinuity of µ, it only remains to
show that µ|A×Dr(X,E) is continuous at (0, 0), for every bounded subset A ⊆ C
r(X,K)
containing the origin. We shall make use of the constructions and notation described
in 5.1 –5.7. Suppose that a zero-neighbourhood V(q, k, e) in Dr(X,E) is given, where
q = (qn) ∈ Γ
N, k = (kn) ∈ |r]
N, and e = (εn) ∈ (R
+)N. As A is bounded, so is Hn :=
{f ◦ κ˜−1n : f ∈ A} ⊆ C
r(V˜n,K), for each n ∈ N. Thus supf∈Hn ‖f‖Vn,qn,kn < ∞. Using
the Leibniz Rule, we easily find δn > 0 such that ‖f · γ‖Vn,qn,kn < εn for all f ∈ Hn and
all γ ∈ Cr(U˜n, F ) such that ‖γ‖Vn,qn,kn < δn. Then µ(A × V(k, q, (δn))) ⊆ V(k, q, e). We
deduce that µ|A×Dr(X,E) is continuous at (0, 0).
IfX is compact, then Dr(X,E) = Cr(X,E), and we are in the situation of Theorem 7.2.
Thus, to prove the final assertion, assume that X is non-compact and F 6= {0}. We let
W := V(q, e, k) be a zero-neighbourhood in Dr(X,E) as described in Definition 5.7, where
q ∈ ΓN is chosen such that qn 6= 0 for all n ∈ N, e ∈ (R
+)N, and k = (kn)n∈N with kn := 0
23
for all n ∈ N. If µ was continuous, we could find zero-neighbourhoods P in Cr(X,K) and
Q in Dr(X,E) such that µ(P × Q) ⊆ W . In view of the definition of the topology on
Cr(X,K), we can find a compact set K ⊆ X such that {f ∈ Cr(X,K) : f |K = 0 } ⊆ P .
As X is non-compact, we find n ∈ N such that ∅ 6= Un ⊆ X \K, where Un is as in
5.3. Pick x0 ∈ Un. Making use of the local trivialization ψn (given by 5.3), is easy to
construct σ ∈ Dr(X,E) such that s := qn(σψn(x0)) 6= 0; after replacing σ by a small
non-zero multiple, we may assume that σ ∈ Q. We also easily find h ∈ Cr(X,K) such
that supp(h) ⊆ Un and hn(x0) = 1. Then th ∈ P for all t ∈ R and thus thσ ∈ W .
Here qn((thσ)ψn(x0)) = |t|s which can be made arbitrarily large. Therefore thσ 6∈ W for
sufficiently large |t|, contradiction. ✷
Let E → X be a smooth vector bundle over a σ-compact, finite-dimensional manifold X
now, whose fibre is a finite-dimensional K-vector space F . The space of distribution sections
of E is defined as the strong dual D′(X,E) := D∞(X,Hom(E,Ω1(X)))
′
b, where Ω1(X)
denotes the bundle of real (resp., complex if K = C) 1-densities on X . It is well-known
that D′(X,E) is reflexive and thus barrelled. We obtain a C∞(X,K)-module structure on
D′(X,E) via f.u := m′f (u) : σ 7→ u(f.σ). In the same way, we make D
′(X,E) a D(X,K)-
module. Let us consider the simplest case first: multiplication of smooth functions and
distributions on R. As usual, given φ ∈ D(R) and u ∈ D′(R), we write 〈u, φ〉 := u(φ).
Proposition 7.5 The mapping µ : C∞(R) × D′(R) → D′(R), (f, u) 7→ f.u := u(f •) and
the corresponding map ν : D(R)×D′(R)→ D′(R) are discontinuous.
Proof. The topology on D(R) being finer than the one induced by C∞(R), it suffices
to show that ν is discontinuous. To see this, let us assume on the contrary that ν is
continuous, and derive a contradiction. We choose h ∈ D(R) which is constantly 1 on
some 0-neighbourhood. Then the polar W := {h}0 := {u ∈ D′(R) : |〈u, h〉| ≤ 1} is a
zero-neighbourhood in D′(R). Thus, as we assume that ν is continuous, there are zero-
neighbourhoods V ⊆ D(R) and U ⊆ D′(R) such that φ.u ∈ W for all φ ∈ V , u ∈ U . Thus
|〈V.U, h〉| = |〈hU, V 〉| ⊆ [0, 1] and therefore
hU ⊆ V 0. (5)
Since D(R) is a reflexive locally convex space and V is a 0-neighbourhood in Dr(R) and
thus absorbing, we deduce from (5) that hU is a weakly bounded subset of D′(R) and
thus bounded by Mackey’s Theorem ([25], Theorem 3.18). Since, furthermore, supp(u) ⊆
supp(h) for all u ∈ hU , the set hU consists of distributions whose orders are uniformly
bounded: there is k ∈ N0 such that every u ∈ hU is continuous on D(R), equipped
with the topology induced by Dk(R) (cf. [28], p. 359, Theorem 34.3). Now, as U is a
0-neighbourhood, we find 0 6= r ∈ R such that rδ
(k+1)
0 ∈ U , where δ
(k+1)
0 denotes the
(k + 1) st derivative of the unit point-mass at the origin. As hδ
(k+1)
0 = δ
(k+1)
0 , we deduce
that rδ
(k+1)
0 ∈ hU . But this is a distribution of order k + 1, contradiction. ✷
In the general situation described before Proposition 7.5, we have:
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Proposition 7.6 The module multiplications
µ : C∞(X,K)×D′(X,E)→ D′(X,E)
and
ν : D∞(X,K)×D′(X,E)→ D′(X,E)
are hypocontinuous. If dim(F ) > 0 and dim(X) > 0, then neither µ nor ν is continuous.
Proof. It is not hard to see that the bilinear mappings µ and ν are separately contin-
uous. As all of the locally convex spaces involved are reflexive and thus barrelled, the
hypocontinuity follows from [28], Theorem 41.2.
If dim(F ) > 0 and dim(X) > 0, then the discontinuity of µ and ν can be shown by a
variant of the arguments used to prove Proposition 7.5. We omit the details. ✷
In particular, we deduce from Proposition 7.1, Proposition 7.4 and Proposition 7.5:
Corollary 7.7 The multiplication maps
C∞(R) × C∞(R) → C∞(R) and
D(R) × D(R) → D(R)
are continuous. In contrast, the multiplication maps
C∞(R) × D(R) → D(R),
C∞(R) × D′(R) → D′(R) and
D(R) × D′(R) → D′(R)
are hypocontinuous and thus sequentially continuous, but none of them is continuous. ✷
See also [19, p. 13] for the second of these assertions, [28, p. 423] for the third and fourth.
The algebra D(R) of K-valued test functions is in fact a rather nice topological algebra:
its subset Q(D(R)) of elements possessing a quasi-inverse is an open 0-neighbourhood, and
quasi-inversion q : Q(D(R)) → Q(D(R)) is a K-analytic mapping. This entails that the
associated unital algebra D(R)e = K e+D(R) has an open group of units, with K-analytic
inversion (and so (D(R)e)
× is a K-analytic Lie group). We refer to [8] for more information
(cf. also [19, p. 65]).
8 Existence of universal central extensions
Throughout this section, X denotes a σ-compact, finite-dimensional smooth manifold. By
abuse of notation, given f ∈ C∞(X) := C∞(X,R), we shall write df for the mapping
(x 7→ df(x, •)) ∈ C∞(X, T ∗X).
Lemma 8.1 The linear map D(X)→ D(X, T ∗X), f 7→ df is continuous.
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Proof. By the universal property of direct limits it is enough to show that the linear
mappings C∞K (X) → C
∞
K (X, T
∗X), f 7→ df are continuous for each compact subset K
of X . This will hold if the corresponding map C∞(X) → C∞(X, T ∗X) is continuous.
Using Lemma 3.9, we reduce to the case where X is an open subset of Rd. Now the desired
continuity is readily verified. ✷
Proposition 8.2 The mapping D(X)×D(X)→ D(X, T ∗X), (f, g) 7→ f dg is continuous.
Proof. In fact, the mapping D(X) → D(X, T ∗X), g 7→ dg is continuous by Lemma 8.1,
and D(X, T ∗X) is a topological D(X)-module by Theorem 5.9. ✷
The preceding proposition entails that the test function group D∞(X,G) (equipped with
the Lie group structure defined in [7], cf. [1], which we recall in the next section) has a
universal central extension (in the sense of [23]) in the category of smooth Lie groups mod-
elled on sequentially complete locally convex spaces, for every σ-compact finite-dimensional
smooth manifold X and semi-simple finite-dimensional Lie group G: see [24], also [18] for
corresponding results on the Lie algebra level. This intended application was one stimulus
for our investigations.
9 Mapping groups on non-compact manifolds
If G is a finite-dimensional Lie group, it is well-known that the group Cr(K,G) of G-valued
Cr-functions on a compact manifold K has a natural analytic Lie group structure modelled
on the Lie algebra Cr(K,L(G)) (cf. [21]). For non-compact finite-dimensional manifolds X ,
one cannot expect to turn Cr(X,G) into a Lie group modelled on Cr(X,L(G)). However,
even for infinite-dimensional G, there is a natural Lie group structure on the “test function
group” Dr(X,G) of those G-valued Cr-functions which are constantly 1 off some compact
set; it is modelled on Dr(X,L(G)) (see [7], cf. [1]). In the special situation when G is a
K-analytic Baker-Campbell-Hausdorff Lie group, it was shown in [7] that Cr(X,G) can be
made a K-analytic Lie group having Dr(X,G) as an open subgroup (and thus modelled
on Dr(X,L(G))). Using the more powerful technical tools developed in the present paper,
we now show that Cr(X,G) can be given a smooth (resp., K-analytic) Lie group structure
modelled on Dr(X,L(G)), for any smooth (resp, K-analytic) Lie group G (which need not
be BCH). We remark that C∞(X,G) had already been given a Lie group structure in the
sense of convenient differential calculus (again modelled on compactly supported functions)
when G is a Lie group in that sense (cf. [16], Theorem 42.21). This does not subsume our
results, as Lie groups in the broad sense of convenient differential calculus need not be Lie
groups in the more conventional sense used in the present paper; e.g., they need not have
continuous group operations. Furthermore, we can consider arbitrary r ∈ N0 ∪ {∞}, not
only the special case r =∞.
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Theorem 9.1 Let X be any σ-compact, finite-dimensional Cr-manifold, and G be any
smooth (resp., K-analytic) Lie group. Then there is a unique smooth (resp., K-analytic)
Lie group structure on Cr(X,G) such that
Dr(X, V )→ Cr(X,G), γ 7→ φ−1 ◦ γ
is a diffeomorphism of smooth (resp, K-analytic) manifolds onto an open submanifold of
Cr(X,G), for some chart φ : W → V from an open identity neighbourhood W in G onto
a balanced, open zero-neighbourhood V ⊆ L(G), with φ(1) = 0. We have L(Cr(X,G)) ∼=
Dr(X,L(G)).
Proof. We recall from [7] that there is an (apparently unique) smooth (resp., K-analytic)
Lie group structure on Dr(X,G) such that Φ := Dr(X, φ−1) : Dr(X, V ) → Dr(X,W ),
γ 7→ φ−1 ◦ γ is a diffeomorphism of smooth (resp, K-analytic) manifolds onto the open
submanifold Dr(X,W ) of Dr(X,G), for some chart φ : W → V as described in the theorem.
Furthermore, L(Dr(X,G)) ∼= Dr(X,L(G)).
Fix γ ∈ Cr(X,G). For every x ∈ X , there is an open neighbourhood Px of γ(x) in G
and an open balanced 0-neighbourhood Vx ⊆ V in L(G) such that gφ
−1(v)g−1 ⊆ W for all
g ∈ Px, v ∈ Vx. We let Ax ⊆ X be an open neighbourhood of x such that γ(Ax) ⊆ Px.
Then U :=
⋃
x∈X Ax × Vx is an open R-balanced neighbourhood of X × {0} in X × L(G),
and U˜ :=
⋃
x∈X Px× Vx is an open subset of G×L(G) such that (γ × idL(G))(U) ⊆ U˜ . We
define
f˜ : U˜ → L(G), (g, v) 7→ φ(g φ−1(v) g−1)
and let f := f˜ ◦ (γ × idL(G))|
U˜
U : U → L(G). Then clearly f˜ is a smooth (resp., K-
analytic) mapping, and f is partially C∞ in the second argument, with dj2f of class C
r
for all j ∈ N0 (cf. proof of Proposition 6.2). Therefore f∗ : D
r(X,U) → Dr(X,L(G))
is smooth (Theorem 5.9). In the case where G is a complex Lie group, clearly f(x, •)
is complex analytic and thus d2f(x, y, •) complex linear, whence f∗ is complex analytic
(Proposition 6.1). The automorphism of groups Jγ : D
r(X,G) → Dr(X,G), η 7→ γηγ−1
satisfies
Φ−1 ◦ Jγ|
Dr(X,W )
S ◦ Φ|
S
Dr(X,U) = f∗ ,
where S := Φ(Dr(X,U)). Thus Jγ is smooth (resp., complex analytic) on the open identity
neighbourhhod S and therefore smooth (resp., complex analytic when G is a complex Lie
group). Finally, if G is a real analytic Lie group, we deduce from Proposition 6.2 that
f∗|Dr(X,Q) is real analytic for some open, R-balanced neighbourhood Q ⊆ U of the zero-
section in X × L(G), whence Jγ is real analytic on Φ(D
r(X,Q)) and thus real analytic.
In either case, the local characterization of Lie groups ([7], Proposition 1.12) shows
that there is a unique smooth (resp., K-analytic) Lie group structure on Cr(X,G) making
Dr(X,G) an open submanifold. The remainder is then obvious. ✷
Note that, by construction, Dr(X,G) is an open subgroup of Cr(X,G) and carries the
smooth (resp, K-analytic) Lie group structure described in [7].
We may consider Cr(X, •) as a functor.
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Proposition 9.2 Let X be a σ-compact, finite-dimensional Cr-manifold, G1, G2 be smooth
(resp., K-analytic) Lie groups, and f : G1 → G2 be a smooth (resp., K-analytic) mapping
such that f(1) = 1. Then
Cr(X, f) : Cr(X,G1)→ C
r(X,G2), γ 7→ f ◦ γ
is a smooth (resp., K-analytic) mapping with respect to the manifold structures on Cr(X,G1)
and Cr(X,G2) described in Theorem 9.1.
Proof. For j ∈ {1, 2}, let φj : Uj → Vj be a diffeomorphism of smooth (resp., K-
analytic) manifolds from an open zero-neighbourhood Uj in L(Gj) onto an open identity
neighbourhood Vj in Gj , such that φj(0) = 1, D
r(X, Vj) is an open identity neighbourhood
in Dr(X,Gj), and Φj := D
r(X, φj) : D
r(X,Uj)→ D
r(X, Vj) is a diffeomorphism of smooth
(resp., K-analytic) manifolds. The mapping
g˜ : G1 × U1 → G2, g˜(a, u) := f(a)
−1f(a · φ1(u))
is smooth (resp., K-analytic), and g˜(a, 0) = 1 for every a ∈ G1. Suppose γ ∈ C
r(X,G1) is
given. Then, for every x ∈ X , we find an open neighbourhood Px ⊆ G1 of γ(x) and an open,
balanced 0-neighbourhood Qx ⊆ U1 in L(G1) such that g˜(Px ×Qx) ⊆ V2. Let Bx ⊆ X be
an open neighbourhood of x such that γ(Bx) ⊆ Px. Then U˜ :=
⋃
x∈X(Px×Qx) ⊆ G1×U1 is
an open neighbourhood of G1×{0} in G1×L(G1), and U :=
⋃
x∈X(Bx×Qx) ⊆ X×U1 is an
open R-balanced neighbourhood of X ×{0} in X ×L(G1) such that (γ× idL(G1))(U) ⊆ U˜ .
The mapping h˜ := φ−12 ◦ g˜|
V2
U˜
, U˜ → U2 ⊆ L(G2) is smooth (resp., K-analytic). We define
h := h˜ ◦ (γ × idL(G1))|
U˜
U , U → U2. (6)
Thus h(x, v) := φ−12 [f(γ(x))
−1f(γ(x)φ1(v))] for all (x, v) ∈ U .
Smooth or complex analytic case. The mappings h˜, γ, and idL(G1) being of class C
∞, Cr,
and C∞, respectively, we easily deduce from Equation (6) that h is partially C∞ in the
second argument, with dj2 of class C
r, for every j ∈ N0. In the complex analytic case,
furthermore apparently h(x, •) is complex analytic for each x ∈ X . By Theorem 5.9 (resp.,
Proposition 6.1), the mapping h∗ : D
r(X,U) → Dr(X,L(G2)) is smooth (resp., complex
analytic). We set Q := U in these cases.
In the real analytic case, h∗|Dr(X,Q) is real analytic for some open R-balanced neighbourhood
Q ⊆ U of X × {0}, by Proposition 6.2.
In either case, we let λγ : C
r(X,G1) → C
r(X,G1), σ 7→ γ · σ denote left translation by
γ on Cr(X,G1) and λf◦γ denote left translation by f ◦ γ on C
r(X,G2). We abbreviate
W := Φ1(D
r(X,Q)). Since
Φ−12 ◦ (λ
−1
f◦γ ◦ C
r(X, f) ◦ λγ)|
Dr(X,V2)
W ◦ Φ1|
W
Dr(X,Q) = h∗|Dr(X,Q)
is a smooth (resp., K-analytic) mapping, it follows that λ−1f◦γ ◦ C
r(X, f) ◦ λγ is smooth
(resp., K-analytic) on the identity neighbourhood W of Cr(X,G1). Translations being
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diffeomorphisms, this entails that Cr(X, f) is smooth (resp., K-analytic) on some neigh-
bourhood of γ. ✷
Remark 9.3 As a variant of the C0-vector bundles defined above, we might allow E to
be a topological space and the base X to be a σ-compact locally compact space in Defini-
tion 3.1 (instead of C0-manifolds), and replace the word “C0-diffeomorphism” by “homeo-
morphism.” It is easy to see that Theorem 4.6, Theorem 4.7, Theorem 5.9, Proposition 6.1
and Proposition 6.2 remain valid for the variant of C0-vector bundles just described, by
obvious adaptations of the proofs.4 As a consequence, we can give C(X,G) = C0(X,G) a
smooth (resp., K-analytic) Lie group structure modelled on D0(X,L(G)), for every smooth
(resp., K-analytic) Lie group G and σ-compact, locally compact space X (which need not
be a topological manifold). Proposition 9.2 holds without changes for these groups.
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