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Abstract
Let Mn be the space of all n × n complex matrices, and let n be the subset of Mn consisting of all
n × n k-potent matrices. We denote byn the set of all maps on Mn satisfying A − λB ∈ n if and only if
φ(A) − λφ(B) ∈ n for every A,B ∈ Mn and λ ∈ C. It was shown that φ ∈ n if and only if there exist an
invertible matrix P ∈ Mn and c ∈ C with ck−1 = 1 such that either φ(A) = cPAP−1 for every A ∈ Mn,
or φ(A) = cPATP−1 for every A ∈ Mn.
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1. Introduction
Let C be the field of complex numbers. C∗ denotes the multiplicative group of C, and Z+
the set of all positive integers. For any m, n ∈ Z+, we denote by Mm×n the space of all m × n
matrices over C. When m = n, we write simply Mn for Mn×n. Let GLn be the general linear
group consisting of all n × n invertible matrices over C. For any fixed integer k  2, we denote
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by n the subset of Mn consisting of all k-potent matrices (i.e., A ∈ Mn is said to be k-potent
if Ak = A). Denote by n the set of all maps φ on Mn satisfying A − λB ∈ n if and only if
φ(A) − λφ(B) ∈ n for every A,B ∈ Mn and λ ∈ C. For a matrix A ∈ Mn, let AT denote the
transpose of A. The symbol 〈n〉 denotes the set {1, 2, . . . , n}. Let ei be the ith column of In,
the identity matrix of Mn, and Eij the matrix with 1 in (i, j) place and 0 elsewhere. Let ⊕ denote
the usual direct sum of matrices. Let Jn be the subset of Mn consisting of all idempotent matrices,
and let  denote the set { ∈ C, k−1 = 1}.
Linear Preserver Problem (LPP) is a classical research area in matrix theory (see [4,5]). Re-
cently, LPP was extensively studied by relaxing or changing the linearity or bijectivity. Šemrl [6]
showed that whenn  3,φ : Mn → Mn is a bijective and continuous map preserving idempotence
if and only if either φ is of the form φ(A) = PAP−1 for every A ∈ Mn, or φ is of the form
φ(A) = PATP−1 for every A ∈ Mn, where P ∈ Mn is invertible. Dolinar [3] improved the
above result by relaxing the bijectivity assumption to the surjectivity and omitting the continuous
assumption and the restriction on n  3. Furthermore, Dolinar also pointed out that the surjectivity
assumption may be omitted in the low dimensional cases n = 1 and n = 2. Zhang [7] improved
Dolinar’s result in two ways: omitting the surjectivity assumption, and extending the complex
field to any field of characteristic not 2. In this article, we extend Zhang’s result to the map
φ : Mn −→ Mn preserving k-potent matrices. The main result is listed as follows:
Theorem 1. Let φ : Mn → Mn be a map such that
A − λB ∈ n if and only if φ(A) − λφ(B) ∈ n (1)
for every A,B ∈ Mn and λ ∈ C. Then there exist P ∈ GLn and a scalar c with ck−1 = 1 such
that either φ(A) = cPAP−1 for every A ∈ Mn, or φ(A) = cPATP−1 for every A ∈ Mn.
2. Preliminary results
Lemma 1 [2, Lemma 2]. Let t ∈ C and X, Y ∈ Mn. If k is an integer  2, then
(X + tY )k = Xk + tZ1 + · · · + tk−1Zk−1 + tkY k,
where Z1 = ∑k−1p=0 XpYXk−1−p, Zk−1 = ∑k−1p=0 YpXYk−1−p.
Lemma 2 (see [1]). If X, Y ∈ n, and X + Y ∈ n for any  ∈ , then X and Y are orthogonal
(i.e. XY = YX = O).
Lemma 3 [2, Lemma 1]. Suppose A1, A2, . . . , An are n × n mutually orthogonal nonzero k-
potent matrices. Then there exists P ∈ GLn such that P−1AiP = ciEii for every i ∈ 〈n〉, where
ci ∈ C with ck−1i = 1 for i ∈ 〈n〉.
Lemma 4. Suppose A,B are n × n orthogonal k-potent matrices, and φ ∈ n. Then φ(A) and
φ(B) are orthogonal.
Proof. Since A,B ∈ n and AB = BA = O, we have that A + tB ∈ n for any t ∈ . Note that
φ satisfies (1), so, φ(A), φ(B) ∈ n and φ(A) + tφ(B) ∈ n for any t ∈ . The result follows
from Lemma 2. 
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Lemma 5. Let φ ∈ n. Then
(1) φ is homogeneous, i.e., φ(λA) = λφ(A) for every A ∈ Mn and λ ∈ C;
(2) φ is injective.
Proof. (1) For any A ∈ Mn and λ ∈ C∗, (λA) − λA ∈ n and (A − λ−1(λA)) ∈ n, we have
φ(λA) − λφ(A) ∈ n and φ(A) − λ−1φ(λA) ∈ n. Then
[φ(λA) − λφ(A)]k = φ(λA) − λφ(A) (2)
and
λ−k(λφ(A) − φ(λA))k = φ(A) − λ−1φ(λA). (3)
(2) subtracts (3) times λk , we have
(1 + λk−1)[φ(λA) − λφ(A)] = O and (1 − λk−1)[φ(λA) − λφ(A)] = O,
which depend on k being odd or even. So
φ(λA) = λφ(A), when λk−1 /= ±1, λ /= 0. (4)
Also φ(O) = 2φ( 12O) = 2φ(O), that is φ(O) = O. When λk−1 = ±1, we have φ(λA) =
2λφ( 12A) = λφ(A). This, together with (4), implies that φ is homogeneous.(2) If φ(A) = φ(B), then λφ(A) = λφ(B) for any λ ∈ C. Since φ is homogeneous, we have
φ(λA) − λφ(B) = O ∈ n, so λA − λB ∈ n. Since λ is arbitrary, we have A = B. 
Lemma 6. Let s ∈ 〈n − 1〉,  ∈  and M ∈ Mn. If
dM + (Os ⊕ E11) ∈ n for any d ∈ C∗, where E11 ∈ Mn−s (5)
and
dM + (Is ⊕ O) ∈ n for any d ∈ C∗, (6)
then
M =
[
Os g
O 0
]
⊕ O or M =
[
Os O
hT 0
]
⊕ O,
where g, h ∈ Ms×1.
Proof. Let X = Os ⊕ E11, Y = M and t = d in Lemma 1. We have Z1 = ∑k−1p=0(Os ⊕
E11)pM(Os ⊕ E11)k−1−p = M. By a direct verification,
M =
⎡
⎣Os g1 OhT1 0 hT2
O g2 O
⎤
⎦ , (7)
where g1, h1 ∈ Ms×1 and g2, h2 ∈ M(n−s−1)×1. Further, let X = Is ⊕ O,Y = M and t = d in
Lemma 1. We have
Z1 =
k−1∑
p=0
(Is ⊕ O)pM(Is ⊕ O)k−1−p = M (8)
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and
Zk−1 =
k−1∑
p=0
Mp(Is ⊕ O)Mk−1−p = O. (9)
It follows from (7) and (8) that
M =
[
Os g
hT 0
]
⊕ O, (10)
where g, h ∈ Ms×1.
(I) If k = 2m (m ∈ Z+), then, in view of (9) and (10), we have[
Os g(h
Tg)m−1
(hTg)m−1hT 0
]
= O.
When m = 1, g = O and h = O. In the rest of other cases, hTg = 0, or h = O, or g = O.
(II) If k = 2m + 1 (m ∈ Z+), then we get[
(m + 1)(ghT)m O
O m(hTg)m
]
= O,
so hTg = 0, or h = O, or g = O.
(III) If hTg = 0, let d = 1, then by (5) and (10), we have([
Os g
hT 
]
⊕ O
)k
=
[
k−2ghT g
hT 
]
⊕ O =
[
Os g
hT 
]
⊕ O,
it follows that ghT = O, so, h = O, or g = O. The proof is completed. 
Lemma 7. Every matrix H in Mn can be written as H = ∑pu=1 auHu for some p ∈ Z+, where
au ∈ C∗ with ak−1u /= ak−1v for any u /= v ∈ 〈p〉, and Hu ∈ Jn.
Proof. Let H =
[
Xn−1 α
β hnn
]
where α, βT ∈ M(n−1)×1 and hnn ∈ C. We may prove the conclu-
sion by induction on n. If n = 1, the conclusion is obvious.
Suppose the conclusion is true for n − 1. We can assume that α /= 0 and β /= 0.
(1) If hnn /= 0, H = (Xn−1 ⊕ 0) + l3hnn
[
On−1 ∗
O 1
]
+ (1 − l3 )hnn
[
On−1 O
∗ 1
]
. Since C is infi-
nite, we can find l ∈ C such that ( l3)k−1 /= (1 − l3 )k−1. Then the conclusion follows by induction.
(2) If hnn = 0, H = (Xn−1 ⊕ 0) + l5hnn
[
On−1 ∗
O 1
]
+ 2l5 hnn
[
On−1 O
∗ 1
]
− 3l5 hnn
[
On−1 O
O 1
]
.
We select l ∈ C such that ( l5)k−1, ( 2l5 )k−1 and (−3l5 )k−1 are mutually different. This completes
our proof. 
Lemma 8. Let α ∈ C.
(1) If ( 1+α2 )k = 1+α2 and ( 1−α2 )k = 1−α2 , then α = ±1 or α = ±√3i where i = √−1 (in this
case k ≡ 1 mod (6)).
(2) If ( + α)k =  + α and ( − α)k =  − α for some  ∈ , then α = 0.
Proof. (1) If 1+α2 = 0 or 1−α2 = 0, we have α = −1 or α = 1. Suppose that α /= ±1. Then( 1+α
2
)k−1 = ( 1−α2 )k−1 = 1, i.e. 1+α2 and 1−α2 are the (k − 1)th roots of unity. Let α = a1 + a2i.
We have 1+α2 = 1+a12 + a22 i and 1−α2 = 1−a12 − a22 i. Thus
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⎧⎪⎨
⎪⎩
(
1+a1
2
)2 + ( a22 )2 = 1,(
1−a1
2
)2 + (− a22 )2 = 1.
and hence, we havea1 = 0 anda2 = ±
√
3. Whenα = ±√3i, we can easily get that k ≡ 1 mod (6).
(2) It is clear that  /= 0 and α /= ±, so, (1 + −1α)k−1 = 1 and (1 − −1α)k−1 = 1. By a
similar argument, we have α = 0. 
Lemma 9 [7, Lemma 6]. Let n  2 and 0 /= β ∈ Mn×1. Then every element H in Mn can be
written as H = ∑pu=1 auHu for some p ∈ Z+, where au ∈ C∗ and Hu ∈ Jn with Huβ /= β for
any u ∈ 〈p〉.
Lemma 10. Let  ∈ , φ ∈ n, and h be a map from C × C∗ to C∗. If φ and h satisfy:
(I) φ(a ⊕ b ⊕ O) = a ⊕ b ⊕ O for any a, b ∈ C;
(II) φ
([
a x
0 1
]
⊕ O
)
=
[
a h(a, x)x
0 
]
⊕ O for any a ∈ C and x ∈ C∗;
(III) φ
([
a x
0 0
]
⊕ O
)
=
[
a h(a + , x)x
0 0
]
⊕ O for any a ∈ C and x ∈ C∗, then h(a, x) is inde-
pendent of the choices of a and x.
Proof. Suppose 1 /=  ∈ . Since([
1 0
0 1
]
⊕ O
)
−
([− + 1 x
0 0
]
⊕ O
)
∈ n,
we have that by (I) and (III)[
 −xh(1, x)
0 
]
∈ 2.
Thus, we obtain h(1, x) = 0 for every x ∈ C∗. This contradicts to our hypothesis that h is a
nonzero mapping. Therefore,  = 1.
Let a = 0 and x = 1 in (III). We have
φ(E12) = d1E12 (11)
where d1 = h(1, 1) ∈ C∗.
For any λ ∈ C∗, E11 + λE21 ∈ n and E22 + λE21 ∈ n. So
E11 + λφ(E21) ∈ n and E22 + λφ(E21) ∈ n.
By Lemma 6, φ(E21) = d2E21 or φ(E21) = d ′2E12, where d2, d ′2 ∈ C∗. Since φ is homoge-
neous and injective, it follows from (11) that
φ(E21) = d2E21. (12)
Moreover([
1 x
0 1
]
⊕ O
)
− xE12 ∈ n and 12E21 +
(
1
2
[
1 1
0 1
]
⊕ O
)
∈ n,
we derive from (11) and (12) that[
1 (h(1, x) − d1)x
0 1
]
∈ 2 (13)
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and [
1
2
1
2h(1, 1)
1
2d2
1
2
]
∈ 2.
It follows from (13) that for any x ∈ C∗
h(1, x) = d1. (14)
Note that[
1 0
l 1
][ 1
2
1
2d1
1
2d2
1
2
][
1 0
−l 1
]
= 1
2
[
1 − d1l d1
−d1l2 + d2 1 + d1l
]
∈ 2,
where l ∈ C satisfies d1l2 = d2, we have(
1 − (d1d2) 12
2
)k
= 1 − (d1d2)
1
2
2
and
(
1 + (d1d2) 12
2
)k
= 1 + (d1d2)
1
2
2
,
and obtain that d1d2 = 1 or d1d2 = −3 (in this case, k ≡ 1 mod (6)) by Lemma 8. But when
k ≡ 1 mod (6), E12 + E21 ∈ n, we have (d1d2) k−12 = 1, and so d1d2 = −3 is impossible. Hence
d1d2 = 1. Then
φ(E21) = d−11 E21. (15)
Since
2x−1E21 −
([−2 x
0 1
]
⊕ O
)
∈ n
and ([
1 − 3c cx
0 1
]
⊕ O
)
− c
([−3 x
0 0
]
⊕ O
)
∈ n, for any c ∈ C,
it follows from (II), (III) and (15) that[
2 −h(−2, x)x
2d−11 x−1 −1
]
∈ 2 (16)
and [
1 c(h(1 − 3c, cx) − h(−2, x))x
0 1
]
∈ 2. (17)
Let h(−2, x)x = a (a /= 0, since φ is injective and x /= 0), d−11 x−1 = b. It follows from (16) that
for any l ∈ C[
1 0
l 1
] [
2 −a
2b −1
] [
1 0
−l 1
]
=
[
2 + la −a
al2 + 3l + 2b −1 − la
]
∈ 2.
Choosing l such that al2 + 3l + 2b = 0, we have(
1 + (9 − 8ab) 12
2
)k
= 1 + (9 − 8ab)
1
2
2
and
(
1 − (9 − 8ab) 12
2
)k
= 1 − (9 − 8ab)
1
2
2
.
Thus ab = 1 or ab = 32 (k ≡ 1 mod (6)) by Lemma 8.
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If ab = 1, then h(−2, x) = d1 for any x ∈ C∗.
If ab = 32 , then h(−2, x) = 32d1(k ≡ 1 mod (6)) for any x ∈ C∗.
Since
2
[−2 2x
0 1
]
−
[−5 4x
0 1
]
∈ 2,
we obtain that from (II) and Lemma 5[
1 4x(h(−2, 2x) − h(−5, 4x))
0 1
]
∈ 2,
so
h(−2, 2x) = h(−5, 4x) for any x ∈ C∗. (18)
If ab = 32 , since
1
4
[−5 5x
0 1
]
− 1
4x
E21 ∈ 2 for any x ∈ C∗,
it follows from (II), (15) and (18) that
1
4
[ −5 5h(−5, 5x)x
−d−11 x−1 1
]
= 1
4
[ −5 152 d1x
−d−11 x−1 1
]
∈ 2,
(
h(−5, 5x) = h(−5, 4x) = h(−2, 2x) = 3
2
d1
)
,
that is a contradiction (the determinant of the matrix on the right side is 532 , but, the determinant
of k-potence is 0 or (k − 1)th roots of unity). Therefore,
h(−2, x) = d1 for any x ∈ C∗. (19)
It follows from (14), (17) and (19) that for any x ∈ C∗, h(1, x) = d1, h(−2, x) = d1 and h(1 −
3c, cx) = h(−2, x) for any c ∈ C∗, we have that h(a, x) is independent of the choice of a.
Therefore, (III) simplifies to
φ
([
a x
0 0
]
⊕ O
)
=
[
a μ(x)x
0 0
]
⊕ O,
where μ(x) = h(a, x) is a map: C∗ −→ C∗. Since φ is homogeneous, we have[
1 μ(x)x
0 0
]
⊕ O = φ
([
1 x
0 0
]
⊕ O
)
= xφ
([
x−1 1
0 0
]
⊕ O
)
=
[
1 μ(1)x
0 0
]
⊕ O.
So, μ(x) = μ(1) for every x ∈ C∗. Hence, h(a, x) is independent of the choices of a ∈ C and
x ∈ C∗. 
Lemma 11. Let 2  s  n − 1,  ∈ , and φ ∈ n. If
φ
([
A x
O 1
]
⊕ O
)
=
[
A h(A, x)x
O 
]
⊕ O (20)
for any A ∈ Ms and nonzero x ∈ Ms×1, where h is a map from Ms × Ms×1\{0} to C∗, then
h(A, x) is independent of the choices of A and x.
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Proof. Since
c−1
([
A + cP x
O 1
]
⊕ O
)
− c−1
([
A x
O 1
]
⊕ O
)
∈ n
for every A ∈ Ms and nonzero x ∈ Ms×1, where P ∈ Jn with Px /= x and c ∈ C∗, we have
c−1φ
([
A + cP x
O 1
]
⊕ O
)
− c−1φ
([
A x
O 1
]
⊕ O
)
∈ n.
By (20), we see that[
P c−1(h(A + cP, x) − h(A, x))x
O 0
]
∈ s+1,
and hence (h(A + cP, x) − h(A, x))(Px − x) = O. Since Px /= x, we have h(A + cP, x) =
h(A, x). By Lemma 9, and since P is an arbitrary idempotent matrix with Px /= x, we conclude
that h(A, x) is independent of the choice of A. Thus (20) simplifies to
φ
([
A x
O 1
]
⊕ O
)
=
[
A μ(x)x
O 
]
⊕ O (21)
where μ is a map from Ms×1\{0} to C∗.
If x and e1 are linearly independent, then there exists Ux ∈ Jn such that
Ux(x − e1) = x − e1 and Uxe1 /= e1. (22)
Since,([
A x
O 1
]
⊕ O
)
−
([
A − Ux e1
O 1
]
⊕ O
)
∈ n, (23)
by applying φ to (23), it follows from (21) that[
Ux μ(x)x − μ(e1)e1
O 0
]
∈ s+1,
and henceUx(μ(x)x − μ(e1)e1) = μ(x)x − μ(e1)e1, i.e.,μ(x)Ux(x − e1) + (μ(x) − μ(e1)) ×
Uxe1 = μ(x)(x − e1) + (μ(x) − μ(e1))e1. This, together with (22), implies that μ(x) = μ(e1).
On the other hand, if x and e1 are linearly dependent, then x and e1 + e2 are linearly independent,
and e1 and e1 + e2 are linearly independent, hence μ(x) = μ(e1 + e2) = μ(e1). therefore, μ(x)
is independent of the choice of nonzero x ∈ Ms×1.
In summary, h(A, x) is independent of the choices of A and x. 
3. Proof of the theorem
SinceE11, . . . , Enn ∈ n are mutually orthogonal, we have thatφ(E11), . . . , φ(Enn) are mutu-
ally orthogonal nonzero k-potent matrices by Lemma 4 and the injectivity of φ. By Lemma 3,
there exists P ∈ GLn such that φ(Eii) = ciPEiiP−1 for any i ∈ 〈n〉, where ck−1i = 1. Now, let
ϕ : Mn → Mn be an automorphism of Mn with the following form:
X −→ c−11 P−1φ(X)P
with X ∈ Mn. It is clear that ϕ ∈ n.
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We may assume without loss of generality that
φ(E11) = E11 (24)
and
φ(Eii) = iEii, i ∈ , i = 2, . . . , n. (25)
Since φ is homogenous, (24) implies that φ(aE11) = aE11 for any a ∈ C. Therefore, by the
argument of induction on n, the remainder of the proof is equivalent to prove the following two
propositions.
Proposition 13. Let 1  s  n − 1 and φ ∈ n. If φ satisfies (25) and
φ(A ⊕ O) = A ⊕ O for every A ∈ Ms, (26)
then there exists T ∈ GLn such that φ(Z ⊕ O) = T (Z ⊕ O)T −1 for every Z ∈ Ms+1, or
φ(Z ⊕ O) = T (ZT ⊕ O)T −1 for every Z ∈ M2 (s = 1).
Proposition 14. Let 2  s  n − 1 and φ ∈ n. If φ satisfies (25) and φ(A ⊕ O) = AT ⊕ O
for every A ∈ Ms, then there exists T ∈ GLn such that φ(Z ⊕ O) = T (ZT ⊕ O)T −1 for every
Z ∈ Ms+1.
The proof of Proposition 14 is similar to the proof of Proposition 13, and so, we omit it. While
the proof of Proposition 13 is divided into the following eight steps.
Step 1. φ(Eii + Ejj ) = iEii + jEjj for any i, j ∈ 〈n〉, where i, j ∈  with 1 = 1.
For any i, j ∈ 〈n〉, it is clear that
(Eii + Ejj ) − Eii ∈ n
and
(Eii + Ejj ) − (1 − l)Eii ∈ n for any l ∈ ,
we have that from (24) and (25)
φ(Eii + Ejj ) − iEii ∈ n
and
(φ(Eii + Ejj ) − iEii) + liEii ∈ n for any l ∈ .
By Lemma 2, φ(Eii + Ejj ) − iEii and iEii are orthogonal, so, the ith row and the ith column
of φ(Eii + Ejj ) − iEii are zeros. Similarly, the j th row and the j th column of φ(Eii + Ejj ) −
jEjj are zeros. Since
(Eii + Ejj ) + lEmm ∈ n for any l ∈  (m /= i, m /= j),
we have that
φ(Eii + Ejj ) + l(mEmm) ∈ n for any l ∈  (m /= i, m /= j).
Since φ(Eii + Ejj ) and mEmm(m /= i, m /= j) are orthogonal (see Lemma 2), we have that the
mth row and the mth column of φ(Eii + Ejj ) are zeros. Hence we derive that φ(Eii + Ejj ) =
iEii + jEjj .
Step 2. φ(aB ⊕ bEjj ) = aB ⊕ bjEjj , where Ejj ∈ Mn−s , B ∈ Js and a, b ∈ C.
Let B ∈ Js and a, b ∈ C. By (26) and the homogeneous property of φ, it is clear that the result
holds true when a = 0 or b = 0. We now consider a /= 0. Again, by the homogeneous property
of φ, we may assume without loss of generality that b = 1. Note that
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(aB ⊕ Ejj ) − (aB ⊕ O) ∈ n,
(aB ⊕ Ejj ) − ((aB − lIs) ⊕ O) ∈ n for any l ∈ ,
a−1(aB ⊕ Ejj ) − (Os ⊕ a−1Ejj ) ∈ n
and
a−1(aB ⊕ Ejj ) − (Os ⊕ (a−1Ejj − lEmm)) ∈ n for any l ∈  and m ∈ 〈n − s〉.
By (25), (26) and Step 1, we have{
φ(aB ⊕ Ejj ) − (aB ⊕ O) ∈ n,
φ(aB ⊕ Ejj ) − (aB ⊕ O) + l(Is ⊕ O) ∈ n for any l ∈  (27)
and {
a−1φ(aB ⊕ Ejj ) − (Os ⊕ a−1jEjj ) ∈ n,
a−1φ(aB ⊕ Ejj ) − (Os ⊕ a−1jEjj ) + l(Os ⊕ mEmm) ∈ n (28)
for any l ∈  and m ∈ 〈n − s〉. Hence
φ(aB ⊕ Ejj ) = aB ⊕ X, (29)
where X ∈ Mn−s (see (27) and Lemma 2). Further, a−1X − a−1jEjj = On−s by (28), (29) and
Lemma 2, that is, X = jEjj . The proof is completed.
Step 3. φ(A ⊕ bEjj ) = A ⊕ bjEjj for any A ∈ Ms , j ∈ 〈n − s〉 and b ∈ C.
We may assume that b /= 0 by (26). Since
(A ⊕ Ejj ) − (A ⊕ O) ∈ n
and
(A ⊕ Ejj ) − ((A − lIs) ⊕ O) ∈ n for any l ∈ ,
by (26), we have
φ(A ⊕ Ejj ) − (A ⊕ O) ∈ n
and
(φ(A ⊕ Ejj ) − (A ⊕ O)) + l(Is ⊕ O) ∈ n for any l ∈ .
By Lemma 2, φ(A ⊕ Ejj ) − (A ⊕ O) and (Is ⊕ O) are orthogonal, hence,
φ(A ⊕ Ejj ) = A ⊕ X, (30)
where A ∈ Ms and X ∈ Mn−s . Since every A ∈ Mn can be written as A = ∑pu=1 auHu, where
au ∈ C∗, with ak−1u /= ak−1v for any u /= v ∈ 〈p〉, and Hu ∈ Jn (see Lemma 7). We will show
X = jEjj by induction on p. If p = 1, this follows from Step 2.
Suppose the conclusion is true for p − 1. Since
a−11 ((a1H1 + a2H2 + · · · + apHp) ⊕ Ejj ) − a−11 (a2H2 + · · · + apHp ⊕ Ejj ) ∈ n
and
a−1p ((a1H1 + a2H2 + · · · + apHp) ⊕ Ejj ) − a−1p (a1H1 + · · · + ap−1Hp−1 ⊕ Ejj )∈n,
applying φ to the above matrices, by the assumption, we can derive
a−11 (X − jEjj ) ∈ n−s and a−1p (X − jEjj ) ∈ n−s (ak−11 /= ak−1p ), (see (30)).
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So
(X − jEjj )k = ak−11 (X − jEjj ) = ak−1p (X − jEjj ) (ak−11 /= ak−1p ),
this implies X = jEjj . Thus we have
φ(A ⊕ Ejj ) = A ⊕ jEjj .
Since φ is homogeneous,
φ(A ⊕ bEjj ) = bφ(b−1A ⊕ Ejj ) = b(b−1A ⊕ jEjj ) = A ⊕ bjEjj
for any A ∈ Ms , j ∈ 〈n − s〉 and b ∈ C∗.
Step 4. φ
([
A x
O 1
]
⊕ O
)
=
[
A g1(A, x)
g2(A, x)T s+1
]
⊕ O for any A ∈ Ms and x ∈ Ms×1, where g1
and g2 are maps from Ms × Ms×1 to Ms×1 such that g1(A, x) = O or g2(A, x) = O.
Let
M = φ
([
A x
O 1
]
⊕ O
)
−
([
A O
O s+1
]
⊕ O
)
.
Since
c−1
([
A x
O 1
]
⊕ O
)
− c−1
([
A O
O 1 − c
]
⊕ O
)
∈ n
and
c−1
([
A x
O 1
]
⊕ O
)
− c−1
([
A − cIs O
O 1
]
⊕ O
)
∈ n,
it follows from Step 3 that c−1M + (Os ⊕ s+1E11) ∈ n and c−1M + (Is ⊕ O) ∈ n. By
Lemma 6, we have
M =
[
Os g1(A, x)
g2(A, x)T 0
]
⊕ O,
where g1 and g2 are maps from Ms × Ms×1 to Ms×1 such that g1(A, x) = O or g2(A, x) = O.
Step 5. Let 2  s  n − 1.
φ
([
A x
O b
]
⊕ O
)
= T
([
A x
O bs+1
]
⊕ O
)
T −1
for any A ∈ Ms , x ∈ Ms×1 and b ∈ C, where T ∈ GLn.
We may assume x ∈ Ms×1 is nonzero (see Step 3).
(I) We consider the case b /= 0.
Since GLs acts transitively on the set of s-dimensional nonzero vectors, there is P ∈ GLs
such that x = Pe1. Let
H1 = PE11P−1 and H2 = P(E11 + E12)P−1.
Then ([
A x
O 1
]
⊕ O
)
−
([
A − Hi O
O 1
]
⊕ O
)
∈ n, i = 1, 2.
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Investigating Step 3 and Step 4, we obtain that[
Hi g1(A, x)
g2(A, x)T 0
]
∈ s+1, i = 1, 2,
where g1(A, x) = O or g2(A, x) = O.
Referring the forms of H1 and H2, by a direct computation, we get g2(A, x) = O. Then
φ
([
A x
O 1
]
⊕ O
)
=
[
A g1(A, x)
O s+1
]
⊕ O (31)
for every A ∈ Ms and nonzero x ∈ Ms×1. Since[
H1 g1(A, x)
O 0
] [
PE11P−1 g1(A, x)
O 0
]
∈ s+1,
we have PE11P−1g1(A, x) = g1(A, x) for every A ∈ Ms and nonzero x ∈ Ms×1. Write
PE11P−1g1(A, x) = Pe1eT1 P−1g1(A, x) = h(A, x)P e1 = h(A, x)x (note that eT1 P−1g1
(A, x) ∈ C and Pe1 = x), where h is a map from Ms × Ms×1\{0} to C∗. Hence (31) turns
into
φ
([
A x
O 1
]
⊕ O
)
=
[
A h(A, x)x
O s+1
]
⊕ O (32)
for every A ∈ Ms and nonzero x ∈ Ms×1. By Lemma 11, we obtain that h(A, x) is independent
of the choices of A and x.
(II) The case b = 0.
It is easy to see that for any c ∈ C and nonzero x ∈ Ms×1,([
Is − cA O
O 0
]
⊕ O
)
+ c
([
A x
O 0
]
⊕ O
)
∈ n
and ([−cA O
O 1
]
⊕ O
)
+ c
([
A x
O 0
]
⊕ O
)
∈ n.
Referring Step 3, we have
(Is ⊕ O) + cM ∈ n and (Os ⊕ s+1E11) + cM ∈ n, (33)
where M = φ
([
A x
O 0
]
⊕ O
)
−
([
A O
O 0
]
⊕ O
)
. By the arbitrariness of c ∈ C∗ and Lemma 6,
(33) implies
φ
([
A x
O 0
]
⊕ O
)
=
[
A m1(A, x)
m2(A, x)T 0
]
⊕ O (34)
for every A ∈ Ms and nonzero x ∈ Ms×1, where m1(A, x),m2(A, x) ∈ Ms×1 satisfy m1(A, x) =
O or m2(A, x) = O. Note that([
A x
O 0
]
⊕ O
)
+
([−A lx
O 1
]
⊕ O
)
∈ n for any l ∈ C∗,
it follows from (32) and (34) that[
Os m1(A, x) + h(−A, lx)lx
m2(A, x)T s+1
]
∈ s+1 for any l ∈ C∗,
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where m1(A, x) = O or m2(A, x) = O. By (32), h(−A, lx) is independent of the choices of A
and lx. Let h(−A, lx) = h. If m2(A, x) /= O, then m1(A, x) = O. So[
Os O
m2(A, x)T s+1
]
+ l
[
Os hx
O 0
]
∈ s+1 for any l ∈ C∗.
Let
[
Os O
m2(A, x)T s+1
]
= X,
[
Os hx
O 0
]
= Y , and t = l in Lemma 1, we have
Z1 =
k−1∑
p=0
[
Os O
m2(A, x)T s+1
]p [
Os hx
O 0
] [
Os O
m2(A, x)T s+1
]k−1−p
=
[
Os hx
O 0
]
.
This derives that k−2s+1 hxm2(A, x)T = O, so hx = O. But, by the injectivity of φ and x /= O,
we conclude that hx /= O, a contradiction. Hence, m2(A, x) = O for every A ∈ Ms and nonzero
x ∈ Ms×1. From (34), we have
φ
([
A x
O 0
]
⊕ O
)
=
[
A m1(A, x)
O 0
]
⊕ O (35)
for every A ∈ Ms and nonzero x ∈ Ms×1. Since[
A + s+1Is x
O 1
]
−
[
A x
O 0
]
∈ s+1,
it follows from (32) and (35) that[
s+1Is h(A + s+1Is, x)x − m1(A, x)
O s+1
]
∈ s+1,
thus m1(A, x) = h(A + s+1Is, x)x for every A ∈ Ms and nonzero x ∈ Ms×1. Then (35) turns
into
φ
([
A x
O 0
]
⊕ O
)
=
[
A h(A + s+1Is, x)x
O 0
]
⊕ O (36)
for every A ∈ Ms and nonzero x ∈ Ms×1, where h(A, x) is independent of the choices of A ∈ Ms
and nonzero x ∈ Ms×1 by (32).
Combining (32) and (36), we have
φ
([
A x
O b
]
⊕ O
)
=
[
A λsx
O bs+1
]
⊕ O (37)
for every A ∈ Ms , x ∈ Ms×1 and b ∈ C. Note that λs /= 0 (λs ∈ C) since φ is injective. Let
T = In + (λ−1s − 1)Es+1,s+1 ∈ GLn,
we complete the proof.
Step 6. If there exist a0 ∈ C and x0 ∈ C∗ such that
φ
([
a0 x0
0 1
]
⊕ O
)
=
[
a0 g1(a0, x0)
0 2
]
⊕ O, (38)
where g1 is a map from C × C∗ to C, then there exists T ∈ GLn such that
φ
([
a x
0 b
]
⊕ O
)
= T
([
a x
0 b2
]
⊕ O
)
T −1
for any a, x, b ∈ C.
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We may assume x /= 0 by Step 3.
(I) We consider the case b /= 0.
Since
l−1
([
a0 + l x0
0 1
]
⊕ O
)
− l−1
([
a0 x0
0 1
]
⊕ O
)
∈ n
by (38) and Step 4 we have
(1 ⊕ 0) + l−1
[
0 g1(a0 + l, x0) − g1(a0, x0)
g2(a0 + l, x0)T 0
]
∈ 2,
where g1(a0 + l, x0) = 0, or g2(a0 + l, x0) = 0. By a similar argument as in (I)–(II) of the proof
of Lemma 6, we have
g1(a0 + l, x0) − g1(a0, x0) = 0 or g2(a0 + l, x0) = 0.
If g2(a0 + l, x0) /= 0, then g1(a0 + l, x0) = 0. We have g1(a0, x0) = 0, which is contradictory
to the injectivity of φ and x0 /= 0 (see (38)). So g2(a0 + l, x0) = 0. Since l is arbitrary, for any
a ∈ C, we have
φ
([
a x0
0 1
]
⊕ O
)
=
[
a g1(a, x0)
0 2
]
⊕ O. (39)
Again, from
l−1
([
a x0 + l
0 1
]
⊕ O
)
− l−1
([
a − l x0
0 1
]
⊕ O
)
∈ n,
we derive that g2(a, x0 + l) = 0 by (39) and the similar argument as above. Then we have
φ
([
a x
0 1
]
⊕ O
)
=
[
a g1(a, x)
0 2
]
⊕ O
for any a ∈ C, x ∈ C∗, since l is arbitrary.
For any x /= 0, g1(a, x) = g1(a, x)x−1x. Let g1(a, x) = h(a, x)x. Thus
φ
([
a x
0 1
]
⊕ O
)
=
[
a h(a, x)x
0 2
]
⊕ O, (40)
where h is a map from C × C∗ to C∗.
(II) The case b = 0.
By a similar argument as in (34), we have that
φ
([
a x
0 0
]
⊕ O
)
=
[
a m1(a, x)
m2(a, x) 0
]
⊕ O, (41)
where m1(a, x),m2(a, x) ∈ C satisfy m1(a, x) = 0 or m2(a, x) = 0. Since[
a + 2 x
0 1
]
−
[
a x
0 0
]
∈ 2 for any x ∈ C∗,
it follows from (40) and (41) that[
2 h(a + 2, x)x − m1(a, x)
−m2(a, x) 2
]
∈ 2 for any x ∈ C∗,
where m1(a, x) = 0 or m2(a, x) = 0. If m2(a, x) /= 0, then m1(a, x) = 0. So
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[
2 h(a + 2, x)x
−m2(a, x) 2
]
∈ 2 for any x ∈ C∗.
Let h(a + 2, x)x = b (b /= 0, since φ is injective and x /= 0), −m2(a, x) = c, we have[
1 0
l 1
] [
2 b
c 2
] [
1 0
−l 1
]
=
[
2 − bl b
c − bl2 2 + bl
]
∈ 2,
where l ∈ C satisfies c − bl2 = 0. The right side of the equation implies
(2 + (bc) 12 )k = 2 + (bc) 12 and (2 − (bc) 12 )k = 2 − (bc) 12 .
By Lemma 8, we have bc = 0. This is a contradiction. So, m2(a, x) = 0. Then
φ
([
a x
0 0
]
⊕ O
)
=
[
a m1(a, x)
0 0
]
⊕ O for any a ∈ C.
By a similar argument as in (36), we have
φ
([
a x
0 0
]
⊕ O
)
=
[
a h(a + 2, x)x
0 0
]
⊕ O. (42)
Referring Step 3, (40) and (42), we derive that h(a, x) is independent of the choices of a and x
by Lemma 10. So
φ
([
a x
0 b
]
⊕ O
)
=
[
a λ1x
0 b2
]
⊕ O (43)
for any a, b, x ∈ C, where λ1 /= 0 (since φ is injective). Let
T = In + (λ−11 − 1)E22 ∈ GLn,
we complete the proof.
Step 7. If (38) holds, then φ(Z ⊕ O) = T (Z ⊕ O)T −1 for every Z ∈ Ms+1.
If (38) holds, by Step 5 and Step 6, we have
φ
([
A x
O b
]
⊕ O
)
= T
([
A x
O bs+1
]
⊕ O
)
T −1 (44)
for every A ∈ Ms , x ∈ Ms×1 (s ∈ 〈n − 1〉) and b ∈ C, where
T = In + (λ−1 − 1)Es+1,s+1 ∈ GLn. (45)
For any x, yT ∈ Ms×1 and b ∈ C, it follows from (44), (45), Step 4 and the injectivity of φ that
φ
([
A O
y b
]
⊕ O
)
= T
([
A O
λg2(A, y)T bs+1
]
⊕ O
)
T −1.
Further, by a similar argument as in (37) and (43), we have that
φ
([
A O
y b
]
⊕ O
)
= T
([
A O
δy bs+1
]
⊕ O
)
T −1 (46)
for every A ∈ Ms , y ∈ M1×s and b ∈ C, where δ ∈ C∗. Since
c−1
([
A x
y b
]
⊕ O
)
− c−1
([
A − cIs x
O b
]
⊕ O
)
∈ n
and
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c−1
([
A x
y b
]
⊕ O
)
− c−1
([
A x
O b − c
]
⊕ O
)
∈ n,
it follows from (44) that c−1M + (Is ⊕ O) ∈ n and c−1M + (Os ⊕ s+1E11) ∈ n, where
M = φ
([
A x
y b
]
⊕ O
)
− T
([
A x
O bs+1
]
⊕ O
)
T −1. (47)
By Lemma 6 and the arbitrariness of c ∈ C∗, we derive that
M =
[
Os g
O 0
]
⊕ O or M =
[
Os O
hT 0
]
⊕ O,
where g, h ∈ Ms×1. Since (44) and (47) hold, by the injective of φ, we must have
φ
([
A x
y b
]
⊕ O
)
= T
([
A x
λhT bs+1
]
⊕ O
)
T −1.
Similarly, from (46)
φ
([
A x
y b
]
⊕ O
)
= T
([
A λ−1g
δy bs+1
]
⊕ O
)
T −1.
Therefore,
φ
([
A x
y b
]
⊕ O
)
= T
([
A x
δy bs+1
]
⊕ O
)
T −1 (48)
for every A ∈ Ms , x, yT ∈ Ms×1 and b ∈ C. If s+1 /= 1, then
[
s+1Is O
α 1
]
⊕ O ∈ n, where
O /= α ∈ Ms×1. It follows from (48) that[
s+1Is O
δα s+1
]
⊕ O ∈ n,
which is contradictory to α /= 0, thus s+1 = 1. Together with the fact that 2−1(E11 + E1,s+1 +
Es+1,1 + Es+1,s+1) ∈ n, we derive from (48) that
2−1(E11 + E12 + δE21 + E22) ∈ 2.
Since [
1 0
l 1
](
2−1
[
1 1
δ 1
])[
1 0
−l 1
]
= 2−1
[
1 − l 1
δ − l2 1 + l
]
∈ 2,
where l satisfies that δ − l2 = 0 (δ /= 0), it follows that δ satisfies the following equations:(
1 − δ 12
2
)k
= 1 − δ
1
2
2
and
(
1 + δ 12
2
)k
= 1 + δ
1
2
2
.
By Lemma 8, δ = 1 or δ = −3 (in this case k ≡ 1 mod (6)). But, if k ≡ 1 mod (6), then
[
0 1
δ 0
]
∈
2. So, δ = −3 leads to an impossibility. Hence δ = 1.
Step 8. If there exist A0 ∈ Ms and nonzero x0 ∈ Ms×1 such that
φ
([
A0 x0
O 1
]
⊕ O
)
=
[
A0 O
g2(A0, x0)T s+1
]
⊕ O,
where g2 is a map from Ms × Ms×1\{0} to Ms×1, then s = 1 and there exists T ∈ GLn such that
φ(Z ⊕ O) = T (ZT ⊕ O)T −1 for every Z ∈ M2.
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From Step 5, if s  2, for any A ∈ Ms , x ∈ Ms×1, we have
φ
([
A x
O 1
]
⊕ O
)
=
[
A g1(A, x)
O s+1
]
⊕ O,
therefore, s = 1. By an argument similar to Step 6, we can easily derive that
φ
([
a x
0 1
]
⊕ O
)
=
[
a 0
h(a, x)x 2
]
⊕ O
and
φ
([
a x
0 0
]
⊕ O
)
=
[
a 0
h(a + 2, x)x 0
]
⊕ O
for any a ∈ C and x ∈ C∗, where h is a map from C × C∗ to C∗.
By an argument similar to Lemma 10, we can obtain that h(a, x) is independent of the choices
of a and x. Furthermore, there exists T ∈ GLn such that
φ
([
a x
0 b
]
⊕ O
)
= T
([
a 0
x b
]
⊕ O
)
T −1 for any a, b, x ∈ C.
Again by an argument similar to Step 7, we can conclude that φ(Z ⊕ O) = T (ZT ⊕ O)T −1
for any Z ∈ M2.
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