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Abstract
Based on an R2-valued random sample {(yi , xi ), 1 ≤ i ≤ n} on the simple linear regression model
yi = xiβ+α+εi with unknown error variables εi , least squares processes (LSPs) are introduced in D[0, 1]
for the unknown slope β and intercept α, as well as for the unknown β when α = 0. These LSPs contain, in
both cases, the classical least squares estimators (LSEs) for these parameters. It is assumed throughout that
{(x, ε), (xi , εi ), i ≥ 1} are i.i.d. random vectors with independent components x and ε that both belong to
the domain of attraction of the normal law, possibly both with infinite variances. Functional central limit
theorems (FCLTs) are established for self-normalized type versions of the vector of the introduced LSPs for
(β, α), as well as for their various marginal counterparts for each of the LSPs alone, respectively via uniform
Euclidean norm and sup–norm approximations in probability. As consequences of the obtained FCLTs,
joint and marginal central limit theorems (CLTs) are also discussed for Studentized and self-normalized
type LSEs for the slope and intercept. Our FCLTs and CLTs provide a source for completely data-based
asymptotic confidence intervals for β and α.
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1. Introduction, statement and discussion of results
1.1. Least squares regression processes for slope β and intercept α
Consider the simple linear regression model
yi = xiβ + α + εi , 1 ≤ i ≤ n, (1.1)
where yi and xi are real-valued observations, slope β and intercept α are unknown and to be
estimated, and εi are unknown error variables, n ∈ N. Throughout the paper we assume
(A) {(x, ε), (xi , εi ), i ≥ 1} are independent identically distributed (i.i.d.) random vectors with
independent x and ε that both belong to the domain of attraction of the normal law (DAN),
and Eε = 0.
Remark 1.1. For a random variable (r.v.) x , x ∈ DAN means that there are constants an and bn ,
bn > 0, for which (
∑n
i=1 xi − an)b−1n D→ N (0, 1), n →∞, where an can be taken as nEx and
bn = n1/2ℓx (n), where ℓx (n) is a slowly varying function at infinity defined by the distribution of
x , that is ℓx (az)/ℓx (z)→ 1, as z →∞, for any a > 0. Moreover, E |x |ν <∞ for all ν ∈ (0, 2),
and ℓx (n) =
√
Var x > 0, if Var x <∞, and ℓx (n)↗∞, as n →∞, if Var x = ∞.
In view of (A) and Remark 1.1, the variances of the data yi and xi can possibly be infinite.
For arbitrary real-valued ui and vi , 1 ≤ i ≤ n, and nonnegative integer k ≤ n, we put
uk = 1n
k−
i=1
ui , u2k = 1n
k−
i=1
u2i , uvk =
1
n
k−
i=1
uivi ,
si,uv = (ui − un)(vi − vn) and Suvk =
1
n
k−
i=1
si,uv, (1.2)
where
∑0
i=1 ui := 0 and hence u0 := 0, and, similarly, u20 := 0, uv0 := 0 and Suv0 := 0.
The classical least squares estimators (LSEs) for β and α are respectively given by
βn = Sxyn /Sxxn and αn = yn − xnβn . (1.3)
In the special case of the no-intercept (1.1), i.e., when α = 0, the LSE for β is of the form:
βn = xyn/x2n . (1.4)
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In this paper we introduce least squares processes {β[nt], 0 ≤ t ≤ 1} and {αˆ[nt], 0 ≤ t ≤ 1}
(LSPs) respectively for β and α as follows:
β[nt] =

0, if 0 ≤ t < 1
n
,
Sxy[nt]
Sxx[nt]
, if
1
n
≤ t ≤ 1,
αˆ[nt] =

0, if 0 ≤ t < 1
n
,
n
[nt]

y[nt] − x [nt]βn − (β[nt] − βn) Sxx[nt]Sxxn xn

, if
1
n
≤ t ≤ 1.
(1.5)
In case of the no-intercept (1.1), we define a LSP {β[nt], 0 ≤ t ≤ 1} for β as
β[nt] =

0, if 0 ≤ t < 1
n
,
xy[nt]
x2[nt]
, if
1
n
≤ t ≤ 1. (1.6)
For t ∈ [1/n, 1], whenever Sxx[nt] = 0 and hence also Sxy[nt] = 0, we define Sxy[nt]/Sxx[nt], and thusβ[nt], to be zero, while we put α[nt] := 0, if Sxxn = 0, and β[nt] := 0, if x2[nt] = 0. Clearly,β[nt]|t=1 = βn , αˆ[nt]|t=1 = αn and β[nt]|t=1 = βn . Moreover, for any fixed t ∈ [1/n, 1], β[nt]
coincides with the LSE (1.4) that is based on the first [nt] pairs of observations of the random
sample {(yi , xi ), 1 ≤ i ≤ n}.
In the sequel, all vectors are row-vectors. For a matrix A, AT denotes the transpose of A.
For a positive definite matrix A (A > 0), notation A 1/2 stands both for the (left) Cholesky and
symmetric positive definite square roots of A. We recall that the (left) Cholesky square root A 1/2
of A > 0 is the uniquely existing lower triangular matrix with positive diagonal elements that is
such that A 1/2(A 1/2)T = A. Clearly, it is invertible. As to the symmetric positive definite square
root A 1/2 of matrix A > 0, the latter exists and satisfies (A 1/2)2 = A, where A1/2 = (A1/2)T .
By definition, A T/2 = (A 1/2)T , A−1/2 = (A 1/2)−1 and A−T/2 = (A−1/2)T . Notation Ik stands
for the k × k identity matrix.
Let
ui (n, β) = si,xy − si,xxβ,
ui (n,βn) = si,xy − si,xxβn and εi = yi − xiβn −αn . (1.7)
Using matrices
Vn =

n−
i=1
u2i (n,βn) −n
n∑
i=1
ε2i xn
n − 2
−
n
n∑
i=1
ε2i xn
n − 2
n
n∑
i=1
ε2i x2n
(n − 2)Sxxn

and Vn = n
n∑
i=1
ε2i
n − 2
 Sxxn −xn
−xn x
2
n
Sxxn
 , (1.8)
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we introduce the following self-normalized type versions of the vector (β[nt], αˆ[nt]) of LSPs:
Mn(t) = (nSxx[nt](β[nt] − β), [nt](α[nt] − α))V−T/2n , 0 ≤ t ≤ 1, (1.9)
and
Mn(t) = (nSxx[nt](β[nt] − β), [nt](α[nt] − α))V−T/2n , 0 ≤ t ≤ 1. (1.10)
The paper is structured as follows. Section 1.2 deals with the notion of weak convergence
of stochastic processes in terms of convergence in distribution of appropriate functionals that
will be used throughout when establishing functional central limit theorems (FCLTs) for the
just introduced LSPs, and some related further processes. We state and discuss briefly our main
results, FCLTs for the self-normalized LSPs of (1.9) and (1.10), in Section 1.3. Section 1.4
is devoted to studying various Studentized and self-normalized type versions of the LSPs of
(1.5) on their own, and also that of (1.6). This, in turn, also facilitates relating our contributions
to the literature. As to the proofs, we conclude some preliminary lemmas in Section 2.1 and,
based on our crucial auxiliary results of Lemmas 2.5 and 2.6, the proof of the main result,
Theorem 1.1, is established in Section 2.2. Proofs of the results in Section 1.4 can be found
in Section 2.3. Our Appendix is a collection of those known results that are made use of in
Section 2.
1.2. Convergence on spaces (D([0, 1],R),D, ρ) and (D([0, 1],R2),F ,∆)
Consider the space D([0, 1],R) of real-valued functions on [0, 1] that are right-continuous
and have left-hand limits. In D([0, 1],R) with the sup–norm metric ρ, we consider the σ -field
D generated by the ρ-open balls of D([0, 1],R), or, equivalently, by the finite-dimensional
subsets of D([0, 1],R). Since the paths of the stochastic processes β[nt], αˆ[nt] and β[nt] are in
D([0, 1],R), the latter LSPs are random elements of (D([0, 1],R),D).
We say that a sequence of random elements {Zn(t), 0 ≤ t ≤ 1}n≥1 of (D([0, 1],R),D)
converges weakly to a continuous random element {Z(t), 0 ≤ t ≤ 1} of (D([0, 1],R),D), and
write Zn(t)
D→ Z(t) on (D([0, 1],R),D, ρ), if
h(Zn(t))
D→ h(Z(t)), n →∞, (1.11)
for all functionals h : D([0, 1],R) → R that are D-measurable and ρ-continuous, or ρ-
continuous except on a set of measure zero in D with respect to the measure generated by Z(t).
The convergence in distribution of functionals as in (1.11) is traditionally called a functional
central limit theorem (FCLT) when Z(t) is a standard Wiener process.
Consider now the space D([0, 1],R2) of R2-valued functions on [0, 1] that are right-
continuous and have left-hand limits. Clearly, every such vector-valued function is characterized
by its two components being in D([0, 1],R). We thus have the direct product space
D([0, 1],R2) = D([0, 1],R) × D([0, 1],R) that we endow with the σ -field F := D ×D, the
direct product of the σ -fieldD with itself. This means that F is the minimal σ -field of subsets of
D([0, 1],R2) that is generated by the field of all possible finite unions of mutually disjoint sets
of the form A × B, where A, B ∈ D. In sum, the measurable space (D([0, 1],R2),F) is the
direct product of two measurable (D([0, 1],R),D) spaces, i.e.,
(D([0, 1],R2),F) = (D([0, 1],R),D)× (D([0, 1],R),D).
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In D([0, 1],R2), we introduce the uniform Euclidean norm metric∆( f, g) := sup0≤t≤1 ‖ f (t)−
g(t)‖, where ‖ · ‖ is the Euclidean norm in R2 and f, g ∈ D([0, 1],R2), and note also that F
coincides with the σ -field generated by the ∆-open balls of D([0, 1],R2).
If {G1(t), 0 ≤ t ≤ 1} and {G2(t), 0 ≤ t ≤ 1} are two random elements of
(D([0, 1],R),D), then the vector {(G1(t),G2(t)), 0 ≤ t ≤ 1} is a random element of
(D([0, 1],R2),F). Furthermore, since the LSPs β[nt] and αˆ[nt] of (1.5), as well as nSxx[nt],
are random elements of (D([0, 1],R),D), the vector processes Mn(t) and Mn(t) are random
elements of (D([0, 1],R2),F).
We say that a sequence of random elements {Gn(t), 0 ≤ t ≤ 1}n≥1 of (D([0, 1],R2),F)
converges weakly to a continuous random element {G(t), 0 ≤ t ≤ 1} of (D([0, 1],R2),F), and
write Gn(t)
D→ G(t) on (D([0, 1],R2),F ,∆), if
g(Gn(t))
D→ g(G(t)), n →∞, (1.12)
for all functionals g : D([0, 1],R2) → R that are F-measurable and ∆-continuous, or ∆-
continuous except on a set of measure zero in F with respect to the measure generated by G(t).
Let {W(t), 0 ≤ t ≤ 1} be a bivariate Wiener process with independent standard Wiener
process components. Similarly to (1.11), with Z(t) being a standard Wiener process, the weak
convergence Gn(t)
D→ W(t), n →∞, will be called an FCLT.
1.3. Main results: FCLTs for self-normalized vectors of LSPs for β and α
Our main results (a) and (b) of Theorem 1.1 establish FCLTs for the self-normalized vectors of
LSPs {Mn(t), 0 ≤ t ≤ 1}n≥1 of (1.9) and {Mn(t), 0 ≤ t ≤ 1}n≥1 of (1.10). They will be proved
in Section 2.2 as consequences of the uniform Euclidean norm approximation in probability of
Lemma 2.6 that is of interest on its own.
Theorem 1.1. On (D([0, 1],R2),F ,∆), as n →∞,
(a) Mn(t)
D→ W(t);
(b) Mn(t) D→ W(t), if, in addition, in (A), Var x <∞ and/or Var ε <∞.
Remark 1.2. We note that Theorem 1.1 also holds true when the definition of weak convergence
on (D([0, 1],R2),F ,∆) in (1.12) is read with g being Rk-valued mappings on D([0, 1],R2)
with some k > 1, instead of being functionals on D([0, 1],R2). In other words, vectors of
various functionals of Mn(t) and Mn(t), which are as in (1.12), with G(t) = W(t), converge in
distribution to the vectors of the same respective functionals of W(t).
In Theorem 1.1, it may be of interest to consider functionals g as in (1.12) that are constructed
via the ones as in (1.11), with Z(t) being a standard Wiener process, and described as follows.
Proposition 1.1. Let f (t) = ( f1(t), f2(t)) be an arbitrary function in D([0, 1],R2) and g :
f (t)→ h1( f1(t))+ h2( f2(t)), where h1 and h2 areD-measurable functionals on D([0, 1],R).
Then g is an F-measurable functional on D([0, 1],R2). Moreover, if both h1 and h2 are ρ-
continuous, or ρ-continuous except on respective sets of standard Wiener measure zero in D,
then g is respectively ∆-continuous, or ∆-continuous except on a set of measure zero in F with
respect to the Wiener measure generated by {W(t), 0 ≤ t ≤ 1}.
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Remark 1.3. Proposition 1.1 also holds true if the sum h1( f1(t)) + h2( f2(t)) is replaced with
the product h1( f1(t))h2( f2(t)), or some other reasonable functions of h1( f1(t)) and h2( f2(t)).
Remark 1.4. Let a1 and a2 be any real numbers. Consider the functional g : f (t) →
f (1)(a1, a2)T , where f (t) ∈ D([0, 1],R2). On account of Proposition 1.1 applied with
D-measurable and ρ-continuous functionals h1 : f1(t) → a1 f1(1) and h2 : f2(t) → a2 f2(1),
g is F-measurable and ∆-continuous. Using (1.12), (a) of Theorem 1.1 implies that
Mn(1)(a1, a2)T
D→ W(1)(a1, a2)T , n → ∞, which, in turn, combined with the Crame´r–Wold
device, give us the joint CLT for the LSEs βn and αˆn : Mn(1) D→ N (0, I2), n → ∞. Similarly,
one obtains the respective CLT for (βn, αˆn) from (b) of Theorem 1.1. The latter CLT coincides
in form with the one for (βn ,αˆn) proved in the classical regression literature under the condition
that both Var x and Var ε are finite. The entries of the normalizing matrix Vn of (1.8) in Mn(t)
are also related to the well-known fact that in (1.1) with nonstochastic regressors xi and errors εi
that are assumed to be i.i.d. N (0, σ 2) r.v.’s, the covariance cov(βn, αˆn) = −σ 2xn/(nSxxn ), and
nSxxn (βn − β)(∑ni=1ε2i /(n − 2))−1/2 and √n(αˆn − α)(∑ni=1ε2i x2n/((n − 2)Sxxn ))−1/2 both
have a t-distribution with n − 2 degrees of freedom.
1.4. Other results and further discussions
It will be seen that the proof of Theorem 1.1 will require establishing a number of preliminary
results that are summarized in Lemmas 2.1–2.6 of Sections 2.1 and 2.2. On the other hand, the
respective sup–norm approximations in probability of Lemmas 2.1 and 2.4 can immediately be
used to conclude FCLTs for various Studentized and self-normalized type versions of the LSPs
{β[nt], 0 ≤ t ≤ 1}n≥1 and {αˆ[nt], 0 ≤ t ≤ 1}n≥1 of (1.5) on their own. Hence the upcoming
Propositions 1.2 and 1.3. The CLTs contained in these FCLTs enable us to relate our results to
the literature. In this subsection we also spell out asymptotics for the LSPs {β[nt], 0 ≤ t ≤ 1}n≥1
of (1.6) in Proposition 1.4, as well as the rates of convergence in the CLTs for the LSEs βn and
αˆn that respectively follow from Propositions 1.2 and 1.3 when t = 1 (cf. Proposition 1.5).
Proposition 1.2. Let {W (t), 0 ≤ t ≤ 1} be a standard Wiener process and ui (n, β), ui (n,βn),
andεi be as in (1.7). On (D([0, 1],R),D, ρ), as n →∞,
(a) nSxx[nt](β[nt] − β)(∑ni=1 u2i (n, β))−1/2 D→ W (t);
(b)
√
nSxx[nt](β[nt] − β)(∑ni=1(ui (n, β)− u(n, β)n)2/(n − 1))−1/2 D→ W (t);
(c) nSxx[nt](β[nt] − β)(∑ni=1 u2i (n,βn))−1/2 D→ W (t);
(d)
√
nSxx[nt](β[nt] − β)(Sxxn ∑ni=1ε2i /(n − 2))−1/2 D→ W (t), provided that, in addition, in (A),
Var x <∞ and/or Var ε <∞.
Proposition 1.3. On (D([0, 1],R),D, ρ), as n →∞,
(a) [nt](αˆ[nt] − α)(n∑ni=1ε2i x2n/((n − 2)Sxxn ))−1/2 D→ W (t);
(b) [nt](αˆ[nt] − α)(n∑ni=1(yi − xiβn − α)2x2n/((n − 2)Sxxn ))−1/2 D→ W (t).
Remark 1.5. Using the definition (1.11) and reading the FCLTs of Propositions 1.2 and 1.3 with
the D-measurable and sup-continuous functional h : f (t) → f (1), where f (t) ∈ D([0, 1],R),
we obtain Studentized and self-normalized type CLTs for the LSEs βn and αˆn as respective
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special cases of the FCLTs for the LSPs β[nt] and αˆ[nt]. The CLTs contained in (c) and (d)
of Proposition 1.2 and (a) of Proposition 1.3 are completely data-based and of immediate use
for constructing respective asymptotic confidence intervals (ACIs) for the slope β and intercept
α. Also, the only unknown parameter appearing in the normalizers (
∑n
i=1 u2i (n, β))−1/2 and
(
∑n
i=1(ui (n, β)− u(n, β)n)2)−1/2 in the CLTs obtained from (a) and (b) of Proposition 1.2 is β,
while that in (
∑n
i=1(yi−xiβn−α)2x2n/Sxxn )−1/2 in the CLT in (b) of Proposition 1.3 is α. These
versions of the CLTs for βn and αn allow one to work out some further completely data-based
ACIs for β and α, like for example as in Theorem 4 in Martsynyuk [8]. By reading the FCLTs of
Propositions 1.2 and 1.3 a` la (1.11) with various functionals h, one obtains an additional source
for further ACIs for β and α. The sup- and integral functionals, sup0≤t≤1 | · | and
 1
0 · dt , are
examples of D-measurable and ρ-continuous functionals of possible interest in this regard. We
refer to Section 2.4 of Martsynyuk [9] and Section 1.2 of Martsynyuk [10], where convergence
in distribution of these functionals is concluded in the respective contexts of these papers and
used to derive functional ACIs, respectively for the slope in linear error-in-variables models, and
for a common mean of independent r.v.’s.
Remark 1.6. While preserving the form of the CLT for αn proved in the classical regression
literature under two-moments conditions on x and ε, the CLT in (a) of Proposition 1.3 extends
that CLT to the case when x and ε are allowed to have infinite variances via being assumed to
be in DAN. A similar goal has been achieved in (d) of Proposition 1.2, provided that Var x <∞
and/or Var ε < ∞. While (d) of Proposition 1.2, and hence also (b) of Theorem 1.1, may also
hold true in that special case of (A) when Var x = Var ε = ∞, we have not been able to prove
this (cf. the proofs of (2.17) and Proposition 1.2). On the other hand, the Studentized FCLT in
(b) and self-normalized FCLTs in (a) and (c) of Proposition 1.2, as well as the self-normalized
type FCLT of (a) of Theorem 1.1, are universal for all possible x and ε as in (A).
It is not difficult to verify that (a) of Proposition 1.2 and the respective auxiliary sup–norm
approximation Lemma 2.1 continue to hold true for the LSP β[nt] of (1.6) for β in the no-intercept
model (1.1), provided that β[nt], Sxx[nt] and ui (n, β) in these statements are respectively replaced
with β[nt], x2[nt] andui (n, β) := xi yi − x2i β. Moreover, assuming that Eε2 <∞, we conclude
that in the no-intercept model where E |x | <∞, condition x ∈ DAN is optimal (necessary and
sufficient) for having any one of the sup–norm approximation in probability in (d), FCLT in (c),
and CLT in (b), for the self-normalized type LSPs {β[nt], 0 ≤ t ≤ 1}n≥1 as follows.
Proposition 1.4. Assume that α = 0 in (1.1) and the i.i.d. random vectors {(x, ε), (xi , εi ), i ≥ 1}
with independent x and ε are, instead of being as in (A), simply such that E |x | < ∞, Eε = 0
and Eε2 <∞. As n →∞, the following statements are equivalent:
(a) x ∈ DAN;
(b) nx2n(βn − β)(∑ni=1u2i (n, β))−1/2 D→ N (0, 1);
(c) nx2[nt](β[nt] − β)(∑ni=1u2i (n, β))−1/2 D→ W (t) on (D([0, 1],R),D, ρ), where {W (t), 0 ≤
t ≤ 1} is a standard Wiener process;
(d) on an appropriate probability space for {(xi , εi ), i ≥ 1} we can construct a standard
Wiener process {W (t), t ≥ 0} such that sup0≤t≤1 |nx2[nt](β[nt] − β)(∑ni=1u2i (n, β))−1/2 −
W (nt)/
√
n| = oP (1).
Heavy-tailed errors are known to have adverse effects on inference in regressions (cf., e.g.,
Cline [2] and references therein). However, the forms of our Studentized and self-normalized
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CLTs for βn and αn that follow from Propositions 1.2 and 1.3 are the same in both cases of
Var ε < ∞ and Var ε = ∞, and hence, at first sight, these CLTs do not seem to be any
“worse” when Var ε = ∞, not until they are reduced to their scalar-normalized versions as
in Proposition 1.5 below.
Let ℓx (n) and ℓε(n) be slowly varying functions at infinity such that
∑n
i=1(xi −
E x)/(
√
nℓx (n))
D→ N (0, 1) and ∑ni=1 εi/(√nℓε(n)) D→ N (0, 1), as n → ∞ (cf. (A) and
Remark 1.1).
Proposition 1.5. As n →∞,
√
n
ℓε(n)

Var x
Ex2
(αˆn − α) D→ N (0, 1), if Var x <∞,
√
n
ℓε(n)
(αˆn − α) D→ N (0, 1), if Var x = ∞,
(1.13)
and, provided that, in addition, in (A), Var x <∞ and/or Var ε <∞,
nkn(βn − β) D→ N (0, 1), where kn := ℓ2x (n)/ℓ2ε(n). (1.14)
Remark 1.7. From (1.13) and Remark 1.1 we conclude that, when Var ε = ∞, then the rate of
convergence for the asymptotic standard normality of αn is slower than that in the case when
Var ε < ∞. As to the rate of convergence √nkn in the CLT for βn in (1.14), it is the relevant
variability of the regressors to that of the errors, namely kn , that plays a key role there. When
Var x < ∞ and Var ε < ∞, then kn coincides with what is known as a signal-to-noise ratio,
namely Var x/Var ε. Otherwise, kn extends the notion of the signal-to-noise ratio as, in view of
Remark 1.1 and also Lemma A.1 in Appendix, ℓ2x (n) and ℓ
2
ε(n) continue to be the respective mea-
sures of spreads of the regressors xi and errors εi . By concluding that βn is √nkn-asymptotically
standard normal in (1.14), we see that the fastest rate of convergence is achieved when the re-
gressors dominate the errors so much so that Var x = ∞ and Var ε < ∞, while this rate is the
slowest if, reversely, Var x < ∞ and Var ε = ∞. This confirms the intuitive notion that in (1.1)
the regressors xi should vary more than the errors εi do in order to diminish the effect of the latter
and thus observe more precise data yi and xi resulting in more precise estimators of β and α.
Remark 1.8. Further to (1.14), under (A) in general, when not necessarily assuming that
Var x < ∞ and/or Var ε < ∞, our scalar-normalized version of the data-normalized CLTs
for βn in Proposition 1.2 amounts to √n(ℓ2x (n)/ℓxε(n))(βn − β) D→ N (0, 1), where ℓxε(n) is a
slowly varying function at infinity such that
∑n
i=1(xi − E x)εi/(
√
nℓxε(n))→ N (0, 1), n →∞
(cf. the proof of Proposition 1.5). When Var x = Var ε = ∞, we have not been able to express
ℓ2x (n)/ℓxε(n) as a function of ℓx (n) and ℓε(n) only, but conjecture that it may be asymptotically
equivalent to
√
kn , like in the case of Var x < ∞ and/or Var ε < ∞. In other words, we think
that (1.14) may remain true if Var x = Var ε = ∞.
Remark 1.9. Maller [6], among other things, proves a theorem (cf. Theorem 2 of [6]) that in the
notations of the present paper reads as follows. If (A) holds true and Ex = 0, there is a sequence
Bn →∞, n →∞, for which
nSxxn (βn − β)B−1n D→ N (0, 1), n →∞. (1.15)
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If, in addition, Ex2 <∞, then
(n − 1)Sxxn /Sεˆεˆn (βn − β) D→ N (0, 1), n →∞, (1.16)
withεi of (1.7). Conversely, if Ex2 <∞ and (1.15) holds true for some Bn →∞, εn P→ 0, and
lim infn→∞ n−1/2 Bn > 0, then B−1n
∑n
i=1 εi
D→ N (0, 1) [that is ε ∈ DAN ]. The CLT in (1.16)
replaces the unobservable deterministic normalizer Bn of (1.15) with the data-based one in hand.
While (1.16) is established only for the case of Ex2 < ∞, the Studentized and self-normalized
type CLTs for βn contained in Proposition 1.2 provide various data-based replacements for Bn of
(1.15) that work and have universal forms both when Ex2 < ∞ and Ex2 = ∞ for x ∈ DAN .
Thus, for example, using the proof of (1.15), Lemma A.1, (2.4) and (2.9), it can be seen that∑n
i=1 u2i (n,βn)/B2n P→ 1, as n → ∞. It is also interesting to compare (1.15) and the converse
of the above theorem of Maller [6] to our Proposition 1.4. In this regard, Maller [6] concludes
that the condition ε ∈ DAN is necessary and sufficient for having the CLT for βn in (1.15)
under Ex2 < ∞, Ex = 0 and Eε = 0, subject to the above conditions on the deterministic
normalizer Bn . In contrast, Proposition 1.4 rather puts an emphasis on the regressors and shows
that x ∈ DAN is an optimal condition for having the self-normalized invariance principles for
the LSP β[nt] as in (b)–(d) of Proposition 1.4, provided that E |x | <∞, Eε = 0, Eε2 <∞ and
α = 0.
Remark 1.10. In addition to Maller [6], various other authors have studied the asymptotic
behaviour of βn and αn when the regressors xi and/or errors εi in (1.1) may have infinite
variances. Under the condition that the regressors are in a stable domain of attraction, Cline [2],
among other things, determines necessary and sufficient conditions for the weak consistency of
the LSEs for β and α in terms of a relationship between regressors’ and errors’ distributions, and
also provides a useful survey of the related literature. When x and ε belong to the domains of
attraction of stable distributions with indices in (0, 2] (index 2 corresponds to DAN), but are not
simultaneously in DAN, Davis and Wu [4] establish the limiting distribution of (βn,αn) as a part
of their study of M-estimators in linear regressions.
2. Proofs
As before, ℓx (n) and ℓε(n) stand for slowly varying functions at infinity such that, as n →∞,∑n
i=1(xi − Ex)/(
√
nℓx (n))
D→ N (0, 1) and ∑ni=1 εi/(√nℓε(n)) D→ N (0, 1) (cf. (A) and
Remark 1.1).
2.1. Preliminary lemmas
Lemma 2.1. On an appropriate probability space for {(xi , εi ), i ≥ 1} we can construct a
standard Wiener process {W (t), t ≥ 0} such that, with ui (n, β) of (1.7), for the LSP β[nt]
of (1.5), we have
sup
0≤t≤1

nSxx[nt](β[nt] − β)
n∑
i=1
u2i (n, β)
1/2 − W (nt)√n
 = oP (1), n →∞.
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Proof of Lemma 2.1. Put m := Ex . For the LSP β[nt], we have
nSxx[nt](β[nt] − β) = [nt]−
i=1
ui (n, β) =
[nt]−
i=1
(xi − xn)(yi − yn − β(xi − xn))
=
[nt]−
i=1
(xi − xn)(εi − εn)
=
[nt]−
i=1
(xi − m)εi − εn
[nt]−
i=1
(xi − m)− (xn − m)
[nt]−
i=1
(εi − εn). (2.1)
Since x ∈ DAN , (x − m) ∈ DAN as well. The latter combined with ε ∈ DAN and
independence of x and ε result in (x − m)ε ∈ DAN on account of Lemma A.4 (cf. Appendix).
Consequently, in view of (a) H⇒ (d) of Lemma A.2, there exist a probability space for
{(xi , εi ), i ≥ 1} together with a standard Wiener process {W (t), t ≥ 0} such that
sup
0≤t≤1

[nt]∑
i=1
(xi − m)εi
n∑
i=1
(xi − m)2ε2i
1/2 − W (nt)√n
 = oP (1), n →∞. (2.2)
On account of (2.2) and (2.1), where, due to the weak law of large numbers (WLLN), εn
P→ 0
and xn
P→ m, n →∞, the proof of Lemma 2.1 reduces to showing that
sup
0≤t≤1
[nt]∑i=1(xi − m)

n∑
i=1
(xi − m)2ε2i
1/2 = OP (1) and sup
0≤t≤1
[nt]∑i=1(εi − εn)

n∑
i=1
(xi − m)2ε2i
1/2 = OP (1),
(2.3)
and
n∑
i=1
(xi − m)2ε2i
n∑
i=1
u2i (n, β)
P→ 1, n →∞. (2.4)
We will first prove that, as n →∞,
ℓε(n)
ℓxε(n)
=

1√
Var x
+ o(1), if Var x <∞,
o(1), if Var x = ∞,
and
ℓx (n)
ℓxε(n)
=

1√
Var ε
+ o(1), if Var ε <∞,
o(1), if Var ε = ∞,
(2.5)
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where ℓxε(n) is a slowly varying function at infinity such that
n∑
i=1
(xi − m)εi
√
nℓxε(n)
D→ N (0, 1), n →∞ (2.6)
(cf. Remark 1.1). Due to symmetry, it suffices to check only the first statement in (2.5). According
to Lemma A.5, as n →∞,

n∑
i=1
(xi − m)εi
√
nℓxε(n)
· ℓxε(n)
ℓε(n)
√
Var x
D→ N (0, 1), if Var x <∞,
n∑
i=1
εi
√
nℓε(n)
· ℓε(n)
ℓxε(n)
P→ 0, if Var x = ∞.
(2.7)
Assume that Var x = ∞ and there exist a subsequence {m(n)}n≥1 of N such that m(n) ↗ ∞,
n → ∞, and ℓε(m(n))/ℓxε(m(n)) ≥ a for some real a > 0 and all n ≥ 1. Then, in view of∑n
i=1 εi/(
√
nℓε(n))
D→ N (0, 1), n →∞, for any real c > 0, we have
P

m(n)∑i=1 εi

√
m(n)ℓε(m(n))
· ℓε(m(n))
ℓxε(m(n))
≥ c
 ≥ P

m(n)∑i=1 εi

√
m(n)ℓε(m(n))
a ≥ c

≥ 1
2
P

|N (0, 1)| ≥ c
a

> 0,
for all m(n) ≥ m(n0), where m(n0) is chosen so that the second inequality holds true. These
inequalities contradict (2.7) and this concludes the first statement in (2.5) when Var x = ∞. The
case of Var x <∞ in (2.5) can be argued likewise.
Coming back to (2.3), using (c) of Lemma A.2, Lemma A.1 and (2.5), we have
sup
0≤t≤1
[nt]∑i=1(εi − εn)

n∑
i=1
(xi − m)2ε2i
1/2 ≤ 2 sup
0≤t≤1
[nt]∑i=1 εi

n∑
i=1
ε2i
1/2 ·

n∑
i=1
ε2i
1/2
√
nℓε(n)
×
√
nℓxε(n)
n∑
i=1
(xi − m)2ε2i
1/2 · ℓε(n)ℓxε(n)
= OP (1)O(1) = OP (1), n →∞.
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Thus, the second statement in (2.3) is seen to be true. The first statement in (2.3) obtains in a
similar way. As to (2.4), by (2.1), the WLLN and Lemma A.1 for xi , (xi − m)εi and εi ,
n∑
i=1
(ui (n, β)− (xi − m)εi )2
n∑
i=1
(xi − m)2ε2i
≤
2(εn)2
n∑
i=1
(xi − m)2 + 2(xn − m)2
n∑
i=1
ε2i
n∑
i=1
(xi − m)2ε2i
= oP (1)OP (1) ℓ
2
x (n)
ℓ2xε(n)
+ oP (1)OP (1) ℓ
2
ε(n)
ℓ2xε(n)
= oP (1)OP (1)O(1) = oP (1), n →∞,
that combined with the Cauchy–Schwarz inequality yields (2.4). 
Lemma 2.2. As n →∞,
n∑
i=1
(ui (n, β)− u(n, β)n)2
n∑
i=1
u2i (n, β)
P→ 1 (2.8)
and
n∑
i=1
u2i (n,βn)
n∑
i=1
u2i (n, β)
P→ 1. (2.9)
Proof of Lemma 2.2. The following CLT is a direct consequence of Lemma 2.1 with t = 1:
nSxxn (βn − β)
n∑
i=1
u2i (n, β)
1/2 =
n∑
i=1
ui (n, β)
n∑
i=1
u2i (n, β)
1/2 D→ N (0, 1), n →∞. (2.10)
Hence (2.8) obtains as follows:
n∑
i=1
(ui (n, β)− u(n, β)n)2
n∑
i=1
u2i (n, β)
= 1− n(u(n, β)n)
2
n∑
i=1
u2i (n, β)
= 1+ OP (1)
n
= 1+ oP (1), n →∞.
As to (2.9), it is checked via the Cauchy–Schwarz inequality and proving that
n∑
i=1
(ui (n,βn)− ui (n, β))2
n∑
i=1
u2i (n, β)
=
(βn − β)2 n∑
i=1
s2i,xx
n∑
i=1
u2i (n, β)
= oP (1),
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or, in view of (2.10), that
n∑
i=1
s2i,xx
(nSxxn )2
= oP (1), (2.11)
as n →∞. We have
n∑
i=1
s2i,xx
(nSxxn )2
=
n∑
i=1
(xi − xn)4
n∑
i=1
(xi − xn)2
2
≤
8
n∑
i=1
(xi − m)4 + 8n(m − xn)4
n∑
i=1
(xi − m)2
2

n∑
i=1
(xi − m)2
n∑
i=1
(xi − xn)2

2
, (2.12)
where, since x ∈ DAN , on account of (b) of Lemma A.2 with t0 = 1, Lemma A.3 and that the
r.v.’s (xi − m)4(∑ni=1(xi − m)2)−2, 1 ≤ i ≤ n, are identically distributed, for any a > 0,
P

n∑
i=1
(xi − m)4
n∑
i=1
(xi − m)2
2 ≥ a
 ≤ 1a E

n∑
i=1
(xi − m)4
n∑
i=1
(xi − m)2
2

= n
a
E
 (x1 − m)4 n∑
i=1
(xi − m)2
2
 = o(1), (2.13)
n(m − xn)4
n∑
i=1
(xi − m)2
2 = 1n3

n∑
i=1
(xi − m)
n∑
i=1
(xi − m)2
1/2

4
= OP (1)
n3
= oP (1) (2.14)
and
n∑
i=1
(xi − xn)2
n∑
i=1
(xi − m)2
= 1− n(xn − m)
2
n∑
i=1
(xi − m)2
= 1+ OP (1)
n
= 1+ oP (1), (2.15)
as n →∞. (2.12)–(2.15) combined result in (2.11). 
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Lemma 2.3. As n →∞,
n∑
i=1
ε2i
n∑
i=1
ε2i
P→ 1 (2.16)
and, provided that, in addition, in (A), Var x <∞ and/or Var ε <∞,
n
n∑
i=1
(xi − m)2ε2i
n∑
i=1
(xi − m)2
n∑
i=1
ε2i
P→ 1. (2.17)
Proof of Lemma 2.3. Using Lemma A.1, (2.17) is seen to be equivalent to having
ℓx (n)ℓε(n)/ℓxε(n) → 1, n →∞, where ℓx (n) =
√
Var x and/or ℓε(n) =
√
Var ε, and ℓxε(n) is
as in (2.6). The latter convergence of the slowly varying functions is on account of (2.5).
While finiteness of Var x and/or Var ε was a crucial condition for proving (2.17), (2.16) is now
to be established without having to assume this. We first note that since {(xi − m)2/∑ni=1(xi −
m)2, 1 ≤ i ≤ n} are identically distributed, E((xi − m)2/∑ni=1(xi − m)2) = 1/n, 1 ≤ i ≤ n.
Similarly, E(ε2i /
∑n
i=1 ε2i ) = 1/n, 1 ≤ i ≤ n. On also taking into account the independence of
xi and εi , for any a > 0, as n →∞, we arrive at
P

n∑
i=1
(xi − m)2ε2i
n∑
i=1
(xi − m)2
n∑
i=1
ε2i
≥ a
 ≤ 1a
n−
i=1
E
 (xi − m)2n∑
i=1
(xi − m)2
 E
 ε2in∑
i=1
ε2i
 = 1an . (2.18)
We also observe that, using the WLLN, (2.15), Lemma A.1 for xi and Remark 1.1, as n →∞,
x2n
Sxxn
= 1+
(xn)2
n∑
i=1
(xi − m)2
nSxxn
nℓ2x (n)
n∑
i=1
(xi − m)2
1
ℓ2x (n)
P→
1+ m
2
M
, if Var x = M <∞,
1, if Var x = ∞.
(2.19)
Now, sinceεi − εi = (β − βn)xi + α− αˆn , (2.16) obtains from the Cauchy–Schwarz inequality,
(βn − β)2 n∑
i=1
x2i
n∑
i=1
ε2i
= oP (1) (2.20)
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and
n(αˆn − α)2
n∑
i=1
ε2i
= oP (1), (2.21)
n →∞. Concerning (2.20), via (2.4), (2.10), (2.19), (2.15) and (2.18), we have
(βn − β)2 n∑
i=1
x2i
n∑
i=1
ε2i
= (nS
xx
n )
2(βn − β)2
n∑
i=1
(xi − m)2ε2i
·
n∑
i=1
x2i
nSxxn
·
n∑
i=1
(xi − m)2
nSxxn
·
n∑
i=1
(xi − m)2ε2i
n∑
i=1
(xi − m)2
n∑
i=1
ε2i
= OP (1)oP (1) = oP (1), n →∞.
As to (2.21), by the WLLN, weak consistency of βn (cf. (2.1), (2.15) and Lemma A.1) and
Lemma A.1 for εi , as n →∞, we get n(αˆn −α)2/∑ni=1 ε2i = n(εn − xn(βn −β))2/∑ni=1 ε2i =
oP (1). 
Lemma 2.4. On an appropriate probability space for {(xi , εi ), i ≥ 1}we can construct standard
Wiener processes {W1(t), t ≥ 0}, if Var x < ∞, and {W2(t), t ≥ 0}, if Var x = ∞, such that,
withεi of (1.7), for the LSP αˆ[nt] of (1.5), we have
sup
0≤t≤1

[nt](αˆ[nt] − α)
n
n∑
i=1
ε2i x2n/((n − 2)Sxxn )1/2
− W j (nt)√
n
 = oP (1), j = 1 and 2, n →∞.
Proof of Lemma 2.4. Assume first that Var x = M <∞. Then, a` la (2.1) for β[nt], we have
[nt](αˆ[nt] − α) =
[nt]−
i=1
(yi − βxi − α)+ (β − βn) [nt]−
i=1
xi − nSxx[nt](β[nt] − β) xnSxxn
+ (βn − β)nxn Sxx[nt]Sxxn
=
[nt]−
i=1
εi + (β − βn) [nt]−
i=1
xi −
 [nt]−
i=1
(xi − m)εi − εn
[nt]−
i=1
(xi − m)
− (xn − m)
[nt]−
i=1
(εi − εn)

xn
Sxxn
± m
M

+ (βn − β)nxn Sxx[nt]Sxxn =
[nt]−
i=1
εi

1− (xi − m) mM

+ r[nt], (2.22)
where m = Ex and
r[nt] = (β − βn) [nt]−
i=1
(xi − xn)−
[nt]−
i=1
(xi − m)εi

xn
Sxxn
− m
M

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+

εn
[nt]−
i=1
(xi − m)+ (xn − m)
[nt]−
i=1
(εi − εn)

xn
Sxxn
+ (βn − β)nxn  Sxx[nt]Sxxn − [nt]n

. (2.23)
Since ε ∈ DAN and 0 < E(1 − (x − m) mM )2 = 1 + m
2
M < ∞, by Lemmas A.1, A.2, A.4 and
A.5, we get
sup
0≤t≤1

[nt]∑
i=1
εi

1− (xi − m) mM


n

1+ m2M

ℓε(n)
− W1(nt)√
n
 = oP (1), n →∞, (2.24)
on an appropriate probability space for {(xi , εi ), i ≥ 1} together with a standard Wiener process
{W1(t), t ≥ 0}. Hence, it is left to be shown that, as n →∞,
sup
0≤t≤1
|r[nt]|√
nℓε(n)
= oP (1) (2.25)
and
n

1+ m2M

ℓ2ε(n)
n∑
i=1
ε2i x2n/Sxxn
P→ 1. (2.26)
Due to the WLLN, xn
P→ m, Sxxn P→ M and εn P→ 0, n → ∞. By Lemma A.1 and (c) of
Lemma A.2 for xi − m and εi , sup0≤t≤1 |
∑[nt]
i=1(xi − xn)|/
√
n = OP (1), sup0≤t≤1 |
∑[nt]
i=1(xi −
m)|/√n = OP (1) and sup0≤t≤1 |
∑[nt]
i=1(εi − εn)|/(
√
nℓε(n)) = OP (1). Combining (2.2),
(2.4), (2.10), and Lemmas A.1 and A.5 for (xi − m)εi , we arrive at sup0≤t≤1 |
∑[nt]
i=1(xi −
m)εi |/(√nℓε(n)) = OP (1) and √n|βn − β|/ℓε(n) = OP (1). On using, for example, Lemma 9
in [11], when x ∈ DAN , we also have sup0≤t≤1 |
∑[nt]
i=1(xi −m)2/
∑n
i=1(xi −m)2 − [nt]/n| =
oP (1), n →∞, that, together with (2.15) and (b) and (c) of Lemma A.2 for xi − m, lead to
sup
0≤t≤1
 Sxx[nt]Sxxn − [nt]n
 ≤ sup
0≤t≤1

[nt]∑
i=1
(xi − xn)2
n∑
i=1
(xi − xn)2
−
[nt]∑
i=1
(xi − xn)2
n∑
i=1
(xi − m)2

+ sup
0≤t≤1

[nt]∑
i=1
(xi − xn)2
n∑
i=1
(xi − m)2
−
[nt]∑
i=1
(xi − m)2
n∑
i=1
(xi − m)2
+ sup0≤t≤1

[nt]∑
i=1
(xi − m)2
n∑
i=1
(xi − m)2
− [nt]
n

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≤
1−
n∑
i=1
(xi − xn)2
n∑
i=1
(xi − m)2
+
2|xn − m|
n∑
i=1
(xi − m)2
sup
0≤t≤1
[nt]∑i=1(xi − m)

n∑
i=1
(xi − m)2
+ n(xn − m)
2
n∑
i=1
(xi − m)2
+ oP (1)
= oP (1)+ OP (1)n OP (1)+
OP (1)
n
+ oP (1) = oP (1), n →∞, (2.27)
both when Var x <∞ and Var x = ∞. Taking all the considerations below (2.26) and also weak
consistency of βn into account, for the first and last summands of r[nt] of (2.23), we conclude
|β − βn|
ℓε(n)
sup
0≤t≤1
[nt]∑i=1(xi − xn)

√
n
+ |βn − β|
ℓε(n)
√
n|xn| sup
0≤t≤1
 Sxx[nt]Sxxn − [nt]n

= oP (1)
ℓε(n)
OP (1)+ OP (1)oP (1) = oP (1)
and then, for the entire r[nt], we have
sup
0≤t≤1
|r[nt]|√
nℓε(n)
≤ sup
0≤t≤1
[nt]∑i=1(xi − m)εi

√
nℓε(n)
 xnSxxn − mM
+ |εn| · |xn|Sxxn ℓε(n) sup0≤t≤1
[nt]∑i=1(xi − m)

√
n
+ |xn − m| · |xn|
Sxxn
sup
0≤t≤1
[nt]∑i=1(εi − εn)

√
nℓε(n)
+ oP (1)
= OP (1)oP (1)+ oP (1)
ℓε(n)
OP (1)+ oP (1)OP (1)+ oP (1) = oP (1),
as n →∞. Thus, (2.25) obtains. Concerning (2.26), it is concluded from (2.16), Lemma A.1 for
εi and (2.19). This also completes the proof of Lemma 2.4 in the case of Var x <∞.
Suppose now that Var x = ∞. Using the first line in (2.22), we write
[nt](αˆ[nt] − α) =
[nt]−
i=1
εi + (β − βn) [nt]−
i=1
(xi − xn)− nSxx[nt](β[nt] − β) xnSxxn
+ (βn − β)nxn  Sxx[nt]Sxxn − [nt]n

=:
[nt]−
i=1
εi +r[nt]. (2.28)
A` la (d) of Lemma A.2, on an appropriate probability space for {(xi , εi ), i ≥ 1} together with a
standard Wiener process {W2(t), t ≥ 0}, we have
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sup
0≤t≤1

[nt]∑
i=1
εi
n∑
i=1
ε2i
1/2 − W2(nt)√n
 = oP (1), n →∞. (2.29)
As to r[nt] in (2.28), due to Lemma 2.1 and (2.4), sup0≤t≤1 nSxx[nt]|β[nt] − β|/(∑ni=1(xi −
m)2ε2i )
1/2 = OP (1), and hence, via Lemma A.1 and (c) of Lemma A.2 for xi − m, (2.15),
(2.18), (2.27), the WLLN and recalling that ℓx (n)↗∞, as n →∞, we obtain
sup
0≤t≤1
|r[nt]|
n∑
i=1
ε2i
≤ sup
0≤t≤1
nSxx[nt]|β[nt] − β|
n∑
i=1
ε2i S
xx
n
 sup0≤t≤1
[nt]∑i=1(xi − xn)

n
+ |xn| + |xn| sup
0≤t≤1
 Sxx[nt]Sxxn − [nt]n


= sup
0≤t≤1
nSxx[nt]|β[nt] − β|
n∑
i=1
(xi − m)2ε2i
1/2

n
n∑
i=1
(xi − m)2ε2i
n∑
i=1
ε2i
n∑
i=1
(xi − m)2

1/2
×
n∑
i=1
(xi − m)2
n∑
i=1
(xi − xn)2
 nn∑
i=1
(xi − m)2

1/2
×
 sup0≤t≤1
[nt]∑i=1(xi − xn)

n
+ OP (1)+ OP (1)oP (1)

= OP (1)
√
n
n∑
i=1
(xi − m)2
 sup0≤t≤1
[nt]∑i=1(xi − xn)

n
+ OP (1)

= OP (1)√
n
sup
0≤t≤1
[nt]∑i=1(xi − xn)

n∑
i=1
(xi − m)2
+ OP (1)
ℓx (n)
= oP (1), n →∞. (2.30)
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From (2.16) and (2.19),
∑n
i=1 ε2i /(
∑n
i=1 εˆ2i x2n/Sxxn )
P→ 1, n → ∞. In view of the latter
convergence and (2.28)–(2.30), the proof for the case of Var x = ∞ is now also complete. 
2.2. Proofs of Theorem 1.1 and Proposition 1.1 of Section 1.3
The next two auxiliary results, Lemmas 2.5 and 2.6, build up to the proof of our main
result, Theorem 1.1. Lemma 2.6 is a key tool for proving Theorem 1.1 that, in turn, relies on
Lemma 2.5.
Lemma 2.5. As n → ∞, all the finite-dimensional distributions of {Mn(t), 0 ≤ t ≤ 1}
of (1.9) converge respectively to those of a bivariate Wiener process {W(t), 0 ≤ t ≤ 1} with
independent standard Wiener process components.
Proof of Lemma 2.5. Let t0 ∈ (0, 1] be fixed. We start the proof with establishing
Mn(t0)
D→ W(t0), n →∞. (2.31)
In order to do so, we will first show that
Mn(t0)V
T/2
n = (nSxx[nt0](β[nt0] − β), [nt0](αˆ[nt0] − α)) = [nt0]−
i=1
Zi + R[nt0], (2.32)
where Vn is as in (1.8) and Zi are i.i.d. mean zero full random vectors (cf. Remark A.1) satisfying
(A.2) and (A.3) with zero vectors an and Bn = A−1/2n , where {An, n ≥ 1} are some 2×2 positive
definite deterministic matrices. Consequently, by Lemma A.6, we will conclude that
[nt0]−
i=1
Zi A
−T/2
[nt0]
D→ N (0, I2), n →∞. (2.33)
Next we will prove that, as n →∞,
‖R[nt0]A−T/2[nt0] ‖
P→ 0, (2.34)
and
AT/2[nt0]A
−T/2
n →√t0 I2. (2.35)
Finally, in view of (2.32)–(2.35), we will complete the proof of (2.31) by establishing the
convergence
A−1/2n Vn A−T/2n
P→ I2, (2.36)
which yields AT/2n V
−T/2
n
P→ I2 by Lemma A.7, n →∞.
Concerning Zi and R[nt0] in (2.32), on using (2.1), (2.22) and (2.28), we put
Zi =

(xi − m)εi , εi

1− (xi − m) mM

, if Var x = M <∞,
((xi − m)εi , εi ), if Var x = ∞,
(2.37)
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and
R[nt0] =


−εn
[nt0]−
i=1
(xi − m)− (xn − m)
[nt0]−
i=1
(εi − εn), r[nt0]

, if Var x <∞,
−εn
[nt0]−
i=1
(xi − m)− (xn − m)
[nt0]−
i=1
(εi − εn),r[nt0]

, if Var x = ∞,
(2.38)
where m = Ex , r[nt0] = r[nt]|t=t0 andr[nt0] =r[nt]|t=t0 , with r[nt] of (2.22) andr[nt] of (2.28).
Assuming first that Var x <∞, we continue arguing (2.32) and establish (2.33)–(2.36). In this
case, in (2.32), the i.i.d. mean zero random vectors Zi of (2.37) are full, for if Var ε <∞, then
CovZi = Var ε
 M −m
−m 1+ m
2
M
 > 0,
on account of Var ε > 0 and Var x = M > 0 (cf. Remark 1.1), while when Var ε = ∞, with any
unit norm vector a = (a1, a2), we have Var Zi aT = Var[((a1 − a2m/M)(x − m)+ a2)ε] = ∞.
Put
An = nℓ2ε(n)
 M −m
−m 1+ m
2
M
 . (2.39)
If ℓ2ε(n) = Var ε < ∞, then the convergence
∑n
i=1 Zi A
−T/2
n
D→ N (0, I2), n → ∞, implying
that of (2.33), is seen to be satisfied directly by the CLT, without having to verify (A.2) and (A.3)
first, which we do need to check when Var ε = ∞. In the latter case, as n → ∞, (A.2) reduces
to
1
nℓ2ε(n)
n−
i=1
(xi − m)2ε2i P→ M,
1
nℓ2ε(n)
n−
i=1

1− m
M
(xi − m)
2
ε2i
P→ 1+ m
2
M
(2.40)
and
1
nℓ2ε(n)
n−
i=1
(xi − m)

1− m
M
(xi − m)

ε2i
P→−m. (2.41)
The statements in (2.40) are direct consequences of Lemmas A.1 and A.5, while (2.41) follows
from the first statement in (2.40) and having also
1
nℓ2ε(n)
n−
i=1
(xi − m)ε2i P→ 0, n →∞, (2.42)
which we are to conclude now. For any c > 0, on using Lemma A.3 for εi , we have, as n →∞,
P


n−
i=1
(xi − m)ε2i
n∑
i=1
ε2i
 ≥ c
 ≤ 1c2 E
 n−
i=1
(xi − m) ε
2
i
n∑
i=1
ε2i

2
= n
c2
E(x − m)2 E
 ε21n∑
i=1
ε2i

2
= o(1),
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that combined with Lemma A.1 for εi prove (2.42). As to (A.3) when Var ε = ∞, it easily
follows from ‖Zn‖2/ℓ2ε(n) P→ 0, n → ∞, that, in turn, results from the WLLN for the mean
zero vectors Zi . Consequently, we have verified (2.33).
Concerning (2.34) with A[nt0] as in (2.39), it reduces to ‖R[nt0]‖/(nℓ2ε([nt0]))1/2 = oP (1),
n → ∞. The latter statement is due to the WLLN, (2.3), Lemmas A.1 and A.5 for (xi − m)εi ,
(2.25) and the convergence ℓε([nt0])/ℓε(n) → 1, n → ∞, obtained from the definition of
a slowly varying function at infinity in Remark 1.1. This convergence also implies (2.35) as
follows: AT/2[nt0] A
−T/2
n = √[nt0]/n ℓε([nt0])/ℓε(n)I2 →√t0 I2, n →∞.
It remains to check (2.36) with An of (2.39), or, equivalently, that
1
nℓ2ε(n)

n−
i=1
u2i (n,βn) −n
n∑
i=1
ε2i xn
n − 2
−
n
n∑
i=1
ε2i xn
n − 2
n
n∑
i=1
ε2i x2n
(n − 2)Sxxn

P→
 M −m
−m 1+ m
2
M
 , n →∞. (2.43)
Combining the first statement in (2.40), (2.4), (2.9), (2.16), Lemma A.1 for εi , the WLLN for xn
and (2.26), we obtain (2.43). The proof of (2.31) for the case of Var x <∞ is now complete.
Suppose now that Var x = ∞. For a unit norm vector a = (a1, a2), Var Zi aT = Var(a1(x −
m)ε + a2ε) = Var ε > 0, if a1 = 0 and Var ε < ∞, and Var Zi aT = ∞, otherwise. Thus Zi of
(2.37) are full vectors. Recalling ℓxε(n) from (2.6), let
An =

nℓ2xε(n) 0
0 nℓ2ε(n)

. (2.44)
Since {ε2i /
∑n
i=1 ε2i , 1 ≤ i ≤ n} are identically distributed r.v.’s, we have E(ε21/
∑n
i=1 ε2i ) =
1/n and hence E(|∑ni=1(xi − m)ε2i |/(∑ni=1 ε2i )) ≤ E |x − m| < ∞, that, in turn, implies∑n
i=1(xi−m)ε2i /(
∑n
i=1 ε2i ) = OP (1) and, via Lemma A.1,
∑n
i=1(xi−m)ε2i /(nℓ2ε(n)) = OP (1)
(as compared to a finer result in (2.42) proved under Var x < ∞). On account of the latter
statement, (2.5) and Lemma A.1 for the components (xi − m)εi and εi of the vector Zi ,
(A.2) holds true with zero an and Bn = A−1/2n . As to (A.3) in this regard, n‖Zn A−T/2n ‖2 =
((x − m)εn)2/ℓ2xε(n)+ (εn)2/ℓ2ε(n) = oP (1), n →∞, by the WLLN. Via Lemma A.6, fullness
of Zi , (A.2) and (A.3) result in (2.33).
The proof of (2.34) is similar to that in the case of Var x < ∞. Also, since ℓxε(n) and ℓε(n)
are slowly varying functions at infinity, we have (2.35) as follows:
AT/2[nt0] A
−T/2
n =

 [nt0]
n
ℓxε([nt0])
ℓxε(n)
0
0
 [nt0]
n
ℓε([nt0])
ℓε(n)
→√t0 I2, n →∞. (2.45)
As to (2.36), we use Lemma A.1 for (xi − m)εi , (2.4) and (2.9) to see that∑n
i=1 u2i (n,βn)/(nℓ2xε(n)) P→ 1, n →∞. Also, by Lemma A.1 for εi , (2.5), (2.16), (2.19) and
xn
P→ m, we have∑ni=1ε2i x2n/((n−2)Sxxn ℓ2ε(n)) P→ 1 and xn ∑ni=1ε2i /((n−2)ℓxε(n)ℓε(n)) P→
0, as n → ∞. Thus, all the entries of the matrix A−1/2n Vn A−T/2n converge in probability to the
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corresponding entries of I2, and hence we have established (2.36). This completes the proof
of (2.31).
We will now argue that for any fixed t0 and t1, 0 < t0 < t1 ≤ 1, as n →∞,
(Mn(t0), Mn(t1))
D→ (W(t0), W(t1)). (2.46)
By the continuous mapping theorem (cf., e.g., Corollary 1 to Theorem 5.1 in Billingsley [1]),
(2.46) follows from
(Mn(t0), Mn(t1)− Mn(t0)) D→ (W(t0),W(t1)−W(t0)), n →∞, (2.47)
that we are to prove now.
Using the expansion in (2.32) and noting that [nt1] > [nt0] for sufficiently large n, we have
(Mn(t0), Mn(t1)− Mn(t0)) =
[nt0]−
i=1
Zi + R[nt0],
[nt1]−
i=[nt0]+1
Zi + R[nt1] − R[nt0]

× diag[A−T/2[nt0] , A
−T/2
[n(t1−t0)]] diag[A
T/2
[nt0]A
−T/2
n , A
T/2
[n(t1−t0)]A
−T/2
n ]
× diag[AT/2n V−T/2n , AT/2n V−T/2n ], (2.48)
where the notation diag [·, ·] stands for a square block-diagonal matrix with square matrix blocks
on its diagonal listed in [·, ·], and matrix An is as in (2.39), if Var x < ∞, and (2.44), if
Var x = ∞. It is not hard to see that, as n → ∞, ([nt1] − [nt0])/[n(t1 − t0)] → 1 and
hence, ℓxε([nt1] − [nt0])/ℓxε([n(t1 − t0)]) → 1 and ℓε([nt1] − [nt0])/ℓε([n(t1 − t0)]) → 1
(cf. Remark 1.1), and
AT/2[nt1]−[nt0]A
−T/2
[n(t1−t0)] → I2. (2.49)
In view of (2.49) and full Zi satisfying (A.2) and (A.3), and thus also (A.1) (cf. Lemma A.6),
[nt1]−
i=[nt0]+1
Zi A
−T/2
[n(t1−t0)]
D=
[nt1]−[nt0]
i=1
Zi A
−T/2
[nt1]−[nt0]A
T/2
[nt1]−[nt0]A
−T/2
[n(t1−t0)]
D→ N (0, I2),
n →∞. (2.50)
Taking into account the independence of
∑[nt0]
i=1 Zi and
∑[nt1]
i=[nt0]+1 Zi , (2.33)–(2.35), and (2.50),
as n →∞, we arrive at[nt0]−
i=1
Zi ,
[nt1]−
i=[nt0]+1
Zi

diag[A−T/2[nt0] , A
−T/2
[n(t1−t0)]]
D→ N (0, I4), (2.51)
and
‖(R[nt0], R[nt1] − R[nt0]) diag[A−T/2[nt0] , A
−T/2
[n(t1−t0)]]‖ ≤ ‖R[nt0]A
−T/2
[nt0] ‖
+‖R[nt1]A−T/2[nt1] (A
T/2
[nt1]A
−T/2
n )(A
T/2
n A
−T/2
[n(t1−t0)])‖
+‖R[nt0]A−T/2[nt0] (A
T/2
[nt0]A
−T/2
n )(A
T/2
n A
−T/2
[n(t1−t0)])‖
P→ 0. (2.52)
By (2.48), (2.51), (2.52) and (2.35), via (2.36), we conclude (2.47) and hence (2.46) as well.
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Versions of (2.46) for three or more time points can be established similarly to (2.46), and thus
all the finite-dimensional distributions of Mn(t) converge respectively to those of W(t). 
Lemma 2.6. On an appropriate probability space for {(xi , εi ), i ≥ 1} one can construct a
sequence of bivariate processes {Wn(t), 0 ≤ t ≤ 1}n≥1 with appropriate Wiener process
components in their marginals such that, as n →∞,
sup
0≤t≤1
‖Mn(t)− Wn(t)‖ = oP (1), (2.53)
and all the finite-dimensional distributions of {Wn(t), 0 ≤ t ≤ 1} converge respectively to those
of a bivariate Wiener process {W(t), 0 ≤ t ≤ 1} with independent standard Wiener process
components.
Proof of Lemma 2.6. We will first show that, as n →∞,
sup
0≤t≤1
 [nt]−
i=1
Zi A
−T/2
n − Wn(t)
 = oP (1) (2.54)
and
sup
0≤t≤1
‖R[nt]A−T/2n ‖ = oP (1), (2.55)
where matrix An is given by (2.39), if Var x <∞, and (2.44), if Var x = ∞, and Zi and R[nt] are
as in (2.37) and (2.38), with t0 replaced by t . Convergence in (2.55) is due to the WLLN, (2.3),
Lemmas A.1 and A.5 for (xi − m)εi , Lemma A.1 for εi , (2.25) and (2.30).
To prove (2.54), we first assume that Var x = M <∞. On an appropriate probability space for
{(xi , εi ), i ≥ 1} together with two standard Wiener processes {W (t), t ≥ 0} and {W1(t), t ≥ 0}
as constructed in (2.2) and (2.24) respectively, via the first statement in (2.40), we arrive at
sup
0≤t≤1


[nt]∑
i=1
(xi − m)εi
√
nℓε(n)
,
[nt]∑
i=1
εi

1− (xi − m) mM

√
nℓε(n)

−
W (nt)√
n
√
M,
W1(nt)√
n

1+ m
2
M

 = oP (1),
as n →∞. Hence (2.54) holds true with
Wn(t) =
W (nt)√
n
√
M,
W1(nt)√
n

1+ m
2
M
 M −m
−m 1+ m
2
M
−T/2 . (2.56)
Similarly, if Var x = ∞, then (2.2), (2.29) and Lemma A.1 result in (2.54) with
Wn(t) = W (nt)√
n
,
W2(nt)√
n

, (2.57)
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on an appropriate probability space for {(xi , εi ), i ≥ 1} and two standard Wiener processes
{W (t), t ≥ 0} and {W2(t), t ≥ 0} as constructed in (2.2) and (2.29) respectively.
The thus established (2.54), in combination with (2.55) and (2.32), via (2.36), proves (2.53),
and Lemma 2.5 and (2.53) together imply convergence of all the finite-dimensional distributions
of Wn(t) to those of W(t). 
Proof of (a) of Theorem 1.1. On account of (2.53) of Lemma 2.6 implying |g(Mn(t)) −
g(Wn(t))| = oP (1), n → ∞, for all functionals g : D([0, 1],R2) → R that are F-measurable
and ∆-continuous, or ∆-continuous except on a set of measure zero in F with respect to the
Wiener measure of {W(t), 0 ≤ t ≤ 1} on (D([0, 1],R2),F), it suffices to show that
g(Wn(t)) D→ g(W(t)), n →∞, (2.58)
for all such functionals g.
To begin with, consider the space C([0, 1],R2) of R2-valued continuous functions on [0, 1]
with the uniform Euclidean norm∆ as before in D([0, 1],R2) and the Borel σ -field E generated
by the ∆-open subsets of C([0, 1],R2). The metric space (C([0, 1],R2),∆) is complete and
separable, since so is the metric space (C([0, 1],R), ρ) of real-valued continuous functions
on [0, 1] with the sup–norm metric ρ. Hence, if C is the Borel σ -field of ρ-open subsets of
C([0, 1],R), then the direct product σ -field C × C of subsets of C([0, 1],R2) coincides with the
Borel σ -field E (cf. Billingsley [1], pp. 224–225). Thus the space (C([0, 1],R2), E) is the direct
product space:
(C([0, 1],R2), E) = (C([0, 1],R), C)× (C([0, 1],R), C). (2.59)
The stochastic processes {Wn(t), 0 ≤ t ≤ 1}n≥1 and {W(t), 0 ≤ t ≤ 1} are random
elements of both (C([0, 1],R2), E) and (D([0, 1],R2),F), because their respective Wiener
components are random elements of both (C([0, 1],R), C) and (D([0, 1],R),D). Let {Pn}n≥1
be the probability measures generated by {Wn(t), 0 ≤ t ≤ 1}n≥1 and P be the Wiener measure
of {W(t), 0 ≤ t ≤ 1} on (C([0, 1],R2), E). On using C = C([0, 1],R) ∩ D and Lemma 3 on
p. 143 in Shiryayev [12],
E = C × C = C([0, 1],R2) ∩ (D×D) = C([0, 1],R2) ∩ F . (2.60)
Thus we extend {Pn}n≥1 and P on (C([0, 1],R2), E) to (D([0, 1],R2),F): for any set A ∈ F ,
A ∩ C([0, 1],R2) = B ∈ E , and hence we put Pn(A) = Pn(B) and P(A) = P(B). In
particular, Pn(C([0, 1],R2)) = 1 = P(C([0, 1],R2)). Also, due to (2.60), for any functional
g : D([0, 1],R2) → R that is F-measurable, g(Wn(t)) and g(W(t)) as in (2.58) are seen to be
r.v.’s.
Now we note that
Wn(t) D→ W(t) on (C([0, 1],R2), E,∆), n →∞, (2.61)
meaning that the probability measures generated by {Wn(t), 0 ≤ t ≤ 1}n≥1 converge weakly to
the Wiener measure of {W(t), 0 ≤ t ≤ 1} on (C([0, 1],R2), E,∆), as n → ∞. By Section 6
in Billingsley [1], (2.61) is guaranteed by the convergence of all the finite-dimensional
distributions of Wn(t) to those of W(t) that we established in Lemma 2.6, and tightness of
the sequence of measures generated by Wn(t) that, in view of (2.59) via Problem 6 on p. 41
and Theorem 8.2 in Billingsley [1], is equivalent to tightness of W (nt)/
√
n, W1(nt)/
√
n and
W2(nt)/
√
n of (2.56) and (2.57) in (C([0, 1],R), C, ρ). Clearly, {W (nt)/√n, 0 ≤ t ≤ 1} D=
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{Wi (nt)/√n, 0 ≤ t ≤ 1} D= {W (t), 0 ≤ t ≤ 1} for i = 1 and 2, and each n ≥ 1, where
{W (t), 0 ≤ t ≤ 1} is a standard Wiener process, and the Wiener measure that it generates is of
course tight in (C([0, 1],R), C, ρ).
Next, convergence in (2.61) allows a Skorokhod construction as follows (cf., e.g.,
Shorack [13], p. 534). Consider the probability space ([0, 1],B([0, 1]), λ), where B([0, 1]) is
the Borel σ -field of subsets of the interval [0, 1] and λ denotes Lebesgue measure on [0, 1].
Then there exist random elements {Wn(t) = Wn(ω, t), 0 ≤ t ≤ 1}n≥0 taking values in
(C([0, 1],R2), E) and all defined on the common probability space ([0, 1],B([0, 1]), λ), such
that for each n ≥ 1,
{Wn(t), 0 ≤ t ≤ 1} D= {Wn(t), 0 ≤ t ≤ 1} and
{W0(t), 0 ≤ t ≤ 1} D= {W(t), 0 ≤ t ≤ 1},
(2.62)
and, as n →∞,
sup
0≤t≤1
‖Wn(ω, t)−W0(ω, t)‖ → 0, for each ω ∈ [0, 1]. (2.63)
A functional g that is∆-continuous on D([0, 1],R2) except on a set of measure zero inF with
respect to the Wiener measure of {W(t), 0 ≤ t ≤ 1} on (D([0, 1],R2),F) is, in view of (2.60),
also ∆-continuous on C([0, 1],R2) except on a corresponding set of measure zero in E with
respect to the Wiener measure of {W(t), 0 ≤ t ≤ 1} (and thus, also, that of {W0(t), 0 ≤ t ≤ 1})
on (C([0, 1],R2), E,∆). Consequently, also taking (2.63) into consideration, for any functional
g as in (2.58), the r.v.’s g(Wn(t)) and g(W0(t)) obey the following convergence: as n →∞,
g(Wn(t))→ g(W0(t)) almost surely with respect to Lebesgue measure λ.
Hence,
g(Wn(t))
D→ g(W0(t)), n →∞. (2.64)
In view of (2.62), we have
g(Wn(t))
D= g(Wn(t)), for each n ≥ 1, and g(W0(t)) D= g(W(t)). (2.65)
Combining (2.64) and (2.65), we conclude (2.58). 
Proof of (b) of Theorem 1.1. The proof of (b) of Theorem 1.1 is similar to that of (a) of
Theorem 1.1 and based on Lemma 2.6 with Mn(t) in place of Mn(t) in (2.53) that obtains from
the respective version of Lemma 2.5. The proof of the latter follows from that of Lemma 2.5,
where, instead of (2.36), we now show
A−1/2n Vn A−T/2n P→ I2, n →∞, (2.66)
with matrices Vn of (1.8) and An of (2.39), if Var x <∞, and of (2.44), if Var x = ∞.
Using the proof of (2.36) with An of (2.39) (cf. (2.43)), when Var x = M < ∞, showing
(2.66) reduces to Sxxn
∑n
i=1ε2i /(nℓ2ε(n)) P→ M , n → ∞, that, in turn, is due to (2.16),
Lemma A.1 for εi and the WLLN. If Var x = ∞ and hence, by assumption, Var ε < ∞, the
convergence in (2.66) (with An of (2.44), where ℓ2ε(n) = Var ε and ℓxε(n) is as in (2.6)) follows
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from
Sxxn
n∑
i=1
ε2i
nℓ2xε(n)
P→ 1,
xn
n∑
i=1
ε2i
nℓxε(n)
P→ 0 and
x2n
n∑
i=1
ε2i
Sxxn nVar ε
P→ 1, n →∞. (2.67)
By (2.16) and the WLLN,
∑n
i=1ε2i /(nVar ε) P→ 1, n → ∞. Taking this into account, the first
convergence of (2.67) is concluded from (2.5), (2.15) and Lemma A.1 for xi , and the second and
third ones are due to (2.5), xn
P→ E x , n →∞, and (2.19). 
Proof of Proposition 1.1. Arguing continuity of g is simple and omitted. To prove F-
measurability of g, it suffices to show that for any a ∈ R, {( f1(t), f2(t)) : h1( f1(t)) +
h2( f2(t)) < a} ∈ F .
Let Q = {rk, k ≥ 1} be a sequence of all rational numbers. If h1( f1(t))+h2( f2(t)) < a, then
h1( f1(t)) < a − h2( f2(t)) and there exist rk ∈ Q such that h1( f1(t)) < rk < a − h2( f2(t)).
Reversely, if h1( f1(t)) < rk and h2( f2(t)) < a − rk with some rk ∈ Q, then h1( f1(t)) +
h2( f2(t)) < a. Hence, also using that { f1(t) : h1( f1(t)) < rk}, { f2(t) : h2( f2(t)) < a−rk} ∈ D
for any k ≥ 1, we have
{( f1(t), f2(t)) : h1( f1(t))+ h2( f2(t)) < a}
=
∞
k=1
{( f1(t), f2(t)) : h1( f1(t)) < rk} ∩ {( f1(t), f2(t)) : h2( f2(t)) < a − rk}
=
∞
k=1
{ f1(t) : h1( f1(t)) < rk} × { f2(t) : h2( f2(t)) < a − rk} ∈ F . 
2.3. Proofs of Propositions 1.2–1.5 of Section 1.4
Proof of Proposition 1.2. The proof of the (a) part of Proposition 1.2 is a direct consequence of
Lemma 2.1, as from the latter, for any functional h that is D-measurable and ρ-continuous,
or ρ-continuous except at points forming a set of Wiener measure zero in D, we have
|h(nSxx[nt](β[nt] − β) (∑ni=1 u2i (n, β))−1/2) − h(W (nt)/√n)| = oP (1), n → ∞, where, for
each n ≥ 1, h W (nt)/√n D= h(W (t)), since {W (nt)/√n, 0 ≤ t ≤ 1} D= {W (t), 0 ≤ t ≤ 1}.
To obtain (b)–(d) parts of Proposition 1.2, it suffices to establish versions of Lemma 2.1 where∑n
i=1 u2i (n, β) is respectively replaced with
∑n
i=1(ui (n, β) − u(n, β)n)2,
∑n
i=1 u2i (n,βn) and
Sxxn
∑n
i=1ε2i . Such versions of Lemma 2.1 follow in turn from the original Lemma 2.1 combined
respectively with (2.8), (2.9) and, for the (d) part, with (2.4) and (2.15)–(2.17). 
Proof of Proposition 1.3. The proofs of the (a) and (b) parts of Proposition 1.3 are similar to
those of Proposition 1.2, and respectively follow from Lemma 2.4, and Lemma 2.4 combined
with
∑n
i=1(yi − βn xi − α)2/∑ni=1ε2i P→ 1, as n →∞. The latter convergence obtains, in turn,
from (2.16), (2.20) and the Cauchy–Schwarz inequality. 
Proof of Proposition 1.4. We use Lemma A.2 and representation nx2[nt](β[nt]−β)(∑ni=1u2i (n,
β))−1/2 = ∑[nt]i=1 xiεi (∑ni=1 x2i ε2i )−1/2, where, by Lemma A.4, xε ∈ DAN if and only if
x ∈ DAN . 
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Proof of Proposition 1.5. To obtain the rate of asymptotic normality for αˆn , we combine the
CLT for αˆn obtained from (a) of Proposition 1.3, (2.16), (2.19) and Lemma A.1 for εi .
As to the proof of (1.14), from (2.4), (2.6), (2.10), (2.15) and Lemma A.1, as n → ∞, we
have
√
n(ℓ2x (n)/ℓxε(n))(βn − β) D→ N (0, 1), where ℓxε(n) = ℓx (n)ℓε(n)(1 + o(1)) by (2.5),
with ℓx (n) =
√
Var x <∞ and/or ℓε(n) =
√
Var ε <∞. 
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Appendix
In this appendix we collect some auxiliary results for use in the proofs in Section 2.
Lemma A.1 (Maller [6], Lemma 1). Let {Z , Zi , i ≥ 1} be i.i.d.r.v.’s in DAN. As n → ∞,∑n
i=1(Zi − E Z)2b−2n P→ 1, where bn > 0 is a sequence of numbers such that
∑n
i=1(Zi −
E Z)b−1n
D→ N (0, 1).
Lemma A.2 (Cso¨rgo˝ et al. [3], Theorem 1). Let {Z , Zi , i ≥ 1} be i.i.d.r.v.’s. As n → ∞, the
following statements are equivalent:
(a) Z ∈ DAN and E Z = 0;
(b)
∑[nt0]
i=1 Zi/(
∑n
i=1 Z2i )1/2
D→ N (0, t0), for any t0 ∈ (0, 1];
(c)
∑[nt]
i=1 Zi/(
∑n
i=1 Z2i )1/2
D→ W (t) on (D([0, 1],R),D, ρ), where {W (t), 0 ≤ t ≤ 1} is a
standard Wiener process;
(d) on an appropriate probability space for {Z , Zi , i ≥ 1}, one can construct a standard Wiener
process {W (t), t ≥ 0} such that sup0≤t≤1 |
∑[nt]
i=1 Zi/(
∑n
i=1 Z2i )1/2 − W (nt)/
√
n| = oP (1).
Equivalence of (a) and (b) with t0 = 1 of Lemma A.2 was proved as Theorem 3.3 in Gine´
et al. [5] as a consequence of one of their key results that reads as follows.
Lemma A.3 (Gine´ et al. [5], (3.7)). Let {Z , Zi , i ≥ 1} be i.i.d.r.v.’s and E Z = 0. If∑n
i=1 Zi/(
∑n
i=1 Z2i )1/2
D→ N (0, 1), then E(Z1/(∑ni=1 Z2i )1/2)4 = o(n−1), as n →∞.
Lemma A.4 (Maller [6], Theorem 1). Let {(U, V ), (Ui , Vi ), i ≥ 1} be i.i.d. random vectors,
and U and V be independent. If U ∈ DAN and V ∈ DAN , then U V ∈ DAN . Conversely, if
EV 2 <∞ and U V ∈ DAN , then U ∈ DAN .
Lemma A.5 (Maller [6], Remark on p. 183). Let {(U, V ), (Ui , Vi ), i ≥ 1} be i.i.d. random
vectors with independent U and V in DAN . If EV 2 < ∞, then ∑ni=1(Ui −
EU )Vi/(
√
nEV 2ℓ(n))
D→ N (0, 1), where ℓ(n) is a slowly varying function at infinity such
that
∑n
i=1(Ui − EU )/(
√
nℓ(n))
D→ N (0, 1), n → ∞. On the other hand, if EV 2 = ∞, then
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i=1(Ui − EU )/(
√
nℓ(n)) P→ 0, where ℓ(n) is a slowly varying function at infinity such that∑n
i=1(Ui − EU )Vi/(
√
nℓ(n)) D→ N (0, 1), n →∞.
In what follows, all vectors are row-vectors and ‖ · ‖ stands for the Euclidean norm in Rd. By
writing that a (random) matrix converges (in probability) to another matrix of the same size, we
mean that every entry of the converging matrix goes (in probability) to the corresponding entry
of the limiting matrix.
Definition A.1. Let {Z , Zi , i ≥ 1} be i.i.d. random vectors in Rd. Z is said to belong to the
generalized domain of attraction of the d-variate normal law, denoted here by GDAN, if there
exist nonstochastic sequences of vectors an and d × d matrices Bn , such that
n−
i=1
Zi − an

BTn
D→ N (0, Id), n →∞. (A.1)
Remark A.1. If (A.1) holds, then E‖Z‖l < ∞ for all 0 < l < 2, an can be taken as nE Z , and
the norming matrix Bn is invertible for large n, may be chosen to be symmetric, and Bn → 0,
as n → ∞ (cf. Maller [7], Remark (ii) on p. 193). Moreover, the vector Z is full, i.e., ZuT is a
nondegenerate r.v. for all deterministic vectors u of unit Euclidean norm.
Lemma A.6 (Maller [7], Theorem 1.1). Let {Z , Zi , i ≥ 1} be i.i.d. full random vectors in Rd.
Then Z ∈ GDAN, that is (A.1) holds true, if and only if there exist nonstochastic sequences of
vectors an and square matrices Bn such that, as n →∞,
Bn
n−
i=1
(Zi − an)T (Zi − an)BTn P→ I2 (A.2)
and
n


n−
i=1
Zi/n − an

BTn

2
P→ 0. (A.3)
Lemma A.7 (Vu et al. [14], Lemma 3.2 and (3.25)). For n ≥ 1, let An > 0 be d × d real
nonstochastic matrices, and Vn be d × d real symmetric stochastic matrices. If A−1/2n Vn A−T/2n
P→ Id , then AT/2n V−T/2n P→ Id , as n →∞.
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