Abstract
Introduction
The growth of Internet has resulted in a tremendous amount of information available and a vast array of choices for consumers. Recommender systems are designed to help a user cope with this situation by selecting a small number of options to present the user. They filter and recommend items based on a user's preference model. Various types of recommender systems have been proposed so far, their filtering techniques fall into two categories. One is content-based filtering (e.g. [12] ) and the other is collaborative filtering or social filtering (e.g. [16] ).
In content-based filtering, a user's preference model is constructed for the individual based upon the user's ratings and descriptions (usually, textual expression) of the rated items. Such systems try to find regularities in the descriptions that can be used to distinguish highly rated items from others. On the other hand, collaborative filtering tries to find desired items based on the preference of set of similar users. In order to find out like-minded users, it compares other users' ratings with the target user's ratings. It is not necessary to analyze the contents of items, therefore it can be applied to many kind of domains where a textual description is not available or regularities in the words used in the textual description are not informative (e.g. [4] ). One of the most popular algorithms in collaborative filtering is a correlation-based approach. In this paper, we report experimental results comparing the collaborating filtering with the Simple Bayesian Classifier as an alternative approach. This paper is organized as follows. We present the central ideas of current typical collaborative filtering algorithms. We define the two alternative formulations of the Simple Bayesian Classifier for collaborative filtering. Then, we evaluate our algorithms on database of user ratings for movies and jokes, and show that our approach outperforms the correlation-based collaborative filtering algorithm. Finally, we discuss the results and summarize this paper.
Collaborative Filtering
The main idea of collaborative filtering is to recommend new items of interest for a particular user based on other users' opinions. A variety of collaborative filtering algorithms have been reported and their performance has been evaluated empirically ( [2] , [15] , [16] ). These algorithms are based on a simple intuition: predictions for a user should be based on the preference patterns of other people who have similar interests. Therefore, the first step of these algorithms is to find similarities between user ratings. Resnick et al. [15] use the Pearson correlation coefficient as a measure of preference similarity. The correlation between user j and j' is:
where all summations over i are over the items which have been rated by both j and j'. The predicted value of user j for item i is computed as a weighted sum of other users' ratings:
These correlation-based prediction schemes were shown to perform well. However, it should be valuable to think of other approaches. Breese et al. [2] report a variety of modification to the above typical collaborative filtering techniques and the use of Bayesian clustering and a Bayesian network. A primary difference between what we propose below and the work of Breese et al. [2] is that we construct a separate Bayesian model for each user. This is practical only for the simple Bayesian classifier that is linear in the number of examples and number of features.
Simple Bayesian Model

Rating Matrix
Most of collaborating filtering systems adopt numerical ratings and try to predict the exact numerical ratings. However, we are not interested in the prediction of the exact rating a user would have given to a target item. We would much rather like to have a system that can accurately distinguish between items to recommend and others. Therefore, we defined two classes, like and dislike, that were used as class labels. Table 1 is an example of rating matrix in which three users have reported ratings on five different items. Some entries in the matrix are empty because users do not rate every item. The last row represents the ratings of a user for which the system will make a prediction. Typically, the rating matrix is sparse because most users do not rate most items. Billsus and Pazzani [1] proposed transforming the format of rating matrix so that every cell has an entry. In their format, each user's ratings are divided into two features, which has a Boolean value indicating whether the user reported liking the item and whether the user reported not liking the item. Table 2 shows the resulting Boolean feature based rating matrix. One of the advantages of this transformation is that we can treat each feature as an attribute like a word in text-based information filtering domains. Therefore. it is possible to apply any supervised machine learning algorithm to the collaborative filtering task.
Simple Bayesian Classifier
The Simple Bayesian Classifier is one of the most successful algorithms on many classification domains. Despite of its simplicity, it is shown to be competitive with other complex approaches especially in text categorization and content based filtering. Making the "naïve" assumption that features are independent given the class label, the probability of an item belonging to class j given its n feature values,
where both p(class j ) and p(f i | class j ) can be estimated from training data. To determine the most likely class of an example, the probability of each class is computed, and the example is assigned to the class with the highest probability. Although the assumption that features are independent given class label of an item is not realistic in this domain, the Simple Bayesian Classifier has been shown to be optimal in many situations where this assumptions does not hold [3] and has been empirically been shown to be competitive with more complex approaches in many others (e.g., [9] ).
Here, we define two variants of the Simple Bayesian Classifier for collaborative filtering.
(
1) Transformed Data Model
This model is identical to the multi-variate Bernoulli model applied to the transformed data such as that in Table 2 . This model assumes that all the features, even dual features (U i like and U i dislike), are completely independent. After selecting a certain number of features, absent or present information of the selected features is used for predictions. That is:
where f i =1 means that f i is present on the target item and f i =0 means that f i is absent on the target item. When estimating conditional probabilities, e.g. p(f i =1| class j ) , it is calculated over all ratings of the target user. The following conditions hold for this model: In this model, it is assumed that only known features are informative for classification. Therefore, only known features are used for predictions. Therefore the following formula is considered as follows:
we make an only use of the data which both users in common rated when estimating conditional probabilities. In this representation, the following condition holds:
For example, in the rating matrix of By using Simple Bayesian Classifier to make predictions, we expect to avoid a problem with correlation-based collaborative filtering algorithms. The correlation-based algorithms make a global similarity model between users, rather than separate models for classes of ratings (e.g. positive rating vs. negative rating). It might be possible that a set of one user's positive ratings is a good predictor for other users' positive ratings but the negative ratings of one user may not be useful in making predictions. Since the proposed models treat each class of ratings separately, we expect that the Bayesian model will capture similarity between users more precisely.
Feature Selection
Feature selection is a common preprocessing technique in many supervised learning algorithms. By restricting the number of features, it might be expected that it would increase the accuracy of the learner by ignoring irrelevant features or reduce the computation time. We apply a feature selection method to find a set of the n most informative features. Since our goal is to discriminate between classes, we define informative as being equivalent with providing the most information about an item's class membership. Intuitively, we would like to select features that appear more frequently in one class than in others. We use an information theory based approach to determine n most informative features. This is accomplished by computing the expected information gain [13] that the presence or absence of a feature F gives toward the classification of a set of labeled items S:
E(F, S) = I(S) -[p(F = 1) I(S F = 1 ) + p(F = 0) I(S F = 0 )]
where p(F =1) is the probability that feature F is present on an item, and S F = 1 is the set of items for which F = 1 holds, and I(x) is the entropy of a set of labeled items, defined as: 1 We use Laplacean prior in the actual calculation of conditional probabilities to smooth the probability estimates with few rating and to avoid estimating a probability to be 0. Therefore 
where S c is the set of all rated items that belong to class c (In our case, c = {like, dislike}) by the target user. This formula is suitable for the Transformed Model, because it can calculate information gain of all the features independently even dual features such as U i like and U i dislike. However the above formula doesn't guarantee that selected feature is informative in the Sparse Model, because the conditional probability is estimated from the common items rated by both users. For Sparse Model, we extend the above formula as follows:
E
sparse (F, S) = E(F,S common )*E(F,S)* E(¬F,S)
where S common is the set of the common rated items by both users and ¬F is the dual feature of 
Experiments
Dataset We used the EachMovie dataset and Jester dataset as test data. (1) EachMovie dataset
The EachMovie service was part of a research project at the DEC Systems Research Center [10] . The service was available for an 18-months period and was shut down in September 1997. During that time 72,916 users entered numeric ratings for 1,628 movies. User ratings were recorded on a numeric six-point scale, ranging from 0 to 1 (0, 0.2, 0.4, 0.6 0.8, 1.0). In our experiment, we use an experimental protocol similar to the one first used in [1] . We restricted the number of users to first 2,000 users in the database. These 2,000 users provided ratings for 1,410 different movies.
(2) Jester Data
Jester is a WWW-based joke recommendation system, which has been developing at University of California, Berkeley [4] . This data has 21,800 users entered numeric ratings for 100 jokes. User ratings were recorded on a real value, ranging from -10 to +10. Like EachMovie dataset, we restricted the number of users to first 3,000 users in the database. These 3000 users provided rating for 100 different jokes.
Evaluation Criteria
We are not interested in the most accurate prediction of the exact rating which a user would have given to the target item. Rather we would like to have a system that can accurately distinguish items that are liked by the user and items disliked. To distinguish items, we transformed numerical ratings into these two labels. We labeled items as like if the numerical rating for the item was above 0.7 (midpoint between the two possible user ratings 0.6 and 0.8), or dislike otherwise in EachMovie dataset. And, we labeled items as like if the numerical rating for the item was above 2.0, or dislike otherwise in Jester dataset.
Not only does assigning class labels allow us to measure classification accuracy, we can also apply additional performance measures, precision and recall, commonly used for information retrieval tasks. However, it might be easy to optimize each of these measurements. To avoid this problem, we use F-Measure [7] , which combines precision and recall:
Experimental Methodology
In our first experiment, we have evaluated the effectiveness of feature selection for our proposed two alternative representations. We also have evaluated a typical correlation-based approach, which is described in [15] . We selected 20 test users who have rated at least 80 movies from the EachMovie and 20 test users who have rated at least 60 jokes from the Jester dataset respectively. In the correlation-based approach, after calculating the predicted score, we labeled like or dislike according to the thresholds (0.7 in EachMovie and 2.0 in Jester). For each test user we ran a total of 20 paired trials for each algorithm, where we varied the number of features. For an each trial in an experiment, we randomly selected 50 rated items for EachMovie and 40 for Jester as a training set, and 30 items for EachMovie and 20 for Jester as a test set. The final results for one user are then averaged over all 20 trials, and we report the average value over 20 test users. In the Transformed Model, we selected N most informative features from all of the features. Predictions are made using all of these selected features. However, since Sparse Model uses only present features, it would happen that no selected feature is present for the target items. To avoid this problem, we picked up N most informative users (features) among users have already rated the target item. We applied similar method to the correlation-based approach, except it used an absolute value of correlation coefficient instead of the expected information gain.
In our second experiment, we have evaluated performance when we change the number of rated item in a training data. We started training with 10 rated items and increased the training set incrementally in steps of 10 up to 50 items for EachMovie and up to 40 items for Jester, measuring the algorithms' performance on the test set for each training set size. For each algorithm, we set the number of features, which got the best performance at the first experiment. Like the first experiment, for each test user, we ran a total of 20 paired trials for each algorithm. We repeated this for all test users and the final results reported here are averaged over 20 test users. 
Results
Discussion
Our experimental results show that our proposed collaborative filtering with the Simple Bayesian Model performs well. The Sparse Model significantly outperforms over the correlation-based algorithm. We think that the probability calculation by dividing positive ratings and negative ratings separately captures more precise similarity between users and it has a good effect on predictions. We also think that probability smoothing by Laplacean prior in the Sparse Model might be effective especially in the case that the number of commonly rated items is small.
The feature selection is effective in the Transformed Model, the model has an optimum number of features which can work best. Similar results are reported in text classification tasks using the multi-variate Bernoulli model of Simple Bayesian Classifier ( [9] , [12] ). The Sparse Model has an optimum number of features with Jester dataset, but it is not significant. The effect of features selection is not clearly shown with EachMovie dataset.
It is interesting that the Transformed Model works well. This model treats even missing ratings as informative. It might be possible that this treatment distorts the similarity between users, because it would be happen that a user doesn't rate items by chance. In text classification tasks, it is reasonable that an absent word is informative, because people tend to use suitable words for its domain of the text. Therefore, absence of the word is a good predictor for its negative class. However, our empirical results show that this model performs well in spite of this intuitive thought. One advantage of the Transformed Model is that it greatly reduces computational complexity. Once the model selected fixed number of features, it can make predictions using the selected features.
Conclusions and Future Work
In this paper, we reported on collaborative filtering with the Simple Bayesian Classifier. We proposed two representations for the Simple Bayesian Classifier. We found that the Sparse Data Model performs better than the Transformed Data Model and the typical correlation-based approach. This shows that the transformation proposed by Billsus and Pazzani [1] to use any machine learning algorithms for collaborative filtering may be improved upon by algorithms which handle missing data well. The Transformed Data Model also outperforms the correlation-based approach although it shows similar accuracy to the correlation approach in some parts of the experiment with EachMovie dataset. Since our experiments used two datasets, it is important to adopt other type of dataset to verify our methodology.
In future work, we will investigate to combine content based filtering and collaborative filtering. As a first step, we plan to integrate keyword features and user features within one framework using the Simple Bayesian Classifier.
