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Resumen
El sistema de posicionamiento global (GPS, Global Position System) tiene varias aplicacio-
nes en la vida moderna como asistencia en carreteras, comercio mo´vil o manejo de vehı´culos
no tripulados. Sin embargo, los dispositivos receptores GPS actualizan la informacio´n de posi-
cionamiento con una frecuencia ma´xima de 1 Hz. El presente trabajo ofrece una aplicacio´n que
permite estimar la posicio´n y la velocidad en los datos de posicionamiento con frecuencias su-
periores a 1 Hz. Para el desarrollo de la aplicacio´n, es necesario identificar un modelo dina´mico,
adquirir datos del GPS, procesar los datos, identificar las matrices necesarias para el algoritmo
y aplicar el filtro de Kalman. Para la adquisicio´n de los datos se emplea un tele´fono inteligente.
Los datos se toman sobre un vehı´culo que circula las calles de la ciudad de Ibarra, en una tra-
yectoria rectilı´nea y una curva. El modelo dina´mico consiste en las ecuaciones de movimiento
rectilı´neo y el algoritmo de estimacio´n aplicado es el filtro de Kalman para modelos lineales.
La aplicacio´n se desarrolla en lenguaje Python y se realizan pruebas a diferentes frecuencias
de estimacio´n sobre las trayectorias grabadas. Los resultados de las pruebas muestran que al
aumentar la frecuencia, los datos estimados convergen con los datos reales luego de algunas
iteraciones.
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Abstract
The Global Positioning System (GPS) has several applications in modern life such as road-
side assistance, mobile commerce or unmanned vehicle handling. However, GPS receiving de-
vices update the positioning information with a maximum frequency of 1 Hz. This work offers
an application that allows you to estimate the position and speed in the positioning data with
frequencies greater than 1 Hz. For development of the application, it is necessary to identify a
dynamic model, acquire GPS data, process data, identify the necessary matrices for the algo-
rithm and apply the Kalman filter. A smartphone is used to acquire the data. The data are taken
on a vehicle that circulates the streets of Ibarra city, in a straight path and curve one. The dyna-
mic model consists of rectilinear motion equationes and the estimation algorithm applied is the
Kalman filter for linear models. The application is developed in Python language and tests are
carried out at different frequencies of estimation on the recorded trajectories. The test results
show that as the frequency increases, the estimated data converges with the actual data after
some iterations.
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Introduccio´n
Este trabajo de grado ha sido realizado con el Grupo de Investigacio´n en Sistemas Inteli-
gentes de la Universidad Te´cnica del Norte (GISI-UTN).
Problema
Los sistemas de seguimiento por radiolocalizacio´n han adquirido creciente importancia en
el campo de las comunicaciones inala´mbricas. En particular, el Sistema de Posicionamiento
Global (GPS) basado en sate´lites, iniciado por el departamento de defensa de Estados Unidos
(EE.UU), en 1978 revoluciono´ la tecnologı´a de rastreo de localizacio´n a medida que aumento´ su
uso comercial. Ofrecido de forma gratuita y accesible en todo el mundo, el GPS se esta´ convir-
tiendo ra´pidamente en una herramienta universal a medida que disminuye el costo de integrar
la tecnologı´a en vehı´culos, maquinaria, computadoras y tele´fonos celulares [1].
Varios factores limitan la precisio´n del GPS. El vapor de agua y otras partı´culas en la
atmo´sfera pueden disminuir la velocidad de la sen˜al, lo que provoca un retraso de propaga-
cio´n. Los errores que ocurren cuando una sen˜al rebota en un edificio o terreno antes de llegar
a la antena del receptor, tambie´n pueden reducir la precisio´n. Ası´ mismo, el ruido del receptor
puede ocasionar errores menores [1], [2].
Los problemas citados provocan que las lecturas de posicio´n y velocidad sobre todo en am-
bientes cerrados como bosques o ciudades, no sean precisas. Ası´, surge el problema de buscar
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un mecanismo para estimar (predecir) valores ma´s precisos de datos de navegacio´n al tratar la
informacio´n erro´nea con filtros y/o algoritmos predictivos [3], [4], [5].
En la actualidad existen aplicaciones para acceder a los datos de mo´dulos receptores GPS
como en [6], pero dichas aplicaciones simplemente muestran las coordenadas que envı´a el GPS,
mas no permiten manipular los datos.
Alcance
En el presente proyecto se desarrollara´ una aplicacio´n que tomara´ datos de posicionamiento
obtenidos de un dispositivo receptor GPS, o de un repositorio digital en caso de ser necesario.
Con base en esa informacio´n se estimara´ la posicio´n y velocidad de un objeto mo´vil y se corre-
gira´ el error en los datos de posicionamiento.
Finalmente, luego de desarrollar la aplicacio´n mediante software matema´tico, se validara´ el
funcionamiento de esta por medio de nueva informacio´n.
Objetivos
Objetivo general
Estimar la posicio´n y velocidad en datos de posicionamiento global.
Objetivos especı´ficos
Proponer soluciones de estimacio´n de posicio´n y velocidad mediante me´todos matema´ti-
cos obtenidos de la literatura.
Implementar un me´todo matema´tico en el desarrollo de una aplicacio´n para software libre.
Validar el funcionamiento de la aplicacio´n a trave´s de datos reales.
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Justificacio´n
Hoy en dı´a el GPS tiene una amplia gama de aplicaciones que incluyen seguimiento de
paquetes, comercio mo´vil, respuesta de emergencia, exploracio´n, topografı´a, cumplimiento de
la ley, recreacio´n, seguimiento de vida silvestre, bu´squeda y rescate, asistencia en carretera,
recuperacio´n de vehı´culos robados, procesamiento de datos satelitales y administracio´n de re-
cursos [1], entre otras tales como [7], [8], [9]. Mismas que requieren un monitoreo continuo del
posicionamiento de los objetos, debido a que la pe´rdida de la ubicacio´n en lapsos de tiempo
extendidos puede provocar desempen˜os bastante deficientes del trabajo realizado.
El GPS se usa frecuentemente para la navegacio´n automotriz [10]. La medicio´n de GPS de
los vehı´culos puede recopilarse y analizarse para detectar o controlar el tra´fico urbano en tiem-
po real. Desarrollar una aplicacio´n que permita estimar el posicionamiento de un objeto mo´vil
podrı´a evitar embotellamientos o accidentes de tra´nsito en las vı´as [11].
Los vehı´culos terrestres no tripulados o vehı´culos aereos no tripulados se pueden aplicar
a muchas a´reas para ayudar a los humanos en diversas tareas. El desarrollo de una aplicacio´n
para software matema´tico libre podrı´a facilitar el desarrollo de trabajos futuros en los que sea
necesario acceder y manipular los datos de un dispositivo receptor GPS [12].
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Capı´tulo 1
Revisio´n Literaria
En este capı´tulo se hace una descripcio´n del sistema de posicionamiento global (GPS, Glo-
bal Positioning System), y tambie´n los me´todos que se usan para realizar la estimacio´n de
posicio´n y velocidad de los datos del GPS.
1.1. Sistema de posicionamiento global (GPS)
Es un sistema que tiene como objetivo la determinacio´n de las coordenadas espaciales de
puntos respecto de un sistema de referencia mundial. Los sate´lites que conforman el GPS esta´n
ubicados en 6 o´rbitas con inclinacio´n de 55 grados respecto al plano del Ecuador y con una
distribucio´n aproximadamente uniforme; con 4 sate´lites en cada o´rbita, dando un total de 24
sate´lites activos y a estos se suman 3 sate´lites de reserva. En la Figura 1.1 se muestra una
representacio´n de la constelacio´n de sate´lites que conforman el GPS, misma que permite que
en cualquier punto del planeta existan entre 5 y 11 sate´lites observables [13]. Los receptores
GPS pueden capturar datos de posicionamiento con una frecuencia ma´xima de 1 Hz, es decir
una muestra por segundo [14].
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Figura 1.1: Constelacio´n de sate´lites del sistema de posicionamiento global [15]
1.2. Me´todos de estimacio´n de posicio´n y velocidad
Existen varios me´todos matema´ticos para estimar la posicio´n y la velocidad de un objeto
mo´vil partiendo de datos obtenidos por el GPS, como los que se detallan a continuacio´n.
1.2.1. Redes neuronales dina´micas
El me´todo se basa en inteligencia artificial (IA), que permite integrar datos del GPS con
datos de un sistema de navegacio´n inercial (INS), con el fin de estimar la posicio´n y velocidad
de un vehı´culo en movimiento. Para ello, se disen˜a una red neuronal de retardo de entrada como
se muestra en la Figura 1.2. Luego se establece un modelo de error en las direcciones norte, este
y vertical, que es utilizado cuando el GPS no proporciona datos. Finalmente se realizan pruebas
con datos reales tomados durante 1200 segundos y se verifica el desempen˜o del modelo. Con
este me´todo se consigue que los errores sean mı´nimos a lo largo de la trayectoria como se puede
ver en la Figura 1.3 [16].
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Figura 1.2: Arquitectura de red neuronal con retardo de entrada y ca´lculos de neuronas indivi-
duales [16]
Figura 1.3: Distribucio´n del error de posicio´n del modelo de Redes Neuronales Dina´micas [16]
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Figura 1.4: Estimacio´n de latitud con el filtro de Kalman [17]
1.2.2. Filtro de Kalman para modelos lineales (KF, Kalman Filter)
Se aplica el filtro de Kalman a los datos obtenidos por el receptor GPS de un tele´fono
inteligente. Primero se recolectan los datos del GPS haciendo uso de una aplicacio´n que permite
guardar los datos en un archivo con extensio´n .gpx. Los datos se graban mientras se circula en
una bicicleta por las calles de la ciudad. El modelo
Xk = A ·Xk−1zk = H ·Xk +R, (1.1)
toma en cuenta el ruido que se tiene en las mediciones. Por u´ltimo se implementa el algoritmo
en Python y en las Figuras 1.4 y 1.5 se observa como se comporta el filtro cuando se estima
unicamente la posicio´n [17].
1.2.3. Filtro de Kalman para modelos no lineales
Cuando se tiene sistemas dina´micos no lineales se puede aplicar el filtro de Kalman Exten-
dido o el filtro de Kalman Unscented, que sera´n descritos a continuacio´n.
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Figura 1.5: Estimacio´n de longitud con el filtro de Kalman [17]
1.2.3.1. Filtro extendido (EKF, Extended Kalman Filter)
Con el objetivo de corregir los errores de posicionamiento obtenidos por un receptor GPS,
[18] hace uso del filtro de Kalman extendido y una variacio´n del mismo conocida como filtro
de Kalman suavizado. Con ayuda de un tele´fono inteligente se graban dos trayectorias, una
recta y una con secciones curvas. Los datos obtenidos en un archivo KML se leen a trave´s del
software Matlab para luego ser procesados. Para determinar R, se deja el receptor GPS sobre
un punto fijo y se toman varias mediciones, asumiendo que el punto real es la media de las
mediciones tomadas, y con ayuda de me´todos matema´ticos se calcula Q. Finalmente se aplican
los algoritmos respectivos y se demuestra que el filtro de Kalman suavizado es mejor que el
EKF, como indican las Figuras 1.6 y 1.7.
1.2.3.2. Filtro unscented (UFK, Unscented Kalman Filter)
Para estimar la posicio´n y la velocidad en un receptor GPS, en [19] se hace uso de un
modelo no lineal, donde se representan tres posiciones y tres velocidades, que corresponden a
las direcciones este, norte y altitud. Luego de establecer un modelo se aplica el filtro de Kalman
extendido y el filtro de Kalman unscented para posteriormente comparar el desempen˜o de cada
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Figura 1.6: Estimacio´n de la trayectoria recta con el filtro de Kalman extendido [18]
Figura 1.7: Estimacio´n de la trayectoria con secciones curvas con el filtro de Kalman extendido
[18]
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Figura 1.8: Error en la estimacio´n con el filtro de Kalman Uncented [19]
uno. La simulacio´n se la realiza en un computador con procesador pentium 4, el co´digo para la
simulacio´n se desarrolla en el software Matlab y para obtener los datos se usa la herramienta
SatNav disponible para Matlab. Se hace la simulacio´n de la trayectoria de un vehı´culo durante
450 segundos, donde cada 50 segundos se cambia el tipo de movimiento a velocidad constante,
aceleracio´n constante, aceleracio´n variable y movimiento circular. Finalmente, se analizan las
simulaciones, obteniendo como resultados que el UKF presenta menor error que el EKF en la
estimacio´n de la posicio´n, como se muestra en la Figura 1.8.
1.3. Propuesta
Considerando que los datos provenientes del GPS se actualizan con una frecuencia ma´xima
de 1 Hz y que las mediciones no son exactas, es decir, contienen errores, se propone aplicar el
filtro de Kalman para modelos lineales sobre los datos obtenidos por un receptor GPS, con la
finalidad de estimar la posicio´n y la velocidad con frecuencias mayores a 1 Hz.
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Capı´tulo 2
Metodologı´a
En este capı´tulo se hace una brebe descripcio´n del funcionamiento del filtro de Kalman,
tambie´n se describen los pasos necesarios para aplicar el filtro y se presenta un ejemplo nume´ri-
co.
2.1. Generalidades del filtro de Kalman
El filtro de Kalman es esencialmente un conjunto de ecuaciones matema´ticas que imple-
mentan un estimador de tipo predictor-corrector que es o´ptimo en el sentido de que minimiza la
covarianza de error estimada [20]. Tiene como objetivo estimar el estado Xk ∈Rn de un proceso
controlado en tiempo discreto representado por
Xk = A ·Xk−1+B ·uk−1+wk−1, (2.1)
con una medicio´n Yk ∈ Rm
Yk = H ·Xk + vk, (2.2)
donde, la matriz A de dimensio´n nxn relaciona el estado en el instante previo k− 1 con el
estado en el momento k. La matriz H de dimensio´n mxn relaciona el estado con la medicio´n
Yk [21], [22]. Las variables aleatorias wk y vk representan el error del proceso y de la medicio´n
11
Actualizacio´n de tiempo
(Prediccio´n)
Actualizacio´n de medida
(Correccio´n)
Figura 2.1: Diagrama de funcionamiento del filtro de Kalman
respectivamente, y esta´n representadas por
p(w)≈ N(0,Q)p(v)≈ N(0,R) (2.3)
El algoritmo del filtro de Kalman consiste en dos etapas: la primera se encarga de reali-
zar una prediccio´n del estado actual, basa´ndose en los valores del estado anterior y el modelo
dina´mico del sistema. La segunda realiza una correcio´n de dicha prediccio´n, teniendo en cuenta
las mediciones de los sensores. Como resultado de este proceso, se tiene una estimacio´n o´ptima
del vector de estados, cuyos valores servira´n para realimentar el sistema. La Figura 2.1 muestra
de una manera simplificada el funcionamiento del filtro de Kalman.
2.1.1. Ganancia de Kalman
La ganancia de Kalman K es una ponderacio´n cuyo valor oscila entre cero y uno. Su funcio´n
es dar mayor importancia al valor medido o al valor estimado. Para esto compara los errores de
cada uno. Representa´ndola de una forma sencilla se tiene
K =
Ee
Ee+Em
, (2.4)
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donde Ee representa el error en la estimacio´n y Em en el error en la medicio´n [23]. Si Ee es
menor que Em significa que la estimacio´n tiene un valor ma´s aproximado al real y en ese caso
teniendo en cuenta la ecuacio´n 2.4 la ganancia de Kalman tiende a cero. Por otro lado si Ee
es mayor que Em significarı´a que la medicio´n es muy pro´xima al valor real y entonces, por la
ecuacio´n 2.4 la ganancia de Kalman tiende a uno.
2.1.2. Estimacio´n del estado actual
Para entender como se realiza una estimacio´n o´ptima con el filtro, una manera sencilla de
representar el proceso es la siguiente
Estimation = Prediction+K · [Medida−Prediction], (2.5)
donde, simplemente se necesita conocer la ganancia de Kalman, tener una prediccio´n del estado
y tener los datos de las mediciones en ese instante. El valor estimado serı´a ma´s cercano al valor
predicho o al valor medido dependiendo de la ganancia de Kalman. Si la ganancia de Kalman
tiene un valor cercano a uno la estimacio´n tendrı´a un valor muy cercano al valor medido y en
el caso contrario en el que la ganancia de Kalman tenga un valor cercano a cero la estimacio´n
tendrı´a un valor muy cercano al valor de la prediccio´n.
2.1.3. Error en la estimacio´n
El error en la estimacio´n Eea indica que tan cercanos esta´n los valores medidos con los
valores estimados
Eea = (1−K)Ep (2.6)
donde, K es la ganancia de Kalman y Ep es el error en la prediccio´n. Si la ganancia de kal-
man tiene un valor cercano a uno en la siguiente iteracio´n el valor de la estimacio´n se acercara´
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ra´pidamente al valor de la medicio´n y si la ganancia de Kalman tiende a cero la estimacio´n se
acercara´ lentamente al valor de las mediciones [23].
2.1.4. Modelo matema´tico
Las ecuaciones que componen el filtro de Kalman se pueden dividir en dos grupos: las que
se encargan de realizar la prediccio´n (estimacio´n a priori)
Xkp = A ·Xk−1+B ·uk−1+wk−1,y (2.7)
Pkp = A ·Pk−1 ·AT +Qk (2.8)
y las que hacen la correcio´n de los datos (estimacio´n a posteriori)
K =
Pkp ·HT
H ·Pkp ·HT +R , (2.9)
Xk = Xkp+K · [Y −H ·Xkp], (2.10)
Pk = (I−K ·H) ·Pkp, (2.11)
donde, X corresponden al vector de estados y los subindices k y k−1 representan el instante
actual y el instante anterior respectivamente. A es la matriz de transicio´n, u es el vector de
entradas, B es la matriz de entrada w representa el error del proceso. P es la matriz de covarianza
del error, Q es la matriz de covarianza de ruido en el proceso y el subindice kp indica que son
las estimaciones a priori (prediccio´n). K representa la ganancia de Kalman, H es la matriz de
mediciones y HT es la matriz transpuesta de H, R la matriz de covarianza del ruido en las
mediciones, Y es el vector de mediciones e I es una matriz identidad.
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Pkp = A ·Pk−1 ·AT +Qk
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Figura 2.2: Esquema del filtro de Kalman
Para explicar el funcionamiento, se parte desde un estado inicial X0, luego se predice el
vector de estados X en el instante k, con base en el valor del estado anterior Xk−1 y la dina´mica
del proceso. Despue´s se actualiza el vector de estados con ayuda de una medicio´n nueva y
la ganancia de Kalman. Obteniendo ası´ una estimacio´n o´ptima del vector de estados X en el
instante k. Finalmente Xk se realimenta en el sistema para continuar con el ciclo. En la Figura
2.2 se muestra el diagrama de funcionamiento [24].
2.2. Algoritmo propuesto
El algoritmo de estimacio´n se muestra en el diagrama de flujo de la Figura 2.3. Se inicia con
la adquisicio´n de los datos de posicionamiento de un receptor GPS que luego se procesan antes
de ser aplicados en el algoritmo. Las matrices del filtro de Kalman se inicializan con base en el
modelo dina´mico que debe ser identificado previamente y finalmente se aplican las ecuaciones
del filtro para obtener estimaciones o´ptimas.
En las siguientes subsecciones se explica de manera detallada la aplicacio´n de este algoritmo
y la obtencio´n del modelo dina´mico.
2.2.1. Modelo dina´mico
El modelo elegido u´nicamente trabaja con los datos de la posicio´n y velocidad en los ejes X
e Y, despreciando el eje z (altitud). Se considera el vehı´culo como una partı´cula que se mueve a
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Figura 2.3: Diagrama de flujo
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lo largo de una trayectoria recta en el plano xy, donde
Xk = Xk−1+Vx∆T +
1
2
axk∆T 2 (2.12)
Yk = Yk−1+Vy∆T +
1
2
ayk∆T 2 (2.13)
describen la posicio´n del vehı´culo en el eje X e Y respectivamente, la velocidad que lleva el
vehı´culo esta´ descrita por
V xk =V xk−1+axk∆T (2.14)
V yk =V yk−1+ayk∆T (2.15)
Representando el modelo en espacio de estados en tiempo discreto se tiene
Xk = A ·Xk−1+B ·uk, (2.16)
Yk =C ·Xk, (2.17)
donde, X es el vector de estados, A es la matriz de estados, B la matriz de entrada, u es el vector
de entradas, Y es el vector de salida y C es la matriz de salida. El mo´dulo math [25] permitira´
realizar las operaciones matema´ticas necesarias para aplicar el filtro.
2.2.2. Adquisicio´n de datos
Para adquirir los datos se necesitan dos partes importantes, que son: el dispositivo receptor
y el objeto en movimiento. El receptor GPS usado para obtener los datos de posicionamiento
consiste en un tele´fono celular con sistema operativo android, haciendo uso de la aplicacio´n
GPSLogger disponible en PlayStore. Mientras que, para grabar los datos de la trayectoria real
se lo hace manualmente con ayuda de la herramienta de google earth, donde se toma el punto
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Figura 2.4: Trayectoria rectilinea seguida por el receptor GPS (Av. Atahualpa).
de inicio y el punto final de la trayectoria y se traza la ruta. Los datos se toman en un vehı´culo
en movimiento sobre la trayectoria rectilı´nea de la Figura 2.4 ubicada en la Avenida Atahualpa
y sobre la trayectoria con seccio´n curva de la Figura 2.5 ubicada en el Redondel de Ajavı´ de la
ciudad de Ibarra. Luego de grabar los datos se guardan en un archivo con extencio´n .csv para
posteriormente ser tratados y finalmente usados en el algoritmo. La librerı´a Pandas [26] permi-
tira´ manipular de forma sencilla los datos obtenidos por el receptor GPS en formato csv. La
lı´nea de color verde mostrada en las Figuras 2.4 y 2.5 indica la ruta real por la cual se desplazo´
el vehı´culo, mientras que los puntos indican los datos que fueron tomados por el dispositivo con
una frecuencia de 1 Hz (los datos se actualizan cada 1 segundo) para la trayectoria recta y 0.5
Hz (los datos se actualizan cada 2 segundos) para la trayectoria curva.
2.2.3. Procesamiento de datos
Los datos que se usan del archivo obtenido por la aplicacio´n son: la posicio´n y la velocidad.
Sin embargo la posicio´n esta´ dada en coordenadas geogra´ficas (latitud y longitud), por lo que es
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Figura 2.5: Trayectoria con seccio´n curva seguida por el receptor GPS (Redondel de Ajavı´).
necesario transformarlas a coordenadas cartesianas, haciendo uso del sistema de coordenadas
UTM (Universal Transverse Mercator), que es un sistema de proyeccio´n cartogra´fico basado en
cuadrı´culas con el cual se pueden referenciar puntos sobre la superficie terrestre como se puede
ver en la Figura 2.6 [27]. La Figura 2.7 muestra los datos medidos y la ruta real en coordenadas
UTM de la trayectoria rectilı´nea. La librerı´a utm [28], disponible para python, permite trans-
formar coordenadas geogra´ficas en el sistema geode´sico mundial de 1984 (WGS84) al sistema
de coordenadas universal transversal de Mercator (UTM). Librerı´a Matplotlib [29] permitira´e
crear graficas de los datos obtenidos.
2.2.4. Matrices del filtro de Kalman
El modelo del filtro de Kalman esta´ descrito por las ecuaciones 2.1 y 2.17. Para identificar
cada una de las matrices primero hay que conocer el vector de estados X . En este caso se desea
estimar la posicio´n y la velocidad, por ello la posicio´n en el eje X y la posicio´n en el eje Y
corresponden a las variables de estado X1 y X2 respectivamente y las velocidades en X e Y
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Figura 2.6: Zonas en coordenadas UTM
Figura 2.7: Trayectoria representada en coordenadas UTM
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corresponden a X3 y X4, quedando el vector de estados
X =
∣∣∣∣∣∣∣∣∣∣∣
X1
X2
X3
X4
∣∣∣∣∣∣∣∣∣∣∣
(2.18)
y la matriz A(matriz de transicio´n)
A =
∣∣∣∣∣∣∣∣∣∣∣
1 0 ∆T 0
0 1 0 ∆T
0 0 1 0
0 0 0 1
∣∣∣∣∣∣∣∣∣∣∣
(2.19)
Se toma en cuenta como entradas del sistema las aceleraciones en el eje X e Y, dando lugar al
vector de entradas u
u =
∣∣∣ax ay∣∣∣ (2.20)
con su respectiva matriz de entrada B.
B =
∣∣∣∣∣∣∣∣∣∣∣
∆T 2
2 0
0 ∆T
2
2
∆T 0
0 ∆T
∣∣∣∣∣∣∣∣∣∣∣
(2.21)
La matriz de mediciones H
C = H =
∣∣∣∣∣∣∣∣∣∣∣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
∣∣∣∣∣∣∣∣∣∣∣
(2.22)
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corresponde a la matriz C del modelo en espacio de estados, que luego de ser multiplicada con
el vector de estados da como resultado el vector de mediciones Y .
Y =
∣∣∣∣∣∣∣∣∣∣∣
X1
X2
0
0
∣∣∣∣∣∣∣∣∣∣∣
(2.23)
La matriz de covarianza del error inicial P se coloca de manera aleatoria y con un valor muy
cercano a cero, debido a que el algoritmo ajustara´ este valor a uno adecuado en cada iteracio´n
[18].
P =
∣∣∣∣∣∣∣∣∣∣∣
0,1 0 0 0
0 0,1 0 0
0 0 0,1 0
0 0 0 0,1
∣∣∣∣∣∣∣∣∣∣∣
(2.24)
Para asignar el valor de Q, que representa la covarianza de ruido en el proceso, se hace una
busqueda heurı´stica y se selecciona un valor muy cerano a cero.
Q = 0,00001 (2.25)
Para identificar la matriz R, que representa la covarianza del ruido en las mediciones, se toma
en cuenta el valor de la exactitud que brinda la aplicacio´n GPSLogger, que indica la desviacio´n
esta´ndar, y sabiendo que la covarianza es igual al cuadrado de la desviacio´n esta´ndar se consigue
la matriz diagonal
R =
∣∣∣∣∣∣∣∣∣∣∣
Exa2 0 0 0
0 Exa2 0 0
0 0 Exa2 0
0 0 0 Exa2
∣∣∣∣∣∣∣∣∣∣∣
(2.26)
Donde Exa representa la exactitud de la medicio´n en ese instante de tiempo, lo que significa
que por cada iteracio´n el valor de R cambiarı´a. Con ayuda de la librerı´a Numpy [30] se creara´n
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Tabla 2.1: Datos del ejemplo nume´rico
Pos(m) v(m/s) a(m/s2) med(m) Em
0 4 2
5 4 0 3 4
9 2 -2 10 4
10 2 0 8 4
12 2 0 12 4
14 0 -2 11 4
13 3 3 15 4
17.5 4 1 16.5 4
22 0 -4 20 4
20 0 0 17 4
20 0 0 21 4
20 1 1 20 4
y manipularan de forma sencilla las matrices de N dimensiones.
2.3. Ejemplo nume´rico
Para entender el comportamiento del filtro de Kalman se propone un ejemplo sencillo, donde
se pretende estimar la posicio´n de un vehı´culo en movimiento sobre el eje X. En la Tabla 2.1 se
tiene a que muestra la aceleracio´n, v es la velocidad que lleva el vehı´culo, med es la medicio´n
que se tiene de la posicio´n y Em es el error que se tiene en las mediciones. Se considera ∆T
igual a un segundo y aplicando la ecuacio´n de movimiento rectilı´neo uniformemente acelerado
X = Xk−1+ vk−1∆T +
1
2
a∆T 2, (2.27)
se obtiene la posicio´n que deberı´a tener el vehı´culo idealmente Pos. Para calcular la ganancia
de Kalman K, se aplica la ecuacio´n 2.4, asumiendo que el error inicial en la estimacio´n Ee es de
3 metros
K =
Ee
Ee+Em
=
3
3+4
= 0,43 (2.28)
23
Tabla 2.2: Valores de las variables del filtro de Kalman
Pos(m) v(m/s) a(m/s2) med(m) Em Eea K Estimation
0 4 2 3
5 4 0 3 4 1.71 0.43 4.14
9 2 -2 10 4 1.20 0.30 9.30
10 2 0 8 4 0.92 0.23 9.54
12 2 0 12 4 0.75 0.19 12.00
14 0 -2 11 4 0.63 0.16 13.53
13 3 3 15 4 0.55 0.14 13.27
17.5 4 1 16.5 4 0.48 0.12 17.38
22 0 -4 20 4 0.43 0.11 21.79
20 0 0 17 4 0.39 0.10 19.71
20 0 0 21 4 0.35 0.09 20.09
20 1 1 20 4 0.32 0.08 20.00
luego, se realiza la estimacio´n de la posicio´n con ayuda de la ecuacio´n 2.5
Estimation = Prediction+K · [Medida−Prediction] = 5+0,43(3−5) = 4,14 (2.29)
a continuacio´n se calcula el error en la estimacio´n con la ecuacio´n 2.6
Eea = (1−K)Ee = (1−0,43)(3) = 1,71 (2.30)
luego, se vuelve a repetir el proceso varias veces y se obtiene como resultado la Tabla 2.2, donde
se observa que las estimaciones se aproximan al valor real luego de algunas iteraciones.
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Capı´tulo 3
Resultados
En este capı´tulo se describe la aplicacio´n desarrollada y se realizan pruebas sobre la misma,
para luego validar su funcionamiento.
3.1. Aplicacio´n
En el entorno de desarrollo integrado (IDE, Integrated Development Environment) Pycharm
se realiza la programacio´n del algoritmo. El co´digo se presenta en el anexo A.1.
Para hacer uso de la aplicacio´n es necesario tener instalado Python en su version 2.7, el
IDE Pycharm y descargar los archivos del enlace adjunto1. Primero se abre Pycharm y se crea
un proyecto, luego se asigna un nombre al proyecto y en la seccio´n de inte´rprete se selecciona
Python 2.7, tal y como se muestra en la Figura 3.1.
Luego se mueve los archivos descargados a la direccio´n en la que se encuentra el proyecto crea-
do como en la Figura 3.2. El archivo con extensio´n .py es el co´digo de la aplicacio´n, mientras
que los archivos con extensio´n .csv son los datos de las trayectorias grabadas por el receptor
GPS y los puntos de la trayectoria real que siguio´ el vehı´culo. Para realizar pruebas sobre otra
trayectoria se deben reemplazar las columnas de “lat”, “lon”, “accuracy” y “speed”, por otros
datos de latitud, longitud, exactitud y velocidad respectivamente como se indica en la Tabla 3.1.
1https://github.com/stalin170296/Position-and-Velocity-Estimation-from-GPS-Data
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Figura 3.1: Ventana para crear un proyecto en Pycharm
Tabla 3.1: Datos necesarios para el algoritmo
lat lon Exactitud Velocidad
0.316315 -78.123551 27 6.5
0.316258 -78.123549 21 6.75
0.316186 -78.123538 21 7
0.316116 -78.123539 20 7.5
0.316074 -78.123537 18 6
0.316025 -78.123509 17 6.5
0.316002 -78.12354 17 5.5
0.315951 -78.123564 15 5.25
0.315901 -78.123606 14 5
... ... ... ...
Despue´s, en Pycharm, se instalan las librerı´as necesarias, que son: pandas [26], math [25],
numpy [30], matplotlib [29] y utm [28] como se muestra en la Figura 3.3.
La frecuencia de estimacio´n se representa por la variable Niter, que puede ser reemplazada
por cualquier valor entero positivo. La variable time indica el intervalo de tiempo entre cada
actualizacio´n de la informacio´n.
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Figura 3.2: Direccio´n donde se copian los archivos descargados
Figura 3.3: Instalacio´n de librerı´as en Pycharm
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Figura 3.4: Estimacio´n de la posicio´n con frecuencia de 1 Hz
3.2. Pruebas y resultados
En esta seccio´n se realizan estimaciones a diferentes frecuencias sobre la trayectoria rec-
tilı´nea y no rectilı´nea.
3.2.1. Estimacio´n sobre trayectoria rectilı´nea
Los datos se tomaron a lo largo de una trayectoria recta con una frecuencia de 1 Hz. Primero
se aplica el algoritmo u´nicamente a los datos de cada observacio´n (Frecuencia de 1Hz), para
verificar el comportamiento del algoritmo, obteniendo los resultados de las Figuras 3.4 y 3.5,
donde, la lı´nea de color azul muestan los datos medidos, la de color naranja la trayectoria real y
la de color verde muestra las estimaciones realizadas. Luego, cambiando el valor de Niter = 1
por Niter = 20 se realiza una estimacio´n de la posicio´n y la velocidad con una frecuencia de 20
Hz. En la Figura 3.6 se muestran los resultados de la posicio´n y en la Figura 3.7 de la velocidad.
Donde se puede ver que la gra´fica de la velocidad real y la estimada se sobreponen. En las
Figuras 3.8 y 3.9 se observa las estimaciones de la posicio´n y velocidad respectivamente con
una frecuencia de 100 Hz. Donde, al igual que en el caso anterior la velocidad real y la estimada
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Figura 3.5: Estimacio´n de la velocidad con frecuencia de 1 Hz
Figura 3.6: Estimacio´n de la posicio´n con frecuencia de 20 Hz
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Figura 3.7: Estimacio´n de la velocidad con frecuencia de 20 Hz
se sobreponen.
3.2.2. Estimacio´n sobre trayectoria con seccio´n curva
Se aplica el filtro sobre la trayectoria curva para observar el desempen˜o del mismo. Las Fi-
guras 3.10 y 3.11 representan la estimacio´n de la posicio´n y velocidad respectivamente, con una
frecuencia de 1 Hz. Luego, se aumenta la frecuencia a 20 Hz, obteniendo como los resultados
mostrados en las Figuras 3.12 y 3.13. Las Figuras 3.14 y 3.15 muestran la estimacio´n de la
posicio´n y la velocidad respectivamente, con una frecuencia de 100 Hz.
3.3. Validacio´n del algoritmo
Para validar el algoritmo sobre la trayectoria rectilı´nea, se ingresan nuevos datos a la tra-
yectoria, con la diferencia que las mediciones y los datos reales tienen el mismo valor, como se
muestra en las Figuras 3.16 y 3.17. Por otra parte, para validar el funcionamiento del algoritmo
sobre la trayectoria curva, se divide la trayectoria curva en varias secciones rectilı´neas y se apli-
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Figura 3.8: Estimacio´n de la posicio´n con frecuencia de 100 Hz
Figura 3.9: Estimacio´n de la velocidad con frecuencia de 100 Hz
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Figura 3.10: Estimacio´n de la posicio´n sobre una trayectoria curva con frecuencia de 1 Hz
Figura 3.11: Estimacio´n de la velocidad sobre una trayectoria curva con frecuencia de 1 Hz
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Figura 3.12: Estimacio´n de la posicio´n sobre una trayectoria curva con frecuencia de 20 Hz
Figura 3.13: Estimacio´n de la velocidad sobre una trayectoria curva con frecuencia de 20 Hz
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Figura 3.14: Estimacio´n de la posicio´n sobre una trayectoria curva con frecuencia de 100 Hz
Figura 3.15: Estimacio´n de la velocidad sobre una trayectoria curva con frecuencia de 100 Hz
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Figura 3.16: Validacio´n de la estimacio´n de la posicio´n sobre la trayectoria rectilı´nea
Figura 3.17: Validacio´n de la estimacio´n de la velocidad sobre la trayectoria rectilı´nea
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Figura 3.18: Validacio´n de la estimacio´n de la posicio´n sobre la trayectoria curva
ca el algoritmo. Los resultados de la posicio´n se observan en la Figura 3.18 y de la velocidad en
la Figura 3.19
3.4. Ana´lisis de resultados
En las Figuras 3.16 y 3.17 se observa que las gra´ficas de la estimacio´n, la ruta real y los
datos medidos convergen luego de algunas iteraciones, con lo que comprueba que el algoritmo
ajusta automaticamente los valores de la matrı´z P, para realizar estimacio´nes o´ptimas.
Se observa que, al aumentar la frecuencia, las estimaciones se acercan ma´s a los valores reales
y se alejan de las medicio´nes del receptor GPS. Esto se debe a que al aumentar la frecuencia, la
covarianza P se mantiene con valores mucho menores que la matriz de covarianda de ruido en
las mediciones R y como consecuencia, el algoritmo aleja las estimaciones de las mediciones.
La Figura 3.18 muestra que al dividir la curva en varias secciones rectilı´neas y aplicar el filtro
de Kalman sobre estas, el algoritmo tiene un mejor desempen˜o.
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Figura 3.19: Validacio´n de la estimacio´n de la velocidad sobre la trayectoria curva
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Conclusiones y trabajo futuro
Este capı´tulo muestra las conclusiones del presente proyecto y esboza algunas lı´neas posi-
bles de trabajo futuro.
Conclusiones
La aplicacio´n desarrollada permite estimar la posicio´n y la velocidad sobre una trayectoria
rectilı´nea con frecuencias superiores a 1 Hz, que es la frecuencia con la que se obtienen
los datos del GPS.
Para realizar estimacio´nes sobre una trayectoria curva es necesario dividir la trayectoria
en varias secciones y aplicar el filtro de Kalman sobre cada una de ellas.
Los me´todos matema´ticos usados para estimar la posicio´n y velocidad en datos de posi-
cionamiento se basan en el filtro de Kalman, tanto para modelos lineales como no lineales.
El IDE Pycharm permite desarrollar aplicaciones en lenguaje Python de una forma ra´pida
y sencilla.
El me´todo usado para validar el funcionamiento de la aplicacio´n demuestra que, el filtro
de Kalman realiza estimaciones o´ptimas en cada una de las iteraciones.
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Trabajo futuro
En este proyecto se realiza una aplicacio´n que permite estimar la posicio´n y velocidad de un
objeto en movimiento. Para ampliar y mejorar la aplicacio´n se propone como trabajo futuro:
Probar otras te´cnicas de estimacio´n que permitan realizar estimaciones sobre modelos no
lineales, como el filtro de Kalman Extendido.
Integrar sensores inerciales (giroscopios y acelero´metros) con los datos de posiciona-
miento para mejorar la estimacio´n de los datos en altas frecuencias.
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.A. Aplicacio´n en Python
Programa 1: Co´digo de la aplicacio´n
# i m p o r t a r l i b r e r i a s n e c e s a r i a s
i m p o r t pandas as pd # i m p o r t a l a l i b r e r i a pandas y l a nombra como pd
i m p o r t m a t p l o t l i b . p y p l o t a s p l t # i m p o r t a l a l i b r e r i a p a r a h a c e r g r a f i c a s
i m p o r t numpy as np
from numpy . l i n a l g i m p o r t i n v
i m p o r t math
i m p o r t utm
d a t o s R e a l e s = pd . r e a d c s v (’AjaviCurvaMediaReal2.csv’ ,
h e a d e r =0) # i m p o r t a e l a r c h i v o . csv e i n d i c a que e l encabezado e s t a
en l a f i l a 0
datosGPS = pd . r e a d c s v (’AjaviCurvaMedia.csv’ ,
h e a d e r =0) # i m p o r t a e l a r c h i v o . csv e i n d i c a que e l encabezado e s t a en
l a f i l a 0
l o n R e a l = d a t o s R e a l e s [’lon’ ]
l a t R e a l = d a t o s R e a l e s [’lat’ ]
lonMed = datosGPS [’lon’ ]
la tMed = datosGPS [’lat’ ]
V Real = datosGPS [’speed’ ] # v e l o c i d a d r e a l
V Medida = [ ] # v e l o c i d a d medida
grapmedx = [ ]
grapmedy = [ ]
Pos Rea l X = [ ] # p o s i c i o n r e a l de x en me t r o s
Pos Rea l Y = [ ] # p o s i c i o n r e a l de y en me t r o s
g r a p r e a l x = [ ]
g r a p r e a l y = [ ]
G r a p V r e a l = [ ]
v e s t = [ ]
p x e s t = [ ]
p y e s t = [ ]
d e f BEARING( l a t 1 , lon1 , l a t 2 , l on2 ) :
l a t 1 = math . r a d i a n s ( l a t 1 )
l a t 2 = math . r a d i a n s ( l a t 2 )
45
l on1 = math . r a d i a n s ( l on1 )
lon2 = math . r a d i a n s ( l on2 )
d l a t = l a t 2 − l a t 1
d lon = lon2 − l on1
R = 6372.795477598
a = ( math . s i n ( d l a t / 2 ) ) ∗∗ 2 + math . cos ( l a t 1 ) ∗ math . cos ( l a t 2 ) ∗ ( math . s i n ( d lon / 2 ) ) ∗∗
2
d i s t a n c i a = 2 ∗ R ∗ math . a s i n ( math . s q r t ( a ) )
d i s t a n c i a = d i s t a n c i a ∗ 1000
x = math . s i n ( d lon ) ∗ math . cos ( l a t 2 )
y = ( math . cos ( l a t 1 ) ∗ math . s i n ( l a t 2 ) − math . s i n ( l a t 1 ) ∗ math . cos ( l a t 2 ) ∗ math . cos ( d lon ) )
t r a c k a n g l e = math . a t a n 2 ( x , y )
t r a c k a n g l e = math . d e g r e e s ( t r a c k a n g l e )
c o m p a s s b e a r i n g = ( t r a c k a n g l e + 360) % 360
posX = d i s t a n c i a ∗ math . cos ( t r a c k a n g l e )
posY = d i s t a n c i a ∗ math . s i n ( t r a c k a n g l e )
re turn d i s t a n c i a
d e f GEOTOUTM( ) :
f o r i i n np . a r a n g e ( 0 , l e n ( lonMed ) ) :
( x , y , zonanumber , z o n a l e t t e r ) = utm . f r o m l a t l o n ( la tMed . i x [ i ] , lonMed . i x [ i ] )
grapmedx . append ( x )
grapmedy . append ( y )
f o r i i n np . a r a n g e ( 0 , l e n ( l o n R e a l ) ) :
( x , y , zonanumber , z o n a l e t t e r ) = utm . f r o m l a t l o n ( l a t R e a l . i x [ i ] , l o n R e a l . i x [ i ] )
Pos Rea l X . append ( x )
Pos Rea l Y . append ( y )
d e f GRAFICAS ( ) :
p l t . p l o t ( grapmedx , grapmedy , ’.-’ , l a b e l =’Mediciones’ )
p l t . p l o t ( Pos Real X , Pos Real Y , ’-’ , l a b e l =’Ruta Real’ )
p l t . p l o t ( p x e s t , p y e s t , ’-’ , l a b e l =’Estimacion’ )
p l t . x l a b e l (’X (m)’ ) # nombra e l e j e x
p l t . y l a b e l (’Y (m)’ ) # nombra e l e j e y
p l t . t i t l e (’Position’ ) # pone t i t u l o a l a g r a f i c a
p l t . l e g e n d ( )
p l t . show ( )
p l t . c l f ( )
p l t . p l o t ( V Medida , ’-’ , l a b e l =’Velocidad Medida’ )
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p l t . p l o t ( G r a p V r e a l , ’-’ , l a b e l =’Velocidad Real’ )
p l t . p l o t ( v e s t , ’-’ , l a b e l =’Estimacion’ )
p l t . x l a b e l (’Muestras’ ) # nombra e l e j e x
p l t . y l a b e l (’V (m/s)’ ) # nombra e l e j e y
p l t . t i t l e (’Velocity’ ) # pone t i t u l o a l a g r a f i c a
p l t . l e g e n d ( )
p l t . show ( )
d e f k f p r e d i c t (X, P , A, Q, B , U) :
X = np . d o t (A, X) + np . d o t (B , U)
P = np . d o t ( np . d o t (A, P ) , A. T ) + Q
re turn X, P
d e f k f u p d a t e (X, P , Y, H, R) :
V = Y − np . d o t (H, X)
S = R + np . d o t ( np . d o t (H, P ) , H. T )
K = np . d o t ( np . d o t ( P , H. T ) , i n v ( S ) )
X = X + np . d o t (K, V)
P = np . d o t ( P , ( I − np . d o t (K, H) ) )
re turn X, P
GEOTOUTM( )
N i t e r = 2
t ime = 2 # t i empo de m u e s t r e o
d t = ( 1 . 0 / N i t e r ) ∗ t ime
# a c e l e r a c i o n en x e y
ax = 0 . 0
ay = 0 . 0
#m = ( Pos Rea l Y [ 1 ] − Pos Rea l Y [ 0 ] ) / ( Pos Rea l X [ 1 ] − Pos Rea l X [ 0 ] ) # c a l c u l o de l a
p e n d i e n t e
# ang = math . a t a n ( (m) ) # c a l c u l o d e l an gu l o ( r e s p u e s t a en r a d i a n e s )
px = Pos Rea l X [ 0 ] # p o s i c i o n i n i c i a l x
py = Pos Rea l Y [ 0 ] # p o s i c i o n i n i c i a l y
# e s p a c i o de e s t a d o s
A = np . a r r a y ( [ [ 1 . 0 , 0 . 0 , d t , 0 . 0 ] , [ 0 . 0 , 1 . 0 , 0 . 0 , d t ] , [ 0 . 0 , 0 . 0 , 1 . 0 , 0 . 0 ] , [ 0 . 0 , 0 . 0 , 0 . 0 ,
1 . 0 ] ] )
X = np . a r r a y ( [ [ Pos Rea l X [ 0 ] ] , [ Pos Rea l Y [ 0 ] ] , [ 0 . 0 ] , [ 0 . 0 ] ] ) # c o n d i c i o n e s i n i c i a l e s
B = np . a r r a y ( [ [ d t ∗∗ 2 / 2 . 0 , 0 . 0 ] , [ 0 . 0 , d t ∗∗ 2 / 2 . 0 ] , [ d t , 0 . 0 ] , [ 0 . 0 , d t ] ] )
U = np . a r r a y ( [ [ ax ] , [ ay ] ] ) # v e c t o r de e n t r a d a ax y ay ( a c e l e r a c i o n e s en x e y )
W = 0 # r u i d o en l a med ic ion
V = 0 # r u i d o en e l p r o c e s o
#P = 0 . 1 # c o v a r i a n z a
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#Q = np . d i a g ( ( 0 . 0 0 7 1 , 0 . 0 0 8 1 , 0 . 0 0 0 3 , 0 . 0 3 2 6 ) ) # c o v a r i a n z a de r u i d o en e l p r o c e s o
Q = 0 .0001
P = np . d i a g ( ( 0 . 1 , 0 . 1 , 0 . 1 , 0 . 1 ) )
#Q = np . d o t (B , B . T )
Z = 0 # r u i d o en l a med ic ion
#R = np . eye ( 4 )
#R = np . d i a g ( ( 2 0 , 20 , 20 , 20) )
H = np . a r r a y ( [ [ 1 , 0 , 0 , 0 ] , [ 0 , 1 , 0 , 0 ] , [ 0 , 0 , 0 , 0 ] , [ 0 , 0 , 0 , 0 ] ] )
I = np . i d e n t i t y ( 4 )
aux = 0
m = ( Pos Rea l Y [ aux +1] − Pos Rea l Y [ aux ] ) / ( Pos Rea l X [ aux +1] − Pos Rea l X [ aux ] ) # c a l c u l o
de l a p e n d i e n t e
ang = math . a t a n ( (m) ) # c a l c u l o d e l ang u l o ( r e s p u e s t a en r a d i a n e s )
# c a l c u l o s l u e g o de l a s m e d i c i o n e s
p r i n t ( ( l e n ( lonMed ) / l e n ( l o n R e a l ) ) )
p r i n t ( l e n ( l o n R e a l ) )
f o r i i n np . a r a n g e ( 1 , l e n ( lonMed ) ) :
E x a c t i t u d = datosGPS [’accuracy’ ] . i x [ i ]
R = np . d i a g ( ( ( E x a c t i t u d ) ∗∗2 , ( E x a c t i t u d ) ∗∗2 , ( E x a c t i t u d ) ∗∗2 , ( E x a c t i t u d ) ∗∗2) )
i f ( i % ( ( l e n ( lonMed ) / l e n ( l o n R e a l ) ) +1) ) == 0 :
aux = aux + 1
i f aux >= ( l e n ( l o n R e a l )−1) :
aux = aux−1
m = ( Pos Rea l Y [ aux +1] − Pos Rea l Y [ aux ] ) / ( Pos Rea l X [ aux +1] − Pos Rea l X [ aux ] ) #
c a l c u l o de l a p e n d i e n t e
ang = math . a t a n ( (m) ) # c a l c u l o d e l ang u l o ( r e s p u e s t a en r a d i a n e s )
i f Pos Rea l X [ aux +1] > Pos Rea l X [ aux ] and Pos Rea l Y [ aux +1] > Pos Rea l Y [ aux ] : # p r i m e r
c u a d r a n t e
vx = V Real [ i ] ∗ math . cos ( abs ( ang ) ) # c a l c u l o l a v e l o c i d a d en x
vy = V Real [ i ] ∗ math . s i n ( abs ( ang ) ) # c a l c u l o l a v e l o c i d a d en y
ax = ( V Real [ i ] − V Real [ i − 1 ] ) ∗ math . cos ( abs ( ang ) ) / t ime # c a l c u l o l a a c e l e r a c i o n
en x
ay = ( V Real [ i ] − V Real [ i − 1 ] ) ∗ math . s i n ( abs ( ang ) ) / t ime # c a l c u l o l a a c e l e r a c i o n
en y
e l i f Pos Rea l X [ aux +1] < Pos Rea l X [ aux ] and Pos Rea l Y [ aux +1] > Pos Rea l Y [ aux ] : # segundo
c u a d r a n t e
vx = V Real [ i ] ∗ math . cos ( math . pi−abs ( ang ) ) # c a l c u l o l a v e l o c i d a d en x
vy = V Real [ i ] ∗ math . s i n ( math . pi−abs ( ang ) ) # c a l c u l o l a v e l o c i d a d en y
ax = ( V Real [ i ] − V Real [ i − 1 ] ) ∗ math . cos ( math . pi−abs ( ang ) ) / t ime # c a l c u l o l a
a c e l e r a c i o n en x
ay = ( V Real [ i ] − V Real [ i − 1 ] ) ∗ math . s i n ( math . pi−abs ( ang ) ) / t ime # c a l c u l o l a
a c e l e r a c i o n en y
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e l i f Pos Rea l X [ aux +1] < Pos Rea l X [ aux ] and Pos Rea l Y [ aux +1] < Pos Rea l Y [ aux ] : #
t e r c e r c u a d r a n t e
vx = V Real [ i ] ∗ math . cos ( abs ( ang )−math . p i ) # c a l c u l o l a v e l o c i d a d en x
vy = V Real [ i ] ∗ math . s i n ( abs ( ang )−math . p i ) # c a l c u l o l a v e l o c i d a d en y
ax = ( V Real [ i ] − V Real [ i − 1 ] ) ∗ math . cos ( abs ( ang )−math . p i ) / t ime # c a l c u l o l a
a c e l e r a c i o n en x
ay = ( V Real [ i ] − V Real [ i − 1 ] ) ∗ math . s i n ( abs ( ang )−math . p i ) / t ime # c a l c u l o l a
a c e l e r a c i o n en y
e l i f Pos Rea l X [ aux +1] > Pos Rea l X [ aux ] and Pos Rea l Y [ aux +1] < Pos Rea l Y [ aux ] : #
t e r c e r c u a d r a n t e
vx = V Real [ i ] ∗ math . cos ( ( 2∗ math . p i )−abs ( ang ) ) # c a l c u l o l a v e l o c i d a d en x
vy = V Real [ i ] ∗ math . s i n ( ( 2∗ math . p i )−abs ( ang ) ) # c a l c u l o l a v e l o c i d a d en y
ax = ( V Real [ i ] − V Real [ i − 1 ] ) ∗ math . cos ( ( 2∗ math . p i )−abs ( ang ) ) / t ime # c a l c u l o l a
a c e l e r a c i o n en x
ay = ( V Real [ i ] − V Real [ i − 1 ] ) ∗ math . s i n ( ( 2∗ math . p i )−abs ( ang ) ) / t ime # c a l c u l o l a
a c e l e r a c i o n en y
d med = BEARING( la tMed [ i − 1 ] , lonMed [ i − 1 ] , la tMed [ i ] , lonMed [ i ] )
v med = d med / t ime
mx = grapmedx [ i ] # p o s i c i o n medida
my = grapmedy [ i ] # p o s i c i o n medida
Y = np . a r r a y ( [ [ mx ] , [my ] , [ 0 ] , [ 0 ] ] )
U = np . a r r a y ( [ [ ax ] , [ ay ] ] )
# a p l i c a n d o e l f i l t r o de kalman
f o r j i n np . a r a n g e ( 0 , N i t e r ) :
G r a p V r e a l . append ( V Real [ i ] )
V Medida . append ( v med )
px = px + vx ∗ d t # p o s i c i o n x r e a l
py = py + vy ∗ d t # p o s i c i o n y r e a l
X = np . a r r a y ( [ [ px ] , [ py ] , [ vx ] , [ vy ] ] )
g r a p r e a l x . append (X[ 0 ] ) # v e c t o r p a r a g r a f i c a r p o s i c i o n r e a l x
g r a p r e a l y . append (X[ 1 ] ) # v e c t o r p a r a g r a f i c a r p o s i c i o n r e a l y
(X, P ) = k f p r e d i c t (X, P , A, Q, B , U)
(X, P ) = k f u p d a t e (X, P , Y, H, R)
p x e s t . append (X[ 0 ] )
p y e s t . append ( (X[ 1 ] ) )
v e s t . append ( ( math . s q r t (X[2]∗∗2+X[ 3 ]∗∗2 ) ) )
GRAFICAS ( )
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