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UNE CONDITION SUFFISANTE POUR QUE LE
PROBLÈME DE CAUCHY SOIT BIEN POSÉ
BERNARD LASCAR AND RICHARD LASCAR
Dédié à la mémoire du Professeur Louis Boutet de Monvel
Résumé
On prouve ici une estimation d’énergie pour le problème de Cauchy pour des opérateurs
hyperboliques à caractéristiques au plus doubles qui contient à la fois les cas non effecti-
vement hyperboliques voir L. Hörmander [3] et les cas effectivement hyperboliques, voir R.
Melrose [8].
We prove here an energy estimate for the Cauchy problem for hyperbolic equations
with double characteristic, which contains both effectively and non effectively points, see L.
Hörmander [3] and R. Melrose [8], in a unique framework.
AMS Classification : Degenerate hyperbolic Equation 35L80.
1. Énoncé du Résultat
Soit P (t, x,Dt, Dx) un opérateur différentiel de degré m sur R
n+1 à coefficients C∞. On
suppose que pm(t, x, ξ, τ) est un polynôme hyperbolique, c’est à dire que l’équation τ ∈ C →
p(x, ξ, τ) a m racines réelles pour tout (t, x, ξ) réels. Cette conditions est bien sûr nécessaire.
Ivrii-Petkov ont trouvé les conditions nécessaires pour que l’on puisse résoudre le problème de
Cauchy [5]. L. Hörmander [2] a traité les cas non effectivement hyperboliques, R. Melrose [8] a
résolu le cas effectivement hyperbolique. Il reste donc seulement à étudier des opérateurs près
d’un point de transition entre ces deux cas. Voir les traités de référence [3] et [1].
On ne considère ici que des opérateurs à caractéristiques de multiplicité double et par des
factorisations évidences, on se ramène au cas où m = 2 et où P (t, x,Dt, Dx) est un opérateur
pseudo-différentiel de la forme :
P = −D2t +A(t, x,Dx), A(t) ∈ C
∞(R,Ψ2(Rn));(1.1)
A′(t) =
1
2
(A(t) +A∗(t)) ∈ Ψ2(Rn);
A′′(t) =
1
2i
(A(t) −A(t)∗) ∈ Ψ1(Rn),
le symbole principal a(t, x, ξ) de A′ est ≥ 0
Hypothèse 1. On suppose qu’au voisinage de tout point (0, X0) ∈ {0} × T
∗Rn, il existe C > 0
et k ∈ N, k ≥ 1 tels que :
i)
(1.2) a(t,X) = t2kα(t,X) + β(t,X),
avec α(t,X) ≥ 0, β(t,X) ≥ 0 et |∂tα(t,X)| ≤ Cα(t,X), |∂tβ(t,X)| ≤ Cβ(t,X).
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ii) La partie imaginaire du symbole sous-principal vérifie :
(1.3) |a′′1 | ≤ C
( |∂ta|
a1/2
+ a1/2
)
(t,X) = C(µ+ a1/2)(t,X),
µ est la valeur propre réelle positive ou nulle de Fp.
iii) Si k ≥ 2 ou si α(0, X0) = 0, c’est à dire si (0, X0) est non effectivement hyperbolique on
suppose que :
a) Σt = β
−1
t (0) ⊆ T
∗Rn est une variété C∞ de rang symplectique constant, sur laquelle
βt s’annule exactement à l’ordre 2, uniformément pour t voisin de 0.
b)
(1.4) a′1(t,X) +
1
2
tr+Fa(t,X) > 0 pour (0, X) ∈ Σ, voisin de (0, X0).
iv) Si α(0, X0) > 0 et k = 1 alors (0, X0) est effectivement hyperbolique, on ne suppose pas iii),
tandis que (1.3) est automatiquement vérifiée.
Théorème 1.1. Sous l’hypothèse (1) le problème de Cauchy est bien posé dans C∞ sur t = 0.
2. Preuve du Théorème
On fait une estimation d’énergie pondérée.
Proposition 2.1. Il existe C > 0 et T > 0 petit, s > 0 ne dépendant que de la taille de la partie
imaginaire du symbole sous-principal tels que pour u1 ∈ C
∞([0, T ]× Rn)
(2.1) Λ−1
∫ ∞
0
(
‖u1‖
2(s)
∥∥∥(Dt
Λ
)
u1
∥∥∥(s))2 θ0(s)ds
≤ C
(∫ ∞
0
‖Pu1‖
2(t)θ0(t)dt+
(
‖u1(0)‖
2 +
∥∥∥(Dt
Λ
)
u1(0)
∥∥∥2)(∫ ∞
0
θ0(t)dt
))
pour u1 ∈ C
∞
0 ([0, T [×R
n).
avec
(2.2) θ(t,Λ) = exp(s ln(1 + tΛ
1
k+1 )).
On quantifie avec un grand paramètre Λ > 0, on note :
(2.3) (qwΛ)u(x) =
∫
eiΛ(x−y)ξq
(x+ y
2
, ξ,Λ
)
u(y)
( Λ
2pi
)n
dydξ.
L’opérateur A est classique, sa partie auto-adjointe s’écrit A′ = σwΛ1 avec
(2.4) σ1(t,X) = a(t,X) + Λ
−1a1(t,X,Λ)
avec a ≥ 0, a ∈ S(1,Γ), a1 ∈ S(1,Γ) et Γ = |dt|
2 + |dX |2.
La partie non auto-adjointe de A s’écrit A′′ = σwΛ2 où :
(2.5) σ2(t,X) = Λ
−1b1(t,X), b1 = b
0
1 + b2, b
0
1 vérifie (1.3) tandis que b2 ∈ S(Λ
−2,Γ).
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Pour prouver une borne inférieure pour Q = qwΛ :
(2.6) q(t, τ,X) = −(τ − iρΛ−1)2 + σ1(t,X) + iσ2(t,X),
on calcul un multiplicateur M = mw, m = m′ + im′′ où m′(t,X) = θ(t,X), m′′ = τn(t,X). En
effet le calcul donne :
Proposition 2.2.
(2.7) ℜm′#q′ = τ2θ + τρ2Λ−2 +
1
4
Λ−2∂2t θ + ℜθ#σ1
(2.8) ℜm′′#q′′ = 2ρτ2Λ−1n+ τnΛ−1b1 +
1
2
Λ−2ℑn#∂tσ1
(2.9) ℑm′#q′′ = −ρΛ−2∂tθ − Λ
−1ℑθ#b1
(2.10) ℑm′′#q′′ = −τ2Λ−1∂tn+ τℑ#σ1 −
1
2
Λ−1ℜn#∂tσ1.
Ce qui additionné donne :
(2.11) ℜm#q = τ2(−θ + 2ρΛ−1n− Λ−1∂tn) + τ(Λ
−1nb1 + ℑn#σ1)+(
θρ2Λ−2 +
1
4
Λ−2∂2t θ + ℜθ#σ1 +
1
2
Λ−2ℑn#∂tb1−
ρΛ−2∂tθ − Λ
−1ℑθ#b1 −
1
2
Λ−1ℜn#∂tσ1
)
On posera donc :
(2.12) c = −θ + 2ρΛ−1n− Λ−1∂tn
(2.13) e = Λ−1nb1 + ℑn#σ1
(2.14) f =
(
θρ2Λ−2 +
1
4
Λ−2∂2t θ + ℜθ#σ1 +
1
2
Λ−2ℑn#∂tb1−
ρΛ−2∂tθ − Λ
−1ℑθ#b1 −
1
2
Λ−1ℜn#∂tσ1
)
.
Donc (2.11) s’écrit :
(2.15) r = cτ2 + eτ + f = c(τ − λ)2 + δ avec λ =
e
2c
et δ = f −
e2
4c
.
Il faut donc réaliser c > 0 et δ > 0.
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Preuve de la proposition 2.2. Soit Y le point courant des variables (u, ρ, t, τ,X), où u est la
variable duale de ρ. On utilise la formule :
(2.16) (a#b)(y, η) ≃
∑
α,β
( 1
2iΛ
)|α|+|β| 1
α!β!
(−1)|β|∂βy ∂
α
η a(y, n)∂
α
y ∂η
βb(y, n).
Tous les termes non explicites de (2.11) ne font intervenir que le calcul en X .
Pour minorer dans L2(Rn+2y ), (ℜm#q)
wΛ il faut introduire un calcul de Weyl et appliquer un
résultat de bornes inférieurs.
Il va falloir utiliser une fonction de poids θ0(t) pour tenir compte de la perte de dérivées due
à la partie imaginaire du symbole sous-principal, on le prendra de la forme :
(2.17) θ0(t) = exp
(
−s
∫ t
0
f−1µ (σ)dσ
)
avec fµ = µ
−1〈tµ〉 où µ désigne un nouveau grand paramètre.
Il y a donc des conditions sur µ pour que le calcul symbolique au moins en τ, t soit admissible.
On l’étudie donc ici.
En X il n’y a pas de choix, a ≥ 0 et σ1 = a + Λ
−1a1, a et a1 sont dans S(1,Γ). Soit µ ≥ 1
on pose :
Définition 1.
(2.18) fµ(t) = (|t|+ µ
−2)1/2, comme |t| ≤ 1, µ−1 ≤ fµ(t) ≤ 1 + µ
−1 ≤ 2.
Donc si |t| ≤ 1, |dt| ≤ 2f−1µ |dt|.
Définition 2.
(2.19) GY = M
−2|du|2 + 〈ρ, τ,Λ〉−2|dρ|2 + fµ(t)
−2|dt|2 + 〈ρ, τ,Λ〉−2|dτ |2 + |dX |2.
La métrique duale de G par rapport à Λ2σ est :
GΛ
2σ
Y = Λ
2
[
〈ρ, τ,Λ〉2|du|2 +M2|dρ|2 + 〈ρ, τ,Λ〉2|dt|2 + fµ(t)
2|dτ |2 + |dX |2
]
≥(2.20)
≥ min
(
MΛ〈ρ, τ,Λ〉,Λ〈ρ, τ,Λ〉fµ(t),Λ
)2
GY ≥ min(Λ
2µ−1,Λ)2GY .
Proposition 2.3. La métrique g1,Y = fµ(t)
−2|dt|2 + 〈ρ, τ,Λ〉−2|dτ |2 est lent et Λ2σ tempérée si
1 ≤ µ ≤ Λ. La fonction h1(Y ) du calcul associé vaut :
(2.21) h1(Y ) = Λ
−1〈ρ, τ,Λ〉−1µ(µt)−1 ≤ µΛ−2.
Preuve de la proposition 2.3. La métrique g1,Y est lente car fµ(t)
−1 et que la fonction x ∈ R→
〈x〉s est lente pour la métrique 〈x〉−2|dx|2 pour tout s ∈ R. En effet
i)
(2.22) C−1 ≤
fµ(t)
fµ(t1)
=
〈tµ〉
〈t1µ〉
≤ C si |t1 − t|fµ(t)
−1 ≤ ε.
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ii)
(2.23)
fµ(t)
fµ(t1)
≤ C(1 + µ|t− t1|) pour tout t et t1.
Comme
(2.24)
g1,Y1
g1,Y
≤ C(1 + µ|t− t1|+ |τ − τ1|)
2 ≤ C
(
1 + gΛ
2σ
1,Y
(
t− t1, τ − τ1)) si µ ≤ Λ.
donc g1 et Λ
2σ tempérée si 1 ≤ µ ≤ Λ.
Pour les mêmes raisons, la métrique g0,Y = M
−2|du|2 + 〈ρ, τ,Λ〉−2|dρ|2 est lente et Λ2σ
tempérée. On résume :
Proposition 2.4. i) La métrique GY est admissible pour le calcul de Weyl (voir [3]), avec
une fonction H(Y ) = max(Λ−2µ,Λ−1) = Λ−1, car 1 ≤ µ ≤ Λ.
ii) Si |t| ≤ 1, S(m,Γ) ⊆ S(m,G).
iii)
(2.25)
∣∣∣( d
dt
)j
fµ(t)
∣∣∣ ≤ Cf1−jµ , soit fµ ∈ S(fµ, G).
Proposition 2.5. Soient n0 ∈ R et s ∈ R assez grands alors :
(2.26) θ0(t) = exp
(
−s
∫ t
0
f−1µ (σ)dσ
)
(2.27) n = n1 exp
(
−s
∫ t
0
f−1µ (σ)dσ
)
avec n1 = n0fµ(t)Λ.
i)
(2.28)
∣∣∣∣( ddt)jθ0(t)
∣∣∣∣ ≤ θ0(t)Cf−jµ
ii)
(2.29)
( d
dt
)
θ0(t) = −sf
−1
µ (t)θ0(t) et
( d
dt
)2
θ0(t) = (s
2f−2µ (t) + 2stµ
3〈tµ〉−3)θ0(t) > 0.
iii)
(2.30) − ∂tn = Λn0(s−O(1))) ≥ csΛn0 si |s| ≥ 2.
Donc
(2.31) c = −θ0 + 2ρΛ
−1n− Λ−1∂tn ≥ θ0(c|s||n0| − 2ρO(|n0|)fµ − 1) ≥ cθ0|n0||s|
si sn0 ≥ 2 et ρfµ ≤ 1.
iv)
(2.32) ∂jt θ0 ≃ (−s)
jf−jµ (t).
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Soit θ ∈ S(m0, G) où m0 est une fonction de poids G admissible, on exprime les relations
(2.11) :
(2.33) Λ−1∂tn ∈ S(θ0, G),
(2.34) − Λ−1b1n ∈ S(fµθ0, G),
(2.35) ℑn#σ1 =
1
2
Λ−1{n, σ1}+ r0, r0 ∈ S(θ0fµΛ
−2, G),
(2.36) θρ2Λ−2 ∈ S(θ0ρ
2Λ−2, G)
(2.37)
1
4
Λ−2∂2t θ ∈ S(θ0f
−2
µ Λ
−2, G)
(2.38) ℜ(θ#σ1) = θσ1 + r1, r1 ∈ S(θ0Λ
−2, G),
(2.39)
1
2
Λ−2ℑn#∂tb1 ∈ S(m0Λ
−2, G),
(2.40) − ρΛ−2∂tθ ∈ S(θ0ρΛ
−2f−1µ , G),
(2.41) − Λ−1ℑ(θ#b1) ∈ S(θ0Λ
−2f−1µ , G),
(2.42) −
1
2
Λ−1ℜn#∂tσ1 = −
1
2
Λ−1n∂tσ1 + r2, r2 ∈ S(θ0Λ
−2fµ, G).
On prendra si θ(t,X) = θ0(t)θ
′(X), θ′(X) ∈ S(1,Γ).
Le symbole ℜm#q est un polynôme en τ de degré 2, que l’on écrit :
(2.43) ℜm#q = cτ2 + 2eτ + f.
Proposition 2.6.
(2.44) c ∈ S(θ0(1 + ρfµ), G), e ∈ S(θ0fµ, G) et f ∈ S(θ0, G)
ce qui s’écrit
(2.45) c(τ − λ)2 + f −
e2
4c
, avec λ =
e
2c
∈ S(ρ,G), δ = f −
e2
4c
∈ S(θ0, G).
avec
(2.46) c = θ0(−1 + 2n0ρfµ + n0s) ≥ cn0(s+ sρfµ)θ0 dans s grand et n0s grand.
(2.47) e = Λ−1nθb01 −
1
2
fµn0θ0{θ
′, σ1}+ r0, r0 ∈ S(θ0Λ
−2fµ, G).
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On majore |e|
2
4c à l’aide des équations 2.47 et 1.3 soit :
(2.48) |e| ≤ Cn0fµθ0
( |∂ta|
a1/2
+ a1/2 + Λ−1
)
.
Donc
(2.49)
|e|2
4c
≤ Cn0θ0f
2
µ(s+ ρfµ)
−1
(( |∂ta|
a1/2
)2
+ Λ−2
)
Le terme dominant de f est
(2.50) f0 = −
1
2
Λ−1n∂tσ1 = −
1
2
n0fµ(∂ta+O(Λ
−1)).
Nos hypothèses font que
(2.51)
|∂ta|
a1/2
≤ Ct−1a1/2.
i) Dans I = {t; |t| ≥ µ−1} on majore f0 par
(2.52) |f0| ≤ Cn0(a+ n0tfµΛ
−1).
et
(2.53)
|e|2
4c
≤ Cn0s
−1(a+ Λ−2).
(2.54) δ ≥ θ0(a(1− Cn0) + Λ
−1(a1 − Cn0)− CΛ
−2).
ii) Dans J = {t; |t| ≤ µ−1} on majore f0 par
(2.55) |f0| ≤ Cn0(fµ(|∂ta|+Λ
−1)) ≤ Cn0fµ(t
2k−1|α|+β+Λ−1) ≤ Cn0(µ
−2kα+a+Λ−1).
Ce qui s’absorbe dans µ2Λ−2 si µ ≥ Λ
1
k+1 . Si µ−1 ≤ Λ−1 on a donc :
tandis que
(2.56)
|e|2
4c
≤ Cn0s
−1µ−2(tk−1α1/2 + β1/2 + a1/2)2 + Λ−1 ≤ Cn0(µ
−2kα+ a+ Λ−1).
Donc si µ ≥ Λ
1
k+1
(2.57) δ ≥ θ0(a+ Λ
−1a1 − Cn0Λ
−1 − CΛ−2).
Nos hypothèses entraînent quand α(0, X0) = 0 ou k ≥ 2, que l’on peut appliquer l’inégalité de
Melin voir [3] à β + Λ−1α′1.
Proposition 2.7. Sous les hypothèses (1) si s, et Λ−1µ2, et Λµ−1 sont grands
(2.58) δwΛ ≥ cΛ−1.
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On minore (c(τ − λ))2 par calcul symbolique et
(2.59)
(
c(t)(τ − λ)wΛ
)
= (τ − λ#)c(t)#(τ − λ)−
1
4
c′′(t)Λ−2 + S(Λ−2, G).
Comme c(t) = −θ + 2n0ρfµ − n0fµ∂tθ0,
c′′(t) = −∂2t θ0 +O(n0)s
3f−2µ .
Comme c(t) = Λ
1
k+1 , f−2µ Λ
−2 = o(1)Λ−1 si k ≥ 2.
Par ailleurs, les estimations se microlocalisent effectivement auprès de chaque point (0, Xv),
par une partition de l’unité sous la forme :
(2.60)
∑
v
χ2v(t,X) = 1, χv ∈ S(1, G),
seuls vont perturber l’inégalité les bi-commutateurs avec les χv qui produisent O(f
−2
µ Λ
−2).
(2.61)∫ σ
t
(
δ +
(
c(τ − λ)2
)wΛ
u1, u1(s)ds
)
e−2ρs ≥ cΛ−1
(∫ σ
t
∣∣∣∣(DtΛ − λ)u1(s)
∣∣∣∣2 + |u1|2(s)e−2ρsds
)
− CΛ−1θ0(t)
(
|u1|
2(t)(t) +
∣∣∣(Dt
Λ
− λ
)
u1(t)
∣∣∣2)e−2ρt
− CΛ−1θ0(σ)
(
|u1|
2(σ)e−2ρt +
∣∣∣(Dt
Λ
− λ
)
u1(σ)
∣∣∣2)e−2ρt.
Puis on voit que :
(2.62) C
∣∣∣∣(DtΛ − λ)u1
∣∣∣∣2 ≥ ∣∣∣∣Dtλ u1
∣∣∣∣2 − C‖λ‖2|u1|2.
Puis
(2.63) ‖λ‖ ≤ C.
On déduit de (2.62) et de (2.61) que :
(2.64)
∫ σ
t
ϕ(s)ds ≤ C
∫ σ
t
((
δ +
(
c(τ − λ)2
)wΛ)
u1, u1(s)ds
)
e−2ρs + C(ϕ(t) + εϕ(σ)).
où
(2.65) ϕ(s) = θ0(s)e
−2ρsΛ−1
(
|u1(s)|
2 +
∣∣∣(Dt
Λ
− λ
)
u1
∣∣∣2(s)) .
On multiplie par e−kσ et on intègre de 0 à ∞, on obtient quand ϕ(0) = 0 :
(2.66)
1
k
∫ ∞
0
ϕ(s)e−ksds ≤ C
∫ ∞
0
((
δ +
(
c(τ − λ)2
)wΛ
u1, u1(s)ds
))
θ0e
−(2ρ+k)sds+
C
∫ ∞
0
ϕ(s)e−ksds.
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On obtient ainsi :
(2.67)
(
Λ−1
∫ ∞
0
(
|u1|
2(s) +
∣∣∣Dt
Λ
u1
∣∣∣(s)2)θ0(s)ds) ≤ C ∫ ∞
0
|Pu1|
2(t)θ0(t)dt
pour u1 ∈ C
∞
0 ([0, T [×R
n).
On peut ensuite modifier la condition de support en rajoutant à (2.67) les termes de bord en 0
soit
(2.68) Λ−1
∫
0
∞
(
|u1|
2(s) +
∣∣∣Dt
Λ
u1
∣∣∣(s)2) θ0(s)ds ≤
C
(∫ ∞
0
|Pu1|
2(t)θ0(t)dt+
(
|u1(0)|
2 +
∣∣∣Dt
Λ
u1(0)
∣∣∣2)(∫ ∞
0
θ0(t)dt
))
pour u1 ∈ C
∞
0 ([0, T [×R
n).
Ce qui achève la preuve.
Remarque 1. Quand k = 1 et α(0, X0) = 0, on choisit µ − µ0Λ
1/2, il faut alors tout d’abord
ajuster le signe de n0 de sorte que
(2.69) f0 =
1
2
n0∂ta+O(fµΛ
−1) ≥ −C|n0|a+O(fµΛ
−1).
Il faut ensuite ajuster tous les paramètres, on avait :
a) |n0| ≤ ε et n0 ≤ 0 et s < 0,
b) |s|−1|n0|µ
−2
0 α ≤ ε,
c) |s|3|n0|µ
2
0 ≤ ε,
d) |s| ≥ 1,
e) |s||n0| ≥ 1.
Qui sont satisfaites si α(0, X0) ≤ ε
2 avec σ = s|n0|
−1 = 1, τ = (n−10 µ0)
2 = ε, puis n0 petit et s
grand.
Remarque 2. On peut aussi traiter le cas effectivement hyperbolique de la façon suivante. On
prend comme toujours :
(2.70) n = −|n0|Λfµθ0 avec n0 < 0 petit,
Et
(2.71) µ = µ0Λ
1/2
Et on pose :
(2.72) c = c˜θ0 = θ0(−1 + 2ρfµn0 + sn0 +O(s
−1)),
on pose v = −1 + sn0(1 +O(s
−1)) et on prend s < 0, |s| grand.
On veut maintenant :
(2.73) v > 0 petit,
Le défaut du calcul symbolique (2.59) doit être compensé par le terme 14Λ
−2∂2t θ0 ≃ s
2f−2µ Λ
−2, le
terme 14Λ
−2c′′(t) = O(v)s2f−2µ /Λ
−2, il faut donc v ≤ ε, où en fait ε est une constante universelle.
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i) La zone {t, |t| ≥ µ−1} se traite à l’aide de :
(2.74)
|e|2
4c
≤ C|n0|
2t2θ0v
−1
Tandis que :
(2.75) f0 ≥ θ0(α|n0|t+ (1− C|n0|)a+O(Λ
−1))
ce qui produit donc les conditions : Λ−1 ≤ C|t|(|n0|+ t), et |t||n0| ≤ v ; qui seront satisfaites
si µ0 ≤ C
−1 et n0 ≤ C
−1. On produit donc ici une borne inférieure adéquate.
ii) La zone {t, |t| ≤ µ−1}
On utilise cette fois :
(2.76)
|e|2
4c
≤ C|n0|µ
−2θ0v
−1 = O(µ−20 Λ
−1|n0|v
−1θ0)
Tandis que s2f−2µ Λ
−2 produit lui s2µ20Λ
−1. On prendra donc |s| grand.
CQFD.
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