Abstract: Functions have been implemented in various robots to enable them to follow a conversation protocol. The paralinguistic information involved in prosody and posture expression is used to improve the transparency of the conversational states, especially the protocol, thereby effectively contributing to natural and efficient communication. Information is communicated incrementally to enable error handling. Various rules for selecting conversation participants, forming a communication group, and turn-taking are followed. Since all the actions of a conversational robot are explicitly controlled, such robots should be useful for revealing important heretofore unknown conversational functions.
Paralinguistic information plays several roles in conversation [1] : it conveys spatial information [2, 3] , it reveal a speaker's mental state [4, 5] , and so on. In this paper, we describe its use in solving protocol-related problems in human-robot conversation and introduce several humanlike conversational robots with the ability to follow a complicated conversation protocol by using paralanguage recognition and expression.
Since conversation is a form of communication, it needs protocols, i.e., sets of rules for achieving reliable and efficient information transmission. Conventional spoken dialogue systems are typically analogous to a simple string telephone. That is, only two people are able to participate. Only one person is allowed to send message at a time (half duplex): if one is the speaker the other should be the hearer. The protocol for this type of communication is thus very simple. However, conversations in real situations are quite different. Turn is dynamically changed and sometimes messages are overlapped at a time (full duplex). Typically the number of participants can flexibly change. This can create many problems. Who is participating in the conversation? Who should take the next turn? When can he or she take the turn? To whom is he or she sending information? Was the information delivered to the hearer accurately? A conversation proceeds smoothly when the participants have a common understanding of these things. This is similar to multimode communication on a public network. A complicated conversation thus generally needs a complicated protocol.
We human participants in a conversation are generally not aware of the complicated protocol being followed. The signals generated and sent among the participants for following the protocol are almost always automatically and subliminally generated and processed. The actions naturally taken by the participants in accordance with the physical constraints of the human body and with their mental states are well established, and each action has come to play a special role. For example, a speaker typically faces the hearer and makes eye contact in order to keep the hearer's attention. The information that is produced along with the transmission of spoken language and plays an important role in facilitating the smooth communication is called ''paralinguistic information,'' or ''paralanguage.'' (The definition is typically restricted to vocally produced information such as pitch, loudness, and intonation; here we extend it to visual expressions such as facial expression, gaze, and posture because they play quite similar roles in conversation.) This information plays an important role in facilitating smooth communication. Thus, we can say that the conversation protocols are maintained by the use of paralinguistic information. Although the significance of paralinguistic information is often neglected as it is processed almost subliminally, conversational efficiency is severely degraded in its absence.
The objective in human-robot conversation is to exchange paralinguistic information exactly as it is exchanged in a conversation among people because any attempt to convey it in a different manner would create a feeling of discomfort in the human participant since the process would have to be handled consciously. For protocol-related information in particular, the use of a different manner would force the participants to use different and unnatural protocols. It is therefore reasonable to use robots that have an expression function similar to the human one at not only the auditory level but also at the visual level with the same physical setting.
In this article, we discuss the importance of following protocols in conversation on the basis of the use of humanlike robot. We classify the protocols into four layers: the physical layer, the message-transmission layer, the turntaking layer, and the group conversation layer. The physical layer is related to the communication media. The message-transmission layer is related to reliable and efficient end-to-end message transmission. The turn-taking layer is related to the rules for taking turns to speak. The group conversation layer is related to structuring the relations in participants. Our use of human-like robots means that the physical layer protocol followed. The protocols for the three other layers are followed by the functions that were developed and installed on the robots. In the remainder of this article, we briefly introduce the conversation structure, which is fundamental to natural conversation. Then, we describe the functions installed in our robots for use in following the message-transmission, turn-taking, and group conversation protocols.
STRUCTURE OF CONVERSATION
Before discussing the conversation protocol, we need to establish a common understanding of the structure of a conversation. We will start by laying out the participation structure, which describes the roles of the participants, and the turn-taking structure, which describes the role of the utterances in conversation.
Participation Structure
When people communicate through spoken language in a crowd, i.e., in a group or multiparty conversation, they have to be aware of the role of each participant: who is inside the conversation group, who is outside the group, who is speaking, to whom he or she is speaking, who has the next turn, and so on. This kind of role structure is called a ''participation structure.'' Each participant needs not only to clearly understand the structure but also to express his or her understanding for transparency to be attained. That is, the understanding must be clearly shared. Figure 1 represents the roles of each participant in a group communication setting. Out of various definitions [6, 7] , we mainly follow those of Clark et al. [8] . The crowd is loosely divided into those who are participating in the conversation and those who are not. We call the former ''participants.'' There are three roles among the participants: ''speaker,'' ''addressee,'' and ''side participants.'' The speaker is the person speaking as it is his or her ''turn,'' as described in the following section. The ''addressee'' is the person to whom the attention of the speaker is mainly directed. The ''side participants'' are the other participants in the conversation. The addressee and side participants are collectively referred to as ''hearers.'' Each participant is aware of the other members of the conversation group. The roles change rather freely among the participants. Anyone who can hear the conversation but is not recognized as a member by the participants is referred to as an ''overhearer'' or ''bystander.'' Overhearers can become participants through an additional procedure.
Turn-taking Structure
In a conversation, whether a one-to-one or group conversation, only one person has the right to speak on his or her initiative at a time. We use ''speak on his or her initiative'' to distinguish the message-conveying utterances from the simple back-channel responses and repetitions following another's utterance. We call the right to speak a ''turn.'' The participants take turns, and the conversation proceeds. If the turn-taking is done smoothly, the conversation flows naturally, and if the turn-taking is done roughly, the conversation flows awkwardly. It is thus very important to clarify who has the turn in a conversation.
Of the various turn-taking models [9] [10] [11] , we use a slightly modified version of the one proposed by Kikuchi et al. [11] . The speaker has the ''turn'' by definition. The speaker can ''keep'' or ''release'' the turn. A release has two patterns. One is to ''handover'' the turn to a particular hearer, i.e. the addressee, which means the current speaker specifies the next speaker. The second is to ''simply release'' the turn, which means the current speaker does not specify the next speaker. A hearer including the addressee can ''acknowledge'' the speaker's turn-keeping action or can ''takeover'' the turn by ''interruption'' while the speaker still has the turn. An acknowledge action involves ''back-channel feedback,'' ''repetition,'' and/or ''ask-back'' and does not change who has the turn. This action simply means ''you keep the turn'' with some additional message, which will described later.
A hearer can take the turn or leave it when the speaker releases it. In the case of handover, the addressee has first priority in taking the turn. In the case of simple-release, no one has priority. Taking a released turn and taking an unreleased turn involve different actions. To take an unreleased turn, the hearer needs to perform an ''interrupt'' action. If the speaker ''accepts'' the interruption, the takeover succeeds. If the speaker ''denies'' the interruption, the takeover fails.
A simple example of turn-taking is illustrated in Fig. 2 .
PROTOCOLS IN MESSAGE-TRANSMISSION LAYER
Firstly, we describe the protocol issue on the transmission of some pieces of information from a person to another person. Some actions do not change who has the turn in the turn-taking procedure. Acknowledgment is one of them. Although it simply means ''you keep the turn,'' it plays an important role. For example, acknowledgments can harmonize the rhythm of the conversation by helping the speaker to speak with appropriate timing [12, 13] . And they can make the speaker feel more comfortable. However, we have to emphasize that the acknowledgment is important not only because it contributes to appropriate timing to speak, but because it realizes transparency about the communication state (e.g. whether the speaker's message was successfully transmitted or not), thereby it provides reassurance. This reassurance contributes to efficient communication, that is, incremental communication [11] . In this section we focus on the contribution of paralinguistic information in acknowledgments to efficient communication.
Incremental Communication
Consider a situation in which several pieces of information need to be correctly transmitted. For example, we'd like to search for an item that satisfies several conditions, and we have to specify all of the conditions. Another example is explaining a sequential procedure such as how to get to a specific location.
It would be rather inefficient to transmit all the pieces at once and then to confirm that they were transmitted correctly. This would not be a problem if all of them were transmitted correctly. However, it would be troublesome if even one of them was transmitted incorrectly. We would have to start by finding the piece that was incorrectly transmitted. Incremental communication is the process of communicating a sequence of information pieces checking correctness immediately after each piece is transmitted.
Here is an example of incremental communication. The hlowi means that the speaker speaks with a low and fallingpitch voice, and hhighi means that the speaker speaks with a high and rising-pitch voice.
S: Sono kareeya made no ikikata ha. In this example, there are four pieces of information: ''turn left at Meiji-dori,'' ''turn right at Suwa-cho intersection,'' ''go straight along Suwa-dori,'' and ''just past the 7-11 convenience store.'' The speaker checks whether each piece of information was correctly transmitted immediately after it was transmitted. The checking process is performed by using paralinguistic information, prosody, and facial expression in the hearer's short and almost subliminal replies through back-channel feedback and repetitions. The explicit linguistic information does not contribute to this process because there is no difference between success and failure. If it was used, extra utterance exchanges would be required.
Incremental Information Transmission from System
The framework for transmitting information in an incremental manner from a system is as follows.
The system first makes a plan for sequential transmission of each piece of information. For each piece, it prepares a simple explanation and a precise explanation. At each step in the execution stage, the system first transmits the simple explanation and then checks whether it was correctly transmitted. If it was, the system proceeds to the next step and again transmits the simple explanation. If the first explanation is not transmitted correctly, the system transmits the precise explanation. These steps are repeated until all the pieces are correctly transmitted. Of course, the precise explanation may also fail. In that case, an error handling procedure is invoked.
The prosody of the hearer's back-channel feedback and repetition is used to determine whether the communication was successful. If the hearer responds with a low falling pitch, the system judges that it was successful (the hearer accepted the explanation, see Fig. 3a) . If he or she responds with a high rising pitch, the system judges that it was unsuccessful (the hearer doesn't accept and asked back to him, see Fig. 3b ). We use the gradient of the voice pitch at the final syllable, the duration of the final syllable, and the dynamic range of the pitch for the whole utterance as the feature parameters for the judgment of accept/ask-back.
This function was installed on our conversation robot ROBISUKE. The speaker can efficiently correct misunderstandings as they arise, resulting in a more rhythmic and comfortable conversation [14] .
Incremental Information Transmission to System
Section 3.2 described incremental transmission from the viewpoint of the system sending information. This section describes it from the viewpoint of the system receiving information. The system also needs to receive information incrementally while providing back-channel feedback and repetitions when it receives each piece.
It is rather difficult to build such a framework. Conventional speech recognition systems use the whole utterance for understanding the meaning. Therefore, it is impossible for the system to determine the meaning during the person's utterance and to start to reply.
We have overcome this problem by using a early decision speech decoder based on a finite state transducer (FST). A FST represents each acceptable word sequence by using a finite state machine (FSM). The FSM illustrated in Fig. 4 , for example, is expecting for five sentences involving /koNnichiwa/ (good afternoon) and /koNbanwa/ (good evening). It has marks at the locations of the phones where the meanings of the sentences are uniquely defined. For example, immediately after the system detects the sound /ni/ following /koN/, it expects that the utterance is /koNnichiwa/ rather than /koNbanwa/ or other candidates. So the mark identifying /koNnichiwa/ is placed at the /ni/ position in the FSM. A message is previously prepared for use when the system detects this sentence. In this way the system can decode the a. accept.
b. ask-back. sentence and formulate a reply before the utterance has been completed. If the same word as the recognized word is previously prepared as a reply, a function of the repetition can be achieved. However, if the system were to send the reply immediately after the mark identifying the corresponding sentence is detected, the timing would be too fast. It therefore buffers the formulated message as a candidate reply, which is discarded and replaced if a more reliable recognition result is obtained. A timing detector detects the phrase boundaries from the voice pitch sequence: the places where the voice pitch falls, creating a valley, are regarded as phrase boundaries (see Fig. 5 ). When the system detects a phrase boundary, which is regarded as an appropriate time to reply, it releases the message in the buffer. In this way the system replies with the most appropriate message when the next phrase boundary is detected. An example timing chart is shown in Fig. 6 . This framework has a restriction: the number of the acceptable sentences is limited because all of them must be statically represented in the FSM. Therefore, we also use a conventional n-gram based decoder that operates in parallel, enabling bottom-up semantic analysis. It is more flexible in accepting a wide variety of expressions although it is not suitable for generating instantaneous responses. The system first tries to make an instantaneous response using the FST-based approach. If that fails, it makes a delayed response using the n-gram-based approach.
This function is also installed on ROBISUKE [15] .
PROTOCOLS IN TURN-TAKING LAYER
For turn-taking to function smoothly, the hearer has to recognize whether the speaker wants to keep the turn or release it, and the speaker has to clearly express his or her intention to keep the turn or willingness to release it. The differences between keep and release appear in the linguistic representation, prosody, and eye-gaze near the final part of the utterance or phrase boundary. To express intent to keep the turn, the speaker usually maintains a higher voice pitch and does not gaze at a particular person. These behaviors create an atmosphere in which a hearer hesitates to speak. To express willingness to release (hand over) the turn, the speaker usually lowers his or her voice pitch and gazes at a particular hearer (i.e., the person to whom the speaker intends to pass the turn).
Role of Recognizing Speaker's Eye-gaze in Turn-
Taking ROBISUKE has a gaze recognizer in the strict sense rather than a face orientation recognizer. Even if the speaker is facing him, if the speaker does not gaze at him, ROBISUKE considers that the speaker intends to keep the turn, so he waits for the speaker's next utterance. If the Fig. 5 Power (green curve) and fundamental frequency (red fragments) for an utterance. Shaded parts represent phrase boundaries, at which back-channel feedback is acceptable. Fig. 6 System timing chart. When the early decision speech decoder formulates a candidate reply message, the system stores it in the buffer. When the timing detector detects an appropriate time to reply, it releases the message. speaker gazes at him at the end of an utterance, he considers that the speaker is handing the turn over to him. He takes the turn and begins to speak [16] . Examples of eye gaze recognition are shown in Fig. 7 . We use active appearance models (AMMs) for eye location extraction and hidden Markov models (HMM) for recognition.
Role of Expressing
Robot's Eye-gaze in TurnTaking It is rather easy to design the robot behaviors when the robot is speaking with the turn. The main role of the robot's behavior is to clearly express the robot's intention to keep or willingness to release the turn at his utterance final. For example, to hand over the turn to a hearer (addressee), the robot detects the position of the addressee's face and directs his gaze toward that position. To keep the turn, the robot glances upward to avoid gazing at a particular participant.
If the robot is interrupted when he intends to keep the turn, the robot has to decide whether to accept or reject the interruption. ROBITA, former version of conversation robot ROBISUKE, were designed not to accept the interruption until the next break point. To do this, ROBITA says something like, ''Just a moment please;'' or he simply raises an arm with the palm outstretched, a typical pose for rejecting an interruption, and continues speaking.
Expectation/Willingness Model for Turn-Taking
We are now developing a more sophisticated turntaking mechanism on the basis of the expectation and willingness model.
If all of the other participants strongly expect a particular person to speak, there is a high expectation that the person will speak next even if he or she does not intend to speak. Conversely, if a person is strongly motivated to speak, i.e., his or her intention to speak is high, he or she will likely speak even if the other participants do not want him or her to speak. He or she may simply interrupt and take over the turn. The decision is defined on the basis of the balance between expectation and willingness.
In the current version of our system, expectation is defined using the linguistic representation and prosody of the utterance final. Willingness is defined using the certainty of the contents to speak. If the system has many choices of contents to speak, the certainty is low thus willingness is also low. If the system it has a specific content to speak, the willingness is high. In a restaurant recommendation system, for example, if there is a particular restaurant to be recommended the system is desired to inform it to the user without waiting another condition input. Or if there is no restaurant that matches the conditions input by the user, the system should ask the user about other conditions as soon as possible. These conditions increase the willingness. In such a case, even if the user is not ready to release the turn, the system should interrupt and try to take over the turn. The time from the end point of the user's last utterance to the start point of the system's utterance is defined as a function of expectation and willingness. These timing control mechanisms achieve natural turn-taking process [17] .
PROTOCOLS IN GROUP CONVERSATION LAYER
Smooth conversation is achieved when the participants share a common understanding of the participation structure. In particular, they understand the various roles and the set of tacit rules for communicating in each role. For example, the speaker gazes at the addressee. The side participants gaze at the speaker or the addressee. Each participant behaves in accordance with his or her role. A violation of a rule can result in conversation failure, as illustrated in Fig. 8 .
Participation Structure Formation in Static
Group Let's start with the case in which the number of participants is fixed. The robot has to detect who is the speaker and who is the addressee (to whom the speaker will hand over the turn) in order to form the proper participation structure in the group. ROBITA, shown in Fig. 9 , recognizes the facial direction of the speaker. When he detects the end of the speaker's utterance, if he detects that the speaker is facing him, he assumes that the turn is being handed over to him. He thus takes the turn and begins to speak. If he detects that the speaker is facing another hearer, he assumes that the turn is being handed over to that hearer. He regards that hearer as the expected next speaker and gazes at that person (even if he or she does not begin to speak). This function achieves not only the smooth turn-taking but also a feeling of unity. Behaviors that make the robot appear to be a cooperative conversational participant promote the acceptance of the robot as a participant [9] .
Participation Structure Formation in Dynamic
Group Rules expressing the common understanding of who is in the group and who is outside the group are used to follow changes in the group membership.
Participants place themselves where they can see each other and position their bodies so that they is oriented toward the group centroid. An overhearer wanting to participate in the conversation typically gazes at the speaker and expresses his or her desire to participate by taking certain actions such as raising a hand or saying a typical phrase like ''excuse me. . . .'' If the overhearer is accepted as a participant, the other participants reposition themselves so that they are oriented toward the centroid of the enlarged group.
We implemented functions for estimating the positions of the participants and for estimating and representing their postures, such as the body and face orientations. Figure 10 shows photographs of this repositioning in a conversation with a conversational robot named SCHEMA [18] . This dynamic changing in the number of participants is a hot topic in the field of conversation systems. Related work includes the analytic research of Bono et al. [19] and Mutlu et al. [20] . The system developed by Bohus and Horvitz [21] is rather sophisticated but lacks some of the protocols which should be achieved body expressions since it is not a robot but a 2D agent.
CONCLUSION
The functions we have implemented in various robots enable them to follow a conversation protocol. Demonstrations of their functioning can be viewed by visiting our Facebook page [22] . The paralinguistic information involved in prosody and posture expression improves the transparency of the conversational states, especially the protocol, thereby effectively contributing to natural and efficient communication.
Analogy between the conversational protocol described in this article and the signal communication protocol can be coordinated in Fig. 11 . Information is transmitted incrementally to enable error handling. This is a kind of end-to-end transmission procedure, so it is analogous to a transport layer communication protocol. Various rules for turn-taking are followed: how a participant can take over the turn, how a participant can hand over the turn, and so on. This is analogous to a session layer protocol in communication because it describes how the session starts, how it continues, and how it ends. Various other rules are followed for selecting conversation participants out of a group of people and for making a communication group. This is analogous to a highly sophisticated communication application constructed on a network, i.e., it is space-shared communication in a room. We consider the rules for achieving group conversation to be an application layer communication protocol. Using a human-like robot, namely using the same device to send and receive messages, means following a physical communication layer protocol.
People typically follow these protocols almost subliminally and convey linguistic information on the basis of these protocols. When a conversation system participates in human conversation, it needs to have a protocol-related information exchange mechanism. As we see in this article so far, the protocol stands on the paralanguage in a broad sense. The conversation system should be a multi-modal system that can deal with language and paralanguage using auditory and visual channels.
There may be yet another function that makes conversations efficient and comfortable and that is not yet clearly recognized because we use it unconsciously. We thus may need other protocol-related information exchanges to utilize the function. Clarifying these potential functions and determining how to deal with them is important for not only providing a general framework for conversation systems but also for obtaining a better understanding of the conversation process from a fundamental viewpoint. Since all the actions of the robot are explicitly controlled, a robot can easily fail to perform a function that we perform unconsciously. Conversational robots may thus be the best tools for revealing important conversational functions of which we are unaware.
