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MINIMAX OPTIMAL CONTROL∗
R. B. VINTER†
Abstract. This paper provides a framework for deriving necessary conditions, in the form of
a maximum principle, for minimax optimal control problems. The distinguishing feature of these
problems is that the data depends on a vector α of unknown parameters, and “optimality” is deﬁned
on a worst case basis, as α ranges over the parameter set A. The centerpiece, a minimax maximum
principle, is a set of optimality conditions for such problems. Here, the parameter set A is taken to
be an arbitrary compact metric space and the hypotheses imposed on the dynamics and endpoint
constraints are of an unrestrictive nature. The minimax maximum principle captures as special cases
necessary conditions for optimal control problems with minimax costs, for problems involving “semi-
inﬁnite” endpoint constraints, and also a maximum principle for state constrained optimal control
problems.
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1. Introduction. The purpose of this paper is to derive, in a uniﬁed fashion,
necessary conditions of optimality for optimal control problems involving an unknown
vector parameter. In these problems, “optimality” is typically deﬁned in terms of
worst case performance, i.e., the cost of a particular control strategy is that associated
with the strategy and a system response corresponding to the least favorable value of
the unknown parameter, and constraints are required to be satisﬁed for all values of
the unknown parameter.
Fix a compact metric space (A, ρA(., .)). Take functions f : [0, 1]×Rn×Rm×A →
Rn and g : Rn×A → R, a vector x0 ∈ Rn, a time dependent set Ω(t) ⊂ Rm, 0 ≤ t ≤ 1,
and a family of closed sets {C(α) ⊂ Rn | α ∈ A}.
A control function is a measurable function u : [0, 1]→ Rm satisfying u(t) ∈ Ω(t)
a.e. The set of control functions is written U . A process (u, {x(.;α) | α ∈ A})
comprises a control function u and a family {x(.;α) ∈ W 1,1([0, 1];Rn) | α ∈ A} of
arcs satisfying, for each α ∈ A,{
x˙(t;α) = f(t, x(t;α), u(t), α) a.e.
x(0;α) = x0.
The process is termed feasible if the x(.;α)s satisfy the terminal constraints
x(1;α) ∈ C(α) for all α ∈ A.
The optimization problem of interest in this paper, which will be referred to as the
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general minimax optimal control problem, is as follows:
(P)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Minimize maxα∈A g(x(1;α), α)
over measurable functions u : [0, 1]→ Rm such that
u(t) ∈ Ω(t) a.e. t ∈ [0, 1]
and arcs {x(.;α) : [0, 1]→ Rn | α ∈ A} such that, for each α ∈ A,
x˙(t;α) = f(t, x(t;α), u(t), α) a.e. t ∈ [0, 1],
x(0;α) = x0 and x(1;α) ∈ C(α).
Brieﬂy stated, the problem is to minimize supα∈A g(x(1;α), α) over feasible pro-
cesses (u, {x(.;α) | α ∈ A}).
A feasible process (u¯, {x¯(.;α) | α ∈ A}) is said to be a strong local minimizer
when there exists  > 0 such that
sup
α∈A
g(x(1;α), α) ≥ sup
α∈A
g(x¯(1;α), α)
for all feasible processes (u, {x(.;α), α ∈ A}) such that
‖x(.;α)− x¯(.;α)‖C ≤  for all α ∈ A .
The implications of our necessary conditions for various special cases of interest
will also be investigated.
Our framework permits the set A of unknown parameter values to be an arbi-
trary compact metric space. It therefore covers minimax optimal control problems in
which components of α comprise unknown gain values lying within speciﬁed bounds,
magnitudes of step disturbances, etc., important cases that would be excluded by the
requirement that A be a ﬁnite set.
The presence of, possibly, an inﬁnite number of elements in A is the principal
source of diﬃculty in the derivation of necessary conditions for minimax optimal con-
trol problems. In case A is a ﬁnite set {α1, α2, . . . , αN}, the minimax optimal control
problems studied here can be reformulated as standard optimal control problems, for
which necessary conditions are already known. (See section 2.)
We comment on related earlier research. The most extensively studied minimax
optimal control problems are zero sum diﬀerential games, in which a minimizer is
chosen from a class of closed loop controls, appropriately deﬁned, and the parameter
set A, from which a “worst case” element is selected, comprises open loop control
functions of an opposing player [1], [4]. The fact that diﬀerential games are posed
over closed loop controls gives them a quite diﬀerent character to the problems studied
here, in which the choice variables are open loop controls. Analysis of solutions to
diﬀerential games is almost exclusively of a global nature, centering on the relationship
between the value of the diﬀerential game and the solutions to the Hamilton–Jacobi
equation; variants on the pontryagin maximum principle, such as featured in this
paper, have a limited role in the analysis of optimal feedback strategies.
Versions of the open loop minimax optimal control problem were previously in-
vestigated by Warga, in the context of “relaxed and hyper-relaxed adverse controls.”
Warga adopts a broader framework than ours, in which the parameter set can include
open control functions of an opposing player as well as ﬁnite dimensional vector pa-
rameters. Furthermore, he addresses questions of existence of solutions to minimax
optimal control problems and appropriate relaxation schemes as well as local optimal-
ity conditions. Our minimax maximum principle, involving a Hamiltonian averaged
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with respect to some measure, is implicit in the necessary conditions in ([11], Chapters
IX and X). Warga’s necessary conditions apply only in cases when the endpoint con-
straint sets are closed, convex sets with nonempty interiors and for smooth dynamics.
The necessary conditions of this paper are proved by quite diﬀerent methods and
under signiﬁcantly weaker hypotheses (for the minimax problems here considered).
Furthermore, we give new insights into the limits of validity of the kinds of neces-
sary conditions investigated here, by presenting some counterexamples where they no
longer apply. Optimality conditions akin to those of section 2 below are featured also
in [2], but only in the elementary case when the parameter set is a ﬁnite set and the
endpoint constraint is speciﬁed by a functional inequality. The role of measures to
estimate “gradients” of max functions is evident in the early Russian optimal control
literature [5] and is widely exploited in nonsmooth analysis, for example, in appli-
cations of nonsmooth analysis to derive optimality conditions for state constrained
optimal control problems [3].
Another point of contact with earlier work is semi-inﬁnite programming. This is a
branch of nonlinear programming that aims to provide eﬃcient computational meth-
ods for optimization problems, in which constraints must be satisﬁed for a continuum
of values of some parameter α. (See [8].) Minimax optimal control problems can be
reformulated, by introduction of additional variables, as semi-inﬁnite programming
problems over function spaces with dynamic constraints.
One possible approach to the computation of solutions to a minimax optimal con-
trol problem is to approximate it by a (ﬁnite-dimensional) semi-inﬁnite programming
problem by means of time discretization and to apply semi-inﬁnite programming algo-
rithms. The emphasis in this paper is on structural properties of solutions to minimax
optimal control problems. But the necessary conditions of optimality we provide may
ultimately ﬁnd application in convergence analysis of algorithms for minimax optimal
control, based on semi-inﬁnite programming or other approaches.
We allow nonsmooth data and express necessary conditions in terms of “limiting
subdiﬀerentials” and other constructs of nonsmooth analysis. We stress, however, that
it is the unrestrictive nature of the conditions that we place on the parameter set A,
“A is an arbitrary compact metric space,” which is the most signiﬁcant feature of
our analysis. The main optimality conditions supplied here (the maximum principle
for the general minimax optimal control problem of section 3 and the implications
explored in section 5) are new, even when specialized to the smooth case.
Finally, some notation. Throughout, | . | denotes the Euclidean norm. We write
B for the closed unit ball in Euclidean space. BA(α, ) denotes the set {α′ ∈
A | ρA(α, α′) ≤ }.
W 1,1([0, 1];Rn) is the space of absolutely continuous Rn-valued functions on [0, 1].
Take a compact metric space A. C(A) denotes the space of continuous real valued
functions on A. We write ||.||C for the supremum norm on this space. C∗(A) denotes
the topological dual of C(A) with the norm topology. We use the fact that elements
in C∗(A) can be identiﬁed with the space of Radon measures on the Borel subsets of
A. The dual norm of an element μ ∈ C∗(A) is written ||μ||T.V., a choice of notation
that reﬂects the fact that the dual norm of μ coincides with the total variation of the
Radon measure that represents μ.
The graph of a multifunction D : A Rk is denoted by GrD,
GrD := {(a, d) ∈ A×Rk | d ∈ D(a)} .
For a given set E ⊂ Rd, dE(.) denotes the Euclidean distance function
dE(z) := infe∈E |z − e|.
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The limiting normal cone to a given closed set C ⊂ Rk at x ∈ Rk is the set
NC(x) :=
{
ξ ∈ Rn | ∃ ξi → ξ, xi C→ x and {Mi} ⊂ R+
such that, for each i, ξi · (x− xi) ≤Mi|x− xi|2 ∀ x ∈ C
}
.
Here “xi
C→ x” means “xi → x and xi ∈ C for all i.” Note that NC(x) = ∅, in the
case x /∈ C.
Take a function f : Rn → R∪{+∞} and a point x ∈ dom f . Here, dom f is taken
to be the set
dom f = {y ∈ Rn | f(y) < +∞} .
The epigraph set of f is the set
epi f := {(x, α) ∈ Rn ×R | α ≥ f(x)}.
The limiting subdiﬀerential ∂f(x) of f : Rn → R ∪ {+∞} at a point x ∈ dom f is the
set
∂f(x) :=
{
η | (η,−1) ∈ Nepif (x, f(x))
}
.
The partial limiting subdiﬀerential ∂xf(x, y) of an extended valued function f of
two variables x and y is the limiting subdiﬀerential of x→ f(x, y) for ﬁxed y.
NC(x) and ∂f(x) are widely used constructs from nonsmooth analysis in optimal
control, that generalize classical notions of the set of outward normal vectors to a set
with smooth boundary and of the gradient of a continuously diﬀerentiable function.
They are also referred to as the normal cone and the subdiﬀerential, respectively. For
a review of their properties (and historical comments), see, for example, [7], [9], [10].
2. The ﬁnite parameter set case. Necessary conditions for minimax prob-
lems involving an arbitrary compact metric space parameter set A will be derived by
approximating A by a ﬁnite set AN , by establishing properties of approximate mini-
mizers for problems involving AN , and passage to the limit. Necessary conditions for
problems with ﬁnite parameter sets have an important intermediate role then in the
proof of more general necessary conditions. This is one reason for attending to the
ﬁnite parameter set case at this early stage. But studying this special case also gives
insights into the necessary conditions we should expect to be valid in more general
circumstances.
We shall invoke the following hypotheses on the data for the general minimax
optimal control problem, in which (u¯, {x¯(.;α) | α ∈ A}) is the strong local minimizer
under consideration. For some δ > 0,
(H1) The function f(., x, ., α) is L × Bm measurable for each (x, α) ∈ Rn × A.
(L denotes the Lebesgue subsets of [0, 1] and Bm denotes the Borel subsets
of Rm.) t Ω(t) has a Borel measurable graph.
(H2) There exists a Borel measurable function kf : [0, 1] × Rm such that t →
kf (t, u¯(t)) is integrable and, for each α ∈ A,
|f(t, x, u, α)− f(t, x′, u, α)| ≤ kf (t, u)|x− x′|
for all x, x′ ∈ x¯(t;α) + δB, u ∈ Ω(t), a.e. t ∈ [0, 1].
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(H3) The function g(., α) is Lipschitz continuous on x¯(1;α) + δB for all α ∈ A.
Deﬁne the Hamiltonian
H(t, x, p, u, α) := p · f(t, x, u, α).
Proposition 2.1. Let (u¯, {x¯(.;α) | α ∈ A}) be a strong local minimizer for the
general minimax optimal control problem (P). Assume that A is a ﬁnite set and that,
for some δ > 0, hypotheses (H1)–(H3) are satisﬁed.
Then∫
H(t, x¯(t;α), u¯(t), p(t;α), α) Λ(dα)
= max
u∈Ω(t)
∫
H(t, x¯(t;α), u, p(t;α), α) Λ(dα). a.e. t ∈ [0, 1],
for some Radon probability measure Λ ∈ C∗(A) and some family of arcs {p(.;α) ∈
W 1,1([0, 1];Rn) | α ∈ A} such that, for Λ – a.e. α ∈ A,
−p˙(t;α) ∈ co ∂xH(t, x¯(t;α), u¯(t), p(t;α), α) a.e.,
−p(1;α) ∈
⋃
0≤r≤1
{
rG0(x¯(1;α), α) + (1− r)N(x¯(1;α), α)
}
(2.1)
and
suppΛ ⊂ {α | either G0(x¯(1;α), α) = ∅ or N(x¯(1;α), α) = ∅}.
Here,
G0(x, α) :=
{
∂xg(x, α) if g(x, α) = maxα′∈A g(x, α′)
∅ otherwise
and
N(x, α) := {ξ ∈ NC(α)(x) | |ξ| = 1}.
In condition (2.1), we allow the possibilities that (for some values of α) G0(x, α) =
∅ or N(x, α) = ∅. If G0(x, α) = ∅, then rG0(x, α) is deﬁned only if r = 0; in this case
rG0(x, α) := {0}. If N(x, α) = ∅, then (1− r)N(x, α) is deﬁned only if r = 1; in this
case (1−r)N(x, α) := {0}. Thus (2.1) implies that if Λ({α}) > 0, then the parameter
α is “active” in either the endpoint constraint or in the objective, in the sense that
g(x¯(1, α), α) = max
α′∈A
g(x¯(1, α′), α′) or x¯(1 : α) ∈ bdyC(α) .
(bdyC(α) denotes the “boundary of the set C(α).”)
Proof of Proposition 2.1. List the elements in the ﬁnite set A as
A = {α1, α2, . . . , αN}.
Denote by x¯ = col {x¯(.;α1), x¯(.;α2), . . . , x¯(.;αN )} the collection of state trajectories
corresponding to u¯. Then (u¯, x¯) is a strong local minimizer for the standard optimal
control problem
(P˜)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Minimize g˜(x(1)) over u(.) satisfying
x˙(t) = f˜(t, x(t), u(t)) a.e. t ∈ [0, 1],
x(0) = x˜0,
x(1) ∈ C˜,
u(t) ∈ Ω(t) a.e. t ∈ [0, 1] ,
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in which the N × n dimensional state vector is partitioned as
x = col {x1, x2, . . . , xN},
f˜(t, x, u) = col {f(t, xi, u, αi)}Ni=1,
C˜ = C(α1)× C(α2)× · · · × C(αN ),
x˜0 = col {x0, x0, . . . , x0},
g˜(x) = max
i
g(x(.;αi), αi).
Under the stated hypotheses, we deduce from the nonsmooth maximum principle
(see, for example, [10], Theorem 6.2.1)), with the help of the max rule ([10], Theo-
rem 5.5.2) to evaluate the limiting subdiﬀerential of the cost function g˜, the following
information. There exist numbers λ1, . . . , λN ≥ 0, arcs q(.;αi) ∈ W 1,1, and elements
ξi ∈ NC(αi)(x(1;αi)), i = 1, 2, . . . , N , such that
(i)
N∑
i=1
H(t, x¯(t;αi), u¯(t), q(t;αi), αi) = max
u∈Ω(t)
N∑
i=1
H(t, x¯(t;αi), u, q(t;αi), αi) a.e.
(ii)
N∑
i=1
(λi + |ξi|) = 1
and, for each i,
(iii)−q˙(t;αi) ∈ co ∂xH(t, x¯(t;αi), u¯(t), q(t;αi), αi) a.e.,
(iv)−q(1;αi) ∈ λi∂xg(x¯(t;αi), αi) + ξi,
(v)λi = 0 if g(x¯(1;αi), αi) < max
j
g(x¯(1;αj), αj).
Deﬁne Λ to be the discrete probability measure
Λ =
N∑
i=1
(λi + |ξi|) δαi ,
in which δαi denotes the unit measure concentrated at α = αi. If α ∈ supp {Λ}, in
which case α = αi for some i such that (λi + |ξi|) > 0, deﬁne
p(t;αi) =
1
λi + |ξi| q(t;αi).
If α /∈ supp {Λ}, choose the W 1,1 function p(.;α) arbitrarily.
All the assertions of the proposition can be conﬁrmed for this choice of Λ and
{p(.;α) | α ∈ A}.
Note, in particular, that, if αi ∈ supp {Λ}, then
−p(1;αi) ∈ ri∂xg(x¯(1;αi), αi) + (1− ri){ξ ∈ NC(αi)(x¯(1;αi)) | |ξ| = 1} .
Here, ri, 0 ≤ ri ≤ 1, is the number
ri =
λi
λi + |ξi| .
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We also observe that, for each t ∈ [0, 1] and u ∈ Ω(t),
N∑
i=1
H(t, x¯(t;αi), u, q(t;αi), αi) =
∫
A
H(t, x¯(t;α), u, p(t;α), α) Λ(dα),
i.e., the maximization of the “averaged” Hamiltonian condition is satisﬁed. Finally,
note that for Λ – a.e. α ∈ A,
−p˙(t;α) ∈ co ∂xH(t, x¯(t;α), u¯(t), p(t;α), α),
by positive homogeneity.
3. A maximum principle for the general minimax optimal control prob-
lem. This section provides necessary conditions of optimality for the general minimax
optimal control problem (P) of section 1, when the parameter set A is an arbitrary
compact metric space.
Take (u¯, {x¯(.;α) |α ∈ A}) to be the local minimizer for problem (P) of interest.
For α ∈ A, deﬁne the set
Q0(α) :=
{
p(.;α) ∈W 1,1 | − p˙(t;α) ∈ co ∂xH(t, x¯(t;α), u¯(t), p(t;α), α) a.e.
and − p(1;α) ∈ ∪r∈[0,1] (rG0(x¯(1;α), α) + (1− r)N(x¯(1;α), α)),
in which, for  ∈ [0, 1],
G(x, α) :=
{
∂xg(x, α) if g(x, α) ≥ maxα′∈A g(x, α′) − 
∅ otherwise(3.1)
and
N(x, α) :=
{
ξ ∈ NC(α)(x) | |ξ| = 1
}
.(3.2)
(Only G=0(x, 0) is involved in the deﬁnition of Q0(α). G(x, α), with  > 0, is
required for later analysis.)
The assertions of Proposition 2.1 can be expressed in terms of the set Q0(α) as
follows. If (u¯, {x¯(.;α) | α ∈ A}) is a strong local minimizer and A is a ﬁnite set, then∫
A
H(t, x¯(t;α), u¯(t), p(t;α), α) Λ(dα) =
max
u∈Ω(t)
∫
A
H(t, x¯(t;α), u, p(t;α), α) Λ(dα) a.e. t ∈ [0, 1]
for some Radon probability measure Λ ∈ C∗(A) and family of arcs {p(.;α) | α ∈ A}
such that
p(.;α) ∈ Q0(α) for Λ− a.e. α ∈ A.
(Note that Q0(α) may be empty unless α is “active” in the sense of our earlier re-
marks.) Unfortunately, the above optimality condition no longer remains valid in
general, when we allow A to be an arbitrary compact metric space. Conﬁrmation is
provided by the counter examples of section 5. Indeed, standard variational techniques
break down when A is an inﬁnite set, because the multifunction
Q0(.) : A → {subsets of W 1,1}
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may lack the requisite convexity and closure properties for limit taking. To derive
necessary conditions in this more general context, we need to replace Q0(α) with a
larger set, better matched to the limit taking operations involved.
Let (u¯, {x¯(.;α) | α ∈ A}) be the process of interest. We embed Q0(.) in a family
of multifunctions {Q(.)| ≥ 0} deﬁned as follows. For any  ≥ 0 and α ∈ A we deﬁne
Q(α) :=
{
p(.;α) ∈W 1,1 | conditions (a) and (b) below are satisﬁed}
in which
(a)
−p˙(t;α) ∈
⋃
x∈x¯(t;α)+B
co ∂xH(t, x, u¯(t), p(t;α), α) a.e.
(b)
−p(1;α) ∈
⋃
x∈x¯(1;α)+B
⋃
r∈[0,1]
(rG(x, α) + (1− r)N(x, α))
The sets G(x, α) and N(x, α) appearing in these conditions were deﬁned in (3.1)
and (3.2).
The deﬁning properties of the “costate” arcs p(.;α) will now include the condition
p(.;α) ∈ Q0(α),
where
Q0(α) :=
⋂
>0
co
( ⋃
α′∈BA(α,)
Q(α
′)
)
.(3.3)
Here co denotes “convex closure” with respect to the strong W 1,1 topology. Note that
the right side is a subset of W 1,1([0, 1];Rn). This relationship involves a multifunction
that is obtained from the multifunction α  Q0(α) by enlarging its graph. The
enlargement is carried out in such a manner that the new multifunction has closed
graph and convex values.
In certain cases, notably when the data is smooth and the right endpoint con-
straints are absent,
Q0(α) = Q0(α).
But in many cases of interest, Q0(α) is a strict subset of its “closed, convexiﬁed”
counterpart. We discuss these points in section 5.
We now come to the main result of this paper, namely a maximum principle for
the general minimax optimal control problem. Here, as usual, the Hamiltonian is
H(t, x, p, u, α) := p · f(t, x, u, α).
The following hypotheses will be invoked, in which (u¯, {x¯(.;α) | α ∈ A}) is the
strong local minimizer for (P) of interest. For some δ > 0,
(S1) The function f(., x, ., .) is L×Bm×BA measurable for each x ∈ Rn. (BA de-
notes the Borel subsets of A.) t Ω(t) has a Borel measurable graph.
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(S2) There exists kf ∈ L1 and cf > 0 such that
|f(t, x, u, α)− f(t, x′, u, α)| ≤ kf (t)|x− x′| and |f(t, x, u, α)| ≤ cf
for all x, x′ ∈ x¯(t;α) + δB, u ∈ Ω(t) and α ∈ A, a.e. t ∈ [0, 1].
(S3) g is continuous and there exists kg > 0 such that
|g(x, α)− g(x′, α)| ≤ kg|x− x′|
for all x, x′ ∈ x¯(1;α) + δB and α ∈ A.
(S4) There exists θ : [0,+∞) → [0,+∞) such that lims↓0 θ(s) = 0 and, for all
α, α′ ∈ A,∫ 1
0
sup
x∈x¯(t)+δB, u∈Ω(t)
|f(t, x, u, α)− f(t, x, u, α′)| dt ≤ θ(ρA(α, α′)).
(S5) α→ dC(α)(x) is continuous on A for each x ∈ Rn.
In the following theorem, A is an arbitrary compact metric space.
Theorem 3.1. Let (u¯, {x¯(.;α) | α ∈ A}) be a strong local minimizer for (P).
Assume that, for some δ > 0, Hypotheses (S1)–(S5) are satisﬁed.
Then∫
H(t, x¯(t;α), u¯(t), p(t;α), α) Λ(dα)
= max
u∈Ω(t)
∫
H(t, x¯(t;α), u, p(t;α), α) Λ(dα) a.e. t ∈ [0, 1],(3.4)
for some Radon probability measure Λ ∈ C∗(A) and family of arcs {p(.;α) ∈W 1,1 | α ∈
A} such that, for Λ – a.e. α ∈ A,
p(.;α) ∈ Q0(α).(3.5)
(Recall the deﬁnition of Q0(α) in (3.3).)
Note that the right side of (3.5) may be empty for certain values of α. The set is
nonempty, however, on a set of full Λ measure.
Implicit in the optimality conditions is the assertion that the integrals in the
maximization of the Hamiltonian condition (3.4) are well-deﬁned, i.e., the function
α→ H(t, x¯(t;α), u, p(t;α), α) is Λ-integrable for each u ∈ Ω(t), a.e. t ∈ [0, 1].
We might expect that necessary conditions of optimality are valid for a hybrid
form of the minimax optimal control problem, in which the parameter set A separates
into the union of a “discrete” and a “continuous” set, and which specializes to a
version of Proposition 2.1 (valid under the stronger hypotheses of Theorem 3.1) and
Theorem 3.1 in the extreme cases “A is purely discrete” and “A is purely continuous.”
The following theorem supplies such conditions. We explore some consequences in
section 5.
Theorem 3.2. Let (u¯, {x¯(.;α) | α ∈ A}) be a strong local minimizer for the
general minimax optimal control problem (P). Assume that Hypotheses (S1)–(S5) are
satisﬁed. Assume, furthermore, we can partition the compact metric space A into
disjoint sets
A = A(1) ∪ A(2),
in which A(1) is a compact metric space and A(2) is a ﬁnite set.
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Then∫
H(t, x¯(t;α), u¯(t), p(t;α), α) Λ(dα)
= max
u∈Ω(t)
∫
H(t, x¯(t;α), u, p(t;α), α) Λ(dα) a.e. t ∈ [0, 1]
for some Radon probability measure Λ ∈ C∗(A) and family of arcs {p(.;α) ∈W 1,1 | α ∈
A} such that
p(.;α) ∈ Q0(α) for Λ− a.e. α ∈ A(1)
and
p(.;α) ∈ Q0(α) for Λ− a.e. α ∈ A(2).
We conclude this section by stating a version of the foregoing theorems cover-
ing problems in which the endpoint constraints take the form of a ﬁnite collection
of functional inequality constraints, namely problems for which each C(α) has the
representation
C(α) = {x ∈ Rn | ψ(x, α) ≤ 0},(3.6)
for some function ψ : Rn×A → Rr. The inequalities are interpreted in a “component-
wise” sense. It will be assumed that, for some δ > 0, ψ satisﬁes the following hypoth-
esis:
(H) ψ is continuous and there exist kψ such that
|ψ(x, α)− ψ(x′, α)| ≤ kψ|x− x′| for all x, x′ ∈ x¯(1;α) + δB, α ∈ A.
Minor modiﬁcations to the proof of Theorems 3.1 and 3.2 yield the following
optimality condition for problems involving endpoint functional inequality constraints:
Theorem 3.3. Let (u¯, {x¯(.;α) | α ∈ A}) be a strong local minimizer for (P).
Assume that the endpoint constraint sets {C(α) | α ∈ A} take the form of a collection
of functional inequality constraints (3.6) which satisfy Hypothesis (H). Then∫
H(t, x¯(t;α), u¯(t), p(t;α), α) Λ(dα)
= max
u∈Ω(t)
∫
H(t, x¯(t;α), u, p(t;α), α) Λ(dα) a.e. t ∈ [0, 1],
for some Radon probability measure Λ ∈ C∗(A) and family of arcs {p(.;α) ∈W 1,1 | α ∈
A} such that,
(a) if A is a ﬁnite set and Hypotheses (H1)–(H3) are satisﬁed, then
p(.;α) ∈ Qψ0 (α) for Λ− a.e. α ∈ A.
(b) if A is a compact metric space and Hypotheses (S1)–(S4) are satisﬁed, then
p(.;α) ∈
⋂
>0
co
( ⋃
α′∈BA(α,)
Qψ (α
′)
)
for Λ− a.e. α ∈ A.
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(c) if Hypotheses (S1)–(S4) are satisﬁed and we can partition A ⊂ Rk into dis-
joint sets A = A(1) ∪A(2), in which A(1) is a compact metric space and A(2)
is a ﬁnite set, then
p(.;α) ∈
⋂
>0
co
( ⋃
α′∈BA(α,)
Qψ (α
′)
)
for Λ− a.e. α ∈ A(1)(3.7)
and
p(.;α) ∈ Qψ0 (α) for Λ− a.e. α ∈ A(2).
In the above optimality conditions the set Qψ (α),  ≥ 0, shares the deﬁning
relationships of Q(α) (see (3.3)) in all respects except that the set N(x, α) in condi-
tion (b), namely
N(x, α) = {ξ ∈ NC(α)(x) | |ξ| = 1},
is replaced by the set
Nψ(x, α) :=
{∑
j
λj∇xψj(x, α) | (λ1, . . . , λr) ∈ S(r) such that λi = 0 if ψi(x, α) < 0
}
.
in which
S(r) :=
{
λ ∈ Rr | λi ≥ 0, i = 0, . . . , r and
r∑
i=0
λi = 1
}
.
It is a straightforward matter to derive variants on Theorem 3.3. We could, for
example, assume that the endpoint constraint sets C(α) take the form {x |ψ(x, α) ≤
0} for α ∈ A(2) and are arbitrary closed sets for α ∈ A(1). In this case the necessary
conditions will incorporate transversality conditions from both Theorems 3.2 and 3.3.
4. Discussion. Theorem 3.1 captures only a coarse version of Proposition 2.1
when specialized to the ﬁnite set case. This is because Proposition 2.1 asserts the
existence of costate arcs in the sets Q0(α), α ∈ A, with respect to which an “av-
eraged” maximum principle is valid. On the other hand, Theorem 3.1 asserts the
existence of costates with this property, chosen from the larger sets Q0(α), obtained
by convexifying the values of α→ Q0(α) and closing its graph, in some sense. Mini-
max maximum principles involving Q0(α) provide signiﬁcantly less information about
minimizers than those involving Q0(α). For further elucidation of this point, consider
the case of (P) when the endpoint constraint sets are
C(α) = {x | ψ(x, α) = 0} for all α ∈ A.
Here ψ : Rn × A → R is a given function. Assume that, for some ﬁxed α¯, g(., α¯),
ψ(., α¯) and f(t, ., u, α¯) are smooth functions and that (u¯, {x¯(.;α) | α ∈ A}) is a feasible
process for which
(A): gx(x¯(1; α¯), α¯) and ψx(x¯(1; α¯), α¯) are linearly independent.
Let n be the vector of unit length
n =
ψx(x¯(1; α¯), α¯)
|ψx(x¯(1; α¯), α¯)| .
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Then we easily calculate that
Q0(α¯) =
{
p(.; α¯) ∈W 1,1 | − p˙(t; α¯) = Hx and − p(1; α¯) ∈ co{gx,+n} ∪ co{gx,−n}
}
while Q0(α¯) contains the subset{
p(.; α¯) ∈W 1,1 | − p˙(.; α¯) = Hx and − p(.; α¯) ∈ co{gx,+n,−n}
}
.(4.1)
Here gx is evaluated at x¯(1; α¯).
Notice that the element p(.; α¯) ≡ 0 lies in the set (4.1), since −p˙(t; α¯) = Hx is a
linear diﬀerential equation and 0 ∈ co{gx,+n,−n}. This means that the optimality
conditions of Theorem 3.1 are satisﬁed by any feasible process (u¯, {x¯(.;α) |α ∈ A})
with the trivial choice of multipliers
Λ = δ{α¯} and p(.;α) ≡ 0 for all α ∈ A.
Theorem 3.1 therefore conveys no useful information about minimizers in this case.
By contrast, we have
(p(.; α¯) ≡ 0) /∈ Q0(α¯)
since, under the hypothesis (A), 0 /∈ co{gx,+n} ∪ co{gx,−n}; thus the optimality
conditions of Theorem 3.1 are not, in this case, automatically satisﬁed by any feasible
process (u, {x(.;α) | α ∈ A}).
On the other hand, consider a modiﬁcation of the above special case, in which
the former equality endpoint constraints are replaced by inequality constraints
C(α) = {x | ψ(x, α) ≤ 0}
and assume that
ψ(x¯(1; α¯), α¯) = 0.
Then, under unrestrictive hypotheses,
Q0(α¯) = Q0(α¯)
=
{
p(.; α¯) ∈W 1,1 | − p˙(.; α¯) = Hx and − p(1; α¯) ∈ co{∇g, n}
}
.
Here, there is no loss of information in passing from Q0(α¯) to Q0(α).
These observations highlight the fact that the maximum principle for minimax
optimal control problems with parameter set a general compact metric space, The-
orem 3.1, will ﬁnd primary application in situations where the endpoint constraints
(if they are present) take the form of functional inequality constraints and their gen-
eralizations. Theorem 3.1 is not well-suited to problems with endpoint equality con-
straints.1 It is therefore of interest to know whether Theorem 3.1 can be reﬁned,
1Of course it can be argued that minimax problems of this nature are, broadly speaking, artiﬁcial:
often such problems will have no minimizers because of the absence of feasible processes, i.e., control
functions whose corresponding state trajectories satisfy the equality endpoint constraints for all
values of the parameter α. Nontrivial maximum principles covering those few cases of interest
involving equality endpoint constraints (e.g., cases where the equality constraints involve only those
aspects of the dynamics which do not depend on α) can be developed along the lines of Theorem 3.2.
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to provide necessary conditions for problems with parameter set a general compact
metric space, in which Q0(α) replaces Q0(α).
We now study two examples, the purpose of which is to demonstrate that this is
not possible, in the absence of additional hypotheses.
Example 4.1. Consider the problem⎧⎪⎪⎨⎪⎪⎩
Minimize supα∈[−1,+1]−|x(1)− α| over u(.) such that
x˙(t) = u(t) a.e. t ∈ [0, 1],
x(0) = 0,
u(t) ∈ [−1,+1] a.e. t ∈ [0, 1] .
This is an example of the general minimax problem in which the parameter set
is the interval A = [−1, 1]. The cost function depends on α, but the dynamics do
not. We denote processes (u, x), since all state trajectories corresponding to a given
control function u coincide. Clearly, (u¯ ≡ 0, x¯ ≡ 0) is a minimizer.
Suppose that the assertions of Proposition 2.1 were valid here. Then there would
exist a probability measure Λ with support in{
α | − |x¯(1)− α| = maxα′∈[−1,+1] (−|x¯(1)− α′|)
}
= {0},(4.2)
and a family of costate arcs {p(.;α) |α ∈ A} such that p(.;α) ∈ Q0(α) for Λ – a.e.
α ∈ A and (3.3) is satisﬁed. But (4.2) implies that
Λ = δ{0}.
Thus, supp {Λ} = {0} and the only relevant value of α is α = 0. We calculate
Q0(α = 0) =
{
p ∈W 1,1 | − p˙ = 0, − p(1) ∈ {−1} ∪ {+1}
}
= {p ≡ −1} ∪ {p ≡ +1}.
We have then, for each t ∈ [0, 1],∫
A
H(t, x¯(t), u, p(t;α), α) Λ(dα) =
{
+u if p(.;α = 0) ≡ +1
−u if p(.;α = 0) ≡ −1,
for any u ∈ [−1,+1] and any family of costate arcs {p(.;α) | α ∈ A} such that
p(.;α) ∈ Q0(α) for Λ – a.e. α ∈ A.
We see that u → ∫AH(t, x¯(t), u, p(t), α) Λ(dα) cannot be maximized at u = u¯(t)
for a.e. t ∈ [0, 1]. This shows that the assertions of Theorem 3.1 may fail to be true,
if A is allowed to be an inﬁnite set. On the other hand,
{p(.;α = 0) ≡ 0} ∈ Q0(α = 0)
and so the maximization of the Hamiltonian condition is satisﬁed with Λ taken to
be the unit measure concentrated at α = 0 and with {p(.;α)|α ∈ A} an arbitrary
collection of W 1,1 functions such that p(.;α = 0) ≡ 0.
Example 4.1 involves nonsmooth data. The following more elaborate example
illustrates that we cannot replace p(α) ∈ Q0(α) by p(α) ∈ Q0(α), even for problems
with smooth data.
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Example 4.2. Consider the following example of the minimax optimal control
problem, in which the state x = (x1, x2) is a 2-vector and the control u is scalar:
(P)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Minimize maxα∈A g(x(1;α), α)
over (u, {x(.;α) | α ∈ A}) satisfying
x˙(t;α) = f(t, x(t;α), u(t), α) a.e.,
u(t) ∈ Ω a.e.,
x(0;α) = x0 and x(1;α) ∈ C(α).
Here, x0 = col (0; 0), Ω = [−1,+1],
A =
[
1
3
,
2
3
]
∪ {1},
and, for each α ∈ [ 13 , 23 ] ∪ {1}, f = col(f1, f2) is the function
f1(t, x, u, α) =
{
u if 0 ≤ t ≤ α
0 if α < t ≤ 1
f2(t, x, u, α) =
{−u2 if 13 ≤ t ≤ 23
0 otherwise,
g(x, α) =
{
x2 if α = 1
−1 if α ∈ [ 13 , 23 ]
and
C(α) =
{ {0} ×R if α ∈ [ 13 , 23 ]
R×R if α = 1.
Noting the interpretation of this example provided below, we easily check that (u¯ ≡ 0,
{x¯(.;α) ≡ (0, 0) |α ∈ A}) is a minimizer. Suppose that∫
A
H(t, x¯(t;α), u¯(t), p(t;α), α) Λ(dα)
= max
u
∫
A
H(t, x¯(t;α), u, p(t;α), α) Λ(dα) a.e. t ∈ [0, 1]
is satisﬁed for some probability measure Λ and family of arcs {p(. : α)} such that
p(.;α) ∈ Q0(α) Λ− a.e. α ∈ A.
Partition the adjoint arcs p(.;α) = (p1(.;α), p2(.;α)). Then for Λ – a.e. α ∈ [ 13 , 23 ]
−p˙1(.;α) ≡ 0, −p˙2(.;α) ≡ 0
−p1(1;α) = m(α), −p2(1;α) = 0
in which m(α) is a Borel measurable function such that
m(α) = −1 or + 1 for all α ∈
[
1
3
,
2
3
]
.
Also
−p˙1(. : α = 1) ≡ 0, −p1(1;α = 1) = 0
−p˙2(. : α = 1) ≡ 0, −p2(1;α = 1) = +1.
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Writing a ∨ b := max{a, b}, we deduce from the maximization of the Hamiltonian
condition that
u→
∫
[ 13∨t, 23 ]
m(α) Λ(dα)u+ u2χ[ 13 ,
2
3 ]
(t)Λ({1})
is maximized over [−1,+1] at u = 0 a.e. t ∈ [0, 1]. Here χD denotes the indicator
function of the set D. It follows that, for a.e. t ∈ [0, 1],∫
[ 13∨t, 23 ]
m(α) Λ(dα) = 0(4.3)
and Λ({1}) = 0. But (4.3) implies∫
[ 13 ,
2
3 ]
m(α) Λ(dα) = 0
and ∫
[t, 23 ]
m(α) Λ(dα) = 0
for all t ∈ F , where F is some countable dense subset of [ 13 , 23 ]. But since sets of the
form [ 13 ,
2
3 ] and [t,
2
3 ] (for t ∈ F ) generate the Borel subsets of [ 13 , 23 ], we see that∫
B
m(α) Λ(dα) = 0(4.4)
for all Borel sets B ∈ A. Let A± = {α | m(α) = ±1}. Since A− ∪ A+ = A and
||Λ||T.V. = 1, either Λ(A+) > 0 or Λ(A−) > 0. Without loss of generality assume
the former. Then ∫
B
m(α) Λ(dα) =
∫
B
Λ(dα) = Λ(A+) > 0,
when we select B = A+. This contradicts (4.4). It follows that a version of the
minimax maximum principle is not valid for this problem, in which
p(.;α) ∈ Q0(α) for Λ− a.e. α ∈ A.
The preceding example originates in an optimal control problem with pathwise
equality constraints
(P˜)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Minimize − ∫ 231
3
|u(t)|2 dt
s.t. x˙(t) = u(t), a.e. t ∈ [0, 1],
x(0) = 0,
x(t) = 0 for 13 ≤ t ≤ 23 ,
u(t) ∈ R, a.e. t ∈ [0, 1].
which has been reformulated as an example of the general minimax optimal control
problem (P). The fact that we cannot derive a maximum principle involving the set
Q0(α) in the above example reﬂects the fact that measure multipliers can be used
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in necessary conditions for problems with pathwise equality constraints only in very
special circumstances.
Notice that the assertions of Theorem 3.1 are consistent with Example 4.2. In
this example
Q0(α) =
{
(p1(.;α) ≡ 0, p2(.;α)) | p2(.;α) ≡ m(α)
}
,
for Λ – a.e. α ∈ [ 13 , 23 ], where m(.) is some Borel measurable function such that
m(α) ∈ {−1} ∪ {+1} Λ − a.e.
These sets are too small for the maximization condition on the “averaged” Hamilto-
nian to hold (for any choice of m(.)). On the other hand, for Λ – a.e. α ∈ [ 13 , 23 ],
Q0(α) =
{
(p1(.;α) ≡ 0, p2(.;α)) | p2(.;α) ≡ m˜(α)
}
in which m˜(.) is some Borel measurable function such that
m˜(α) ∈ [−1,+1] Λ− a.e.
The maximization condition does hold (in a trivial sense), with respect to
(p1(.;α), p2(.;α))s chosen from this larger set; we can take (p1(.;α), p2(.;α)) ≡ (0, 0)
Λ – a.e.
5. Special cases. In this section, we examine implications of the minimax max-
imum principle for a number of special cases of interest. Utmost generality is not
a goal here; indeed, we often focus on smooth versions of the optimality conditions,
when the nonsmooth version could easily be derived, better to reveal their essential
character. Throughout, A is an arbitrary compact metric space.
Consider ﬁrst the minimax optimal control problem with no right endpoint con-
straints,
(P1)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Minimize maxα∈A g(x(.;α), α)
over measurable functions u : [0, 1]→ Rm such that
u(t) ∈ Ω(t), a.e. t ∈ [0, 1]
and arcs {x(.;α) : [0, 1]→ Rn | α ∈ A} such that, for each α ∈ A,
x˙(t;α) = f(t, x(t;α), u(t), α) a.e. t ∈ [0, 1],
x(0;α) = x0.
The data for (P1) comprises a compact metric space A, functions g : Rn × A → R,
f : [0, 1]×Rn×Rm×A → Rn, a vector x0 ∈ Rn, and a time dependent set Ω(t) ⊂ Rm,
0 ≤ t ≤ 1.
General necessary conditions for (P1) follow directly from Theorem 3.1. We state
the conditions merely in the special case when the data are smooth.
Proposition 5.1. Let (u¯, {x¯(.;α) | α ∈ A}) be a strong local minimizer for (P1).
Assume that, for some δ > 0, the Hypotheses (S1), (S2), and (S4) of section 3 are
satisﬁed. Assume, furthermore, that
(a) g is continuous, g(., α) is diﬀerentiable for each α ∈ A and gx is continuous.
(b) f(t, ., u, α) is continuously diﬀerentiable on a neighborhood of x¯(t;α) for all
u ∈ Ω(t) and α ∈ A, a.e. t ∈ [0, 1], and α → fx(t, x, u, α) is uniformly
continuous with respect to (t, x, u) ∈ {(t′, x′, u′) ∈ [0, 1] × Rn × Rm | u′ ∈
Ω(t′)}.
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Then ∫
H(t, x¯(t;α), u¯(t), p(t;α), α) Λ(dα)
= max
u∈Ω(t)
∫
H(t, x¯(t;α), u, p(t;α), α) Λ(dα) a.e.
for some Radon probability measure Λ ∈ C∗(A) and some family of arcs {p(.;α) ∈
W 1,1([0, 1];Rn) | α ∈ A} such that
supp {Λ} ⊂ {α ∈ A | g(x¯(1;α), α) = max
α′∈A
g(x¯(1;α′), α′)
}
and, for Λ – a.e. α ∈ A,
(i) −p˙(t;α) = fTx (t, x¯(t;α), u¯(t), α) p(t;α) a.e.
(ii) −p(1;α) = gx(x¯(1;α), α).
Proof. Everything follows from Thm. 3.1, when we note that, if a function φ :
Rn → R is continuously diﬀerentiable on a neighborhood of a point x¯, then ∂φ(x¯) =
{φx(x¯)} and, under the stated hypotheses,
Q0(α) =
⎧⎨⎩
{
p′ ∈W 1,1 | − p˙′ = fTx p′, −p′(1) = gx(x¯(1;α), α)
}
if g(x¯(1;α)) = maxα′∈A g(x¯(1;α′), α′)
∅ otherwise.
Consider next the optimal control problem with robust feasibility constraints:
(P2)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Minimize g(x(1;α∗))
over measurable functions u : [0, 1]→ Rm such that
u(t) ∈ Ω(t), a.e. t ∈ [0, 1]
and arcs {x(.;α) : [0, 1]→ Rn | α ∈ A} such that, for each α ∈ A,
x˙(t;α) = f(t, x(t;α), u(t), α) a.e. t ∈ [0, 1],
x(0;α) = x0 and ψ(x(1;α)) ≤ 0.
The data for (P2) comprises a set A ⊂ Rk, a point α∗ ∈ A, functions g : Rn → R
and f : [0, 1]× Rn × Rm ×A → Rn and ψ : Rn → Rr′ , a vector x0 ∈ Rn and a time
dependent set Ω(t) ⊂ Rm, 0 ≤ t ≤ 1. The endpoint functional inequality terminal
constraint is interpreted in the usual “componentwise” manner.
This is a formulation of optimal control problems involving an unknown parameter
α, in which α is expected to take its nominal value α∗. Here, it is appropriate to choose
a control to minimize the cost based on the system response for α = α∗. But our
choice of control is restricted by the requirement that, even if α deviates from α∗,
constraints on state variables must not be violated. Here, we regard values of α
diﬀerent from α∗ as due to system degradation or failure, and “ψ(x(1;α)) ≤ 0 for all
α ∈ A” is the requirement that operational constraints (on displacements, velocities,
pressures, etc.) are satisﬁed, even in the event of breakdown.
For simplicity, we assume that the data are smooth and that there is a single
endpoint constraint (r′ = 1).
Proposition 5.2. Let (u¯, {x¯(.;α) | α ∈ A}) be a strong local minimizer for (P2).
Assume that, for some δ > 0, Hypotheses (S1), (S2), and (S4) are satisﬁed. Assume,
furthermore, that r′ = 1 and
(a) g and ψ are continuously diﬀerentiable on x¯(1;α∗) + δB.
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(b) f(t, ., u, α) is continuously diﬀerentiable on a neighborhood of x¯(t;α) for all
u ∈ Ω(t) and α ∈ A, a.e. t ∈ [0, 1], and α → fx(t, x, u, α) is uniformly
continuous with respect to (t, x, u) ∈ {(t′, x′, u′) ∈ [0, 1] × Rn × Rm | u′ ∈
Ω(t′)}.
Then ∫
H(t, x¯(t;α), u¯(t), p(t;α), α) Λ(dα) =
max
u∈Ω(t)
∫
H(t, x¯(t;α), u, p(t;α), α) Λ(dα) a.e. t ∈ [0, 1]
for some family of arcs {p(.;α) ∈ W 1,1([0, 1];Rn)}, a number r ∈ [0, 1] and a Radon
probability measure Λ ∈ C∗(A) such that
supp {Λ} ⊂ ({α∗} ∪ {α ∈ A | ψ(x¯(1;α)) = 0}),
and, for Λ – a.e. α ∈ A,
(i) −p˙(t;α) = fTx (t, x¯(t;α), u¯(t), α) p(.;α) a.e. t ∈ [0, 1],
(ii) −p(1;α) =
{
ψx(x¯(1;α)) if α = α∗
rgx(x¯(1;α)) + (1− r)ψx(x¯(1;α)) if α = α∗.
Proof. It might appear that the simplest way to prove Proposition 6.2 would be to
reformulate (P2) as a special case of the general minimax optimal control problem (P),
in such a manner that (u¯, {x¯(.;α) | α ∈ A}) remains a minimizer, by setting
g(x, α) :=
{
g(x) if α = α∗
−K if α = α∗
and
C(α) := {x | ψ(x) ≤ 0} for all α.
Here, K is a positive number such that, for some δ′ > 0,
inf
{
g(x) | x ∈ x¯(1;α) + δ′B, α ∈ A} > −K.
This is not helpful, however, since α→ g(x, α) violates the continuity hypothesis (S3)
for application of Theorem 3.1. Instead, we take a point b /∈ A and associate with (P2)
a general minimax problem with extended parameter set A˜ := A∪{b}, in which g(x, α)
is the function
g(x, α) :=
{
g(x) if α = b
−K if α ∈ A
and in which f is the extension of the function f of (P2), to allow for α’s in A∪ {b},
f(t, x, u, α = b) := f(t, x, u, α∗).
The hypotheses are satisﬁed for the application of Theorem 3.2, with reference to the
process (u¯, {x¯(.;α) | α ∈ A}), when we partition the extended parameter set as
A˜ = (A1 := A) ∪ (A2 := {b}).
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Straightforward calculations yield the following information: for α ∈ A
Q0(α) =
⎧⎨⎩
{q(.) | − q˙(t) = fTx (t, x¯(t;α), u¯(t), α)q(t),
− q(1) = ψx(x¯(1;α))} if ψ(x¯(1;α)) = 0
∅ if ψ(x¯(1;α)) < 0
and
Q0(α = b) = {q(.) | − q˙(t) = fTx (t, x¯(t;α∗), u¯(t), α∗)q(t), − q(1) = gx(x¯(1;α∗))} .
We deduce the existence of a Radon probability measure μ ⊂ C∗(A ∪ {b}) and arcs
{q(.;α) | α ∈ A} ∪ {q(.; b)} such that, for μ – a.e. α ∈ A,
−q˙(t;α) = fTx (t, x¯(t;α), u¯(t), α)q(t;α), −q(1;α) = ψx(x¯(1;α)),
if α ∈ A and
−q˙(t; b) = fTx (t, x¯(t;α∗), u¯(t), α∗)q(t; b), −q(1; b) = gx(x¯(1;α∗)).
Furthermore, u → H(t, u) is maximized over u ∈ Ω(t) at u = u¯(t) for a.e. t ∈ [0, 1],
where
H(t, u) =
∫
A∪{b}
q(t;α) · f(t, x¯(t;α), u, α) μ(dα)
and
supp {μ} ⊂ {α ∈ A |ψ(x¯(1;α)) = 0} ∪ {b}.
Now choose
r =
{
μ({b})
μ({b})+μ({α∗}) if μ(b) > 0
0 otherwise,
p(.;α) :=
{
q(.;α) for α = α∗
rq(.; b) + (1− r)q(.;α∗) for α = α∗.
Choose also the Radon measure Λ ∈ C∗(A),
Λ(E) :=
{
μ({b}) + μ(E) if α∗ ∈ E
μ(E) if α∗ /∈ E
for any Borel subset E of A. Notice that ||Λ||T.V. = ||μ||T.V. = 1, so Λ is a
probability measure. Clearly
supp {Λ} ⊂ {α∗} ∪ {α ∈ A |ψ(x¯(1;α)) = 0} .
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We have
H(t, u) =
(∫
{b}
+
∫
{α∗}
+
∫
A\{α∗}
)
q(t;α) · f(t, x¯(t;α), u, α) μ(dα)
=
(
μ({b})q(t; b) + μ({α∗})q(t;α)) · f(t, x¯(t;α∗), u, α∗)
+
∫
A\{α∗}
q(t;α) · f(t, x¯(t;α), u, α) μ(dα)
=
(
μ({b}) + μ({α∗}))(rq(t; b) + (1− r)q(t;α∗)) · f(t, x¯(t;α∗), u, α∗)
+
∫
A\{α∗}
q(t;α) · f(t, x(t;α), u, α) μ(dα)
= Λ({α∗})p(t;α∗) ·f(t, x¯(t;α∗), u, α∗)+
∫
A\{α∗}
p(t;α) · f(t, x¯(t;α), u, α) Λ(dα)
=
∫
p(t;α) · f(t, x¯(t;α), u, α) Λ(dα).
It follows that
−p˙(t;α) = fTx p(t;α)
−p(1;α) = ψx(x¯(1;α))
for α = α∗. Also, by homogeneity,
−p˙(t;α) = fTx p(t;α)
−p(1;α) = rgx(x¯(1;α)) + (1− r)ψx(x¯(1;α))
for α = α∗. The proof is complete.
Consider ﬁnally the state constrained optimal control problem,
(P3)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Minimize g(x(1)) over measurable functions u : [0, 1]→ Rn such that
x˙(t) = f(t, x(t), u(t)) a.e. t ∈ [0, 1],
x(0) = x0 and x(1) ∈ C,
u(t) ∈ Ω(t) a.e. t ∈ [0, 1],
h(t, x(t)) ≤ 0 t ∈ [0, 1].
This is a “parameter-free” version of (P) (the function f no longer depends on α), to
which has been appended an endpoint constraint and a pathwise state constraint
h(t, x(t)) ≤ 0 for all t ∈ [0, 1].
Here, C ⊂ Rn is a given set and h : [0, 1]×Rn → R is a given function. This standard
optimal control problem with state constraints would appear to have little relevance
to minimax optimal control. The connection is this; (P3) can be interpreted as a
minimax type optimal control problem to which the analytical tools of this paper are
applicable. This is demonstrated below.
Thus, studying the state constrained optimal control problem in the present con-
text establishes links between minimax optimal control and other well-established
areas of optimal control. It also makes clear that the task of deriving necessary con-
ditions of optimality for minimax problems is a challenging one, since it is at least as
diﬃcult as deriving necessary conditions for state constrained optimal control prob-
lems.
Proposition 5.3. Let (u¯, x¯) be a strong local minimizer for (P3). Assume that
for some δ > 0, the following hypotheses are satisﬁed.
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(a) f(., x, .) is L×B measurable for each x ∈ Rn. t Ω(t) has Borel measurable
graph.
(b) There exist kf (t) ∈ L1 and cf > 0 such that
|f(t, x, u)− f(t, x′, u)| ≤ kf (t)|x− x′| and |f(t, x, u)| ≤ cf
for all x, x′ ∈ x¯(t)+δB and u ∈ U(t), a.e. t ∈ [0, 1]. Furthermore, f(t, ., u) is
continuously diﬀerentiable on a neighborhood of x¯(t) for all u ∈ Ω(t) a.e. t ∈
[0, 1].
(c) g is continuously diﬀerentiable on x¯(1) + δB.
(d) h is continuously diﬀerentiable.
Then there exists an arc p ∈ W 1,1([0, 1];Rn), λ ≥ 0, and a Radon measure μ ∈
C∗([0, 1]) such that
(i) λ+ ‖μ‖T.V. + |p(1)| = 0
(ii) −p˙ = fTx (t, x¯(t), u¯(t)) . . .
(
p(t) +
∫
[0,t)
hx(s, x¯(s))μ(ds)
)
a.e.,
(iii) −(p(1) + ∫
[0,1]
hx(s, x¯(s))μ(ds)) ∈ λgx(x¯(1)) +NC(x¯(1))
(iv) supp {μ} ⊂ {t | h(t, x¯(t)) = 0}
and
u→
(
p(t) +
∫
[0,t)
hx(s, x¯(s)) μ(ds)
)
· f(t, x¯(t), u)
is maximized over u ∈ Ω(t) at u = u¯(t), a.e. t ∈ [0, 1].
We see that the minimax maximum principle can be used to obtain the maxi-
mum principle for state constrained problems with a general right endpoint constraint
(cf. [10]).
Proof. We reformulate (P3) as a general minimax problem with parameter set
A = [0, 1] ∪ {2}. For all α ∈ [0, 1] set
f(t, x, u, α) :=
{
f(t, x, u) for 0 ≤ t ≤ α,
0 for t > α
g(x, α) := −K,
C(α) = {x | h(α, x) ≤ 0}.
Here, −K is a number strictly less than g(x¯(1)). Also set
f(t, x, u, α = 2) := f(t, x, u)
g(x, α = 2) := g(x),
C(α = 2) = C.
Clearly (u¯, {x¯(.;α) | α ∈ A}) is a strong local minimizer for the general minimax
optimal control problem, with these identiﬁcations of the data, when
x¯(t;α) =
{
x¯(t) for 0 ≤ t ≤ α,
x¯(α) for t > α
for α ∈ [0, 1] and
x¯(.;α = 2) ≡ x¯(.).
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Now apply Theorem 3.3. (See also succeeding comments regarding the nature of the
endpoint constraints.) Let {p(.;α) |α ∈ [0, 1]} and p(.;α = 2) be the “costate arcs”
for this problem and let Λ ⊂ C∗([0, 1]∪{2}) be the Radon probability measure whose
existence is asserted in the theorem. Deﬁne μ′ ⊂ C∗([0, 1]) to be the restriction of Λ
to [0, 1]. Then
||μ′||T.V. ≤ 1.
We have, for 0 ≤ α ≤ 1,
−p˙(t;α) =
{
fTx (t, x¯(t), u¯(t))p(t;α) for 0 ≤ t ≤ α,
0 for t > α,
−p(α;α) = hx(α, x¯(α))
and
−p˙(t;α = 2) = fTx (t, x¯(t), u¯(t))p(t;α = 2),
−p(1;α = 2) ∈ λgx(x¯(1)) + (1− λ){ξ ∈ NC(x¯(1)) | |ξ| = 1}.
Furthermore, u¯(t) maximizes
u→
(
(1− ‖μ′‖T.V.)p(t;α = 2) +
∫
[t,1]
p(t;α) μ′(dα)
)
· f(t, x¯(t), u)
over u ∈ Ω(t), a.e. t ∈ [0, 1], and
supp {μ′} ⊂ {α ∈ [0, 1] | h(α, x¯(α)) = 0}.
Let Φ(t, s) be the fundamental matrix for the linear equation z˙(t) =
−fTx (t, x¯(t), u¯(t))z(t), i.e., for any s ∈ [0, 1], Φ(., s) solves ddtΦ(t, s) =−fTx (t, x¯(t), u¯(t))Φ(t, s) for 0 ≤ t ≤ 1 and Φ(s, s) = I.
Suppose ‖μ′‖T.V. < 1. Deﬁne
μ :=
1
1− ‖μ′‖T.V.
μ′.
Then,
u→
(
p(t) +
∫
[0,t)
hx(s, x¯(s)) μ(ds)
)
· f(t, x¯(t), u)
is maximized over u ∈ Ω(t) at u = u¯(t), a.e. t ∈ [0, 1], where
p(t) := p(t;α = 2) +
∫
[t,1]
p(t;α) μ(dα)−
∫
[0,t)
hx(α, x¯(α)) μ(dα).
We deduce from the diﬀerential equations for p(.;α = 2) and p(.;α), α ∈ [0, 1], that p
satisﬁes
p(t) = −Φ(t, 1)[λgx(x¯(1)) + (1− λ)ξ]
−
∫
[t,1]
Φ(t, α)hx(α, x¯(α)) μ(dα)−
∫
[0,t)
hx(α, x¯(α)) μ(dα) for all t ∈ [0, 1] ,
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for some ξ ∈ {ξ′ ∈ NC(x¯(1)) | |ξ′| = 1}. It can be deduced from this relationship that
p(.) is an absolutely continuous function which satisﬁes
−p˙(t) = fTx (t, x¯(t), u¯(t))
(
p(t) +
∫
[0,t)
hx(α, x¯(α)) μ(dα)
)
a.e. t ∈ [0, 1]
−
(
p(1) +
∫
[0,1]
hx(α, x¯(α)) μ(dα)
)
= λgx(x¯(1)) + (1− λ)ξ
∈ λgx(x¯(1)) +NC(x¯(1)).
Notice that if ‖μ′‖T.V. = 0 and λ = 0, then |p(1)| = |ξ| = 1. Thus, the multi-
plier nondegeneracy condition is satisﬁed. We have conﬁrmed the assertions of the
proposition in the case ‖μ′‖T.V. < 1.
It remains then to consider the case when ‖μ′‖T.V. = 1. Set μ = μ′. Now
condition (iv) in the theorem statement is valid with
p(t) =
∫
[t,1]
p(t;α) μ(dα)−
∫
[0,t)
hx(α, x¯(α)) μ(dα).
It can be deduced that p satisﬁes
−p˙(t) = fTx (t, x¯(t)u¯(t))
(
p(t) +
∫
[0,t)
hx(α, x¯(α)) μ(dα)
)
a.e. t ∈ [0, 1]
−
(
p(1) +
∫
[0,1]
hx(α, x¯(α)) μ(dα)
)
= 0.
But
0 ∈ λgx(x¯(1)) +NC(x¯(1)),
when λ = 0. The assertions of the proposition have been conﬁrmed in this case too,
and the proof is complete.
6. Proofs of Theorems 3.1–3.3. Our analysis will require some properties of
measures, summarized in the following proposition.
Proposition 6.1. Take a compact metric space A, a sequence {μi} of non-
negative Radon measures in C∗(A), a sequence {Di : A → Rn} of multifunctions
and a sequence of Borel measurable functions {γi : A → Rn}. Take also a measure
μ ∈ C∗(A) and a multifunction D : A → Rn. Assume that Gr D is compact,
D(α) is convex for each α ∈ A,(6.1)
lim sup
i→∞
Gr Di ⊂ Gr D,
γi(α) ∈ Di(α) μi – a.e. α ∈ A for i = 1, 2, . . .
and
μi → μ weakly∗.
Deﬁne ηi ∈ C∗(A;Rn) according to
ηi(dα) = γi(α)μi(dα) i = 1, 2, . . . .
Then,
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(i) Along a subsequence,
ηi → η weakly∗
for some η ∈ C∗(A;Rk) and some Borel measurable function γ such that
η(dα) = γ(α)μ(dα),
and
γ(α) ∈ D(α) μ− a.e.
(ii) Suppose A is expressible as a union of disjoint sets
A = A(1) ∪ A(2)
in which A(1) is compact metric space and A(2) is ﬁnite. Then the assertions
of part (i) remain valid when the hypothesis (6.1) is replaced by
D(α) is convex for each α ∈ A(1).
Proof. The proof, which is similar to that of ([10], Proposition 9.2.1), is
omitted.
6.1. Proof of Theorem 3.1. We observe at the outset that we can, without
loss of generality, replace (S2) and (S3) by stronger (global) hypotheses in which
δ = +∞, that is, we can require the stated conditions in (S2) to hold for all x, x′ ∈ Rn,
not merely in x, x′ ∈ x¯(t) + δB; likewise for (S3). This can always be arranged
by replacing f and g by their “localizations” (t, x, u, α) → f(t, trx¯(t),δ(x), u, α) and
(t, x, u, α)→ g(t, trx¯(t),δ(x), α), in which try,δ(x) is the truncation function
try,δ(x) =
{
x if |x− y| < δ
y + δ(x− y)/|x− y| if |x− y| ≥ δ .
The property that x¯ is a strong local minimizer is preserved under this modiﬁcation
of the data. It is a consequence of the hypotheses, strengthened in this way that to
each u ∈ U and α ∈ A, there corresponds a unique state trajectory (on [0, 1] with
initial state x0). This we write x(.;α, u).
The following lemma brings together some useful facts, regarding the dependence
of the state trajectories on controls and parameters.
Let Δ : Rn ×Rn → R denote the Ekeland metric on U ,
Δ(u1, u2) := meas{t | u1(t) = u2(t)}.
Lemma 6.1. For any δ > 0, a ﬁnite subset A˜ ⊂ A and ρ > 0 can be chosen such
that
(i)
sup
u∈U
sup
α∈A
inf
α′∈A˜
‖x(.;α, u)− x(.;α′, u)‖C < δ
(ii)
sup
α∈A
{‖x(.;α, u)− x(.;α, u′)‖C | u, u′ ∈ U , Δ(u, u′) < ρ} < δ.
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These assertions are straightforward consequences of Filippov’s existence theorem.
(See, e.g., [10], Theorem 2.4.3.)
Take a sequence i ↓ 0. For each i deﬁne Ji : U → R
Ji(u) := max
α∈A
{(
g(x(1;α, u), α)− max
α′∈A
g(x¯(1;α′), α′) + 2i
)
∨ dC(α)(x(1;α, u))
}
.
Notice that Ji(u) ≥ 0 for all u ∈ U and Ji(u¯) = 2i . It follows that u¯ is an
2i -minimizer for the functional Ji on U .
For each i, Ji is continuous with respect to the Δ-metric topology. We deduce
from Ekeland’s theorem the existence of a control function vi, for each i, such that
Δ(vi, u¯) ≤ i
and
Ji(vi) + iΔ(vi, vi) = min
u∈U
{
Ji(u) + iΔ(vi, u)
}
.
We have
Ji(vi) > 0 for all i suﬃciently large,
since (u¯, {x¯(.;α) |α ∈ A}) is a strong local minimizer for (P) and by Lemma 6.1 (ii).
Fix i. For any ﬁnite subset A˜ ⊂ A, which will be chosen presently, consider the
functional
JA˜i (u) := max
α∈A˜
{(
g(x(1;α, u), α)− max
α′∈A
g(x¯(1;α′), α′) + 2i
)
∨ dC(α)(x(1;α, u))
}
.
(6.2)
Take ρ > 0. According to Lemma 6.1, the ﬁnite subset A˜ can be chosen such that
JA˜i (u) ≥ Ji(u)− ρ2 for all u ∈ U .
Since vi is a minimizer for u → Ji(u) + iΔ(vi, u) over U , it follows that vi is a
ρ2-minimizer for u → J A˜i (u) + iΔ(vi, u) over U . A second application of Ekeland’s
theorem then yields a control function ui ∈ U such that
Δ(vi, ui) ≤ ρ
and
JA˜i (ui) + iΔ(vi, ui) + ρΔ(ui, ui) = min
u∈U
{
JA˜i (u) + iΔ(vi, u) + ρΔ(ui, u)
}
.
By adding extra elements to the ﬁnite subset A˜ and reducing ρ if necessary, we can
make the number |J A˜i (ui)−Ji(vi)| arbitrary small. (See Lemma 6.1.) Since Ji(vi) > 0,
we can arrange that
JA˜i (ui) > 0.
Write Ai in place of A˜ and ρi in place of ρ, to emphasize their dependence on i.
We can carry out the above analysis for i = 1, 2, . . . . By adding extra elements
to each Ai and reducing each ρi, if necessary, we can arrange, also, that {Ai} is an
increasing sequence and ρi ↓ 0.
For clarity, we summarize relevant properties of the above constructs: for some
sequences i ↓ 0 and ρi ↓ 0, sequences {ui} and {vi} in U and an increasing sequence
of ﬁnite subsets {Ai} of A, we have
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(i) JA
i
i (ui) + iΔ(vi, ui) + ρiΔ(ui, ui)
= minu∈U
{
JA
i
i (u) + iΔ(vi, u) + ρiΔ(ui, u)
}
for all i,
(ii) JA
i
i (ui) > 0 for all i,
(iii) Δ(vi, u¯)→ 0 and Δ(ui, u¯)→ 0 as i→∞.
For each i, list the elements in Ai,
A = {α1, . . . , αKi}
and write {xi(.;α) |α ∈ A} for the state trajectories corresponding to ui. Deﬁne
mi(t, u) :=
{
0 if u = vi(t),
1 otherwise,
and ni(t, u) :=
{
0 if u = ui(t),
1 otherwise.
With the help of these functions, we can express the minimizing property (i) of the
ui’s in control theoretic terms, as follows. For each i, (ui, {xi(.;αk) | k = 1, . . . ,Ki})
is a minimizer for the optimal control problem
(Pi)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Minimize maxk=1,...,Ki
{(
g(x(1;αk), αk)
−maxα∈A g(x¯(1;α), α) + 2i
)
∨ dC(αk)(x(1;αk))
}
+ i
∫ 1
0
mi(t, u(t)) dt+ ρi
∫ 1
0
ni(t, u(t)) dt
over measurable functions u and arcs {x(.;α1), . . . , x(.;αKi)} such that
u(t) ∈ Ω(t), a.e. t ∈ [0, 1]
and, for k = 1, . . . ,Ki,
x˙(t;αk) = f(t, x(t;αk), u(t), αk), a.e. t ∈ [0, 1],
x(0;αk)(0) = x0.
Since ui → u¯ and vi → u¯ with respect to the Δ-metric, we know that
sup
α∈A
‖x¯(.;α)− x(.;α, ui)‖C → 0 as i→∞.
Take an inﬁnite sequence of control functions {uˆj} ∈ U whose ﬁrst element is u¯. Using
similar reasoning to that employed in the proof of Proposition 2.1 (note the crucial
role of property (ii) above, to ensure multiplier nondegeneracy), we can deduce the
following information from the nonsmooth maximum principle (see, e.g., [10], Theo-
rem 6.2.1). For each i suﬃciently large, there exist nonnegative numbers λi1, . . . , λ
i
Ki
such that
Ki∑
k=1
λik = 1,
and a sequence ′i ↓ 0 with the following properties. Deﬁne the discrete probability
measure
Λi =
Ki∑
k=1
λikδαik .
Then, for each i suﬃciently large and Λi – a.e. α ∈ A, there exists a costate arc pi(.;α)
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satisfying
(i)−p˙i(t;α) ∈ co ∂xH(t, x¯(t) + ′iB, u¯(t), pi(t;α), α)
(ii)−pi(1;α) ∈ co
⋃
x∈x¯(1;α)+′iB
⋃
r∈[0,1]
(
rG′i(x, α) + (1− r)N(x, α)
)
where G′(α, x) ={
∂xg(x, α) if g(x, α) ≥ maxα′∈A g(x, α′)− ′
∅ otherwise
and N(x, α) =
{
ξ ∈ NC(α)(x) | |ξ| = 1
}
(iii)
∫
A
∫ 1
0
pi(t;α) · [f(t, x¯(t;α), uˆj(t), α)− f(t, x¯(t;α), u¯(t), α)] dt Λi(dα) ≤ ′i
for j = 1, 2, . . . .
By extracting a subsequence, we can arrange that
Λi → Λ weakly∗ as i→∞
for some Radon probability measure Λ on the Borel sets of A.
Fix an integer N . We now apply the ﬁrst part of Proposition 6.1, in which we
identify μ with Λ, μi with the Λi, and take
Di(α):={(ξ1, . . . , ξN )∈RN | ∃ p(.;α) ∈ Q′i(α) s.t. ξj = wj(p(.;α), α) for j=1, 2, . . . , N},
i = 1, 2, . . . , and
D(α) := {(ξ1, . . . , ξN ) | ∃ p(.;α) ∈ Q0(α) s.t. ξj = wj(p(.;α), α), j = 1, 2, . . . , N}.
(6.3)
Here,
wj(p(.), α) :=
∫ 1
0
p(t) · [f(t, x¯(t, α), uˆj(t), α)− f(t, x¯(t, α), u¯(t), α)] dt.
We deduce that∫
A
∫ 1
0
qN (t, α) · [f(t, x¯(t, α), uˆj(t), α)− f(t, x¯(t, α), u¯(t), α)] dt Λ(dα) ≤ 0(6.4)
for j = 1, 2, . . . , N , in which {qN (.;α) ∈ W 1,1 |α ∈ A} is some family of arcs such
that, for Λ – a.e. α ∈ A,
qN (.;α) ∈ Q0(α).
For each N , we can regard α→ qN (.;α) as a representative of an equivalence class of
Λ – a.e. equal elements in the Hilbert space
X := L2Λ(A;L2([0, 1];Rn))
with the inner product
(p, q)Λ =
∫
A
∫ 1
0
p(t;α) · q(t;α) dt Λ(dα).
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The sequence {α → qN (.;α)}∞N=1 is norm bounded and therefore has a weak limit,
which we write {α→ p(.;α)}. But
{d ∈ X | d(α) ∈ Q0(α), Λ – a.e. α ∈ A}
is a strongly closed subset of X . Since it is convex, it is also weakly closed. It follows
that
p(.;α) ∈ Q0(α) Λ – a.e. α ∈ A.
By weak convergence, we deduce from (6.4) that∫ ∫ 1
0
p(t;α) · [f(t, x¯(t;α), uˆj(t), α)− f(t, x¯(t;α), u¯(t), α)] dt Λ(dα) ≤ 0(6.5)
for j = 1, 2, . . . .
In view of the Castaing representation theorem (see, e.g., [10], Theorem 2.2.7),
we can choose a subset T ⊂ (0, 1) of full measure and also the sequence of controls
functions above, {uˆj}, to satisfy
⋃
j
∫
A
p(t;α) · f(t, x¯(t;α), uˆj(t), α)Λ(dα) ⊃
∫
A
p(t;α) · f(t, x¯(t;α),Ω(t), α)Λ(dα)
(6.6)
for all t ∈ T . We can arrange that (6.5) remains valid when the countable set uˆj(.)
is replaced by another countable set comprising all concatenations of a ﬁnite number
of segments of the original uˆj ’s, with junction points belonging to a countable dense
subset S of [0, 1].
Deﬁne T ′ to be the set of full measure, comprising points in T which are also
Lebesgue points for
s→
∫
p(s;α)[f(s, x¯(s, α), uˆj(s), α)− f(s, x¯(s, α), u¯(s), α)] Λ(dα)(6.7)
for all j. Take any t ∈ T ′, w ∈ Ω(t) and β > 0, Then, in view of (6.6), there exists j
such that∫
A
p(t;α) · f(t, x¯(t), uˆj(t), α)Λ(dα) ≥
∫
A
p(t;α) · f(t, x¯(t;α), w, α)Λ(dα)− β.(6.8)
Choose a sequence of intervals {[si, ti]}, containing t and with endpoints in the set S
and such that si → t and ti → t. Now let vi ∈ {uˆj}∞j=1 for i = 1, 2, . . . , where
vi :=
{
uˆj(t) if t ∈ [si, ti],
u¯(t) otherwise.
Changing the order of integration, inserting uˆj = vi in (6.5) and dividing across by
|ti − si| gives
1
|ti − si|
∫ ti
si
∫
p(s;α) · [f(s, x¯(s;α), uˆj(s), α)− f(s, x¯(s;α), u¯(s), α)] Λ(dα) dt ≤ 0
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for each i. Since t is a Lebesgue point of the mapping (6.7), it follows that∫
p(t;α) · [f(t, x¯(t;α), uˆj(t), α)− f(t, x¯(t;α), u¯(t), α)] Λ(dα) ≤ 0.
We conclude from (6.8) that∫
p(t;α) · [f(s, x¯(t;α), w, α)− f(t, x¯(t;α), u¯(t), α)] Λ(dα) ≤ β.
But β > 0 is arbitrary. So∫
p(t;α) · [f(t, x¯(t;α), w, α)− f(t, x¯(t;α), u¯(t), α)] Λ(dα) ≤ 0.
Since the above inequality holds for any t′ ∈ T ′, a set of full measure, and any
w ∈ Ω(t), the maximization of the Hamiltonian condition is conﬁrmed. The proof is
complete.
6.2. Proof of Theorem 3.2. The assertions of Theorem 3.1 are expressed in
terms of selectors p(.;α) of the multifunction
α→ Q0(α)
in order to guarantee that D(.), given by (6.3), has closed graph and convex values,
and thereby to justify application of part (i) of Proposition 6.1.
In the case when A can be decomposed into disjoint sets A = A(1)∪A(2) in which
A(2) is ﬁnite, essentially the same analysis leads to optimality conditions involving a
selector p(.;α) of the multifunction
α→
{
Q0(α) if α ∈ A(1),
Q0(α) if α ∈ A(2).
(6.9)
We do, however, now have to use part (ii) of Proposition 6.1 to justify (6.4), for some
selector pN (.;α) of the multifunction (6.9).
Also, to justify (6.5) (for some selector pN (.;α) of (6.9)), we must use the facts
that, if A(2) = {b1, . . . , bm}, then an element in
X = L2Λ(A;L2([0, 1];Rn))
can be represented by an element in
X ′ = L2Λ(A(1);L2([0, 1];Rn))× L2([0, 1];Rn)m,
and the weak topology on X is compatible with the weak product topology on X ′. It
follows that, for the sequence {α→ pN (.;α)}∞N=1 constructed at the end of the proof
of Theorem 3.1, we can arrange by subsequence extraction, that the limiting p(.;α)
satisﬁes p(.;α) ∈ Q0(α) for Λ – a.e. α ∈ A(2).
6.3. Proof of Theorem 3.3. The proof the minimax maximum principle for
problems with functional inequality endpoint constraints is along similar, but simpler,
lines to that of Example 4.1. The main diﬀerence is that, for each i, we replace the
cost function JA˜i (u) (see (6.2)) of the earlier analysis by
J˜A˜i (u) := max
α∈A˜
{(
g(x(1;α, u), α)− max
α′∈A
g(x¯(1;α′), α′)
)
∨ψ1(x¯(1;α, u), α, ) ∨ · · · ∨ ψr(x¯(1;α), α)
}
.(6.10)
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The proof is completed by examining properties of minimizers of perturbations of
these cost functions and passage to the limit as before.
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