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1 Summary of this annex 
 This annex constitutes a detailed report on the work carried out regarding assessment 
in WP 6 of TENCompetence in months 1 – 18 of the project. 
 This work had two main strands, which are discussed in this annex as follows: 
 Sections 2 to 13 discuss the definition of the TENCompetence Assessment Model 
and Specification. In these sections we clarify the concept of competence assessment, 
describe current perspectives, and define requirements and use cases. We then move on 
to discuss approaches to developing a specification, and in particular the relevance of the 
OUNL/CITO model, and the use of using IMS LD and QTI as in interoperable means of 
representing units of assessment. The Assessment Model is defined and three exemplified 
pedagogical scenarios are provided. 
 Sections 14 to 16 discuss the development and evaluation of proof of concept tools 
which were created in order to assess the effectiveness of this specification (sections 13 
to 16). The tools cover both design of assessments and runtime, and links are provided to 
the downloads. An overview of the tools follows, with the user guides, whose screen 
shots give some insight into the functionality without having to install the tools. Finally a 
report is provided on evaluation carried out, which showed that while the tools 
themselves work satisfactorily, there are some underlying problems in exporting to the 
target interoperability formats which require changes to the specification. 
 The final section, 17, discusses conclusions and next steps. The strategy for 
resolving the difficulties experienced in exporting to interoperable formats is presented, 
and the approach to tooling in the coming phase of the project defined. 
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Introductory comments 
One of the aims of the TENCompetence project is to research and develop innovative, 
standards-based methods and tools for assessment in lifelong competence development. 
This chapter presents the results achieved in the area of competence assessment in the 
first 12 months of the TENCompetence project. In this period, we have addressed three 
core questions: 
• What is competence assessment and how does it relate to competence development? 
• How far can today’s e-learning technologies (specifications, models, tools) support 
the types of assessment needed in competence assessment and in the manner required 
for lifelong learning? 
• Are additional degrees of representation required and if so, can an integrative model 
be produced as the basis for a new assessment specification?  
We address the first question in the section entitled Design Considerations. In the 
subsequent section, Requirements and Use Cases, we examine two examples of 
competence assessment, leading to use cases and requirements for the TENCompetence 
assessment infrastructure. A brief review of existing technical specifications in the area 
of assessment is then given, together with the results of an investigation of the degree to 
which these specifications serve the requirements we have identified, providing an 
answer to the second core question. Finally, we turn to the third question, starting with an 
introduction to existing work on assessment modelling, before describing modifications 
identified for application in the TENCompetence context. Chapter C – Assessment model 
is concluded with two illustrative applications of the TENCompetence Assessment Model 
in the area of competence assessment in competence development. 
Design Considerations 
Developing individuals’ competences throughout their life is a key challenge for 
today’s knowledge-based society. Learning activities aimed at maintaining or increasing 
the proficiency levels, referred to as competence development programmes, are a key 
resource in meeting the challenge. Competence assessment is an important component of 
competence development, and thus of any competence development programme.  
Borrowing the general idea from Hyland 1994, we define competence development as 
‘the general development of knowledge, understanding and cognition’ in a person with 
respect to a specific domain. In our definition, competence development has the 
following characteristics: 
1. It is about personal understanding, thus the emphasis is on the individual learner. 
2. Competence development is on ongoing process through life, thus it is strongly 
related to lifelong learning 
3. All activities that a person undertakes may contribute to competence development. 
Competence development is not related to specific types of learning activities, thus 
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competence development involves informal learning; formal learning might be 
involved, and will be in most cases, but this is not a necessary element. 
We agree with Brugman (1999), who, in developing his definition of competence 
development, states that ‘what is needed is not only a definition of competence 
development, but also an understanding of variables that affect competence 
development’. Insight into these factors is a necessary prerequisite when thinking of how 
to support competence development. A first characteristic of our approach is the 
importance of learner goals. Learner goals are the drivers for individuals to engage in 
competence development. Following the TENCompetence Domain model, we claim that 
support for competence development should provide support to lifelong learners with any 
of the following goals: 
1. I want to keep up to date within my existing function or job 
2. I want to study for a new function or job or improve my current job level 
3. I want to reflect on my current competences to look which functions and jobs are 
within my reach or to help me define new learning goals 
4. I want to improve my proficiency level of a specific competence 
5. I want some support on a non-trivial learning problem 
6. I want to explore the possibilities in a new field (learning network) to help define 
new learning goals 
We consider all activities a learner undertakes to reach these goals as activities of 
competence development. Brugman’s phrase of ‘competence development opportunities’ 
captures this notion well. Note that this diversity of activities fits in well with our broad 
definition of competence development. A second characteristic of our approach is that 
competence development is seen as a process. This is a characteristic of several 
approaches to competence development – see also (Brugman, 1999). 
What is competence assessment?  
We define competence assessment as the assessment of what a learner has learned 
with respect to a specific competence. This straightforward definition can be used to 
distinguish competence assessment from other types of assessment (although competence 
assessment is usually based upon more advanced forms of assessment, using these 
techniques in assessment does not necessarily lead to competence assessment). 
The first aspect that distinguishes competence assessment from other forms of 
assessment is a notion of completeness with respect to the competence involved. 
Competence assessment assesses the proficiency level of a specific competence as a 
whole, not only a part of that specific competence. This is in line with the definition of 
Cheetham and Chivers (2005, p. 54) of competence: ‘Effective overall performance 
within an occupation, which may range from the basic level of proficiency through to the 
highest level of excellence’  , and of professional competence: ‘the possession of the 
range of attributes necessary for effective performance within a profession, and the 
ability to marshal these consistently to produce the desired overall results’. This idea of 
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completeness is reflected in competence assessment practice which typically takes into 
account several types of evidence. According to Eraut and Cole (1993), assessment of 
professional competence requires two types of evidence: 
• performance evidence – this is evidence drawn from the application of both specialist 
and generic skills in a professional context; and 
• capability evidence – this is evidence, not directly derived from the workplace, which 
is used either to supplement performance evidence or to ascertain a candidate’s 
potential in the future. 
A second distinguishing characteristic is that competence assessment is not 
necessarily coupled with specific training. Duvekot (2005) describes competence 
assessment as assessment ‘of what an individual has learned [with respect to a specific 
competence] in every possible learning environment, including both formal and informal 
learning environments’. Competence assessments differ from assessments that aim at 
testing whether the knowledge and skills taught in a specific course or training have been 
acquired. The separation of training and assessment therefore is basic to competence 
assessment. Defining competence assessment in this way reveals that the problems 
related to competence assessment differ from those related to other types of assessment. 
• One important issue in traditional assessment is alignment, the correspondence 
between the content and educational formats of the training and assessment. 
Alignment between training and assessment does not play a role competence 
assessment, although, in the setting of competence assessment in education, training 
and courses should cover the competences to be acquired. In contrast, alignment 
between competence assessment and what professionals actually do in practice is of 
utmost importance. According to McGaghie (1993), methods of assessment should 
closely match what professionals do in practice. 
• In contrast to traditional assessment, accessibility plays a role in competence 
assessment. 
• Another difference between competence assessment and traditional assessment is that 
competence assessment is typically delivered in intervals ranging from months to 
years. 
• Competence assessment is based on output. As a consequence, new learners have to 
become used to thinking of themselves not as someone starting a qualification path 
from scratch, as an empty bottle (after having acquired the entrance level), but rather 
as someone whose bottle, compared to the final achievement levels, is already partly 
filled. Putting output central implies that changes in output also become central. This 
puts emphasis on the need for intermediate assessment when output qualifications 
change, and the need for alumni to regularly update their qualifications. 
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2 Perspectives on processes in competence 
development and competence assessment 
Our approach to competence assessment starts from the position that it plays different 
roles in the different stages of competence development. We first examine the stages of 
competence development from a number of different perspectives before examining the 
nature of competence assessment.  
2.1 The learning theory perspective 
Many approaches to lifelong learning and adult education refer to experiential 
learning theory, as developed by Kolb (Osland, Kolb, & Rubin, 2001). According to 
(Hyland, 1994): ‘Kolb offers a useful summary of the key features, noting distinctive 
emphases on learning as a continuous process grounded in experience, on the idea of a 
holistic process of adaptation through the resolution of conflicts and opposing 
viewpoints, and on the notion that learning needs to be regarded as a means of creating 
knowledge rather than merely repeating and reinforcing existing traditions. Kolb 
aggregates all these ideas in his broad definition of experiential learning as 'the process 
whereby knowledge is created by the transformation of experience' (1993,p. 155).’ 
Brugman (1999:39-40), referring to Kolb, describes the process of competence 
development as ‘consisting of a person acting in a context, observing the effects of his 
actions, reflecting on it cognitively, his mental and physical constitution becoming used 
or adapted to the actions and environment, thus slowly changing the person’s capacity for 
subsequent performances’. 
According to Hyland, experiential learning theory has emerged as the preferred 
methodology within adult education (Mezirow, 1983) and, in a slightly more practical 
form, is the most influential model in the further education sector (Gibbs, 1988). Based 
on the idea of experiential learning, (Michael Eraut, 1994) describes a model of 
professional development, ‘originally devised in the study of airline pilots and chess 
players, which consists of a five-stage description of skill acquisition: novice, advanced 
beginner, competent, proficient and expert’ . In this model, competence is just one stage 
of development and a competent practitioner would only be around half-way to the 
realisation of full potential in any particular professional sphere (Hyland, 1994). 
In these approaches, the emphasis is on the learner. Brugman adds that ‘from the 
perspective of managing competence development, this notion implies that managerial 
attention can be given to the process of competence development, and therefore to the 
cycle of performance – reflecting upon the performance – subsequent performances etc. 
in relation to a specific development context (Brugman, 1999, pp. 39-40). In conclusion, 
from the perspectives of learning theory, at least two different process models can be 
derived. One, directly based on Kolb, including stages of experience, observation, 
reflection and adaptation, and one model based on stages of expertise in which the learner 
progresses through the stages: novice, advanced beginner, competent, proficient and 
expert. 
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2.2 The Validation of Prior Learning Perspective 
Another perspective on competence development is that of the Valuation of Prior 
Learning (VPL). VPL is relevant when an individual, having acquired certain 
competences in both formal and informal learning, enters formal education. According to 
Duvekot (2005, p. 12), VPL aims at recognition, accreditation/validation and further 
development of what an individual has learned in every possible learning environment, 
including both formal and informal learning environments. Duvekot distinguishes a 
narrow or summative approach of VPL, which focuses on an overview of competences, 
the cognition and validation and which is retrospective. The broad or formative approach 
of VPL includes stimulating actual learning or knowledge development. This approach is 
prospective and aims at development. Duvekot (2005, p. 17) distinguishes between five 
phases of the VPL procedure: 
1. commitment and awareness – individuals become aware of their competences, 
organizations become aware of the importance of lifelong learning and VPL 
2. recognition – identifying or listing competences, usually in a portfolio 
3. the valuation or assessment of competences – using the portfolio or additional 
assessments 
4. the development plan or the actual valuation – the valuation is turned into an action 
plan 
5. structural implementation of VPL – VPL is structurally integrated into the 
organization 
In this approach, both learners and organizations are involved in competence 
development. In phase 1, both individuals and organizations become aware of their 
competences, and in phase 5, VPL is integrated into the organization. 
2.3 The organizational perspective 
From an organizational perspective, competence development is often called 
‘competence management. Van Dongen (2003) provides an example of this approach. 
The introduction of competence management in an organization is depicted by Van 
Dongen as follows: 
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orientation inventory Profiling diagnosis planning action 
Plan the 
introduction 
of 
competence 
management 
Determine 
existing core 
competences 
(once-only) 
Determine  
desired 
competences 
Measure 
competences 
present 
Plan action 
based on gap 
between 
competences 
desired and 
present 
Implement 
action 
plans 
Management and personnel department (HRM) 
 Individual employees 
 
As in the VPL approach, there is interplay between the organization and the 
individual. This complex interplay is further elucidated by Duvekot (2005), who 
distinguishes three levels: 
• individuals need to be able to take control of their own learning and career in order to 
become or stay employable. 
• Organizations need to be able to facilitate these individual learning paths and make 
use this within the context of their own mission/goals. 
• The learning system – vocational education and training (VET), guidance and 
counselling – and other services to individuals – labour agencies, local communities 
and welfare – needs to adapt itself to rendering flexible services to these individuals 
and organizations. 
2.4 Perspectives on processes in competence  assessment 
Perspectives on competence assessment focus on one specific part of competence 
development, namely the assessment. Looking at the process of the competence 
assessment itself, Fletcher (2000) distinguishes between the following stages: 
1. State required criteria for performance (What are the required outcomes of individual 
performance?) 
2. Collect evidence of outcomes of individual performances 
3. Match evidence to specified outcomes 
4. Make judgements regarding achievement of all required performance outcomes 
5. Allocate ‘competent’ or ‘not yet competent’ rating 
6. If purpose of assessment is certification: Issue certificate(s) for achieved competence  
7. Plan development for areas in which ‘not yet competent’ decision has been made 
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The TENCompetence domain model similarly distinguishes between: 
1. Identifying competences (given a certain function/job) that have to be estimated. 
2. Gathering evidence (e.g. by using tests, by asking diploma’s, etc.) for the 
competencies 
3. Making the decision on the proficiency levels an actor has acquired 
4. Making a decision on whether a person complies to the requirements of the 
different function/job levels to determine at which role level he/she functions. 
From the perspective of setting up an assessment centre, the focus is on the 
assessment organisation. Woodruffe (2000) distinguishes between: 
• Competency analysis 
• Development of exercises 
• Observing and recording exercises 
• Feedback on exercise performance 
• Development planning  
As stated above, competence assessment, like competence development, can be 
considered a process. In that process also, a complex interplay exists, not so much 
between individuals and organizations, but rather between learners and assessors. 
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3 Integrating competence assessment in competence 
development 
In this section, a model is developed in which the processes of competence 
development and competence assessment are integrated. This model distinguishes several 
stages in competence development / assessment, which are based on the stages in the 
several perspectives presented previously, and at the same time they are true to our 
definitions of competence development and competence assessment that have also been 
presented. In our definition learners’ goals are central to competence development. 
Figure 1 displays the four stages of competence development. Each stage is labelled by a 
header, and below the header the learner goals corresponding to that stage are presented. 
show own proficiency level
get official recognition of 
proficiency level
attain a higher proficiency level
determine which competences 
are to be developed
Evidence collection
Assessment by others
Execution of personal development plan
Orientation
 
 
Figure 1: Cycle of learner action and goals in competence development 
The cycle of competence development starts with a process of orientation in which 
the learner determines which competences s/he wants to develop. Once this decision has 
been made, the learner has a choice. One possible route is to proceed by collecting 
evidence, which shows the learner’s current proficiency level. The other route is to 
proceed directly to execution of a personal development plan. From the collection of 
evidence, the learner can choose: either they can have their proficiency level officially 
recognized by others, or they can proceed by setting up a personal development plan and 
executing that plan. The latter route is the informal learning route. Note that in this route, 
some sort of valuation is involved, as it is necessary that the learner determines what their 
own proficiency level is, and what aspects of their competence they should develop 
further. Yet, this very light form of self-valuation is completely different from assessment 
by others, which is an essential part of what we might call the formal learning route. Yet 
it is very important to realize that the formal learning route is not completely formal. In 
fact, assessment by others is the point where the formal learning route starts, where 
previous learning, which might have been either informal or formal, is turned into a 
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formal recognition. When the cycle is followed for the first time, the moment of 
assessment by others represents a so-called intake assessment. Also, assessment by others 
is the only moment in which there is direct contact between the learner and the assessor. 
In other situations, contact between learner and assessor is only indirect, in that it is the 
assessor, or rather their organization, which determines proficiency levels and 
corresponding criteria. 
This cycle of competence development is to a large extent based on Duvekot (2005). 
Yet, true to our focus on the individual learner, those aspects that relate to the learning 
organisation, such as the awareness of organisations and the structural implementation of 
VPL, are omitted. Another point of difference is that VPL is necessarily concerned with 
formal learning, namely with valuating former informal learning in a formal learning 
setting, whereas in our approach a completely informal learning route is very well 
possible. Therefore, in Duvekot’s model, assessment by others is a necessary part, 
whereas it is optional in our model. 
orientation
self-
assessment
assessment 
prompts for and 
provides feedback 
on self-analysis
evidence collection
portfolio-
building
'assessment' provides learner the 
opportunity to store and retrieve 
information on proficiency levels
others judge the 
proficiency level of 
the learner
assesssment  by others
execution of personal development plan
assessment might be 
a help in steering / 
adjusting 
development plan
workplace 
assessment
360 degree 
assessment
peer 
assessment
self-
assessment
peer 
assessment
portfolio-
assessment
 
 
Figure 2: Function and forms of assessment in the cycle of competence development 
We note that the assessment stages of Fletcher (2000) and the TENCompetence 
domain model overlap with our cycle of competence development to a large extent. True 
to our focus on the individual learner, the competence development cycle starts with the 
orientation phase in which the learner determines which competences should be 
developed. This first stage is the same as the first stage of the TENCompetence domain 
model, but it differs from the first stage by Fletcher, who emphasises the institutional side 
(‘state required criteria for performance’). The second stage is the stage of evidence 
collection, which is Fletcher’s stage 2 and TENCompetence Domain model stage b. The 
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third stage is the stage of assessment by others, which encompasses Fletcher’s stage 3, 4, 
5, and 7 and TENCompetence Domain model, stage c and d. Note that the last stage of 
the competence development cycle, is not included in either model of competence 
assessment. An important difference between our competence development model and 
both assessment models is that their focus is on the assessment by others. Most of their 
stages are in our models included in the stage ‘assessment by others’. In their assessment 
models, collecting evidence is seen as a preparatory stage for assessment by others, 
whereas in our model it needn’t be followed by assessment by others. 
Another difference between our model and much of the literature is our coupling of 
assessment forms with competence development stages. In the literature, this link is 
absent, or at most mentioned vaguely. There is recognition in the literature that several 
assessment forms are needed. In the definition given by (Joosten-ten Brinke et al., In 
press) assessment includes ‘classical tests, examinations and questionnaires, as well as 
newer types of assessment, such as performance assessment, portfolio assessment and 
peer assessment’. (Liesbeth K. J. Baartman, Bastiaens, Kirschner, & Vleuten, 2006) and 
(Liesbeth K.J. Baartman, Bastiaens, & Kirschner, 2004) distinguish between ‘newer’ and 
‘older’ forms of assessment (without specifying which forms are what). They also claim 
that a competence assessment programme should use both types, because all methods of 
assessment may contribute to the difficult job of determining whether a learner has 
acquired a competency. They agree with (Cizek, 1997) that newer forms of assessment 
are not meant as alternative ways of gathering the same kind of information about 
learners, but as ways of answering completely different questions. Many of the newer 
forms of assessment were developed with the idea of measuring deeper understanding. 
Yet, they do not couple forms to stages in competence development. Duvekot comes 
most close to our approach, as he couples self-assessment to the orientation stage, but his 
emphasis is on VPL, and does not include the stage of following a competence 
development programme. 
In our view, being assessed by others is just one option among many others. Learners 
may, after a short orientation, directly start with executing a personal development plan, 
or they may want to list their competences without having these assessed, or they even 
simply may want to do an orientation without a continuation. Thus, as the four stages can 
be followed relatively separate from each other, the functions that competence 
assessment might have in all of these four stages should be included in a model of 
competence assessment. Traditionally, reflected in Fletcher’s model and the 
TENCompetence domain model, the function of assessment is to judge the proficiency 
level of the learner. This puts an emphasis on the ‘Assessment by others’, which has this 
function, and includes the evidence collection, which is seen as a preparatory stage to 
assessment by others. 
The other two stages of competence development are traditionally not included in 
descriptions of competence assessment. Yet, from other sources, it is clear that 
competence assessment may have a function in these stages as well. In the orientation 
stage, competence assessment might provide feedback on self-analysis of the learner as to 
their current proficiency level regarding competences that they might decide to develop 
further. During the execution of the personal development plan, assessment might help in 
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steering or adjusting the plan. The next sections discuss these assessment types for each 
of the stages. 
3.1 Assessment in the four stages of competence 
 development 
Stage 1: Orientation 
In Duvekot’s VPL model, the process through which a learner goes in the first 
orientation phase can be described as follows: 
1. self-examination: the learner investigates his/her own current competence level. First, 
the learner determines the level more generally (‘I am at university education level’). 
Then, the learner determines his/her likelihood of success for separate domains. 
2. self-assessment: the learner determines which experiences, knowledge and skills s/he 
possesses. 
3. orientation: the learner looks where s/he can find information on the possibilities for 
competence development. 
In his view, the investigation of learners into their competences is very much 
supported by self-examination and self-assessment. This is in line with McGaghie (1993), 
who states that more attention should be paid to what they call ‘pre-entry assessment’. 
This term reflects the view of both authors, who view self-assessment in the orientation 
stage as a preparation to the formal assessment by others later-on in the process. 
According to Duvekot (2005, p. 50), as much as possible self-examination by the 
individual of the own targets, wishes and possibilities in the orientation stage increases 
the accessibility of the assessment by others. In our model, self-assessment in the 
orientation stage has a broader function. Not only is it a preparation to a formal 
competence development program, which involves assessment by others, it may also be a 
preparation of an informal competence development program, in which orientation is 
directly followed by executing a personal development plan. In summary: in our model, 
self-assessment in the orientation phase functions as a preparation for executing a 
personal development plan, rather than a preparation to assessment by others. 
Stage 2: Evidence collection by the learner 
During the stage of evidence collection, the learner builds a portfolio, listing evidence 
for their current proficiency level. In general, assessment models recognize evidence 
collection as a separate stage. Viewed through time, this is done rightly: the process of 
evidence collection might take a long time, even several years.  
The ‘assessment’ method in this stage revolves around the portfolio. Portfolio 
building has recently become a very important instrument, and the cycle of competence 
assessment includes portfolio building as a separate stage. One of the reasons for the 
growing importance of portfolio building is a reversal in the burden of proof. In 
traditional competence assessment, the assessor asks the learner to prove that s/he 
possesses the required knowledge and skills. This is shifting towards a situation in which 
learners take their portfolio to the assessor, and the assessor has to prove that the 
individual does not possess the required knowledge and skills. As a result, the emphasis 
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in assessment is shifting from the moment of assessment by the assessor to the collection 
of evidence by the learner earlier in the process. Learners now have the task of presenting 
a portfolio which will be convincing of his or her qualities. This also means a shift away 
from the assessor (which becomes important at the moment the assessment comes into 
view) to the individual, who is central in the preceding course of collecting evidence. 
This shift in the burden of proof fits very well with the idea that portfolio building 
might but needn’t be followed by assessment by others. The emphasis is on the evidence 
collection by the learner, whether or not this is followed by assessment by others. 
Stage 3: Assessment by others  
After having gone through the individual part of assessment, the learner may want to 
go to an assessor to have their competence level assessed. The task of the assessor is to 
match the output that the individual provides to the output levels of the qualification. In 
Duvekot’s model, assessment by others consists of three steps: (1) setting the standard for 
valuation, which can be any standard that matches the need of the organization, be it a 
national or an internal standard. (2) the valuation itself, and (3) the validation of the 
learning evidence within the given standard. The result of valuation is a validation of the 
learning evidence (step 3): which can take diverse forms such as a certificate, diploma, 
career move, or advice on career opportunities. McGaghie (1993) stresses that methods of 
assessment should closely match what professionals do in practice. According to Eraut 
and Cole (1993), evidence based directly on performance in the workplace should be 
given a high priority, but they point out that relatively few professions have clear, 
objective standards against which such assessments can be carried out. McGaghie 
criticizes current assessment methods as inadequate for addressing the complexities of 
professional competence. McGaghie gives primacy to direct observation of professional 
activity in addition to knowledge assessment of acquired knowledge. He leans towards 
the use of simulations, providing they are of high fidelity, and also favours ‘open-ended’ 
problem solving exercise. 
In our model, the assessment by others is the only moment when learners and 
assessors meet and interact with each other. This happens only after the learner has 
already gone through an individual process of orientation and portfolio building. This is 
true, even if the assessment concerned is the learner’s first assessment, a so-called ‘intake 
assessment’. Several people are involved in assessment by others, in different roles.  
Assessment by others comes in many forms. Cheetham and Chivers list the following 
types of competence assessment: direct observation, production of a portfolio of 
evidence, sometimes verified by a senior member of the profession. In our view, these all 
refer to assessment by others. Cheetham and Chivers further distinguish three ‘broad 
patterns of assessment’: 
• assessment of workplace performance during a period of practical experience, 
following completion of an academic qualification in Higher Education 
• on-the-job assessment as an integral part of the academic qualification leading to 
direct professional recognition; and 
 D6.1 Annex 2 - Assessment 
 
TENCompetence – IST-2005-027087 Page 18 / 112 
 
• assessment of practical performance conducted both within the academic course and 
during a subsequent period of professional experience. 
The most common assessment techniques identified by Eraut and Cole (1993) are: 
direct observation by supervisors; the use of role plays or simulations; observation of 
simplified practice; indirect observation using a video recording; interviews with 
candidates; and the examination of work related documents – e.g. portfolios, records, 
testimonies. 
As mentioned above, the portfolio is a very important assessment technique. Duvekot 
(2005) mentions the valuation of the portfolio as the most important part of assessment 
which is ‘when necessary, followed by an extra assessment’. This assessment usually 
takes place by observation during work or by means of a criteria based interview. In 
Duvekot’s model, the most important part of valuation consists of the assessment of the 
portfolio and its valuation with respect to the given standard and targets of the 
organization. Valuation of the portfolio can be followed by an extra assessment. This 
assessment usually takes place by observation during work or by means of a criteria 
based interview. Assessors compare the competences of an individual with the standard 
used in the organization involved. 
Stage 4: Execution of personal development plan 
During the execution of the personal development plan, assessment might be a help in 
steering or adjusting the plan. In this stage, peer assessment and self-assessment play an 
important role. 
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4 Requirements 
The analysis described in the previous section reveals that since the forms of 
assessment differ in each stage of competence development, the forms of infrastructural 
support needed with these assessments are different. Which functions within the various 
assessment types should be supported by an infrastructure such as that being developed in 
TENCompetence? In this respect, three different types of assessment can be 
distinguished, each with their own general support needs. 
In this section, we analyze the characteristics of new forms of assessments from the 
perspectives of process support and identify the requirements for the TENCompetence 
infrastructure through investigating the examples described in the previous section. The 
theoretical model presented there emphasizes the importance of new forms of assessment 
in competence assessment, and we mow provide some examples of these. In turn the four 
technical requirements were derived from these examples.  
We distinguish between self-assessment, occurring in the orientation and execution 
stage; evidence collection (=stage 2) and assessment by others (= stage 3). Figure 3 
provides examples of support that can be provided with these three types of assessment. 
Self-assessment, both in the orientation and execution phase can be supported by 
progress testing; evidence collection can be supported by automatic evidence distillation 
and the use of an e-portfolio and assessment by others can be supported by learning 
designs.. 
orientation
evidence collection
automatic 
evidence 
distillation
support storage and retrievel of 
information of current proficiency 
level and automatic evidence 
distillation
support roles 
played by 
various actors
assesssment  by others
execution of personal development plan
support assessment 
which provide 
feedback on current 
proficiency level
support assessment 
which provides 
feedback on current 
proficiency level
e-portfolio
progress 
testing
progress 
testing
learning 
designs
 
Figure 3. Assessment functions to be supported in the different stages of competence development 
and examples of e-support 
Self-assessment 
The main function of self-assessment is to provide the learner with feedback, either 
with feedback on their current proficiency level with respect to a specific competence or 
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with feedback indicating which competences might be of interest for development. With 
this function, one existing type of e-assessment might especially be of interest and that is 
progress testing. Progress testing is a type of assessment which has been in use with 
problem-based learning. In formal education programs based on problem-based learning, 
a progress test is a general test which involves the whole competence domain. The 
progress test is administered four times a year, and consists of around two hundred 
multiple choice questions, taken from a large question bank. All Learners, whether they 
are freshmen or in their last year, have to take the same test. Of course, the more 
advanced the Learner is in the programme, the better the results will be, in general. The 
test consists of subject material at the final achievement levels, selected in proportions 
that reflect the relevance of the different subject materials in daily practice (Delhoofen, 
1996). The main reason for this quarterly progress test is that individual learning 
pathways of Learners in problem-based learning can be considerably different. That 
makes is an interesting test to be used in life-long learning, due to the divergent learning 
pathways which can be seen. 
Evidence collection 
With evidence collection, mainly two functions have to be supported. First, the 
learner should have the opportunity to store and retrieve information on their proficiency 
level. The widely used e-tool with this type of support is the e-portfolio. The second 
function to be supported. E-means can be used in automatic evidence distillation. This 
might be done at two levels. The first level is automatic distillation out of documents that 
are provided by the learner. Here, latent semantic analysis is a tool that might be useful. 
The other level is automatic evidence distillation out of learners actions while following a 
competence development programme. In this case information is extracted from stage 4 
and stored to be used in stage 2. Of course, this type is only available for learners who are 
already enrolled in a competence development programme. 
 
Assessment by others 
Assessment by others possesses the characteristics of new types of assessment (1) 
involvement of multiple roles / users; (2) variety in task types; (3) complex coordination 
of tasks and (4) complex exchange of information. Like other new types of assessment, 
assessment by others requires an infrastructure that is able to provided the following 
support:  
• support for multiple roles and users involved in the assessment processes 
• support for candidates and assessors to perform various types of tasks including 
standard and non-standard assessment tasks 
• support for complex control-flow 
• support for complex data-flow (see section C3.2).  
Here, learning designs come in, which enable the modelling of these four aspects of 
assessment by others. With respect to the multiple roles, these can be distinguished in 
various ways. For example, of the seven roles distinguished by the Association CH-Q, the 
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Swiss Qualification Programme for Job Careers (Duvekot, 2005), four refer to the 
judgement by others: examiner, certifier and assessor. In the TENCompetence Domain 
model, the only relevant role is assessor. Several assessors might be involved, as is the 
case with 360 degrees feedback. Examples of functions that assessors should be able to 
perform, include: see the output that is provided by the individual in their e-portfolio; ask 
questions both to the learner (‘how must I interpret this piece of evidence’); ask questions 
to other assessors (‘how would you judge this evidence in this situation’). 
 
4.1 Examples of new forms of assessment used in 
 competence assessment 
New forms of e-assessment, such as self- and peer assessment, 360 degree feedback, 
progress testing, and portfolio assessment, are gaining in acceptance and popularity. Such 
assessment types are not just 'done to' learners but are also 'done with' and 'done by' 
learners (Harris & Bell, 1990). By addressing complex Learner traits, these new forms 
aim to foster deep learning and the development of competences (Boud, Cohen, & 
Sampson, 1999; Gipps, 1999; Topping, 1998). Here we describe some of these new 
forms of assessment in detail. 
4.2 Peer assessment 
According to (Topping, Smith, Swanson, & Elliot, 2000), peer assessment is "an 
arrangement for peers to consider the level, value, worth, quality or successfulness of the 
products or outcomes of learning of others of similar status". For the purposes of this 
paper, a case study is introduced that is originally described in (Orsmond, 2004). This 
case study describes a peer assessment exercise – writing and reviewing an article for a 
scientific magazine. 
1. Learners are instructed how to conduct this peer assessment. 
2. Each Learner selects a different paper and reads it. 
3. Each Learner then prepares a brief article (400-500 words) about their chosen paper. 
4. Pairs of Learners then exchange articles and review each other’s articles. The 
reviewer must assess the article and (i) decide whether the article is acceptable 
without change or whether minor/major revision is required (ii) provide specific 
feedback on any points raised, e.g. by writing comments on the article. Learner 
reviewers then return the article and evaluation sheet to the original author. 
5. Each Learner writes a response to the review and may revise the article. Learners then 
submit documents including paper, original article, reviewed article with the 
reviewer’s comments, response and the final version of their article to the tutor for 
final assessment. 
6. The tutor then marks on Learners’ exercises in a way that the quality of the original 
version of the article, the Learner’s response to peer review, and the Learner’s 
effectiveness as a peer reviewer will be considered as 30%, 30%, 40% of the overall 
mark, respectively. 
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4.3 360 degree feedback 
360-degree assessment involves the assessment of an individual by a variety of 
stakeholders, e.g. peers, subordinates, supervisor, customers or clients (Cheetham & 
Chivers, 2005, p. 75). The main applications of this technique to date has been self-
awareness raising, performance management and in-company development, but the 
technique offers a potential to be used in more formal assessment settings. Advocates 
argue that 360-degree assessment is fairer because it elicits perceptions of competence 
from people who observe an individual’s day-to-day performance from different 
perspectives. On the other hand, there will be difficulties in achieving consistency and 
commonality of understanding. Some stakeholders may have insufficient evidence of the 
subject’s performance. Not all stakeholders are experienced assessors. Finally, there is 
the danger of collusion amongst participants. 
"The (360 degree) feedback process ... involves collecting perceptions about a 
person’s behaviour and the impact of that behaviour from the person’s boss or bosses, 
direct reports, colleagues, fellow members of project teams, internal and external 
customers, and suppliers. Other names for 360 degree feedback are multi-rater feedback, 
multi-source feedback, full-circle appraisal, and group performance review (Lepsinger & 
Lucia, 1997)." The whole process is sometimes described as having 9 steps (360-degree-
feedback): 
1. Determine organizational readiness for 360-degree feedback 
2. Develop an appropriate survey and process given organizational needs and objectives 
3. Generate enthusiasm among key decision makers and participants 
4. Ensure that participants and managers have the skills to support the process 
5. Provide an orientation briefing 
6. Administer the survey 
7. Coach participants in one-on-one meetings 
8. Provide organizational summary data 
9. Re-conduct the survey (in four to six months) 
We describe steps 5 to 8 in more detail. 
• The HR manager and employee have an orientation briefing to discuss the goals of 
the 360 degree feedback process and its characteristics. A document detailing the 
agreements made during the briefing is written by the HR manager. These 
arrangements cover the period in which the assessment will be carried out and the 
names of the individuals involved. 
• A series of 10 statements which may apply to the employees behaviour (e.g. “the 
employee deals well with time pressure”) is sent to be completed by the employee 
him or herself, the employee’s direct line manager, a representative of a customer 
having had contact with the employee and a member of a project team in which the 
employee is involved. Responses to the questions are on a scale from 1 to 10 (with 10 
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indicating strong agreement with the statement). Raters have the opportunity to add 
additional remarks to motivate their rating. Each rater’s responses are stored. 
• The HR manager is able to monitor which of the raters has responded and is expected 
to take action to prompt those who have not responded as the deadline approaches. 
• The responses are accumulated and used as the basis of a review meeting. The results 
of the review meeting are recorded in a document which is written by the HR 
manager and mailed by the HR manager to the employee. This document includes a 
skeletal competence development plan, if needed. 
4.4 Portfolio assessment 
In a broad sense, a portfolio is a purposeful collection of person’s works that presents 
his/her efforts, progress, and achievements, as well as demonstrates personal growth in 
one or more areas of the curriculum and/or job(s) over time. It is not a random collection 
and can be used as a very useful, beneficial and important assessment tool for teachers, 
employers, evaluation panels, and so on. Plus, persons (Learners/learners or employees) 
can use their own portfolios for self-assessment and reflection.  
Portfolio assessment ranges from portfolios that demonstrate the best work to an 
"expanded record" that holds a full representation. Learners and/or employees are also 
assessed on work done together, in pairs or groups, on projects and assignments. In case 
of positive assessment of employee’s portfolio it can result in higher remuneration and 
promotion; in case of a Learner/learner – better final result or score, admission, 
advancing, passing learning level and so on. Portfolio should represent a collection of 
people's best work or best efforts, self-selected samples of work experiences related to 
outcomes being assessed, and documents according to growth and development toward 
the mastering of identified outcomes. That collection must include self-participation in 
selecting contents, the criteria for selection, the criteria for judging merit and evidence of 
Learner self-reflection (Paulson, Paulson, & Meyer, 1991). 
Contents of portfolios (sometimes called "artefacts" or "evidence") can include 
drawings, photos, video or audio tapes, writing or other work samples, computer disks, 
and copies of standardized or program-specific tests. Data sources can include parents, 
staff, and other community members who know the participants or program, as well as 
the self-reflections of participants themselves. Portfolio assessment provides a practical 
strategy for systematically collecting and organizing such data (Sewell, Marczak, & 
Horn, 1998), It can consist also of teacher/employer notes, teacher/ employer-completed 
checklists, self-reflections, group projects. In some cases, portfolios serve as a 
replacement for the diploma or transcript. Usually, it starts with the Table of Contents, as 
well as with Cover Letter summarizing the evidence of a people’s learning and progress. 
Portfolios are an effective way to bring assessment into harmony with instructional 
goals. Portfolios can be thought of as a form of "embedded assessment"; that is, the 
assessment tasks are a part of instruction. Based on the definition of the portfolio 
assessment and its variety of contents, the following key characteristics of portfolio 
assessment could be drawn: 
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• A portfolio is a form of assessment that Learners do together with their teachers thus 
providing opportunity for Learner-teacher dialogue. 
• A portfolio is not just a (random) collection of someone’s work, but a purposeful one, 
it has clear goals and the people must be involved in choosing and justifying the 
pieces to be included. 
• A portfolio provides samples of the someone’s work which show growth over time. 
By reflecting on their own learning (self-assessment), people begin to identify the 
strengths and weaknesses in their work. These weaknesses then become improvement 
goals. 
• It focuses upon person’s performance-based learning experiences as well as their 
acquisition of key knowledge, skills, and attitudes. 
• The criteria for selecting and assessing the portfolio contents must be clear to all at 
the outset of the process. 
• It is multidimensional, i.e., reflecting a wide variety of artefacts and processes 
reflecting various aspects of person's learning process(es). 
• A wide range of skills can be demonstrated and thus serving as a tool for assessing 
them. 
• It enables people to show quality work, which is done without pressure and time 
constraints, and with the help of resources, reference materials and collaboration with 
others. 
Some of the advantages of portfolio assessment identified in the literature are that it: 
• Allows the person being assessed to be seen as an individual, each with his or her 
own unique set of characteristics, needs, and strengths. 
• Transforms the role of the trainer away from generating comparative rankings of 
achievement (grades, percentile rankings, test scores) and toward improving people’s 
achievement through evaluative feedback and self-reflection. 
• Helps to standardize and evaluate the skills and knowledge we expect people to 
acquire without limiting their creativity.  
• Helps people to be more accountable for the work they do and the skills and 
knowledge we are asking them to acquire. 
• Involves individuals in the assessment process, thus giving them a more meaningful 
role in improving achievement. 
• Invites people to reflect upon their growth and performance as learners. 
• Aids in the diversification of approaches to teaching and learning, thus increasing the 
connections with a wider range of learners and learning styles. 
• Can be used to demonstrate progress towards, and achievement of, topic or course 
objectives 
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• Focuses on higher order thinking. 
Some drawbacks have also been identified: 
• It may be seen by some as less reliable or fair than more quantitative or standardized 
evaluations such as test scores. 
• Someone can often be sceptical about measurements other than grades and test 
scores. 
• It can be time consuming, especially if portfolios are done in addition to traditional 
testing and grading. 
• Evaluators must develop their own individualized criteria, which can be initially 
difficult or unfamiliar. 
• Data from portfolio assessments can be difficult to analyze or aggregate, particularly 
over long periods of time. 
• Often difficult to integrate meaningfully into various cultures where very high stakes 
are placed on comparative ranking and standardized tests. 
• The consistency between persons is low. 
• Most organisations still use test scores and grades as primary admissions criteria. 
There are many different types of portfolios, each of which can serve one or more 
specific purposes as part of an overall assessment program. The following is a list of the 
types most often cited in the literature: 
• Documentation Portfolio: This type is also known as the "working" portfolio. 
Specifically, this approach involves a collection of work over time showing growth 
and improvement reflecting person's learning of identified outcomes. The 
documentation portfolio can include everything from brainstorming activities to 
drafts to finished products. The collection becomes meaningful when specific items 
are selected out to focus on particular educational experiences or goals. 
• Process Portfolio: This approach documents all facets or phases of the learning 
process. They are particularly useful in documenting overall learning process. It can 
show how people integrate specific knowledge or skills and progress towards both 
basic and advanced mastery. Additionally, the process portfolio inevitably 
emphasizes people's reflection upon their learning process, including the use of 
reflective journals, think logs, and related forms of metacognitive processing. 
• Showcase Portfolio: This type of portfolio is best used for summative evaluation of 
mastery of key performance outcomes. It should include people's very best work, 
determined through a combination of individual and group selection. Only completed 
work should be included. In addition, this type of portfolio is especially compatible 
with audio-visual artefact development, including photographs, videotapes, and 
electronic records of person's completed work. The showcase portfolio should also 
include written analysis and reflections by the individual upon the decision-making 
process(es) used to determine which works are included. 
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How are portfolios assessed or evaluated? Since portfolios are qualitative, many 
employers find them difficult to use as a determinant of a candidate's skills. Often, 
employers would rather see a quantitative demonstration of a candidate's best skills and 
work. According to (Paulson et al., 1991, p. 63) "Portfolios offer a way of assessing 
learning that is different than traditional methods. Portfolio assessment provides an 
opportunity to observe persons in a broader context: taking risks, developing creative 
solutions, and learning to make judgments about their own performances." 
In order for thoughtful evaluation to take place, evaluators must have multiple scoring 
strategies to evaluate person's progress. Criteria for a finished portfolio might include 
several of the following: 
• Thoughtfulness (including evidence of person's monitoring of their own 
comprehension, metacognitive reflection, and productive habits of mind). 
• Growth and development in relationship to key curriculum expectancies and 
indicators. 
• Understanding and application of key processes. 
• Completeness, correctness, and appropriateness of products and processes presented 
in the portfolio. 
• Diversity of entries (e.g., use of multiple formats to demonstrate achievement of 
designated performance standards). 
It is especially important to prioritize those criteria that will be used as a basis for 
assessing and evaluating people’s progress, both formatively (i.e., throughout an 
instructional time period) and summatively (i.e., as part of a culminating project, activity, 
or related assessment to determine the extent to which identified curricular expectancies, 
indicators, and standards have been achieved). 
People need to identify especially significant or important artefacts and processes to 
be captured in the portfolio. Evaluators need to determine grades or scores to be assigned. 
Rubrics, rules, and scoring keys can be designed for a variety of portfolio components. In 
addition, letter grades might also be assigned, where appropriate. Finally, some for of 
oral discussion or investigation should be included as part of the summative evaluation 
process. This component should involve a panel of reviewers in a thoughtful exploration 
of the portfolio components, person's decision-making and evaluation processes related to 
artefact selection, and other relevant issues (Burke, Fogerty, & Belgrad, 1994). 
 
4.5 Requirements for an infrastructure for competence 
assessment 
In comparison with traditional computer assisted assessment, both judgment making 
and administrative processes are more problematic in competence assessments, which are 
process-based and involve multiple roles and multiple persons. The difficulties and the 
potential for errors and omissions increases in a non-linear fashion as the number of 
candidates and assessors involved grows (Rosbottom, 1994). As Bartram points out, 360-
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degree feedback by its very nature is an administrative nightmare to manage. People 
involved in the process tend to be geographically dispersed but also need close 
supervision in order to ensure that the ratings are carried out to schedule and that 
sufficient raters are obtained for each focus of the assessment (Bartram, 2005). 
In this section, we present a number of characteristics of new forms of assessment 
then list a number of requirements for the TENCompetence infrastructure. 
Involvement of multiple roles/users 
New types of assessment are typically embedded in an educational context, require 
more stipulation of the processes of assessment and rely on higher levels of Learner 
involvement in assessment (Sluijsmans, Brand-Gruwel, van Merriënboer, & Martens, 
2004). In work settings, many people with various roles may be engaged in the 
assessment processes. For example, in peer assessment, two Learners and one tutor are 
involved in the assessment process. The Learners have both candidate role and assessor 
(rater) role. In the 360 degree feedback process, multiple people with different roles such 
as HR manager, line manager, fellow members of project teams, and customers are 
engaged in the assessment process. 
Variety in task types  
Various types of tasks will be performed in assessment processes. On the one hand, 
tasks are arranged for candidates to demonstrate their progress and capabilities such as 
answering a questionnaire, writing an article, providing a portfolio, conducting a 
performance, and so on. On the other hand, certain types of tasks will be performed by 
assessors for describing, collecting, recording, scoring, and interpreting information 
about Learners’ learning. The types of tasks required to be performed depends on the 
nature of the trait to be assessed. 
In the case study of peer assessment, each Learner provides evidence by writing a 
brief article. At the next step, each Learner assesses the article of his peer Learner in a 
way to answer two questions. The first one is a multiple-choice question with three 
options: 1). the article is acceptable without any change, 2). the article is acceptable with 
minor/major revision, 3). the article is unacceptable. The second question is an open-
question that is used for writing comments. In the case study of the 360 degree feedback 
process, a series of, for example, 10 slider items (each with 10 scales) is used for 
indicating the degree of agreements with the statements. 
In order to assess a competence that may not be directly measurable, a complex trait 
is usually decomposed into several lower level traits that may be decomposable further 
into elementary traits, called simple traits (Brinke et al.). For assessing a simple trait a 
specific item can be used. Thus, an assessment for assessing a complex trait consists of a 
set of items with certain composition rules and the assessment criteria and rules. 
Sometimes, simple and pre-set standard items and even structured assessment are not 
sufficient to assess certain competences. Many simulation tools and domain-specific 
application tools may be more suitable for assessing certain generic or specific 
competences. (Pellegrino, Chudowsky, & Glaser, 2001) provide several examples, such 
as the use of concept mapping to assess knowledge structures, or the use of latent 
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semantic analysis to interpret Learner essays. In principle, any well-developed 
application tool to support carrying out a certain task can be potentially used as an 
assessment tool. When a user carries out a task by using an application tool, the user’s 
performance can be observed or captured for assessment. These application tools are 
called specific assessment tools which can be used to support specific assessment tasks. 
Complex coordination of tasks 
In innovative assessment processes, various tasks are carried out by many participants 
with different roles in sequence or in parallel. The termination of one task may trigger the 
start of another task. For example, in peer assessment, two Learners and one tutor carried 
out a structured process with six phases. In each phase they focus on a certain type of 
task, and have to coordinate their activities. In the 360 degree feedback process, the core 
assessment process consists of five phases. Tasks in different phases are carried out by 
people with different roles in sequence and in parallel. Highly structured peer assessment 
formats are also reported in literature. In Reciprocal Peer Tutoring, Learners are paired 
and in a structured manner take turns acting as a tutor and tutee (Fantuzzo, Dimeff, & 
Fox, 1989). 
Exchange of information 
 In new forms of assessment, a large quantity of information is produced by 
participants in performing various tasks in different phases. The data must be transferred 
to the right persons at the right time. People with different roles interact with each other 
through the exchange of information. In the peer assessment example, peer Learners 
exchange their articles and then exchange their reviews. Finally, they send all data 
including responses on their peers’ feedback to the tutor. In the case study of 360 degree 
feedback, the HR manager send a questionnaire to the employee, the employee’s direct 
line manager, customers and project team members and then collect all feedback from 
them.  
From these characteristics, we can derive the following requirements for an infrastructure 
for competence assessment: 
• Support for multiple roles and users involved in the assessment processes, 
• Support for candidates and assessors to perform various types of tasks including 
standard and non-standard assessment tasks, 
• Support for complex control-flow 
• Support for complex data-flow. 
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5 Review of existing specifications 
5.1 The IMS QTI specification 
The leading specification for the exchange and interoperability of assessments is the 
Question and Test Interoperability specification (IMSQTI, 2006). The primary goal of 
this specification is to enable the exchange of questions (called ‘Items’) and tests (called 
‘Assessments’) between Learning Management Systems. The Question and Test 
Interoperability specification describes questions and tests by (a) providing a well 
documented content format for storing items independent of the authoring tools that were 
used to create them; (b) supporting the deployment of items and item banks across a wide 
range of learning and assessment delivery systems and (c) enabling systems to report 
results in a consistent manner (Joosten-ten Brinke, Gorissen, & Latour, 2005). 
The QTI interoperability information model is based on the four-process framework 
(Almond, Steinberg, & Mislevy, 2001). The authors discuss the relationships between the 
functions and responsibilities of the processes and the objects in the QTI information 
model. The QTI specification is limited to those assessment types for which an 
unambiguous definition in technical terms can be specified. Examples of these 
assessment types are multiple choice items, open-ended questions, matching items. The 
simple structure of these items makes them well-suited for storage in item bank systems 
and delivery in digital format. The QTI specification supports the exchange of items in 
standardized assessments. Test developers in an educational program may use 
colleagues’ multiple-choice items. For example, items about ‘knowledge of the learner’ 
in teacher education developed at university X will match with the educational program 
of teacher education in university Y. The test developer who wants to use these items has 
to ensure that these items match, based on learning objectives, their wording and format. 
Often these multiple-choice items are stored in item bank systems. By using a 
specification such as QTI to code them, these items may be exchanged between different 
platforms and presented in various formats to Learners. The structure of the items must 
be comprehensive with regard to the domain to make them useful for domain specialists. 
The implementation of the full QTI specification has proven to be difficult. In a 
review of software applications that claim to support QTI, Gorissen (2003) found that in 
almost all cases the support was restricted to the item layer, leaving the Assessment and 
Section layer aside. The latest version of the QTI specification is a minor upgrade that 
provides additional features on the Assessment and Section level. This may enhance the 
storage and exchange of complete tests with a strong focus on computer-based 
assessment, but does not provide a solution for new types of assessment like portfolio 
assessment or peer assessment. 
5.2 Combining IMS LD and IMS QTI to support new forms of e-
assessment 
IMS QTI can not be used to model process-based, multi-user assessments. IMS 
Learning Design (IMSLD, 2003) can be used to model learning processes with 
complicated process-control and multiple roles/users. However, assessment tools and 
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strategies are not explicitly included in IMS LD, although these can be included by 
reference to content elements that are assessments (IMSLD, 2003). The combination of 
IMS LD, IMS QTI, and specific assessment services can be used to model and deliver 
new forms of assessment targeting competence development. The main benefit of this 
approach is that existing specifications, tools and services can be used to model and 
deliver integrated learning designs with innovative assessments. Furthermore, reuse of 
such integrated learning designs and innovative assessments becomes possible together 
with their delivery in different platforms. In this way, new forms of assessment can be 
modelled as a unit of assessment, a specific unit of learning referring to QTI documents 
and/or specific assessment services. 
• Supporting multi-role/user-involved assessment processes. IMS QTI specification is 
concerned with individual learners. Although IMS QTI does not prohibit usage in 
contexts involving other actors (e.g., instructors, supervisors, and peers), it does not 
support explicitly defining other roles or sequencing behaviours that result from 
participation of other actors. IMS LD can support a multi-role/user teaching-learning 
process. In IMS LD, two primary roles (learner and staff) are defined. Each role can 
have sub-roles defined by designers to fit the context of the learning design. 
• Supporting a variety of assessment tasks. The IMS QTI item types include open-
question, multiple choice/response, fill-in-blank, hotspot, match, drag&drop, and so 
on. It also provides sufficient flexibility to grow into the advanced constructed-
response items and interactive tasks we envisage as the future of assessment 
elaborates the assessment items in detail (Almond et al., 2001). Furthermore, it 
provides mechanisms to design structured assessment and control branches and 
calculate weighted scores. That is, all standard assessment tasks and structured 
assessment that form the core subset of current practice can be supported by using 
IMS QTI tools. IMS LD offers an approach to integrating application tools as 
services. Although only four services are specified in IMS LD, in theory, any 
software tool can be integrated in a learning design as an external service. Therefore, 
with an appropriate interface, any specific assessment tool (e.g., a portfolio editor, a 
concept-mapping, and a simulator) can be integrated into a unit of assessment. 
• Supporting complicated control-flow. IMS LD can support the modelling of a 
learning flow with complicated process controls. Activities can be arranged as a 
sequence or a selection structure. A set of role-parts can be performed in parallel 
within an act and acts within a play will be carried out in sequence. Multiple plays 
can be executed as concurrent threads. The termination of a task may trigger the start 
of another task according the definition. In addition, conditions and notifications 
provide more powerful mechanisms to control the process. The support provided at 
IMS LD level B and level C makes it possible to trigger the start and termination of 
tasks in a data-driven manner as well. Considering the complexities of new forms of 
assessment in process control, IMS LD has sufficient expressiveness to model the 
complicated control-flow in new forms of assessment. 
• Supporting complicated dataflow. IMS QTI provides mechanisms for declaring 
outcomes. The outcome of an item a section, or a test can be processed as the output 
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of an assessment. IMS QTI version 2 specifies how an outcome variable of IMS QTI 
can be coupled to an IMS LD property. With the help of this mechanism, an item 
response and an assessment score can be transferred to relevant participants. That is, 
the data produced by a participant (e.g., a candidate) can be presented to another one 
(e.g., an assessor). Additionally, scores given by all assessors can be processed 
according a certain rule into a collective (aggregated) result. This result can be 
transferred to a candidate or even can be used to control the branching. 
In order to understand the degree to which today’s e-learning infrastructure can support 
new forms of assessment, we examine two implemented examples: peer assessment and 
360 degrees feedback. Figure 4 illustrates a process model for an example of peer 
assessment taken from (Orsmond, 2004).  
 
 
Figure 4: A process model for peer assessment 
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• Modelling roles. In the peer assessment example there are two kinds of roles: tutor 
and learner. In order to explicitly model the tasks of each peer Learner and the 
exchange of information between them, learner1 and learner2 are defined as two sub-
roles of the learner. The maximum and minimum number for each role has been 
restricted to one. This means that in the population phase each role has to be assigned 
to one and only one person. 
• Modelling tasks. Participants with different roles are assigned to do different tasks. 
The tasks are modelled as learning activities (e.g., selecting/reading paper1 and 
responding review1) and support activities (e.g., final assessment1) in the model. 
Each activity has an element called activity-description, some of which (e.g., writing 
article1 or reviewing article2) refer to QTI documents. 
• Modelling control-flow. The overall assessment process is defined as a play with six 
acts illustrated in the Figure 4. Each act consists of more than on role-part. Such a 
relationship is represented in Figure 4 as a box contains several rounded rectangles. In 
the first act, the tutor teaches learners how to conduct this peer assessment and what 
is expected. In the second act, two peer Learners select a different paper respectively 
and read the selected papers. In the third act each Learner writes an article. In the 
fourth act Learners review the articles of their peers and comment on them. In the 
following act they response to the reviews of their peers and revise the original article 
if necessary. In the last act, the tutor assesses the Learners’ work and give them 
scores. All acts are executed in sequence. The arrows with solid lines in Figure 4 
indicate the control-flows of the process. For synchronizing activities, a check-point 
can be defined as a complete-act condition of an act (e.g., selecting/reading-articles). 
The complete-act condition specifies if and only if both Learners finish their tasks 
within an act, the act will be terminated and the following act will start. This is a kind 
of task-driven process control mechanism. 
• Modelling data-flow. Data are represented in IMS LD as properties. A property can 
be used to record the outcome of the participant (e.g., article1 and review1) or to 
capture the current state of the process (e.g., are-articles-submitted). As we see in 
Figure 4, data (e.g., article1, article2, review1, review2, and so on) are produced by a 
learner in an activity and will be used by another learner in another activity. The 
arrows with dash lines indicate the data-flows in the process. Viewing the value of a 
property is realized by using “view-property” element in a XHTML document, which 
is modelled as a learning resource and will be referred to by an item. The item is 
defined in a learning object within an environment. We define two environments for 
storing data regarding to the work of two learners, respectively. For example, 
environment1 will be associated with all activities handling article 1 such as 
selecting/reading paper1, writing article1, reviewing article1, responding review1, 
and final assessment1. Since all data concerning article1 is collected in this 
environment, this shared environment can be used by learner1 writing article1, by 
learner2 reviewing article1, and by tutor assessing learner1’work. 
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This example can be executed fully in CopperCore with the Apis IMS QTI service 
(APIS, 2004; Vogten et al., 2006). Figure 5 shows a screenshot of the user interface when 
learner1 is reviewing article 2.  
 
Figure 5: A screenshot of the execution of the peer assessment example 
The 360 degree feedback process “involves collecting perceptions about a person’s 
behaviour and the impact of that behaviour from the person’s boss or bosses, direct 
reports, colleagues, fellow members of project teams, internal and external customers, 
and suppliers” (Lepsinger & Lucia, 1997). Figure 6 shows a process model for an 
example of 360 feedback.  
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Figure 6: Process model of the 360 degree feedback example 
In this model, the employee is defined as a sub-role of the learner. The other four 
roles are defined as sub-roles of staff. Three acts are defined: preparation, assessment, 
and report. In the preparation act, the HR manager discusses with the employee and then 
works out an agreement. In the assessment act, role-parts are defined to assign tasks to 
line manager, project members, customers, and employee himself. Each participant of 
these role-parts will provide feedback. In the final act, the HR manager will discuss the 
feedback with the employee and write an assessment report. In the first act and the third 
act, as illustrated in Figure 6, the HR manager is assigned to do two sequential activities 
connected with an arrow. What is different from the first example is the type of items 
used to rate the employee. These items are defined using a QTI slider type.  
The combination of IMS LD and IMS QTI has three primary advantages: 
• Support for interoperability. Existing software tools for new forms of assessment 
have been developed and used as standalone application tools. They have their 
own data representation that is not usable by other applications. Their functions 
cannot be shared directly by other software. In contrast, our approach is based on 
international e-learning technical specifications. A unit of assessment can be 
executed in any IMS LD player with any integrated IMS QTI player. The 
components of a unit of assessment or the unit as a whole can be stored, retrieved, 
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and adjusted for reusing and improving in different context and in different 
learning platforms. 
• Support for Flexibility. Each new form of assessment may vary in a number of 
variables. For example, in peer assessment the variables could include levels of 
time on task, engagement, and practice, coupled with a greater sense of 
accountability and responsibility (Topping et al., 2000). Software may support 
flexibility to a limited extent. However, once software has been developed, it is 
difficult to change to fit changing learning contexts and specific needs. In 
particular, if a certain domain-specific simulation tool is needed as a specific 
assessment tool, it will be very difficult for existing assessment software tools to 
extend their functions. However, by adopting our approach, we can easily modify 
the definitions of components and their relations in a learning design (e.g., 
learning activities, assessment activities, their sequence, referred learning objects 
and assessment items, integrated specific assessment services, and so on). 
Learning designers can develop their customized units of assessment with less 
effort and time. 
• Support for seamless integration with learning processes. Existing software tools 
for supporting new forms of assessment can be used for formative assessment and 
summative assessment. However, the learning activities to be integrated are 
conducted either in a face-to-face learning environment or in a content-centred e-
learning environment. In both situations, the integration between learning 
activities and assessment are manually implemented. That is, the users have to 
manually shift learning environments or application tools for performing learning 
activities and for conducting assessment tasks. Our approach is based on IMS LD 
that can formally describe a wide range of pedagogical approaches. If learning 
activities are also represented in IMS LD, there will be a seamless integration 
between the learning activities and new forms of assessment, since both are be 
specified within the same unit of learning. For example, if an e-assessment is 
arranged as a formative assessment, the assessment results defined as outcome 
variables in IMS QTI can be used by IMS LD engine as properties to choose 
appropriate following-up activities for each user according to his/her role, 
personal characteristics, assessment results, and so on. The shift from generic 
assessment services and specific assessment services to learning management 
systems is transparent for users when they shift from conducting assessment tasks 
to performing learning activities. 
However, some limitations can be identified: 
• The required level of technical knowledge of IMS LD and IMS QTI for those 
authoring assessments is significant. Currently, the editing and debugging tools 
for specifying a learning design offer only a limited degree of support.  
• Part of this difficulty lies in a representational mismatch between the concepts 
offered by IMS LD and IMS QTI and the world of assessment experts. Extensive 
use of properties, variables and conditions leads to opaque units of assessment not 
easily reviewed and understood. 
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• Furthermore, not all aspects of the assessment process can be represented using 
IMS LD and IMS QTI. The decision associated with an assessment, the learner 
characteristics which are the subject of assessment, the population being assessed 
and other “meta” aspects of the assessment process require the use of additional 
representational constructs. 
These points lead to the need within TENCompetence to augment today’s open 
technical specifications with additional modelling concepts, leading to a formal, 
integrative specification model. 
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6 The OUNL/CITO Assessment Model 
The TENCompetence work on support for competence assessment draws on existing 
work known as the OUNL/CITO assessment model. We first present this model, then 
describe simplifications identified which lead to the TENCompetence assessment 
specification.  
This section is an abridged version of “Joosten – ten Brinke, D., van Bruggen, J., 
Hermans, H., Burgers, J., Giesbers, B., Koper, R., & Latour, I. (To appear). Modelling 
Assessment for Re-use of Traditional and New Types of Assessment. Computers and 
Human Behavior.  
We define assessment as all the systematic methods that can be used to gather 
information and evidence about Learner properties, based on a process, a product or the 
progress of a Learner, for the purposes of certification, placement or diagnoses in 
formative and summative contexts. This definition includes classical tests, examinations 
and questionnaires, as well as newer types of assessment, such as performance 
assessment, portfolio assessment and peer assessment. 
New types of assessment are typically embedded in an educational context, require 
more stipulation of the processes of assessment and rely on higher levels of Learner 
involvement in assessment (Sluijsmans et al., 2004). New assessment types have great 
potential, but problems in terms of quality criteria and resources as well. The assessment 
developers have to cope with quality criteria, like authenticity, meaningfulness, fairness 
and educational consequences (for a full description of assessment quality criteria for 
competence assessment, see (Liesbeth K.J. Baartman et al., 2004) and the development of 
reliable and valid assessments is time-consuming and expensive. 
Although technological improvements such as today’s open technical specifications 
help to promote re-use and exchange of assessments, assessment developers must also 
share the same conceptual framework of the assessment domain to understand what can 
be re-used or exchanged. Pellegrino, Chudowski and Glaser (2001) describe initiatives on 
the assessment of competences based on insights into how people learn and how 
knowledge and knowledge structures develop. The authors define a new framework for 
assessment based on the assessment triangle of ‘cognition’, ‘observation’ and 
‘interpretation’. Here, cognition is a model of how a learner represents knowledge and 
develops competencies; Observations are tasks or situations in which (complex) 
behaviour can be observed, and interpretation is a means by which one can make sense of 
the observations. Pellegrino et al. provide several examples of new linkages, such as the 
use of concept mapping to assess knowledge structures (linking cognition to observation), 
or the use of latent semantic analysis to interpret Learner essays (linking observation to 
interpretation). In this framework items (tasks) provide part of the evidence that is linked 
to the learning objective and they must support decisions that are based on the assessment 
results. The items that are selected for observation should be developed with the purpose 
of the assessment in mind (i.e. going from cognition to observation). The evidence 
gathered still needs to be interpreted. This interpretation makes clear how the collected 
observations constitute evidence about the learner’s competencies. 
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An important consequence of the new foundations of assessment seems to be that any 
exchange of assessment has to include all three points of the triangle, rather than being 
limited to the exchange of the test items. This raises several questions: Can all the 
assessment aspects (cognition, observation, interpretation) be described using 
specifications as the ones mentioned above? Or need these specifications be extended? 
Can all assessments be re-used completely, and if not, what isolated parts of assessment 
can be re-used? Can we describe all sorts of tasks and situations, or are we limited to 
particular formats such as multiple-choice items? 
In the conceptual assessment framework of Almond, Steinberg and Mislevy (2001; 
2003) assessment is viewed as a process in which an administrator, who is responsible for 
setting up and maintaining the assessment, and a candidate, whose traits are being 
assessed, are actors in a system. The framework promotes reusability of both objects and 
processes and can thus provide a start in answering our questions. But there are some 
limitations to the model. It is developed with computer-based assessment in mind and it 
is focused on the execution phase of an assessment. The limitation of the QTI 
specification for assessment interoperability is that it is concentrating on the 
‘observation’ point of the assessment triangle, where it offers support to rather traditional 
tasks. To include the other vertices a more encompassing model is needed. Such a model 
should meet the general requirements of an educational model (derived from (Koper, 
2001)). 
1. Flexibility: The assessment model can describe assessments that are based on 
different theories and models. 
2. Formalization: The assessment model describes assessments and its processes in such 
a formal way that it is machine-readable and automatic processing is possible. The 
formalization gives the possibility to extend the model if new developments in 
assessment arise.  
3. Reusability: The assessment model supports identification, isolation, de-
contextualization and exchange of useful objects (e.g. items, assessment units, 
competencies, assessment plans) and their re-use in other contexts. 
4. Interoperability and sustainability: The assessment model distinguishes the 
description standards from the interpretation techniques, thus making the model 
resistant to technical changes and conversion problems. 
5. Completeness: The assessment model covers the whole assessment process, including 
all the typed objects, the relations between the objects and the workflow.  
6. Explicitly typed objects: The assessment model expresses the semantic meaning of 
different objects within the context of an assessment. 
7. Reproducibility: The assessment model describes assessments in such a way that 
replicated execution is possible. 
8. Medium neutrality: The educational model for assessment, where possible, supports 
the use of different media, in different (publication) formats, such as computerized 
assessments on the web or paper and pencil tests. 
 D6.1 Annex 2 - Assessment 
 
TENCompetence – IST-2005-027087 Page 39 / 112 
 
9. Compatibility: The assessment model matches available standards and specifications. 
The OUNL/CITO model is an extensible educational model for assessment which 
provides a broader basis for interoperability specifications for the whole assessment 
process from construction to evaluation. The model allows a tight embedding of 
assessments in educational practice and it caters for new types of observation and 
interpretation. The model is built on several sub-models, each matching a different stage 
in the assessment process as depicted in Figure 7. In the assessment design the objectives 
for the assessment are clarified. Decisions in this stage influence the elaboration of the 
next stages. 
 
Figure 7: The stages in the assessment process 
6.1 Assessment design 
The reasons for using assessments are expressed in the stage of assessment design. 
The challenge in assessment design is to select the assessment types that yield the 
appropriate evidence of Learners’ competence, skills or knowledge. A competence 
assessment, for example, can consist of a portfolio assessment, that provides a measure of 
individual growth with respect to individual goals, in combination with a multiple-choice 
exam that provides a measure of knowledge acquisition. Both assessment measures are 
important providers of information of Learner traits and both can be used in a 
competence assessment. The concepts and their relations in assessment design are 
represented in Figure 8. 
Assessment design 
Item construction 
Assessment construction 
Assessment run 
Response rating 
Decision making 
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Figure 8: Assessment design: class diagram of the concepts and their relations. 
The assessment policy of an educational institute is the basis for the development of 
an assessment (Van Zutven, Polderdijk, & De Volder, 2004). This framework enumerates 
assessment types that are allowed according the policy of the institute. Within the scope 
of this assessment policy one or more assessment plans can be designed. An assessment 
plan includes the basic assumptions for an assessment. An example of an assessment plan 
is an assessment to measure writing skills. The plan stipulates the decision rules that set 
down how a decision maker will come to a decision on a candidate. The assessment 
function in the assessment plan stipulates the purpose of the decision. Assessment 
functions include diagnosis of individual candidates, formation of groups, selection or 
certification. The assessment plan addresses one specific population. The assessment plan 
prescribes which assessment types can be used for units of assessment. These must be 
assessment types that match the assessment policy of the institute. The assessment 
scenario is part of the assessment plan. An assessment scenario determines the mandatory 
and optional units of assessment for a candidate, as well as their sequence and time 
schedule. The units of assessment are described in the unit of assessment definition. The 
last, but very important part of the assessment plan is the trait. This is the abstract concept 
of the characteristics of the candidate on which decisions will be taken. These traits are 
important for educational contexts because they give the criteria for education in terms of 
level and direction. A trait is determined in advance for the population for which the 
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assessment plan is set up and it can be decomposed into complex traits and elementary 
traits. 
6.2 Item construction 
The model of the concepts and their relations in item construction are represented in 
Figure 9. The main concept in this stage is the item. 
 
Figure 9: Item construction: class diagram of the concepts and their relations. 
In this stage the concepts elementary trait and population that were described in the 
previous stage are the guiding lines for the construction of items. Indicators measure the 
elementary trait. Often, however, direct observation of a characteristic of a Learner (trait) 
is not possible. For example, by observing a teacher in the classroom we cannot directly 
measure whether the teacher understands how Learners learn. To that end, indicators are 
specified that provide evidence on the trait. These indicators are measurable descriptions 
of the trait. A score on an assessment has a meaning for a trait, but it is directly based on 
scores on the underlying indicators by applying a calculation rule on the scores. For every 
indicator items can be developed that are suitable for the population to which the 
assessment plan applies. The term Item in this model has to be interpreted in a broad 
sense. For example, it applies to a multiple-choice item with four answering options, as 
well as to a task in which a candidate has to show a performance. 
Candidates can provide answers in a number of formats, such as a construction, a 
selection out of response possibilities, or the demonstration of a skill. These item types 
are named construction item, selection item and demonstration item. An item usually has 
a prompt, a case text, hints and feedback. The prompt is the explicit message to the 
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candidate that makes clear what is expected (within the item) of the candidate. In 
unannounced workplace observations it is possible that the prompt is not given. The case 
text is a description of a context in which the item has to be made. Hints and feedback are 
both instruments to give the Learner supportive information, the hint beforehand, and 
feedback afterwards. For all relevant indicators an item must have a rating instruction. 
The rating instruction specifies for each item the characteristics of a correct answer in 
relation to the indicator. 
6.3 Assessment construction 
The third stage is that of assessment construction. The model of the concepts and their 
relations in this stage are presented in Figure 10. 
 
Figure 10: Assessment construction: class diagram of the concepts and their relations 
The central concept in this stage is the unit of assessment. This is a composite of 
items that will be presented to a candidate based on a unit of assessment definition. In 
this definition the composition rules describes the structure of the assessment. 
Composition rules may be used in advance to generate an assessment, as well as dynamic 
during assessment sessions to select new items, for instance in adaptive assessment. The 
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assessment type of a unit of assessment are restrained to the types that were defined in the 
assessment plan. The characteristics of a unit of assessment definition are the session 
time, the number of candidates that may participate, the way the unit of assessment is 
presented to the candidate, the possible roles the candidates have to fulfil in the unit of 
assessment and several rules. These rules are about the composition of the assessment, 
rules prescribing what items may be used and in what order and rules that specify how 
the final score on a unit of assessment will be calculated. The definition defines which 
trait will be assessed in a specific unit of assessment (unit of assessment trait) and which 
indicators are used to this purpose (unit of assessment indicator). The items used in a unit 
of assessment are selected because they measure a specific indicator. They might 
measure other indicators as well, but that is irrelevant in the context of this unit of 
assessment. Therefore the assessment item is defined for a specific item in a specific unit 
of assessment. The assessment item indicator gives the specific indicator that is meant to 
be measured with this item. The scale prescribes which values can be given to the 
assessment item indicator. 
6.4 Assessment run 
As soon as the unit of assessment is composed, the assessment can be delivered to the 
candidates. The model of the concepts and their relations in this assessment run stage are 
represented in Figure 11. The central concept in this stage is the session. 
 
Figure 11: Assessment run: class diagram of the concepts and their relations. 
Depending on the kind of assessment, a candidate must provide responses, or 
demonstrate or present something to an assessor. Units of assessment are presented to 
candidates, who can be individual persons or groups. The actual presentation of one or 
more units of assessment to the candidates is done during assessment sessions. Each 
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session has a date, a starting time and a stop time. During this session each candidate has 
an assessment take which specifies the medium in which the unit of assessment is 
presented, as well as the available candidate roles. The output of a session are item 
responses. An item response can be an answer to a question, a performance or a report. 
6.5 Response rating 
The next stage is that of response rating. The model of the concepts and their relations 
in this so-called assessment run stage are presented in Figure 12. 
 
Figure 12: Response processing: class diagram of the concepts and their relations. 
After an assessment take an assessor must assess the item responses. The assessor can 
be a computer, a teacher, peer candidates or even the candidate. The assessor provides a 
rubric score that addresses the assessment item indicators. To do so the assessor uses 
transformation rules to get from a rubric value to a rubric score, to an assessment 
indicator score and to a trait score. The assessment indicator score addresses the unit of 
assessment indicator, while the trait score addresses the unit of assessment trait, the 
scoring prescription and a scoring instruction. 
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6.6 Decision making 
The last stage is that of decision making. The model of the concepts and their 
relations in this assessment run stage are represented in Figure 13. 
 
Figure 13: Decision making: class diagram of the concepts and their relations. 
At the end of the process a decision must be made that is based on the score of a 
candidate on a certain assessment take. The kind of decisions that can be made are 
described in the assessment plan (see assessment design stage). Often, the person who 
makes the decision is a teacher, but in general, this is the institute where the candidate is 
enrolled. The decision is based on decision rules. 
One area to be addressed in the current model is the lack of statistical and 
psychometric information, which is often formulated in several rules. For the structure 
rules between assessment scenario and unit of assessment, an example of more detailed 
modelling is depicted in Figure 14. 
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Trait Assessment Plan
Assessment Scenario
Assessment Structure
Assessment
/Trait (list)
Norm Score
Unit of Assessment Structure
type
Unit of Assessment
Item
Assessment Sequence
Assessment Selection
Unit of Assessment
Selection
Unit of Assessment
Sequence
Condition Structure
Rule
Start rule Stop rule Selectionrule
1..*
1..*
1..*
1..*
1..*
1..*
1..*
1..*
1..*
1..*
1..*
 
Figure 14: Assessment plan, assessment scenario and unit of assessment modelled in more depth 
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7 The  TENCompetence assessment model 
7.1 Rationale for adaptation of the OUNL/CITO model 
For use in TENCompetence the OUNL/CITO model needed to be adapted and 
simplified. There are two reasons for this: 
• The OUNL/CITO model is extensive and complex, aiming for completeness in its 
coverage of all forms of assessment. This complexity has an impact on the usability 
of the model and a simplification could increase the adoption of its concepts. 
• The TENCompetence Domain Model provides a larger framework into which the 
assessment model must be dovetailed. Some duplication of concepts is apparent in the 
two separate models, which could be removed through harmonisation. 
7.2 A comparison between the two models 
The TENCompetence assessment specification was developed by implementing a 
number of simplifications in the OUNL - CITO model. These simplifications include the 
removal of one stage and of several objects from the OUNL_CITO model.  
The Decision making is the stage, part of the OUNL – CITO model, which was 
removed and is not part of the TENCompetence assessment specification. This stage is 
not part of the assessment process itself, but rather of the assessment follow-up (what 
decisions we can take regarding further competence development of the person assessed). 
For example, in the TENCompetence project, this stage is linked to the problem of 
positioning – if a learner was assessed, and having her/his assessment results, we have to 
position her/him inside the competence map. Or this may be linked to planning of 
learning activities, in order to assign the proper learning path, leading at the end to the 
achieving of the desired competence. Any additional modelling activities, which can be 
linked with this stage, we can specify through the Assessment plan, in the Assessment 
Design stage. 
In the first stage of the OUNL – CITO model: Assessment Design stage, two objects 
were removed: Assessment Function and Assessment Type. They both contain only one 
attribute of type text, and can be replaced if needed with additional attributes in the 
Assessment Plan. For example, the Assessment Function describes general objective or 
aim of the assessment plan like diagnose, intake, position or certificate. The Assessment 
Session object was also removed, as it is a particular instantiation of the Assessment 
Scenario object, which is linked to the Assessment run stage. Any such run-time specific 
objects should be moved, modelled or supported by the run-time environment. The 
second stage of the OUNL – CITO model: Item Construction stage, is kept the same, and 
contains the same information objects. In the third stage of the OUNL – CITO model: 
Assessment constructing stage, two objects were removed - Unit Of Assessment Trait 
and Unit Of Assessment Definition. The Unit Of Assessment Definition, for example, 
can be represented as a combination between Unit of Assessment and Unit of Assessment 
Trait reply for Trait. The fourth stage of the OUNL – CITO model: Assessment Run 
stage, is kept the same, and contains the same information objects. In the fifth stage of the 
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OUNL – CITO model: Response Processing stage, three information objects (Assessment 
Indicator Score, Trait Score, Rubic Score), for simplicity, were replaced by only one 
object – Rubric Score.  
In the following table we show the comparison between the original OUNL/CITO model 
and the new simplified TENCompetence assessment model in the form of a matrix. The 
sign “X” is used to show if the corresponding object is available in the appropriate model 
or no. 
Stage Original Aspects (Objects) OUNL/CITO model Simple Assessment Model 
Assessment Plan X X 
Assessment Scenario X X 
Assessment Session X   
Assessment Function X   
Assessment Policy X X 
Decision Rule X X 
Trait X X 
Elementary Trait X X 
Complex Trait X X 
Population X X 
A
ssessm
ent D
esign 
Assessment Type X   
Item X X 
Construction Item X X 
Selection Item X X 
Demonstration Item X X 
Case Text X X 
Hint X X 
Prompt X X 
Rating Instruction X X 
Indicator X X 
Item
 C
onstruction 
FeedBack X X 
Unit Of Assessment X X 
Assessment Item X X 
Assessment Item Indicator X X 
Unit Of Assessment Definition X   
Unit of Assessment Trait X   
A
ssessm
ent 
C
onstruction 
Unit of Assessment Indicator X X 
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Scale X X 
NumericScale X X 
Non numeric Scale X X 
Scale Value X X 
Assessment Take X X 
Item Response X X 
Candidate X X 
Group X X 
A
ssessm
ent R
un Person X X 
Assessment Indicator Score X   
Trait Score X   
RubicScore X X 
R
esponse 
Processing 
Assessor X X 
Decision X   
D
ecision 
M
aking Decision Maker X   
7.3 UML diagram of the TENCompetence Assessment Model 
The TenCompetence assessment specification, as a simplification of the OUNL/CITO 
model, follows the same approach for the modelling of the competence assessment 
process. It contains the following stages: Assessment design, Item construction, 
Assessment construction, Assessment run and Response rating. 
This model enables us to distinguish the assessment process in two main phases: 
design phase (including the stages Assessment design, Item construction, Assessment 
construction) and run-time phase (including the stages Assessment run and Response 
rating). These phases can be used when developing tools to support the competence 
assessment process. The TENCompetence assessment specification is presented as UML 
diagram in the following figure: 
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Figure 15: The TENCompetence Assessment Model 
7.4 The assessment design stage 
The main object in this stage is the Assessment Plan. It is defined in terms of units of 
assessment and their assessment types, as specified from the assessment scenario, 
determining their sequence and time dependencies. The Assessment policy prescribes 
which assessment types (methods) can be used and on which conditions. The Trait is an 
abstract object used to measure different personal characteristics. Usually this is used for 
competence assessment. There could be different assessment types: 360 degree feedback, 
peer assessment, self-assessment, essay assessment, on-the-job assessment, portfolio 
assessment and others. 
Here we will delete the Decision Rule object from the original assessment model, as 
an object out of the scope of the Assessment process itself. Next follows the UML 
diagram of the Assessment Design phase which was described above: 
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Figure 16: Assessment Design Stage 1 
Identifying the most appropriate people to rate the performance of the individual is a 
key part of the process. Ideally the recipient will have full involvement in identifying 
who they think is in the best position to comment on their performance. In context of the 
Assessment Model all participants in the process are called Population, and the assessed 
competence or performance level - Traits. 
It is also important to consider briefings with all participants on the objectives of the 
process and some basic tips for completing the questionnaire, called Assessment Policy, 
for example highlighting the importance of marking observed behaviour. 
Item construction 
The main object in this stage is called Item. It is used to measure particular 
competence (trait) using specific indicators. There could be three Item types: 
construction, selection and demonstration. For the proper description of the functionality 
of the Item, the following components are used: Prompt, Case text, Hint and Feedback. 
360-degree feedback is a questionnaire-based diagnostic method. So the Item 
Construction Phase is one of the most important, when well-designed questionnaires have 
to be developed. 
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Figure 17: Assessment Design Stage 2 
Some questionnaires include a free-written section in which other observations or 
comments may be made. This can help to throw more light on the ratings, but again the 
person giving the feedback needs to be sensitive in managing this information. The Items 
could be of the SelectionItem form, in one of the follow types like multi-choice, multi-
response question or open question related to different competencies. 
7.5 The assessment construction stage 
The central object in this stage is called Unit of Assessment. Each Unit of Assessment 
corresponds to particular Type of assessment and includes one or more Items. It defines 
the type and value of the Scale which specify how the candidate’s response has to be 
translated into a score. There are two types of scales: numeric and nonnumeric scale.  
During this phase of the assessment model, in the context of the 360 degree method, 
the Unit Of Assessment is formed by choosing and incorporating appropriate questions, 
which are called AssessmentItems in the Assessment Model, which are forming the 360 
Degree questionnaire. 
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Figure 18: Assessment Design Stage 3 
As a general rule, the number of questions may depend on what the feedback is used 
for. If the assessment is used for individual development, the survey should be brief—
usually no more than 50 questions. Most organizations focus on core competencies or key 
areas, thereby reducing the number of areas for feedback. The second important step in 
this phase is to define the Scale. It could be Numeric or NonNumeric Scale. Most 360 
degree assessments use four different types of rating scales: 1) Effectiveness; 2) 
Potential; 3) Ranking and 4) Frequency. Effectiveness scales ask participants to provide 
judgments about how “effective” the individual demonstrates specific competencies and 
underlying behaviours. Potential scales are more commonly used for succession planning 
systems and ask raters to predict how well the participant might perform in the future or 
what potential they have to succeed. Ranking scales typically ask participants to compare 
to some type of standard (e.g., evaluate the person assessed compared to the most 
effective leader that he/she has experienced within their organization). Frequency scales 
typically ask about how often the person assessed has demonstrated or expressed specific 
behaviours. 
• Numeric Scale - a questionnaire used for 360 Degree Feedback typically contains 
statements that are rated on least seven rating options, and a ten-point scale provides 
for an even greater spread of responses. 
• NonNumeric Scale: the ratings of the different groups are presented separately, and 
the range of the ratings (i.e. highest and lowest) as well as the averages included so 
that these differences in perspective are identified. If there are enough raters involved, 
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this should not compromise anonymity. The feedback should also be reviewed for 
sensitivity in how the information on the ratings is presented and in particular how the 
implications of lower ratings are conveyed. 
7.6 The assessment run stage 
The main object in this stage is called Assessment session. It includes parameters like 
date, time, and one specific component – assessment take, which specifies how the 
assessment is implemented. The output of the assessment is recorded in the object Item 
response. The content of the item response depends from the type of the assessment. 
Below we give an example for the 360 degree assessment method.  
Assessment Take - the candidate receives an on-line or other kind form in order to fill 
it. Questionnaires typically include from 50 to 100 statements. When estimating the 
amount of time to complete the questionnaire you should estimate about 1 minute per 
questionnaire statement.  
ItemResponse - Responses are collected for items that fall under a specific dimension 
of job performance. A single questionnaire may contain dozens of questions that measure 
responses on one or more dimensions. For example Communication Items measure the 
ability to present information formally and informally in both written and orally. Also 
measures the ability to communicate with customers, staff, peers and supervisors. 
Candidate – Person or Group - Limited research is available to guide decisions on 
the optimum number of raters necessary to increase validity of 360 feedback results. The 
few studies that are published provide some guidelines suggesting that 8 to 10 raters for 
each rater group invited to participate to maximize accuracy of the feedback (Nowack, 
2005). 
 
Figure 19: Assessment Design Stage 4 and 5 
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7.7 The response rating stage 
The main object in this stage is called Assessor. It is used to measure the particular 
assessment providing rubric score with the necessary assessment item indicators, and to 
compute the needed scores. 
The Assessor could be either human or machine. First the assessor transforms the 
candidate’s response (Item Response) into a rubric score using the defined transformation 
rules. The second step is to calculate the Assessment Indicator Score for each candidate, 
which is the aggregated score for all Items within the Unit of Assessment that measure 
the same Indicator. At the end assessor compute the score on a trait, based on indicator 
scores (aggregating the related assessment indicator scores), which applies to only one 
candidate. In Response Processing Phase, evaluation is performed on the basis of 
statistical methods. 
In the 360 degree feedback method, the feedback will usually result in three types of 
information: 
• Absolute assessment: The specific grades for particular areas of performance can be 
calculated as mean values from the results.  
• Relative assessment: A specific target value can be applied, or the assessments of the 
various comparison or reference groups can be seen together. 
• Self evaluation versus external assessment: It is also interesting to compare the self-
evaluation with the evaluation by the reference groups.  
The Assessor in this method is used for providing the individual gap analysis reports, 
which identify the candidate for each behavioural indicator. These ratings are compared 
with both the target rating and the average rating of all others who have self-assessed 
against the same competence. Results are displayed graphically for each question, 
detailing the self-rating, the target rating and the average rating of other users. A similar 
graphic is shown to demonstrate the rolled-up ratings for each competency. 
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8 Exemplified pedagogical scenarios 
In order to evaluate the TENCompetence Assessment Specification, we present two 
examples of the use of the specification to model competence assessment within 
pedagogical scenarios for competence development. 
8.1 Portfolio Assessment 
The candidate enters the TENCompetence Network and registers his/her portfolio in 
the System as a starting point to apply for a role requested and being assessed later trough 
different assessment types. The registration of portfolio could be assumed as a stage zero 
(0) of the assessment process (in addition to the stages defined in the Simplified 
Assessment Model, otherwise a portfolio assessment could not be conducted. 
We assume that there is a new candidate who enters the network, registers his/her 
portfolio and applies for the role “teacher in English language”. We also assume that the 
role “teacher in English language” of the competence map includes the following set of 
competences: 
• Competence A – teaching ability/skills 
• Competence B – level of command of English language  
In case of more than one competence to be assessed, as we have in the present case, 
specific type of assessments could be developed and applied for each separate 
competence in the defined set in order to suit its nature aiming to being exhaustively and 
completely assessed. Depending on the particular case, one Unit of Assessment may be 
more appropriate than another. In our case with two competences A and B required for 
the role “teacher in English language”, the candidate should take two competence 
assessments which will be done through using the following new types of assessment: 
• Competence Assessment for Competence A performed as Portfolio Assessment. 
• Competence Assessment for Competence B performed as Peer Assessment and/or 
Test. 
We first examine the assessment of competence A – Teaching ability/skills 
Stage 1: Assessment design  
Assessment 
Plan Portfolio Assessment for candidate’s English language skills 
Assessment 
Scenario 
Each portfolio is a purposeful selection of works which means that it has 
its concrete goals in a concrete context connected to the specific role to 
be attained. 
In that connection, in order for thoughtful assessment to take place for 
the role of “teacher in English language”, the following important criteria 
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Stage 1: Assessment design  
for a finished and relevant for the role portfolio are defined in order of 
priority to show quality rather than quantity (the highest priority first): 
1. Completeness, correctness, and appropriateness of works (products 
and processes) presented in the portfolio. Portfolio might include; 
course planning and preparation; actual teaching presentation; 
description of efforts to improve one's teaching evaluating Learners 
and giving feedback; representative course syllabi; summary of 
institutional instructor evaluations by Learners.. 
2. Thoughtfulness - including evidence of monitoring of own 
comprehension, metacognitive reflection, and productive habits of 
mind; statement of teaching responsibilities; statement of teaching 
philosophies and methodologies.  
3. Diversity of entries - use of multiple formats to demonstrate 
achievement, processes, skills and knowledge. 
4. Growth and development in relationship to curriculum and key 
indicators. 
5. Understanding and application of key processes. 
The following options for measurements of the criteria above is 
proposed: 
1. Criteria: Completeness, correctness, and appropriateness 
1.1. not completed portfolio (definition: no enough entries in the portfolio 
to carry out the assessment i.e. poor portfolio) 
1.2. basic level portfolio (definition: few basic entries of satisfactory 
level of quality correctly showing the candidates abilities, knowledge, 
skills concerning the role to be attained) 
1.3. good portfolio (definition: quite enough quantity of appropriate 
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Stage 1: Assessment design  
portfolio entries of good quality in order to assess it fully accurately in 
the sense of completeness, correctness and appropriateness in respect to 
each one of the traits of the competence; showing some strengths) 
1.4. high level portfolio (definition: modern approaches in development 
of portfolio applied, many relevant comprehensive records of high 
quality included, exhaustively specified and described; showing 
strengths; it is clear and no doubt that the person is high professional in 
the field; has statements on each item that show their relation to the 
overall responsibilities and how they reflect his or her status as a teacher) 
 
2. Criteria: Thoughtfulness 
2.1. not evident (definition: there isn’t entries showing own 
responsibilities, philosophies and teaching methodologies used) 
2.2. partially evident (definition: some records describing own 
responsibilities, philosophy and teaching methodologies used; more 
general statements) 
2.3. clearly evident (definition: clear idea about the responsibilities and 
their accurate execution; own teaching philosophy and methodologies 
defined and applied resulting in better quality teaching and education 
process) 
 
3. Criteria: Diversity of entries 
3.1. sparsely (definition: not enough formats used demonstrating the 
works included into the portfolio in order to assess it accurately in the 
sense of diversity of entries) 
3.2. minimum diversity (definition: some typical basic formats 
 D6.1 Annex 2 - Assessment 
 
TENCompetence – IST-2005-027087 Page 59 / 112 
 
Stage 1: Assessment design  
demonstrating works included into the portfolio in order to assess it but 
still not enough to assess it fully accurately in the sense of diversity of 
entries in respect to each of the traits of the competence) 
3.3. accurately (definition: typical basic formats presenting works 
included into the portfolio in order to assess it fully accurately in the 
sense of diversity of entries in respect to each one of the traits of the 
competence but still something additional for the role could be added into 
the portfolio as demonstrating format) 
3.4. high diversity (definition: modern approaches in development of 
portfolio applied and many entries in different formats, including self-
reflection, table of contents and cover letter, included into the portfolio in 
order to assess it fully accurately in the sense of diversity of entries in 
respect to each one of the traits of the competence) 
 
4. Criteria: Growth and development 
4.1. not evident (definition: there isn’t professional growth plan; no 
professional goals defined and respectively achieved) 
4.2. partially evident (definition: has professional growth plan, goals 
defined and partially achieved) 
4.3. clearly evident (definition: has detailed elaborated professional 
growth plan; set clear goals and means for accomplishment of these 
goals) 
5. Criteria: Understanding and application of key processes 
5.1. not evident (definition: no evidence of understanding and application 
of key processes in respect to the role) 
5.2. low level (definition: evidence of understanding but no evidence of 
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Stage 1: Assessment design  
application of key processes in respect to the role) 
5.3. medium level (definition: evidence of understanding and application 
of key processes in respect to the role according to the basic standards 
and approaches) 
5.4. high level (definition: evidence of understanding and high 
application of key processes in respect to the role according to the 
standards and approaches, as well as innovation methods) 
Assessment 
Policy 
The assessment aims to provide accurate information about the skills and 
knowledge in English language of the candidate in order to assign 
him/her or not the role “teacher in English language”. It is important to 
be stated that the result achieved or decision taken based on the above 
described assessment scenario will be combined together with the result 
of assessment of competence A conducted trough 360 degree feedback in 
order to finally decide about the candidate and if s/he fully fits for the 
role. 
Trait Four elementary traits will be observed and examined: 
1. Oral Skills (Speaking and Listening); 2. Reading Skills; 3. Writing 
Skills; 4. Teaching approach 
Decision 
Rule 
Not only is it important to agree on the criteria that will be used to judge 
portfolio, but it is also important to agree on how each of these 
performance criteria will be weighed relative to the others. 
The case concerns assessing a candidate’s English language skills trough 
assessment of the following four traits 1. Oral Skills; 2. Reading Skills; 3. 
Writing Skills and 4. Teaching approach. 
The successful candidate could win the role of “teacher in English 
language” (if having fluency in English language – competence B 
assessed and positive result achieved) if the results from the assessment 
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Stage 1: Assessment design  
are reaching the following levels under the different criteria defined - at 
least 1.3 (could be also 1.2) plus at least 2.2 plus at least 3.3 plus at least 
4.2 plus at least 5.3. Some higher measurements on concrete criteria than 
the mentioned above could compensate to a certain extent some lower 
results on other criteria still depending on each concrete case and 
candidate. 
 
Stage 2: Item construction 
Trait 
(complex) 
Oral Skills (Speaking and Listening) 
Items Evidence for: 
• establishing and keeping dialogue 
• understanding questions 
• asking questions 
• vocabulary 
• getting message across 
• summarizing the main points 
• grammatical accurateness 
• state own opinion clearly 
Prompt none 
Case text none 
Hint  none 
Feedback none 
Trait Reading Skills 
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Stage 2: Item construction 
(elementary) 
 
Items Evidence for: 
• correct and clear pronunciation 
• self-correcting 
• normal reading speed 
• correct intonation 
Prompt none 
Case text none 
Hint  none 
Feedback none 
Trait 
(elementary) 
 
Writing Skills 
Items Evidence for: 
• writing without mistakes 
• using rich vocabulary 
• grammatical accurateness 
Prompt none 
Case text none 
Hint  none 
Feedback none 
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Stage 2: Item construction 
Trait 
(complex) 
 
Teaching approach 
Items A detailed set of teaching materials which must be evident from the 
candidate’s portfolio in order the assessment to take place in way that 
could correctly and fully evaluate the teaching approach of the candidate 
and decision to be taken on that. 
Prompt none 
Case text none 
Hint  none 
Feedback none 
 
Stage 3: Assessment construction 
Unit of 
Assessment 
Assessment Plan – Portfolio Assessment for candidate’s Teaching 
ability/skills 
AssessmentItems Could the candidate establish and keep a dialogue? 
Could the candidate understand questions? 
Could the candidate ask questions? 
Does the candidate use rich vocabulary? 
Could the candidate get message across? 
Could the candidate summarize the main points of a conversation on a 
certain topic? 
Does the candidate respect the grammatical rules when speaking? 
Could the candidate state own opinion clearly? 
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Stage 3: Assessment construction 
Could the candidate correctly and clearly pronounce the words? 
Could the candidate correct himself/herself in case of mistake done? 
Could the candidate keep normal reading speed? 
Does the candidate have correct intonation? 
Could the candidate write word, sentences and complete texts without 
mistakes? 
Does the candidate use rich vocabulary when writing? 
Does the candidate respect the grammatical rules when writing?  
 
What is the quality of the teaching materials included into portfolio in 
terms of correctness, appropriateness, thoughtfulness, individual growth 
and development, understanding and application of key processes? 
NonNumeric 
Scale 
Criteria 1:  
not completed portfolio / basic level portfolio / good portfolio / high level 
portfolio  
Criteria 2: 
not evident / partially evident / clearly evident  
Criteria 3: 
sparsely / minimum diversity / accurately / high diversity 
Criteria 4: 
not evident / partially evident / clearly evident 
Criteria 5: 
not evident / low level / medium level / high level 
Scale Value Criteria 1:  
1.1. / 1.2. / 1.3. / 1.4.  
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Stage 3: Assessment construction 
Criteria 2: 
2.1. / 2.2. / 2.3.  
Criteria 3: 
3.1. / 3.2. / 3.3. / 3.4.  
Criteria 4: 
4.1. / 4.2. / 4.3.  
Criteria 5: 
5.1. / 5.2. / 5.3. / 5.4. / 
 
Stages 4 and 5: Assessment run and Response rating  
Assessment Take 
Could the candidate establish and keep a dialogue? 
Criteria 1:  
not completed portfolio / basic level portfolio / good portfolio / high level portfolio  
Criteria 2: 
not evident / partially evident / clearly evident  
Criteria 3: 
sparsely / minimum diversity / accurately / high diversity 
 
Could the candidate understand questions? 
Criteria 1:  
not completed portfolio / basic level portfolio / good portfolio / high level portfolio  
Criteria 2: 
not evident / partially evident / clearly evident  
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Stages 4 and 5: Assessment run and Response rating  
Criteria 3: 
sparsely / minimum diversity / accurately / high diversity 
 
Could the candidate ask questions? 
Criteria 1:  
not completed portfolio / basic level portfolio / good portfolio / high level portfolio  
Criteria 2: 
not evident / partially evident / clearly evident  
Criteria 3: 
sparsely / minimum diversity / accurately / high diversity 
 
Does the candidate use rich vocabulary? 
Criteria 1:  
not completed portfolio / basic level portfolio / good portfolio / high level portfolio  
Criteria 2: 
not evident / partially evident / clearly evident  
Criteria 3: 
sparsely / minimum diversity / accurately / high diversity 
 
Could the candidate get message across? 
Criteria 1:  
not completed portfolio / basic level portfolio / good portfolio / high level portfolio  
Criteria 2: 
not evident / partially evident / clearly evident  
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Stages 4 and 5: Assessment run and Response rating  
Criteria 3: 
sparsely / minimum diversity / accurately / high diversity 
 
Could the candidate summarize the main points of a conversation on a certain topic? 
Criteria 1:  
not completed portfolio / basic level portfolio / good portfolio / high level portfolio  
Criteria 2: 
not evident / partially evident / clearly evident  
Criteria 3: 
sparsely / minimum diversity / accurately / high diversity 
 
Does the candidate respect the grammatical rules when speaking? 
Criteria 1:  
not completed portfolio / basic level portfolio / good portfolio / high level portfolio  
Criteria 2: 
not evident / partially evident / clearly evident  
Criteria 3: 
sparsely / minimum diversity / accurately / high diversity 
 
Could the candidate state own opinion clearly? 
Criteria 1:  
not completed portfolio / basic level portfolio / good portfolio / high level portfolio  
Criteria 2: 
not evident / partially evident / clearly evident  
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Stages 4 and 5: Assessment run and Response rating  
Criteria 3: 
sparsely / minimum diversity / accurately / high diversity 
 
Could the candidate correctly and clearly pronounce the words? 
Criteria 1:  
not completed portfolio / basic level portfolio / good portfolio / high level portfolio  
Criteria 2: 
not evident / partially evident / clearly evident  
Criteria 3: 
sparsely / minimum diversity / accurately / high diversity 
 
Could the candidate correct himself/herself in case of mistake done? 
Criteria 1:  
not completed portfolio / basic level portfolio / good portfolio / high level portfolio  
Criteria 2: 
not evident / partially evident / clearly evident  
Criteria 3: 
sparsely / minimum diversity / accurately / high diversity 
 
Could the candidate keep normal reading speed? 
Criteria 1:  
not completed portfolio / basic level portfolio / good portfolio / high level portfolio  
Criteria 2: 
not evident / partially evident / clearly evident  
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Stages 4 and 5: Assessment run and Response rating  
Criteria 3: 
sparsely / minimum diversity / accurately / high diversity 
 
Does the candidate have correct intonation? 
Criteria 1:  
not completed portfolio / basic level portfolio / good portfolio / high level portfolio  
Criteria 2: 
not evident / partially evident / clearly evident  
Criteria 3: 
sparsely / minimum diversity / accurately / high diversity 
 
Could the candidate write word, sentences and complete texts without mistakes? 
Criteria 1:  
not completed portfolio / basic level portfolio / good portfolio / high level portfolio  
Criteria 2: 
not evident / partially evident / clearly evident  
Criteria 3: 
sparsely / minimum diversity / accurately / high diversity 
 
Does the candidate use rich vocabulary when writing? 
Criteria 1:  
not completed portfolio / basic level portfolio / good portfolio / high level portfolio  
Criteria 2: 
not evident / partially evident / clearly evident  
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Stages 4 and 5: Assessment run and Response rating  
Criteria 3: 
sparsely / minimum diversity / accurately / high diversity 
 
Does the candidate respect the grammatical rules when writing?  
Criteria 1:  
not completed portfolio / basic level portfolio / good portfolio / high level portfolio  
Criteria 2: 
not evident / partially evident / clearly evident  
Criteria 3: 
sparsely / minimum diversity / accurately / high diversity 
 
What is the quality of the teaching materials included into portfolio in terms of correctness, 
appropriateness, thoughtfulness, individual growth and development, understanding and 
application of key processes? 
Criteria 1:  
not completed portfolio / basic level portfolio / good portfolio / high level portfolio  
Criteria 2: 
not evident / partially evident / clearly evident  
Criteria 3: 
sparsely / minimum diversity / accurately / high diversity 
Criteria 4: 
not evident / partially evident / clearly evident 
Criteria 5: 
not evident / low level / medium level / high level 
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Stages 4 and 5: Assessment run and Response rating  
ItemResponse Stored the response for every item. 
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Activity Diagram for Portfolio Assessment 
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8.2 360 degree assessment 
The candidate comes in the TENCompetence Network but he/she does not have a 
portfolio registered with the System. It’s important to specify if the candidate could apply 
for the role “teacher in informatics”. The role “teacher in informatics” of the competence 
map includes the following competences: 
• Competence A – teaching capability 
• Competence B – programming in some computer language 
Specific Competence Assessments can be developed to suit the nature of the 
competence that is being assessed. Depending on the particular situation, one Unit of 
Assessment may be more appropriate than another. The candidate should take two 
competence assessments which include the follow type of assessment:  
• Competence Assessment for Competence A performs as 360 degree feedback, 
process in which candidate evaluates himself/herself on a set of criteria and manager 
evaluates him/her. 
• To evaluate the Competence B it’s appropriate to use Peer Assessment in the specific 
domain. 
 
STAGE 1 – Assessment design 
Assessment Plan 360 degree assessment for person’s teaching capability 
Assessment 
Scenario 
Most commonly between 5 and 6 behaviour statements are found 
within each traits.  
Read each set of behavioral descriptions and circle the 
number on the scale that you feel best describes the 
feedback receiver’s performance in that category. 
Consciously attempt to offer feedback for every 
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category. Leave blanks only as a last resort. 
How to Interpret the Feedback Scale: 
1  2  3  4  5  
1 - Not satisfied 
2 – Minimally satisfied 
3 – Moderately satisfied 
4 – Very Satisfied 
5 – Totally satisfied 
Assessment 
Policy 
Your objective feedback will provide insight into this individual’s 
strengths and opportunities for teaching. 
Please respond as you honestly see the behaviours. 
There are no right or wrong answers.  
Trait there are two elementary traits: Listening and Dialogue 
Decision Rule If we are assessing a person's teaching capability, we might assess 
these two traits: ability to listen and to make dialogue with Learner. If 
the results are complete up of 50% the user could be a teacher. 
 
STAGE 2 – Item construction 
Trait Listening 
Items 1. Listens to others without interrupting. 
2. Listens to others without reacting emotionally. 
3. When listening, gives full attention to the speaker. 
4. When listening, asks questions to check understanding. 
5. When listening, checks the meaning of the speaker's tone of voice, 
gestures and facial expressions. 
 D6.1 Annex 2 - Assessment 
 
TENCompetence – IST-2005-027087 Page 75 / 112 
 
6. When listening, summarizes the speaker's thoughts, feelings and 
ideas. 
Prompt Your objective feedback will provide insight into this individual’s 
strengths and opportunities for teaching capability. Please respond as 
you honestly see the behaviours. 
Case text none 
Hint  none 
Feedback none 
Trait Dialogue 
Items 1. States own opinions clearly. 
2. Communicates without ridicule, threats or emotional outbursts. 
3. Uses consideration and tact when offering opinions. 
4. Explains the reasoning behind own opinions. 
5. Asks others for constructive evaluation of own opinions. 
6. Asks others for their opinions. 
7. Asks others about the reasoning behind their opinions. 
 
STAGE 3 – Assessment construction 
Unit of 
Assessment 
Assessment Plan - 360 degree assessment for person’s teaching 
capability 
AssessmentItems 1. Listens to others without interrupting. 
2. When listening, gives full attention to the speaker. 
3. When listening, asks questions to check understanding. 
4. When listening, checks the meaning of the speaker's tone of voice, 
gestures and facial expressions. 
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5. When listening, summarizes the speaker's thoughts, feelings and 
ideas. 
6. States own opinions clearly. 
7. Uses consideration and tact when offering opinions. 
8. Explains the reasoning behind own opinions. 
9. Asks others for constructive evaluation of own opinions. 
10. Asks others for their opinions. 
NonNumeric 
Scale 
Not satisfied 
Minimally satisfied 
Moderately satisfied 
Very Satisfied 
Totally satisfied 
Scale Value 1  2  3  4  5  
 
 
STAGE Assessment run & Response rating 
1. Listens to others without interrupting. 
Not satisfied - Minimally satisfied - Moderately satisfied - Very Satisfied - Totally 
satisfied 
 
2. When listening, gives full attention to the speaker. 
Not satisfied - Minimally satisfied - Moderately satisfied - Very Satisfied - Totally 
satisfied 
 
3. When listening, asks questions to check understanding. 
Not satisfied - Minimally satisfied - Moderately satisfied - Very Satisfied - Totally 
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satisfied 
 
4. When listening, checks the meaning of the speaker's tone of voice, gestures and 
facial expressions. 
Not satisfied - Minimally satisfied - Moderately satisfied - Very Satisfied - Totally 
satisfied 
 
5. When listening, summarizes the speaker's thoughts, feelings and ideas. 
Not satisfied - Minimally satisfied - Moderately satisfied - Very Satisfied - Totally 
satisfied 
 
6. States own opinions clearly. 
Not satisfied - Minimally satisfied - Moderately satisfied - Very Satisfied - Totally 
satisfied 
 
7. Uses consideration and tact when offering opinions. 
Not satisfied - Minimally satisfied - Moderately satisfied - Very Satisfied - Totally 
satisfied 
 
8. Explains the reasoning behind own opinions. 
Not satisfied - Minimally satisfied - Moderately satisfied - Very Satisfied - Totally 
satisfied 
 
9. Asks others for constructive evaluation of own opinions. 
Not satisfied - Minimally satisfied - Moderately satisfied - Very Satisfied - Totally 
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satisfied 
 
10. Asks others for their opinions. 
Not satisfied - Minimally satisfied - Moderately satisfied - Very Satisfied - Totally 
satisfied 
ItemResponse Stored the response for every item. 
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9 Conclusions and Future Work on the Assessment  
 Model 
After the description of how we addressed the three main questions stated in the 
Introduction part of this Chapter, we can summarize our achievements in three main 
categories: 
1. We developed a model integrating competence development and competence 
assessment processes. This model includes the following four stages:  
• orientation 
• evidence collection 
• assessment by other  
• performing competence development activities  
The model is based on the similar existing models, but is specifically oriented to 
the needs of the TENCompetence project. The model addresses the roles of 
various forms of assessment in these four stages of competence development 
processes. 
2. We developed a technical approach to model and deliver various forms of online 
competence assessment. This approach is based on a combined use of the IMS LD 
and IMS QTI, implemented through a service-oriented software framework. In this 
approach a competence assessment process is modelled as a set of units of 
assessment. Each such unit of assessment is developed as a special unit of learning, 
containing one or more assessment-specific components (e.g., an IMS QTI document 
and/or a special assessment service). As a consequence, an assessment process model 
developed by adopting our approach can be delivered in any standards-compatible 
environment.  
 This approach was proved and explained by describing the implementation of two 
key forms of innovative assessment. In comparison to typical software development 
approaches, our approach has advantages in supporting interoperability, flexibility, 
and a seamless integration with learning activities. 
 
3. We developed a TENCompetence assessment specification. This specification is 
based on OUNL/CITO assessment model. TENCompetence assessment specification 
is developed by simplifying OUNL/CITO assessment model. The reasons to simplify 
OUNL/CITO assessment model for use in TENCompetence are: 
• The OUNL/CITO model is extensive and complex, aiming for completeness in its 
coverage of all forms of assessment. This complexity has an impact on the 
usability of the model and a simplification could increase the adoption of its 
concepts. 
• The TENCompetence Domain Model provides a larger framework into which the 
assessment model must be dovetailed. Some duplication of concepts is apparent in 
the two separate models, which could be removed through harmonisation. 
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• As a result, TENCompetence assessment specification describes a conceptual 
model representing main concepts and their relationships in a whole assessment 
process including Assessment Design, Item Construction, Assessment 
constructing, Assessment Run, and Response Processing. It is important to note 
that TenCompetence assessment specification can be used to model a competence 
assessment process in a human-user understandable manner.  
The work in these three main areas is logically interrelated in the following way:  
• The integrated competence development and competence assessment process model 
describes what competence assessment is, and what roles of various forms of 
competence assessment in competence development processes exist.  
• Based on identified characteristics of competence assessment, the technical approach 
is developed to model a competence assessment process in a computer-interpretable 
manner so that the formal model is executable.  
• Because this technical approach is too difficult for practitioners to design their own 
competence assessment directly, TENCompetence assessment specification is 
developed to enable practitioners to model a competence assessment process in a 
human-user understandable manner.  
The main directions for the future work related to Assessment in WP6 in the next phase 
are:  
• to develop a proof of concept TENCompetence assessment authoring tool based on 
TENCompetence assessment specification  
• to develop mapping functions to transform a competence assessment process model 
from a human-user understandable model to a machine-interpretable model.  
As a consequence, practitioners can design their own competence assessment processes 
by using the TenCompetence assessment tool, and then execute their own designed 
competence assessment process models by using TENCompetence infrastructure. 
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10  Use cases for a competence assessment 
infrastructure 
On the basis of the OUNL/CITO model described above the following use cases were 
derived in order to guide the development of the proof of concept assessment tools. 
Assessment Design Use Cases 
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Create New Assessment Scenario 
Description This use case describes the process of creating new Assessment 
Scenario 
Exemplary 
Actors Assessment_Author, Instructor 
Basic Flow 
1. The user logs into the system as Assessment_Author or 
Instructor. 
2. The User specifies settings for Assessment Scenario (order, 
weight, isRequired and scenarioRule). 
3. The User specifies Assessment Session settings (date, start and 
end). 
4. The User saves the Assessment in Repository Bank. 
5. The user logs out of the system. 
Alternative 
Flow None 
Pre-Conditions The User has rights for creation of Assessment Design 
Post-Conditions None 
Specific 
Requirements None 
Include None 
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Create New Assessment Plan 
Description This use case describes the process of creating new Assessment Plan. 
Exemplary 
Actors Assessment_Author, Instructor 
Basic Flow 1. The user logs into the system as Assessment_Author or 
Instructor. 
2. The User specifies settings for Assessment Decision Rule. 
3. The User specifies Assessment Scenario, using one of the offered. 
4. The User specifies Traits for current Assessment Plan, using one 
of the offered. 
5. The User specifies Assessment Police, using one of the offered. 
6. The User saves the Assessment Plan in Repository Bank. 
7. The user logs out of the system. 
Alternative 
Flow None 
Pre-Conditions The User has rights for creation of Assessment Design. 
Post-Conditions None 
Specific 
Requirements None 
Include None 
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Item Construction Use Cases 
 
 
 
  
 
 D6.1 Annex 2 - Assessment 
 
TENCompetence – IST-2005-027087 Page 85 / 112 
 
 
Create New Item 
Description This use-case describes the process of creating new Items 
Exemplary 
Actors Assessment_Author, Instructor 
Basic Flow 1. The user logs into the system as Assessment_Author or 
Instructor. 
2. The System displays the following list of item-types. 
3. The User chooses one of the offered types. 
4. The system offers the User to input the Case Text to be 
presented to the Learner. 
5. The User inputs the Case Text. 
6. The system offers the user to describe (the set of) possible 
responses according to the chosen Response-type. 
7. The user describes the possible responses and defines the 
right and wrong responses. 
8. The system offers the user to choose the appropriate 
Rendering-type for the Item. 
9. The User chooses one of the Rendering-types. 
10. The System offers the User to input Hints for the Item. 
11. The User inputs Hints. 
12. The System offers the User to input Feedback. 
13. The User inputs the information to be presented to the 
Learner in case of choosing right or wrong answers. 
14. The System offers the User to input Prompt for the Item. 
15. The User inputs Prompt. 
16. The System offers to input metadata information for this Item 
(QTI metadata specific information). 
17. The User inputs the QTI metadata specific information about 
this Item. This information is necessary when searching the 
Item in repository bank. 
18. The System offers the User to view the constructed Item.  
19. The System offers the User to save the Item.  
20.  If saving is successful the System displays message “Item 
saved successfully. Do you want to create another Item? 
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Yes/No”. 
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Alternative Flow • Alternative Flow of Events: 
On the Step 4 the User could set specific material 
attributes if necessary: type of the material (text, graphics, 
audio, video, etc), file location, etc. 
• Alternative Flow of Events: 
After Step 8 the User could choose to skip any of the 
Steps 9-14. 
• Alternative Flow of Events: 
On every step the User could require Help information. 
• Alternative Flow of Events: 
After step 18 if user chooses “Yes” the system goes to 
step 2. 
• Alternative Flow of Events: 
After step 18 if user chooses “No” the system logs out the 
user. 
• Error/Exception Flow of Events: 
On Step 16 if the Item hasn’t been saved in the 
Repository bank the System displays message “Error: The 
Item hasn’t been saved due to…” 
Pre-Conditions The User has rights for creation of Items 
Post-Conditions None 
Specific 
Requirements None 
Include None 
Open Issues • For next versions – Hints could be presented in different media 
formats (in this version only text is allowed). 
• For next versions – Feedback could be presented in different 
media formats (in this version only text is allowed). 
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Edit Item 
Description This use case describes the process of modifying of existing Item, 
retrieved from a repository bank. 
Exemplary 
Actors Assessment_Author, Instructor 
Basic Flow 1. The user logs into the system as Assessment_Author/Instructor 
2. The system offers a form with fields representing all Item 
properties 
3. The User fills the fields with desired information about the 
searched Item. 
4. The User submits the forms by pushing a Submit button. 
5. The System searches Repository bank and retrieves Item (set of 
Items) that matches the described criteria.  
6. The User chooses one Item and modifies desired properties 
(including QTI metadata information). 
7. The User saves modification by pushing the Save button. 
8. The system saves the Item in Repository bank as new element. 
9. If saving is successful the System displays message “Item saved 
successfully”. 
Alternative 
Flow 
• Alternative Flow of Events: 
After Step 2 the User could choose to clear the form by 
pushing Reset button.  
• Alternative Flow of Events: 
After Step 5 the User could choose to exit without saving by 
pushing the Cancel button. The System returns the User to 
Step 1. 
• Error/Exception Flow of Events: 
On Step 8 if the Item hasn’t been saved in the Repository 
bank the System displays message “Error: The Item is not 
saved due to…”. 
Pre-Conditions 1. The User has rights for modification of Items. 
2. At least one item must exist in repository bank. 
Post-Conditions None 
Specific None 
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Requirements 
Include None 
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Delete Item 
Description This use case describes the process of deleting Items from Repository 
Bank. 
Exemplary 
Actors Assessment_Author, Instructor 
Basic Flow 1. The User logs into the system. 
2. The system displays a list with the Items. 
3. The system displays a form with fields that represent properties 
of the chosen type of element. 
4. The User chooses the desired element and pushes the button 
“Delete”. 
5. The system checks if the user has rights to delete this element. If 
it is true the system deletes it from Repository Bank. 
6. The User logs out of the system. 
Alternative 
Flow 
• Alternative Flow of Events: 
On step 3 apply steps 2-5 from Modify Item Use Case. 
• Alternative Flow of Events: 
After step 6 if the user doesn’t have rights to delete this 
element, the system displays a message “Sorry, you don’t 
have right to delete this element” and returns to step 2. 
Pre-Conditions 1. The User has rights for modification of Items. 
2. At least one item must exist in repository bank. 
Post-Conditions None 
Specific 
Requirements None 
Include None 
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Assessment Construction Use Cases 
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Create New Unit of Assessment 
Description This use case describes the process of creating new Create New Unit 
of Assessment of existing Items and Assessment Plan from 
Repository Bank. 
Exemplary 
Actors Assessment_Author, Instructor 
Basic Flow 1. The User logs into the System. 
2. The System displays a form with fields that present specific 
information for element Assessment Plan. 
3. The User specifies desired fields and submits the query by 
pushing the Submit button. 
4. The System searches Repository Bank and retrieves set of 
Assessment Plans that match specified criteria. 
5. The User selects the desired Assessment Plan. 
6. The System displays set of Items based of selected Assessment 
Plan. 
7. The User selects the desired Items, using one of the offered 
algorithms for selection (All, Parameterized All, Partial, and 
Parameterized Partial). 
8. The User specifies settings for Unit of Assessment (title, 
estimatedDuration, maximumDuration, blueprint, 
compositionRules, minPersons, maxPersons, presentationMedia, 
candidateRole, candidateInstruction, computeFinalScore). 
9. The User specifies algorithms for scoring, using one of the 
offered Scale. 
10.  The User saves specified Unit of Assessment. 
11.  The user logs out of the system. 
Alternative 
Flow None 
Pre-Conditions The User has rights for creation of Create New Unit of Assessment. 
Post-Conditions None 
Specific 
Requirements None 
Include None 
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Assessment Run & Response Processing Use Cases 
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Browse Performed Assessments 
Description This is the main use-case used by Assessment_Author or Instructor 
for work with already given to Learners Assessments. He/she uses it 
for control and monitoring of Learners’ assessment performance. 
Exemplary 
Actors Assessment_Author, Instructor 
Basic Flow 1. The Actor sends a request to system for generating the list of 
assessments. 
2. The system generates a list of assessments according to Actor’s 
Rights: 
a. User can view results of these assessments. 
b. Assessments are opened (or activated) by this moment. 
c. Assessments are fully evaluated and closed. 
d. These characteristics of any assessment are displayed in list 
by check marks or availability of buttons <View> and 
<Evaluate Now>.  
3. The Actor selects one of listed assessments. 
Alternative 
Flow 
• Alternative Flow of Events: 
User decides to Evaluate selected assessments. 
• Alternative Flow of Events: 
Instructor decides to View evaluated assessment. 
Pre-Conditions 1. User is correctly logged into system. 
2. There must be at least one assessment given to Learners. 
Post-Conditions Normally status of assessment (from not_evaluated to evaluated), 
evaluation of any response, or evaluation rules for a particular 
assessment must be changed, but not this is not obligatory post 
condition. 
Specific 
Requirements None 
Include None 
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Evaluate Assessment 
Description User can evaluate the assessment, taken by the learner. 
Exemplary 
Actors Assessment_Author, Instructor 
Basic Flow 1. Any open/unevaluated automatically items are manually 
evaluated by User. 
2. Summary of assessment is shown to instructor. 
3. The User makes decision about final grade. 
4. Final grade is stored in Assessment Take. 
Alternative 
Flow 
• Alternative Flow of Events: 
About any item in assessment user can use additional 
resources to support process of evaluation (links, resources). 
• Alternative Flow of Events: 
On step 1 – User can note any of the Item Response. 
• Alternative Flow of Events: 
On step 4 – Item Response can be exported to external 
Systems. 
Pre-Conditions The User has logged and recognized as Assessment_Author or 
Instructor. 
Post-Conditions Marks about evaluated assessment are stored. 
Specific 
Requirements None 
Include None 
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Perform Assessment 
Description By this use case user can perform selected assessment 
Exemplary 
Actors Learner 
Basic Flow 1. The actor answers items in Unit of Assessment. 
2. The answers are recorded by the system in Item Response. 
3. The user finalizes test. 
Alternative 
Flow 
• Alternative Flow of Events: 
The user can cancel assessment during testing process. 
Information about this is stored in the system.  
• Alternative Flow of Events: 
Assessment that is interrupted or not finished by the Actor 
can be continued later on some conditions. 
Pre-Conditions 1. The user is logged to the system. 
2. The assessment must be selected. 
Post-Conditions Instructor must be informed about test taken by the learner. 
Specific 
Requirements None 
Include None 
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11 Proof of concept tools implementing the 
assessment model 
Overview of the tools 
It is necessary to demonstrate the feasibility of modelling both classic and new forms of 
assessment based on TENCompetence assessment specification, and of mapping the 
output of the tool into IMS LD and IMS QTI documents automatically. This is being 
done through the design and implementation a proof-of-concept tool. The tool consists of 
three components: Assessment Design Service, Assessment Construction Service, and 
Item Construction Service. 
The Assessment Design Service is responsible for the creation and editing of 
Assessment Plans. The main object is the Assessment Plan. It is defined in terms of units 
of assessment and their assessment types, as specified from the assessment scenario, 
determining their sequence and time dependencies. The Assessment policy prescribes 
which assessment types (methods) can be used and on which conditions. 
In context of the Assessment Model all participants in the process are collectively 
referred to as the Population, and their assessed competences or performance levels are 
referred to as Traits. Thus a Trait is an abstract object used to measure different personal 
characteristics. The identification of the most appropriate people to rate the performance 
of the individual is a key part of the process Ideally the recipient will have full 
involvement in identifying who they think is in the best position to comment on their 
performance  
It is also important to consider the provision of briefings for all participants on the 
objectives of the process and some basic tips for completing the questionnaire. The latter 
is referred to as the Assessment Policy. This may, for example highlight the importance 
of marking observed behaviour.  
The Assessment Construction Service provides functions for constructing an 
assessment test, which consists of a set of items in a hierarchical structure. The Item 
Construction Service provides functions to define the individual items. These two 
services together are responsible for creation of a questionnaire, which is similar to a QTI 
test/item definition, but simpler in structure. 
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Figure 20: A screenshot of the proof-of-concept tool 
The proof-of-concept tool has been implemented, and Figure 1 shows a screenshot of the 
tool. The tool can be used to edit simple form of assessment and to store/load assessment 
definitions in the forms of XML based on the TENCompetence Assessment model. The 
source code and some relevant documents can be retrieved at ….  
Formative testing of the proof-of-concept tool showed that  
• the user can define certain types of assessment, such as 360 degree feedback 
• the assessment definition can be viewed in the user interface  
• the assessment definition can be saved as XML based on TENCompetence 
assessment model.  
 
However, this testing also demonstrated that it was not possible to transform an 
assessment definition of this kind into a corresponding executable model represented in 
IMS LD and IMS QTI.  
Evaluation was also carried out with users, and the results are provided in the following 
section. 
 
The full source code, examples, user-guide and final specification of the Assessment 
Model are available at: 
http://tencompetence.cvs.sourceforge.net/tencompetence/wp6/org.tencompetence.tencc.as
sessment.editor360  
http://tencompetence.cvs.sourceforge.net/tencompetence/wp6/org.tencompetence.tencc.as
sessment.portfolio_assessment/  
http://tencompetence.cvs.sourceforge.net/tencompetence/wp6/org.tencompetence.tencc.ta
m/  
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12 Evaluation report of the proof of concept 
 assessment tools 
This section presents the experimentation and the evaluation report of the 360 degree 
feedback assessment editor and portfolio assessment proof-of-concept tools.  
This outcome evaluation of the proof-of-concept tools is based on the period between 1st 
September 2007 and 31st October 2007. The aim of the evaluation was to measure the 
extent to which the tools met their aim of developing (matching to requirements) and 
tested the feasibility of number of key components of the TENCompetence Assessment 
Specification that are deemed to be the most difficult to achieve, particularly in terms of 
the technical solution and the assessment model. It is based mainly on the results of the 
functional testing of the systems, based on the use of several test scenarios, intended to 
evaluate how the tools developed match to the requirements. As these are proof-of-
concept tools, less attention was given to questions such as usability, user interface, etc. 
Methodology and instruments 
The contribution of WP6 task 3 is at least two fold: 
• new assessment model has been proposed  
• proof-of-concept tools of the Assessment Model Specification are provided 
This fact is reflected in the different validation approaches. One methodology is used to 
evaluate the functional quality of the tools (using developer review checklist), and 
another to rate the interface and usability of the systems (through user questionnaires). 
The following two evaluation instruments were used: 
1. Developer review checklist 
2. User Questionnaires 
More attention was given to functional testing, as this was the principal goal of our 
evaluation.  
The evaluation of the quantity and quality of the software was not the focus of this 
evaluation, as the purpose of the applications concerned is to provide proof of concept for 
the TENCompetence Assessment Specification. Nevertheless, we provided the source 
code to two evaluators who carried out an expert inspection. 
Developer review checklist 
The two examples evaluated were e-portfolio assessment and 360 degree feedback, as 
initially planned. 
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The method developer review checklist included two check lists: 
1. check list with portfolio example 
2. checklist with 360 degree feedback example 
The functional testing of the tools is based on the Test Cases. For each Test Case we 
defined several tests that had to be executed and recorded in the Actual result field of the 
Test Case. For the convenience of the evaluator/tester we had already filled in the Actual 
result field and she/he marked the test as Passed or Fail and carefully recorded all errors, 
problems and observations in the Notes field.  
Developer review checklist 
The developers loaded each of the examples and evaluated tools using the checklist with 
the following criteria:  
Assessment Design/Assessment Plan 
Test Case 1 Create New Assessment Plan 
Test Case 2 Modify Assessment Plan 
Test Case 3 Import Assessment Plan 
Test Case 4 Export Assessment Plan 
 
Assessment Design/Traits 
Test Case 5 Create Trait 
Test Case 6 Add Trait 
Test Case 7 Remove Trait 
Test Case 8 Manage Traits 
Test Case 9 Import Assessment Plan 
Test Case 10 Export Assessment Plan 
 
Assessment Design/Population 
Test Case 11Create New Population  
Test Case 12 Delete Population  
Test Case 13 Select Population  
Test Case 14Change Population  
Test Case 15 Import Assessment Plan 
Test Case 16 Export Assessment Plan 
 
Assessment Design/Policy 
Test Case 17 Create New Policy 
Test Case 18 Modify Policy  
Test Case 19 Import Policy  
Test Case 20 Export Policy 
 
Assessment Design/Scenarios 
Test Case 21 View Available Scenarios  
Test Case 22 Create New Policy 
Test Case 23 Delete Existing Policy 
Test Case 24 Select from available Scenarios 
Test Case 25 Assign sessions for existing 
scenario 
Test Case 26 Import Scenario 
Test Case 27 Export Scenario 
Test Case 28 Import Scenarios 
Test Case 29 Export Scenarios 
 
Assessment Design/Decision Rule 
Test Case 30 Create New Decision Rule 
Test Case 31 Modify Decision Rule 
Test Case 32 Import Decision Rule 
Test Case 33 Export Decision Rule 
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Assessment Design/Assessment Indicator 
Test Case 34 Create New Assessment Indicator 
Test Case 35 Modify Assessment Indicator 
Test Case 36 Assign Existing Scales to 
Assessment Indicator 
Test Case 37 Change Assessment Indicator to 
numeric or non-numeric 
Test Case 38 Import Assessment Indicator 
Test Case 39 Export Assessment Indicator 
 
Assessment Design/Assessment 
Indicator/Scales 
Test Case 40 Create New Scale 
Test Case 41 Remove Scale 
Test Case 42 Assign Existing Scales to 
Assessment Indicator 
Test Case 43 Import Assessment Indicator 
Test Case 44 Export Assessment Indicator 
 
Item Construction/General 
Test Case 45 Create New Item 
Test Case 46 Modify Existing Item 
Test Case 47 Select Existing Item 
Test Case 48 Delete Existing Item 
Test Case 49 Browse Items Item 
Test Case 50 Manage Candidate Roles 
Test Case 51 Manage Indicators 
Test Case 52 Select/Change Trait 
Test Case 53 Select/Change Presentation Media 
Test Case 54 Import of title,creation date, 
estimated time, candidate role, indicators, 
scales, etc, hint, rating instructions… 
Test Case 55 Import Item Construction 
Test Case 56 Export Item Construction 
 
Item Construction/Item Indicators 
Test Case 57 Import Item Indicator 
Test Case 58 Export Item Indicator 
 
Item Construction/Selection Item 
Test Case 59 Import Assessment Indicator 
Test Case 60 Export Assessment Indicator 
 
Assessment Construction/General 
Test Case 61 Import Assessment Construction 
Test Case 62 Export Assessment Construction 
 
Assessment Construction/Unit of Assessment 
Test Case 63 Import Unit of Assessment 
Test Case 64 Export Unit of Assessment 
 
Assessment Run/General 
Test Case 65 Import Simple Assessment 
Test Case 66 Browse existing roles 
Test Case 67 Authenticate vs. selected 
roles/session 
Test Case 68 Run assessment session  
Test Case 69 Display properly Simple 
Assessment Information 
Test Case 70 Process Item Response 
Test Case 71 Export Item indicators response 
 
Response Processing/General 
Test Case 72 Process Item Response 
Test Case 73 Export Item indicators response 
Test Case 74 Analysis console 
(import/export/save temp.results) 
Test Case 75 Import Response Processing 
Test Case 76 Export Response Processing 
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User questionnaire  
The purpose of this instrument is to assess the usability of software. It does so by asking 
users a number of questions regarding how easy the software can be used, using a 
questionnaire. This questionnaire is structured in two parts: 
• General information about the user and his/her experiences with using information 
technologies. 
• Evaluation of the tools adapted from some principles like suitability of the system, 
controllability and conformity with user expectations. 
The questionnaire comprises 29 items adapted from the six design principles of ISO 9241 
(Part 10) which provides information that can be used within iterative software 
development: 
• suitability to task 
• self explanatory 
• controllability 
• conformity with user expectations 
• error tolerance 
• suitability for individualisation 
The statement of each item is assessed on a five rating scale starting from 1 
(“predominantly disagree”) to 5 (“predominantly agree”). A further option (“no option”) 
is offered to reduce arbitrary answers. 
We used groups of students in software engineering in their first year of study, in order to 
make self-assessment and position them in course “Programming fundamentals”. They 
have a variety of backgrounds. 
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All questions are answered by a spectrum of agree/disagree options: 
from 1 (“predominantly disagree”) to 5 (“predominantly agree”) 
 
1 The way in which data is entered is suited to the tasks I want to perform with the 
software. 
1 - 2 – 3 – 4 - 5 
2 Too many different steps need to be performed to deal with a given task. 1 - 2 – 3 – 4 - 5 
3 In a given screen, I find all of the information I need in that situation. 1 - 2 – 3 – 4 - 5 
4 The terminology used in the software reflects that of my work environment. 1 - 2 – 3 – 4 - 5 
5 I can easily adapt the software for performing new tasks. 1 - 2 – 3 – 4 - 5 
6 I understand immediately what is meant by the messages displayed by the software 1 - 2 – 3 – 4 - 5 
7 It is easy to retrieve information about a certain entry field.  1 - 2 – 3 – 4 - 5 
8 The software provides me with enough information about which entries are permitted 
in a particular situation. 
1 - 2 – 3 – 4 - 5 
9 The terms and concepts used in the software are clear and unambiguous. 1 - 2 – 3 – 4 - 5 
10 The software always visually marks the current entry location (e.g. by a highlight, a 
contrasting color, a blinking cursor, etc.). 
1 - 2 – 3 – 4 - 5 
11 The possibilities for navigating within the software are adequate. 1 - 2 – 3 – 4 - 5 
12 The software makes it easy for me to switch between different menu levels. 1 - 2 – 3 – 4 - 5 
13 I can interrupt any dialog at any time. 1 - 2 – 3 – 4 - 5 
14 It's easy for me to move back and forth between different screens. 1 - 2 – 3 – 4 - 5 
15 The navigation facilities of the software support optimal usage of the system 
functionality.  
1 - 2 – 3 – 4 - 5 
16 When selecting menu items, I can speed things up by directly entering a letter or a 
command code. 
1 - 2 – 3 – 4 - 5 
17 I have no difficulty in predicting how long the software will need to perform a given 
task. 
1 - 2 – 3 – 4 - 5 
18 I find that the same function keys are used throughout the program for the same 
functions. 
1 - 2 – 3 – 4 - 5 
19 When executing functions, I have the feeling that the results are predictable. 1 - 2 – 3 – 4 - 5 
20 My impression is that the same possibilities are consistently available for moving 
within and between different parts of the software. 
1 - 2 – 3 – 4 - 5 
21 The messages output by the software always appear in the same screen location. 1 - 2 – 3 – 4 - 5 
22 When working with the software, even small mistakes have sometimes had serious 
consequences. 
1 - 2 – 3 – 4 - 5 
23 No system errors (e.g. crashes) occur when I work with the software. 1 - 2 – 3 – 4 - 5 
24 The software provides me with useful information on how to recover from error 
situations. 
1 - 2 – 3 – 4 - 5 
25 In some situations the software waits too long before calling attention to wrong 
entries. 
1 - 2 – 3 – 4 - 5 
26 The software warns me about potential problem situations.  1 - 2 – 3 – 4 - 5 
27 The software can be easily adapted to suit my own level of knowledge and skill.  1 - 2 – 3 – 4 - 5 
28 I needed a long time to learn how to use the software.  1 - 2 – 3 – 4 - 5 
29 The explanations provided help me under stand the software so that I become more 
and more skilled using it 
1 - 2 – 3 – 4 - 5 
30 Type Questions or Comments 
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Evaluation process 
Procedure 
Detailed evaluation instructions were written for the testers / evaluators user-guide. The 
testers / evaluators followed the evaluation instructions and executed the following 
evaluation steps: 
Step 1: Download evaluation bundle which contains user guide and pre-configured self-
assessment 
Step 2: Register information and download Portfolio Assessment Player proof-of-concept 
tool, precompiled version was build for evaluation. 
Step 3: Unpackage and install software 
Step 4: Work with software, and return results from software to instructor 
Step 5: Received feedback form for software evaluation.  
Step 6: Return filled feedback form to instructor 
Collection and analysis of the results 
This step included the collection of all data (filled in tables and questionnaires) from the 
evaluation of the tools and making summary and analysis of these results. 
The completed questionnaires, tests, test summary, and test analysis. The report should 
also include gap analysis by providing a general statement of the capability of the system 
as demonstrated by the test, compared with the requirements, stating the system 
deficiencies and recommending improvements of the system. 
The evaluation was carried out with 40 people, divided into two groups with twenty 
people in each group. They received the User Guide, representing particular evaluation 
process, in Bulgarian. They also received SoftEng_course_final.xml which is pre-
assessment, which is not a traditional assessment, but rather a self-assessment of 
competences.  
In the table below provides details of the evaluation process: 
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Description Number of users Note 
Software Unique users 
downloads 
52 users 3 – test users 
unique users/after removing 
test-users and anonymous 
users 
48 users + 1 anonymous 1 anonymous 
Software non-unique users 73 Downloads Software downloads and 
other items from site 
Returned answer from 
assessment 
33 users  
Returned feedback form 20 users 3-invalid; 2-blank 
Returned valid forms 15 forms  
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Results 
Summary Results from the Functional Testing 
 
Test-case Portfolio 
example 
360 degree 
feedback example 
1 passed passed 
2 passed passed 
3 passed passed 
4 passed passed 
5 passed fail 
6 passed passed 
7 passed passed 
8 passed passed 
9 passed passed 
10 passed passed 
11 passed passed 
12 passed passed 
13 passed passed 
14 passed passed 
15 passed passed 
16 passed passed 
17 passed passed 
18 passed passed 
19 passed passed 
20 passed passed 
21 passed passed 
22 passed passed 
23 passed passed 
24 passed passed 
25 passed passed 
26 passed passed 
27 passed passed 
28 passed passed 
29 passed passed 
30 passed passed 
31 passed passed 
32 passed passed 
33 passed fail 
34 passed passed 
35 passed passed 
36 passed passed 
37 passed passed 
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38 passed passed 
39 passed fail 
40 passed passed 
41 passed passed 
42 passed passed 
43 passed passed 
44 passed passed 
45 passed passed 
46 passed passed 
47 passed passed 
48 passed fail 
49 passed passed 
50 passed passed 
51 passed passed 
52 passed passed 
53 passed passed 
54 passed passed 
55 passed passed 
56 passed passed 
57 passed passed 
58 passed fail 
59 passed passed 
60 passed passed 
61 passed passed 
62 passed passed 
63 passed passed 
64 passed fail 
65 passed fail 
66 passed fail 
67 partially succeed  fail 
68 passed fail 
69 passed fail 
70 passed fail 
71 passed fail 
72 passed fail 
73 passed fail 
74 passed fail 
75 passed fail 
76 passed fail 
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Analysis of the Evaluation Results 
The results from the Functional testing shows that almost all basic functionalities are in 
fully or partially implemented, following the use cases and scenarios established. The few 
items which were not implemented were not critical to use of the application. For 
example in the Item Construction phase of the Assessment Model the demonstration and 
construction items were not implemented. The list of the principal functionalities 
implemented, includes: 
• Create an assessment plan 
• Delete an assessment plan 
• Edit an assessment plan 
• Create an item 
• Delete an item 
• Edit an item 
• Browse items 
• etc. 
The results of the questionnaire are summarized in the table below, and provide the 
average response to each question. 
Question 
number  
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Average 
response 
3,47 3,67 3,71 3,67 3,93 3,87 3,93 3,60 3,29 3,53 4,00 4,07 3,80 4,00 3,33
Question 
number 
16 17 18 19 20 21 22 23 24 25 26 27 28 29  
Average 
response 
3,53 4,13 1,80 3,40 2,87 3,20 3,07 4,21 3,43 3,47 2,47 3,47 3,60 3,80  
The average response is close to 3,5 points which indicates that user satisfaction is high. 
The summarised results for the six design principles are shown in the table below:  
Design principles of ISO 9241 Average result 
SUITABILITY TO TASK 3,69
SELF EXPLANATORY 3,64
CONTROLABILITY 3,79
CONFORMITY TO USER EXPECTATIONS 3,08
ERROR TOLERANCE 3,33
SUITABILITY FOR INDIVIDUALISATION  3,62
 
Overall conclusions regarding the specification are provided in the next section, but as 
regards the tools themselves the principal conclusions are: 
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• Responses for the six design principals targeted in this evaluation were relatively 
high, with an average close to 3.5 and with the scores for all principals being higher 
than 3. Although this questionnaire does not go into details of the interface, the result 
suggests that the tools have (at the least) a reasonable standard of usability and 
quality. 
• In formative testing during the development process severe interoperability issues 
were identified, with an incompatibility between the Assessment Specification and 
the target output formats (IMS LD and QTI). This incompatibility meant that it was 
neither possible or necessary to evaluate this aspect of the tools. 
• The editor and player were stable, although some interoperability issues between 
them were identified 
• Testing against various small sub-components of assessment models, indicates that 
the specification has good modelling power 
• The specification was successfully tested against java technology serialization and 
.net serialization 
• Expert inspection indicated that some (or more) parts are not sufficiently human-
friendly, and that while the tools are useable they are still too close to the 
specification 
• The specification is based on xml and the documents produced are hard for a human 
to read, but this is possible. 
It is proposed a reduction of the learning curve for using the tool could be achieved with 
the development of usage profiles. The candidate profiles are identified below:  
1. Profile for user “assessment process designer” (or assessment stakeholder, which 
provides blueprint for assessment process) 
2. Profile for domain expert of assessed assets (assets like knowledge, skills, traits). 
Under “domain expert” we recognize person which is assessment item 
author/editor/designer/selector. 
3. Profile for assessment developer (selects items from item bank, provided by domain 
expert; configure required fields in order to make assessment “runnable” or “do-
able”) 
4. Profile for peer/self/360degree evaluator (person which run/evaluate configured 
assessment) 
5. Profile for response rater (this profile is only identified, but is out-of-scope for current 
research, and developed tools). This can be target for further research. 
6. Profile for decision maker (as profile in point 5 - this profile is also only identified, 
but is out-of-scope for current research, and developed tools). This can be target for 
further research. 
7. Overall profile/profile for “super-admin” or “super-consultant”, which is combination 
of all profiles, described from (1) to (6). This profile can help in checking the 
assessment model and assessment process for integrity. 
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13 Conclusions and next steps 
As its name suggests, the function of the proof of concept tool is to assess the viability of 
the approach adopted. In this respect the most significant outcome of the tools has been 
the process to development itself. As has been mentioned above, the development team 
did not find it possible to export units of assessment developed with the tool using IMS 
LD and IMS QTI. The best efforts of the considerable expertise available within the 
consortium did not prove able to resolve this problem. The conclusion was that in its 
current version the Assessment Specification based on a simplified CITO/OUNL model 
is not compatible with the policy of using IMS LD and QTI as the basis for expressing 
units of assessment, and for integrating these into the wider TENCompetence 
infrastructure. Thus, while the difficulty identified resulted in a delay in the production of 
the production quality tool, it may be seen as a positive outcome, because it has provided 
practical information which can guide ongoing work in this task. When this problem of 
problem of mapping the assessment definition onto IMS LD and QTI became evident 
there were two ways of responding to it, each with their advantages and disadvantages. 
a) Further research into improving the mapping algorithms which are used to carry out 
the transformation. The advantage of this approach is that it will be possible to carry 
on using the simplified CITO/OUNL model which is currently proposed in the 
TENCompetence Assessment Specification. The disadvantage is that there is a risk 
that it will not prove possible to develop a satisfactory algorithm. 
b) Revise and extend the TENCompetence Assessment Specification, using elements 
which are functionally similar to those used in IMS LD. The advantage of this 
approach is that we can be confident that a mapping between the TENCompetence 
Assessment Specification and IMS LD/QTI will be possible. The disadvantage is that 
it means including more elements in the specification, with a corresponding increase 
in complexity in the editing task (although this may be mitigated by appropriate tool 
design). 
It was decided to follow both lines of work, for two reasons. Firstly, this reinforces risk 
management efforts within the work package. Secondly, the completed assessment tools 
based on the first version of the specification provide a potential comparison with those 
to be based on the second version currently under development. This will help to 
establish the degree to which it is possible to use a sophisticated mapping mechanism to 
reduce the complexity of the modelling task to be carried out by the author of the 
assessment (and, by extension, other pedagogic models).  
The results are that  
a) the tools described above have been completed, published as Open Source, evaluated, 
and made available for use and extension. 
b) a strategy has been developed for resolving the underlying problems identified in the 
specification, which we now describe. 
The OUNL/CITO assessment model, like IMS QTI, specifies a data model for the 
representation of assessment item, assessment test, and results reports. It also contains 
additional concepts relevant at the assessment design stage, assessment run stage, and 
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decision making stage. The TENCompetence assessment model is a simplified version of 
OUNL/CITO assessment model. However, while the removal of the decision making 
stage and several concepts related to other stages has indeed simplified the model, it 
remains a document-centric model. It is this which makes it difficult to map some 
concepts and their relations properly to those in IMS LD. We have therefore produced a 
strategy for production of a second version of the TENCompetence assessment model by 
modifying the OUNL/CITO assessment model from the perspective of process support.  
In view of the difficulties experienced in representing the assessment model using the 
activity centric structures of IMS LD the team has developed an alternative strategy in 
parallel with the completion of the proof of concept tools.  
The observations which have guided the new approach to the OUNL/CITO are: 
1) an activity-centric assessment process model can be integrated with IMS LD model 
2) an authoring tool based on this assessment process model can be integrated with the 
IMS LD authoring tool being developed in this work package 
3) an assessment process definition created by using our target assessment process 
authoring tool can be transformed into an executable model represented in IMS LD and 
IMS QTI. 
The principal ways in which the OUNL/CITO assessment model needs to be adapted in 
order to comply with this new approach may be summarized as follows:  
1) Explicitly use the concept of stage. This is used only as an underlying concept in the 
model to organize related concepts and constitute a process model. 
2) Introduce the concept of a role and reorganize related concepts such as candidate, 
group, and person 
3) Introduce the concept of a document representing all artefacts produced and used in 
assessment including assessment test and assessment item, which will be represented 
in IMS QTI directly 
4) Introduce the concept of a tool to represent all applications/services used in 
assessment including assessment test/item authoring tool and response tool 
5) Introduce the concept of an activity, which is treated as the central concept in the 
model in a way that other concepts such as role, document, tool, and stage are 
connected to it. Thus, the central position of assessment test/item in the model is 
replaced by activity 
6) Remove some concepts related to the run-time stage (e.g., population, assessment-
take, and assessment session) and some of the abstract concepts (like construction 
item and assessment function 
7) Introduce more assessment-specific and practitioner-familiar concepts (e.g., portfolio, 
concept-mapping tool, responding activity, assessor, and so on). This is treated as an 
open set in order to explicitly support a wide variety of forms of assessment 
Using this approach the team will develop an alternative version of TENCompetence 
assessment specification in the period starting month 19 of the project. In order to 
distinguish this model from the simplified OUNL/CITO model, this model will be called 
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the TENCompetence Assessment Process Model. This work will be reported on in 
deliverable D6.2. 
In order to ensure a tighter integration of the Assessment Process Model units of 
assessment with the target specifications IMS LD and QTI authoring support will be 
provided within the ReCourse editor (see Annex 1 to Deliverable D6.1).  
In order to support this strategy  
a) a QTI editor will be integrated into the ReCourse editor 
b) templates will be created which will facilitate authoring of units of assessment 
It is planned that the QTI editor will be directly integrated with the Personal Competence 
Manager (PCM), which will enable standards based tests and questionnaires to be created 
within the PCM client. More complex units of assessment produced with the 
TENCompetence Assessment Model will leverage the integrated runtime environment 
being developed by WP 6.  
 
