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Abstract
In this paper, a stochastic network based information
propagation model is developed. The model describes
the information flow in interconnected networks with ar-
bitrary degree distribution. Network connections prop-
agate the information according to independent Poisson
processes. A probabilistic differential equation system is
derived and solved numerically for the expected recep-
tion times. By solving the differential equation system
numerically, we can determine:
• the expected number of informed nodes as a function
time,
• the degree distribution of the set of informed nodes
at every specific instant
• and the relationship between the node degree and
its reception time.
The validity of the results is justified by a network simula-
tion. The characteristics of the information propagation
were analyzed in scale-free and Erdo˝s–Re´nyi networks.
Keywords
information propagation; complex systems; complex net-
work; stochastic model; configuration model; network
simulation
1 Introduction
Networks in general are described by graph theory.
A graph is an ordered triple (V,E, ψ) consisting of a
nonempty set V of vertices, a set E of edges and an
incidence function ψ that associates each edge with an
unordered pair of vertices.[1] In this paper, the notion of
vertex and node, and the notion of edge and connection
will be used interchangeably. The degree of a node is the
number of connections it has.
When a piece of information is created at the source
node, it propagates through the network from node to
node. It is assumed that every node sends messages to
each of its neighbors according to independent Poisson
processes. Poisson process is a widely used stochastic
process for modeling the times at which independent,
random events occur.[2] Events may occur at any pos-
itive times. A Poisson process can be defined by a se-
quence of consecutive, independent, exponentially dis-
tributed interarrival times. These random variables pos-
sess the “memoryless” property.1[3]
1 This means that if the waiting time for the next event is greater
than a certain value, the probability distribution of the additional
waiting time is the same as the unconditional distribution of the
random variable.
The µ parameter of the Poisson process is considered
to be the same for every connection in the network.
Note that this model can handle weighted graphs as well
through assigning different parameters to the Poisson
processes representing connections with different weights.
Furthermore, it is assumed that the network is intercon-
nected, and that all connections are undirected.
The goal is to determine the number of informed nodes
and the degree distribution of these informed nodes as a
function of time. This is done through the analysis of the
independent exponential random variables that describe
the information propagation through the connections of
the network.
Provided that a neighbor of node i is informed, the
time necessary for the information to reach node i can
be described by an exponential random variable (with
parameter µ).2 A node can be informed by any of its
neighbors possessing the information. This means that
if multiple neighbors of node i are informed, the time for
the information to reach node i is described by the mini-
mum of independent exponential random variables. The
minimum of n independent exponential variables with
parameter µ is also an exponential random variable with
parameter nµ.
One approach to solve this issue is by using the adja-
cency matrix A of the network. Each row and column
of the adjacency matrix represents a specific node. If
there is a connection between the i-th and j-th node, the
Aij = 1; Aij = 0 otherwise.
Let us denote by xi(t) the probability that the node i
is informed at time t. The probability that node i is in-
formed in a dt infinitesimal time interval, is proportional
to the sum of the probabilities that its neighbors are in-
formed. On the other hand, xi increases only if node i is
not yet informed (this has a probability of 1− xi).
x˙i = µ(1− xi)
∑
j
Aijxj
Here x˙i denotes the time derivative of xi. The matrix
differential equation can be written in a more compact
form by introducing vector x containing the probabilities.
x˙ = µ (1− diag(x))Ax
The quadratic non-linearity poses difficulties in the so-
lution of this equation even with several assumptions on
the structure of A.
We intend to deal with this problem by examining the
change of the degree distributions valid for the informed
and not informed nodes of the network directly. First
those connections are taken into account through which
the information reached the nodes for the first time.
2 This holds as the information propagation through the con-
nections is modeled as independent Poisson processes.
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These connections belong to a spanning tree connecting
all the informed nodes. The rest of the connections be-
longing to the informed nodes are distributed among the
nodes. Then, the number of connections is determined,
which connect an informed and a not informed node. Fi-
nally, by taking into account that the higher the degree
of a node is the higher the probability that it is informed
next, the change of the degree distribution and the prop-
agation can be described.
The rest of the paper is structured as follows. The
model described in this study is compared to the related
works of this field in section 2. Section 3 discusses the
assumptions on the network model and derives the differ-
ential equation describing the information propagation.
Finally section 4 presents the results of the application
of the model.
2 Related Work
Information propagation in general has been studied ex-
tensively in recent years.
Onnela, Sarama¨ki, et al. studied information diffusion
in social communication networks through the analysis of
mobile call graphs acquired from mobile phone data.[4]
They have found that the coupling between interaction
strengths and the network’s local structure significantly
slows the diffusion.
Ebel et al. studied e-mail networks with e-mail ad-
dresses as nodes and e-mails as links.[5] They found that
the presence of hubs accelerates the spread of viruses
through decreasing the shortest path length between
nodes. Their research involved mainly static analysis of
the network.
Colizza et al. modeled particle diffusion in networks.[6]
Particles moved randomly from node to node along the
edges of the network. At each fixed length time step,
every particle moved to a node in the vicinity of its cur-
rent location. Reaction of particles takes place if they are
on the same node. This model has lead to a reaction–
diffusion differential equation.
Almaas et al. examined the molecular interactions
in metabolic networks.[7] They have found that the
metabolic fluxes in the bacterium Escherichia coli is dom-
inated by only several reactions with high fluxes.
E. M. Rogers in his famous book Diffusion of Innova-
tions [8] studied how information flows between individu-
als. Information flow tends to be more intensive through
homophilious connections i.e. between similar individu-
als. However, as these connections often form clusters,
heterophilious connections play an important role in in-
formation flow between groups of individuals. He also
found that mass media does not have a direct effect on
the opinion of individuals. Information flow instead is
better described by a two-step model, in which “opinion
leaders” are influenced by the mass media who pass the
information on to followers.
The model introduced in this paper provides a math-
ematical description of the information propagation
through catching the dynamic behavior of the propaga-
tion on a connection level.
3 Mathematical Model
A widely used network model for random networks with
a specified degree distribution is the configuration model.
As a first step in constructing such a model is defining
the degree of each node by sampling a given degree dis-
tribution. These degrees are represented as half links.
Two of these half links are chosen in a random manner
according to a uniform distribution to form a connection.
This procedure continues until it is possible to form new
connections.[9]
Let us denote by N the total number of nodes in the
network. When there are i informed nodes, the degree
of a randomly chosen informed and not informed node is
denoted by K and K˜ respectively. Both K and K˜ are
random variables. The expectation of any random vari-
able is denoted by E[·] throughout this paper. The degree
distribution of the informed and not informed nodes will
be denoted by λ(i, k) and λ˜(i, k˜) respectively. Note that
the degree distributions – apart from the number of de-
grees – depend on the number of informed nodes as well.
Throughout the calculations, it is assumed that
• the effect of loops are not insignificant;
• the probability of multiple connections between two
nodes are negligible;
• the network consists of a single connected compo-
nent, i.e. it is interconnected.
If there are numerous nodes, these assumptions are good
approximations, even in the case when the assumptions
do not hold precisely.[10]
We would like to determine, how the degree distribu-
tions change when there are i informed nodes, and the
i+ 1-st node is about to be informed.
The probability of a not informed node to receive the
information next is proportional to its degree. This gen-
erally holds, as the more connections a node has, the
more likely it is that it will be the next node informed.
Let S denote the number of all degrees in the network.
S := NEKorig
Here Korig denotes the random variable describing the
degree of a randomly chosen node. The degree distri-
bution of the next node (i + 1-st) to be informed is as
below.
λrecv(i, k) =
k
EK˜
λ˜(i, k)
The mixture of the two degree distributions (i number of
nodes with a degree distribution of λ(i, k), N − i num-
ber of nodes with a degree distribution of λ˜(i, k˜)) is the
original, λorig(k) degree distribution.
λorig(k) =
1
N
[
iλ(i, k) + (N − i)λ˜(i, k˜)
]
λ˜(i, k˜) =
1
N − i
[Nλorig(k)− iλ(i, k)]
EK˜i =
∑
k
kλ˜(i, k) =
1
N − i
(S − iEK)
Here we could express λ˜(i, k) and its expectation purely
with λ(i, k) distribution. Thus, the degree distribution
2
of the i+ 1-st node can be expressed in another way.
λrecv(i, k) =
Nλorig(k)− iλ(i, k)
S − iEK
k
This newly informed node must be removed from the
set of the not informed nodes and “mixed into” the in-
formed nodes, thus the degree distributions will change.
λ(i + 1, k) =
1
i+ 1
[iλ(i, k) + λrecv(i, k)] =
=
1
i+ 1
[
iλ(i, k) +
Nλorig(k)− iλ(i, k)
S − iEK
k
]
If ∆i number of nodes are informed, the following differ-
ential equation can be implied after some algebra.
∂λ(i, k)
∂i
=
1
i
(
Nλorig(k)− iλ(i, k)
S − iEK
k − λ(i, k)
)
This is a differential equation system for all k degrees if
∆i → 0. Solving this system of equations we can deter-
mine the degree distribution of the informed nodes as a
function of the number of informed nodes.
We would like to introduce time as an independent
variable instead of the i number of informed nodes. The
connections of the informed nodes can be divided into
two categories. Each connection can be “internal”, which
means that both endpoints of these connections are in
the set of informed nodes, or “external”, meaning that
the connection connects an informed and a not informed
node. Only the external connections are responsible for
the information propagation.
As it was discussed before, the time we have to wait
for the i-th node to receive the information is the min-
imum of independent exponentially distributed random
variables. The number of random variables is the num-
ber of external connections, which has to be calculated
next. The number of external connections has to be de-
termined. When there are i number of informed nodes,
the j-th informed node has a degree of Kji .
3 The to-
tal number of degrees belonging to the informed nodes is∑i
j=1K
j
i .
First we deal with the connections through which the
information reached a node for the first time. As it was
mentioned before, these connections constitute a span-
ning tree connecting the informed nodes. i − 1 connec-
tions had to be used for propagation to notify the i in-
formed nodes; this means 2(i − 1) ≈ 2i degrees. The
approximation holds if i≫ 1. In other words, there are
Kfree =
i∑
j=1
Kji − 2i ≈ i(K − 2)
possible external connections without the connections of
the spanning tree.
Let us consider an arbitrary informed node. It can
connect to (i − 1)(EK − 2) stubs which belong to other
informed nodes. Altogether, it can connect to S−EK−2i
stubs without the ones belonging to the spanning tree. In
other words, out of the stubs belonging to the spanning
tree, (i − 1)(EK − 2)/(S − EK − 2i) ratio is considered
to be internal as well.
Kext =
[
1−
(i− 1)(EK − 2)
S − EK − 2i
]
Kfree
3
K
j
i
is a random variable.
Next, we would like to calculate the expectation of the
length of the time ∆t elapses until the next ∆i nodes are
informed. More specifically, we would like to calculate
the ∆t/∆i ratio as a function of the number of informed
nodes i. If ∆i = 1 (thus ∆t is the time until the next node
being informed), the distribution of ∆t/∆i is the mini-
mum ofKext number of independent exponential random
variables (with parameter µ).
∆t
∆i
∼ Exp (µKext)
The expectation of time t can be given as follows.
Et = E
[∑
∆t
]
=
∑
E [∆t]
The expectation and standard deviation of ∆t/∆i are the
following.
E
[
∆t
∆i
]
=
1
µ
E
[
1
Kext
]
=
S − EK − 2i
S − iEK
1
µ
E
[
1
Kfree
]
=
=
S − EK − 2i
S − iEK
1
µi
E
[
1
K − 2
]
In order to approximate the expectation, we use the
method of moments.[11]4
E
[
1
K − 2
]
≈
1
EK − 2
(
1 +
D
2K
i (EK − 2)
2
)
where we used that
EK = EK; D2K =
1
i
D
2K.
Using this approximation, the below formula follows.
E
[
∆t
∆i
]
=
S − EK − 2i
S − iEK
1
µi
1
EK − 2
(
1 +
D
2K
i (EK − 2)2
)
Thus, the following differential equation can be implied
for the propagation.
dt
di
=
S − EK − 2i
S − iEK
1
µi
1
EK − 2
(
1 +
D
2K
i (EK − 2)
2
)
The solution of this equation requires that the equation
for λ(i, k) is solved beforehand.
4 Results
The differential equations show that the propagation
stops if EK decreases below the value of 2. This never
happens if the average degree of the total network is
greater than 2. However, the network cannot be inter-
connected if EK < 2 which is in contradiction with our
assumptions.
The above equations can be solved numerically. A
particular solution for power law degree distribution
λorig(k) ∼ k
−2.5 can be seen in figure 1. The solution of
the equations approximates the simulation results well.
The slight differences of the simulation and the solution
4 The method of moments means to use Taylor series expansion
around the expected value to approximate the function of a random
variable.
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Figure 1: Ratio of Informed Nodes as a Function of Time
of the equations are caused by the application of the
method of moments. The series expansion has to be con-
tinued further if the expected number of degrees for the
informed nodes is close to 2, or if its variance is too high
(relative to its expected value).
At the beginning phase of the propagation nodes with
high degrees tend to be informed which increases the
number of nodes that are informed in a specific time in-
terval. In general, the expectation of the degree distribu-
tion of the informed nodes is the largest at the beginning
of the propagation, and is greater than the expected value
of the degree distribution of the whole network.5
As the propagation continues, the average degree of
the informed nodes declines as smaller degree nodes are
getting informed, and the degree distribution starts to
get closer to the original degree distribution.
Let us compare the information propagation in scale-
free and Erdo˝s–Re´nyi networks. A network is said to be
scale-free if its degree distribution follows a power law.[4]
An Erdo˝s–Re´nyi network is constructed by first fixing the
N number of nodes in the network, an then connecting
each pair of nodes with a given probability p.[12] This
leads to a binomial degree distribution. If the expected
number of node degreeNp is fixed as the number of nodes
increases, the degree distribution is described by a Pois-
son distribution for large N values.
The comparison of the two cases is shown in figure 2.
In case of the power law degree distribution, the min-
imum and maximum degree is 5 and 100 respectively,
and the parameter of the distribution is 2.5. In case of
the Poisson degree distribution, the minimum and maxi-
mum degree is 0 and 100 respectively, and the parameter
of the distribution is 10.81. The number of nodes and
connections are the same in both networks. It can be
seen that due to the high degree nodes, the information
propagation is faster at the beginning in scale-free net-
works. However, as there is a significant number of nodes
with small degree in the scale-free network, the informa-
tion propagation slows down earlier than in case of the
Erdo˝s–Re´nyi network. Thus, the propagation reaches its
final stage earlier in the latter case. This can be verified
by the analysis of the average degrees of the informed
5 This is true if the degree of the source node can be neglected.
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Figure 2: Information Propagation in Networks with Dif-
ferent Degree Distributions
nodes, which is shown in figure 3. As higher degree nodes
0.0 0.5 1.0 1.5 2.0 2.5
0
5
10
15
20
25
Time (unit)
A
v
er
a
g
e
D
eg
re
e
Scale-free network
Erdo˝s–Re´nyi network
Figure 3: Average Degree of the Informed Nodes as a
Function of Time
tend to be informed earlier, the average degree among the
informed nodes is always greater (or equal) to the aver-
age degree of the whole network. Due to the fat tailed
degree distribution of the scale-free network, there is a
significant difference between average degree of the in-
formed nodes at the beginning of the propagation and
the average degree of the total network. As all the nodes
have similar degrees in the Erdo˝s–Re´nyi networks, this
difference is much smaller in this case.
It is also interesting to see how the degree of a node
influences the expected reception time. Figure 4 shows
when 50% of the nodes with a given degree are informed.
The reception time depends highly on the number of de-
grees in case of small degree values. If the degree of a
node is high, an additional connection will not decrease
the reception time significantly.
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5 Conclusions
I have created a new information propagation model on
interconnected networks handling the information flow as
independent Poisson processes on each connection. Dif-
ferential equations were derived describing the main char-
acteristics of the information propagation. Through the
numerically calculated results I could compare the infor-
mation propagation in scale-free and Erdo˝s–Re´nyi net-
works. The results were verified by a network simulation.
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