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Resumen. Los Sistemas de Detección de Intrusos de Red (IDS) han comenzado 
a ser una herramienta de gran valor para la seguridad informática. Estos IDS 
deben contar con características que hagan viable  su implantación en las 
condiciones actuales destacándose eficiencia, capacidad de detección, 
dinamismo, escalabilidad y mantenimiento mínimo.  Para lograr IDS con estas 
características es importante concebirlas desde el nivel de modelo. Por esta 
razón, el presente artículo describe formalmente un Modelo IDS a través de sus 
procesos fundamentales utilizando las Redes Neuronales Artificiales y el 
Análisis de Componentes Principales con el objetivo de lograr eficiencia y 
espectro de clasificación. Adicionalmente se describen los procesos necesarios 
para lograr cambios dinámicos en correspondencia con el medio y la mínima 
intervención del administrado. 
1   Introducción 
Las TI como paradigma social han hecho de la seguridad informática una prioridad 
dentro de los temas de investigación científica [1-3]. Mantener los niveles de 
seguridad esperados por los usuarios en los sistemas informáticos (SI) es una tarea de 
primer orden que precisa de herramientas de seguridad que se adapten a las 
condiciones actuales.  
Los Sistemas de Detección de Intrusos (IDS) presentan un grupo de características 
necesarias para afrontar la situación existente dotando a los SI de un nivel de 
protección más especializado [4-6]. No obstante, este tipo de herramientas precisa de 
un conjunto de rasgos que hagan factible su implantación, estando la capacidad de 
detección, la eficiencia, la escalabilidad, la adaptabilidad dinámica y la autogestión 
entre las más perseguidas. Es importante, que todos estos requisitos sean concebidos a 
nivel de modelo, de manera que el IDS sea desarrollado partiendo de ellos desde su 
concepción primaria. Por tanto, el modelado de un IDS sobre bases formales garantiza 
un diseño correcto del mismo, repercutiendo esto de manera directa sobre el producto 
final. 
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En el presente artículo nos basamos en la notación Eriksson-Penker  [7] para 
especificar de manera formal un Modelo de IDS. En términos generales el modelo 
global a describir puede representarse gráficamente como en la fig. 1. En éste, el 
Tráfico de Red es analizado por el IDS para ejecutar sus tareas sobre la red y 
mantener el control de ésta. Por otra parte, los atacantes también toman el tráfico y 
actúan sobre la red variando su estado.  
Del escenario global de la fig. 1, serán excluidos de nuestro modelo los atacantes y 
sus acciones sobre la red, asumiendo que la acción de los atacantes quedará reflejada 
en el tráfico de red. De esta manera, este artículo explica el modelo conceptual del 
IDS que se propone basándose en el modelado de procesos. 
 
Fig. 1. Modelo de detección de intrusos. 
El diseño de este Modelo IDS tiene como objetivo evitar que se tengan que tomar 
decisiones de diseño que obliguen a sacrificar capacidad de detección o eficiencia de 
clasificación [8]. La idea es llegar a un equilibrio que permita maximizar la eficiencia 
del clasificador manteniendo los niveles de eficacia dentro de un amplio espectro de 
detección. Para ello, la estrategia a seguir es la siguiente: fijar la eficacia analizando 
los datos de entradas al clasificador y, a la vez, maximizar la eficiencia reduciendo el 
volumen de datos sin perder información significativa. 
Siguiendo la estrategia general, el Modelo IDS tomará los paquetes TCP/IP que 
circulan por la red y les aplicará un algoritmo de reducción a través del proceso Motor 
Reducción (pMR). El tráfico, una vez reducido, es analizado por el Motor Detección 
(pMD) y, en correspondencia con los resultados, se ejecutan acciones sobre el medio a 
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Fig. 2 .Modelo IDS. 
Cada uno de los motores que constituyen los procesos fundamentales del modelo 
ሼpMR , pMD, pMRaሽ ك P se describen con un mayor nivel de detalles en las secciones 
siguientes. De cada uno de estos procesos y sus subprocesos se realiza una 
descripción verbal no formal, una formalización a través de la notación gráfica de 
Eriksson-Penker como extensión de UML y una descripción algebraica. De esta 
forma los apartado 2, 3 y 4 se encargan de la descripción de los Motores de 
Reducción, Detección y Respuesta respectivamente y el apartado 5 muestra las 
principales conclusiones y trabajos futuros.  
2   Reducción 
El Motor Reducción (PMR) se basa en la aplicación de un algoritmo de 
redimensionamiento que permita reducir el vector de entrada al clasificador y de esta 
manera mejorar su eficiencia sin pérdida de la capacidad de detección. Para ello el 
algoritmo que se aplique debe cumplir con condiciones que lo hagan factible para este 
caso. En primer lugar debe ser un algoritmo de entrenamiento no supervisado para 
permitir la obtención de un modelo autogestionado. Por otra parte tiene que reducir 
los datos garantizando la mínima pérdida de información para elevar la capacidad de 
detección y todo esto lograrlo basado en una fácil aplicación para que no afecte la 
eficiencia del modelo en general.  
Tras el análisis realizado en [8] de los diferentes algoritmos de reducción, el que 
mejor se ajusta a los objetivos perseguidos es el Análisis de Componentes Principales 
(PCA) por su entrenamiento sin supervisión, la garantía de pérdida mínima de 
información y su basamento en características de linealidad que hacen que su 























70      I. Lorenzo et al. 
 
2.1 Estudio de viabilidad de PCA  
A pesar de que PCA se ajusta coherentemente a los objetivos de minimizar la pérdida 
de información, fue necesario realizar experimentos que corroboraran la posibilidad 
de encontrar un modelo óptimo para reducir los datos de tráfico TCP/IP. Para ello, se 
obtuvo un conjunto de entrenamiento y se utilizó MatLab para la aplicación del PCA 
sobre este conjunto de datos seleccionado por sus reconocidas potencialidades para el 
trabajo con matrices y vectores.  
El primer paso de PCA es preprocesar los datos a modelar. Los procesamientos 
más utilizados para estos fines son el autoescalado y el centrado en la media. El 
centrado en la media devuelve un conjunto de datos cuya media es cero mientras que 
el autoescalado de una matriz devuelve una matriz escalada donde las columnas 
tienen media igual a cero y la varianza es la unidad. Para la experimentación se utilizó 
un algoritmo de autoescalado en el preprocesamiento de los datos por ser el que 
mejores resultados produjo. Luego de procesados los datos se aplicó el algoritmo de 
Descomposición en Valores Singulares (SVD –Singular Value Descomposition) 
[9,10] para la búsqueda de los Componentes Principales, utilizando una validación 
cruzada a través de conjuntos aleatorios para evaluar el modelo.  
Para el conjunto de datos de 419 variables que se utilizó (utilizando las reglas de 
selección de tabla 2), se obtuvieron modelos de hasta 20 componentes principales 
(PC) donde cada uno de ellos era capaz de expresar una parte de la información total 
del conjunto original. En la tabla 1 se muestran los valores de variabilidad expresados 
por los diferentes modelos. 
Tabla 1. Variabilidad expresada por modelo. 
Cantidad de componentes 
principales 
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Obtener un redimensionamiento del vector de entrada de 419 a 20 dimensiones, es 
una reducción de valor apreciable. Con esta nueva dimensión se logra disminuir un 
95.2 % del tamaño del vector original, teniendo esto, repercusión directa en el buen 
funcionamiento del clasificador neuronal. Al mismo tiempo el modelo de 20 PC es 
capaz de expresar más del 95% de la información original. Estas características hacen 
del modelo de 20 PC un modelo de valor para representar los datos utilizados 
correspondientes al tráfico de red.  
Por las características del PCA, las primeras PC son las que expresan la mayor 
cantidad de información de los datos. Esto se debe a que PCA busca como primera 
PC (PC1) a la combinación lineal de las variables originales que logre una recta en la 
dirección donde exista mayor variación de los datos. Por ejemplo, para los datos en 
tres dimensiones mostrados en la fig. 3 la primera componente que se obtendría se 
corresponde con la línea resaltada en la figura.  
 
Fig. 3. Selección de PC1 en una nube de datos. 
La segunda PC (PC2) es aquella que es ortogonal a PC1 y tiene la dirección de la 
mayor variación de los datos posibles con estas condiciones. La fig. 4 muestra la 
dirección de PC2 en la nube de puntos vista anteriormente. Siguiendo el mismo 
criterio son seleccionadas el resto de los PC. Luego, las primeras PC son las que 
expresan la mayor cantidad de información del conjunto de datos original.  
Adicionalmente a las capacidades del modelo para expresar la variabilidad de los 
datos, es importante su poder de discriminación de las diferentes clases que éstos 
contienen. En este caso existen dos clases dentro de los datos: Ataques y Paquetes 
Normales. Por tanto, es conveniente que en la nueva estructuración de los datos 
existan diferencias entre éstas clases. 
El poder de discriminación del modelo se observa a través de las gráficas de los 
marcadores (scores). Los scores son las muestras expresadas en los nuevos ejes 
coordenados (los PC).  
PC1 
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Fig. 4. Selección de PC2 en una nube de datos. 
Para una mejor visualización, estos datos serán expuestos en 2 dimensiones, ubicando 
las muestras en gráficos de una PC contra otra. En el modelo de 20 PC existe 171 
posibles variaciones en las que se combinan las diferentes PC para formar un gráfico. 
Por la cantidad de variaciones posibles serán analizadas solamente las 3 primeras PC 
(una frente a la otra) que son las que expresan la mayor variabilidad de los datos. 
Las figs. 5a, 5b, 5c  reflejan la distribución de las muestras en los gráficos de PC1 
contra PC2, PC1 contra PC3 y PC2 contra PC3 respectivamente.  
Los gráficos muestran que los datos expresados en función de los componentes 
principales tienen tendencia a agruparse por clases, dando muestra del poder de 
discriminación del modelo.  
El hecho de que sea posible encontrar un modelo que tenga alta capacidad de 
expresar la variabilidad de los datos (por encima del 95%) y que contenga 
componentes principales con alto poder de discriminación permite concluir que PCA 
es un algoritmo de redimensionamiento válido para representar y reducir los datos de 
tráfico de red. Luego, la experimentación demostró la viabilidad de PCA para ser 
aplicado en nuestro modelo.  
2.2 Proceso Motor Reducción  
El primer subproceso que se realiza dentro de pMR es el proceso Capturador (pc) de 
datos de los paquetes TCP/IP que circulan por la red. En éste se seleccionan las 
características del paquete que resultan de interés para la clasificación siendo todo el 
proceso coordinado por el actor Sensor (Sensor). Posteriormente el agente Reductor 
(Reductor) supervisa el proceso del mismo nombre pR aplicando el filtro PCA para 
obtener el Tráfico TCP/IP reducido. 
PC1 
PC2 
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Fig. 5c. Scores de PC2 vs PC3. 
 
No obstante, para ello es necesario llevar a cabo un proceso de entrenamiento. Con el 
objetivo de obtener un IDS con mantenimiento cero, se incluye dentro del modelo un 
proceso automático que permite realizar estas tareas con la mínima intervención 
humana. El proceso Entrenador PCA (pEPCA) dentro del Motor Reducción  es el 
encargado de obtener el modelo de datos aplicable a los datos del tráfico. La primera 
fase de este proceso es la búsqueda de un conjunto entrenamiento válido a través del 
proceso Seleccionador Paquetes (pS). Este conjunto será utilizado por el PCA para 
obtener el Modelo PCA que sirve al Reductor para llevar a cabo el cambio de base. Es 
el agente Entrenador PCA ( EntrenadorPCA) el responsable de controlar la ejecución de 
todo el proceso para que el modelo sea debidamente entrenado y enviado para su 
utilización. 
Estos procesos logran un Motor Reducción no supervisado, pero no logran el 
dinamismo necesario que le permita adaptarse ante los cambios del medio. Para ello 
es necesario añadir un proceso, denominado Evaluador (pE), que calcule la diferencia 
entre conjuntos de datos de tráfico de red capturados en diferentes instantes de tiempo 
y la desviación de éstos respecto al Modelo PCA, para re-calcular el modelo en caso 
que fuera necesario.  
Teniendo en cuenta la descripción anterior, se puede definir pMR con una tupla que 
contenga el conjunto de actores involucrados, los recursos y el flujo de trabajo que se 
lleva a cabo dentro del proceso, como se muestra en la eq 1. 
pMR= ۃAMR, RMR, WFMRۄ 1 
Los actores involucrados dentro del proceso (AMR) se muestran en eq. 2. Como 
convenio, se resalta a través de un asterisco el o los actores que se comportan como 
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AMR= ൛αSensor* , αReductor* ,αEvaluador* , αEntrenadorPCA* ൟ 2 
El resto de los recursos ri א RMR se definen en eq. 3 siguiendo una estructura que 
expresada el nombre del recurso y el tipo de relación con el proceso siguiendo el 










Para especificar el WFMR es necesario definir tanto el conjunto de tareas 
TMR=ሼ  ሽ como el de subprocesos involucrados  
PMR= ൛pC, pR, pEPCA, pE ൟ siendo la fig. 6 una representación gráfica del flujo de 
trabajo (WF Ӎ  Workflow) del proceso siguiendo la notación Eriksson- Penker. 
 
 Fig. 6. Procesamiento del Motor Reducción (WFMR). 
Para realizar una descripción completa de pMR, cada subproceso es detallado a lo largo 
de las secciones siguientes.  
2.2.1 Subproceso Capturador 
El proceso Capturador (pc)  captura los paquetes TCP/IP de la red y toma de ellos los 
datos importantes para la clasificación. De esta manera se obtiene el Tráfico 
seleccionado que recoge cada paquete capturado descrito a través de las variables 
seleccionadas (fig. 7). 
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Fig. 7. Proceso Capturador (WFC). 
La tarea Capturar tráfico es llevada a cabo por el agente Capturador  que actúa como un 
sensor recogiendo todos los paquetes que circulan por la red. Estos paquetes son 
entregados al SeleccionadorDatos que es el encargado de realizar la tarea de selección de 
las características de interés que están descritas en las Reglas de Selección.  
Definir las variables de interés para la clasificación, en este caso las Reglas de 
Selección, es un problema que ha sido centro de muchas investigaciones [11-16] por 
la importancia que tiene en el funcionamiento del detector de intrusos.  
Siguiendo la estrategia planteada para nuestro Modelo IDS de tomar todos los 
datos que puedan resultar de interés dentro de los paquetes de tráfico para la 
clasificación, se busca que las Reglas de Selección sean lo más generales posibles 
para que incluyan el mayor número de campos. Un ejemplo de Reglas de Selección 
válidas son las utilizadas en [8], dónde nos basamos tanto en el estudio bibliográfico 
de trabajos anteriores que se enfocaban en los paquetes TCP/IP como fuente de 
información, como en un estudio realizado sobre los campos del paquete y su 
significado dentro de la comunicación. El análisis dio como resultado reglas de 
inclusión de 419 variables para de la clasificación, como se muestra en la tabla 2. 
De los 419 datos seleccionados del paquete TCP/IP: 6 corresponden a datos de la 
cabecera del protocolo IP, 2 a la de ICMP, de la capa de transporte se tomaron 7 de 
TCP y 3 de UDP, de la capa de aplicación se tomaron los primero 400 datos y 
adicionalmente se tomó un dato de tráfico que se corresponde con el tiempo 
transcurrido entre un paquete y otro.  
2.2.2 Subproceso Reductor 
El proceso Reductor (pR) utiliza el Modelo PCA para transformar las bases vectoriales 
del conjunto original, proveniente del Tráfico seleccionado, en las nuevas bases 
compuestas por los Componentes Principales (PC), a través de una multiplicación de 














 Especificación formal de un IDS 77 
 
Tabla 2. Datos seleccionados. 
# Descripción Protocolo 
1 Tiempo transcurrido desde la llegada del último paquete. - 
2 ToS (Tipo de servicio) IP 
3 Longitud Total IP 
4 Flags (Banderas) IP 
5 Tiempo de Vida IP 
6 Protocolo (se refiere al protocolo de nivel superior) IP 
7 Cantidad de Opciones (si las hay) IP 
8 Tipo ICMP 
9 Código ICMP 
10 Puerto Fuente TCP 
11 Puerto Destino TCP 
12 Número de Secuencia TCP 
13 Número de acuse de recibo TCP 
14 Code Bit (Banderas) TCP 
15 Ventana TCP 
16 Cantidad de Opciones (si las hay) TCP 
17 Puerto Origen UDP 
18 Puerto destino UDP 
19 Longitud del Mensaje UDP 




Fig. 8. Proceso Reductor (WFR). 
La tarea principal de pR, que es llevada a cabo por Reductor, es la aplicación del filtro 
PCA utilizando el Modelo PCA que es una matriz previamente obtenida (ver 
subproceso Entrenar PCA) que modela el tráfico seleccionado en función de los PC 
encontrados. Cada fila de la matriz representa un PC expresado como combinación 
lineal de cada una de las variables seleccionadas (definidas en las Reglas de Selección 
de pC), siendo cada elemento de la fila el coeficiente de la variable correspondiente al 
































El Tráfico seleccionado es el conjunto de datos que debe ser reducido. Éste está 
expresado como una matriz donde cada columna es un paquete TCP/IP definido a 






















Luego, la tarea Filtrar PCA, se encarga de multiplicar ambas matrices para obtener 
el Tráfico TCP/IP reducido. Éste se define como una matriz donde cada columna es 
un paquete expresado a través de los PC que se corresponden con las filas. Siendo 






















































2.2.3 Subproceso Entrenador PCA 
El proceso Entrenador PCA (pEPCA) sirve de apoyo al proceso Reductor. Éste es el 
encargado de obtener el Modelo PCA que permita representar los datos, a través de la 
obtención de los PC correspondientes. Para ello, pEPCA, busca Conjuntos de 
entrenamiento  utilizando el proceso Seleccionador de Paquetes para luego entrenar 
el modelo con PCA. El flujo de trabajo que debe controlar el EntrenadorPCA para llevar a 
cabo el proceso se muestra en la fig. 9. 
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El diagrama de procesos de la fig.9 muestra de manera general el funcionamiento del 
pEPCA, no obstante es importante adentrarnos en sus subprocesos para entender a 
cabalidad el proceso global 
Subproceso Seleccionador de paquetes 
La primera fase del entrenamiento es la búsqueda de un conjunto válido para entrenar. 
Este conjunto debe ser representativo del tráfico de la red en la que funcionará el IDS.  
Uno de los objetivos perseguidos con este modelo es obtener un sistema de 
mantenimiento mínimo, por lo que debe ser el propio sistema el que se encargue de la 
búsqueda del conjunto de entrenamiento. Cargar al administrador con estas tareas 
implica una carga de gestión adicional sobre temas de los cuales un administrador de 
red no es experto.  
Una solución viable a este problema es que el sistema cuente con un conjunto de 
datos de tráfico TCP/IP previamente probados, que pudieran ser utilizados como 
conjunto de entrenamiento. Esto tiene como principal inconveniente que los datos del 
sistema no tienen por qué ser representativos del tráfico de la red específica en la cual 
funciona el IDS. Por otra parte, las características de tráfico de la red pueden variar 
con el tiempo y el Modelo PCA quedaría obsoleto. Por ello, como primera función del 
Entrenador PCA (fig. 9) se encuentra el proceso Seleccionador paquetes (pS) que es 
el encargado de analizar el Tráfico seleccionado y obtener un conjunto que represente 
el tráfico de la red en cuestión. 
La búsqueda de un conjunto de entrenamiento es un problema complejo que ha 
sido base de muchas investigaciones  [17-19]. Con el objetivo de tomar una solución 
viable y sencilla, para obtener un conjunto representativo del tráfico optamos por un 
muestreo aleatorio simple. De esta manera, el SeleccionarPaquetes , selecciona los paquetes 
de red aleatorios en una ventana de tiempo. No obstante, por tratarse de una solución 
que no es lo suficientemente general, se permitirá que esta decisión sea tomada más 
adelante y a nivel de Modelo Conceptual se plasmará como el recurso Muestreo que 
suministra el algoritmo de selección.  
El proceso ps se muestra de manera formal en la fig. 10. 
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Subproceso PCA 
El Conjunto entrenamiento PCA obtenido por pS es tomado por el proceso PCA (pPCA) 
para buscar el Modelo PCA (fig. 9).  El Modelo PCA que se obtiene, está compuesto 
por la matriz de cambio de bases así como por el vector media y el vector varianza, 
representando las medias y las varianzas que describen las poblaciones constituidas 
por los valores de cada variable. Este proceso comienza con el preprocesamiento del 
conjunto de entrenamiento para preparar los datos y proceder a buscar las PC que 
mejor los representan (fig. 11). 
 
Fig. 11. Subproceso PCA (WFPCA).  
De forma general el algoritmo que se lleva a cabo, una vez preprocesado los datos, 
para buscar los PCs es el que se describe a continuación: 
Paso 1:  Calcular la matriz de covarianza. 
Paso 2:  Buscar los valores y vectores propios  
de la matriz de covarianza. 
Paso 3:  Seleccionar los componentes y formar  
los vectores. Luego de obtenidos, los vectores 
propios se organizan descendentemente según su 
valor propio y se dejan fuera del modelo los que 
se considere necesario.  
Paso 4:  Con los vectores seleccionados se forma  
la matriz de PCA. 
Todo esto es supervisado por el actor PCA, apoyándose en el trabajo de Preprocesador 
y BuscadorPCs que son los encargados de realizar las tareas que conforman a pPCA. 
2.2.4 Subproceso Evaluador 
Una vez descritos y formalizados los procesos de captura, reducción y entrenamiento, 
falta por especificar el proceso Evaluador (pE) para completar el pMR. 
El Modelo PCA se obtiene como primera fase de los procesos de reducción. No 
obstante puede ser necesario que éste cambie a medida que van variando las 
condiciones del entorno. Debido a ello, los procesos de entrenamiento no son 
estáticos, sino que dinámicamente se van evaluando parámetros que permiten decidir 
la necesidad o no de re-calcular el modelo. Para ello, es necesario tener en cuenta en 
el Motor Reducción un proceso Evaluador que evalúe continuamente parámetros y 









 Especificación formal de un IDS 81 
 
 
Fig. 12. Subproceso Evaluador (WFE). 
El Evaluador  ejecuta el proceso, encargándose de garantizar la idoneidad del Modelo 
PCA a través del análisis de los Conjunto entrenamiento PCA  y del propio modelo. 
En caso de ser necesaria la obtención de un nuevo Modelo PCA, el Evaluador genera 
las tareas que actúan sobre el Entrenador PCA, iniciando un proceso retroalimentado 
que confiere dinamismo al Motor de Reducción. 
Dentro del proceso de evaluación se utilizan los conjuntos de entrenamiento (ρ) y 
el Modelo PCA (М). Si la diferencia entre el conjunto de entrenamiento calculado en 
un tiempo dado y otro en una ventana de tiempo siguiente es mayor que un umbral 
determinado, puede ser causa de un cambio en el medio de red y por tanto de la 
necesidad de recalcular el Modelo PCA (eq .7). 
Dif ൫ሺtሻ,ሺt+1ሻ൯ > μ1 7 
Por otra parte, también es muestra de la necesidad de cambiar el modelo, si la 
desviación entre un Conjunto entrenamiento PCA (ρ) y el Modelo PCA (M) es mayor 
que un valor esperado, como se muestra en la eq. 8. 
Dev ሺሺtሻ,M ሻ > μ2 8 
Por tanto, el proceso Evaluador lleva a cabo el algoritmo definido en eq. 9. 
Si ൫ ൫Dif൫ሺtሻ,ሺt+1ሻ൯>μ1൯ or ൫Devሺሺtሻ,Mሻ>μ2൯ ൯ Recalcular modelo  9 
2.2.5 Resumen del Motor Reducción 
El conjunto de los procesos descritos, hace posible que pMR reduzca los datos TCP/IP 
manteniendo un entrenamiento no supervisado y un procesamiento dinámico ante los 
cambios de ambiente. Cada uno de los subprocesos ha sido explicado y definido de 
manera formal, no obstante, a modo de resumen, se incluyen la definición algebraica 
de los conjuntos de Procesos (P), Actores (A), Tareas (T) y Recursos (R) que resultan 
de las especificaciones del Motor Reducción. 
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൝
αSensor, αReductor,αEvaluador,αEntrenador PCA, αCapturador,αSeleccionador datos,αSeleccionador paquetes, αPCA, αPreprocesador,αBuscador PCs, 
ൡ ك A 11 
൝
TráficoTCP/IP, Reglas de Selección,Tráfico seleccionado,
Modelo PCA, TráficoTCP /IP reducido, Tareas, Muestreo,
Conjunto entrenamiento PCA, Estados del Medio, Eficiencia
ൡ ك R 12 
൝
Capturar tráfico, Seleccionar datos,Filtrar PCA,
Seleccionar paquetes, Preprocesar, Buscar PCs,
Calcular Dif, Calcular Dev, Recalcular Modelo
ൡ ك T 13 
3   Detección 
Una vez reducido el tráfico, éste pasa al proceso Motor Detección (pMD) para detectar 
las intrusiones que pueda contener dicho tráfico, llevando a cabo la función más 
característica del modelo, la clasificación de los paquetes de red. 
Tomando como referencia la descripción del proceso anterior y puesto que se 
persiguen los mismos objetivos de mantenimiento cero y capacidad de adaptación 
ante los cambios de entorno, cabe pensar que nuestro proceso de detección deba tener 
una estructura similar al proceso de reducción. (fig. 13). 
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El pMD se basa en la utilización de un clasificador neuronal que permite separar las 
clases paquetes normales y paquetes intrusivos de manera eficiente y que precise de 
un entrenamiento no supervisado para mantener las características de mantenimiento 
cero requeridas dentro del modelo. Todo esto bajo una implementación sencilla que 
haga posible su implantación sin afectar el funcionamiento del IDS. 
Los clasificadores neuronales han sido ampliamente utilizados dentro de los 
Sistemas de Detección de Intrusos con resultados alentadores, utilizándose diferentes 
arquitecturas que ofrecen ventajas en situaciones especifican [20-29]. Dentro de este 
modelo, sin el ánimo de buscar la arquitectura óptima, se utilizará un Mapa 
Autoorganizado (SOM Ӎ  Self-Organizing Map) por ser una arquitectura de 
entrenamiento no supervisado, de fácil implementación e implantación, que ha 
demostrado un alto poder de precisión y generalización en las diferentes 
investigaciones en las que ha sido utilizado [30, 31].  
Debido a que no es el centro de la investigación y además a que su uso en 
investigaciones anteriores [32-37] ha demostrado su validez, no se realizará un 
estudio específico de la viabilidad de las SOM para este modelo. 
3.1 Proceso Motor Detección  
Una vez seleccionado el clasificador a utilizar (SOM) podemos instanciar el flujo de 
trabajo del proceso como se muestra en la fig. 14.  Debido a que la SOM no cuenta 
con la plasticidad necesaria para adaptarse dinámicamente a los cambios del entorno, 
el proceso Evaluador SOM dentro del Motor Detección se encargará de recalcular el 
Modelo SOM en caso de que sea necesario. Para ello, es necesario que se evalúe la 
existencia de cambios dentro del comportamiento de la red, y este procesos es llevado 
a cabo a través del Evaluador (pE) del pMR, por tanto las tareas obtenidas por pE serán 
las que sirvan de entrada al evaluador del Motor de Detección para generar nuevas 
tareas que hagan que el Entrenador SOM entrene un nuevo modelo. 
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Fig. 14 Motor de Detección (WFMD). 
El proceso fundamental de pMD es el Clasificador SOM (pSOM), mientras que el 
proceso Entrenador SOM (pESOM) y el Evaluador SOM (pEvSOM) brindan soporte a 
éste. Todo el proceso es supervisado por el actor Clasificador (Clasificador) que 
coordina el trabajo de EntrenadorSOM y EvaluadorSOM.  
Cada uno de los subprocesos y tareas que componen al Motor Detección, se 
explica con mayor nivel de detalles para obtener una descripción más completa del 
proceso en general. 
3.1.1 Subproceso Clasificador SOM 
El proceso Clasificador SOM (pCSOM), es el más importante del pMD, siendo su tarea 
fundamental es tomar el Tráfico TCP/IP reducido y obtener Informes de detección 
que permitan determinar si ha ocurrido o no una intrusión (fig. 15). 
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El clasificador neuronal tendrá tantas entradas como PC se hayan obtenido en el 
Modelo PCA para el vector de entrada y las salidas especificadas en este caso son dos: 
una para los paquetes normales y otra para los intrusivos.  
El Clasificador  se encarga primeramente de realizar la tarea de Clasificar tráfico. 
Para ello, utiliza el Modelo SOM que, una vez entrenado (Ver Subproceso Entrenar 
SOM), mantiene los vectores de peso modelando la distribución de los patrones de 
entrada. Con ello, para la clasificación se presenta una entrada a la ANN y se 
selecciona la unidad más activada, la ganadora, mediante la función de distancia 
utilizada (gana la más cercana al patrón de entrada). 
Una vez evaluado el patrón, Clasificador analiza los umbrales de la SOM y el 
resultado obtenido para Generar informes en caso de que se haya detectado ataques. 
3.1.2 Subproceso Entrenador SOM 
El proceso Entrenador SOM (pESOM), con la supervisión de EntrenadorSOM, ofrece 
soporte al pCSOM. Para ello, entrena la ANN para separar los datos correspondientes a 
paquetes normales de los paquetes intrusivos. Con este objetivo, GeneradorConjunto, 
obtiene un Conjunto entrenamiento SOM a través del proceso Generador Conjunto 
que es utilizado por el actor SOM para llevar a cabo el proceso SOM y obtener un 
Modelo SOM que se ajuste a los datos, como se muestra en la fig. 16. 
 
 
Fig. 16 Subproceso Entrenador (WFESOM).   
Para tener una concepción completa del funcionamiento de pESOM, hay que explicar 
cada uno de los procesos contenidos dentro del mismo. 
Subproceso Generador Conjunto 
El conjunto de entrenamiento es una pieza clave para la obtención de un clasificador 
válido. Es muy importante que los datos sean representativos del medio en el cual se 
desenvolverá el clasificador, por lo que se aplica la misma técnica explicada en el 
subproceso pS del Motor Reducción, siendo de igual manera el recurso Muestreo 
quien especifique el tipo de selección a seguir. No se utiliza el mismo proceso porque 
en este caso el conjunto debe conformarse con paquetes de red ya reducidos. El 


















Fig. 17. Subproceso Generador Conjunto (WFG). 
Subproceso SOM 
El Modelo SOM se obtiene a través del conjunto de entrenamiento y el algoritmo 
básico de entrenamiento de este tipo de clasificador neuronal, llevado a cabo por el 
proceso SOM (pSOM). El actor SOM es el responsable que tanto el Preprocesador como el 
BuscadorModeloSOM cumplimenten sus tareas para que el proceso sea ejecutado 
correctamente. 
El funcionamiento general de este proceso se muestra en la fig.18. 
 
 
Fig. 18. Subproceso SOM (WFSOM). 
La primera tarea del entrenamiento es preprocesar los datos, ya que este tipo de 
clasificador ofrece mejores resultados cuando las entradas están acotadas entre cero y 
uno, por lo que es importante normalizar los datos antes de que sirvan de entrada a la 
SOM. 
Una vez dispuestos los datos son utilizado por BuscadorModeloSOM para obtener el 
modelo SOM que mejor los explique, ejecutando la tarea de Buscar modelo SOM que 
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Paso 1: Inicializar los pesos asignándoles valores pequeños  
aleatorios). 
Paso 2:  Presentar una nueva entrada. 
Paso 3:  Actualizar la constante de olvido. 
Paso 4:  Propagar el patrón de entrada hasta la capa de  
competición y obtener los valores de salida de dicha 
capa. 
Paso 5:  Seleccionar la neurona G cuya salida sea mayor. 
Paso 6:  Actualizar las conexiones entre las capas de entrada y  
la neurona G, así como las de su vecindad, según el 
grado de vecindad. 
Paso 7: Volver al paso 2 ya que el conjunto de aprendizaje se  
presenta cíclicamente hasta llegar a la convergencia 
de la red. 
Una vez entrenado el modelo SOM, puede ser utilizado por pCSOM para la 
clasificación de los paquetes del tráfico TCP/IP. 
3.1.4 Subproceso Evaluador SOM 
Este proceso es el encargado de estar constantemente analizando si pE del Motor de 
Reducción encontró cambios en el entorno que ameriten el re-entrenamiento del 
Modelo (fig. 19).  
 
Fig. 19. Subproceso Evaluador SOM (WFEvSOM). 
El Evaluador evalúa las Tareas y genera las tareas de re-entrenamiento de la SOM si 
recibe una señal para Recalcular Modelo. Estas tareas repercuten sobre el proceso 
Entrenador SOM y generan un nuevo modelo que servirá para que el clasificador esté 
más ajustado al entorno. 
3.1.5 Resumen del Motor Detección 
De forma general el Motor Detección toma el tráfico reducido y lo clasifica con el 
Clasificador SOM para crear Informes de detección. Este clasificador es entrenado y 
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Para ganar en claridad, y siguiendo el orden establecido en el Motor Reducción se 
muestran a continuación los conjuntos P, A, R, T devenidos de las especificaciones 
del proceso Motor Detección. 
ቄpMD, pCSOM,  pாௌைெ,   pG,  pSOM, pா௩ௌைெ  ቅ ك P 14 
ቄαEntrenadorSOM, αClasificador  ,αGenerador conjunto,αSOM,  αPreprocesador,αBuscador Modelo SOM, ቅ ك A 15 
൜ TráficoTCP/IP reducido,Tareas, Modelo SOM, Informe detecciónMuestreo,Conjunto entrenamiento SOM, Estados del Medio, Eficaciaൠ ك R 16 
൝
Clasificar tráfico, Generar informes, Filtrar PCA,
Seleccionar paquetes, Preprocesar, Buscar SOM,
Evaluar, Generar Tareas
ൡ ك T 17 
4   Motor de respuesta 
Los Informes detección son analizados por el proceso Motor Respuesta (pMR) para 
actuar sobre la red en caso de que sea necesario a través de las Acciones respuesta. 
Este es el proceso menos elaborado dentro del Modelo IDS general, partiendo del 
hecho que puede ser ejecutado, en primera instancia, hasta por un actor humano. 
La fig. 20 muestra el funcionamiento general del proceso con las entradas y salidas 
involucradas. 
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La función principal de este proceso es analizar los informes de detección y responder 
ante los ataques que ocurran dentro de la red para mantener el medio controlado. Para 
ello el Administrador controlará el trabajo de los actores Analizador y Ejecutor que son los 
encargados de llevar a cabo las tares del proceso.  
Con esto, los conjuntos de actores recursos y tareas del proceso se muestras en eq. 
18, eq.19 y eq. 20 respectivamente. 
൛αAdministrador*  , αAnalizador,  αEjecutor ൟك A 18 
൜Informe detección, Estados del Medio,Acción respuesta ൠ ك R 19 
ሼAnalizar informes, Responderሽك T 
20 
5   Conclusiones 
En este trabajo se han formalizado los procesos asociados al Modelo IDS que se 
propone. El enfoque fundamental de este modelo se basa en lograr un equilibrio entre 
capacidad de detección y eficiencia de clasificación mediante la propuesta de una 
serie de procesos que de manera particular contemplan sus propios mecanismos para 
conferir al modelo características de mantenimiento mínimo, a través del 
entrenamiento no supervisado, y un carácter dinámico, mediante los evaluadores de 
modelos. Además, se lograron identificar las principales tareas y recursos asociados 
así como los actores responsables del control o la ejecución de cada uno de los 
procesos involucrados en el modelo. 
Adicionalmente se validó la utilización del Análisis de Componentes Principales a 
través de la experimentación sobre datos reales de tráfico de red que permitieron 
demostrar que PCA es capaz de reducir eficientemente los datos de entrada al 
clasificador. 
Actualmente se trabaja en la implementación y prueba del modelo global a través 
del diseño de una arquitectura específica y un escenario de pruebas. Como parte de las 
líneas de trabajo futuro está la búsqueda de un clasificador óptimo para el modelo que 
logre las condiciones de eficacia, autogestión y dinamismo requeridas. 
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