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ABSTRACT
We describe our nonlinear emulation (i.e., interpolation) framework that combines the
halo occupation distribution (HOD) galaxy bias model with N-body simulations of
nonlinear structure formation, designed to accurately predict the projected clustering
and galaxy-galaxy lensing signals from luminous red galaxies (LRGs) in the redshift
range 0.16 < z < 0.36 on comoving scales 0.6 < rp < 30 h−1 Mpc. The interpolation ac-
curacy is . 1−2 per cent across the entire physically plausible range of parameters for
all scales considered. We correctly recover the true value of the cosmological parame-
ter S8 = ( σ80.8228 )( Ωm0.3107 )0.6 from mock measurements produced via subhalo abundance
matching (SHAM)-based lightcones designed to approximately match the properties of
the SDSS LOWZ galaxy sample. Applying our model to the Baryon Oscillation Spec-
troscopic Survey (BOSS) Data Release 14 (DR14) LOWZ galaxy clustering and the
galaxy-shear cross-correlation measurements of Singh et al. (2018), made with Sloan
Digital Sky Survey (SDSS) Data Release 8 (DR8) imaging, we perform a prototype
cosmological analysis marginalizing over wCDM cosmological parameters and galaxy
HOD parameters. We obtain a 4.4 per cent measurement of S8 = 0.847±0.037, in 3.5σ
tension with the Planck cosmological results of 1.00 ± 0.02. We discuss the possibility
of underestimated systematic uncertainties or astrophysical effects that could explain
this discrepancy.
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1 INTRODUCTION
Weak gravitational lensing has emerged as the most power-
ful probe of matter clustering in the low redshift universe,
critical to testing whether cosmic acceleration is caused by a
cosmological constant, by an alternative form of dark energy,
or by a breakdown of General Relativity on cosmological
scales. Cosmic shear measures the clustering of foreground
dark matter from the correlations induced in the shape of
background source galaxies. Galaxy-galaxy lensing (GGL)
uses a background shear map to measure the clustering of
matter around a foreground galaxy population, which can be
? E-mail: wibking.1@osu.edu
combined with the foreground galaxy clustering itself to in-
fer the underlying dark matter clustering. In applications to
state-of-the-art weak lensing data sets, the two approaches
have comparable statistical uncertainties, with systematics
that are partly in common and partly distinct (e.g. Hilde-
brandt et al. 2017; DES Collaboration et al. 2017). Build-
ing on our previous work (Wibking et al. 2019), this paper
presents a numerical approach to modeling galaxy clustering
and GGL into the deeply non-linear regime and applies it
to weak lensing and galaxy clustering measurements (Singh
et al. 2018) from the LOWZ galaxy sample of the Baryon
Oscillation Spectroscopic Survey (BOSS; Eisenstein et al.
2011; Dawson et al. 2013), including tests on the LOWZ
mock catalogs used by Singh et al. (2018).
On asymptotically large scales, where linear theory and
© 2019 The Authors
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scale-independent galaxy bias should be exact, one can think
of galaxy clustering + GGL as measuring ξgg = b2gξmm and
ξgm = bgξmm, allowing cancellation of the unknown bg and
inference of ξmm. The accuracy of this method can be im-
proved by using higher order perturbative models of galaxy
bias (reviewed by Desjacques et al. 2018). However, these
models break down on comoving scales below ∼ 10 h−1 Mpc,
so non-perturbative models are needed to exploit cluster-
ing and GGL data on the ∼ Mpc scales where they are
most precise. Demands on the accuracy of model predic-
tions will become more stringent with the completion of
current generation weak lensing surveys such as the Kilo-
Degree Survey (KiDS; Hildebrandt et al. 2017), the Dark
Energy Survey (DES; DES Collaboration et al. 2017), and
the Hyper-Suprime Camera Strategic Survey Program (HSC
SSP; Aihara et al. 2018), and with the advent of future sur-
veys from the Euclid mission (Laureijs et al. 2011), the Large
Synoptic Survey Telescope (LSST; The LSST Dark Energy
Science Collaboration et al. 2018), and the Wide Field In-
frared Survey Telescope (WFIRST; Dore´ et al. 2019). The
dilemma of scales is already illustrated by existing analy-
ses. Most studies of clustering + GGL on large scales infer
an amplitude of matter clustering that is lower than pre-
dicted by a ΛCDM cosmological model (cold dark matter
with a cosmological constant) normalized to Planck cosmic
microwave background data (e.g. Mandelbaum et al. 2013;
Hildebrandt et al. 2017; DES Collaboration et al. 2017; but
see More et al. 2015 for a compatible result). However, the
significance of the discrepancy with any one data set is lim-
ited because the statistical errors on these scales are large.
Leauthaud et al. (2017) find a much stronger discrepancy
on Mpc scales between measured GGL for BOSS CMASS
galaxies and predictions of Planck-normalized mock galaxy
catalogs tuned to CMASS galaxy clustering, but they are
hesitant to draw strong conclusions because of theoretical
uncertainties in the clustering models. Recently, Singh et al.
(2018) used information down to 1 h−1 Mpc scales with a
nonparametric model of scale-dependent galaxy bias and in-
ferred a lower amplitude of matter clustering than Planck
at > 3σ significance. They likewise caution that uncertain-
ties about modeling the galaxy population prohibit strong
conclusions about cosmological physics.
In this work, we adopt the halo occupation distribution
(HOD) model of galaxy bias (Jing et al. 1998; Peacock &
Smith 2000; Seljak 2000; Scoccimarro et al. 2001; Berlind
& Weinberg 2002), which is commonly used as a model of
galaxy clustering on ∼Mpc to sub-Mpc scales (e.g., Zehavi
et al. 2005, 2011; Coupon et al. 2012; Sinha et al. 2018).
Several previous papers have advanced the idea of modeling
non-linear galaxy clustering and GGL with HODs, in ef-
fect allowing the HOD to provide nuisance parameters that
one can marginalize over when deriving cosmological con-
straints (e.g. Yoo et al. 2006; Cacciato et al. 2009, 2013;
Yoo & Seljak 2012). Cacciato et al. (2013) apply this ap-
proach to Sloan Digital Sky Survey (SDSS) data and find σ8
and Ωm values in good agreement with the WMAP7 results
(Komatsu et al. 2011) but low compared to recent values
from Planck (Planck Collaboration et al. 2016). More et al.
(2015) likewise apply this approach to CMASS galaxy clus-
tering and Canada-France-Hawaii Telescope Lensing Survey
(CFHTLS) shear catalogs and find σ8 and Ωm values in
good agreement with both final WMAP and early Planck
results. These papers have relied on analytic formulations of
the HOD/halo model, which are accurate at the ∼ 5 per cent
level relative to numerical predictions from cosmological N-
body simulations. It seems unlikely that a first-principles
analytic approach can achieve the per cent-level accuracy
demanded by current data sets, in part because of uncer-
tainties in the effects of halo exclusion and scale-dependent
halo bias (see e.g., van den Bosch et al. 2013).
By directly interpolating results from populated N-body
simulations, on the other hand, we can compute the predic-
tions of the halo model for the projected galaxy clustering
wp and galaxy-galaxy lensing ∆Σ with sub-percent accuracy
into the deeply non-linear regime. The main disadvantage of
this approach is that it requires a large library of N-body
simulations to sample the cosmological parameter space and
many repopulations and pair counting computations of each
of these simulations to sample the HOD parameter space.
The range of galaxy samples that one can model is limited
by the minimum mass of a well-resolved halo for a simula-
tion of a given resolution (∼ 300 − 500 particles per halo;
e.g. Trenti et al. 2010; Reed et al. 2013). In this paper, we
use the AbacusCosmos suite of simulations (Garrison et al.
2017) sampling the parameters of wCDM cosmology, extend-
ing our previous work (Wibking et al. 2019) that used a
grid of (σ8,Ωm) values within ΛCDM. A similar effort, using
different simulations and a somewhat different approach to
computing their predictions, has been undertaken by Zhai
et al. (2019).
Interpolation across the outputs of simulations has be-
come popularly known within the cosmology community as
emulation (Heitmann et al. 2009; Kwan et al. 2015). As with
many previous efforts, we use Gaussian processes, which
are commonly adopted for relatively small multidimensional
datasets that are expensive to obtain and where it is de-
sired to propagate quantitative uncertainty estimates from
the input training data to the resulting predictions.1 The
underlying idea of using Gaussian process regression meth-
ods to smoothly predict the output of computer simulations
is at least a couple of decades old (Sacks et al. 1989), and
the general theory of using Gaussian processes for regression
is even older (O’Hagan & Kingman 1978), with its original
one-dimensional time-series formulation due to Kolmogorov
(1941) and Wiener (1949). To obtain sufficient accuracy for
our interpolation of projected galaxy clustering wp across
our parameter space, we emulate the ratio of the numeri-
cally computed wp to an approximate analytic calculation
using the same cosmological and HOD parameters. For ∆Σ,
we find that direct emulation is sufficiently accurate.
Before applying our emulator to the BOSS LOWZ data,
we test its ability to recover the correct cosmological parame-
ters from the light-cone mock catalogs created by Nuza et al.
(2013) and Rodr´ıguez-Torres et al. (2016), as used in Singh
et al. (2018). These mock catalogs use subhalo abundance
matching (SHAM) with parameters designed to reproduce
the clustering and number density properties of the LOWZ
samples from z = 0.16− 0.36. Crucially, they are not created
1 Spline interpolation, for instance, becomes increasingly difficult
in high dimensions, except when implemented as a Gaussian pro-
cess kernel, in which case it generally is not a good choice of kernel
function.
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with an HOD prescription, so these tests provide at least
some evidence that our parameterization is flexible enough
to represent a range of possible scenarios for galaxy forma-
tion physics. We compute samples from the posterior condi-
tioned on these mock data and show that we can recover the
parameter S8 ∝ σ8Ω0.6m with bias ≤ 0.5σ, even when using
scales down to ∼ 0.6 h−1 Mpc, which is the minimum usable
scale because of fiber collision systematics in the clustering
measurements.
In section 2, we describe the simulations and method-
ology used to construct our emulator and the technical de-
tails necessary to obtain our target accuracy. Section 3 de-
scribes the construction of the covariance matrix for the
BOSS LOWZ analysis. Section 4 presents the mock cata-
logs tests and section 5 the results from application to the
Singh et al. (2018) GGL and clustering measurements. We
conclude in section 6 with a discussion of the limitations
of our method, proposed extensions and modifications for
future work, and prospects for application to DES, HSC,
WFIRST, and LSST.
We use comoving densities and distances throughout
and assume flat ΛCDM for computations of these quantities,
unless specified otherwise.
2 EMULATOR CONSTRUCTION
Figure 1 presents an overview of our emulation and infer-
ence framework. The critical inputs are the AbacusCosmos
simulations, which we combine with HOD populations to
train the Gaussian process emulator. We use 20 Abacus
simulations of a fiducial cosmology to compute part of the
covariance matrix for the BOSS LOWZ data and also to
correct the mean model predictions for cosmic variance of
a single simulation volume. Applying the emulator to the
data with these covariances yields our cosmological parame-
ter constraints marginalized over HOD parameters and nui-
sance parameters describing possible weak lensing system-
atics.
2.1 Parameter space
We choose a halo occupation distribution (HOD) param-
eter space designed to encompass the posterior parameter
ranges for the LOWZ sample found by Parejko et al. (2013)
when fitting a simulation-based HOD model to the projected
galaxy correlation function wp at fixed cosmology, recast in
the parameterization used by Wibking et al. (2019) (here-
after Paper I). However, we found that this parameter space
was not sufficient to fit the mock galaxy catalogs we used for
tests in section 4, and so we extended the parameter space to
include two additional parameters, Aconc and Rrescale, which
account for differences between galaxy and halo profiles. We
also extended the minimum of the ranges of the dimension-
less HOD parameters M0/M1 and σlog M to extend to zero
and increased the maximum range of the satellite galaxy
mass parameter M1/Mmin to 20. We determine the charac-
teristic mass scale of halos Mmin from the desired number
density of galaxies ngal by performing an integral over the
mass function tabulated from a given simulation we wish to
populate with galaxies.2
The Aconc parameter is a multiplicative correction pa-
rameter to the concentrations used for the galaxy number
density profile within halos, where these concentrations are
taken from the vmax-based concentrations determined for
each dark matter halo within the simulations by the Rock-
star halo finding code (Behroozi et al. 2013). As shown in
Paper I, this parameter is essentially equivalent on the scales
considered in this work to varying the power-law slope of the
NFW profile, but it has the advantage that its convolution
with itself can be written in closed form in configuration
space (Zheng & Weinberg 2007; see also Appendix A). We
replace the power-law slope variation parameter ∆γ with
Aconc in this paper.
The parameter Rrescale is a multiplicative correction
factor to the halo radii used for the galaxy number den-
sity profiles, where the halo radii are the virial radii likewise
determined for each halo by Rockstar. While we only have
halo catalogs for spherical overdensity halos determined by
the virial overdensity criterion of Bryan & Norman (1998),
and thus cannot marginalize over halo definition, marginaliz-
ing over the Rrescale parameter allows us to take into account
the main effect of varying halo definitions, namely the depen-
dence of halo radii on halo definition. Since the extent and
spatial distribution of ‘satellite’ galaxies is uncertain (and
empirically, for luminous galaxy samples, is not the same as
that of the dark matter; e.g., Watson et al. 2010; Piscionere
et al. 2015), we populate halos with satellite galaxies ac-
cording to an NFW profile (Navarro et al. 1997) with con-
centration and radius corrected by Aconc and Rrescale from
the concentration and radius determined by Rockstar for
a given halo.
We use a cosmological parameter space that approx-
imately encompasses the union of the WMAP9 (Hinshaw
et al. 2013) and Planck (Planck Collaboration et al. 2016)
wCDM posteriors, as given by the design of the AbacusCos-
mos simulations (Garrison et al. 2017). The ranges of these
parameters are shown in Table 1 (these ranges are not uni-
formly sampled, but are rather sampled along the principal
components of the combined WMAP and Planck posteriors).
We use the (720 h−1 Mpc)3 set of simulation boxes run with
identical phases of their initial conditions, with particle mass
∼ 1 × 1010 Mh−1 at the fiducial (Planck) cosmology. Since
LOWZ galaxies typically live in halos of mass ∼ 1013 Mh−1,
these halos are well resolved with ∼ 103 particles per halo
(although it is important to resolve halos down to the mass
scale log Mhalo ∼ (log Mmin −σlog M ) in order to avoid biases
in clustering predictions; see e.g. Sinha et al. 2018).
We use simulation outputs at redshift z = 0.3, which is
close to the effective redshifts of the LOWZ sample. There
are two distinct effective redshifts, one for clustering and one
for lensing, due to the differing line-of-sight weight functions
for each signal. We compute the effective clustering redshift
2 This means that the halo occupation 〈Ngal |Mhalo 〉 is not fully
specified by the HOD parameters alone, and must be emulated
as a function of the full set of parameters in Table 1.
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Figure 1. A high-level overview of the flow of information, from cosmological parameter priors to emulator to cosmological parameter
posteriors.
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as
〈z〉clustering =
∫
dz p2(z) (dVc/dz)−1 z∫
dz p2(z) (dVc/dz)−1
, (1)
where p(z) is the weighted redshift distribution of the num-
ber of galaxies dNg/dz (Mandelbaum et al. 2011). For the
LOWZ sample we use in this work, 〈z〉clustering ≈ 0.27. We
compute the effective lensing redshift as
〈z〉lensing =
∫
dzl pl(zl)wl(zl) zl∫
dzl pl(zl)wl(zl)
, (2)
with
wl(zl) = D−2L (zl) (1 + zl)−2
∫ ∞
zl
dzs ps(zs) Σ−2c (zl, zs) , (3)
where DL is the luminosity distance, ps(z) is the source
redshift distribution (weighted by the inverse variance of
the shape measurements), Σc is the lensing critical den-
sity, and the factor (1 + zl)−2 accounts for the fact that
in comoving coordinates lower redshift lens galaxies have
larger effective apertures (Nakajima et al. 2012).3 For the
spectroscopic sample and lensing catalog used here, we find
〈z〉lensing ≈ 0.24.
Since these redshifts are both close to the AbacusCos-
mos simulation outputs at z = 0.3 (Garrison et al. 2017), we
adopt zeff = 0.3 as the effective redshift for all of our emula-
tor predictions and neglect the difference between the clus-
tering and lensing effective redshift. The adequacy of this
effective redshift approximation for clustering is tested by
fitting to mock catalogs (section 4), while the effective red-
shift approximation for lensing is only approximately tested
by our mock catalog fits, due to the approximation we use
to compute the lensing signal from the mock catalogs. How-
ever, the tests of Singh et al. (2019), conducted by applying
the lensing weights (eq. 3) to particle-galaxy pairs in simula-
tions, indicate that computing lensing predictions at a single
effective redshift is accurate to better than 1 − 1.5 per cent
in this redshift range.
2.2 Sampling strategy
We use a modified stratified sampling design for the training
dataset, generating sampling designs separately for the cos-
mological and non-cosmological parameters. The sampling
design for the cosmological parameters, described by Garri-
son et al. (2017), is a min-max Latin hypercube (a variant
of the classical Latin hypercube with additional space-filling
properties described by Heitmann et al. 2009) with sampling
dimensions given by the principal components of the com-
bined WMAP and Planck posteriors and N = 40 sub-cells
per dimension (therefore yielding 40 samples). For the non-
cosmological parameters, we use a Latin hypercube sampling
design (McKay et al. 1979) with dimensions given by the
nominal parameters in Table 1 and N = 400 cells per dimen-
sion. Once we have generated the discrete Latin hypercube,
3 This window function is equivalent to that given by Singh et al.
(2019), assuming that differences between photometric and true
source galaxy redshifts are negligible.
Table 1. Emulator parameters. Each non-cosmological parame-
ter sample is assigned to a cosmological parameter sample, with
10 non-cosmological samples assigned to a given cosmology. The
emulator training set therefore has a total sample size N = 400.
Parameter Sampling range Fiducial value Units
ngal [2.5, 3.5] ×10−4 3 × 10−4 (h−1 Mpc)−3
σlog M [0.01, 0.8] 0.4 dimensionless
M0/M1 [0.0, 0.4] 0.1 dimensionless
M1/Mmin [7.5, 20] 8.5 dimensionless
α [0.6, 1.5] 1.0 dimensionless
Aconc [0.5, 3.0] 1.0 dimensionless
Rrescale [0.5, 2.0] 1.0 dimensionless
σ8 [0.65, 1.0] 0.830 dimensionless
ΩCDMh
2 [0.1045, 0.1322] 0.1199 dimensionless
Ωbh
2 [0.0209, 0.0235] 0.02222 dimensionless
H0 [61.567, 74.793] 67.26 km s
−1 Mpc−1
ns [0.9300, 0.9898] 0.9652 dimensionless
w0 [-1.370, -0.655] -1.0 dimensionless
Neff — 3.046 dimensionless
zeff — 0.300 dimensionless
we sample uniformly within each occupied cell of the hy-
percube to obtain the parameter samples, yielding 400 total
samples.
We then have 400 non-cosmological parameter samples
to distribute among 40 simulations. We carry this out with-
out duplicating any non-cosmological parameter samples.
For each cosmological simulation (corresponding to a real-
ization of one of the cosmological parameter samples), we
assign 10 non-cosmological parameter samples to the given
simulation box from the set of unassigned non-cosmological
samples. There is therefore no special relationship assumed
by the sample design between the cosmological subspace of
parameters and the non-cosmological subspace of parame-
ters. We experimented with various other sampling strate-
gies for the subspace of non-cosmological parameters, includ-
ing Latin hypercubes with additional symmetry or volume-
filling properties as well as uniform random samples, and
found none that offered an improvement in emulator accu-
racy.4
2.3 Emulated quantities
2.3.1 Projected galaxy correlation function
We emulate the ratio of the projected galaxy-galaxy cluster-
ing wp relative to its analytic halo model prediction:
ratiowp(rp ;p) =
wp,sim(rp ;p)
wp,analytic(rp ;p)
, (4)
where p is the vector of parameters described in Table 1.
We compute wp,sim(rp) via a projection integral over the
real-space ξgg computed from the simulations:
wp(rp) =
∫ Πmax
rp
ξgg
(√
r2p + Π2
)
dΠ , (5)
4 We note that a hybrid combination of clustered and space-filling
sampling designs shows promise in other application domains
(Zhu & Zhang 2006; Zimmerman 2006), and we may consider
such designs in future work.
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where we choose Πmax = 100 h−1 Mpc and use a piecewise
linear integration scheme to minimize finite bin-size effects
(see Appendix D). This quantity is averaged over 20 stochas-
tic realizations of the halo occupation in order to reduce
noise; for a given set of parameters p, the mean and vari-
ance of these realizations is used as the input datapoint to
the Gaussian process model (see Appendix C). The analytic
wp(rp) is computed by the same projection integral over the
analytic ξgg.
We correct for residual RSD effects on wp (which are
≈ 15 per cent at the largest scales considered in this work) by
computing the ratio between wp computed with and without
the Kaiser (1987) model for redshift-space distortions on the
galaxy power spectrum (van den Bosch et al. 2013):
wp,rsd(rp) =
1
2pi2
∫ ∞
0
dkz
∫ ∞
0
dk⊥Pgg(k)
(
1 + βµ2
)2
× cos(kzrpi ) J0(k⊥rp) , (6)
wp,norsd(rp) =
1
2pi2
∫ ∞
0
dkz
∫ ∞
0
dk⊥Pgg(k)
× cos(kzrpi ) J0(k⊥rp) , (7)
where k2 = k2⊥ + k2z , µ = kz/k, and β = f (z)/b, with f (z)
as the growth factor at redshift z and b as the large scale
galaxy bias (measured from
√
Pgg(k)/Pmm(k) averaged over
k . 0.1). The galaxy power spectrum Pgg is computed via
an integral over the real-space correlation function ξgg mea-
sured in the simulations at the fiducial parameter values
given in Table 1. We then multiply the emulated value of
wp(rp) by the ratio
RSD corr.(rp) =
wp,rsd(rp)
wp,norsd(rp)
(8)
to obtain a scale-dependent correction factor for residual
RSD effects. While this is not strictly applicable except for
the fiducial parameter values, we find that this ratio is rel-
atively insensitive to parameter changes and adopt it as a
fixed correction factor for wp(rp) at all parameter values.5
We test the accuracy of this approximation by fitting mock
catalogs with observables computed in redshift space (sec-
tion 4).
2.3.2 Galaxy-galaxy lensing
For ∆Σ, we directly emulate the observable, since it is sub-
stantially smoother (and therefore the training data have
higher signal-to-noise). ∆Σ is computed by integrating over
wgm, which in turn is computed by projecting ξgm from the
simulations:
∆Σ(rp) = ρ¯
[
4
r2p
∫ rp
rp,min
r wgm(r) dr − 2wgm(rp)
]
, (9)
5 Computed with traditional multidimensional cubature, the in-
tegrals involved are relatively expensive to compute. In future
work, we recommend applying the FFTLOG method (Hamilton
2000) to compute this integral (for a more complicated applica-
tion, see McEwen et al. 2016).
0.1 1.0 10.0
rp [h
−1 Mpc]
101
102
103
w
p
[h
−1
M
p
c]
mean + dispersion
Figure 2. wp as predicted by the simulations over all N = 400
parameter samples for all simulations used in the construction of
our wp ratio emulator.
0.1 1.0 10.0
rp [h
−1 Mpc]
0.6
0.8
1.0
1.2
1.4
1.6
1.8
w
p
,s
im
/w
p
,a
n
a
ly
ti
c
mean + dispersion
Figure 3. Ratios of wp from Figure 4 to wp as predicted by our
analytic halo model. This quantity is used an the input to the
emulator, such that the emulator only needs to learn corrections of
order unity to the analytic halo model. The deviation from unity
at large scales is due to an unlucky draw of the initial conditions
used for the 40 cosmology-varying simulations. This is corrected
by the ensemble mean correction discussed in section 2.3.3.
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0.1 1.0 10.0
rp [h
−1 Mpc]
100
101
∆
Σ
mean + dispersion
Figure 4. ∆Σ as predicted by the simulations over all N = 400
parameter samples for all simulations used in the construction of
our ∆Σ emulator.
where
wgm(rp) =
∫ Πmax
0
ξgm
(√
r2p + Π2
)
dΠ . (10)
In practice both the lower limit rp,min and the upper limit
Πmax of these integrals are taken to be finite values such that
the integrals converge within an acceptable precision (in our
case, we use a minimum integration limit of 0.01 h−1 Mpc
and a maximum integration limit of 100 h−1 Mpc). We like-
wise average this quantity over 20 realizations of the halo
occupation in order to reduce noise in the training data,
and use the mean and variance of these realizations as the
emulator input datapoint (yobs,i, σ2obs,i) for a given set of
parameters pi .
Finally, we correct ∆Σ as measured in the simulations
to the amplitude and radial binning an observer making the
assumption of an Ωm = 0.3 cosmology would measure. As
noted in Paper I, this correction for projected distances is
negligible, but the assumed-cosmology correction to the crit-
ical lensing density Σc changes the degeneracy direction be-
tween Ωm and σ8 by Ω
−0.1
m (due to geometric effects on the
line-of-sight lensing distance).
2.3.3 Ensemble mean correction
Since our varying-cosmology simulations are computed with
matched phases of their initial conditions (see Garrison et al.
2017), we first compute the fiducial matched-phases signal
from the fiducial parameters (given in Table 1) with the
same phases as those used to construct the emulation train-
ing data. We then compute the ensemble mean fiducial sig-
nal by averaging over 20 additional simulations that provide
realizations of the fiducial cosmology with varying phases.
We then divide the ensemble mean signal by the fiducial
matched-phases signal to obtain a multiplicative correction
for the observables due the sample variance of our simula-
tions.
This procedure reduces the sample variance of our train-
ing set data, the accuracy of which depends on the assump-
tion that the derivatives of the simulated correlation func-
tions with respect to cosmology and HOD parameters are
independent of the phases of the initial conditions. Our light-
cone mock tests indicate that this correction slightly reduces
bias of the recovered cosmological parameters, but that our
inferences of cosmological parameters are relatively unbiased
even without this correction. For future datasets, a more
sophisticated approach may be needed, such as the “fixed-
paired” approach to initial conditions advocated by Angulo
& Pontzen (2016).
2.3.4 Analytic halo model for wp
The analytic halo model for wp consists of a 1-halo term
given by the sum of the central-satellite and satellite-satellite
terms and a simple two-halo term given by the square of
the large-scale bias multiplied by the linear matter correla-
tion function computed with the ‘no-wiggles’ fitting formula
for the linear matter power spectrum of Eisenstein & Hu
(1998). For speed, we compute the one-halo terms in con-
figuration space, using the closed-form expression for the
self-convolution of the NFW profile given by Sheth et al.
(2001) and Zheng & Weinberg (2007). A complete descrip-
tion of the equations used in our analytic halo model is given
in Appendix A.
We emulate the ratios of the observables using Gaus-
sian process regression (Rasmussen & Williams 2006) with
a squared-exponential kernel. For each radial bin of each
of the observables, we determine the hyperparameters of
the kernel by maximizing the leave-one-out cross-validation
pseudo-likelihood (Appendix C). This pseudo-likelihood di-
rectly minimizes the prediction error, which may be more
robust to the (arbitrary) choice of kernel function than
maximizing the marginal likelihood of the Gaussian process
model itself (Rasmussen & Williams 2006). We thus obtain
separate Gaussian process emulators for each radial bin of
each emulated quantity (wp,sim/wp,analytic and ∆Σ).
2.4 Interpolation Accuracy
2.4.1 Cross-validation error
We measure our emulator accuracy by using the leave-one-
simulation-out cross validation error (computed separately
for each radial bin of each emulated quantity). This is de-
fined as
| |LOSOE| |2 =
N∑
i
(
yˆ(sim(i)), i − yi
)2
, (11)
where yi is the i-th training datapoint value (i = 1, . . . , 400)
and yˆ(sim(i)) is the prediction of the emulator for point i
trained on all datapoints except for those derived from the
same simulation as point i. This ‘leaves out’ the training
data from a given simulation when predicting the observ-
ables at the same cosmological parameters as those of the
given simulation, thereby providing a conservative estimate
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Figure 5. The error of the leave-one-simulation-out predictions
of the wp ratio emulator.
of emulator accuracy. Note that we fix the hyperparameters
of the emulator (see Appendix C) when computing eq. 11.
We show emulator accuracy in Figure 5. We find that
emulating in logarithmic variables does not improve the em-
ulator accuracy, so we use the linear (i.e. untransformed)
variables, in contrast to Paper I. We find that accuracy sub-
stantially increases when directly emulating the (projected)
observables wp and ∆Σ instead of the three-dimensional cor-
relation functions. In order to further improve accuracy, we
emulate in the ratio of wp with respect to its analytic halo
model prediction as described in section 2.3.1. We hypothe-
size that this improves emulator accuracy for wp at a fixed
number of training points because the variance of the train-
ing data is reduced due to approximate prior knowledge of
how the observable should respond to a parameter change.
We also compute the covariance matrix C for the leave-
one-simulation-out prediction errors of our emulators across
different rp bins. While one may naively expect that the
errors in predicting the values of the correlation function
would not be correlated between bins because we train sep-
arate emulators for each bin, this is not the case. In Figure
6 we show the correlation matrix of the prediction errors for
wp, defined as
corri j = Ci j/
√
CiiCj j . (12)
We find that nearest-neighbor bins have highly correlated
prediction errors, with a sharp drop-off in correlations for
more distant bins, with the exception of bins & 3 h−1 Mpc,
which are all moderately correlated with each other. We em-
phasize that although the underlying reason for the corre-
lated prediction errors is due to correlated uncertainties in
the correlation function itself, the resulting pattern of cor-
related errors of the emulators is not identical to the form
of statistical correlations in wp itself.
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Figure 6. The correlation matrix of the leave-one-simulation-
out cross-validation accuracy of the emulator between different
rp bins.
2.4.2 Emulator efficiency
Since we have virtually eliminated the noise contributions
from sample variance and from the stochasticity of the HOD
(via the averaging over multiple populations described in
section 2.3.1), we can construct an emulator of a given accu-
racy using a much smaller training set than other emulators
(e.g. Zhai et al. 2019, who used 2000 samples to train their
GP-based emulator). This directly translates into two orders
of magnitude (a factor of [2000/400]3 = 125) smaller compu-
tational requirements for the hyperparameter optimization,
since we gain efficiency by a factor N3 in the kernel matrix
inversion (eq. C2).
3 COVARIANCE MATRIX
We use a combination of simulation-based and analytic co-
variance matrices for our mock cosmological analyses in sec-
tion 4. For wp, we use a simulation-based covariance to cap-
ture the non-Gaussian part of the covariance (excess vari-
ance compared to the variance of a Gaussian field with the
nonlinear galaxy power spectrum), which we find is impor-
tant on 1-halo scales. For ∆Σ, we use an analytic covariance
matrix to capture the Gaussian part of the covariance (the
variance purely due to a Gaussian field with the nonlinear
galaxy power spectrum), including shape noise and large-
scale-structure noise. From simulations, we find that the
non-Gaussian part of the ∆Σ covariance is negligible, and
we therefore neglect it in our analysis.6 Since the ∆Σ covari-
6 The non-Gaussian ∆Σ covariance would not be neglible for clus-
ter mass halos with low shape noise weak lensing data (H. Wu et
al., in prep.).
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ance matrix is dominated by shape noise, we find that the
cross-covariance between wp and ∆Σ is negligibly small and
so we do not include it in our analysis. For completeness, we
derive the Gaussian part of the cross-covariance between wp
and ∆Σ in Appendix B.
3.1 Simulation-based covariance for wp
Due to the presence of a large non-Gaussian component
on 1-halo scales, we use bootstrap-estimated simulation co-
variances to estimate the wp covariance matrix, populat-
ing simulation boxes with galaxies according to the fiducial
HOD parameters shown in Table 1. We use 20 volumes of
the Planck cosmology with varying phases from the (1100
h−1 Mpc)3 boxes of Garrison et al. (2017) and divide each
volume into 5×5 subvolumes which tesselate the x-y plane in
projection, for a total of 20×5×5 = 500 subvolumes. We com-
pute wp in projection within each subvolume, and compute
500 bootstrap resamples by choosing 500 subvolumes with
replacement and averaging wp for each resample. Our esti-
mate for the covariance of wp is then the covariance among
the bootstrap resamples rescaled to the effective volume Veff
of the LOWZ galaxy sample.
Finally, we compute the eigenvalues and eigenvectors of
this covariance matrix, in order to check for noisy modes that
may bias the inverse covariance matrix. A common noise
threshold is
λi &
√
2
Nsubvol
, (13)
where λi is a given eigenvalue of the covariance matrix and
Nsubvol = 500 is the number of semi-independent subvolumes
used to estimate the covariance (e.g., Gaztan˜aga & Scocci-
marro 2005; Sinha et al. 2018; Zhai et al. 2019). While it
is the most conservative choice to eliminate any potentially
noisy modes when computing the inverse covariance matrix
by setting the eigenvalues below the noise threshold (eq. 13)
to zero (then taking the reciprocal of the non-zero eigenval-
ues to yield the inverse covariance matrix), we did not do so
in our analysis. We show the eigenvalues in Figure 7 in order
to illustrate that no modes are particularly noisy and there-
fore any noise bias in the inverse covariance matrix should
be minimal.
3.2 Analytic covariance for ∆Σ
We use a similar form for the Gaussian covariance for ∆Σ as
in Paper I, but we use a slightly more accurate treatment
of the large-scale-structure noise contribution (equivalent to
eq. A36 of Singh et al. 2017b). As we derive in Appendix B,
the full (Limber-approximate) form of this covariance is
Cov(∆Σ(ri), ∆Σ(rj )) =
Σ2c
Vs
∫ ∞
0
k dk
2pi
J¯2(kri)J¯2(krj )
×
[(
Pgg(k) + 1ng
) (
P2Dγγ (k) +
σ2γ
Σs
)
+
(
P2Dgγ (k)
)2]
(14)
where
P2Dγγ =
∫ χs
0
dχ
(
ρ¯
Σc(χ, χs)
)2
Pmm
(
k
χl
χ
)
, (15)
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Figure 7. The eigenvalues of the covariance matrix for wp com-
puted via Nsubvol = 500 simulation subvolumes.
(P2Dgγ )2 ≈ Πlens
(
ρ¯
Σc(χl, χs)
)2
P2gm(k) . (16)
Here Πlens is the effective line-of-sight depth of the squared
lensing weight function, defined as
Πlens ≡
∫ χs
0
dχ
(
Σc(χl, χs)
Σc(χ, χs)
)2
, (17)
and Σc is the lensing critical surface density, Σs is the
projected surface density of source galaxies (in units
[h−1 Mpc]−2), σγ is the shape noise per galaxy, Pgg is the
3D galaxy power spectrum, Pmm is the 3D matter power
spectrum, Pgm is the 3D galaxy-matter cross spectrum, χl
is the effective distance of the lens galaxy population, χs
is the effective distance of the source galaxy population,
and J¯2 denotes the bin-averaged Bessel function of order 2.
The galaxy power spectra are computed from integrals over
the real-space galaxy correlation functions computed at the
fiducial parameters (Table 1). We note that it is necessary
to average the Bessel functions over the bin widths before
computing the integral (eq. 14) in order to avoid divergence
(see Appendix B for details).
3.3 Comparison to survey jackknife
We find that our simulation-based covariance for wp agrees
in magnitude almost perfectly with a jackknife covariance
produced from the LOWZ mocks used in section 4.
The ∆Σ covariance cannot be directly compared to the
mocks, because raytraced lensing was not done for the mocks
and so any estimates from the mocks do not include shape
noise or any line-of-sight large scale structure noise. Instead,
we compare the amplitude of the jackknife covariance from
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the LOWZ data to that of our analytic covariance, find-
ing that the analytic covariance (at our fiducial parameter
choices) has error bars that are 10 − 15 per cent larger than
that of the data jackknife, which we deem to be acceptable
agreement given the difference of methodology.
3.4 Point-mass marginalization
Since our simulations strictly only provide a prediction for
∆Σ up to a constant in enclosed projected mass (due to un-
resolved substructure at very small scales), it is necessary
to include a point mass term in our cosmological analyses.
This term can also absorb baryonic physics effects (such as
dissipation and feedback) that are not represented in our
N-body calculations. We use the Sherman-Morrison matrix
identity in the form
C˜−1 = (C + σ2vvT )−1 = C−1 − σ
2C−1vvTC−1
1 + σ2vTC−1v
, (18)
where v is a column vector with values [r−2
p,0 , r
−2
p,1 , ... , r
−2
p,N ],
and take the limit
C˜−1 = lim
σ2→∞
(C + σ2vvT )−1 = C−1 − C
−1vvTC−1
vTC−1v
, (19)
in order to modify our inverse covariance matrix in a way
that analytically marginalizes the contribution from a point
mass (e.g., MacCrann et al. 2019). The modified inverse co-
variance matrix C˜−1 is then used in our likelihood function
as such:
lnL = −1
2
∆yT C˜−1 ∆y − 1
2
ln det C˜ − 1
2
Nobs ln 2pi . (20)
This procedure is equivalent to explicitly marginalizing a
point mass term of the form:
∆Σ(rp) = ∆Σ˜(rp) +
(
1
rp
)2 M0
pi
, (21)
with an infinitely wide Gaussian prior on the amplitude of
M0. We favor this procedure over explicitly adding a point
mass parameter, since no additional computational expense
is added to the posterior sampling compared to neglecting
the point mass term.
Adopting a point mass is equivalent to marginalizing
over the uncertainty in the un-modeled inner region of the
galaxy-mass cross correlation:
∆Σ(rp) = Σ¯(rp) − Σ(rp) ,
= ρ¯
[
4
r2p
∫ rp
rp,min
r wgm(r) dr − 2wgm(rp)
]
+ ρ¯
[
4
r2p
∫ rp,min
0
r wgm(r) dr
]
,
= ∆Σ˜(rp) + ρ¯
[
4
r2p
∫ rp,min
0
r wgm(r) dr
]
,
= ∆Σ˜(rp) +
(
rp,min
rp
)2
Σ¯(rp,min) , (22)
where we can identify the enclosed mean projected mass
pi(rp,min)2 Σ¯(rp,min) with the point mass M0. A related (but
not equivalent) approach is that of Baldauf et al. (2010), who
construct an estimator that effectively subtracts the point
mass term from the observations at the cost of increased
noise. This approach is used by Singh et al. (2018). Our ap-
proach does not increase the noise of the lensing signal itself
but instead requires marginalization over the amplitude of
the point mass.
Since our procedure makes the updated covariance ma-
trix formally singular (i.e. det C˜ = 0), we likewise update
the 12 ln det C˜ term of eq. 20 according to eq. 10 of Bridle
et al. (2002) in order to correctly normalize the likelihood
and therefore obtain a correct value of the Bayesian evidence
integral
Z =
∫
L(p) p(p) dp , (23)
where p is the vector of parameters, p is the prior (defined
in Table 2), L is the likelihood (implicitly dependent on the
observed data; eq. 20), and Z is the evidence, or normaliza-
tion constant for the posterior distribution.
4 COSMOLOGICAL ANALYSIS ON MOCKS
We test the ability of our emulator-based model to recover
the correct cosmological parameters from a mock galaxy
catalog produced from an independent simulation (Klypin
et al. 2016; run with a different N-body code, GADGET-
2; Springel 2005) with an independent method for populat-
ing halos with galaxies (subhalo abundance matching; e.g.
Kravtsov et al. 2004; Vale & Ostriker 2004). This is the same
galaxy sample lightcone as used in Singh et al. (2018), pro-
duced with subhalo abundance matching (SHAM) tuned to
match the number density and clustering of LOWZ galaxies
in three disjoint redshift bins in the range 0.16 < z < 0.36
(originally described in Nuza et al. 2013; Rodr´ıguez-Torres
et al. 2016). The lightcone was generated by populating sub-
halos found with Rockstar (Behroozi et al. 2013), using its
default halo definition corresponding to the virial mass given
by the fitting function of Bryan & Norman (1998). Because
we have only a single lightcone volume, we can only test for
biases of our parameter constraints at the level of the sta-
tistical uncertainty of the LOWZ data set. However, we do
construct variants of the lightcone catalog to test for specific
possible systematic effects as discussed below.
The projected clustering wp is computed by converting
the mock catalog galaxy coordinates into redshift space co-
moving distances and counting galaxy pairs to tabulate the
statistic ξgg(rp,Π) in transverse bins rp and line-of-sight bins
Π with the Landy-Szalay estimator (Landy & Szalay 1993),
ξgg(rp,Π) = DD − 2DR + RRRR , (24)
then integrating along the line of sight:
wp(rp) = 2
∫ Πmax
0
ξgg(rp,Π) dΠ (25)
with Πmax = 100 h−1 Mpc.
The galaxy-galaxy lensing signal ∆Σ is computed from
the mock by computing the galaxy-matter correlation func-
tion
ξgm(rp,Π) = D1D2 − D1R − D2R + RRRR (26)
where D1 corresponds to galaxies and D2 corresponds to
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matter particles and integrating along the line-of-sight to
obtain
wgm(rp) =
∫ Πmax
0
ξgm(rp,Π) dΠ , (27)
where Πmax = 100 h−1 Mpc, then integrating once more (us-
ing eq. 9) to obtain ∆Σ, using rp,min = 0.1 h−1 Mpc. We add
an additional term to ∆Σ based on a power-law extrapola-
tion of wgm(rp) in order to account for the projected mass
at scales < rp,min:
ρ¯
4
r2p
∫ rp,min
0
r wgm(r) dr = 4ρ¯wgm(rp,min)
( rp,min
rp
)2
, (28)
where we assume wgm(rp) ∝ 1/rp.
This calculation does not precisely respect the true red-
shift weighting of the galaxy-shear signal over the range of
the LOWZ sample, which has a redshift-dependent lensing
kernel. A fully correct calculation requires raytraced simula-
tions with resolved halo substructure and an explicit source
galaxy population, which are not available to us. However,
the difference between the true ∆Σ and the approximate sig-
nal used here has been calculated (using the lensing weights
in eq. 3 applied to simulation particle-galaxy pairs) to be
. 1 − 1.5 per cent at any projected scale used here (Singh
et al. 2019).
4.1 Test of Emulator
For the fiducial mock, we adopt the emulator model de-
scribed in section 2 and the covariance matrix described in
section 3 and compute the Bayesian evidence of the model
via nested sampling (Skilling 2004) with the MultiNest
implementation (Feroz & Hobson 2008). This method inte-
grates Eq. 23 by sampling from the prior and then rejecting
samples that lie outside of successively-smaller nested like-
lihood contours. The MultiNest implemention of nested
sampling approximates each likelihood contour with a set of
bounding ellipsoids which attempt to fully enclose the given
likelihood contour, thereby gaining efficiency compared to
rejection sampling from the entire prior volume. The sam-
pling stops when the code estimates that the log evidence
lower bound computed via nested sampling is within 0.05 of
the log evidence upper bound estimated via the size of the
remaining likelihood contour. The most significant failure
mode of this method is to fail to sample one of the modes
of a multi-modal posterior in the first iteration of the algo-
rithm, which we attempt to guard against by checking that
the posterior and evidence are stable against increasing the
initial number of sampling points (so-called ‘live points’) by
a factor of 2.7 As a byproduct of the Monte Carlo evalua-
tion of the evidence integral, we also obtain the posterior
distribution of the parameters (Skilling 2004). This method
has compared favorably with Markov Chain Monte Carlo
posterior estimation in the DES Collaboration et al. (2017)
cosmological analysis.
As a conservative test of the accuracy of our emulator,
7 We use at least 400 initial samples for all posteriors and evi-
dence computations used here. We do not use importance nested
sampling but instead use the more conservative classical Multi-
Nest algorithm as implemented in MultiNest version 3.11.
Table 2. Priors on parameters for our cosmological analyses.
Units are given in Table 1.
Parameter Prior range
ngal [2.5, 3.5] ×10−4
σlog M [0.01, 0.8]
M0/M1 [0.0, 0.4]
M1/Mmin [7.5, 20]
α [0.5, 1.5]
Aconc [0.5, 3.0]
Rrescale [0.5, 2.0]
σ8 [0.65, 1.0]
Ωm [0.26, 0.35]
Ωb [0.0394, 0.0602]
H0 [61.57, 74.80]
ns [0.93, 0.9898]
w0 [-1.37035, -0.6548324]
Alensing N(µ = 1.0, σ = 0.06)
we do not add any additional uncertainties to our analysis
covariance matrix, with the understanding that any emu-
lator inaccuracies (due to interpolation error or the finite
volume of our simulations, or due to systematic errors in
our methodology) could cause biases in parameter recovery.
In this case, a lack of identifiable bias will indicate that any
emulator inaccuracies are subdominant to the statistical pre-
cision of the measurements, as we will show is the case in
the following sections.
We adopt the prior ranges shown in Table 2. We show
the projections of our parameter posteriors in Figure 8 and
tabulate the posterior means and 68 per cent credible in-
tervals in the leftmost column of Table 3. The parameter of
greatest interest is the combined cosmological parameter S8,
defined as
S8 ≡
( σ8
0.8228
) ( Ωm
0.3107
)0.6
, (29)
which is chosen such that it is approximately the best-
constrained combination of Ωm and σ8 (as determined in
Paper I), and is normalized to unity for the true values of
σ8 and Ωm used in the lightcone simulation, so as to be con-
sistent with the definition used by Singh et al. (2018).8 For
the fit to the fiducial mock, we recover this parameter to
within 1.7 per cent of its true value, which corresponds to
approximately half of its posterior uncertainty. Because we
have only a single mock realization of the LOWZ volume,
we cannot test our recovery method at a precision higher
than the statistical error of the LOWZ data.
Since our model is nonlinear, we cannot use the classical
χ2 goodness-of-fit test to assess whether our model is con-
sistent with the mock data.9 Instead, we use the Bayesian
posterior predictive discrepancy with a χ2-like test statistic
(Guttman 1967; Gelman et al. 1996) to quantify the tension
of the posterior with the mock data. The test statistic ∆χ2 is
computed for the data by finding the minimum χ2 between
8 We note that this definition is not consistent with that used by
DES Collaboration et al. (2017).
9 This is because the number of degrees of freedom of a non-
linear model is not well-defined. See Andrae et al. (2010) for a
pedagogical explanation.
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the data vector and all of the posterior samples. In the limit
of a large number of posterior samples, this is equivalent to
the classical χ2 statistic computed from the data. However,
the reference distribution differs from the classical test, and
we compute the reference (i.e. expected) distribution of ∆χ2
via a Monte Carlo procedure. For each posterior sample, we
add noise by sampling with our fiducial covariance matrix,
then compute the minimum χ2 between the noisy sample
and all other posterior samples.10 By comparing the ∆χ2
from the data with this reference distribution, we obtain a
convenient measure of how consistent the data are with be-
ing drawn from the posterior distribution. We find that the
posterior test statistic ∆χ2 for the mock data is smaller than
that of 68.3 per cent of the posterior samples. Interpreting
this result as a frequentist statistical test, we conclude that
there is no significant evidence against the null hypothesis
that the data are drawn from the posterior. We emphasize
that this test cannot give the probability that our model is
correct (for which Bayesian model comparison is required),
but rather only suggests that our model (considered without
reference to other models) is an adequate description of the
mock data given the uncertainties.
4.2 Varying satellite fractions and incompleteness
We vary the satellite fraction in the mock, as described
by Singh et al. (2018), and recompute the posteriors with
MultiNest. For both a 15 per cent lower satellite fraction
and a 15 per cent higher satellite fraction, we recover the
true value of S8 within ∼ 0.5σ.
We test the effect of a 15 per cent incompleteness frac-
tion (applied uniformly to both central and satellite galax-
ies) by increasing the number density and then stochastically
removing 15 per cent of all galaxies such that the observed
number density of the mock catalog is consistent with the
observed number density of LOWZ galaxies. For this mock,
we recover the true value of S8 within ∼ 0.5σ (see Table 3).
4.3 Parameterized lensing systematics
For the previous tests, we assumed that neither our emulator
nor our mock data contributed any additional systematic er-
rors, and so the resulting biases would be conservative. How-
ever, we computed an additional mock recovery test includ-
ing a multiplicative lensing calibration parameter to account
for the combined effects of multiplicative shear calibration
bias and photometric redshift calibration bias (which be-
comes multiplicative in ∆Σ through its multiplicative effect
on the critical lensing surface density Σc). The prior on this
calibration parameter was set equal to N(µ = 1, σ = 0.06),
consistent with the calibration prior used on the analysis
with LOWZ data (see following section). We did not change
the mock data themselves, so the true value of this param-
eter for all of our lightcone test scenarios is Alensing = 1.0.
10 We choose a ‘minimum discrepancy’ statistic rather than an
‘average discrepancy’ statistic (Gelman et al. 1996) because the
latter is more sensitive to the normalization of the covariance ma-
trix, which we do not attempt (and do not need, for the purpose
of parameter inference) to compute to the same accuracy as our
model predictions.
In this scenario, we find the recovered S8 to be within 2 per
cent of the true value (within ∼ 0.3σ), and we find the recov-
ered calibration parameter Alensing to be ∼ 3 per cent lower
than the true value (within ∼ 0.5σ), as shown in Figure 8.
Adding the Alensing parameter increases the S8 uncertainty
from 0.029 to 0.048, implying that 40 per cent of the error
budget is due to systematic uncertainties in the lensing sig-
nal. We show the posterior mean values of our parameters
for all of the tests of this section in Table 3.
5 COSMOLOGICAL ANALYSIS ON DATA
We determined the design of the emulator, computed the
covariance matrices, and performed all tests on the mock
catalogs discussed in the previous sections prior to comput-
ing any posteriors from the data. We formally blinded our
analysis by multiplying the observed ∆Σ (on all scales) by a
constant drawn from N(µ = 1.0, σ = 0.06) and only known to
one of us before unblinding.11 The width of this distribution
was chosen to be moderately larger than the expected sta-
tistical precision of our posterior inference on S8. From tests
on our fiducial mock, we find that this constant is strongly
degenerate with σ8, so it meaningfully blinded our poste-
rior inference of the combined parameter S8, which is the
only cosmological parameter with strong constraints in this
analysis.
We use the measurements of LOWZ clustering and
galaxy-galaxy lensing (wp and ∆Σ) from Singh et al. (2018).
To summarize the data sources: for the galaxy sample, we
use the Baryon Oscillation Spectroscopic Survey (BOSS)
Data Release 12 (DR12) LOWZ sample (Alam et al. 2015;
Reid et al. 2016), which has an effective area of 8,337 deg2
(including NGC and SGC regions, rejecting the small part of
the NGC region that had incorrect targeting for the LOWZ
sample, and weighting the resulting sky area by observa-
tional completeness). We select a subsample of this catalog
to include only galaxies in the redshift range 0.16 < z < 0.36
and further reject galaxies within regions that do not pass
the photometric quality cuts for shape measurements used
by Singh et al. (2017a) (originally defined by Reyes et al.
2012), removing an additional 8 per cent of galaxies. The
weights applied to each galaxy are the combined systematic,
fiber collision, and redshift failure weights developed by the
BOSS large-scale structure working group (Ross et al. 2014).
We only use scales for which the fiber collision weights pro-
vide a correction that is accurate at the . 1 per cent level,
above approximately twice the projected scale of fiber colli-
sions at the maximum redshift of the sample (section 6.2).
For the galaxy shear catalog, we use a catalog derived
from the Sloan Digital Sky Survey (SDSS) Data Release 8
(DR8) imaging (Aihara et al. 2011) with the photometric
calibration method of Padmanabhan et al. (2008). Galaxy
shapes were measured with the re-Gaussianization method
(Hirata & Seljak 2003), with the shear response calibrated
via image simulations that included the effects of nearby
11 We note that in the context of Bayesian model averaging,
which we advocate in section 6, blinding is superfluous, inasmuch
as confirmation bias is caused by allowing for post-hoc model
selection. In practice, however, there may be some benefit.
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Table 3. Posterior means (±68 per cent credible intervals) of the parameters resulting from our cosmological analyses on both lightcones
(indicated with non-boldface column names) and data (indicated with boldface column names). Units are given in Table 1. Upper or
lower limits indicate that the 68 per cent credible interval abuts the prior minimum or maximum value of a parameter. For Aconc in
the ‘baryons’ column, the 68 per cent posterior interval is identical to the prior, so no values are given in the table for this entry. For
entries marked ‘N/A’, the analysis did not include Alensing as a free parameter. Due to the asymmetry of the marginalized posteriors,
the posterior means are not necessarily identical to the posterior maxima shown in Figures 8 and 9.
Parameter Fiducial Lower fsat Higher fsat 15% Incompl. ‘Baryons’ LOWZ [> 2h−1Mpc]
ng × 104 2.90+0.19−0.29 3.00 ± 0.23 3.13+0.32−0.14 3.04+0.34−0.22 2.98 ± 0.23 3.08+0.38−0.16 2.97+0.25−0.31
M0/M1 < 0.174 0.20+0.11−0.13 < 0.161 0.178+0.073−0.16 < 0.161 < 0.131 0.20 ± 0.10
M1/Mmin 12.8+2.0−3.9 11.9+1.3−2.8 12.0+1.6−3.2 11.08+0.73−3.3 13.0+2.1−3.9 < 11.2 13.5+2.9−3.8
σlog M 0.165+0.049−0.15 < 0.211 0.174
+0.053
−0.16 0.207
+0.099
−0.14 < 0.207 0.291
+0.11
−0.082 0.186
+0.081
−0.13
α 0.90+0.19−0.27 < 0.921 0.82
+0.14
−0.25 0.85
+0.13
−0.30 0.89
+0.17
−0.27 < 0.831 1.04
+0.34
−0.24
Aconc > 1.47 1.74 ± 0.65 1.71+0.69−0.83 1.79+0.82−0.68 − − − 1.78+0.82−0.69 1.70+0.65−0.78
Rrescale 0.91 ± 0.14 0.82+0.13−0.12 1.03 ± 0.16 0.87+0.17−0.15 0.92+0.16−0.13 1.17+0.17−0.095 > 1.18
S8 1.019+0.040−0.055 1.017 ± 0.032 0.985+0.036−0.043 0.981 ± 0.032 1.006+0.038−0.049 0.847 ± 0.037 0.853+0.034−0.057
σ8 0.818+0.036−0.054 0.826 ± 0.033 0.803+0.036−0.045 0.798+0.030−0.035 0.808+0.036−0.052 0.692+0.014−0.037 < 0.707
Ωm 0.324+0.023−0.0089 0.318
+0.020
−0.016 0.316 ± 0.014 0.317+0.020−0.016 > 0.317 0.315+0.020−0.017 0.313+0.019−0.016
H0 67.1+2.2−3.1 67.5
+2.4
−2.7 70.3
+4.4
−0.96 68.1 ± 2.7 66.9+2.1−3.4 67.7+3.3−4.3 67.1+2.3−4.4
ns 0.961+0.021−0.016 0.960 ± 0.016 0.959+0.016−0.019 0.957+0.013−0.021 0.9559+0.0096−0.024 > 0.961 0.962+0.021−0.013
Ωb 0.0505+0.0049−0.0039 0.0493 ± 0.0042 > 0.0535 0.0490 ± 0.0044 0.0498+0.0051−0.0042 0.0485+0.0043−0.0064 0.0473+0.0023−0.0076
w0 −1.02+0.21−0.18 −0.98+0.22−0.16 −0.97+0.24−0.15 −1.00+0.21−0.18 −1.03 ± 0.18 −1.02 ± 0.16 −1.01+0.19−0.17
Alensing 1.020 ± 0.049 N/A N/A N/A 1.039 ± 0.048 0.970+0.048−0.043 0.967 ± 0.048
neighbors (Mandelbaum et al. 2012; Mandelbaum & Hy-
per Suprime-Cam (HSC) Collaboration 2017). Photometric
redshifts of this catalog were measured by Nakajima et al.
(2012) and Reyes et al. (2012) with the ZEBRA code (Feld-
mann et al. 2006) and tested with clustering redshifts by
Singh et al. (2019). For a more complete description, we
refer the reader to Singh et al. (2019). We allow for lensing
systematic uncertainties by including the Alensing parameter
with a 6 per cent prior.
In Figure 9, we show the posterior parameter contours
inferred from our fiducial cosmological analysis for the pa-
rameters S8, σ8, Ωm, and Alensing. However, we marginalize
over all parameters shown in Table 2, including all wCDM
cosmological parameters (except Neff). We see that S8 is de-
generate with Alensing, as expected from our tests on mocks,
and that this degeneracy substantially increases the uncer-
tainty of our final measurement on S8. The parameter S8,
while almost perfectly decorrelated with Ωm in our tests
on mocks (Figure 8), is not exactly the best-constrained
combination of σ8 and Ωm for the data, since Ωm is not
fully decorrelated with it. Our fiducial measurement of S8 is
0.847 ± 0.037, a 4.4 per cent measurement. With the results
of Planck Collaboration et al. (2018) giving S8 = 1.00 ± 0.02
for their fiducial flat ΛCDM model, this represents a 3.5σ
tension with Planck data. We show the posterior predictive
distribution for wp in Figure 10 and for ∆Σ in Figure 11.
While there is very good agreement between the data and
the model overall, there may be a hint of tension on scales
& 5 − 10 h−1 Mpc. In Figure 11, we show a model computed
without a point mass term in addition to our fiducial model
with a point mass term, illustrating that the data favor a
negative value of the point mass term and that this term is
important to obtain a model that is in good agreement with
the data on small scales.
We additionally compute the posterior resulting from
only using scales in the 2-halo regime (& 2 h−1 Mpc). The
marginalized parameter constraints for this analysis are
shown in the rightmost column of Table 3. We find that
the posterior mean of S8 is consistent in this analysis with
the posterior mean obtained from our fiducial analysis that
includes two-point information from the 1-halo regime, but
with a larger, 6 per cent uncertainty, S8 = 0.85 ± 0.05 (quot-
ing the standard deviation instead of the 68 per cent credible
interval as used in Table 3). Incorporating the uncertainty
in the Planck analysis, this is a 2.6σ tension between our
results and the fiducial Planck cosmological analysis. While
there are small (∼ 1σ) parameter shifts for some of the HOD
parameters compared to our fiducial analysis, the agreement
of the cosmological parameter values between these analy-
ses suggests that any possible tension between small and
large scales does not affect the cosmological parameters of
interest.
In Paper I, we predicted that including 1-halo infor-
mation down to ∼ 0.5 h−1 Mpc, compared with using only
2-halo information, could improve constraints on S8 by a
factor of ∼ 2. This is not achieved in our LOWZ analysis be-
cause much of the total uncertainty in both cases comes from
the weak lensing systematics parameterized by Alensing. To
explicitly verify this point, we analyzed the data on the fidu-
cial set of scales (0.6 . rp . 30) with the parameter Alensing
fixed to 1 and without including the point mass term, yield-
ing S8 = 0.803 ± 0.023, a 2.8 per cent measurement, and ad-
ditionally with Alensing fixed to 1 but with the point mass
term, yielding S8 = 0.831±0.029, a 3.5 per cent measurement
(in contrast to 4.4 per cent precision when both including a
point mass term and marginalizing over Alensing). We do not
consider these modified analyses as part of our science re-
sults, except to illustrate that if the ∆Σ signal could be fully
modeled without additional nuisance parameters, then pre-
cision in good agreement with our predictions from Paper I
can be obtained (where we predicted 2 per cent uncertainty
on S8 in the case where the only cosmological parameters
marginalized over were Ωm and σ8). Current weak lensing
surveys (e.g. DES Collaboration et al. 2017) aim to reduce
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Figure 8. Posterior parameter distribution for fit of emulator to wp and ∆Σ measurements from the fiducial LOWZ mock and to
measurements with baryonic effects added (red contours/curves) as described in section 6.3. Dashed lines show the true parameter values
in the mock. These fits include a nuisance parameter for lensing systematics as described in section 4.3.
photometric redshift zero-point and shear calibration uncer-
tainties to the percent or sub-percent level so that they can
take full advantage of their smaller statistical errors.
Figure 12 shows the posterior predictive distribution of
the mean halo occupation. The shape of this distribution is
fairly well constrained, but the occupation in rare high mass
halos is uncertain and many of the individual HOD param-
eters are poorly constrained (Table 3). These uncertainties
may appear surprising when compared to the per cent-level
constraints on some halo occupation parameters reported
previously in the literature (e.g. Zehavi et al. 2011; Sinha
et al. 2018), but it was in fact predicted by our forecasts
in Paper I. Some of the additional uncertainty is undoubt-
edly due to marginalizing over cosmological parameters in
addition to HOD parameters, which has been seldom done
in previous analyses (and never, to our knowledge, in the
context of making halo model predictions by populating N-
body simulations). The uncertainties in individual parame-
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Figure 9. Posterior parameter distribution for fiducial fit of emulator to LOWZ data (black contours/lines). The red contours/lines
show the posterior parameter space for the fiducial ΛCDM analysis of Planck Collaboration et al. (2018). The blue contours/lines show
the posterior parameter space for the fiducial analysis of DES Year 1 galaxy clustering, galaxy-galaxy lensing, and cosmic shear data,
varying the equation of state of dark energy and the sum of neutrino masses (DES Collaboration et al. 2017).
ters also depends on the choice of parameterization because
of degeneracies, so a representation like Figure 12 is more
informative in terms of both the mean and uncertainties
of the inferred halo occupation. A parameterization which
more tightly follows the posterior predictive distribution of
halo occupation as a function of mass (Figure 12) may be
worth exploring in future work.
Finally, we compute the posterior discrepancy distribu-
tion for our fiducial analysis on data just as we did previously
for the analyses on mock lightcones (Figure 13), following
the methodology advocated by Gelman et al. (1996). The
min∆χ2 discrepancy computed for the data lies near the
peak of the expected distribution, computed assuming that
the data is drawn from the posterior samples. As before,
we compute the minimum ∆χ2 between the data and the
posterior samples to obtain min∆χ2 of the data. For the ex-
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Figure 10. Posterior predictive distribution for wp when fit to
LOWZ data. The data is shown as the solid red line with circles
plotted for individual data points. The solid black line is the mean
of the wp signal computed from the posterior samples, with the
error bars indicating the standard deviation of wp computed from
the posterior samples. The gray lines are individual model predic-
tions for wp drawn at random from the set of posterior samples.
While there is good agreement between the data and the posterior
overall, there is a hint of tension on scales & 5h−1 Mpc.
pected distribution of min∆χ2, we choose posterior samples
at random and add noise according to our fiducial covariance
matrix, and then compute the minimum ∆χ2 between this
synthetic observation and the set of posterior samples. Inter-
preted as a frequentist statistical test, the value of min∆χ2
of our data is such that we do not reject the null hypothe-
sis that our data is drawn from the posterior distribution.
While this test does not imply anything about the correct-
ness of our model, it does suggest that our model is an ade-
quate description of the data given its statistical precision,
a desirable and nontrivial property of any forward modeling
framework.
6 DISCUSSION
6.1 Comparison with previous work
Our posterior constraints on S8 are in good agreement with
those of Singh et al. (2018), who use the same data but us-
ing a minimum scale of 1 h−1 Mpc and with a parameterized
model of the cross-correlation coefficient between galaxies
and matter inspired by that obtained in simulations instead
of a full forward model of the galaxy clustering and galaxy-
galaxy lensing, as used in this work. While they conduct mul-
tiple analyses with various estimators and scale cuts, their
statistical precision is comparable to ours, as they obtain
(for their tightest-constrained value) S8 = 0.823±0.035, a 4.2
per cent uncertainty. They do not include systematic uncer-
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Figure 11. Posterior predictive distribution for ∆Σ when fit to
LOWZ data. The data is shown as the solid red line with circles
plotted for individual data points. The solid black line is the mean
of the wp signal computed from the posterior samples, with the
error bars indicating the standard deviation of wp computed from
the posterior samples. The gray lines are individual model predic-
tions for wp drawn at random from the set of posterior samples.
The dashed black line is the posterior mean computed without a
point mass term, illustrating that the data favor a negative value
of the point mass term. There is good agreement between the data
and the posterior when the point mass term is included, with a
slight hint of possible tension on scales & 10h−1 Mpc.
tainties directly in deriving posterior parameter constraints
but rather quote an additional systematic uncertainty of 6
per cent in addition to their quoted statistical uncertainty.
As a result, it is difficult to directly compare whether our
analysis results in more precise constraints, but we note that
when excluding systematic uncertainties from our analysis
(i.e. removing the point mass term and fixing Alensing = 1)
we obtain a precision of 2.8 per cent on our posterior value of
S8, suggesting that including sub-Mpc scales and explicitly
modeling both the clustering and lensing signal may provide
additional cosmological constraining power in our analysis.
Our results may be expected to be very similar, as
our halo occupation models predict similar values of the
scale-dependent galaxy-matter cross-correlation coefficient
assumed in the parameterization of Singh et al. (2018), given
that the galaxy-galaxy lensing signal can be exactly de-
composed into a product of the projected galaxy-matter
cross-correlation and the projected galaxy bias (Baldauf
et al. 2010). Galaxy assembly bias within the subhalo abun-
dance matching framework does not significantly alter (at
the percent level) the scale-dependent galaxy-matter cross-
correlation coefficient (McEwen & Weinberg 2016) and thus
both approaches are relatively robust to the possible pres-
ence of galaxy assembly bias.
Our results also exhibit essentially no tension with the
combined galaxy clustering, galaxy-galaxy lensing and cos-
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Figure 12. Posterior predictive distribution for 〈N |M 〉 when fit
to LOWZ data. The solid black line is the posterior mean, with
the standard deviation plotted as the pale orange band around the
black line. Individual model HODs are drawn at random from the
posterior samples and plotted as gray lines. The halo occupation
is only contrained at the factor of 2 level (or worse) in the cluster
mass regime.
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Figure 13. Posterior discrepancy distribution for our emulator-
based model when fit to LOWZ data. The value of ∆χ2 computed
for the data is shown as the vertical dashed black line. This value
lies well within the distribution expected for data drawn from
the posterior (blue histogram), and thus shows that there is no
significant discrepancy between the model and data.
mic shear analysis of DES Collaboration et al. (2017), as
readily seen in Figure 9. This analysis includes all wCDM
parameters and additionally marginalizes over the effective
number of neutrino species Neff as well of the sum of neu-
trino masses
∑
mν , whereas we fix Neff to the standard model
value (3.046) and assume massless neutrinos. We also com-
pare with an alternative analysis performed by DES Col-
laboration et al. (2017) (section VIID) wherein they assume
ΛCDM and fix the sum of neutrino masses
∑
mν to the min-
imal value allowed by neutrino oscillation experiments (0.06
eV). We have explicitly verified from their posterior sam-
ples that these priors leave the S8 (as defined in this work)
constraint essentially unchanged compared to their fiducial
wCDM priors, which marginalize over neutrino mass, and
our results are likewise fully compatible with their alterna-
tive analysis with fixed neutrino mass.
Our results are also qualitatively similar to those of
Leauthaud et al. (2017), who in addition to conducting a
qualitative investigation of the galaxy-galaxy lensing signal
in Planck-normalized galaxy mocks of the BOSS CMASS
sample (with effective redshift zeff ≈ 0.57), perform a fitting-
function-based (van den Bosch et al. 2013) HOD analysis
(without including possible central galaxy miscentering or
incompleteness) to obtain a constraint on S8 that is lower
than that of the fiducial analysis of Planck data at 2 − 3σ
significance (see their Figure 9 and accompanying text). Our
HOD model is fully self-consistent and does not require any
additional nuisance parameters to describe the ‘halo exclu-
sion’ effect, unlike their analysis, which may contribute to
the comparatively greater statistical significance of the ten-
sion of our value of S8 with that of Planck. Our result also
uses the BOSS LOWZ galaxy sample instead of the BOSS
CMASS galaxy sample, which may be more robust to galaxy
selection effects altering the form of the halo occupation,
since the stellar mass completeness of LOWZ is greater over
a wider redshift range than that of CMASS (Leauthaud
et al. 2016), although a definitive statement would require
convincing modeling of the complicated redshift- and color-
dependent selection effects.
In Figure 14, we show the posterior predictive distri-
bution for ∆Σ for three separate analysis cases. The first
(dashed black line) is the posterior mean derived from our
fiducial analysis, with a free point mass parameter and a
lensing amplitude parameter Alensing with a 6 per cent prior
uncertainty derived from our systematic error estimates. The
second (dashed-dotted blue line) is the posterior mean de-
rived from assuming that the cosmological parameters are
fixed to the Planck best-fit ΛCDM values, but still allowing
the lensing amplitude to vary subject to the same prior as
before. The third (dotted green line) is the posterior mean
derived from assuming that the Planck cosmological param-
eter values are correct and fixing the lensing amplitude pa-
rameter Alensing = 1. The first two analyses are in qualitative
agreement with the data (red line), but the third analysis
is not. This comparison illustrates that the most significant
(in terms of fractional amplitude) discrepancy between the
data and the model is at large scales when the cosmological
parameters are forced to agree with the Planck results. We
hypothesize that the contrary conclusion drawn by Lange
et al. (2019) may be due to their lack of point mass term in
modeling the lensing signal.
In Figure 15, we present an alternative method of char-
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Figure 14. Posterior predictive distribution for our emulator-
based model when fit to LOWZ data. The data is shown as the
red solid line with circles plotted for individual data points. The
fiducial model is shown as the dashed black line. The model as-
suming the Planck cosmology is shown as the dotted-dashed blue
line, while the model assuming the Planck cosmology and also
fixing Alensing = 1 is shown as the dotted green line.
acterizing the tension between our results and the fiducial
Planck cosmology. We use the discrepancy distance measure
described in section 4 to compute the expected distribution
of ∆χ2 assuming that the data is drawn from the posterior
of a Planck -normalized model. The ∆χ2 computed for the
data lies at the 97th percentile of the expected distribution.
Interpreted as a p-value, this corresponds to p = 0.024 or
a ∼ 2σ tension when interpreted as a single-tailed statisti-
cal test. This measure of tension between the data and the
Planck cosmology may be more conservative than the stan-
dard comparison of the marginalized posterior of S8 but it
may be more robust to the (somewhat arbitrary) choice of
priors on individual parameters and related effects due to
the prior volume scaling with the number of nuisance pa-
rameters used in the analysis.
6.2 Observational systematics
Since we restrict our analysis to scales . 30 h−1 Mpc, the
dominant systematic uncertainty for wp is fiber collisions,
which we avoid the need to explicitly model by adopting the
standard fiber collision weights given in the LOWZ catalogs
(Ross et al. 2014) and only using projected scales greater
than twice the fiber collision scale at the maximum redshift
of the LOWZ sample (& 0.6 h−1 Mpc). This is shown to be
sufficient for . 1 per cent accuracy of the projected corre-
lation function in tests against mocks with synthetic fiber
collisions by Guo et al. (2012) and Yang et al. (2019). We
neglect relativistic effects on clustering measurements, which
are likely negligible for current datasets.
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Figure 15. Posterior discrepancy distribution for the Planck -
normalized cosmological model fit to the LOWZ data. We use
the same discrepancy measure as in Figure 13 but instead com-
puted for a model with the cosmological parameters fixed to the
fiducial ΛCDM Planck Collaboration (2018) values. Interpreted
as a single-tailed statistical test, this discrepancy measure sug-
gests that the posterior of this model is in ∼ 2σ tension with the
data.
As discussed in Singh et al. (2018), the dominant source
of uncertainty for lensing measurements used here is photo-z
calibration (∼ 5 per cent), followed by shear calibration (∼ 2
per cent), intrinsic alignments (consistent with zero at ∼ 1−2
per cent precision, according to the analysis of Blazek et al.
2012 on the same dataset used here), and magnification bias
(estimated by Singh et al. 2019 to be . 1 per cent). We
do not attempt to model other beyond-Born-approximation
lensing effects (which have been shown to be subdominant
to shape noise for cosmic shear measurements even at LSST
precision; Petri et al. 2017). We have used the multiplica-
tive calibration parameter Alensing on the amplitude of ∆Σ
in order to account for the combined effects of photo-z cali-
bration bias, shear calibration bias, intrinsic alignments, and
magnification bias, with a Gaussian prior centered at unity
with a 6 per cent standard deviation.
6.3 Baryonic and neutrino effects
Singh et al. (2018) conducted extensive parameter recov-
ery tests by fitting to hydrodynamic simulations with strong
AGN feedback and found that baryonic effects only affected
S8 by at most ∼ 2−3 per cent, with their fits using a minimum
scale of 1 h−1 Mpc. However, when including shape noise in
their analysis covariance matrix, they find essentially no bias
in recovered S8. We conducted identical tests, but down to
our minimum scale of 0.6 h−1 Mpc, by modifying the ‘ob-
served’ ∆Σ from the fiducial mock lightcone by the ratio of
∆Σ (measured with Πmin = 0.01 h−1 Mpc; eq. 9) with and
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without baryonic effects as measured in the original Illustris
simulation by Singh et al. (2018). We find that when the
point mass is allowed to be negative, the effect of baryons
on S8 is consistent with zero (. 0.6 per cent difference from
the true value of S8 in our lightcones). Red contours in Fig-
ure 8 show the parameter constraints recovered from the
mock catalog with this treatment of baryonic effects.
For future surveys with increased statistical precision,
the best way to test for baryonic effects is likely to be
cross-correlations with probes of hot gas, such as thermal
Sunyaev-Zeldovich (tSZ) maps from Planck and tSZ and
kinetic Sunyaev-Zeldovich (kSZ) maps from Stage IV cos-
mic microwave background experiments (CMB-S4; Abaza-
jian et al. 2016). With additional model flexibility, combin-
ing this cross-correlation with the cosmic shear correlation
functions should enable self-calibration of baryonic effects on
the matter distribution, or otherwise provide a convincing
null test of their absence.
Clustering effects of massive neutrinos are not included
in our emulator, as it has only recently become feasible to
routinely simulate the effects of massive neutrinos on nonlin-
ear matter clustering thanks to algorithmic advances (Bird
et al. 2018; Banerjee et al. 2018). The tests of Leauthaud
et al. (2017) at slightly higher redshift (z ∼ 0.57) suggest
that massive neutrinos may affect the matter clustering at
the 5−10 per cent level on the scales used in this work, with
an effect size depending on the (currently unknown) value
of the sum of the neutrino masses. The best current limits
are . 0.1 eV, assuming ΛCDM cosmology, but these relax
to . 0.3 eV within wCDM cosmology (Alam et al. 2017;
Choudhury & Choubey 2018). The effect of neutrino mass
is strongly, but not exactly, degenerate with S8 (Ichiki &
Takada 2012). Future emulators would be well advised to
include such effects, especially given the strong discrepancy
we infer between the low-redshift amplitude of matter clus-
tering and that of Planck CMB measurements in the absence
of massive neutrino effects.
6.4 Halo model uncertainties
Central galaxies may not be at the centers of their halos
(e.g., Ho et al. 2009), and thus the lensing signal may be mis-
matched with the clustering signal for this reason. A model
for miscentering and galaxy sample incompleteness was in-
cluded in a fitting-function-based HOD cosmological analy-
sis of CMASS galaxy clustering and galaxy-galaxy lensing
by More et al. (2015), with posterior constraints indicat-
ing a ∼ 2σ detection of a miscentered population of central
galaxies. Since the LOWZ sample also consists of luminous
red galaxies, it may be worthwhile to parameterize the mis-
centering effects in LOWZ galaxies in future work (but see
Lange et al. 2019 for a counterargument regarding the plau-
sibility of such effects).
In Paper I we introduced a parameter Qenv to repre-
sent the possible effects of galaxy assembly bias (e.g. Zent-
ner et al. 2016). We found that Qenv was not needed to
obtain unbiased results from the SHAM lightcone, and we
therefore did not include it in our analysis. However, the real
universe may exhibit galaxy assembly bias in a form unlike
that of SHAM, so it may be desirable to include an explicit
parameterization of assembly bias in future analyses.
6.5 Possible empirical tests of robustness
Confidence in small scale measurements of cosmological pa-
rameters as described here will require either Bayesian model
averaging over a wide range of phenomenological models of
galaxy bias (i.e., for a set of models which are considered
equally likely a priori, weighting the posteriors for the pa-
rameters in common between all models under considera-
tion by the evidence integral of each model; see Marshall
et al. 2003; Liddle et al. 2006; Parkinson & Liddle 2010; Var-
danyan et al. 2011 for applications to cosmological param-
eters) or will require the development of null tests on data,
not just simulations.12 While it is not possible to compute
all models, we hope that our study will encourage model
comparison and model averaging to be attempted with a
finite number of models on LOWZ galaxy-galaxy lensing.13
When one is limited to evaluating a single model, or
when it is unknown whether the correct model lies within the
set of models under consideration, a reasonable test of model
robustness is to fit multiple galaxy samples, showing one
can recover the same cosmological parameters and also fit
the cross-correlation functions between the galaxy samples
without significant discrepancies between model and data.
This would likely require luminosity- and color-dependent
modeling of the galaxy population. (In principle, one would
also need to include subsamples split on all of the galaxy
properties used for sample selection.) This is an ambitious
program of research, which will no doubt require the work
of many people.14
7 SUMMARY
We have extended the methodology of Wibking et al. (2019)
(Paper I) to enable emulation of galaxy clustering and GGL
for wCDM cosmologies, sampling the cosmological param-
eter space allowed by WMAP and Planck CMB measure-
ments and HOD parameters characteristic of the BOSS
LOWZ sample of massive galaxies at z = 0.16 − 0.36. We
use the Garrison et al. (2017) suite of 40 wCDM N-body
simulations with matched Fourier phases, supplemented by
20 simulations of a fiducial ΛCDM cosmology with varying
phases which we use for covariance matrix calculations and
for a sample variance correction to the mean model pre-
dictions. We construct a Gaussian process emulator for the
GGL observable ∆Σ(rp) and for the ratio of the projected
galaxy correlation function wp(rp) to the prediction of an
analytic halo model calculation. This ratio changes much
more slowly with parameters than wp(rp) itself, enabling
12 As justification, we invoke Cromwell’s dictum (as named by
Bayesian statisticians): “I beseech you, in the bowels of Christ,
consider it possible that you are mistaken” (quoted in Rasmussen
& Williams 2006).
13 However, we note that any such comparison is subjective, since
the evidence of a given model depends sensitively on the prior
adopted on the parameters of that model, much more so than the
posterior distribution itself (e.g., Gelman et al. 2017). There exist
non-Bayesian model averaging methods which are more robust to
prior choices, e.g. using hyperparameter weights (Lahav et al.
2000; Trotta 2008).
14 For usage of this phrase in an entirely different context, see
Teller (1955).
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us to achieve percent-level emulator accuracy over a wider
range of parameters. We train the emulator by maximizing
the leave-one-out pseudo-likelihood (Appendix C).
We test our approach on the light-cone mock catalogue
of the BOSS LOWZ sample constructed by Singh et al.
(2018). This catalogue uses subhalo abundance matching
rather than an HOD prescription to populate the simulated
dark matter distribution with galaxies, so it tests the abil-
ity of an HOD-based emulator method to derive unbiased
results from a catalogue that incorporates a different model
of nonlinear galaxy bias as well as evolution over the red-
shift range of the LOWZ sample. When fitting the mock
catalogue we adjust the covariance matrix in a way that ef-
fectively marginalizes over a central point mass (MacCrann
et al. 2019), i.e., an additive 1/r2p contribution to ∆Σ(rp)
with arbitrary normalization. This parameter accounts for
finite resolution in our N-body simulations, and it can also
account for baryonic physics effects and for the possibility
that central galaxies do not lie at the potential minima of
their parent halos. Our HOD parameterization also includes
a novel parameter Rrescale that multiplies all halo virial radii
by a constant factor; this parameter reduces sensitivity to
the halo definition.
With fiducial parameter choices in the mock catalogue,
we recover the true input value of the cosmological param-
eter combination S8 ≡ (σ8/0.8228)(Ωm/0.3107)0.6 to within
1.7 per cent, about half of the estimated 1σ statistical un-
certainty. We constructed alternative mock catalogues with
higher or lower satellite fractions, central galaxy incomplete-
ness, or baryonic effects on ∆Σ(rp), and we again found un-
biased recovery of S8. Because we have only a single mock
LOWZ volume, we cannot average over many realizations
to test for biases that are small compared to the statistical
error.
After completing all mock catalogue tests and finaliz-
ing modeling choices, we applied our method to the Singh
et al. (2018) measurements of LOWZ wp and ∆Σ. We find
S8 = 0.847±0.037, a 3.5σ tension with the Planck-normalized
value of 1.00 ± 0.02 for a ΛCDM cosmology. A significant
fraction of the 4.4 per cent error budget comes from system-
atic uncertainty in the weak lensing measurements, mod-
eled by a multiplicative parameter Alensing with a 6 per
cent Gaussian prior to represent estimated uncertainties in
photometric redshift zero points and shear calibration. With
Alensing fixed to one, our posterior weighted estimate would
be S8 = 0.831 ± 0.029, a 3.5 per cent statistical error. The
point mass marginalization also contributes signficantly to
the error budget. If we fixed both Alensing and the point
mass parameter, our statistical error on S8 would improve
to 2.8 per cent. If we instead force S8 = 1 and adopt our
fiducial prior on Alensing, we can fit the clustering and GGL
data with Alensing ≈ 0.85, implying that reproducing the
Planck S8 normalization with our modeling choices requires
a lensing systematic error that is about 2.5 times higher than
estimated by Singh et al. (2018).
Our results are in excellent agreement with those of
Singh et al. (2018), who model the same data with a differ-
ent method, adopting a parameterized galaxy-matter cross-
correlation coefficient constrained by their mock catalogues.
They are in qualitative agreement with the findings of Leau-
thaud et al. (2017), who analyzed the higher redshift BOSS
CMASS sample using deeper weak lensing data over much
smaller area. Our normalization of S8 is consistent with (but
lower than) that derived from the DES Y1 3 × 2pt analy-
sis (DES Collaboration et al. 2017). Our measurement joins
others (e.g., Leauthaud et al. 2017; Singh et al. 2018; Man-
delbaum et al. 2013; Hildebrandt et al. 2017) that suggest
an amplitude of low redshift matter clustering significantly
below that of a Planck -normalized ΛCDM model. In the
near future, expanded data sets from DES, KiDS, and HSC
will allow this tension to be tested at higher precision using
both cosmic shear and galaxy clustering + GGL. The prin-
cipal challenge will be controlling weak lensing systematics
at the necessary level, though further tests of the modeling
methods will also be needed as the statistical precision im-
proves. GGL and cosmic shear have different quantitative
response to biases in photometric redshifts, shear calibra-
tion, and galaxy intrinsic alignments, so they provide useful
cross-checks as well as increased statistical precision in com-
bination. GGL + clustering analyses of galaxy samples with
distinct clustering properties and at multiple redshifts allow
further tests for the robustness of cosmological parameter
constraints. If future observations indeed show the need for
physics beyond that of GR+ΛCDM, then GGL+clustering
analysis will be a powerful tool for measuring its redshift,
scale, and environment dependence.
ACKNOWLEDGEMENTS
We thank Niall MacCrann and the DES Collaboration for
providing the posterior samples for the DES ‘fixed-neutrino’
analysis used in section 6.1.
BDW thanks Chris Hirata for helpful discussions of co-
variance matrices and many other topics, Joe McEwen and
Xiao Fang for explaining the FFTLOG algorithm and its
application to one-loop standard perturbation theory, Mar-
tin White for suggesting empirical tests of the robustness of
small-scale measurements of cosmological parameters, and
Andreas Berlind for first suggesting to him the possibility of
using small-scale galaxy clustering to measure cosmological
parameters.
BDW is supported by the National Science Founda-
tion Graduate Research Fellowship Program under Grant
No. DGE-1343012. ANS is supported by the Department
of Energy Computational Science Graduate Fellowship Pro-
gram of the Office of Science and National Nuclear Secu-
rity Administration in the Department of Energy under con-
tract DE-FG02-97ER25308. BDW, ANS, and DHW are sup-
ported in part by NSF grant AST-1516997. Any opinions,
findings, and conclusions or recommendations expressed in
this material are those of the author(s) and do not neces-
sarily reflect the views of the National Science Foundation.
DJE is supported by U.S. Department of Energy grant DE-
SC0013718 and as a Simons Foundation Investigator. LG is
supported by the Simons Foundation.
Simulations were analyzed in part on computational re-
sources of the Ohio Supercomputer Center (Center 1987),
with resources supported in part by the Center for Cosmol-
ogy and AstroParticle Physics at the Ohio State University.
Software: matplotlib (Hunter 2007), GNU Scientific
Library (Galassi et al. 2009), Corrfunc (Sinha & Garri-
son 2017). BDW especially thanks the authors of the Cor-
MNRAS 000, 1–26 (2019)
Small-scale cosmology emulation 21
rfunc pair-counting code, without which this project (and
his Ph.D. thesis) would not have been feasible.
This research has made use of NASA’s Astrophysics
Data System.
REFERENCES
Abazajian K. N., et al., 2016, arXiv e-prints, p. arXiv:1610.02743
Aihara H., et al., 2011, ApJS, 193, 29
Aihara H., et al., 2018, PASJ, 70, S4
Alam S., et al., 2015, ApJS, 219, 12
Alam S., et al., 2017, MNRAS, 470, 2617
Andrae R., Schulze-Hartung T., Melchior P., 2010, arXiv e-prints,
Angulo R. E., Pontzen A., 2016, MNRAS, 462, L1
Baldauf T., Smith R. E., Seljak U., Mandelbaum R., 2010, Phys.
Rev. D, 81, 063531
Banerjee A., Powell D., Abel T., Villaescusa-Navarro F., 2018,
J. Cosmology Astropart. Phys., 9, 028
Behroozi P. S., Wechsler R. H., Wu H.-Y., 2013, ApJ, 762, 109
Berlind A. A., Weinberg D. H., 2002, ApJ, 575, 587
Bird S., Ali-Ha¨ımoud Y., Feng Y., Liu J., 2018, MNRAS, 481,
1486
Blazek J., Mandelbaum R., Seljak U., Nakajima R., 2012, Journal
of Cosmology and Astro-Particle Physics, 2012, 041
Bridle S. L., Crittenden R., Melchiorri A., Hobson M. P., Kneissl
R., Lasenby A. N., 2002, MNRAS, 335, 1193
Bryan G. L., Norman M. L., 1998, ApJ, 495, 80
Cacciato M., van den Bosch F. C., More S., Li R., Mo H. J., Yang
X., 2009, MNRAS, 394, 929
Cacciato M., van den Bosch F. C., More S., Mo H., Yang X., 2013,
MNRAS, 430, 767
Center O. S., 1987, Ohio Supercomputer Center, http://osc.
edu/ark:/19495/f5s1ph73
Choudhury S. R., Choubey S., 2018, J. Cosmology Astropart.
Phys., 9, 017
Cooray A., Hu W., 2001, ApJ, 554, 56
Correa C. A., Wyithe J. S. B., Schaye J., Duffy A. R., 2015,
MNRAS, 452, 1217
Coupon J., et al., 2012, A&A, 542, A5
DES Collaboration et al., 2017, preprint, (arXiv:1708.01530)
Dawson K. S., et al., 2013, AJ, 145, 10
Desjacques V., Jeong D., Schmidt F., 2018, Phys. Rep., 733, 1
Dore´ O., et al., 2019, arXiv e-prints,
Eisenstein D. J., Hu W., 1998, ApJ, 496, 605
Eisenstein D. J., et al., 2011, AJ, 142, 72
Feldmann R., et al., 2006, MNRAS, 372, 565
Feroz F., Hobson M. P., 2008, MNRAS, 384, 449
Galassi M., Davies J., Theiler J., Gough B., Jungman G., Alken
P., Booth M., Rossi F., 2009, GNU Scientific Library Refer-
ence Manual. 3 edn
Garrison L. H., Eisenstein D. J., Ferrer D., Tinker J. L., Pinto
P. A., Weinberg D. H., 2017, preprint, (arXiv:1712.05768)
Gaztan˜aga E., Scoccimarro R., 2005, MNRAS, 361, 824
Gelman A., Meng X.-L., Stern H., 1996, Statistica Sinica, 6, 733
Gelman A., Simpson D., Betancourt M., 2017, Entropy, 19, 555
Gradshteyn I. S., Ryzhik I. M., 2007, Table of Integrals, Series,
and Products. Elsevier Science, https://books.google.com/
books?id=aBgFYxKHUjsC
Guo H., Zehavi I., Zheng Z., 2012, ApJ, 756, 127
Guttman I., 1967, Journal of the Royal Statistical Society. Series
B (Methodological), 29, 83
Hamilton A. J. S., 2000, MNRAS, 312, 257
Heitmann K., Higdon D., White M., Habib S., Williams B. J.,
Lawrence E., Wagner C., 2009, ApJ, 705, 156
Hildebrandt H., et al., 2017, MNRAS, 465, 1454
Hinshaw G., et al., 2013, ApJS, 208, 19
Hirata C., Seljak U., 2003, MNRAS, 343, 459
Ho S., Lin Y.-T., Spergel D., Hirata C. M., 2009, ApJ, 697, 1358
Hunter J. D., 2007, Computing In Science & Engineering, 9, 90
Ichiki K., Takada M., 2012, Phys. Rev. D, 85, 063521
Jackson J., 1975, Classical Electrodynamics. John Wiley, https:
//books.google.com/books?id=fS62uQAACAAJ
Jing Y. P., Mo H. J., Bo¨rner G., 1998, ApJ, 494, 1
Johnson S. G., 2018, The NLopt nonlinear optimization package,
https://github.com/stevengj/nlopt
Kaiser N., 1987, MNRAS, 227, 1
Klypin A., Yepes G., Gottlo¨ber S., Prada F., Heß S., 2016, MN-
RAS, 457, 4340
Kolmogorov A., 1941, Bull. Acad. Sci. URSS Se´r. Math. [Izvestia
Akad. Nauk. SSSR], 5, 3
Komatsu E., et al., 2011, ApJS, 192, 18
Krause E., Eifler T., 2017, MNRAS, 470, 2100
Kravtsov A. V., Berlind A. A., Wechsler R. H., Klypin A. A.,
Gottlo¨ber S., Allgood B., Primack J. R., 2004, ApJ, 609, 35
Kwan J., Heitmann K., Habib S., Padmanabhan N., Lawrence E.,
Finkel H., Frontiere N., Pope A., 2015, ApJ, 810, 35
Lahav O., Bridle S. L., Hobson M. P., Lasenby A. N., Sodre´ L.,
2000, MNRAS, 315, L45
Landy S. D., Szalay A. S., 1993, ApJ, 412, 64
Lange J. U., Yang X., Guo H., Luo W., van den Bosch F. C.,
2019, arXiv e-prints, p. arXiv:1906.08680
Laureijs R., et al., 2011, arXiv e-prints,
Leauthaud A., et al., 2016, MNRAS, 457, 4021
Leauthaud A., et al., 2017, MNRAS, 467, 3024
Liddle A. R., Mukherjee P., Parkinson D., Wang Y., 2006, Phys.
Rev. D, 74, 123506
MacCrann N., Blazek J., Jain B., Krause E., 2019, arXiv e-prints,
Mandelbaum R., Hyper Suprime-Cam (HSC) Collaboration 2017,
in American Astronomical Society Meeting Abstracts #229.
p. 226.02
Mandelbaum R., et al., 2011, MNRAS, 410, 844
Mandelbaum R., Hirata C. M., Leauthaud A., Massey R. J.,
Rhodes J., 2012, MNRAS, 420, 1518
Mandelbaum R., Slosar A., Baldauf T., Seljak U., Hirata C. M.,
Nakajima R., Reyes R., Smith R. E., 2013, MNRAS, 432, 1544
Marshall P. J., Hobson M. P., Slosar A., 2003, MNRAS, 346, 489
McEwen J. E., Weinberg D. H., 2016, preprint,
(arXiv:1601.02693)
McEwen J. E., Fang X., Hirata C. M., Blazek J. A., 2016, J. Cos-
mology Astropart. Phys., 9, 015
McKay M. D., Beckman R. J., Conover W. J., 1979, Technomet-
rics, 21, 239
More S., Miyatake H., Mandelbaum R., Takada M., Spergel D. N.,
Brownstein J. R., Schneider D. P., 2015, ApJ, 806, 2
Nakajima R., Mandelbaum R., Seljak U., Cohn J. D., Reyes R.,
Cool R., 2012, MNRAS, 420, 3240
Navarro J. F., Frenk C. S., White S. D. M., 1997, ApJ, 490, 493
Nuza S. E., et al., 2013, MNRAS, 432, 743
O’Hagan A., Kingman J. F. C., 1978, Journal of the Royal Sta-
tistical Society. Series B (Methodological), 40, 1
Padmanabhan N., et al., 2008, ApJ, 674, 1217
Parejko J. K., et al., 2013, MNRAS, 429, 98
Parkinson D., Liddle A. R., 2010, Phys. Rev. D, 82, 103533
Peacock J. A., Smith R. E., 2000, MNRAS, 318, 1144
Petri A., Haiman Z., May M., 2017, Physical Review D, 95, 123503
Piscionere J. A., Berlind A. A., McBride C. K., Scoccimarro R.,
2015, ApJ, 806, 125
Planck Collaboration et al., 2016, A&A, 594, A13
Planck Collaboration et al., 2018, arXiv e-prints, p.
arXiv:1807.06209
Powell M., 2009, Technical report, The BOBYQA algo-
rithm for bound constrained optimization without deriva-
tives, http://www.damtp.cam.ac.uk/user/na/NA_papers/
NA2009_06.pdf. Department of Applied Mathematics
MNRAS 000, 1–26 (2019)
22 B. D. Wibking et al.
and Theoretical Physics, University of Cambridge, http:
//www.damtp.cam.ac.uk/user/na/NA_papers/NA2009_06.pdf
Press W. H., Teukolsky S. A., Vetterling W. T., Flannery B. P.,
1992, Numerical recipes in FORTRAN. The art of scientific
computing
Rasmussen C. E., Williams C. K. I., 2006, Gaussian Processes for
Machine Learning
Reed D. S., Smith R. E., Potter D., Schneider A., Stadel J., Moore
B., 2013, MNRAS, 431, 1866
Reid B., et al., 2016, MNRAS, 455, 1553
Reyes R., Mandelbaum R., Gunn J. E., Nakajima R., Seljak U.,
Hirata C. M., 2012, MNRAS, 425, 2610
Rodr´ıguez-Torres S. A., et al., 2016, MNRAS, 460, 1173
Ross A. J., et al., 2014, MNRAS, 437, 1109
Rybicki G. B., Press W. H., 1992, ApJ, 398, 169
Sacks J., Welch W. J., Mitchell T. J., Wynn H. P., 1989, Statist.
Sci., 4, 409
Scoccimarro R., Sheth R. K., Hui L., Jain B., 2001, ApJ, 546, 20
Seljak U., 2000, MNRAS, 318, 203
Sheth R. K., Hui L., Diaferio A., Scoccimarro R., 2001, MNRAS,
325, 1288
Singh S., Mandelbaum R., Brownstein J. R., 2017a, MNRAS, 464,
2120
Singh S., Mandelbaum R., Seljak U., Slosar A., Vazquez Gonzalez
J., 2017b, MNRAS, 471, 3827
Singh S., Mandelbaum R., Seljak U., Rodr´ıguez-Torres S., Slosar
A., 2018, arXiv e-prints,
Singh S., Alam S., Mandelbaum R., Seljak U., Rodriguez-Torres
S., Ho S., 2019, MNRAS, 482, 785
Sinha M., Garrison L., 2017, Corrfunc: Blazing fast correlation
functions on the CPU, Astrophysics Source Code Library
(ascl:1703.003)
Sinha M., Berlind A. A., McBride C. K., Scoccimarro R., Pis-
cionere J. A., Wibking B. D., 2018, MNRAS, 478, 1042
Skilling J., 2004, in Fischer R., Preuss R., Toussaint U. V., eds,
American Institute of Physics Conference Series Vol. 735,
American Institute of Physics Conference Series. pp 395–405,
doi:10.1063/1.1835238
Springel V., 2005, MNRAS, 364, 1105
Teller E., 1955, Science, 121, 267
The LSST Dark Energy Science Collaboration et al., 2018, arXiv
e-prints,
Tinker J., Kravtsov A. V., Klypin A., Abazajian K., Warren M.,
Yepes G., Gottlo¨ber S., Holz D. E., 2008, ApJ, 688, 709
Tinker J. L., Robertson B. E., Kravtsov A. V., Klypin A., Warren
M. S., Yepes G., Gottlo¨ber S., 2010, ApJ, 724, 878
Trenti M., Smith B. D., Hallman E. J., Skillman S. W., Shull
J. M., 2010, ApJ, 711, 1198
Trotta R., 2008, Contemporary Physics, 49, 71
Vale A., Ostriker J. P., 2004, MNRAS, 353, 189
Vardanyan M., Trotta R., Silk J., 2011, MNRAS, 413, L91
Watson D. F., Berlind A. A., McBride C. K., Masjedi M., 2010,
ApJ, 709, 115
Wibking B. D., et al., 2019, MNRAS, 484, 989
Wiener N., 1949, Extrapolation, interpolation, and smoothing of
stationary time series, with engineering applications.. No. ix,
163 p. in Stationary time series, Technology Press of the Mas-
sachusetts Institute ofTechnology, [Cambridge], //catalog.
hathitrust.org/Record/010056247
Yang L., Jing Y., Yang X., Han J., 2019, ApJ, 872, 26
Yoo J., Seljak U., 2012, Phys. Rev. D, 86, 083504
Yoo J., Tinker J. L., Weinberg D. H., Zheng Z., Katz N., Dave´
R., 2006, ApJ, 652, 26
Zehavi I., et al., 2005, ApJ, 630, 1
Zehavi I., et al., 2011, ApJ, 736, 59
Zentner A. R., Hearin A., van den Bosch F. C., Lange J. U.,
Villarreal A., 2016, preprint, (arXiv:1606.07817)
Zhai Z., et al., 2019, ApJ, 874, 95
Zheng Z., Weinberg D. H., 2007, ApJ, 659, 1
Zhu Z., Zhang H., 2006, Environmetrics, 17, 323
Zimmerman D. L., 2006, Environmetrics, 17, 635
van den Bosch F. C., More S., Cacciato M., Mo H., Yang X., 2013,
MNRAS, 430, 725
APPENDIX A: ANALYTIC HALO MODEL
Although we use a numerical halo model for our predic-
tions, we need an analytic halo model in order to reduce
the dynamic range of the emulated quantity and increase
our emulation accuracy. For this purpose, we construct a
simple analytic halo model that does not attempt to model
halo exclusion or residual RSD effects. Although we only
use the analytic halo model in order to compute the ratio
wp,sim/wp,analytic in this work, we include the equations for
∆Σ for completeness. For notational clarity, we drop the ‘an-
alytic’ subscripts used elsewhere in this work in order to in-
dicate the use of the halo model described in this Appendix.
We write the configuration-space correlation functions
as a the sum of a 1-halo term and a 2-halo term
ξ(r) = ξ1h(r) + ξ2h(r) , (A1)
where the 1-halo term ξ1h arises from galaxy pairs (or
galaxy-matter ‘pairs’) within a given halo and the 2-halo
term ξ2h arises from galaxy pairs (or galaxy-matter ‘pairs’)
between two distinct halos.
A1 1-halo term ξ1h
In writing the 1-halo term, we follow the real-space formu-
lation of Zheng & Weinberg (2007). This allows for faster
computation of the 1-halo term than its Fourier-space for-
mulations (e.g., van den Bosch et al. 2013).
A1.1 Galaxy autocorrelation
The 1-halo galaxy autocorrelation is given by the normalized
differential pair counts of galaxies within halos (Berlind &
Weinberg 2002), assuming Poisson satellite counts:
1 + ξ1h(r) =
DDcs(r) + DDss(r)
RR(r) (A2)
where
DDcs(r) =
∫ ∞
0
〈Ncen(Mh)〉 〈Nsat(Mh)|Ncen = 1〉
× I ′
(
r
Rvir(Mh)
, cvir(Mh)
)
dn
dMh
1
Rvir(Mh)
dMh
(A3)
DDss(r) =
∫ ∞
0
1
2
〈Ncen(Mh)〉 〈Nsat(Mh)|Ncen = 1〉2
× F ′
(
r
Rvir(Mh)
, cvir(Mh)
)
dn
dMh
1
Rvir(Mh)
dMh
(A4)
and
RR(r) = 2pir2n2g . (A5)
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For an NFW profile, the differential (w.r.t dimensionless ra-
dius r/Rvir) pair count functions I ′ and F ′ are (Sheth et al.
2001):
I ′(x, c) =
{ 1
ln(1+c)− c1+c
cx2
x (1+x)2 0 ≤ x ≤ 1
0 x > 1
and
F ′(x, c) = c
3x2
[ln(1 + c) − c/(1 + c)]2
×

−4(1+a)+ 2as(1+2a)+ a2s2
2s2(1+a)2(2+s)
+s−3 ln
( (1+a−as)(1+s)
1+a
)
+
ln(1+s)
s(2+s)2 0 ≤ s ≤ 1
1
s(2+s)2 ln
(
1+a
as+a−1
)
+ sa
2−2a
2s(1+a)2(2+s) 1 < s ≤ 2
0 s > 2
where s = xc and a = 1/c, and the galaxy number density is
ng =
∫ ∞
0
(〈Ncen(Mh)〉 + 〈Nsat(Mh)〉)
dn
dMh
dMh . (A6)
Note that here 〈Nsat〉 is the fully marginalized satellite halo
occupation (i.e., not conditioned on having a central in a
given halo).
The virial radius is defined as
Rvir(Mh) =
(
3Mh
4pi∆SOρm
)1/3
(A7)
where ρm = ρcritΩm (ρcrit is the critical density of the uni-
verse) and we choose ∆SO = 200 for consistency with the
halo mass-concentration relation described below (although
this choice is one only of convenience).
We use the halo mass-concentration relation of Correa
et al. (2015)
cvir = 10α+β log Mh[1+γ(log Mh )
2] (A8)
where
α = 1.62774 − 0.2458 (1 + z) + 0.01716 (1 + z)2 , (A9)
β = 1.66079 + 0.00359 (1 + z) − 1.6901 (1 + z)0.00417 , (A10)
γ = −0.02049 + 0.0253 (1 + z)−0.1044 , (A11)
and the mass function is the fitting formula of Tinker et al.
(2008):
dn
dMh
(Mh) = f (σ)
ρm
Mh
d lnσ−1
dMh
, (A12)
where
σ2(Mh) =
1
2pi2
∫ ∞
0
dk k2 Plin(k) [W(k, Rvir)]2 , (A13)
W(k, R) = 3 [sin(kr) − kr cos(kr)](kr)3 , (A14)
d lnσ−1
dMh
=
1
2pi2
∫ ∞
0
dk k2Plin(k)
W(k, Rvir)
−σ2(Mh)
dW
dMh
(k, Rvir) ,
(A15)
dW
dMh
(k, R) = kM−2/3
h
(
3
4piρm
)1/3
×
(
sin(kR)
(kR)2 +
3 cos(kR)
(kR)3 −
3 sin(kR)
(kR)4
)
, (A16)
and
f (σ) = A
[(σ
b
)−a
+ 1
]
e−c/σ2 , (A17)
A = 0.186 (1.0 + z)−0.14 , (A18)
a = 1.47 (1.0 + z)−0.06 , (A19)
b = 2.57 (1.0 + z)−α , (A20)
c = 1.19 . (A21)
A1.2 Galaxy-mass cross-correlation
For the 1-halo term, we have
1 + ξgm,1h =
DDcm + DDsm
RRgm
, (A22)
DDcm =
∫ ∞
0
Mh 〈Ncen(Mh)〉
× I ′
(
r
Rvir
, cvir(Mh)
)
dn
dMh
1
Rvir(Mh)
dMh , (A23)
DDsm =
∫ ∞
0
Mh 〈Nsat(Mh)〉
× F ′
(
r
Rvir
, cvir(Mh), Aconccvir(Mh)
)
× dn
dMh
1
Rvir(Mh)
dMh , (A24)
RRgm = 2pir2ngρm . (A25)
We write the convolution of an NFW profile with an-
other NFW profile of differing concentration F ′(x, c1, c2) as
(Appendix A, Zheng & Weinberg 2007), with s = 2x:
F ′(x, c1, c2) =
√
A?(c1)A?(c2) s
×

f1 + f2 + f3 + f4 x ≤ 0.5
f 0.5 < x ≤ 1
0 x > 1
(A26)
where
f1 = (c2 + c1 + c1c2s)−2 ln [(1 + c1s)(1 + c2s)]
+
c1s
c2(c2 + c1 + c1c2s)(1 + c1s)
(A27)
f2 = (c2 − c1 + c1c2s)−2 ln [(1 + c1s)(1 + c2 − c2s)/(1 + c2)]
− c1(1 − s)
c2(c2 − c1 + c1c2s)(1 + c1s)(1 + c1)
(A28)
f3 = (c2 − c1 − c1c2s)−2 ln [(1 + c2s)(1 + c1 − c1s)/(1 + c2)]
+
c1(1 − s)
c2(c2 − c1 − c1c2s)(1 + c1 − c1s)
(A29)
f4 =
−s
c2(1 + c1)(1 + c2)(1 + c1 − c1s)
(A30)
f = (c2 + c1 + c1c2s)−2 ln
[ (1 + c1)(1 + c2)
(1 − c1 + c1s)(1 − c2 + c2s)
]
+
s − 2
(1 + c1)(1 + c2)(c2 + c1 + c1c2s)
, (A31)
where A? is approximately
A?(c) ≈ A0 c3+α
[
(1 + (c/cT )(β−α)/µ
]µ
× [1 + B0 sin (ω(log c − φ))] , (A32)
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where
A0 = 2.4575 , (A33)
α = −3.099 , (A34)
β = 0.617 , (A35)
cT = 1.651 , (A36)
µ = 4.706 , (A37)
B0 = 0.0336 , (A38)
ω = 2.684 , and (A39)
φ = 0.4079 . (A40)
A2 2-halo term ξ2h
For the linear matter power spectrum Plin(k), we use the
‘no-wiggles’ fitting formula of Eisenstein & Hu (1998), which
is substantially cheaper to compute than using Boltzmann
codes, which makes our posterior inferences faster.
We use the halo mass-bias relation of Tinker et al.
(2010):
b(Mh) = 1 − A
νa
νa + δac
+ Bνb + Cνc , (A41)
A = 1 + 0.24 y e−(4/y)4 (A42)
B = 0.183 (A43)
C = 0.019 + 0.107 y + 0.19 e−(4/y)4 (A44)
a = 0.44 y − 0.88 (A45)
b = 1.5 (A46)
c = 2.4 , (A47)
y = log∆SO , and (A48)
ν(Mh) =
δc
σ(Rvir(Mh))
, (A49)
where δc = 1.686. We obtain the overall large-scale bias of
the galaxy sample as
bg = n−1g
∫ ∞
0
dn
dMh
〈N |Mh〉 b(Mh) dMh . (A50)
A2.1 Galaxy autocorrelation
For the galaxy autocorrelation between distinct halos, we
have
ξgg,2h(r) = b2g
∫ ∞
0
4pik2dk
(2pi)3 Plin(k) j0(kr) dk . (A51)
A2.2 Galaxy-matter cross-correlation
For the galaxy-matter cross-correlation between distinct ha-
los, we have
ξgm,2h(r) = bg rgm
∫ ∞
0
4pik2dk
(2pi)3 Plin(k) j0(kr) dk (A52)
where we further assume that rgm = 1 on all 2-halo scales.
APPENDIX B: ANALYTIC COVARIANCE
MATRICES
Rewriting equation A2 of Krause & Eifler (2017) for the
three-dimensional power spectrum, we have:
Cov(Pi j
AB
(k1), PklCD(k2)) =
(2pi)3 δ(k1 − k2)
Vs (4pik21)
×
[
(PikAC (k1) + δikδACN iA) (P
jl
BD
(k2) + δjlδBDN jB)
+ (PilAD(k1) + δilδADN iA) (P
jk
BC
(k2) + δjkδBCN jB)
]
,
(B1)
where δi j refers to the Kronecker delta function and N iA is
the appropriate noise term for probe A in redshift bin i (e.g.,
for the 3D galaxy density field, this is 1/nig, where nig is the
number density of galaxies in redshift bin i).
Specializing to the case of a single redshift bin (i.e.,
i = j = k = l), we have
Cov(PAB(k1), PCD(k2)) = (2pi)
3 δ(k1 − k2)
Vs (4pik21)
× [(PAC (k1) + δACNA) (PBD(k2) + δBDNB)
+ (PAD(k1) + δADNA) (PBC (k2) + δBCNB)]
(B2)
where the sum of products of power spectra (in brackets) is
equal to the four-point function 〈ABCD〉 when A, B, C, and
D, are Gaussian fields (compare with Eq. 4 of Cooray & Hu
2001).
For projected two-point functions with pairwise line-of-
sight weight functions WAB and WCD , we have
Cov2D(PAB(k1), PCD(k2)) =
∫ ∞
−∞
dΠWAB(Π)WCD(Π)
× (2pi)
3 δ(k1 − k2)
Vs (4pik21)
× [(PAC (k1; Π) + δACNA) (PBD(k2; Π) + δBDNB)
+ (PAD(k1; Π) + δADNA) (PBC (k2; Π) + δBCNB)] ,
(B3)
where Π is the relative line-of-sight distance between the
points of a pair used in computing the two point statistic of
interest.
Ignoring the finite-size correlation function bin width
and survey boundary effects, for scalar projected correlation
functions wAB(rp) and wCD(rp), we have
Cov(wAB(ri),wCD(rj )) =
∫ ∫ dk31
(2pi)3
dk32
(2pi)3 e
ik1 ·ri eik2 ·r j
×Cov2D (PAB(k1), PCD(k2))
=
1
Vs
[∫
dΠWAB(Π)WCD(Π)
]
∫ ∞
0
k dk
2pi
J0(kri) J0(krj )
× [(PAC (k) + δACNA) (PBD(k) + δBDNB)
+ (PAD(k) + δADNA) (PBC (k) + δBCNB)] ,
(B4)
where i, j here refer to the bin indices rp,i of the projected
correlation functions. When applying this expression to com-
pute a covariance matrix, we stress that it is necessary to
average the integrand over the bin width before performing
the outer integrals. Otherwise, integrals of this form diverge
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whenever NA or NB are nonzero, due to the identity (Jackson
1975; Gradshteyn & Ryzhik 2007):∫ ∞
0
k Jν(ak) Jν(bk) dk = 1a δD(b − a) . (B5)
Physically, this divergence represents the variance tending
toward infinity as the number of galaxy pairs contained
within an infinitesimal radial bin goes to zero. The required
bin-averaging of the integrand can be carried out by replac-
ing each Bessel function Jν(kri) with the bin-averaged Bessel
function J¯ν(kri), where the average is taken over an annulus
of inner radius ri and outer radius ri+1.
B1 Covariance of wp,gg
For the projected two point function wp,gg(rp), the pairwise
line of sight weight function is
Wgg(Π) =
{
1 |Π | ≤ Πmax
0 otherwise
(B6)
(compare with equation A21 of Singh et al. 2017b) and the
integral over the weight function is∫ ∞
−∞
dΠWgg(Π)Wgg(Π) = 2Πmax . (B7)
Therefore eq. B4 becomes
Cov(wp(ri), wp(rj )) = 2Vs
[∫
dΠW2gg(Π)
]
×
∫ ∞
0
k dk
2pi
J0(kri) J0(krj )
(
Pgg(k) + Ng
)2
=
4Πmax
Vs
∫ ∞
0
k dk
2pi
J0(kri) J0(krj )
(
Pgg(k) + 1ng
)2
.
(B8)
B2 Covariance of γt
For galaxy-galaxy lensing, after modifying the Fourier trans-
form to account for the fact that the γt is a component of a
spin-2 tensor, eq. B4 reduces to
Cov(γt (ri), γt (rj )) = 1Vs
∫
dΠW2gγ(Π)
∫ ∞
0
k dk
2pi
J2(kri)J2(krj )
×
[ (
Pgg(k) + Ng
) (
Pγγ(k; Π) + Nγ
)
+ P2gγ(k)
]
=
1
Vs
∫ ∞
0
k dk
2pi
J2(kri)J2(krj )
×
[(
Pgg(k) + 1ng
) (
P2Dγγ (k) +
σ2γ
Σs
)
+ ΠlensP
2
gγ(k)
]
(B9)
where
P2Dγγ =
∫ χs
0
dχ
(
ρ¯
Σc(χ, χs)
)2
Pmm
(
k
χl
χ
)
, (B10)
Pgγ ≈
(
ρ¯
Σc(χl, χs)
)
Pgm(k) , (B11)
and Πlens is the effective line-of-sight depth of the squared
lensing weight function, given by
Πlens =
∫ χs
0
dχ
(
Σc(χl, χs)
Σc(χ, χs)
)2
. (B12)
B3 Covariance between γt (rp) and wgg(rp)
For the cross-probe covariance between the galaxy-galaxy
lensing and the galaxy-galaxy projected correlation function,
we have
Cov(γt (ri),wgg(rj ))
=
∫ ∫ dk31
(2pi)3
dk32
(2pi)3 e
ik1 ·ri eik2 ·r j Cov2D
(
Pgγ(k1), Pgg(k2)
)
=
2
Vs
[∫
dΠWgγ(Π)Wgg(Π)
]
×
∫ ∞
0
k dk
2pi
J2(kri)J0(krj )
[
Pgg(k) Pγg(k)
]
≈ 4Πmax
Vs
∫ ∞
0
k dk
2pi
J2(kri)J0(krj )
×
(
ρ¯
Σc(χl, χs)
)
Pgm(k) Pgg(k) . (B13)
B4 Projected radius of a survey
For various computations related to the covariance matrix
(e.g., the effective source density Σs), it is necessary to com-
pute the effective projected radius. For this purpose, we as-
sume a survey at a single redshift z with spherical cap ge-
ometry in a flat universe, where the effective survey radius
Rs is such that the area of a flat circle with radius Rs is
equivalent to that of a spherical cap survey. Then we have
piR2s = 4piχ2 fsky , (B14)
where fsky is the fraction of the sky covered by the survey
and χ is the comoving radial distance to the effective survey
redshift z. Then we have
Rs = 2χ
√
fsky . (B15)
For a survey of 9736 sq. deg. at an effective redshift z = 0.3,
Rs ≈ 812.9 h−1 Mpc.
APPENDIX C: GAUSSIAN PROCESS
IMPLEMENTATION
The Gaussian process predictor for the expected value of
scalar-valued process (i.e., function) y(x?) is
yˆ(x?) =
N∑
i
k(xi, x?)αi , (C1)
where the coefficients αi are computed by
α = (K + σ2ii I)−1y , (C2)
where Ki j = k(xi, xj ), y is the vector of training data ob-
servations, k is the kernel (i.e., covariance) function, and
the indices i, j run over the training data of size N. This is
simply a Wiener filter applied to the training data (Rybicki
& Press 1992). As such, a key assumption of this method is
that noise of the process that we seek to predict is Gaussian.
In our application, the training data consists of the values
of wp,sim/wp,analytic (or ∆Σ) in a given radial bin and the
parameter values at which these were computed. We esti-
mate the noise σ2ii of each datapoint via the sample variance
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estimator of the 20 stochastic HOD realizations computed
at each value of the parameters.
The surge in recent applications is due to the realization
that such a smoothing filter can be applied to arbitrary ma-
chine learning (i.e., curve fitting) problems by marginalizing
over the unknown function k (O’Hagan & Kingman 1978;
Sacks et al. 1989; Rasmussen & Williams 2006). Due to com-
putational expense, and as is standard practice, one can find
a single covariance function k (over some well-defined class
of functions) which maximizes the marginal likelihood of the
Gaussian process.
However, instead of maximizing the marginal likeli-
hood itself, we instead maximize a closely-related function,
namely, the leave-one-out pseudo-likelihood
lnL =
N∑
i
[
−1
2
log
(
λσ2i
)
− 1
2
| |LOOE| |2i
λσ2
i
− 1
2
log 2pi
]
, (C3)
| |LOOE| |2i =
(
yˆ(i),i − yi
)2
, (C4)
where N is the number of training points, | |LOOEi | | is the
leave-one-out cross-validation error on training point i, σ2i
is the noise variance of on training point i, and λ is a free
parameter that rescales all of the variances. This function is
obtained by taking the product over i = 1, 2, . . . , N of the con-
ditional likelihoods for training point yi given that all train-
ing points except yi are known, which is precisely the situ-
ation when performing leave-one-out cross-validation. This
pseudo-likelihood has the useful property that it is inde-
pendent of the form of the kernel function k, unlike the
true marginal likelihood of the Gaussian process (which de-
pends on the log determinant of K), which ensures that the
maximum of this function attempts to minimize the predic-
tion error regardless of the complexity of the kernel function
(Rasmussen & Williams 2006).
In order to efficiently compute the leave-one-out pre-
dictions yˆ(i), we use the identity for the inverse of a 2 × 2
block matrix (e.g., Press et al. 1992), assuming without loss
of generality that i = N. In this case, this identity reduces to
the covariance matrix K partitioned into sub-blocks, with A
an (N − 1) × (N − 1) matrix, b an (N − 1) column vector, and
c a scalar:
K−1 =
[
A b
bT c
]−1
=
[
A˜ b˜
b˜T c˜
]
, (C5)
where
A˜ = (A − c−1bbT )−1 = A−1 + c˜A−1bbT A−1 (C6)
b˜ = −c˜A−1b (C7)
c˜ = (c − bT A−1b)−1 . (C8)
With repeated application of the Sherman-Morrison-
Woodbury formula, we then solve for A−1 in terms of b˜,
b and A˜ to obtain
A−1 =
(
I − b˜bT
)
A˜ . (C9)
Recognizing that yˆ(i) = bT A−1y(i), we obtain the leave-one-
out prediction
yˆ(xi)(i) = −bT bb˜T A˜y(i) , (C10)
which can be rewritten in terms of the true value yi , the
matrix elements of K−1, and the matrix elements of K−1y as
(Rasmussen & Williams 2006, Eq. 5.12)
yˆ(xi)(i) = yi −
[K−1y]i
[K−1]ii
. (C11)
The leave-one-out error on point i is therefore
| |LOOE| |i = [K
−1y]i
[K−1]ii
. (C12)
For our kernel function k, we adopt the squared expo-
nential family of kernel functions
k(xi, xj ) = σ2signal exp
(
−1
2
dTΛd
)
+ σ2mean , (C13)
where d = xi −xj , Λ is a diagonal matrix of hyperparameters
over which to optimize, and σ2
signal
and σ2mean are hyperpa-
rameters over which to optimize. This kernel is a convenient
choice of an infinitely differentiable and translation invariant
function and is perhaps the most common kernel used in ma-
chine learning applications (Rasmussen & Williams 2006).
To optimize the hyperparameters (Λ, σ2
signal
, σ2mean,
λ), we use the BOBYQA derivative-free quadratic surface
optimization method (Powell 2009) included in the nlopt
software package (Johnson 2018). We find that the perfor-
mance of the emulator is very sensitive to the initial guess
of the hyperparameters, and that an initial guess for the
hyperparameters which implies a high signal-to-noise of the
training data is crucial in order to avoid being trapped in
a sub-optimal local maximum of eq. C4. In practice, we ac-
complish this by de-dimensionalizing all inputs and outputs
of the emulator, rescaling the range of each input parameter
xi to [0, 1] and rescaling the training data outputs yi so that
yi has mean zero and variance unity. Then we choose an ini-
tial guess for λ ≡ 0.01 and σsignal ≡ 1, which implies that
the training data have a signal-to-noise S/N greater than
implied by the input uncertainties by a factor λ−1/2 = 10.
For our training data, even allowing λ to vary, this is suffi-
cent to ensure that the optimization finds a relatively high
signal-to-noise solution rather than running away toward a
low signal-to-noise solution with low predictive power.
APPENDIX D: PROJECTION INTEGRALS
WITH FINITE BIN SIZE
In order to take advantage of statistical isotropy to increase
the signal-to-noise of our simulation training data, we di-
rectly measure the real-space (cross-)correlation functions,
and then transform to projected quantities. A slight compli-
cation arises when computing these from simulations rather
than from theory since we must tabulate these quantities
as bin-averaged correlation functions when counting pairs
of particles in simulations, but the projection integrals are
defined in terms of the raw correlation functions.
We compute the projection integrals from the tabulated
correlation functions as follows. Starting from the Abel in-
tegral transform
wp,xy(rp) = 2
∫ Πmax
rp
ξxy
(√
r2p + Π2
)
dΠ , (D1)
we assume ξxy is tabulated such that correlation function
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values are exact at midpoints of the tabulated bins ri (a
more accurate approach would be to compute the mean pair-
weighted separation within each bin). We then analytically
integrate, using piecewise linear elements on the interval be-
tween the midpoints of adjacent tabulated bins [ri,−, ri,+], to
obtain a second-order accurate (in adjacent bin separation
∆r) sum for wp(rp):
wp(rp) =
∑
i
2
(
ξi,− − miri,−
) (√
s2
i,+
− r2p −
√
s2
i,− − r2p
)
+
∑
i
mi
[
si,+
√
s2
i,+
− r2p − si,−
√
s2
i,− − r2p
+ r2p ln
©­­«
si,+ +
√
s2
i,+
− r2p
si,− +
√
s2
i,− − r2p
ª®®¬
 , (D2)
where
mi =
ξi,+ − ξi,−
ri,+ − ri,− (D3)
and
si,− = max
(
rp, ri,−
)
(D4)
si,+ = min
(
Πmax, ri,+
)
. (D5)
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