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Abstract— We address the multi-agent persistent monitoring
problem defined on a set of nodes (targets) interconnected
according to a network topology. Specifically, a measure of
mean overall node state uncertainty over a finite period is
to be minimized by controlling the motion of a cooperating
team of agents. Prior work has proposed on-line gradient-
based parametric controllers and off-line greedy cycle search
methods to address this persistent monitoring problem. These
approaches often lead to either low-performing local optima or
computationally intensive centralized solutions. In contrast, we
propose an event-driven receding horizon control approach that
is computationally efficient, distributed and on-line. A critical
novel element in this controller is that it automatically optimizes
its planning horizon length, thus making it parameter-free. We
show that explicit globally optimal solutions can be obtained
for every distributed optimization problem encountered at
each event where the receding horizon controller is invoked.
Extensive numerical results are included exhibiting significant
improvements compared to state of the art distributed on-line
parametric control solutions.
I. INTRODUCTION
A persistent monitoring problem arises when a dynami-
cally changing environment is to be monitored by a set of
mobile agents. Such problems encompass applications that
include surveillance [1], environmental sensing [2], event
detection [3], data collecting [4], [5] and energy management
[6], [7]. In contrast to coverage problems, where every point
in the environment is equally valued by agents [8], [9], we
focus on monitoring only a finite set of “points of interest”
(henceforth called “targets”) which hold a value [10]–[18]
and which the agent team senses (or collects information
from) in order to reduce an “uncertainty metric” associated
with the target state. Typically, the uncertainty metric of
a target decreases when an agent can monitor the target
by dwelling in its vicinity and increases when no agent is
monitoring it. The global objective is to control each agent’s
motion so as to collectively minimize an overall measure of
target uncertainties evaluated over a fixed period of interest.
Different persistent monitoring problem settings have been
considered in the literature varying in the specific global
objective to be optimized, including event-counts [3], idle-
times [10], error covariances [16], [19] or visibility states
[6], as well as the nature of the target state dynamics which
may be deterministic [11], [12], [18] or probabilistic [14],
[16], [19].
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Classical optimal control techniques are exploited in [15]
to solve persistent monitoring problems in 1D environments
where the optimal solutions minimizing an average target
uncertainty metric have been proven to be threshold-based
parametric controllers. However, as shown in [8], this syn-
ergy between optimal control and parametric controllers does
not extend to 2D environments. Instead, for such problems,
agent trajectories may be restricted to specific parametric
families (e.g., elliptical or Fourier) [8], [17] and optimal
solutions can still be determined within these families. Aside
from the generally sub-optimal trajectories obtained, this
approach is also limited by its inability to react to dynamic
changes in target uncertainty states and the dependence
of performance on the initial target/agent conditions which
leads to local optima. An alternative approach is to exploit
the network structure of the system consisting of targets
and agents which is modeled as a graph, where targets
are associated with nodes and inter-target agent trajectory
segments are associated with edges, to formulate Persistent
Monitoring on Networks (PMN) problems.
In PMN problems [11], [14], [20], each agent trajectory is
defined by the sequence of visited targets and the sequence
of dwell times spent at each visited target. Therefore, search-
ing for the optimal set of agent decision sequences is a
computationally intensive process. To overcome this issue,
[14] exploits the submodularity property of the objective
function and proposes a sub-optimal greedy solution with a
performance bound guarantee (see also [21]). However, this
approach and many others [3], [6], [10], [18] are limited
to centralized settings. The work in [11] overcomes this
challenge by adopting a distributed Threshold-based Control
Policy (TCP) where each agent enforces a set of thresh-
olds on its neighboring target uncertainty values to decide
immediate trajectory decisions in a distributed manner: the
dwell time to be spent at the current target and the next
target to visit. A gradient-based technique using Infinitesimal
Perturbation Analysis (IPA) [22] is then used to optimize
on line the threshold values. However, due to the use of
gradient techniques, this TCP approach to PMN problems
often converges to poor locally optimal solutions. This issue
is addressed in [13] by appending an off-line centralized
threshold initialization scheme which has been shown to con-
siderably increase performance at the expense of significant
computational effort for the initialization process. However,
since the on-line component of this solution is still governed
by the TCP method [11], any state (or system parameter)
perturbation would trigger a new threshold-tuning process
with a considerable amount of recovery time.
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Aiming to address the challenges mentioned above, this
paper departs from gradient-based approaches and follows an
entirely different direction for PMN problems. Specifically,
the event-driven nature of PMN systems is exploited to derive
an Event-Driven Receding Horizon Controller (RHC) to
optimally control each of the agents in an on-line distributed
manner using only a minimal amount of computational
power. The conventional use of a RHC involves selecting
a planning horizon over which an optimization problem
is solved (e.g., [4], [23]–[25]). A novelty in the proposed
RHC approach is the ability to simultaneously determine the
optimal value of the planning horizon to be used locally
at each agent, making it not only gradient-free but also a
parameter-free controller.
As a first step, we show that each agent’s trajectory is
fully characterized by the sequence of decisions it makes
at specific discrete event times. Then, considering an agent
at any one of these event times, we formulate a Receding
Horizon Control Problem (RHCP) to determine the immedi-
ate optimal decisions over an optimally determined planning
horizon; these decisions are subsequently executed only
over a shorter action horizon with the process sequentially
repeated as new events take place. Next, we exploit several
structural properties of this RHCP which takes the form of
a non-convex constrained optimization problem, to derive
a unique global optimal solution for it in closed form. By
introducing some modifications to the RHC architecture, we
also show how to obtain higher-performing solutions. Finally,
we investigate the performance improvement achieved (com-
pared to the IPA-TCP method in [11]) and the controller’s
ability to take into account the presence of random effects
affecting the system behavior.
The paper is organized as follows. Section II presents
the problem formulation, some preliminary results and an
overview of the RHC solution. In Section III, we show how
the RHCP is explicitly solved and modifications to it are
presented in Section IV. The performance and robustness of
the proposed RHC method are illustrated through simulation
results in Section V. Finally, Section VI concludes the paper.
II. PROBLEM FORMULATION
A. Persistent Monitoring On Networks (PMN) Problem
We consider an n-dimensional mission space containing
M targets (nodes) in the set T = {1,2, . . . ,M} where the
location of target i ∈ T is fixed at Yi ∈ Rn. A team of N
agents in the set A = {1,2, . . . ,N} is deployed to monitor
the targets. Each agent a ∈ A moves within this mission
space and its location at time t is denoted by sa(t) ∈ Rn.
a) Target Model: Each target i ∈T has an associated
uncertainty state Ri(t)∈R which follows the dynamics [11]:
R˙i(t) =
{
Ai−BiNi(t) if Ri(t)> 0 or Ai−BiNi(t)> 0
0 otherwise,
(1)
where Ai,Bi and Ri(0) values are prespecified and Ni(t) =
∑a∈A 1{sa(t) = Yi} (1{·} is the indicator function). There-
fore, Ni(t) represents the number of agents present at target
i at time t. Following from (1): (i) Ri(t) increases at a rate
Ai when no agent is visiting target i, (ii) Ri(t) decreases at a
rate BiNi(t)−Ai where Bi is the uncertainty removal rate by
a visiting agent (i.e., agent sensing or data collection rate)
to the target i, and, (iii) Ri(t)≥ 0, ∀t.
This problem setup (same as in [11], [13]) has an attractive
queueing system interpretation [11] where Ai and BiNi(t) are
respectively thought of as the arrival rate and the controllable
service rate at target (server) i ∈T in a queueing network.
b) Agent Model: Some persistent monitoring models
(e.g., [15], [19]) assume each agent a ∈ A to have a finite
sensing range ra > 0 so that it can decrease Ri(t) whenever it
is in the vicinity of target i∈T (i.e., whenever ‖sa(t)−Yi‖≤
ra). In our graph-based topology, the condition ‖sa(t)−Yi‖≤
ra is represented by agent a residing at the ith vertex of a
graph (i.e., 1{sa(t) = Yi}) and Ni(t) is used to replace the
role of the joint detection probability [15], [19] of a target i
by the team of agents.
c) Graph Topology: We embed a directed graph topol-
ogy G = (T ,E ) into the mission space such that the targets
are represented by the graph vertices T = {1,2, . . . ,M} and
the inter-target trajectory segments are represented by the
graph edges E ⊆ {(i, j) : i, j ∈ T }. We point out that these
trajectory segments may take arbitrary shapes in Rn so as to
account for potential constraints (e.g., physical obstacles) in
the agent motion. In the graph G , each trajectory segment
represented by an edge (i, j) ∈ E is assigned a value ρi j ∈
R≥0 representing the transit time an agent spends to travel
from target i to j. Based on E , the neighbor-set and the
neighborhood of a target i ∈T are defined respectively as
Ni , { j : (i, j) ∈ E } and ¯Ni =Ni∪{i}. (2)
Note that our analysis in this paper is independent of the
agent motion dynamic model which ultimately determines
the values of ρi j for edges (i, j) ∈ E . An extension of this
model is to consider ρi j as functions of controllable motion
variables (e.g., speed, acceleration).
d) Objective: Our objective is to minimize the mean
system uncertainty JT over a finite time interval [0,T ]:
JT ,
1
T
∫ T
0
∑
i∈T
Ri(t)dt, (3)
by controlling the motion of the team of agents through a
suitable set of feasible distributed controllers described next.
e) Control: Based on the graph topology G , whenever
an agent a∈A is ready to leave a target i∈T , its next-visit
target j is selected from Ni. Next, the agent travels on the
trajectory segment (i, j) ∈ E to arrive at target j spending a
transit time ρi j. Subsequently, it selects a dwell-time τ j ∈R≥0
to spend at target j (which contributes to decreasing R j(t)),
and then makes another next-visit decision.
Therefore, in a PMN problem, the control exerted on an
agent consists of a sequence of next-visit targets j ∈Ni and
dwell-times τi ∈R≥0. Our goal is to determine (τi, j) for any
agent residing at any target i at any time t ∈ [0,T ] which
are collectively optimal in the sense of minimizing (3). As
pointed out in [11], [13], this is a challenging task due to
the nature of the feasible control space, even for the simplest
PMN problem configurations.
f) Receding Horizon Control: The on-line distributed
gradient-based TCP method proposed in [11] requires each
agent to use a set of thresholds applied to its neighborhood
target uncertainties {R j(t) : j ∈ ¯Ni} in order to determine
its dwell-time τi and next-visit j ∈Ni decisions. Thus, the
objective in (3) is viewed as a function of these threshold
parameters. Starting from an arbitrary set of thresholds, each
agent iteratively updates them using a gradient technique
that exploits the information from observed events in agent
trajectories. Although this TCP approach is efficient due to
the use of IPA, it is limited by the presence of local optima.
Indeed, all gradient-based methods for designing optimal
agent trajectories are subject to this limitation in view of
the non-convex nature of the objective functions involved.
To address this limitation, this paper proposes an Event-
Driven Receding Horizon Controller (RHC) for each agent
a∈A . The basic idea of using a receding horizon in seeking
solutions to hard dynamic optimization problems has its
root in Model Predictive Control (MPC). Our approach (i)
exploits the event-driven nature of the control actions in
PMN problems, (ii) includes the planning horizon for each
iteration of the RHC as a decision variable to be optimized,
and (iii) provides solutions to each event-driven optimization
problem which do not require a gradient-based method. As
a result, the advantages of this approach are (i) a reduction
in computational complexity by orders of magnitude due
to the flexibility in the frequency of control updates, (ii)
performance improvements by avoiding many local optima
resulting from gradient-based optimization methods, and
(iii) a parameter-free controller by optimizing the planning
horizon length rather than treating it as a tunable parameter.
As introduced in [23] and extended later on in [4],[25], an
event-driven receding horizon controller solves an optimiza-
tion problem of the form (3) but limited to a prespecified
planning horizon whenever an event is observed; the result-
ing (optimal) control is then executed over a generally shorter
action horizon defined by the occurrence of the next event of
interest to the controller. This process is iteratively repeated
in event-driven fashion.
In the PMN problem, the aim of the RHC, when invoked at
time t for an agent residing at target i ∈T , is to determine
the immediate next-visit target j ∈ Ni and dwell times at
targets i and j (i.e., τi and τ j respectively). These three
decisions jointly form a control Ui(t) and its optimal value is
determined by solving an optimization problem of the form:
U∗i (t) = argmin
Ui(t)∈U(t)
[
JH(Xi(t),Ui(t);H)+ JˆH(Xi(t+H))
]
, (4)
where Xi(t) is the current local state and U(t) is the feasible
control set at t (whose exact definition will be provided later).
The term JH(Xi(t),Ui(t);H) is the immediate cost over the
planning horizon [t, t +H] and JˆH(Xi(t +H) is an estimate
of the future cost evaluated at the end of the planning
horizon t+H. In prior work [4], [23], [25], the value of the
planning horizon length H is selected exogenously. However,
in this paper we will include this value into the optimiza-
tion problem and ignore the JˆH(Xi(t +H)) term. Thus, by
optimizing the planning horizon, we compensate for the
complexity and intrinsic inaccuracy of the JˆH(Xi(t+H)) term
whose evaluation requires information from the full network.
However, this is not possible in the proposed distributed
RHC setting which allows each agent to separately solve
(4) using only local state information.
Remark 1: Even though the target uncertainty model (1)
and the main objective (3) play a crucial role in deriving
the exact solution to the RHCP, the proposed overall RHC
architecture can be readily adopted for persistent monitoring
problems with different target state models and objectives
such as the ones used in [14], [16], [18], [19].
B. Preliminary Results
According to (1), the target state Ri(t), i ∈ T , is piece-
wise linear and its gradient R˙i(t) changes only when one of
the following (strictly local to target i) events occurs: (i) An
agent arrival at i, (ii) An event [Ri→ 0+], or (iii) An agent
departure from i. Let the occurrence of such events associated
with target i be indexed by k = 1,2, . . . and the respective
event occurrence times be denoted by tki with t
0
i = 0. Then,
R˙i(t) = R˙i(tki ), ∀t ∈ [tki , tk+1i ). (5)
If a control constraint is imposed so that agents dwell on
target i in a non-overlapping manner (i.e., one agent at a
time), then Ni(t) ∈ {0,1}, ∀t ∈ [0,T ] in (1) and it follows
from (5) that the sequence {R˙i(tki )}, k= 0,1,2, . . ., is a cyclic
order of three elements: {−(Bi−Ai),0,Ai}. As pointed out
in [12], [13], allowing overlapping dwell intervals at some
target (also referred to as “target sharing”) is known to lead
to solutions with poor performance levels (clearly, this issue
does not apply to single-agent problems). This observation
motivates our first assumption.
Assumption 1: The controller is constrained to enforce the
non-overlapping condition: Ni(t) ∈ {0,1}, ∀t ∈ [0,T ], ∀i ∈
T .
In order to ensure that each agent is capable of enforcing
the event [Ri → 0+] at any i ∈ T , the following simple
stability condition is assumed (similar to [13]).
Assumption 2: Target uncertainty rate parameters Ai and
Bi of each target i ∈T satisfy 0≤ Ai < Bi.
a) Decomposition of the objective function: Let the
contribution of target i to the objective JT in (3) during a
time period [t0, t1) be 1T Ji(t0, t1) where
Ji(t0, t1),
∫ t1
t0
Ri(t)dt.
Theorem 1 provides a target-wise and temporal decomposi-
tion of the objective function JT based on Ji(t0, t1).
Theorem 1: The contribution to the objective JT by target
i ∈ T during a time period [t0, t1) ⊆ [tki , tk+1i ) for some k ∈
Z≥0 is 1T Ji(t0, t1), where,
Ji(t0, t1) =
(t1− t0)
2
[
2Ri(t0)+ R˙i(t0)(t1− t0)
]
. (6)
Proof: In (3), by taking the summation operator out of
the integration and then splitting the time interval t ∈ [0,T ]
of the integration of Ri(t) profile into three parts gives
JT =
1
T
[
∑
j∈T \{i}
∫ T
0
R j(t)dt
]
+
1
T
[∫ t0
0
Ri(t)dt+
∫ t1
t0
Ri(t)dt+
∫ T
t1
Ri(t)dt
]
, (7)
where ·\· represents the set subtraction operator. Therefore,
clearly the contribution of target i to the main objective JT
during the time period t ∈ [t0, t1) is 1T Ji(t0, t1) where,
Ji(t0, t1) =
∫ t1
t0
Ri(t)dt.
Moreover, since [t0, t1) ⊆ [tki , tk+1i ), the relationship (5) im-
plies that
∫ t1
t0 Ri(t)dt represents the area of a trapezoid (whose
parallel sides are Ri(t0) and Ri(t1)). Therefore,
Ji(t0, t1) =
[
Ri(t0)+Ri(t1)
2
× (t1− t0)
]
.
Also, (5) gives that Ri(t1)=Ri(t0)+R˙i(t0)(t1−t0). Therefore,
Ji(t0, t1) =
(t1− t0)
2
[
2Ri(t0)+ R˙i(t0)(t1− t0)
]
.
A simple corollary of Theorem 1 is to extend it to any
interval [t0, t1) which may include one or more event times
tki .
Corollary 1: Let t0 = tki be the time when an agent arrived
at target i ∈ T , followed by an [Ri→ 0+] event at t = tk+1i
and a departure event at t = tk+2i . Then, for any t1 such that
tk+2i ≤ t1 ≤ tk+3i ,
Ji(t0, t1) =
u0i
2
[
2Ri(t0)− (Bi−Ai)u0i
]
+
u1i
2
[
Aiu1i
]
, (8)
where u0i = t
k+1
i − t0 and u1i = t1− tk+2i .
Proof: Applying Theorem 1 to the three interested inter-
event intervals gives
Ji(t0, t1) =
(tk+1i − t0)
2
[
2Ri(t0)+ R˙i(t0)(tk+1i − t0)
]
+
(tk+2i − tk+1i )
2
[
2Ri(tk+1i )+ R˙i(t
k+1
i )(t
k+2
i − tk+1i )
]
+
(t1− tk+2i )
2
[
2Ri(tk+2i )+ R˙i(t
k+2
i )(t1− tk+2i )
]
.
Now, using: (i) the definitions of u0i ,u
1
i and vi , (tk+2i −
tk+1i ), (ii) the R˙i values stated earlier and (iii) the fact
that Ri(tk+1i ) = Ri(t
k+2
i ) = 0, the above expression can be
simplified as
Ji(t0, t1) =
u0i
2
[
2Ri(t0)− (Bi−Ai)u0i
]
+
vi
2
[2×0+0× vi]
+
u1i
2
[
2×0+Aiu1i
]
,
=
u0i
2
[
2Ri(t0)− (Bi−Ai)u0i
]
+
u1i
2
[
Aiu1i
]
.
b) Local objective function: In developing a dis-
tributed event-driven controller for an agent residing at some
target i ∈ T , this agent has to have the access to any
necessary local information from the neighborhood ¯Ni. In
particular we assume:
1) Target i∈T receives the information {A j,B j} at t = 0
from its neighbors j ∈Ni.
2) Target i∈T receives information {R j(t), R˙ j(t)} at any
time t from its neighbors j ∈Ni.
3) Any agent a ∈ A residing at target i ∈ T at time t
(i.e., sa(t) = Yi) can obtain the above two types of
information from any neighboring target j ∈ ¯Ni.
Next we define the local objective function of target i over
a time period [t0, t1)⊆ [0,T ] as
J¯i(t0, t1), ∑
j∈ ¯Ni
J j(t0, t1). (9)
The value of each J j(t0, t1) above is obtained through
Theorem 1 and its extension in Corollary 1 if [t0, t1) in-
cludes additional events (where [t0, t1) is decomposed into
a sequence of corresponding inter-event time intervals). In
essence, J¯i(t0, t1) can be evaluated by an agent residing at
target i at any required (event-driven) time instant (more
details are provided in the sequel).
C. RHC Problem (RHCP) formulation
Consider a situation where agent a ∈A resides at target
i∈T at some t ∈ [0,T ]. In our distributed setting, we assume
that agent a is made aware of only local events occurring in
the neighborhood ¯Ni. As defined earlier, the control Ui(t)
consists of (i) the dwell time τi at the current target i, (ii) the
next target j ∈Ni to visit and (iii) the dwell time τ j at the
selected next target j. Moreover, a dwell time decision τi (or
τ j) can be divided into two interdependent decisions: (i) the
active time ui (or u j) when Ri(t)> 0 (R j(t)> 0) and (ii) the
inactive (or idle) time vi (or v j) when Ri(t) = 0 (R j(t) = 0),
as shown in Fig. 1. Thus, agent a has to optimally choose
five decision variables which form the control vector
Ui(t), [ui(t), vi(t), j(t), u j(t), v j(t)]
Note that j(t) is discrete while the remaining four compo-
nents of Ui(t) are real-valued. The time argument of each
component of Ui(t) is omitted henceforth for notational
convenience.
Fig. 1: Event timeline and control decisions under RHC.
a) Fixed Planning Horizon: Recalling (4), the RHC
depends on the planning horizon H ∈R≥0 which is normally
viewed as a fixed control parameter. Note that t + H is
constrained by t+H ≤ T , hence, if this is violated, without
loss of generality, we redefine (truncate) the planning horizon
to be H = T − t.
In (4), let the current local state be Xi(t) = {Rm(t) : m ∈
¯Ni} and let us decompose the control Ui(t) into its real-
valued components and its discrete component (omitting time
arguments) as Ui j , [ui,vi,u j,v j]∈U and j∈Ni respectively.
Now, if the objective function JH(·) in (4) is chosen to reflect
the contribution to the main objective JT in (3) by the targets
in the neighborhood ¯Ni over the fixed time period [t, t+H]
(which is provided by (9) and Theorem 1), then,
JH(Xi(t),Ui j;H) =
1
H
J¯i(t, t+H), with,
U= {U : U ∈ R4, U ≥ 0, |U |+ρi j = H}.
(10)
The feasible control set U is such that ui, vi, u j, and v j are
non-negative real variables. Note that the notation | · | is used
to represent the 1-norm or the cardinality operator when the
argument is respectively a vector or a set.
In this setting, the optimal controls are obtained by solving
the following set of optimization problems, henceforth called
the RHC Problem (RHCP):
U∗i j = argmin
Ui j∈U
JH(Xi(t),Ui j;H); ∀ j ∈Ni, and, (11)
j∗ = argmin
j∈Ni
JH(Xi(t),U∗i j;H). (12)
Observe that (11) involves solving |Ni| optimization prob-
lems, one for each j ∈Ni. Then, (12) determines j∗ through
a simple numerical comparison. Therefore, the final optimal
decision variables are U∗i j∗ and j
∗.
According to (10), the choices for the four control vari-
ables in Ui j are restricted by Ui j ∈U such that |Ui j|+ρi j =H
(see also Fig.1). Therefore, the selection of H directly affects
the RHCP’s optimal solution. For example, if H is very
small, clearly the resulting optimal decisions U∗i j∗ and j
∗ (i.e.,
U∗i (t)) are myopic. Attempting to find the optimal choice of
H without compromising the on-line distributed nature of the
proposed RHCP solution is a challenging task.
b) Variable Planning Horizon: We address this prob-
lem by introducing a variable horizon w defined as:
w , |Ui j|+ρi j = ui+ vi+ρi j +u j + v j, (13)
and replacing H in (10) by w while, at the same time,
imposing the constraint w ≤ H. It is important to observe
that w defined in (13) is a function of ui(t),vi(t),u j(t),v j(t)
but we omit explicitly showing this dependence for notational
convenience. It is also important to note that now the value of
H is not critical as long as it is sufficiently large; for instance,
it can be chosen to be T−t. Thus, we see that the solution of
the RHCP (11)-(12) can now be obtained without any tunable
parameters, making the resulting controller parameter-free.
The objective function JH and the feasible control set U in
Fig. 2: Event driven receding horizon control approach.
the RHCP are now chosen as
JH(Xi(t),Ui j;H) =
1
w
J¯i(t, t+w), and,
U= {U : U ∈ R4, U ≥ 0, |U |+ρi j ≤ H}.
(14)
Therefore, this novel RHCP formulation allows us to simul-
taneously determine the optimal planning horizon size w∗ in
terms of the optimal control U∗i (t) as
w∗ = |U∗i j∗ |+ρi j∗ . (15)
On the other hand, this incorporation of w in (14), as opposed
to (10), makes the denominator term of the objective function
control-dependent and introduces new technical challenges
that we address in the rest of the paper. To accomplish this,
we will exploit structural properties of (14) and show that
the RHCP in (11) can be solved analytically and efficiently
to obtain its globally optimal solution.
c) Event-Driven Action Horizon: As in all receding
horizon controllers, the solution of each optimization prob-
lem over a certain planning horizon is executed only over
a shorter action horizon h. In the distributed RHC setting,
the value of h is determined by the first event that the agent
observes after t, the time instant when the RHCP was last
solved by the agent. Thus, in contrast to time-driven receding
horizon control, the RHC solution is updated whenever
asynchronous events occur; this prevents unnecessary steps
to re-solve the RHCP (11)-(12) with (14).
Figure 2 shows an example of three consecutive action
horizons (labeled h1,h2 and h3) observed by an agent a after
an event at t triggers the solution of the RHCP. Note that w∗1,
w∗2, w
∗
3 represent the three optimal planning horizon sizes
(i.e., w∗ in (15)) determined at each respective local event
time t, t+h1 and t+h1+h2.
Although our PMN problem setting is deterministic, in
a general RHC setting there may be uncontrollable random
events that trigger the controller (we will consider such cases
when investigating the robustness of the RHC in Section V).
Thus, in general, the determination of the action horizon h
may be controllable or uncontrolled. The former corresponds
to the occurrence of any one event resulting from an agent
solving a RHCP at some earlier time. We define next the
three controllable events associated with an agent when it
resides at target i; each of these events defines the action
horizon h following the solution U∗i (t) of a RHCP obtained
by this agent at some time t ∈ [0,T ]:
1. Event [h→ u∗i ]: This event occurs at time t + u∗i (t).
If Ri(t + u∗i (t)) = 0, this event coincides with an [Ri→ 0+]
event. Otherwise, Ri(t +u∗i (t))> 0 implies that the solution
of the associated RHCP dictates ending the active time at
target i before the [Ri→ 0+] event. Therefore, in that case,
by definition, no inactive time may follow, i.e., v∗i (t) = 0,
and [h→ u∗i ] coincides with a departure event from target i.
2. Event [h→ v∗i ]: This event occurs at time t + v∗i (t).
It is only feasible after an event [h → u∗i ] has occurred,
including the possibility that u∗i (t) = 0 in the RHCP solution
determined at t. Clearly, this always coincides with an agent
departure event from target i.
3. Event [h→ ρi j∗ ]: This event occurs at time t+ρi j∗(t).
It is only feasible after an event [h → u∗i ] or [h → v∗i ]
has occurred, including the possibility that u∗i (t) = 0 and
v∗i (t) = 0 in the RHCP solution determined at t. Clearly, this
coincides with an arrival event at target j∗(t) as determined
by the RHCP solution obtained at time t.
Observe that these events are mutually exclusive, i.e.,
only one is feasible at any one time. In addition, there are
uncontrollable events associated with a neighboring target
j ∈ Ni other than target i. In particular, let us define two
additional events that may occur at any neighbor j ∈Ni and
trigger an event at the agent residing at target i. These events
are a consequence of Assumption 1 and pertain only to multi-
agent persistent monitoring problems, where our controller
must enforce the no-target-sharing policy.
A target j ∈T is said to be covered at time t if it already
has a residing agent or if an agent is en route to visit it
from a neighboring target in N j. Thus, target j is covered
only if ∃k ∈N j and τ ∈ [t, t+ρk j) such that ∑a∈A 1{sa(τ) =
Yj} > 0. Since neighboring targets communicate with each
other, this information can be determined at any target in
¯N j at any time t. Therefore, an agent a ∈ A residing at
target i can prevent target sharing at target j ∈Ni by simply
modifying the neighbor set Ni used in the RHCP solved at
time t to exclude all covered targets. Let us use Ni(t) to
indicate a time-varying neighborhood of target i. Then, if
target j becomes covered at time t, we set
Ni(t) =Ni(t−)\{ j}. (16)
The effect of this modification is clear if a RHCP solved by
an agent at target i at some time t leads to a next-visit solution
j∗ ∈Ni(t): if this is followed by an event at t ′ > t causing
target j∗ to become covered, then Ni(t ′) =Ni(t)\{ j∗} and
the agent at target i (whether active or inactive) must re-solve
the RHCP at t ′ with the new Ni(t ′). Note that as soon as an
agent a is en route to j∗, then j∗ becomes covered, hence
preventing any other agent from visiting j∗ prior to agent a’s
subsequent departure from j∗.
Based on this discussion, we define the following two
additional neighbor-induced local events triggered at j ∈Ni
and affecting an agent a residing at target i:
4. Covering Event C j, j ∈Ni: This event causes Ni(t)
to be modified to Ni(t−)\{ j}.
5. Uncovering Event C¯ j, j ∈Ni: This event causes Ni(t)
to be modified to Ni(t−)∪{ j}.
If one of these two events takes place while an agent
residing at target i is either active or inactive, then the RHCP
(11)-(12) is re-solved to account for the updated Ni(t). This
may affect the values of the optimal solution U∗i from the
previous solution. Note, however, that the new solution will
still give rise to an event [h→ u∗i ] (if the RHCP is solved
while the agent is active) or [h→ v∗i ] (if the RHCP is solved
while the agent is inactive).
d) Computing J¯i: The existence of multiple agents hin-
ders the ability to analytically express the function J¯i(t, t+w)
involved in the RHCP as it requires the agent a (whom is
residing in i at t planning a trajectory that visits neighbor j)
to have the knowledge of the events that will occur at each
neighbor m ∈Ni\{ j} during the future time period [t, t+w)
(see (14), (9) and Theorem 1).
However, this task becomes tractable when the aforemen-
tioned neighbor-set modification in (16) is employed. For
example, upon using (16), if some neighbor m∈Ni(t), then,
there is no other agent residing in or en route to target
m at t. Therefore, clearly, R˙m(τ) = Am for the period τ ∈
[t, t+r) where r≥minq∈Nm ρqm. Now, if [t, t+r)⊆ [t, t+w),
projections are used to estimate the remaining portion of
the Rm(τ) profile (i.e. for τ ∈ [t + r, t +w]). This enables
expressing J¯i(t, t+w) analytically.
e) Three forms of the RHCP: It is clear from this
discussion that the exact form of the RHCP to be solved
at time t depends on the event that triggered the end of
the previous action horizon (i.e., the event occurring at time
t) and the target state Ri(t). In particular, there are three
possible forms of the RHCP (11)-(12):
RHCP1: This problem is solved by an agent arriving at
target i, i.e., when an event [h→ ρki] occurs at time t for any
k∈Ni(t). The solution U∗i (t) includes u∗i (t)≥ 0, representing
the amount of time that the agent should be active at target
i. This problem is also solved while the agent is active at
target i (i.e., while Ri(t)> 0) if a C j or C¯ j event occurs for
any j ∈Ni(t).
RHCP2: This problem is solved by an agent residing at
target i when an event [h→ u∗i ] occurs at time t with Ri(t) =
0. This problem is also solved while the agent is inactive (i.e.,
Ri(t) = 0) at i if a C j or C¯ j event occurs for any j ∈Ni(t). In
both cases, the solution U∗i (t) is now constrained to include
u∗i (t) = 0 by default, since the agent can no longer be active
at target i.
RHCP3: This problem is solved by an agent departing
from target i and may be triggered by one of two events: (i)
Event [h→ u∗i ] at time t with Ri(t)> 0. The solution U∗i (t)
is constrained to include u∗i (t) = 0 by default; in addition, it
is constrained to have v∗i (t) = 0 since the agent ceases being
active while Ri(t) > 0, implying that it must immediately
depart from target i without becoming inactive. (ii) Event
[h → v∗i ] at time t, implying that the agent is no longer
inactive and must depart from target i. As in case (i), the
solution U∗i (t) is constrained to have both u∗i (t) = 0 and
v∗i (t) = 0 by default.
f) Complexity of RHCPs: As we will show next, all
three problem forms of the RHCP discussed above can be
solved to obtain the corresponding globally optimal solutions
in closed form. Therefore, their complexity is constant and
the overall RHC complexity scales linearly with the number
of events occurring in [0,T ].
III. SOLVING THE EVENT-DRIVEN RECEDING HORIZON
CONTROL PROBLEMS
In this section, we present the solutions to the identified
three forms of RHCPs discussed above. We begin with
RHCP3 due to its relative simplicity.
A. Solution of RHCP3
Recall that an agent solves RHCP3 when it is ready to
leave the target where it resides. Therefore, u∗i (t) = 0 and
v∗i (t)= 0 by default and Ui j in (11) is reduced to Ui j = [u j,v j]
with Ui(t) = [ j,u j,v j]. The obtained j∗(t) directly defines the
next destination to visit. Clearly, RHCP3 plays a crucial role
in defining agent trajectories in terms of targets visited.
The variable horizon w (13) for this case is w= ρi j+u j+
v j and, from (14), w is constrained so that ρi j ≤ w ≤ H.
Therefore, ρi j ≤ H is assumed henceforth in this section.
a) Constraints: We begin with identifying an upper
bound for the active time control variable u j. This is the
maximum active time possible at target j, which is defined
by the condition R j(t +ρi j + u j) = 0. Denoting this upper-
bound by uBj , it follows from (1) that
uBj (t),
R j(t+ρi j)
B j−A j =
R j(t)+A jρi j
B j−A j . (17)
Note that the dependence of uBj (t) on t captures its depen-
dence on the initial condition R j(t); for notational simplicity,
we shall henceforth omit this time dependence. A tighter
upper-bound than uBj on u j, as well as an upper-bound on
v j, denoted respectively by u¯ j and v¯ j are imposed by the
variable horizon constraint w= u j+v j+ρi j ≤H as follows:
u¯ j ,min{uBj , H−ρi j} and v¯ j , H− (ρi j +uBj ). (18)
Moreover, in order to have a positive inactive time v j > 0
a necessary condition is that it first spends the maximum
active time possible u j = uBj . Therefore, we now see that
any feasible pair Ui j = [u j,v j] ∈U in (11) belongs to one of
the two constraint sets:
U1 = {0≤ u j ≤ u¯ j, v j = 0} or U2 = {u j = uBj , 0≤ v j ≤ v¯ j},
(19)
where uBj , u¯ j, v¯ j are given in (17),(18) and Ui j = [u
B
j ,0] is
allowed to be a feasible control in both sets.
b) Objective: Following from (14), the objective func-
tion corresponding to RHCP3 is taken as
JH(Ui j) = JH(Xi(t), [0,0,Ui j];H) =
1
w
J¯i(t, t+w).
To obtain an exact expression for JH(Ui j), first the local
objective function J¯i is decomposed using (9):
J¯i = J j + ∑
m∈ ¯Ni\{ j}
Jm. (20)
Considering the state trajectories shown in Fig. 3 for the case
where agent a goes from target i to target j with decisions
u j and v j, both J j and Jm terms in (20) are evaluated for the
period [t, t+w) using Theorem 1 as
J j =
ρi j
T
[2R j(t)+A jρi j]+
u j
T
[2(R j(t)+A jρi j)
− (B j−A j)u j] , and
Jm =
(ρi j +u j + v j)
T
[2Rm(t)+Am(ρi j +u j + v j)] .
Fig. 3: State trajectories during [t, t+w) for the RHCP3
Now, combining the above two results and substituting it
in (20) gives the complete objective function JH(Ui j) as
JH(u j,v j) =
C1u2j +C2v
2
j +C3u jv j +C4u j +C5v j +C6
ρi j +u j + v j
,
(21)
where,
C1 =
1
2
[
A¯−B j
]
, C2 =
A¯ j
2
, C3 = A¯ j, C4 =
[
R¯(t)+ A¯ρi j
]
,
C5 =
[
R¯ j(t)+ A¯ jρi j
]
, C6 =
ρi j
2
[
2R¯(t)+ A¯ρi j
]
,
and (the neighbor-set parameters)
A¯i j = ∑
m∈Ni\{ j}
Am, R¯i j(t) = ∑
m∈Ni\{ j}
Rm(t),
A¯i = A¯i j +A j, A¯ j = A¯i j +Ai, A¯ = A¯i j +Ai+A j,
R¯i = R¯i j +R j, R¯ j = R¯i j +Ri, R¯ = R¯i j +Ri+R j.
(22)
Note that Ci ≥ 0 for all i except C1 which is non-negative
only when B j ≤ A¯.
c) Solving RHCP3 for optimal control (u∗j ,v∗j): Based
on the first step of RHCP (11), (u∗j ,v∗j) is given by
(u∗j ,v
∗
j) = argmin
(u j ,v j)
JH(u j,v j), (23)
where (u j,v j) ∈ U1 or (u j,v j) ∈ U2 as in (19).
- Case 1: (u j,v j)∈U1 = {0≤ u j ≤ u¯ j, v j = 0}. Clearly,
v∗j = 0 and (23) takes the form:
u∗j = argmin
u j
JH(u j,0).
0≤ u j ≤ u¯ j
(24)
Lemma 1: The unique optimal solution of (24) is
u∗j =
{
u¯ j if u¯ j ≥ u#j and A¯ < B j,
0 otherwise,
(25)
where
u#j =
A¯ρi j
Bi− A¯ . (26)
Proof: Using (21), first and second order derivatives of
JH(u j,0) can be obtained respectively as J′(u j) and J′′(u j),
where
J′(u j) =
A¯−B j
2
+
B jρ2i j
2(ρi j +u j)2
, and
J′′(u j) = −
B jρ2i j
(ρi j +u j)3
.
Notice that J′(0) > 0 and J′′(u j) < 0,∀u j ≥ 0. This implies
that J′(u j) is monotonically decreasing with u j ≥ 0. Also
note that limu j→∞ J
′(u j) =
A¯−B j
2 .
Therefore, for the case where A¯ ≥ B j, the objective
JH(u j,0) is monotonically increasing with u j. Hence u∗j = 0
in (24).
For the case where A¯ < B j, the limiting value of J′(u j)
is negative. This implies an existence of a maximum (of
JH(u j,0)) at some u j ≥ 0. However, such a maximizing u j
value is irrelevant to (24). Nevertheless, a crucial u j value
is located at the point where JH(0,0) = JH(u j,0) occurs.
Using (21), this can be determined as u j =
C6−C4ρi j
C1
which
simplifies to u j = u#j where u
#
j is given in (26). According
to the nature of J′(u j) and J′′(u j), it is clear that JH(u j,0)
should be decreasing with u j ≥ u#j (below JH(0,0) value).
Therefore, when u¯ j ≥ u#j (and A¯ < B j), u∗j = u¯ j in (24).
Note that u#j in (26) is completely known to the agent and
it can be thought of as a break-even point for u j, where if
u¯ j allows u j to increase beyond the u#j value, it is always
optimal to do so by choosing the extreme point u∗j = u¯ j. It
is also worth pointing out that Lemma 1 still holds for time-
varying target parameters or the transit time ρi j. However,
in such a case, the solution u∗j in (24) will become time-
dependent as it has to switch between u¯ j and 0 depending
on the conditions u¯ j ≥ u#j and A¯≤ B j.
Remark 2: When H is sufficiently large, according to (19)
and (17), u¯ j = uBj =
R j(t)+A jρi j
B j−A j . Therefore, the condition u¯ j ≥
u#j used in (24) becomes explicitly dependent on the target
state R j(t):
u∗j =
{
u¯ j if R j(t)≥ ρi j
[
B j−A j
B j−A¯ · A¯−A j
]
and A¯ < B j
0 otherwise.
(27)
- Case 2: (u j,v j) ∈ U2 = {u j = uBj , 0 ≤ v j ≤ v¯ j}.
Obviously, u∗j = uBj and (23) takes the form:
v∗j = argmin
v j
JH(uBj ,v j).
0≤ v j ≤ v¯ j
(28)
Lemma 2: The unique optimal solution of (28) is
v∗j =
0 if A¯≥ B j
[
1− ρ
2
i j
(ρi j+uBj )2
]
min{v#j , v¯ j} otherwise,
(29)
where
v#j =
√
(B j−A j)(ρi j +uBj )2−B jρ2i j
A¯ j
− (ρi j +uBj ). (30)
Proof: Similar to the proof of Lemma 1, using (21), first
and second order derivatives of JH(uBj ,v j) with respect to v j
can be obtained respectively as J′(v j) and J′′(v j), where
J′(0) =
A¯
2
− B j
2
[
1− ρ
2
i j
(ρi j +uBj )2
]
, and
J′′(v j) =
R2j(t)+2B jρi jR j(t)+A jB jρ2i j
(B j−A j)(ρi j +uBj + v j)
.
Note that J′′(v j) > 0 for all v j ≥ 0. This implies that
JH(uBj ,v j) is convex in the positive orthant of v j, and J
′(v j)
is increasing with v j ≥ 0 starting from J′(0) given above.
Now, if J′(0) ≥ 0, it implies that JH(uBj ,v j) is monoton-
ically increasing with v j ≥ 0. Therefore, for such a case,
v∗j = 0 and it proves the first case in (29).
When J′(0) < 0, there should exist a minimum to
JH(uBj ,v j) at some v j ≥ 0. Using calculus, the minimizing
v j value can be found easily as v j = v#j given in (30).
Now, based on the constraint 0≤ v j ≤ v¯ j in (29) and the
convexity of JH(uBj ,v j), it is clear that whenever v
#
j ≤ v¯ j =⇒
v∗j = v#j in (29) and whenever v#j > v¯ j =⇒ v∗j = v¯ j. This
proves the second case in (29).
Similar to u#j given in (26), v
#
j in (30) is completely known
to the agent. However, unlike u#j , v
#
j represents an optimal
choice available for v j. Therefore, whenever the constraints
on v j in (28) (i.e., 0 ≤ v j ≤ v¯ j) allow it, v∗j = v#j should be
chosen. Moreover, note that similar to Lemma 1, Lemma 2
also holds for time-varying system parameters.
Remark 3: The terms uBj and v¯ j involved in (29) can be
simplified (using (17) and (19) respectively) to illustrate the
state dependent nature of v∗j as follows:
v∗j =

0 if A¯≥ B j or R j(t)≤
[
ρi j(B j−A j)
√
B j√
B j−A¯
−ρi jB j
]
v#j
else if R j(t)≤
[√
(B j−A j)(H2A¯ j +ρ2i jB j)
−ρi jB j
]
v¯ j otherwise.
(31)
Cases 1 and 2 discussed above can be combined to yield
the following result.
Theorem 2: The optimal solution of (23) is
(u∗j ,v
∗
j) =

(0,0) if u#j > u¯ j or A¯≥ B j
(u¯ j,0) else if u¯ j < uBj
(uBj ,0) else if B j > A¯≥ B j
[
1− ρ
2
i j
(ρi j+uBj )2
]
(uBj ,v
#
j) else if v
#
j ≤ v¯ j
(uBj , v¯ j) otherwise,
(32)
where u#j is given in (26) and v
#
j is given in (30).
Proof: This result is a composition of the respective
solutions given in Lemmas 1 and 2. 
The above theorem implies that whenever: (i) H is suf-
ficiently large (ensuring u¯ j = uBj in (18)), (ii) the sensing
capabilities are high enough to ensure A¯ < B j and (iii)
target uncertainty R j(t) exceeds a known threshold (ensuring
u#j < u¯ j = u
B
j ), it is optimal to select u
∗
j = u
B
j , hence planning
ahead to drive R j(t) to zero. This conclusion is in line with
Theorem 1 in [11].
d) Solving for optimal next destination j∗: Using
Theorem 2, when agent a is ready to leave target i at some
local event time t, it can compute the optimal trajectory costs
JH(u∗j ,v∗j) for all j ∈Ni. Based on the second step of the
RHCP (12), the optimal neighbor to visit next is j∗ where
j∗ = argmin
j∈Ni
JH(u∗j ,v
∗
j). (33)
Thus, upon solving RHCP3 agent a departs from target i
at time t and follows the path (i, j∗) ∈ E to visit target j∗.
This optimal control will be updated upon the occurrence of
the next event, which, in this case, will be the arrival of the
agent at target j∗, triggering the solution of an instance of
RHCP1 at j∗ with the new neighborhood N j∗ .
On a separate note, note that both JH(u∗j ,v∗j) and j∗
are heavily dependent on {R j(t), u¯ j, v¯ j,A j,B j,ρi j : ∀ j ∈Ni}
values. Having such a dependence on the neighborhood is
crucial as it forces the agent to consider the underlying
network topology and monitoring aspects. Appendix B pro-
vides a counter example where the same RHCP3 have been
considered but with a different objective function form (other
than (14)). For that case, it is proven (in in Theorem 4) that
JH(u∗j ,v∗j) is dependent only on ρi j (see (93)) - which leads
to unfavorable results (see Theorem 5).
B. Solution of RHCP2
An agent a residing in target i has to solve RHCP2
only when an observed event is: (i) [Ri → 0+] or (ii) a
neighbor induced event C j or C¯ j, j ∈Ni, while Ri(t) = 0.
Therefore, u∗i (t) = 0 by default and Ui(t) = [vi, j,u j,v j] with
Ui j = [vi,u j,v j] in (11). Upon solving this RHCP2, the
obtained v∗i defines the remaining inactive time to be spent on
target i until the next local event occurs. The variable horizon
w defined in (13) for this case is w = vi+ρi j +u j + v j.
a) Constraints: Following the previously used nota-
tion, the maximal possible active time at target j forms an
upper-bound to the control variable u j given by
uBj (vi) =
R j(t+ vi+ρi j)
B j−A j =
R j(t)+A jρi j
B j−A j +
A j
B j−A j · vi.
(34)
Note that due to the inclusion of vi in RHCP2 (compared
to RHCP3), uBj is now dependent on vi (see (17)). Based
on the same arguments as in the analysis of RHCP3: (i) to
spend a positive inactive time at target j, the agent has to
first spend the maximum active time possible uBj (vi), and (ii)
the variable horizon is subject to w ≤ H, we now see that
any feasible Ui j = [vi,u j,v j] ∈ U in (11) for RHCP2 should
belong to one of the two constraint sets:
U1 = {0≤ vi ≤ v¯i(u j,v j), 0≤ u j ≤ u¯ j(vi), v j = 0},
U2 = {0≤ vi ≤ v¯i(u j,v j), u j = uBj (vi), 0≤ v j ≤ v¯ j(vi)},
(35)
where, uBj (vi) is given in (34) and
v¯i(u j,v j) = H− (ρi j +u j + v j),
u¯ j(vi) = min{uBj (vi), H− (vi+ρi j)},
v¯ j(vi) = H− (vi+ρi j +uBj (vi)).
Similar to (19), u¯ j and v¯ j respectively represent the limiting
values of active and inactive times at j. Along the same
lines, v¯i is the upper bound to the inactive time at i. How-
ever, in contrast to (19), the aforementioned three quantities
are control-dependent in (35). Moreover, note that in (35),
under U1, v¯i(u j,v j) = v¯i(u j,0) and under U2, v¯i(u j,v j) =
v¯i(uBj (vi),v j).
b) Objective: Following from (14), the objective func-
tion corresponding to RHCP2 is
JH(Ui j) = JH(Xi(t), [0,Ui j];H) =
1
w
J¯i(t, t+w).
To obtain an explicit expression for JH(Ui j), J¯i in (9) is
decomposed as,
J¯i = Ji+ J j + ∑
m∈Ni\{ j}
Jm. (36)
Considering the feasible state trajectories shown in Fig. 4 for
this case, the three terms Ji,J j and Jm in (36) are evaluated
for the period [t, t+w) using Theorem 1 as
Ji =
Ai(ρi j +u j + v j)2
2
,
J j =
(vi+ρi j)
2
[2R j(t)+A j(vi+ρi j)]
+
u j
2
[2(R j(t)+A j(vi+ρi j))− (B j−A j)u j] ,
Jm =
(vi+ρi j +u j + v j)
2
[2Rm(t)+Am(vi+ρi j +u j + v j)] .
Fig. 4: State trajectories of targets in ¯Ni during [t, t+w)
Combining these results and substituting them in (36)
gives the complete objective function JH(Ui j) as
JH(vi,u j,v j) =
1
vi+ρi j +u j + v j
[C1v2i +C2u
2
j +C3v
2
j
+C4viu j +C5viv j +C6u jv j +C7vi
+C8u j +C9v j +C10]
(37)
where
C1 =
A¯i
2
, C2 =
A¯−B j
2
, C3 =
A¯ j
2
, C4 = A¯i, C5 = A¯i j,
C6 = A¯ j, C7 =
[
R¯i(t)+ A¯iρi j
]
, C8 =
[
R¯i(t)+ A¯ρi j
]
,
C9 =
[
R¯i j(t)+ A¯ jρi j
]
and C10 =
ρi j
2
[
2R¯i(t)+ A¯ρi j
]
.
The remaining parameters are same as (22). Note that Ci ≥ 0
for all i except for C2, where C2 ≥ 0 ⇐⇒ A¯≥ B j.
c) Solving the RHCP2 for optimal control (v∗i ,u∗j ,v∗j):
Based on the first step of (11), the optimal controls for
RHCP2 are determined by
(v∗i ,u
∗
j ,v
∗
j) = argmin
(vi,u j ,v j)
JH(vi,u j,v j), (38)
where (vi,u j,v j) ∈ U1 or (vi,u j,v j) ∈ U2 as in (35).
- Case 1: (vi,u j,v j)∈U1 in (35): Then, v∗j = 0 and (38)
takes the form:
(v∗i ,u
∗
j) = argmin
(vi,u j)
JH(vi,u j,0)
vi ≥ 0, 0≤ u j ≤ uBj (vi),
vi+u j ≤ H−ρi j.
(39)
The above constraints follow from (35) and the relationships:
vi ≤ v¯i(u j,0) ⇐⇒ vi ≤ H− (ρi j +u j), and,
u j ≤ u¯ j(vi) ⇐⇒ u j ≤ uBj (vi) & u j ≤ H− (vi+ρi j).
Note that uBj (vi) is linear in vi (see (34)). Prior to presenting
the approach for solving (39), let us also formulate the
second sub-problem of (38) based on U2 in (35).
- Case 2: (vi,u j,v j) ∈ U2 in (35): Then, u∗j = uBj (v∗i )
and (38) takes the form:
(v∗i ,v
∗
j) = argmin
(vi,v j)
JH(vi,uBj (vi),v j)
vi ≥ 0, v j ≥ 0,
vi+uBj (vi)+ v j ≤ H−ρi j.
(40)
The constraints in (40) follow from (35) and the relation-
ships:
vi ≤ v¯i(uBj (vi),v j) ⇐⇒ vi ≤ H− (ρi j +uBj (vi)+ v j), and,
v j ≤ v¯ j(vi) ⇐⇒ v j ≤ H− (vi+ρi j +uBj (vi)).
- Combined Result: The two optimization problems
(39) and (40) belong to the class of constrained bi-variate
rational function optimization problems (RFOPs) in (82) dis-
cussed in Appendix A. Specifically, Appendix A presents a
computationally efficient, analytical procedure for obtaining
the globally optimal solution of such RFOPs. As we will see
in the rest of this paper, all remaining problems we need to
solve belong to the class of RFOPs.
To provide details, note that (39) is a special case of (82)
where
x =vi, y = u j, H(x,y) = JH(vi,u j,0)
P =
A j
B j−A j , L =
R j(t)+A jρi j
B j−A j , Q = 1,
M =H−ρi j, N = ∞.
(41)
Similarly, (40) is also a special case of (82) where
x =vi, y = v j, H(x,y) = JH(vi,uBj (vi),v j)
P =0, L = ∞, Q =
B j
B j−A j ,
M =H−ρi j− R j(t)+A jρi jB j−A j , N = ∞.
(42)
Upon individually obtaining solutions to (39) and (40),
the main optimization problem (38) is solved by simply
comparing the objective function values of those individual
solutions.
d) Solving for optimal (planned) next destination j∗:
The second step of RHCP2 (i.e., (12)) is to choose the
optimal neighbor j ∈Ni according to
j∗ = argmin
j∈Ni
JH(v∗i ,u
∗
j ,v
∗
j). (43)
This step requires the objective value of the optimal solution
U∗i j = [v∗i ,u∗j ,v∗j ] obtained for each j ∈ Ni (in (38)). Now,
v∗i taken from U∗i j∗ defines the inactive time that the agent
should spend at current target i starting from the current time
t until the next local event occurs. This next event is either:
(i) [h→ v∗i ] or (ii) a neighbor-induced C j or C¯ j event for
some j ∈Ni. Depending on this event, the agent will have
to subsequently solve an instance of RHCP3 or RHCP2
respectively.
C. Solution of RHCP1
An agent a residing at target i has to solve RHCP1 only
when an observed event is: (i) agent a’s arrival at target i,
or (ii) a neighbor induced event (i.e., C j or C¯ j for some
j ∈Ni) while Ri(t)> 0. Therefore, RHCP1 involves all the
decision variables Ui j , [ui,vi,u j,v j] and j included in (14).
Upon solving RHCP1, the obtained u∗i gives the active time
remaining to be spent at target i - until the next local event
occurs. The variable horizon w for this case is w = ui+vi+
ρi j +u j + v j, as in (13).
a) Constraints: Following the same notation as before,
the maximum possible active times at targets i and j respec-
tively are uBi and u
B
j (omitting the dependence on time t)
where
uBi =
Ri(t)
Bi−Ai , and
uBj (ui,vi) =
R j(t)+A jρi j
B j−A j +
A j
B j−A j · (ui+ vi).
(44)
Note that uBj is now dependent on the control variables ui
and vi. Based on the same arguments as in the analysis of
RHCP2: (i) to spend a positive inactive time at any target,
the agent should spend the maximum possible active time at
that target, and (ii) the variable horizon is subject to w≤H.
Thus, any feasible (ui,vi,u j,v j) in (11) belongs to one of the
four constraint set pairs: (Uik,U jl), k, l ∈ {1,2} where
Ui1 ={0≤ ui ≤ u¯i(u j,v j), vi = 0},
Ui2 ={ui = uBi , 0≤ vi ≤ v¯i(u j,v j)},
U j1 ={0≤ u j ≤ u¯ j(ui,vi), v j = 0},
U j2 ={u j = uBj (ui,vi), 0≤ v j ≤ v¯ j(ui,vi)},
(45)
with uBi and u
B
j (ui,vi) given in (44) and
u¯i(u j,v j) = min{uBi , H− (ρi j +u j + v j)},
v¯i(u j,v j) = H− (uBi +ρi j +u j + v j),
u¯ j(ui,vi) = min{uBj (ui,vi), H− (ui+ vi+ρi j)},
v¯ j(ui,vi) = H− (ui+ vi+ρi j +uBj (ui,vi)).
These are similar to (19) and (35), but, unlike (19) or (35),
each of these four limiting values are now dependent on two
control decisions.
b) Objective: According to (14), the objective function
corresponding to RHCP1 is
JH(Ui j) = JH(Xi(t),Ui j;H) =
1
w
J¯i(t, t+w).
To obtain an explicit expression for JH(Ui j), J¯i in (9) is
decomposed as in (36) and the three terms Ji, J j and Jm are
evaluated for trajectories such that the agent moves from
target i to j following decisions [ui,vi,u j,v j] during the
period [t, t +w). With the aid of Fig. 5 and Theorem 1 we
obtain:
Ji =
ui
2
[2Ri(t)− (Bi−Ai)ui]+ (ρi j +u j + v j)2
× [2(Ri(t)− (Bi−Ai)ui)+Ai(ρi j +u j + v j)] ,
J j =
(ui+ vi+ρi j)
2
[2R j(t)+A j(ui+ vi+ρi j)]
+
u j
2
[2(R j(t)+A j(ui+ vi+ρi j))− (B j−A j)u j] ,
Jm =
(ui+ vi+ρi j +u j + v j)
2
[2Rm(t)
+Am(ui+ vi+ρi j +u j + v j) ] .
Fig. 5: State trajectories of targets in ¯Ni during [t, t+w)
Combining the above three results and substituting it in
(36) gives the complete objective function JH(Ui j) as
JH(ui,vi,u j,v j) = C1u
2
i +C2v
2
i +C3u
2
j +C4v
2
j +C5uivi
+C6uiu j +C7uiv j +C8viu j +C9viv j +C10u jv j
+C11ui+C12vi+C13u j +C14v j +C15

ui+ vi+ρi j +u j + v j
,
(46)
where
C1 =
A¯−Bi
2
, C2 =
A¯i
2
, C3 =
A¯−B j
2
, C4 =
A¯ j
2
,
C5 = A¯i, C6 = A¯−Bi, C7 = A¯ j−Bi, C8 = A¯i,
C9 = A¯i j, C10 = A¯ j, C11 =
[
R¯(t)+(A¯−Bi)ρi j
]
,
C12 =
[
R¯i(t)+ A¯iρi j
]
, C13 =
[
R¯(t)+ A¯ρi j
]
,
C14 =
[
R¯ j(t)+ A¯ jρi j
]
and C15 =
ρi j
2
[
2R¯(t)+ A¯ρi j
]
.
The remaining parameters are same as (22). Note that all
the coefficients stated above are non-negative except for
C1,C3,C6,C7 and C11.
c) Solving the RHCP1 for optimal control
(u∗i ,v∗i ,u∗j ,v∗j): The first step of RHCP1 (11) can be
stated using (46) as
(u∗i ,v
∗
i ,u
∗
j ,v
∗
j) = argmin
(ui,vi,u j ,v j)
JH(ui,vi,u j,v j), (47)
where (ui,vi)∈Uik, (u j,v j)∈U jl for k, l ∈ {1,2} as in (45).
There are four different cases for this problem depending on
which of the four constraint set pairs in (45) is used.
- Case 1: (ui,vi) ∈ Ui1, (u j,v j) ∈ U j1 in (45): Then,
v∗i = 0, v∗j = 0 and (47) takes the form:
(u∗i ,u
∗
j) = argmin
(ui,u j)
JH(ui,0,u j,0)
0≤ ui ≤ uBi , 0≤ u j ≤ uBj (ui,0),
ui+u j ≤ H−ρi j.
(48)
The above constraints follow from (45) and the relationships:
ui ≤ u¯i(u j,0) ⇐⇒ ui ≤ uBi & ui ≤ H− (ρi j +u j), and,
u j ≤ u¯ j(ui,0) ⇐⇒ u j ≤ uBj (ui,0) & u j ≤ H− (ui+ρi j).
Note that uBj (ui,0) is linear and increasing with ui (see (44)).
Similar to before, prior to presenting the approach for solving
(48), let us also formulate the remaining sub-problems of
(47).
- Case 2: (ui,vi) ∈ Ui1, (u j,v j) ∈ U j2 in (45): Then,
v∗i = 0, u∗j = uBj (u∗i ,0) and (47) takes the form:
(u∗i ,v
∗
j) = argmin
(ui,v j)
JH(ui,0,uBj (ui,0),v j)
0≤ ui ≤ uBi , v j ≥ 0,
ui+uBj (ui,0)+ v j ≤ H−ρi j.
(49)
The constraints in (49) are from (45) and the relationships:
ui ≤ u¯i(uBj (ui,0),v j) ⇐⇒
ui ≤ uBi & ui ≤ H− (ρi j +uBj (ui,0)+ v j), and,
v j ≤ v¯ j(ui,0) ⇐⇒ v j ≤ H− (ui+ρi j +uBj (ui,0)).
- Case 3: (ui,vi) ∈ Ui2, (u j,v j) ∈ U j1 in (45): Then,
u∗i = uBi , v∗j = 0 and (47) takes the form:
(v∗i ,u
∗
j) = argmin
(vi,u j)
JH(uBi ,vi,u j,0)
vi ≥ 0, 0≤ u j ≤ uBj (uBi ,vi),
vi+u j ≤ H− (uBi +ρi j).
(50)
The constraints in (50), are from (45) and the relationships:
vi ≤ v¯i(u j,0) ⇐⇒ vi ≤ H− (uBi +ρi j +u j), and,
u j ≤ u¯ j(uBi ,vi) ⇐⇒
u j ≤ uBj (uBi ,vi) & u j ≤ H− (uBi + vi+ρi j).
Note that uBj (u
B
i ,vi) is linear and increasing with vi (44).
- Case 4: (ui,vi) ∈ Ui2, (u j,v j) ∈ U j2 in (45): Then,
u∗i = uBi , u∗j = uBj (uBi ,v∗i ) and (47) takes the form:
(v∗i ,v
∗
j) = argmin
(vi,v j)
JH(uBi ,vi,u
B
j (u
B
i ,vi),v j)
vi ≥ 0, v j ≥ 0,
vi+ v j +uBj (u
B
i ,vi)≤ H− (uBi +ρi j).
(51)
To write the last constraint in (51), (45) and the relationships:
vi ≤ v¯i(uBj (uBi ,vi),v j) ⇐⇒
vi ≤ H− (uBi +ρi j +uBj (uBi ,vi)+ v j), and,
v j ≤ v¯ j(uBi ,vi) ⇐⇒ v j ≤ H− (uBi + vi+ρi j +uBj (uBi ,vi)),
have been used.
- Combined Result: The optimization problems (48),
(49), (50) and (51) belong to the same class of RFOPs in
(82) discussed in Appendix A (similar to (39) and (40)).
Therefore, each of these four problems are solved exploiting
the computationally efficient, analytical, and globally optimal
solution presented in Appendix A.
To provide details, note that (48)-(51) conforms to (82)
using following four sets of mappings respectively:
(i) Case 1:
x =ui, y = u j, H(x,y) = JH(ui,0,u j,0)
P =
A j
B j−A j , L =
R j(t)+A jρi j
B j−A j , Q = 1,
M =H−ρi j, N = Ri(t)Bi−Ai ,
(52)
(ii) Case 2:
x =ui, y = v j, H(x,y) = JH(ui,0,uBj (ui,0),v j)
P =0, L = ∞, Q =
B j
B j−A j ,
M =H−ρi j− R j(t)+A jρi jB j−A j , N =
Ri(t)
Bi−Ai ,
(53)
(iii) Case 3:
x =vi, y = u j, H(x,y) = JH(uBi ,vi,u j,0)
P =
A j
B j−A j , L =
R j(t)+A jρi j
B j−A j +
A j
B j−A j ×
Ri(t)
Bi−Ai ,
Q =1, M = H−ρi j− Ri(t)Bi−Ai , N = ∞,
(54)
(iv) Case 4:
x =vi, y = v j, H(x,y) = JH(uBi ,vi,u
B
j (u
B
i ,vi),v j)
P =0, L = ∞, Q =
B j
B j−A j , N = ∞,
M =H−ρi j− R j(t)+A jρi jB j−A j −
B j
B j−A j ×
Ri(t)
Bi−Ai .
(55)
Upon obtaining the individual solutions to (48)-(51), the
main optimization problem (47) is solved by simply com-
paring the obtained optimal objective function values.
d) Solving for optimal (planned) next destination j∗:
The second step of RHCP1, same as (12), is to choose the
optimal next neighbor j according to
j∗ = argmin
j∈Ni
JH(u∗i ,v
∗
i ,u
∗
j ,v
∗
j). (56)
This step requires the objective values corresponding to the
optimal solutions U∗i j = [u∗i ,v∗i ,u∗j ,v∗j ] for each j ∈ Ni in
(47). Finally, recall that u∗i within the optimal solution U∗i j∗
defines the active time that the agent should spend at current
target i until the next local event occurs. This next event
is either (i) [h→ u∗i ] with Ri(t +u∗i ) > 0, (ii) [h→ u∗i ] with
Ri(t + u∗i ) = 0, or (iii) a neighbor induced C j or C¯ j event
for some j ∈Ni (while Ri > 0). Therefore, the agent will
have to subsequently solve an instance of RHCP3, RHCP2
or RHCP1 respectively.
IV. CONTROLLER ENHANCEMENTS
There are two reasons why our distributed RHC approach
cannot guarantee a global minimum of (3). First, in order to
operate in distributed fashion, we have omitted the future cost
estimate term JˆH(Xi(t +H)) in (4) and have defined a local
objective function (9) for an agent at target i which reflects
the structure of (3) limited to the neighborhood of target i. In
(9), all neighboring target states are equally weighted which
does not take into account the specific neighboring topology.
In particular, an optimal next-visit target j∗ determined by
RHCP3 favors neighbors with smaller ρi j and R j(t) values.
This can be alleviated by adopting different weights in the
targets j ∈Ni included in (9).
The second reason also stems from the distributed nature
of the RHC, as we have limited the information available to
an agent located at target i to its neighborhood ¯Ni. One can
expect that performance can be improved by considering an
extended neighborhood whereby additional information may
become available to the agent.
In this section, we address these two issues. Specifically,
we focus on improving the formulation of RHCP3 as it
involves the crucial next-visit decision j∗, which highly
affects the agent trajectories.
A. Using a weighted local objective in RHCP3
We generalize the local objective function decomposition
in (20) by introducing a weighted version of it as follows:
J¯i = αJ j +(1−α) ∑
m∈ ¯Ni\{ j}
Jm, (57)
where α ∈ [0,1]. This approach is more effective as it
can emphasize the contribution to the global cost by the
“neglected neighbor targets” m∈ ¯Ni\{ j} due to the choice of
target j ∈Ni as the next visit. We will refer to the modified
RHC approach using (57) as the “RHCα method”. It should
be noted that this modification has no significant effect on
the theoretical results of the previous sections.
Regarding desirable values of the weight α , we have
found that α < 0.5 is preferred. In order to extend the
parameter-free nature of the original RHC method to this
(a) Single-Agent Case in Fig. 14 (b) Multi-Agent Case in Fig. 18
Fig. 6: Variation of JT in (3) with α in (57)
RHCα method, we will use α = 1| ¯Ni|2 as a nominal choice,
so as to reduce the importance of target j based on the size
of the neighborhood of target i.
Lemma 3: If α = 0 is used in RHCα , the optimal next-
visit target j∗ given by RHCP3 (i.e., the solution to (12))
is
j∗ = argmin
j∈ ¯Ni
[
(2R¯(t)+ A¯ρi j)− (2R j(t)+A jρi j)
]
. (58)
Proof: Recall that Ui j = [u j,v j] and w = ρi j +u j + v j for
RHCP3. Applying α = 0 in (57) and using it in the RHCP3
objective JH(Ui j) = 1w J¯i(t, t + w) gives JH(Ui j) = R¯ j(t) +
1
2 A¯ j(ρi j + u j + v j). Therefore, clearly the minimizing Ui j
choice is u∗j = v∗j = 0 (i.e., the solution to (11)). Hence, the
optimal next-visit target j∗ following from (12) is j∈Ni with
the minimum R¯ j(t)+ 12 A¯ jρi j value. Using the relationships
R¯ j = R¯−R j and A¯ j = A¯−A j (see (22)), this j∗ choice yields
(58). 
Note that the first and second terms in (58) approximate
the contribution to the main objective (3) during the transit
time ρi j of the neighborhood and of target j respectively.
This is an important result (even if it is valid only under
α = 0) as it provides a direct, simple and intuitive approach
to obtain the next-visit target decision j∗ (skipping (11)) for
RHCP3.
Finally, to provide some intuition regarding how the choice
of α affects the PMN problem performance, Fig 6 shows
examples of how performance varies with α in two specific
PMN problems. We can see that α = 0 is sometimes directly
the optimal choice while in other cases there may be a
particular α < 0.5 which provides the optimal performance.
B. Extending RHCP3 to a two-target look ahead
In accordance with the goal of the RHC being decentral-
ized, RHCP3 limits feasible agent trajectories to a one-target
lookahead j ∈Ni ahead of target i. Therefore, an obvious
extension expected to provide improvements is to consider
agent trajectories two targets ahead of target i, assuming such
information can be provided to target i. This is achieved
by extending the associated planning horizon of RHCP3 as
shown in Fig. 7 so that it includes an extra target visit to
k ∈N j beyond vising target j ∈Ni.
In this case, the real-valued and discrete decision variables
become Ui jk = [u j,v j,uk,vk] and { j,k} respectively. The vari-
Fig. 7: Extended planning timeline for RHCP3
able horizon w defined in (13) becomes w= ρi j+u j+v+ j+
ρ jk +uk +vk. To obtain the optimal values of these decision
variables, we first extend the concepts of neighborhood ¯Ni
(2), local objective J¯i (9) and local state Xi(t) respectively as
˜Ni, J˜i, and X˜i(t) where
˜Ni = ∪ j∈ ¯NiN j, J˜i = ∑
m∈ ˜Ni
Jm, X˜i(t) = {Rm(t);m ∈ ˜Ni}.
The extended RHCP3 now takes the following form by
modifying (11), (12) and (14):
U∗i jk = argmin
Ui jk∈U
JH(X˜i(t),Ui jk;H);∀ j ∈Ni,∀k ∈N j, (59)
{ j∗,k∗}= argmin
j∈Ni, k∈N j
JH(X˜i(t),U∗i jk;H),with (60)
JH(X˜i(t),Ui jk;H) =
1
w
J˜i(t, t+w), and
U= {U : U ∈ R4,U ≥ 0, |U |+ρi j +ρ jk ≤ H}
(61)
Note that target sequences { j,k} where ρi j +ρ jk > H are
omitted from evaluating (59). Moreover, target sequences
where one of the targets is covered are also omitted from
evaluating (59). As we will see next, there are many similar-
ities between solving (59) and solving (11) under RHCP1.
a) Constraints: Following the same arguments used in
obtaining (44), an upper-bounds on control decisions u j and
uk can be obtained as uBj and u
B
k where
uBj =
R j(t)+A jρi j
B j−A j , and
uBk = u
B
k (u j,v j) =
Rk(t)+Ak(ρi j +ρ jk)
Bk−Ak +
Ak
Bk−Ak · (u j + v j).
(62)
Moreover, following (45), four constraint set pairs
(U jl ,Ukn), l,n ∈ {1,2} that define feasible (u j,v j,uk,vk) in
(59) (i.e., Ui jk ∈ U) can be obtained as:
U j1 ={0≤ u j ≤ u¯ j(uk,vk), v j = 0},
U j2 ={u j = uBj , 0≤ v j ≤ v¯ j(uk,vk)},
Uk1 ={0≤ uk ≤ u¯k(u j,v j), vk = 0},
Uk2 ={uk = uBk (u j,v j), 0≤ vk ≤ v¯k(u j,v j)},
(63)
where, uBj and u
B
k (u j,v j) are given in (62) and
u¯ j(uk,vk) = min{uBj , H− (ρi j +ρ jk +uk + vk)},
v¯ j(uk,vk) = H− (ρi j +uBj +ρ jk +uk + vk),
u¯k(u j,v j) = min{uBk (u j,v j), H− (ρi j +u j + v j +ρ jk)},
v¯k(u j,v j) = H− (ρi j +u j + v j +ρ jk +uBk (u j,v j)).
The notation u¯ j and v¯ j respectively represent the limiting
values of active and inactive times feasible at j. And u¯k and
v¯k represent the same for target k.
b) Objective: Following from the definition in (61),
the objective function of the extended RHCP3 is taken as
JH(Ui jk) = JH(X˜i(t),Ui jk;H) = 1w J˜i(t, t +w). To obtain an
expression for JH(Ui jk), extended neighborhood objective J˜i
is decomposed as
J˜i = J j + Jk + ∑
m∈ ˜Ni\{ j,k}
Jm. (64)
Next, the three terms J j, Jk and Jm are evaluated for a
case where the agent goes from target i to j and then to
k following decisions Ui jk during the period [t, t +w). State
trajectories for a such scenario is given in Fig. 8. Theorem
1 is utilized for this purpose to obtain:
J j =
ρi j
2
[2R j(t)+A jρi j]+
u j
2
[2(R j(t)+A jρi j)− (B j−A j)u j]
+
(ρ jk +uk + vk)
2
[2(R j(t)+A jρi j− (B j−A j)u j)
+ A j(ρ jk +uk + vk)
]
,
Jk =
(ρi j +u j + v j +ρ jk)
2
[
2Rk(t)+Ak(ρi j +u j + v j +ρ jk)
]
+
uk
2
[
2(Rk(t)+Ak(ρi j +u j + v j +ρ jk))− (Bk−Ak)uk
]
,
Jm =
(ρi j +u j + v j +ρ jk +uk + vk)
2
[2Rm(t)
+Am(ρi j +u j + v j +ρ jk +uk + vk) ] .
Fig. 8: State trajectories of targets in ¯N j during [t, t+w)
Combining the above three results and substituting it in
(64) gives the complete objective function JH(Ui jk) as
JH(u j,v j,uk,vk) = C1u
2
j +C2v
2
j +C3u
2
k +C4v
2
k +C5u jv j
+C6u juk +C7u jvk +C8v juk +C9v jvk +C10ukvk
+C11u j +C12v j +C13uk +C14vk +C15

ri j +u j + v j +ρ jk +uk + vk
,
(65)
where
C1 =
A˜−B j
2
, C2 =
A˜ j
2
, C3 =
A˜−Bk
2
, C4 =
A˜k
2
,
C5 = A˜ j, C6 = A˜−B j, C7 = A˜k−B j, C8 = A˜ j,
C9 = A˜ jk, C10 = A˜k, C11 =
[
R˜(t)−B jρ jk + A˜(ρi j +ρ jk)
]
,
C12 =
[
R˜ j(t)+ A˜ j(ρi j +ρ jk)
]
, C13 =
[
R˜(t)+ A˜(ρi j +ρ jk)
]
,
C14 =
[
R˜k(t)+ A˜k(ρi j +ρ jk)
]
and
C15 =
(ρi j +ρ jk)
2
[
2R˜(t)+ A˜(ρi j +ρ jk)
]
,
with (neighborhood parameters)
A˜ jk = ∑
m∈ ˜Ni\{ j,k}
Am, R˜ jk(t) = ∑
m∈ ˜Ni\{ j,k}
Rm(t),
A˜ j = A˜ jk +Ak, A˜k = A˜ jk +A j, A˜ = A˜ jk +A j +Ak,
R˜ j = R˜ jk +Rk, R˜k = R˜ jk +Rk, R˜ = R˜ jk +R j +Rk.
(66)
Note that all the coefficients stated above are non-negative
except for C1,C3,C6,C7 and C11.
c) Solving the extended RHCP3 for (u∗j ,v∗j ,u∗k ,v
∗
k) and
{ j∗,k∗}: Based on (59) and (65), the optimal decisions
(u∗j ,v∗j ,u∗k ,v
∗
k) are given by
u∗j ,v
∗
j ,u
∗
k ,v
∗
k) = argmin
(u j ,v j ,uk,vk)
JH(u j,v j,uk,vk) (67)
where (u j,v j)∈U jl , (uk,vk)∈Ukn for l,n∈ {1,2} as in (63).
- Case 1: (u j,v j) ∈ U j1, (uk,vk) ∈ Uk1 in (63): Then,
v j = v∗j = 0, vk = v∗k = 0 and (67) takes the form:
(u∗j ,u
∗
k) = argmin
(u j ,uk)
JH(u j,0,uk,0)
0≤ u j ≤ uBj ,
0≤ uk ≤ uBk (u j,0),
u j +uk ≤ H− (ρi j +ρ jk).
(68)
To write the constraints in (68), (63) and the relationships:
u j ≤ u¯ j(uk,0) ⇐⇒ u j ≤ uBj & u j ≤ H− (ρi j +ρ jk +uk),
uk ≤ u¯k(u j,0) ⇐⇒
uk ≤ uBk (u j,0) & uk ≤ H− (ρi j +u j +ρ jk),
have been used. Note that uBk (u j,0) is linear and increasing
with u j (see (62)).
- Case 2: (u j,v j) ∈ U j1, (uk,vk) ∈ Uk2 in (63): Then,
v j = v∗j = 0, uk = u∗k = u
B
k (u
∗
j ,0) and (67) takes the form:
(u∗j ,v
∗
k) = argmin
(u j ,vi)
JH(u j,0,uBk (u j,0),vk)
0≤ u j ≤ uBj ,
vk ≥ 0,
u j +uBk (u j,0)+ vk ≤ H− (ρi j +ρ jk).
(69)
The constraints in (69) are from (63) and the relationships:
u j ≤ u¯ j(uBk (u j,0),vk) ⇐⇒
u j ≤ uBj & u j ≤ H− (ρi j +ρ jk +uBk (u j,0)+ vk), and,
vk ≤ v¯k(u j,0) ⇐⇒ vk ≤ H− (ρi j +u j +ρ jk +uBk (u j,0)).
- Case 3: (u j,v j) ∈ U j2, (uk,vk) ∈ Uk1 in (63): Then,
u j = u∗j = uBj , vk = v∗k = 0 and (67) takes the form:
(v∗j ,u
∗
k) = argmin
(v j ,uk)
JH(uBj ,v j,uk,0)
v j ≥ 0,
0≤ uk ≤ uBk (uBj ,v j),
v j +uk ≤ H− (ρi j +uBj +ρ jk).
(70)
The constraints in (70), are from (63) and the relationships:
v j ≤ v¯ j(uk,0) ⇐⇒ v j ≤ H− (ρi j +uBj +ρ jk +uk), and,
uk ≤ u¯k(uBj ,v j) ⇐⇒
uk ≤ uBk (uBj ,v j) & uk ≤ H− (ρi j +uBj + v j +ρ jk).
Note that uBk (u
B
j ,v j) is linear and increasing with v j (62).
- Case 4: (u j,v j) ∈ U j2, (uk,vk) ∈ Uk2 in (63): Then,
u j = u∗j = uBj , uk = u∗k = u
B
k (u
B
j ,v
∗
j), and (67) takes the form:
(v∗j ,v
∗
k) = argmin
(v j ,vk)
JH(uBj ,v j,u
B
k (u
B
j ,v j),vk)
v j ≥ 0,
vk ≥ 0,
v j + vk +uBk (u
B
j ,v j)≤ H− (ρi j +uBj +ρ jk).
(71)
To write the last constraint in (71), (63) and the relationships:
v j ≤ v¯ j(uBk (uBj ,v j),vk) ⇐⇒
v j ≤ H− (ρi j +uBj +ρ jk +uBk (uBj ,v j)+ vk), and,
vk ≤ v¯k(uBj ,v j) ⇐⇒
vk ≤ H− (ρi j +uBj + v j +ρ jk +uBk (uBj ,v j)),
have been used.
- Combined Result: Similar to all the sub-problems
discussed under RHCP2 and RHCP1, the sub-problems in
(68), (69), (70) and (71) formulated above belong to the same
class of constrained rational function optimization problems
(see (82)) discussed in Appendix A. Therefore, each of these
four problems is solved exploiting the computationally cheap
theoretical solution presented in Appendix A. Exact mapping
details of each of these four problems to the generic RFOP
form in (82) are similar to those of RHCP1 discussed before.
Therefore, we omit those details for brevity.
Upon obtaining solutions to (68)-(71), the main optimiza-
tion problem (67) is solved by just comparing objective
function values of the obtained individual solutions.
d) Solving for optimal next destinations: { j∗,k∗}: The
second step of the extended RHCP3 (i.e., (60)) is to choose
the optimum target sequence { j,k} according to
{ j∗,k∗}= argmin
j∈Ni,k∈N j
JH(u∗j ,v
∗
j ,u
∗
k ,v
∗
k). (72)
Note that this step requires the cost value of the optimal
solution U∗i jk = [u
∗
j ,v
∗
j ,u
∗
k ,v
∗
k ] obtained for each j ∈Ni and
k ∈N j (in (67)).
In the case of extended RHCP3, as shown in Fig. 2, above
j∗ in (72) defines the “Action” that the agent has to take at
(current) time t. In other words, the agent a has to leave target
i at time t and follow the path (i, j∗) ∈ E to visit target j∗.
e) Discussion: Aside from the obvious increment in
computational requirements, one clear disadvantage of the
Ex-RHC method is that agents now require more information
to make their next-visit target j∗ decisions thus compromis-
ing the distributed nature of the solution. Even though we
expect that the payoff of such a compromise is a considerable
performance improvement, this is far from evident in the
numerical examples shown in Section V. One reason may
be the substantial errors in estimating Rk(t) trajectories
(required to evaluate Jk in (64) (or (73))) when there are
multiple agents and when target k is located far from target
i. These errors indirectly and negatively affect the crucial
j∗ decision. The Ex-RHC method generally performs better
when (i) the number of both agents and targets are relatively
low, and (ii) travel times in the graph are relatively short.
C. Using a weighted objective in Extended RHCP3
Inspired by the modification proposed in Section IV-A for
the RHCP3 of the ED-RHC method, we now reform the
above extended RHCP3 of the Ex-ED-RHC method. First,
the neighborhood objective function decomposition (64) is
modified so as to incorporate weight factors α,β ∈ [0,1] as
J˜i = αJ j +βJk +(1−α−β ) ∑
m∈ ˜Ni\{ j,k}
Jm. (73)
The motivation behind (73) is to emphasize the contribu-
tion to the global cost by the neglected neighborhood targets
m ∈ ˜Ni\{ j,k} and by the target k - due to the choice of
j ∈Ni as the immediate next target to visit. Hence α < 13
and β < 23 −α is preferred and we propose to use α = 1| ¯Ni|2
and β = 1| ¯Ni| as nominal choices. We represent the Ex-ED-
RHC method which uses this modification as ED-RHCαβ .
Lemma 4: In Ex-RHCαβ , when α = β = 0 is used, the
optimum next-visit target sequence { j∗,k∗} (i.e., the solution
of (60)) for the extended RHCP3 is,
{ j∗,k∗}= argmin
j∈Ni, k∈N j
[
(2R˜(t)+ A˜(ρi j +ρ jk))− (2R j(t)
+A j(ρi j +ρ jk))− (2Rk(t)+Ak(ρi j +ρ jk))
]
. (74)
Proof: This result can be obtained directly following the
same steps as in the proof of Lemma 3. Therefore it is
omitted. 
The above result generalizes Lemma 3 and provides a
direct, simple and intuitive way to obtain the next target
decision j∗ for the extended RHCP3 (skipping (59)). Note
that the three terms in (74) respectively approximates the
contribution to the main objective (3) during travel time
ρi j +ρ jk by the neighborhood, target j and target k.
To provide an intuition on how the choices of α and β
affects the PMG problem performance, we provide Figs. 9
and 10 which shows that in some PMG scenarios α = β = 0
is directly the optimum choice and in some others, there may
be a particular α < 13 and a β <
2
3−α choice which provides
the optimum performance.
(a) JT vs α with fixed β (b) JT vs β with fixed α
Fig. 9: Single-Agent Case (SASE4 in Fig. 14)
(a) JT vs α with fixed β (b) JT vs β with fixed α
Fig. 10: Multi-Agent Case (MASE4 in Fig. 18)
V. SIMULATION RESULTS
A. Performance Comparison
We begin by comparing the performance measured
through JT in (3) over several different PMN problem
configurations using: (i) The IPA-TCP method [11] (ii) The
RHC method proposed in Section III, (iii) The RHCα method
(Section IV-A), and (iv) The Ex-RHCαβ method (Section IV-
B). All of these control techniques have been implemented
in a JavaScript based simulator, which is made available
at http://www.bu.edu/codes/simulations/shiran27/ Persistent-
Monitoring/. Readers are invited to reproduce the reported
results and also to try new problem configurations using the
developed interactive simulator.
We specifically consider three configurations with a single
agent as shown in Figs. 11-14 and with multiple agents as
shown in Figs. 15-18. Blue circles represent the targets, while
black lines represent trajectory segments that agents can use
to travel between targets. Red triangles and yellow vertical
bars indicate the agent locations and the target uncertainty
levels, respectively. Moreover, since both sa(t) and Ri(t) are
time-varying, the figures show only their state at time t = T .
In each problem configuration, the target parameters were
chosen as Ai = 1, Bi = 10 and Ri(0) = 0.5, ∀i∈T , and their
locations are specified and placed inside a 600×600 mission
space. The overall time period is T = 500. Each agent is
assumed to follow first-order dynamics (similar to [11], [13])
with a maximum speed of Vi j = 50 units per second on
each trajectory segment (i, j)∈ E . The initial locations of the
agents were chosen such that they are uniformly distributed
among the targets at time t = 0 (i.e., sa(0) = Yi with i =
1+(a− 1)× round(M/N)). The (non-critical) upper-bound
for each planning horizon w was chosen as H = T/2 = 250
for the three RHC approaches and α = 1|Ni|2 , β =
1
|Ni| were
used in the RHCα and Ex-RHCαβ methods.
Each sub-figure caption in Figs. 11-18 provides the cost
value JT in (3) observed under each controller (i.e., either
IPA-TCP, RHC, RHCα or Ex-RHCαβ ). These cost values are
summarized in Tab. I. From the observed results, note that the
proposed RHC method has performed considerably better (on
average 50.4% better) than the IPA-TCP method for multi-
agent problem configurations. For single-agent problem con-
figurations, both methods have performed equally except
TABLE I: Summary of obtained results across all the simu-
lation examples.
JT in (3)
Singe Agent
Simulation Examples
Multi-Agent
Simulation Examples
1 2 3 4 1 2 3 4
IPA-TCP 831.3 129.2 651.3 497.9 270.2 91.7 274.0 201.3
RHC 791.1 141.4 912.3 490.4 105.5 63.7 114.1 97.2
RHCα 790.1 121.3 527.7 464.8 96.6 40.4 63.7 60.1
Ex-RHCαβ 790.1 120.9 529.7 449.5 95.7 45.0 75.0 70.2
for SASE3. The proposed RHCα approach further improves
these performances compared to the IPA-TCP method by an
average of 66.8% for multi-agent situations and by 9.76%
for single-agent situations. On the other hand, the proposed
Ex-RHCαβ method provides on average 63.3% and 9.9%
improvements respectively for multi-agent and single-agent
cases compared to the IPA-TCP method. In light of the fact
that Ex-RHCαβ compromises the distributed nature of the
original RHC, all evidence points to the conclusion that there
is no benefit to this extension for most network topologies.
(a) IPA-TCP:
JT = 831.3.
(b) RHC:
JT = 791.1.
(c) RHCα :
JT = 790.1.
(d) Ex-RHCαβ :
JT = 790.1.
Fig. 11: Single-agent simulation example 1 (SASE1)
(a) IPA-TCP:
JT = 129.2.
(b) RHC:
JT = 141.4.
(c) RHCα :
JT = 121.3.
(d) Ex-RHCαβ :
JT = 120.9.
Fig. 12: Single-agent simulation example 2 (SASE2).
(a) IPA-TCP:
JT = 651.3.
(b) RHC:
JT = 912.2.
(c) RHCα :
JT = 527.7.
(d) Ex-RHCαβ :
JT = 529.7.
Fig. 13: Single-agent simulation example 3 (SASE3)
B. Impact of using a variable planning horizon
For the problem configurations shown in Fig. 14 and 18,
the respective sub-figures in Fig. 19 shows the performance
of the RHC solution (i.e., JT ) under different upper-bound
values on each planning horizon w (i.e., H). In each case, the
(a) IPA-TCP:
JT = 497.9.
(b) RHC:
JT = 490.4.
(c) RHCα :
JT = 464.8.
(d) Ex-RHCαβ :
JT = 449.5.
Fig. 14: Single-agent simulation example 4 (SASE4).
(a) IPA-TCP:
JT = 270.2.
(b) RHC:
JT = 105.5.
(c) RHCα :
JT = 96.6.
(d) Ex-RHCαβ :
JT = 95.7.
Fig. 15: Multi-agent simulation example 1 (MASE1).
(a) IPA-TCP:
JT = 91.7.
(b) RHC:
JT = 63.7.
(c) RHCα :
JT = 40.4.
(d) Ex-RHCαβ :
JT = 45.0.
Fig. 16: Multi-agent simulation example 2 (MASE2).
(a) IPA-TCP:
JT = 274.0.
(b) RHC:
JT = 114.1.
(c) RHCα :
JT = 63.7.
(d) Ex-RHCαβ :
JT = 75.0.
Fig. 17: Multi-agent simulation example 3 (MASE3).
(a) IPA-TCP:
JT = 201.3.
(b) RHC:
JT = 97.2.
(c) RHCα :
JT = 60.1.
(d) Ex-RHCαβ :
JT = 70.2.
Fig. 18: Multi-agent simulation example 4 (MASE4).
optimum upper-bound value (i.e., H∗) and its corresponding
(minimum) cost value are indicated in the respective sub-
figure caption. These results imply that having a large enough
H can directly give a performance level that is very closer
to the optimum (within 1.1%). Hence, there is no evident
importance in attempting to fine-tune the H value. This
highlights the impact of our main contribution of introducing
a variable planning horizon (i.e., w in (13)) so as to determine
the optimal planning horizon at each instance where the
RHCP is solved.
(a) SASE 4: Optimum at:
H∗ = 28.58 with JT = 484.1.
Yet, at: H = 250, JT = 490.4.
(b) MASE 4: Optimum at:
H∗ = 12.27 with JT = 96.1.
Yet, at: H = 250, JT = 97.2.
Fig. 19: Cost JT vs H plot for SASE4 and MASE4.
C. Robustness to the randomness
In this section, we introduce randomness to different
aspects of the persistent monitoring system (e.g., system
parameters, state dynamics or state information shared with
neighbors) to determine the RHC version with superior
robustness properties. In particular, we change the magnitude
of the introduced randomness and explore how it affects
the mean (µ) and the variance (σ2) of the performance JT
(observed over 250 realizations) given by the RHCα and Ex-
RHCαβ methods for the MASE1 in Fig. 15.
We consider five cases where we introduce randomness
to: (i) Target uncertainty growth rate Ai, (ii) Maximum agent
travel speed Vi j on each trajectory segment (i, j) ∈ E , (iii)
Target locations Yi, (iv) Target uncertainty Ri(t) trajectories
of each target i ∈ T , and (v) Neighbor state information
{R j(t) : j ∈Ni} received at each target i ∈ T to solve the
RHCP. Details on how each parameter was perturbed and the
observed respective results are as follows.
a) Noise in Ai: The target uncertainty growth rate Ai in
(1) was replaced with Aiζi(t) where ζi(t)∼U [1−m,1+m].
The noise magnitude m was varied between 0.5 to 5 as shown
in Fig. 20 and observed that average performance deviation
from its nominal value is very small (remains within 1.85%)
for m ∈ [0,5]. The corresponding variance values observed
are also bounded at reasonable levels for m ∈ [0,5].
b) Noise in Vi j: Recall that we have used a first-
order agent motion model with a fixed maximum velocity
Vi j for each trajectory segment (i, j) ∈ E . In such a model,
as proved in [11], the optimal transit time is ρi j =
li j
Vi j
where li j is the length of the trajectory segment (i, j). In
this experiment, we have replaced Vi j with Vi jζi j where
ζi j ∼ U [1−m,1+m] and renewed ζi j whenever an agent
(a) Mean cost vs m (b) Variance vs m
Fig. 20: The effect of random noise in Ai.
(a) Mean cost vs m (b) Variance vs m
Fig. 21: The effect of random noise in Vi j
has decided to travel on a trajectory segment (i, j). The noise
magnitude m was selected such that m ∈ [0,1]. According to
the results shown in Fig. 21, in both RHC methods explored,
the average performance deviation observed from its nominal
value is less than 17.61% for m≤ 0.6. Moreover, for such m
values, the corresponding variance values observed are also
reasonably small (i.e., such that σ/µ ≤ 0.038).
c) Noise in Yi: Note that throughout this work we
assumed the target locations Yi ∈ Rn,∀i ∈ T to be a fixed
set of locations. However, we now assume Yi changes dy-
namically following Y¨i(t) = ζi(t) where each component
of ζi(t) is drawn from U [−m,+m]. We further constrain
‖Yi(t)−Yi(0)‖ ≤ R using standard projection techniques and
we set the boundary radius R = 20 and Yi(0) = Yi (i.e., the
nominal target location).
In this scenario, when an agent solves the RHCP, it uses
the transit times based on current target locations (i.e., ρi j =
‖Yi(t)−Y j(t)‖
Vi j
,∀ j ∈Ni). Following the first order agent model,
during the traveling period (say from target i to target j) an
agent a∈A uses s˙a(t) =Vi j · Y j(t)−sa(t)‖Y j(t)−sa(t)‖ until ‖Yj(t)−sa(t)‖
is sufficiently small.
The noise magnitude m is selected such that m ∈ [0,100].
From the results shown in Fig. 21, the average performance
deviation from its nominal value is again relatively small
(less than 5.48%) for all m≤ [0,100]. Despite their gradual
growth with m, the corresponding variance values remain
relatively small.
d) Noise in Ri(t): We next assumed that each target un-
certainty state trajectory Ri(t), i∈T following the dynamics
in (1) experiences occasional random discrete perturbations
(a) Mean cost vs m (b) Variance vs m
Fig. 22: The effect of random noise in Yi.
(a) Mean cost vs m (b) Variance vs m
Fig. 23: The effect of random noise in Ri.
of the form ζi(t)1{t = tei } where ζi(t)∼U [−m,+m] and tei is
a Poisson arrival process with a mean inter-event interval λ .
The noise magnitude m and the inter-event interval value λ
are such that m∈ [0,50] and λ ∈ {25,50,100}. The observed
results are shown in Fig. 23, where we see that both the
average performance and the corresponding variance show a
slow growth with m when λ = 100. However, as expected
this growth rate increases when smaller λ values (i.e., higher
rates) are used.
It is important to point out that this example illustrates the
benefit of the event-driven nature of the proposed controllers
by triggering a random event at each random time tei affecting
any agent residing at a target within the neighborhood of i:
each such agent is forced to re-solve its RHCP. This allows
the agents to react to the exogenously introduced random
state perturbations. The impact of this advantage is illustrated
in Fig. 24 (for the case where λ = 25).
e) Noise in the state information of neighbors: {R j(t) :
j ∈Ni}: In this case, we assumed that each agent residing
at some target i when solving the RHCP at some time t
receives its neighboring target state information through a
noisy communication channel which superimposes its actual
value R j(t) (which follows (1)) with a random noise process
ζ j(t)∼U [−m,+m] independently for each j ∈Ni. The noise
magnitude m was varied between 4 to 28 to generate Fig. 25
where, as can be seen, the average performance deteriorates
linearly with m but at a lower 1.0% rates per unit of m.
In all, both RHC versions, RHCα and Ex-RHCαβ , while
showing superior performance levels when compared to the
IPA-TCP method, they also show resilience to a diverse form
(a) Mean cost vs m (b) Variance vs m
Fig. 24: The effect of random noise in Ri: A comparison
when the agents are allowed to react and not allowed to
react (i.e., “Blind”) to the random events occurring in the
neighborhood.
(a) Mean cost vs m (b) Variance vs m
Fig. 25: The effect of random noise in the state information
of neighbors {R j(t) : j ∈Ni}.
of random factors. Across all experiments, the RHCα method
has shown superior robustness to these factors compared to
the Ex-RHCαβ method.
VI. CONCLUSION
Optimal multi-agent persistent monitoring problem de-
fined on a set of targets interconnected according to a fixed
network topology is considered in this paper. In contrast
to existing computationally expensive and slow threshold-
based parametric control solutions, a novel computationally
efficient, parameter-free, and robust event-driven receding
horizon control solution is proposed. Specifically, we simul-
taneously determine both an optimal planning horizon and
a finite sequence of optimal trajectory decisions for each
agent at different discrete event times on its trajectory. Nu-
merical results show significant improvements compared to
existing gradient-based parametric control solutions, as well
as robustness to various forms of randomness in the system.
Ongoing work is aimed to extend the proposed controller
to PMN problems with variable transit times dictated by
different higher order agent dynamic models.
APPENDIX
A. Constrained optimization of bivariate rational functions
a) Convexity of rational functions: Consider a rational
function h :R→R of the form h(r)= f (r)g(r) and assume g(r)>
0 ∀r ∈U ⊆R where U is a closed interval. In the following
the argument of f (r),g(r) or h(r) is omitted for notational
convenience. Also, the notation “ ′ ” is used to denote the
derivative of a function with respect to r.
Lemma 5: Whenever polynomials g(r) and f (r) satisfy
g[g f ′′′− f g′′′]−3g′′[g f ′− f g′] = 0, ∀r ∈U , (75)
h(r) is convex (or concave) on U if ∆h(r0)> 0 (or ∆h(r0)<
0) where r0 ∈U and
∆h(r), g[g f ′′− f g′′]−2g′[g f ′− f g′]. (76)
Proof: The first and second order derivatives of h(r) are
h′ =
g f ′− f g′
g2
and h′′ =
g[g f ′′− f g′′]−2g′[g f ′− f g′]
g3
.
Note that h′′(r) = ∆h(r)g3(r) and g
3(r) > 0 ∀r ∈ U . Therefore,
convexity of h(r) will only depend on the condition:
h′′(r)> 0, ∀r ∈U ⇐⇒ ∆h(r)> 0,∀r ∈U .
This condition is easily seen to be satisfied whenever
∆h(r0)> 0 for some r0 ∈U and ∆′h(r) = 0 for all r ∈U .
Finally, evaluating ∆′h(r) yields the expression in (75)
∆′h(r) = g[g f
′′′− f g′′′]−3g′′[g f ′− f g′],
which completes the proof. 
Remark 4: The condition in Lemma 5 is sufficient for the
convexity (or concavity) of h(r) on U . As an example, it
is satisfied whenever the denominator polynomial g(r) is of
first degree and the numerator polynomial f (r) is of second
degree.
b) Constrained minimization of h(r): Assume h(r) to
be a rational function which satisfies the conditions discussed
above: g(r) > 0, ∆′h(r) = 0 ∀r ∈ U ⊆ R. Further, assume
the signs of ∆h(r0) and h′(r0) are known at some point of
interest r = r0 ∈ U (recall that the sign of ∆h(r0) mimics
the sign of h′′(r),r ∈U ). According to Lemma 5, the latter
assumption fully determines the convexity (or concavity) of
h(r) on U and its gradient direction at r = r0, respectively.
Now, consider the following optimization problem:
r∗ =argmin
r
h(r),
r0 ≤ r ≤ r1
(77)
where [r0,r1] ⊆ U . A critical r value r = r# (which is
important to the analysis) is defined as
r#,
{
{r : h′(r) = 0,r > r0} if ∆h(r0)> 0 & h′(r0)< 0,
{r : h(r) = h(r0),r > r0} if ∆h(r0)< 0 & h′(r0)> 0.
Note that the two cases considered above are the only ones
where a stationary point of h(r) could occur for some r >
r0, r ∈U (see also Fig. 26).
Lemma 6: The optimal solution to (77) is as follows:
If ∆h(r0)< 0 & h′(r0)> 0
r∗ =
{
r1 if r1 > r#
r0 otherwise,
else if ∆h(r0)> 0 & h′(r0)< 0
r∗ =
{
r# if r1 > r#
r1 otherwise,
otherwise,
r∗ =
{
r0 if ∆h(r0)≥ 0 & h′(r0)≥ 0
r1 otherwise.
Proof: The proof easily follows by inspection of all cases
shown in Fig. 26. 
Fig. 26: Graphs of possible {h(r) : r ≥ r0, r ∈ U } profiles
for different cases of h′(r0) and ∆h(r0) (recall sgn(∆h(r0)) =
sgn(h′′(r)) determines the convexity or concavity).
In essence, an optimization problem of the form (77) can
be solved based exclusively on the values of h′(r0), ∆h(r0)
and r#. Note that r# is only required in two special cases and
for the application example mentioned in Remark 4, it can
be obtained simply by solving for the roots of a quadratic
expression (single variable).
c) Bivariate rational functions: Next, consider the
class of bivariate rational functions that can be represented
by a function H : R2+→ R of the form
H(x,y) =
F(x,y)
G(x,y)
=
C1x2+C2y2+C3xy+C4x+C5y+C6
C7x+C8y+C9
,
(78)
where the coefficients C1, . . . ,C9) are known scalar constants
with C7 ≥ 0, C8 ≥ 0 and C9 > 0. Note that the range space of
H(x,y) is limited to the non-negative orthant of R2 (denoted
by R2+).
Developing conditions for the convexity of H(x,y) is a
complicated task. Even if such conditions were derived,
interpreting them and exploiting them to solve a two-
dimensional constrained optimization problem that involves
minimizing H(x,y) (analogous to (77)) is challenging. To
address this, the behavior of H(x,y) is next studied along a
generic line segment of the form y=mx+b starting at some
point (x0,y0) ∈ R2+ as shown in Fig. 27a. A parameter r is
(a) (b)
Fig. 27: (a) H(x,y) along the line y = mx+b, (b) Feasible
space for H(x,y) in (82)
used to represent a generic location (xr,yr) on this line as
(xr,yr) = (x0 + r, y0 +mr) where r is introduced exploiting
the gradient m of the line segment:
yr− y0
xr− x0 = m =⇒
yr− y0
m
=
xr− x0
1
= r. (79)
A rational function h(r) can now be defined as
h(r), H(x0+ r, y0+mr) =
F(x0+ r, y0+mr)
G(x0+ r, y0+mr)
=
f (r)
g(r)
,
(80)
to represent H(x,y) along the line segment of interest.
The parameter r is constrained such that r ∈ U ,
[−x0, −y0m ] to limit the line segment to R2+. This allows h(r) to
fall directly into the category of rational functions discussed
in Lemma 5 and in Remark 4.
Theorem 3: The rational function h(r), r ∈U defined in
(80) is convex (or concave) if ∆h(r0) > 0 (or ∆h(r0) < 0),
where r0 ∈U and ∆h(r) is defined in (76).
Proof: According to (80) and U defined above, the
denominator polynomial g(r) = G(x0 + r,y0 +mr) > 0 for
all r ∈U as C7 ≥ 0, C8 ≥ 0 and C9 > 0 in (78).
Since g(r) and f (r) are polynomials of degree 1 and 2
respectively, they satisfy condition (75). Thus, Lemma 5 is
applicable for h(r) in (80) and its convexity will depend on
the condition ∆h(r0)> 0. 
It is worth pointing out that ∆h(r) is in fact independent
of r as ∆′h(r) = 0,∀r ∈ U (see the last step of the proof
of Lemma 5 and (75)). However, it will depend on other
parameters contained in (78) including x0,y0 and m. For
example, when the line segment defined by x0 = 0,y0 =
0,m= 0 (i.e., the x-axis) is used, ∆h(r) = 2C6C27−2C4C7C9+
2C1C29 ,∀r ∈ R+.
In the introduced parameterization scheme, the parameter
r represents the distance along the x axis from x0 (projected
from the line segment y=mx+b). However, if H(x,y) needs
to be studied along the y axis (from y0 projected from a line
segment x = ny+ c), then using
yr− y0
xr− x0 =
1
n
=⇒ yr− y0
1
=
xr− x0
n
= r, (81)
is more appropriate as it gives (xr,yr) = (x0+nr,y0+ r).
Theorem 3 enables determining the optimal H(x,y) value
along a known line segment (on R2+) using Lemma 6 for a
problem of the form (77). This capability is exploited next.
d) Constrained minimization of H(x,y): The main
objective of this discussion is to obtain a closed form solution
to a constrained optimization problem of the form
(x∗,y∗) =argmin
(x,y)
H(x,y)
0≤ x≤ N,
0≤ y≤min{Px+L,−Qx+M},
(82)
where H(x,y) is a known bivariate rational function of
the form (78) and P,Q,L,M are known positive (scalar)
constants. These constraints define a convex 2-Polytope as
shown in Fig. 27b. The steps to solve the above problem are
discussed next.
- Step 1: The unconstrained version of (82) is consid-
ered first. This is solved using the KKT necessary conditions
[26], which reveal two equations of generic conics [27].
Therefore, the stationary points of H(x,y) lie at the (four)
intersection points of those two conics. The problem of
determining the intersection of two conics boils down to
solving a quartic equation, which has a well-known closed-
form solution [28]. These (four) solutions are computed
and stored in a solution pool if they satisfy the problem
constraints.
- Step 2: Next, the constrained version of (82) is
considered. In such a case, it is possible for (x∗,y∗) to lie on
a constraint boundary. To capture such situations, H(x,y) is
optimized along each of the boundary line segments of the
feasible space (there are five of them as shown in Fig. 27b).
On a selected boundary line segment, the first step is
to parameterize H(x,y) to obtain a single variable rational
function h(r) (following either (79) or (81)). Then, the next
step is to solve the resulting convex (or concave) optimization
problem (of the form (77)) using Lemma 6. Note that this is
enabled by Theorem 3. Finally, the obtained optimal solution
is added to the solution pool from Step 1.
- Step 3: The final step is to pick the best solution
out of the solution pool (which only contains at most nine
candidates solutions). Therefore, this is achieved by directly
evaluating H(x,y) and comparing all candidate solutions to
each other.
This approach is computationally cheap, accurate and
provides the global optimal solution compared to gradient-
based methods which are susceptible to local optima. This
concludes the discussion on how to solve a generic problem
of the form (82).
B. Omitting the denominator of the RHCP objective function
In this appendix, we consider the case where the RHCP
objective function JH takes the form
JH(Xi(t),Ui j;H) = J¯i(t, t+w).
Note that in above equation, the denominator term w found
in the original definition of JH in (14) is omitted. The main
focus here is given to the RHCP3 where now the objective
function JH(u j,v j) takes the form
JH(u j,v j) =C1u2j +C2v
2
j +C3u jv j +C4u j +C5v j +C6.
Each coefficient Ci for all i above is same as in (21). In this
appendix, it is shown that the above objective function leads
to a spurious policy for j∗ in (12).
The first step of RHCP3 (i.e., (11)) can be stated as:
(u∗j ,v
∗
j) = argmin
(u j ,v j)
JH(u j,v j)
(u j,v j) s.t. (19).
(83)
where (u j,v j) ∈ U1 or (u j,v j) ∈ U2 as in (19).
a) Solving (83) for optimal control (u∗j ,v∗j) :
- Case 1: (u j,v j)∈U1 = {0≤ u j ≤ u¯ j, v j = 0} in (19):
Then, v∗j = 0 and (83) takes the form:
u∗j = argmin
u j
JH(u j,0)
0≤ u j ≤ u¯ j.
(84)
Lemma 7: The optimal solution for (84) is
u∗j = 0. (85)
Proof: Substituting v j = 0 in (21) gives JH(u j,0) as
JH(u j,0) =C1u2j +C4u j +C6. (86)
Recall C4 ≥ 0, C6 ≥ 0 and C1 = 12 (A¯−B j).
First, consider the case where C1 = 0. Then, JH(u j,0) is
linear in u j. Also it will has a non-negative gradient as C4 ≥
0. Therefore, when C1 = 0, clearly u∗j = 0.
However, note that when C1 6= 0, the unconstrained opti-
mum of JH(u j,0) is at u j = u#j =
−C4
2C1
(using calculus). Also
note that due to the quadratic nature of JH(u j,0), it should
be symmetric around u j = u#j .
As the second case, consider case where C1 > 0. Then,
JH(u j,0) is convex and u#j ≤ 0. Therefore, when C1 > 0,
u∗j = 0.
Finally, consider the case where C1 < 0. Then , JH(u j,0)
is concave and u#j ≥ 0. In this case, using the aforementioned
symmetry, the constrained optimum u∗j can be written as
u∗j =
{
u¯ j if 2u#j < u¯ j
0 otherwise,
(87)
Now, it is required to prove that the condition 2u#j < u¯ j never
occurs (whenever C1 < 0). Using (21), u#j can be written as,
u#j =
−C4
2C1
=
R¯(t)+ A¯ρi j
B j− A¯ . (88)
Note that C1 < 0 ⇐⇒ B j ≥ A¯. Also from (21), Ri(t)≤ R¯(t)
and Ai ≤ A¯. Therefore, the denominator and the numerator
of u#j above can be bounded as[
R¯(t)+ A¯ρi j
]≥ [R j(t)+A jρi j] and (B j− A¯)≤ (B j−A j).
The above result gives (also using u¯ j,uBj definitions in (19)),
u#j =
R¯(t)+ A¯ρi j
B j− A¯ ≥
R j(t)+A jρi j
B j−A j = u
B
j ≥ u¯ j. (89)
Therefore, u#j ≥ u¯ j and hence the condition 2u#j < u¯ j in
(92) does not hold. Thus, even when C1 < 0, u∗j = 0. This
completes the proof.
- Case 2: (u j,v j)∈U2 = {u j = uBj , 0≤ v j ≤ v¯ j}. Then,
u j = u∗j = uBj and 0≤ v j ≤ v¯ j. Therefore, (83) takes the form:
v∗j = argmin
v j
JH(uBj ,v j)
0≤ v j ≤ v¯ j.
(90)
Lemma 8: The optimal solution for (90) is
v∗j = 0. (91)
Proof: Substituting u j = uBj in (21) gives JH(u
B
j ,v j) as
JH(uBj ,v j) =C2v
2
j +
[
C3uBj +C5
]
v j+
[
C1(uBj )
2+C4uBj +C6
]
.
(92)
Recall C2,C3,C5,uBj ≥ 0 and C2 = A¯ j2 = 12 ∑m∈ ¯Ni\{ j}Am.
If C2 = 0, the objective JH(uBj ,v j) is linear in v j. Also
its gradient is non-negative. Therefore, when C2 = 0, clearly
v∗j = 0.
Consider the case where C2 > 0. Then JH(uBj ,v j) has its
unconstrained optimum is at v j = v#j where
v#j =
−
[
C3uBj +C5
]
2C2
,
(using calculus). Also note that due to the quadratic nature
of JH(uBj ,v j), it should also be symmetric around v j = v
#
j .
Since C2 > 0, JH(uBj ,v j) is convex. Also, v
#
j ≤ 0 as
C3,C5,uBj ≥ 0. This implies that the constrained optimum
is at v∗j = 0 even when C2 > 0. This completes the proof.
- Combined Result:
Theorem 4: The optimal solution of (83) is u∗j = 0, v∗j = 0,
and the optimal cost is JH(u∗j ,v∗j) =C6.
Proof: First, assume that the optimal solution of (83)
(u∗j ,v∗j) belongs to U1 in (19). Then, Lemma 7 gives that
u∗j = 0, v∗j = 0. The corresponding objective function value
(using (86)) is [
JH(u∗j ,v
∗
j)
]
Class1 =C6.
However, if the optimal solution of (83) is assumed to be
in U2 of (19), Lemma 8 gives that u∗j = uBj , v∗j = 0. The
corresponding objective function value (using (92)) is[
JH(u∗j ,v
∗
j)
]
Class2 =
[
C1(uBj )
2+C4uBj +C6
]
.
If the latter case (i.e., (u j,v j) ∈ U2) provides a better
performing solution
C1(uBj )
2+C4uBj +C6 ≤C6.
Using uBj ≥ 0, above condition can be simplified into: C1uBj +
C4 ≤ 0, which is only possible when C1 < 0 as C4 ≥ 0.
Therefore, this condition can be simplified as: C1 < 0 and,
−C4
C1
≤ uBj .
Using (88), the above condition can be written as 2u#j ≤
u¯ j. however, (89) shows that whenever C1 ≤ 0, u#j ≥ u¯ j.
Thus, clearly the condition 2u#j ≤ u¯ j does not hold (i.e., a
contradiction).
Therefore, the optimal solution of (83) should belong to
U1 and hence u∗j = 0, v∗j = 0 and JH(u∗j ,v∗j) =C6.
As a result of the above theorem, when the agent a is
ready to leave target i at time t, it can compute the optimal
trajectory costs JH(u∗j ,v∗j) for all j ∈Ni by simply using the
expression for C6 where
JH(u∗j ,v
∗
j) =C6 =
ρi j
2
[
2R¯(t)+ A¯ρi j
]
. (93)
b) Solving for optimal next destination j∗: The second
step of the RHCP3 (i.e., (12)) is to choose the optimum
neighbor j according to
j∗ = argmin
j∈Ni
JH(u∗j ,v
∗
j). (94)
As shown in (1), above j∗ defines the “Action” that the agent
has to take at t = t.
Theorem 5: The optimal solution to (94) is the neighbor
j = j∗ ∈Ni whom can be reached in a shortest time, i.e.,
j∗ = arg min
j∈Ni
ρi j.
Proof: The objective function of the discrete optimiza-
tion problem (94) is (93). Therefore,
j∗ = argmin
j∈Ni
ρi j
2
[
2R¯(t)+ A¯ρi j
]
.
Note that R¯(t) and A¯ terms are independent of j (see (21)).
Therefore, the above objective function (i.e., C6) can be seen
as a quadratic function of ρi j. Also, it is convex and its
poles are located at ρi j = 0 and ρi j = − 2R¯(t)A¯ ≤ 0. Thus,
C6 monotonically increases with ρi j. As a result, j∗ is the
neighbor j with the smallest ρi j value.
Above theorem implies that it is optimal to choose the
next destination target only based on the (shortest) travel
time. This is clearly unfavorable as an agent could converge
to oscillate between two targets in the target topology while
ignoring others. Hence the importance of the denominator w
term included in the RHCP objective function definition (14)
is evident.
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