We obtain mixed A p -A ∞ estimates for a large family of multilinear maximal and sparse operators. Operators from this family are known to control for instance multilinear Calderón-Zygmund operators, square functions, fractional integrals, and the bilinear Hilbert transform. Our results feature a new multilinear version of the Fujii-Wilson A ∞ characteristic that allows us to recover the best known estimates in terms of the A p characteristic for dependent weights as a special case of the mixed characteristic estimates for general tuples of weights.
Introduction

Relation to previous work
The problem of optimal dependence of constants in weighted inequalities on characteristics of the weights has been studied since the introduction of the subject by Muckenhoupt, who has addressed this question for the weak type inequalities for the Hardy-Littlewood maximal operator in his seminal paper [Muc72] . A characterization of pairs of weights for which the maximal operator is bounded from L p (w 1 ) to L p (w 2 ) has been obtained by Sawyer [Saw82] , but the asymptotically sharp dependence of the operator norm on the A p Muckenhoupt characteristic of the weight in the one-weight situation w 1 = w 2 has been only obtained much later by Buckley [Buc93] . Similar questions for singular integral operators have been resolved by a number of authors, culminating in Hytönen's A 2 theorem [Hyt12] . We refer to [Hyt14] for a detailed account of these developments.
Mixed A p -A ∞ characteristic weighted estimates of the type that we are interested in have been first obtained in [HP13] . In particular, [HP13, Theorem 1.10] refines Buckley's estimate for the maximal function and [HP13, Theorem 1.3] refines Hytönen's A 2 theorem. We do not state these results here because we are interested in their multilinear versions, and it seems more natural to discuss them in more detail after defining the relevant objects in the multilinear setting.
The proof of the A 2 theorem has been greatly simplified since its original appearance. One of the main contributors to this effort has been Lerner, who has been able to estimate singular integral operators by a certain type of positive operators, called sparse operators, see e.g. [Ler13] , and therefore reduce the problem of proving weighted estimates to the sparse operators. An even simpler way to make this reduction has been later discovered by Lacey [Lac15] and further refined in [HRT15; Ler16; FSZK16].
Therefore we concentrate on weighted estimates for sparse operators. The observation that the A 2 bound is very easy to prove for (linear) sparse operators seems to have been first made in [CUMP10] and extended to A p in [Moe12] . Mixed A p -A ∞ two-weight estimates for linear sparse operators and bilinear sparse forms that generalize these results have been obtained in [HL15b] and [Li15] .
Weighted estimates for multilinear sparse forms with dependent weights (generalizing the one-weight inequalities for (sub)linear operators) have been obtained in [LMS14, Theorem 1.2] and [LN15, §16]. For independent weights (corresponding to two-weight inequalities for (sub)linear operators), certain mixed A p -A ∞ estimates have been proved in [HL15a; DHL15], however, they do not recover the previous results for dependent weights. Our objective is to obtain such mixed estimates for independent weights that do recover the best known power of multilinear A p characteristic in the case of dependent weights.
We also obtain corresponding results for multi(sub)linear maximal functions (introduced in [LOPTTG09] ) which extend the sharp bounds in the case of dependent weights [LMS14, Theorem 1.2], refining some previous mixed characteristic bounds [CD13, Theorem 3 .6] that do not. Finally, our results are formulated in a way that makes them applicable also to fractional maximal functions and fractional integrals along the lines of [CUM13] . We refer to [Moe12] and [LS16] for the estimates of fractional integrals by sparse forms in the linear and the multilinear setting, respectively, and to [CU15] for more weighted inequalities for fractional integrals.
We do not address the question of characterizing the families of weights for which our operators are bounded. For recent work in the spirit of Sawyer's testing conditions for the maximal operator [Saw82] see [LSUT09] and [Lai15] , and in the multilinear setting [HHL14] and [Tan16] .
Maximal functions and weights
We will work in a non-atomic measure space (X , µ). We will write |E| = µ(E) for subsets E ⊂ X . A dyadic grid is a collection of measurable subsets of X such that for any Q, Q ∈ we have either Q ⊆ Q or Q ⊆ Q or Q ∩ Q = . We will call the members of "cubes" because we are mostly interested in the case of them being the standard dyadic cubes in n . Note however that we do not make any doubling assumption on the measure µ, and our results apply to general discrete martingales in the setting of [TTV15] and [Lac15, §2] .
Since we only consider positive operators, all functions will be assumed to be positive in order to simplify notation. Definition 1.1. Let be a dyadic grid, m ≥ 2, 0 < r i < ∞, and 0 ≤ ρ i < 1 for 1 ≤ i < m. The multilinear martingale fractional maximal function is defined by
(1.2)
We will omit the index ρ if ρ = (0, . . . , 0) and the index r if r = (1, . . . , 1). In particular, is the martingale version of the multilinear maximal operator defined in [LOPTTG09, Definition 3.1]. In the case m = 2 we write M r ρ = {r} {ρ} with the same conventions for index omission. In particular, M ρ is the martingale fractional maximal operator as in [Moe12] . We will sometimes indicate the reference measure µ by a subscript to the maximal function. Definition 1.3. A weight is a non-negative measurable function on X . Let m ≥ 2 and w = (w 1 , . . . , w m ) be a tuple of weights. For arbitrary exponents 0 ≤ q 1 , . . . , q m < ∞ the multilinear Muckenhoupt characteristic is defined by 
The above way of defining the multilinear Muckenhoupt characteristic (1.4) has been introduced in [LN15] , although with a different notation. Our notation has the advantage that 
Lemma 1.6 is a generalization of the one-weight inequality
which can be recovered with m = 2, w = (w, w 1−p ), β = (1, 0), and q = (1, p − 1). It is proved in Section 4.
Our first results are weak and strong type estimates for the multilinear fractional maximal function. Here and later we write (β i ) i = j for the vector whose i-th entry is β i for i = j and 0 for i = j.
.
( 
Carleson sequences and sparse forms
Let be a dyadic grid. A map τ : 
Since in our applications it suffices to consider finite dyadic grids and the proof of [LN15, Lemma 6.3] is particularly easy in this case, we include it in Section 2.2 for completeness.
We consider the following sparse forms associated to a Carleson sequence τ. Let m ≥ 2, 0 < r i < ∞, and 0 ≤ ρ i < 1 for 1 ≤ i ≤ m. Define the multi(sub)linear sparse operator by
and the multi(sub)linear sparse form by
We apply to . The sparse operators are known to dominate many multilinear singular integral operators, see [LMS14] , [DHL15] , [FSZK16] . The sparse operators ρ with ρ i = 0 dominate multilinear fractional integrals, see [LS16] . Finally, the sparse forms r with r i = 1 turn out to dominate some singular integral operators with weak kernel regularity [Li16] and even operators that fall outside the scope of Calderón-Zygmund theory [BFP16] , [CDPO16] , [BBL16] .
In the duality range we have the following estimate for the sparse forms
In the case m = 2 this recovers [Li15, Theorem 1.6] and both weak and strong type estimates in [HL15b] The dependence on the characteristic of the weights in these works takes the form
These results can be recovered from Theorem 1.11 using Lemma 1.6 and the fact that 
. where q i = r i /t i for i < m and q m = α.
The case of (sub-)linear operators m = 2 treated in [HL15b, Theorem 1.2] suggests that the dependence on the FW characteristic in the corresponding weak type estimate can be removed, analogously to the estimate for the multilinear maximal operator. We have been unable to decide whether this is indeed possible.
Deduction of weighted estimates
Preliminaries
Lebesgue space bounds for the martingale fractional maximal function can be found in [Moe12, Theorem 2.3]. By real interpolation they imply the following Lorentz space bounds.
and the implicit constant does not depend on the measure ν and the dyadic grid .
Next, we include the proof of equivalence between Carleson and sparseness conditions in the special case of finite dyadic grids, cf. [LN15, §6].
Proof of Lemma 1.10 for finite dyadic grids. We induct on the cardinality of . If is empty, there is nothing to prove.
Let now be given and suppose that the result is known for all dyadic grids of smaller cardinality. Let Q ∈ be a maximal element with respect to inclusion, then the restriction of τ to := \ {Q} also has Carleson norm ≤ Λ. By the inductive hypothesis there exist disjoint sets E(Q ) ⊂ Q , Q ∈ , satisfying the conclusion of the lemma. By the Carleson measure hypothesis we have
Therefore, since X is non-atomic, there exists a subset E(Q) ⊂ Q with measure τ Q |Q|/Λ that is disjoint from all E(Q )'s.
We will use the following result about L s norms that is part of [COV04, Proposition 2.2]. 
Lemma 2.2. For every 1 < s < ∞ there exists C s > 0 such that for every positive locally finite measure σ on X and any positive numbers λ Q , Q ∈ , we have
Proof. By definition of an infinite sum it suffices to prove the estimate for finite dyadic grids with a constant independent of the cardinality of the grid. Assume that is finite and apply Lemma 1.10 with Λ = τ Car to the sequence τ. With the sets E(Q) from that lemma we can write the left-hand side of the conclusion as
In each factor we have the estimate
by the weak type (1, 1) inequality for the maximal function.
Key lemma
The only place in which the multilinear Muckenhoupt characteristic arises in our arguments is the following result that simplifies and extends [DHL15, Lemma 4.15]. Then for every 0 < α < ∞ we have
Proof. By homogeneity we may assume τ Car = 1. Then the left-hand side of the conclusion is monotonically decreasing in α and the right-hand side does not depend on α, so it suffices to consider small α, in particular we may assume s i α + δ i j > 0 and α < 1. It follows from the hypothesis that for sufficiently small α there exists an ε such that
By the assumption α < 1 and Lemma 2.2 the left-hand side of the conclusion is
By definition of q-characteristic this is
By construction we have αs i +δ i j −εq i ≥ 0 and i (αs i +δ i j −εq i ) < 1. Hence by Lemma 2.3 the above is
[ w]
By construction we have 1 − ε(1/α − 1) ≥ 0, and using the definition of q-characteristic again we obtain the bound
By hypothesis on q j the conclusion follows.
Stopping times
Let us now introduce the stopping cube families for the martingale maximal function. Let be a finite dyadic grid and let λ i : → [0, ∞), Q → λ i,Q be a function that takes a cube to a non-negative real number. The stopping time i is the minimal family of cubes with the following properties:
1. the maximal members of are contained in i , and
For each cube Q let π i (Q) (the parent of Q in the stopping family i ) be the smallest cube with Q ⊆ π i (Q) ∈ i . We write F 1 ,...,F m for the sum running over F i ∈ i . We also write
1/p i and suppose
At this point we would like to point out that both the Carleson and the weighted L p i norms on the right-hand side of the conclusion can be interpreted as outer L p norms in the sense of [DT15] .
Proof. We estimate the integral on the left-hand side of the conclusion using Lemma 2.4 withs
This is indeed possible, because we have
so that equality holds in the first inequality in the hypothesis of the lemma, and for i < m we haveq i <s i , verifying the second inequality.
We obtain the estimate
i 1/p i = 1, so the sum over Q can be estimated using the definition of the FW characteristic; this gives the estimate
By Hölder's inequality this is bounded by
The claim follows from the definition of stopping times.
Alternatively, one can apply Hölder's inequality to the sum over Q in (2.6). This yields a similar estimate with [ w]
It would be interesting to find a joint refinement of these two estimates.
Case distinction
Corollary 2.5 can be applied both to the sparse forms r ρ inside the duality range (when α < 1) and to the sparse operators r ρ outside of the duality range (when α ≥ 1). In this section we formulate these results in terms of general sequences λ i , they will be replaced by suitable means of functions f i in the next section. 
The restriction of the sum of FW characteristics to J s is related to the difference between local testing conditions for weak and strong type inequalities in [LSUT09] .
Proof. For the indices i ∈ J r we may assume that the function λ i is {0, 1}-valued, and then restrict the sum to the set of cubes on which it takes the value 1. Having done that, we replace the L p i ,1 norm by the L p i norm and construct stopping times as above. The left-hand side of the conclusion is estimated by
The sum over Q can only be non-trivial if F 1 , . . . , F m intersect non-trivially and the smallest set(s) F j among them satisfies π i (F j ) = F i for all i. Since the functions λ i , i ∈ J r , are constant, this smallest set always comes from j with j ∈ J s . Thus we can estimate
(2.9)
By symmetry it suffices to consider one of these terms, and for simplicity of notation we assume m ∈ J s and consider j = m. We estimate the contribution of that term by
applying Hölder with the pair of conjugate exponents p m and 1/α, where α = 
Proof of (2.11). The left-hand side of the conclusion can be estimated by
By subadditivity of the function x → x 1/α this is bounded by
Applying Corollary 2.5 with s m = 1 we obtain the claim.
Proof of (2.12). Once again, the left-hand side of the conclusion can be estimated by
Now we use disjointness of theẼ(Q)'s to pull the sum over F 1 , . . . , F m−1 out of the power 1/α and then out of the integral, this gives the estimate
At this point we estimate 1Ẽ (Q) ≤ 1 Q and apply Corollary 2.5 with s m = 1.
Applications
Sparse forms
Proof of Theorem 1.11. With the choice
the left-hand side of the conclusion can be written in the form (2.8) with s i = (1 − ρ i )r i . We apply Theorem 2.7 with the exponentsp i given by
and obtain the estimate
We compute
where M ρ i ,w i is the martingale fractional maximal function with respect to the reference measure w i dµ and the last inequality is given by Proposition 2.1. Using this with s = 1 for i ∈ J r and s =p i ≥ t i /r i for i ∈ J s we obtain the claim.
Theorem 1.12 is proved in the same way using (2.11) instead of Theorem 2.7.
Bilinear Hilbert transform
One of the motivating examples for Theorem 1.11 is the following sparse domination result for the bilinear Hilbert transform due to Culiuc, di Plinio, and Ou (in fact their result holds for more general trilinear forms, the reader is invited to consult their article for the definitions). 1/q j = 1 and let p j < q j be as in Theorem 3.1. Then 
