Inversion of magnetic data is complicated by the presence of remanent magnetization. To tackle this problem we design a methodology for inverting magnetic data for subsurface magnetization, as opposed to magnetic susceptibility. Our approach contains flexibility to obtain different types of magnetization models and the inversion routine is appropriate for use on data that contains the response of material exhibiting remanence. The magnetization is split into one component parallel (or anti-parallel), and two components perpendicular, to the Earth's field. Finding a vector magnetization greatly increases non-uniqueness but additional information, such as bounding the parallel component of the magnetization, can help produce useful results.
Introduction
The magnetization, J, within a body can be written
(1) (Bossavit, 1998) where χ is magnetic susceptibility and H0 is the Earth's magnetic field. The first term in (1), χH0, is the induced component of the magnetization and Jr is the remanent component. Remanent magnetization (or remanence) is a permanent magnetization that can be obtained by ferromagnetic material through several phenomena including thermo-, chemical and detrital remanence (Butler, 1992) . Often, the remanence obtained in the past becomes oriented in a direction different from the Earth's field today; this can occur through movement of the Earth's magnetic poles or through tilting of the stratigraphic units containing the permanently magnetized material. Hence, the induced and remanent components can be oriented in different directions.
Typical magnetic inversion routines assume no remanent component exists and erroneous results can be obtained if this assumption is made incorrectly. To demonstrate this, consider the following synthetic. The model mesh is shown in Figure 1 with an overlayed schematic showing the magnetization of the central body: the Earth's field is oriented vertically downward and the remanent magnetization is oriented horizontally towards the east (right in this diagram) such that the total magnetization is oriented with a 45
• dip. The Konigsberger ratio,
for the body is set to unity so that the remanent magnetization component is equal to the induced component. Figure 2 compares the different components of the response of this model. To invert we use the methods of Oldenburg (1996, 2003) ; Figure 3 shows the susceptibility model recovered from inversion of the data in Figure 2c assuming no remanence exists. The inversion had trouble converging and the recovered model bares little resemblance to the true synthetic, with significant susceptible material placed towards the mesh boundaries.
Other authors have approached the problem of remanence in magnetic inversions by assuming simple causative bodies with uniform magnetization directions (e.g. Choudhury and Sarkar, 1990) . Such an approach relies heavily on a priori information. Another option is to work with data that has minimal dependence on the magnetization direction: Shearer and Li (2004) invert total gradient data for the magnitude of the magnetization on a 3D mesh without knowing the direction of magnetization. However, they still require a "nominal" magnetization direction within their forward modelling and this may introduce some error into their forward solution.
In mineral exploration applications the remanence can be significant and the subsurface magnetization complicated; there may be different Earth regions containing quite different remanence. To approach such problems we consider the possibility of inverting magnetic data for the full, 3-component, magnetization vector. We investigate a simple, illustrative synthetic problem to improve our understanding of the inversion methods prior to applying them to real exploration problems.
Inversion for magnetization
To invert for magnetization we follow the methodology of Oldenburg (1996, 2003) for inversion for susceptibility. The model region is split into an orthogonal 3D mesh of M rectangular prismatic cells, each with constant susceptibility. If one makes the linear approximation and assumes no remanence, the magnetization in the j th cell is in the direction of the Earth's field and is
The N data predicted by the model (i.e. the response of the model),
where
T is the model vector that contains the susceptibilities in each cell and G is the N by M full sensitivity matrix.
Here, we define three orthogonal directionsp,ŝ andt such thatp is in the direction of the Earth's field:
Directionsŝ andt can be chosen in any convenient manner. The Earth model vector, m, contains the three components of magnetization in each cell so that
T (similarly for s and t) and m has length 3M . The magnetization in the j th cell is written
and the predicted data is calculated as
The sensitivity matrices in (8) are related to that in (4): each of G p , G s and G t are equivalent to G in (4) if the Earth's field is set to a unit vector (p,ŝ ort) and χ j in (3) is replaced with a single magnetization component (pj, sj or tj).
Following Li and Oldenburg (1996) we formulate the inversion as an underdetermined problem with Tikhonov regularization. The objective function to be minimized is
where φ d is the data misfit and φ m is a parameterized model objective function that provides flexibility to generate models with different characteristics. β is a regularization parameter that allows us to control the data fit. The data misfit is
where d obs is the observed data and the weighting matrix W d contains measurement uncertainties as in Li and Oldenburg (1996) . To simplify the mathematics we absorb W d into the sensitivity matrices in (8) such that
Our model objective function is
The regularization functionals W p , W s and W t in (12) are equivalent to W m in Li and Oldenburg (1996) To solve the inverse problem we set the gradient of the objective function to zero and obtain an equation of the form Ã m=b to solve for the magnetization model m with
and
The susceptibility formulation contains a high degree of nonuniqueness. To deal with this, Li and Oldenburg (2003) added depth weighting and constrained the susceptibility to be positive to maintain physical reality (discussed further in the following section). In our magnetization formulation, there are three times as many model parameters as in the susceptibility formulation and it is likely that additional information is required to obtain acceptable solutions.
We inverted the data in Figure 2a (no remanence) after adding a small amount of noise. We set the parameter γ to a large number so that we sought magnetization parallel or anti-parallel to the Earth's field. We compared this to the model recovered from a susceptibility inversion of the same data without positivity imposed and found that the location of negative susceptibility corresponded to the location of magnetization anti-parallel to the Earth's field. This is not an unexpected occurrence because the model objective function in (12) does not penalize magnetization anti-parallel to the Earth's field over magnetization parallel to the Earth's field. To ameliorate this, some form of positivity must be incorporated into the problem.
Incorporating positivity
Because we are interested in ferromagnetic material, susceptibilities are required to be positive. Li and Oldenburg (2003) incorporated this requirement using bound constraints and solved using a logarithmic barrier approach. Following them, the term
is appended to the objective function in (9). The lower bound, p L , determines the value above which the pcomponent of the magnetization must lie. Bounding is only applied to the p-component since it is our expectation that, in the absence of a strong remanence, the magnetization directions should be close to that of the Earth's field, such that p j ≥0 for every j.
If one is sure that no remanence exists then γ can be set to some high value and p L set to zero such that all the recovered magnetizations must be in the direction of (i.e. parallel to) the Earth's field. If some remanence is expected then one can allow increasing amounts by decreasing γ towards unity and p L below zero. In such a situation, positivity on the p-component of the magnetization is not constrained exactly but we still put pressure on the inversion to try to obtain magnetization directions that do not deviate too far off that of the Earth's field.
With the barrier term appended, the optimization problem becomes nonlinear and for a Newton-step approach we must solve an equation of the form
Here, ∆m is a model perturbation; the Hessian, H , is equal to the matrix Ã in (13) but with an additional term λD −2 , with D =diag(p − p L ), added to the element in the first row and first column (the diag function takes a vector and places it along the main diagonal of a matrix with zeros elsewhere); and the gradient, g, is
where we have defined δd=d
With positivity imposed, the result of inverting the data in Figure 2a for magnetization (see Figure 4 ) and for susceptibility (see Figure 5 ) are consistent. In Figure (4) , and all subsequent magnetization vector field diagrams, the magnetization vectors in each cell are indicated by cones with the point of the cone at the head of the vector; the colour scale indicates an effective susceptibilitythe magnitude of the vectors divided by the magnitude of the Earth's field. 
Inverting data containing a remanent component
We now invert the data in Figure 2c for magnetization (after adding a small amount of noise). This data is the response of a model containing remanent magnetization. Figures 6, 7 and 8 show the results with: γ=1000 and no bounding; γ = 1 and no bounding; and γ = 1 and p L = 0, respectively.
There is a dramatic improvement when inverting for magnetization as opposed to inverting for susceptibility (compare these results with Figure 3 ). Without any prior assumptions on the direction of remanence, one may feel it is most appropriate to set γ to unity and not enforce a lower bound on the parallel component of the magnetization (here, resulting in the model in Figure 7) . If the direction of the remanence is not expected to lie too far from that of the Earth's field then bounding can be imposed (here, resulting in the model in Figure 8 ). Bounding the p-component of the magnetization above zero makes a significant improvement here, moving the highest magnetization close to the position of the true synthetic body, both laterally and in depth, and resulting in the strongest magnetization vectors being oriented with roughly a 45 • dip.
Discussion
Inverting magnetic data for all three components of the subsurface magnetization is one possible route to interpreting magnetic data in complicated regions where the magnetization is not in a single direction. Unfortunately, this substantially increases the non-uniqueness of the problem. We have shown the benefit of incorporating positivity on the component parallel to the Earth's field when appropriate. However, additional information may be required to obtain acceptable magnetization models for more complicated field data: for example, point measurements of remanence obtained from oriented drill core samples. Furthermore, note that it is not possible to disentangle the induced magnetization and the component of the remanence in the same direction: if the remanence in (1) is in the direction of the Earth's field then the effective susceptibility is
and inversion methods assuming no remanence will behave well but return a higher susceptibility. Realizing these issues, future work will focus on developing a methodology for using the inversion routine to responsibly investigate field survey data to determine what remanence may exist in the subsurface and how to make inferences about the susceptibility of the material. Specifically, how to estimate an appropriate value of γ and how to best incorporate point measurements of magnetization.
