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FEEDFORWARD NEURAL NETWORKS FOR VERY SHORT TERM WIND SPEED 
FORECASTING 
 
F Tagliaferri and I M Viola, Yacht and Superyacht Research Group, School of Marine Science and Technology, 
Newcastle University, UK 
 
SUMMARY 
 
Since 2007 wind has become the major source of renewable energy in the UK. Moreover, increasing oil costs are driving 
researchers in the marine transport field to develop innovating wind ships. In order for wind power to be effectively and 
efficiently exploited, reliable forecasts on wind speed are needed. These will allow saving curtailments costs, improving 
safety, reducing damages due to extreme weather conditions, etc. Also, short and very short wind forecasts are critical 
for energy trading. In this study we present a short-term wind forecast based on artificial neural networks, which are 
mathematical structures able to model complex non-linear systems. In particular, we used a multilayer perceptron that 
predicts future wind speed values given the past and current recorded values. Data sampled every ten minutes was used 
to forecast up to one hour ahead, with an uncertainty ranging from 5%, for ten minutes ahead forecast, to 21%, for one 
hour ahead forecast.  
 
 
1. INTRODUCTION 
 
The 2011 annual wind report of the World Wind Energy 
Association (WWEA) [1] stated that, in 2011, the 
worldwide wind energy production increased by 40,053  MW, reaching a total capacity of 237,016  MW, 
which corresponds to the biggest increase in history, but 
also corresponding to a growth rate of 20,3% which is 
the lowest in the last decade The European Union has 
approved in 2008 the climate and energy package 
(known as 20/20/20 strategy) whose aim, by the year 
2020, is to reduce greenhouse gas emissions by 20%, to 
establish a 20% share for renewable energy, and to 
improve energy efficiency by 20% [2]. In order to meet 
this challenging target, deployment and operation of 
wind energy device need a significant step change. In 
particular, there is an unmet need for wind forecasting. 
More specifically, while long term forecasts (up to five 
days) allow decisions for deployment and maintenance of 
the structure; short (up to 24 hours) and very short (up to 
1-2 hours) are critical for energy trading [3,4]. 
There are two possible approaches to wind power 
forecasting: one is to predict wind velocity and then use a 
power curve to convert it to energy production; another 
one is to predict directly the wind energy. The choice 
between these two approaches needs to take into account 
that also the relationship between wind speed and wind 
energy production can have a stochastic nature [5] or 
being highly nonlinear [6]. 
In this work we present a model for the prediction of 
wind velocity. Models for predicting wind speed can be 
numerical or statistical. Numerical model are based on 
mathematical fluid mechanics models and have 
dominated the literature until the last decade (for 
instance, [7,8]). Statistical methods are based on past 
observation of the wind behaviour at one or more 
locations and have been found to perform better than 
numerical models on very-short-term forecasts [9,10]. In 
this paper we present a statistical model based on 
Artificial Neural Networks (ANN) using past recorded 
values of wind speed to predict the future values. 
ANN have been successfully used to attack a wide range 
of problems such as, for instance, speech recognition 
[11], image classification [12], function approximation 
[13] and financial forecasting [14]. The present study 
uses ANN to predict the future wind velocity based on 
several successive sets of velocity measurements taken at 
a single location. 
Differently from earlier studies using ANNs for wind 
forecasting [15], where temperatures, humidity and 
pressures were also input to the model, our model uses 
only the recent past velocities allowing a fast training of 
the network.  
 
2. METHOD 
 
ANN are inspired by the functioning of the biological 
neural networks in the brains of humans and animals, and 
their peculiarity is the possibility of emulating the human 
process of learning from experience. The constitutive 
unit of a neural network is a neuron, which is a singular 
processing unit that takes several inputs 𝑥!   originating 
from other neurons, and produces an output that is then 
transmitted to other neurons. The mathematical 
representation of the structure of a neuron is shown in 
Figure 1. A neuron itself can be broken down into the 
following components: 
 
• A set of connecting links, called synapses, where 
the 𝑖 − 𝑡ℎ synapses is characterized by a weight 𝑤! 
(synaptic weights); 
• An adder within the neuron that performs a sum of 
the inputs weighted by the corresponding synapses; 
• An activation function 𝜑, which transforms the sum 
computed by the adder into the neuron output. If the 
activation function is linear, a neuron results in a 
linear combination of the input values, while non-
linear activation functions (generally sigmoid 
functions) allow for the modelling of non-linear 
problems. 
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Therefore, a neuron can mathematically be described by 
Equation (1): 𝑦 = 𝜑 𝜁 ;     𝜁 = 𝑤!𝑥!!!!!                                                       (1)  
 
 
 
Figure 1. Structure of a generic neuron. 
 
Neurons are assembled together into an integrated 
structure that depends on the kind of problem that the 
network has to solve. A structure that has been 
successfully used in function approximation is the so-
called feed-forward multi-layer perceptron, characterized 
by the organization in subsequent layers of the neurons, 
as can be seen in the schematic example in Figure 2.  
The learning process involves the continuous 
modification of the synaptic weights and it is based on 
the principle of iterative error-correction. The synaptic 
weights of the various neurons are initialized to random 
values, then a training set of input and output data is 
presented to the network. 
For each input vector the initially generated output vector 
is compared with the known true output vector. The 
synaptic weights of the output layer are then modified by 
adding a factor that is proportional to the current assessed 
error and to a learning rate, and those corrections are 
extended to all of the weights in the network through a 
back-propagation process. This operation is iterated until 
successive changes in the synaptic weights are smaller 
than a given value, or when the errors begin to increase. 
For further details on training algorithms and validation 
processes see [16]. 
 
 
 
Figure 2: Schematic diagram of a multi-layer feed-
forward perceptron.  
 
In this work we use a multilayer perceptron to perform a 
forecast for wind speed based on past values. A time 
series approach is used: we assume that there exists a 
function 𝑓 such that: 
 𝑠 𝑡!!! = 𝑓 𝑠 𝑡! , 𝑠 𝑡!!! ,… , 𝑠 𝑡!!!                           (2) 
 
where 𝑠(𝑡) represents the wind speed at time 𝑡. In the 
present study the time values for the sampling 𝑡!are 
taken at a distance of 10 minutes. 
Therefore, we are looking for a way to express the next 
future value for the wind speed as a function of a vector 
of past values. The ANN is trained in order to model the 
function 𝑓. An input vector, consisting of consecutive 
measured values for the wind speed, is used as input, 
while future values are used as training outputs for the 
network. 
 
 
3. RESULTS 
 
A multi-layer perceptron was used to perform a forecast 
on ten-minutes wind speed measurements. The data set, 
provided by the National Climate Database and available 
online [17], was made of 4000 consecutive measured 
values; 80% of the values were used for the training, 
while the remaining 20% were used for testing the 
performance of the trained ANN. 
Different networks were trained in order to identify the 
best structure to perform the forecast.  
Single layer perceptrons can be used only to model 
linearly separable problems [16], and tests confirmed this 
limitation as it was observed that the performance of 
such a network was highly dependent on the initialization 
of the synaptic weights. Conversely, two hidden layers 
allow modelling non-linear functions, such as 𝑓 in Eq. 
(2). Increasing both the number of neurons per layer and 
the size of the input vector - increasing 𝑚 in Eq. (2) - led 
the average error to decrease until optimum values are 
reached. Then a further increase in neurons led the 
performance to decrease again. Both an excessive 
number of neurons and a too large size of the input 
vector led the performance to decrease because the 
number of parameters to be optimised increases and the 
training becomes inefficient. For instance, for our data 
set, the best performance was achieved with two hidden 
layers with 18 and 15 neurons, respectively, and with an 
input vector made of eight consecutive wind speed 
measurements - 𝑚 = 7 in Eq. (2). The single output 
vector predicted the ninth consecutive value. 
Having two different non-linear activation functions for 
the two layers increases the learnability when dealing 
with highly non-linear models [16]. For instance, we 
used a log-sigmoid and an hyperbolic tangent activation 
function for the first and second layer, respectively.  
The training is performed with the Levenberg-Marquardt 
back-propagation algorithm, which is known to be 
efficient for networks with less than 100 neurons [18]. 
Figure 3 shows the comparison between wind speed 
values registered by the station and wind speed forecast 
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by the ANN. The signal corresponding to the wind speed 
is highly oscillating and no qualitative general trend can 
be extrapolated. However, the ANN is able to perform a 
forecast with an uncertainty of 5% at 95% confidence 
level (meaning that, in 95% of the cases, the error is less 
than 5% of the average the wind speed).  
 
Figure 3: Measured and forecast wind speed. 
 
The same method with a different training can be used  in 
order to predict the successive-step-ahead wind speed 
value. Therefore, being 𝑠 𝑡!  the most recent measured 
wind speed known by the ANN, the input vectors are still 
of the form 𝑠 𝑡! , 𝑠 𝑡!!! ,… , 𝑠 𝑡!!! , while the 
output is 𝑠 𝑡!!! , with 𝑗 varying from 0 to 6. We use 
again 𝑚 = 7. The forecast uncertainty increases with 𝑗. 
In particular, Table 1 shows the uncertainty for the 
different minutes ahead forecasts. Ten minutes ahead is 
computed with 𝑗 = 1, and one hour ahead is computed 
with 𝑗 = 6.  
 
Table 1: Uncertainty for different minutes ahead 
forecasts.  
 
Minutes ahead [min] 10 20  30 40 50 60 
U [%] 5 7 11 15 18 21 
 
 
4. CONCLUSIONS 
 
Reliable short and very short wind energy production 
forecasts are necessary for energy trading. In order to 
obtain a good forecast it is possible to transform a 
forecast for wind speed into a forecast for wind energy 
production for a wind farm. In this paper, we presented a 
model for short-term wind forecast based on artificial 
neural networks. The model uses ten-minutes wind 
measurement and, taking as input eight consecutive wind 
values, predicts the wind speed for the next values up to 
one hour ahead. The uncertainty increases almost linearly 
with the time distance between the last input values and 
the desired output. The model allows forecasting up to 
one hour ahead with an uncertainty of 21%. 
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