Abstract. We develop some quasimetric theory in the more general context of distances, functions merely satisfying the triangle inequality. In particular, we take a closer look at Yoneda completeness and show how it can be characterized by holes and supremums of directed and approximately unital subsets. We also examine the relationship between Yoneda completeness and generalizations of semicontinuity, with applications to ordered normed spaces.
Motivation
It is hard to overstate the fundamental role metrics play in many areas of modern mathematics. If we drop the symmetry condition d(x, y) = d(y, x) then we get what is known as a quasimetric. This natural generalization has received far less attention, despite the fact quasimetrics also crop up frequently in various fields. Indeed, whenever one has an ordered metric space, it almost invariably happens that both the metric and the order can be derived from a single quasimetric. And the advantage of working with the quasimetric is that we can deal with the order and metric structure simultaneously in a very natural way.
Generalizing even further, we can look at functions which are only assumed to satisfy the triangle inequality, which we call distances. These have received even less attention, even though there are again natural examples of non-quasimetric (and even non-hemimetric) distances. In fact, again one finds that many transitive relations in metric spaces naturally arise from distances.
The aim of the present paper is to develop the quasimetric space theory further, even in the more general context of arbitrary distances. We have our eye towards applications in operator algebras and functional analysis, although we feel the general theory is worthy of study in its own right and will no doubt also have applications elsewhere.
Outline
We start off in §1 with the basic definitions and a number of motivating examples. We hope to convince the uninitiated that, far from being a mere curiousity, nonsymmetric distances are, in fact, everywhere. The examples also illustrate that quasimetric spaces and ordered metric spaces are usually just two sides of the same coin, and that the de-symmetrization conditions we use later on are quite natural.
Next, in §2, we discuss the various topologies that distances define. We diverge from previous work in this area by paying particular attention to hole topologies, and their relationship to restricted ball topologies. These play an important role in what follows, yielding topologies that unify aspects of metric and order theory.
In §3, we move on to discuss special kinds of nets and subsets. In particular, we show that Yoneda completeness can be characterized by convergence of Cauchy nets in the double hole topology or, alternatively, by a combination of classical metric completeness and directed completeness or the existence of certain d-supremums.
Lastly, in §4, we examine spaces of functions that are continuous with respect to hole and restricted ball topologies and show how they are akin to spaces of semicontinuous functions.
1. Examples
Definitions.
Throughout, X is a set and d : X × X → R + = {r ∈ R : r ≥ 0} satisfies
for all x, y, z ∈ X. We call d a distance and define a binary relation Note that in the literature there is a litany of (often inconsistent) terminology for metric generalizations. One of the first places hemimetrics are considered is [Kas68] , where they are called 'premetrics', possibly as a portmanteau of 'preorder' and 'pseudometric'. Another common term for a hemimetric is a 'pseudoquasimetric' (see e.g. [Kim68] ). Probably the earliest source for quasimetrics is [Wil31] , where ≤ d is required to coincide with = which, from our point of view, defeats their primary purpose of generalizing partial orders. See [Kün01] for a more thorough account of the history of non-symmetric distances. To avoid confusion, we follow one source for our terminology where possible, namely [GL13] .
Many sources restrict their attention to hemimetrics. This is at least partly justified by the fact that any distance d yields a hemimetric d 0 given by
. However, the natural topologies defined by d and d 0 may be drastically different (see Example 7 below), which is what motivates us to work with general distances as they are.
We define the dual or opposite d op of d by
and we call d symmetric when d = d op . So a metric is just a symmetric quasimetric and, likewise, a pseudometric is just a symmetric hemimetric. Even when d is not symmetric, d can be 'symmetrized' in a number of ways, for example
Which symmetrization is most appropriate will depend on the particular distance under investigation. As we wish to investigate the relationship between symmetric and non-symmetric distances while still being as general as possible, we simply assume throughout that e is a symmetric distance on X dominating d, i.e. e satisfies (△) and d ≤ e = e op , which means
e is reflexive then so is ≤ d . Given a relation ≤ on X, we can also 'de-symmetrize' e in various ways, e.g.
e(x, y ′ ), and e ≤ (x, y) = inf
Indeed, these functions could be considered as 'continuous' versions of the ≤ relation (see [YBHU08] ). Unlike symmetrizations, de-symmetrizations have received little attention in the literature up till now. However, many examples of non-symmetric distances naturally arise as de-symmetrizations, and this leads to other close relationships between the order and distance structure of X, as we will demonstrate. We can note a few things about reflexivity and de-symmetrizations, e.g.
≤ ≤ e, and (1.1)
and X has a maximum (or even an approximate unit -see Definition 5 below).
The following example shows how distances generalize transitive relations.
There is only one discrete metric on X, the characteristic function of X × X\ =. Denoting this byė, the maps
yield mutually inverse bijections between transitive relations and discrete distances on X. If d and ≤ are related in this way,
d is a pseudometric ⇔ ≤ is an equivalence relation. d is a metric ⇔ ≤ is equality. So the only non-trival order relations are t ≤ q ≤ s. Let e be the restriction of the usual Euclidean distance on R 2 to P, so e(p, s) = 1 = e(r, t) while e(p, q) = 2 = e(q, r).
So d fails (△), even though e is a metric and ≤ is a partial order.
However, just a little extra structure ensures de-symmetrizations are distances.
Example 3. Given a binary operation + on X and a subset P of X we define x ≤ P y ⇔ y ∈ x + P, so e L ≤P (x, y) = e(x + P, y), where e(Y, z) means inf y∈Y e(y, z). Say + is associative and P + P ⊆ P , so ≤ P is transitive, and let d = e L ≤P . If e is right subinvariant in that e(x + p, y + p) ≤ e(x, y),
for all x, y ∈ X and p ∈ P , then d also satisfies (△). For take x, y, z ∈ X, ǫ > 0 and p, q ∈ P such that e(x + p, z) ≤ d(x, z) + ǫ and e(z + q, y)
As ǫ > 0 was arbitrary, d satisfies (△). If x ∈ x + P , for all x ∈ X, then ≤ P is reflexive and hence d ≤ e, by (1.1). Thus if ≤ e is also reflexive then so is ≤ d (⊇ ≤ P , by (1.2)), i.e. d is a hemimetric. If e is increasing on P in the sense that, for all x ∈ X and p, q ∈ P ,
then ≤ d is also antisymmetric and hence d is a quasimetric. For if x ≤ d y ≤ d x and ǫ > 0 then we can take p, q ∈ P with e(x + p, y), e(y + q, x) ≤ ǫ, so e(x, x + p) = e(x + p, x) ≤ e(x + p + q, x) ≤ e(x + p + q, y + q) + e(y + q, x) ≤ e(x + p, y) + e(y + q, x) ≤ 2ǫ and hence e(x, y) ≤ e(x, x + p) + d(x + p, y) ≤ 3ǫ, i.e. e(x, y) = 0 so x = y.
Dimension Functions.
Example 4. Assume X is a lattice and D : X → R + satisfies
for all x, y ∈ X. Such D are known as dimension functions (see [Ber72] §25), valuations (see [Bir67] Ch X) or modular functions (see [Mae52] Ch 1 Definition 6.1). Define e and d by
From (1.5) and (1.6) we see that
is well known that e defines a pseudometric that is (left and right) subinvariant w.r.t. the lattice operations ∨ and ∧ (see [Bir67] or [Mae52] ). Also
so, as in Example 3 (with P = X), d defines a hemimetric. Alternatively, d can be shown to satisfy (△) directly in much the same way as e usually is, using (1.5), (1.6) and the fact that, for all x, y, z ∈ X,
It then follows that d is a hemimetric and e = d + is a pseudometric. Moreover, ≤ d coincides with ≤ precisely when D is positive in the sense that
(x < y means x ≤ y but x = y) in which case d is a quasimetric and e is a metric.
1.4. Normed Spaces.
Example 5. Given ρ : X → R + and a unary operation − on X, we define
If + is a binary operation on X we write x − y for x + (−y) and define
If + is commutative and − in involutive then x → −x is an anti-isometry, i.e.
In particular this holds if X is a abelian group. Even without commutativity, if X is a group then d ρ is right invariant, d
If ρ is also subadditive in that, for all x, y ∈ X,
d ρ is a hemimetric ⇔ ρ(0) = 0, and
Given a binary relation ≤ on X, we define
If X is a preordered group (i.e. ≤ is a left and right invariant preorder) then
If ρ is also subadditive then so is ρ ≤ , and hence if ρ(0) = 0 too then d ρ ≤ is a hemimetric. If ρ is also increasing on X + in that ρ(x) ≤ ρ(y), whenever 0 ≤ x ≤ y, then d ρ is increasing on X + , in that (1.4) holds, and so if ρ = ρ − and ρ −1 {0} = {0} then d ρ is a metric and hence d ρ ≤ is a quasimetric (see Example 3).
In particular this applies when X is an ordered normed space, i.e. a normed space with norm closed P ⊆ X such that P + P = P = R + P , x ≤ y ⇔ y ∈ x + P and ρ = || · || (see [AE80] Ch 2). We then consider X as a hemimetric space with 
Also, with normality defined as in [AE80] Ch 2 Proposition 1.3, we have
Note that the self-adjoint part A sa of a C*-algebra A is 1-normal. In particular, if
For non-1-normal ordered normed spaces, we again see that other symmetrizations may be more appropriate, e.g. if
1.5. Normed Rings.
Example 6. Say Y is a normed ring, i.e. ||·|| is a function from Y to R + that is both subadditive and submultiplicative,
We again have an anti-isometry, this time given by x → x ⊥ , i.e.
for all x, y ∈ X. Also ≤ d is the fixator relation (see [Row08] Appendix 15B), i.e.
As ≤ d is reflexive precisely on the idempotents, if X contains any other elements, d will not be a hemimetric. In this case, if 0
Incidentally, many of the constructions in this section can be seen as functors from appropriate categories. Indeed, distances are often studied from a much more categorical viewpoint (see [Law02] ). However, we restrict our attention to generalizing the more classical theory relating to order and topology.
2. Topology 2.1. Balls. A number of (potentially) different topologies on X can be defined from d. The most well known is the ball topology, generated by the open balls 
, for all y ∈ X, and (2.1)
• , and hence (2.3)
It follows from (2.4) that X
• can not be Hausdorff or even • means convergence is independent of the space in which the net lies. Put another way, for any Y ⊆ X, the Y
• topology, generated by balls centred in Y , coincides with the subspace topology of X
• , generated by balls centred in X, i.e.
Let X• denote the e-ball open subsets, and let X
•
• denote the open subsets in the topology generated by X
• and X • . If ≤ e is reflexive then X• is just the usual topology associated to the pseudometric e. Then the ⇒ in (2.2) is a ⇔ so
• is the strongest topology with specialization preorder
Proof. By (2.5), X • ⊆ X•. As ≤ e and hence ≤ d is reflexive, the ⇒ in (2.3) is a ⇔ which means that theẊ
• -closed sets are precisely the down sets, i.e. those Y such that
The last statement follows from the fact the down sets are precisely the closed sets in the Alexandroff topology which, by [GL13] Proposition 4.2.11, is the strongest topology on X which has ≤ d as its specialization preorder.
3). Thus the X
• 0 topology is at least as strong as X
• , i.e.
can be much stronger than X
• , as we now show.
So the X 
We denote the open subsets of X in the hole topology by X
• , and we denote X
• -limits by → • . Their duals are denoted by X • and → • . Note that
We are following [GL13] Exercise 6.2.11 in making d-holes right centred even though d-balls are left centred. This ensures that (2.2), (2.3) and (2.4) also apply to the hole topology, as (
is again the specialization preorder of X • . However, unlike balls, the converse to (2.2) and (2.3) may fail, i.e. even though
the reverse implication can fail even for quasimetric d. This also means that, for Y X, the Y • topology, generated by holes centred in Y , could be strictly weaker than the subspace topology coming from X
• , generated by holes centred in X, i.e we could have Y
Another difference between balls and holes is that, even when d is a quasimetric, the d ∨ -hole topology can be strictly weaker than the X • • topology generated by X
• and X • (see Example 9 below). One might wonder at this point why we would consider holes at all, given that classical metric space theory is so focused on balls, and the topologies generated by holes seem more difficult to handle. The reason is that ball topologies are often too strong, as Proposition 1 already indicates. For one thing, quasimetrics generalize partial orders, and we would naturally like increasing nets to converge to their supremums, which often does not happen in ball topologies. Also, ball topologies are often not compact, which is precisely why one considers weaker topologies in functional analysis. And while uniform convergence of functions corresponds to the ball topology, pointwise convergence corresponds to the usual product topology which is often generated rather by holes.
To see this, generalize the usual supremum metric as in [GL13] §6.6 by defining
and consider X Y as a distance space with respect to d sup . Strictly speaking, we should assume X is bounded here, or restrict to functions with bounded ranges, to avoid d sup potentially having infinite values. But actually infinite values present little difficulty, as shown in [GL13] , and the theory of distances applies equally well to extended (i.e. (R + ∪ {∞})-valued) distances.
The converse also holds when X has a maximum.
Example 8. Take X = [0, 1] and d(r, s) = (r − s) + = max(r − s, 0). As X has both a minimum 0 and a maximum 1, Proposition 2 yields Y that is closed and hence compact in the usual product topology, which is stronger than X 2.3. Restrictions. Rather than using holes, an alternatively way of weakening the ball topology is to restrict the centres. Specifically, for any Z ⊆ X, we let X
If d is a hemimetric then X is X-approximated, as we can then take z = x in (2.7), and hence X
• ⊆ X • , by Proposition 3. We can obtain the reverse inclusion here with another common condition one encounters in metric space theory. We call Y bounded if diam(Y ) < ∞. We call X totally bounded if, for every ǫ > 0, X is contained in finitely many subsets of diameter at most ǫ.
Proof. If x λ
• − → x then we have ǫ > 0 with d(x, x λ ) > ǫ cofinally often. As X is totally bounded, this subnet lies in a subset of diameter ≤ ǫ cofinally often. If x γ is in this further subnet we have
As X is totally bounded, each x ∈ X is contained in a subset of arbitrarily small diameter. This means ≤ d is reflexive and hence d is actually a hemimetric. Thus X
• ⊆ X • , as mentioned above.
Note that mere boundedness is not enough, e.g. if d =ė and X is infinite then
i.e. the ball topology is discrete while the hole topology is the cofinite topology.
Definition 4. We say X is totally Z-approximated if, for all x ∈ X, there is some totally bounded Z x ⊆ Z such that, for all y ∈ X,
Proof. Say x λ Y • − − → x so, for some y ∈ Y and ǫ > 0, d(y, x) + ǫ ≤ d(y, x λ ) cofinally often. For those λ, take z λ ∈ Z y with d(z λ , y) ≤ ǫ/4 and d(z λ , x λ ) ≥ d(y, x λ ) − ǫ/4. As Z y is totally bounded, z λ lies within a fixed subset of diameter at most ǫ/4 cofinally often. Let z be some z λ in this subset so, cofinally often, We claim that
Indeed, as X is Z-approximated and Y is totally Z-approximated, Proposition 3 and Proposition 5 immediately yield
− − → x then, for some r ∈ [0, 1] and s ∈ S,
This topology on X can be defined in other ways too. For example, note that 
then upper bounds of finite subsets [X]
<ω , indexed by these subsets under inclusion, form an approximate unit. Conversely, when d is discrete, X is directed iff X is approximately unital (i.e. has an approximate unit). In general, we could call approximately unital subsets 'approximately directed', as X is approximately unital ⇔ sup
Indeed, thanks to (△) we can extend this to arbitrary finite subsets and use it to define an approximate unit indexed by [X] <ω × (0, 1).
As directed subsets and their supremums play an important role in order theory, one would guess that approximately unital subsets and their supremums might be worth investigating. Here we will need the following stronger notion of supremum.
Definition 6. We call x ∈ X a d-supremum of non-empty Y ⊆ X if That is, unless we add another condition on X. 
Proposition 7. If (y λ ) is an approximate unit of Y ⊆ X and x ∈ X then Note the requirement that δ > γ, i.e. δ ≥ γ but δ = γ. If we had just δ ≥ γ then Cauchy nets would have to satisfy d(x λ , x λ ) → 0. While this holds automatically for hemimetrics, we think it is too strong a condition for general distances. For one thing, it would invalidate the following result.
Below [Λ] <ω denotes the finite subsets of Λ, a directed set ordered by inclusion.
Proposition 8. Any approximate unit has a Cauchy approximate unit subnet.
Proof. Take an approximate unit (x λ ), indexed by Λ. If Λ is finite then (x λ ) has a last term x γ and the constant x γ -valued sequence will be a Cauchy approximate unit subnet. Otherwise, define a map f :
−|F | , for all E F (which is possible because (x λ ) is an approximate unit). Then (x f (F ) ) is a Cauchy subnet of (x λ ) by construction. As any subnet of an approximate unit is again an approximate unit, we are done.
As in classical metric space theory, limits of Cauchy nets play a fundamental role. While previous work has focused on their ball-limits (and d-limits -see below), Proposition 7 indicates that the order structure of X will be more closely related to their hole-limits. For any Cauchy net (x λ ), • -limits of Cauchy nets are necessarily unique, when they exist. Also (2.6) means the first ⇒ above is actually ⇔, i.e. for any Cauchy net (x λ ),
• -limit of a Cauchy net is a X Then (x λ ) ⊆ X will be Cauchy iff x λ → 0, in which case
In [GL13] Definition 7.1.15, any x which satisfies d(x, y) = lim sup d(x λ , y), for all y ∈ X, is called a d-limit of (x λ ) (these are called forward limits in [BvBR98] 
Corollary 1. A Cauchy net converges in X
• , X • , X • or X • (or any restrictions, e.g. X Z• for Z ⊆ X) iff it has a subnet that converges in the same topology.
3.3. Completeness.
Definition 9. We call X Yoneda complete if every Cauchy net has a X By (3.5), X will be Yoneda e-complete iff, for every e-Cauchy net (x λ ), we have x ∈ X with e(x λ , x) → 0, i.e. iff X is e-complete in the classical sense. We now simply refer to this as e-completeness. Also, as d ≤ e, any e-Cauchy net (x λ ) will be both d-Cauchy and d op -Cauchy, and hence any X • • -limit of (x λ ) will also be a X • • -limit, by (2.2) and (3.5).
completeness implies e-completeness. By (3.3), Yoneda completeness also implies directed completeness. We now show that we can reverse this, under suitable conditions, and derive Yoneda completeness from e-completeness and directed completeness.
X is e-complete and directed subsets of X have d-supremums.
Proof. Take any Cauchy net (x λ ) λ∈Λ in X, and first define a map f : [Λ] <ω → Λ recursively like in the proof of Proposition 8. Specifically, let f ({λ}) = λ, for all λ ∈ Λ, and, given
<ω with |F | > 1, take f (F ) > f (E), for all E F , with
which is possible because (x λ ) is Cauchy. For any n ∈ N, let Λ n = {F ∈ [Λ] <ω : |F | > n} and define (y n F ) F ∈Λn recursively as follows.
, whenever G H and |G| = n + 2, (△) yields
Continuing in this way we obtain increasing (y n F ) with e(y n F , x f (F ) ) ≤ 2 1−2(n+1) , for all F ∈ Λ n+1 . By (3.3) and (3.6), y
n , for some y n ∈ X. For m, n ∈ N and sufficiently large F ,
is e-Cauchy, as e = d ∨ , and so e(y n , y) → 0, for some y ∈ X. We claim that x λ → • • y. For any z ∈ X and ǫ > 0, we can find n ∈ N with 2 1−2(n+1) ≤ ǫ and F ∈ [Λ] <ω arbitrarily large such that 
The results above also apply when e = d ∨ is replaced by e = d + (≤ 2d ∨ ). More generally it would suffice for e to be bounded by a multiple of d ∨ , as d ≤ e then implies that e is uniformly equivalent to d ∨ . We next show that we can even delete this assumption entirely, together with d-directedness, if we replace e We call a net (x λ ) ⊆ X self-approximating if (x λ ) is an approximate unit of {x λ : λ ∈ Λ} or, equivalently, if (x λ ) is an approximate unit of some subset of X.
Theorem 2. If X is e-complete and d = e R ≤ d then, for every Cauchy (x λ ) ⊆ X, we can find a self-approximating (y λ ) ⊆ X with e(x λ , y λ ) → 0. 
) is e-Cauchy so e-completeness implies that e(x n λ , y λ ) → 0, for some y λ ∈ X. For any λ, we have n such that 2 1−n s λ ≤ ǫ. This means e(x n λ , y λ ) ≤ 4ǫ and d(x γ n λ , x δ ) ≤ ǫ, for any δ > γ n λ . For all sufficiently large δ, we also have s δ ≤ ǫ so e(x δ , y δ ) ≤ 4ǫ and hence
As λ and ǫ > 0 were arbitrary, (y λ ) is self-approximating. Proof. For any Cauchy (x λ ) ⊆ X, we have self-approximating (y λ ) ⊆ Y with e(x λ , y λ ) → 0, by Theorem 2. By (3.3),
We can do even better if we restrict our nets to sequences.
Theorem 3. If X is e-complete and d = e R ≤ d then every Cauchy (z n ) ⊆ X has a subsequence (x n ) such that we can find increasing (y n ) ⊆ X with e(x n , y n ) → 0.
Proof. Take a subsequence (x n ) with d(x n , x n+1 ) ≤ 2 −2n , for all n, and define y 
and X is e-separable, X is Yoneda complete if X is e-complete and increasing sequences have d-supremums.
Proof. As X is e-separable, any approximately unital Y ⊆ X has a countable approximate unit, which can be chosen to be a Cauchy sequence, by Proposition 8, and hence an increasing sequence, by Theorem 3. Now the result follows from Corollary 3.
Corollary 6. If Y ⊆ X is e-separable and e-complete, and
We finish with some applications to ordered normed spaces. Following [AE80] Ch 2 §3, we call a normed space A approximately 1-directed if, for any a 1 , . . . , a n ∈ A,
Corollary 7. If X is the closed unit ball of an order unit Banach space B then (3.7) X is Yoneda complete ⇔ X is directed complete.
In this case, if Y ⊆ X is the unit ball of approximately 1-directed A ⊆ B then
Proof. The ⇒ part is immediate, so assume X is directed complete, i.e. any directed Y ⊆ X has a supremum x in X. We claim that x is still a supremum in B. . As X is a Banach space, X is e-complete by definition. Now if (x λ ) is a bounded Cauchy net, the increasing nets in the proof of Theorem 1 will also be bounded and hence have d-supremums, so the argument there yields a B
Thus (3.7) is proved, and for (3.8), take a ∈ A C , which means we have Cauchy (a λ ) ⊆ A with a λ → • • a. Then we can find γ such that d(a γ , a δ ) ≤ 1 and d(a δ , a) ≤ 1, for all δ > γ, and hence by replacing (a λ ) with (a λ ) λ>γ if necessary, we may assume that (a λ ) is bounded. As A is approximately 1-directed, A is d-directed so the proof of Theorem 1 shows that a ∈ A m . Likewise, if a ∈ Y C , the proof of Theorem 1
shows that ra ∈ Y m , for all r ∈ (0, 1), and hence a ∈ Y m = Y m .
Above B could be the self-adjoint part of a monotone complete C*-algebra and A could be the self-adjoint part of a C*-subalgebra. In this case Corollary 7 yields [AP73] Theorem 2.1 (iii)⇒(i). In fact, in [AP73] Theorem 2.1, they considered B to be the self-adjoint part of the von Neumann algebra (in which case Yoneda completeness of X also follows from X • • -compactness -see Example 10) coming from the universal representation of A and showed that A C = A m (although they did not quite express it this way). They also raised the question of whether A m = A m , which remains an open problem to this day according to [Bro14] . Although it was shown in [Bro88] Corollary 3.25(a) that the answer is yes for separable C*-algebras, which we can generalize too as follows. For Z ⊆ X define d Z as the restriction of d to Z × X. We also define e
