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Abstract
本稿では,大きな次数の多項式が持つ GCD の次数を見積もる方法について数値計算的手法を用いた




整数係数の1変数多項式の GCD 計算において,Euclidの互除法の高速算法である half‐GCD 法は非常に
高速である [15, 1, 24]. 2015年12月現在,20,000+4次の多項式 (係数は [-100,100] の整数) のGCD は
数秒で計算できる.次は CPU Intel core‐i7 4600(2.1\mathrm{G}\mathrm{H}\mathrm{z}) , 16\mathrm{G}\mathrm{B} RAM のPC 上で Maple 2015を用いて
計算した結果である.4秒程度で計算が完了している (もちろん,結果は正しい) .
ff: =randpoly (x,dense,degree=20000): gg: =randpoly (x,dense,degree=20000):
cc: =randpoly( \mathrm{x} , degree=4 ) ;
4 =3 2
90 \mathrm{x} - 39 \mathrm{x} - 63 \mathrm{x} - 91 \mathrm{x} + 43
\mathrm{f} : =expand (\mathrm{f}\mathrm{f}.*\mathrm{c}\mathrm{c}) :
\mathrm{g} : =expand ( \mathrm{g}\mathrm{g}*\mathrm{c}\mathrm{c} ) :
\mathrm{t}:=time () : \mathrm{g}\mathrm{c}\mathrm{d} ( \mathrm{f},\mathrm{g}) ; time () - \mathrm{t} ;
4. 515
ソースコードを見ると1) , 利用されている算法は modular法やhalf‐GCD 方など基本的な算法のみが利用
されている.このような現状において,整数係数の多項式の次数のみを求めることにそれほど意義はない
ように思う.しかし,多変数多項式の GCD 計算でしばしば利用される補間法や EZ‐GCD 法など各次数に
関する情報のみが必要な場合も多々あるため,高速化が期待できるのであれば,追求すべきである.
浮動小数係数の多項式の GCD (近似 GCD) において,half‐GCD 法の適応は非常に難しい [18]. 一方で,
近似 GCD 算法の多くは近似 GCD の次数を入力として計算を実行される.しかし,近似 GCD の次数を計
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本稿では次の記号を用いる. \mathrm{K} を標数 0 の数体, \mathbb{Z} を整数全体の集合,  $\Gamma$ を浮動小数全体の集合を表す
( \mathbb{Z} でも  $\Gamma$ でも成り立つ場合には, \mathrm{K} を用いる) . 多項式 f\in \mathrm{K}[x] に対して, \deg(f) は f の次数, ||f|| は
f の多項式ノルム (係数の絶対値の最大値) を表す.与えられる多項式 f と g は n=\deg(f)>\deg(g) と仮
定する (\deg(f)=\deg(g) のときは, g を f で頭項消去を行いその結果を g と置き直す) .
f(x)=f_{n}x^{n}+f_{n-1}x^{n-1}+\cdots+f_{0}, g(x)=g_{n-1^{X^{n-1}}}+g_{n-2}x^{n-2}+\cdots+g_{0}.
\mathrm{g}\mathrm{c}\mathrm{d}(f, g) を f と g のGCD を表し,次で表す.
\mathrm{g}\mathrm{c}\mathrm{d}(f, g)=\mathrm{c}(x)=c_{k}x^{k}+\mathrm{c}_{k-1}x^{k-1}\dotplus\ldots+c_{0}.
本稿では,特に \mathbb{Z}[x] に属する多項式は全て小文字 f, g , . . . で表し,  $\Gamma$[x] に属する多項式は全て大文字




f(x) と g(x) から構成される Bezout 行列 Bmat (f, \mathrm{g}) は次で定義される.
Bmat (f, g)= \left(\begin{array}{lll}
b_{0,0} & \cdots & b_{0,n-1}\\
\vdots & \ddots & \\
b_{n-1,0} & \cdots & b_{n-1,n-1}
\end{array}\right) \in \mathrm{K}^{n\times n} . (1)
ここで, (i, j) ‐要素 b_{i-1,j-1} は多項式 \displaystyle \frac{f(x)g(y)-f(y)_{9}(x)}{x-y}=\sum_{0\leq i,j\leq n-1}b_{i,j}x^{i}y^{j}\in \mathrm{K}[x, y] の x^{i-1}y^{j-1} ‐係数
である. 嫁
特に,Bmat (f, 1) は f(x) の係数から構成される次の行列である.
Bmat (f, 1)= ( f_{n}f_{2}f_{1} f_{2}. \cdot f_{n} ) \in \mathrm{K}^{n\times n} . (2)
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定義2 (Bezout‐Hankel行列)
f(x) と \mathrm{g}(x) から構成される Bezout‐Hankel 行列 Hmat (f, g) は次で定義される.
Hmat (f, g)= ( h_{n}h_{2}h_{1}: h_{n+1}h_{2}. h_{2n-1}h_{n.+1}^{h_{n}}: ) \in \mathrm{K}^{n\times n} ) (3)
ここで,各要素 h_{i} は \displaystyle \frac{g}{f} を無限遠点上 (x=\infty) でTaylor 展開したときの x^{-i} 次の係数である :
\displaystyle \frac{9(x)}{f(x)}=h_{1}x^{-1}+h_{2}x^{-2}+h_{3}x^{-3}+\cdots\in \mathrm{K}\{x\}.
1
Bmat (f, g) は対称行列 , Bmat (f, 1) とHmat (f, g) はHankel 行列である : 行列 M = (m_{i,j}) が m_{i,j} =
m_{i+1,j-1} をみたすとき,行列 M はHenkel行列であるという.
Bmat (f, g) とHmat (f_{9}) の間に,次の関係式が成立する [13].




P.(x) \in \{F(x), G(x)\} に対して次の方法によって微小主係数な近似 GCD をもつ多項式の組に変換可能なこ
とが多い (数回繰り返すことによって,必ず実現される) .
1. P(x)\mapsto x^{\deg(p)}P(1/x)
2. P(x)\mapsto aP(x)+bxP(x)=(a+bx)P(x) with a\ll b . このとき,Bezout 行列およびBezout‐Hanke1
行列のサイズは1だけ増える.
3 見積もりの方法
次数の見積もりは次の方法で行う.与えられた多項式 f, g にそれぞれ適当な摂動 $\Delta$_{f}, $\Delta$_{g} を加え , 係数を
浮動小数に変換する2).
F\leftarrow f+$\Delta$_{f}, G\leftarrow g+$\Delta$_{9}.
このとき, F と G の近似 GCD は \mathrm{g}\mathrm{c}\mathrm{d} (f ) g) である.ゆえに, \mathrm{g}\mathrm{c}\mathrm{d}(\mathrm{g}\mathrm{c}\mathrm{d}(f,g))=k は F と G の近似 GCD の




補題3 (Bezout 行列の生成 [17])
徽小主係数な近似共通因子を持つ F(x) と G(x) が与えられた時,Bezout行列Bmat (F, G) の構成において,
微小主係数に依存した桁落ち誤差は発生しない I
補題4 (Bezout‐Hankel行列の生成)
微小主係数な近似共通因子を持つ f(x) と \mathrm{g}(x) が与えられた時,Bezo \mathrm{u}t‐Hankel行列Hmat (f, g) の構成に
おいて,桁落ち誤差は発生しない I
命題5




 $\gamma$=|c_{k}|\ll 1 のとき,Bezout 行列 Bmat (f, 9) の各要素は次のように評価できる。
Bmat (f, g)\propto (\overline{O( $\gamma$)}. . . O( $\gamma$)\Vert O($\gamma$^{2})) . (6)
それゆえ,Bmat (f, 1)\mathrm{H}\mathrm{m}\mathrm{a}\mathrm{t}(f, 9)\mathrm{B}\mathrm{m}\mathrm{a}\mathrm{t}(f, 1) の桁落ち量は次のように見積もることができる.
命題7
Bmat (F, 1)\mathrm{H}\mathrm{m}\mathrm{a}\mathrm{t}(F, G)\mathrm{B}\mathrm{m}\mathrm{a}\mathrm{t}(F, 1) の計算において,桁落ち誤差が発生する.
Amount of Cancellation error of Bmat (f, 1)\mathrm{H}\mathrm{m}\mathrm{a}\mathrm{t}(f, g)\mathrm{B}\mathrm{m}\mathrm{a}\mathrm{t}(f, 1)
\propto ( o(1/$\gamma$^{k-1})o(1_{0^{/$\gamma$^{0})}}: :. \cdot  o(1_{0^{/.\cdot$\gamma$^{0})}}:. 000: . . . ) .
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例1 (近似 GCD の次数見積もり)
F と G は次で与えられる.
F(x) = (0.01x^{3}+x^{2}-x+1)(x^{4}+3x^{2}-3x+4)+0.001x^{5}-0.00001x^{3}-0.0004,
g(x) = (0.01x^{3}+x^{2}-x+1)(x^{3}-3x^{2}-3x+4)+0.001x^{4}+0.00001x^{2}.
次の行列は Bmat (F, G) とBmat (F, 1)\mathrm{H}\mathrm{m}\mathrm{a}\mathrm{t}(F, G)\mathrm{B}\mathrm{m}\mathrm{a}\mathrm{t}(F, 1) をそれぞれ計算後に差を計算した結果である.
Bmat (F, G)-\mathrm{B}\mathrm{m}\mathrm{a}\mathrm{t}(F, 1)\mathrm{H}\mathrm{m}\mathrm{a}\mathrm{t}(F, G)\mathrm{B}\mathrm{m}\mathrm{a}\mathrm{t}(F, 1)
= ( -8\times 10^{-15}-5\times 10^{-7}-6^{\times_{\times 10^{5}}^{78}}910^{-4}6780.69 -9^{-6\times 10^{5}}-5_{\times}\times 10^{-.7}9\times_{10_{0.0}^{-16}}^{78}10^{-4}0.69 -9\times 10^{-16}-7\times 10^{-15}-5\times 10^{-7}7\times 10^{-18}-6\times 10^{5}9\times 10^{-4}0.69 -5\times 10_{0.0}^{-7}-5\times 10^{-7}2\mathrm{x}10^{-16}7\times 10^{-15}9\times 10_{0.0}^{-4} -2\times 10_{-18}^{-16}-2^{\backslash }\times 10^{-15}-1\times 10^{-14}-5\times 10_{0.0}^{-7}-6\times 10^{-5}7\times 10\prime -5\times 10^{-7}4\times 10_{0.\cdot 0}^{-16}4\times 10^{-15}0.\cdot 00000 -57\times\times 10_{0.0}^{-18}10^{-15}0.00^{\cdot}00.00.0 ) .
(1,1), (1,2),(1,3) , (2,1), (2,2), (3,1) 要素にて,大きな桁落ちが起きた.上部分 3\times 3 行列の上三角行列部
のみ桁落ちがおきた.部分行列のサイズは近似 GCD の次数 k=3 に一致している.
例2(整数係数の次数)
次の多項式 f, g の次数を求める.
f(x) = (\displaystyle \frac{1}{100}x^{3}+x^{2}-x+1)(x^{4}+^{r}3x^{2}-3x+4) ,
g(x) = (\displaystyle \frac{1}{100}x^{3}+x^{2}-x+1)(x^{3}-3x^{2}-3x+4) .
まず, f, g に任意の摂動をつけ,近似 GCD の次数を求める.
 F(x)=f(x)+ $\epsilon$ \times randpoly, \mathrm{G}(\mathrm{x})=\mathrm{g}(\mathrm{x})+ $\epsilon$ \times randpoly.
次の表は,摂動の大きさ  $\epsilon$ に対して,100回の試行で互いに素ではないと返した回数を表す.
表1: 共通因子を持つかの判定 (それぞれ100回試行)
また,.  $\epsilon$=0.001 の場合 (共通因子があると判定 ;96回) に得られた次数は次の通りである.
\bullet 次数 =2 : 8回
\bullet 次数 =3_{r} : 81回
\bullet 次数 =4 : 7回
実際,摂動のとり方は次に注意する必要がある.
. 摂動多項式のノルムは f(x) , g(x) のノルムの \displaystyle \frac{1}{1000} 程度まで小さくすること.小さすぎると,算法が摂
動項のある多項式と認識しないため,桁落ち誤差が発生しないことがある.
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. 多項式の積 (Bezout 行列作成) : M_{\mathrm{p}\mathrm{o}\mathrm{l}\mathrm{y}}(n)
\bullet 有理式のローラン展開 (Hanke1行列) \Rightarrow 多項式の積 :  O(const. \times n)
\bullet Hankel 行列 \times ベク トルの計算量は  O(n\log n) であり,Bmat (f, 1)\mathrm{H}\mathrm{m}\mathrm{a}\mathrm{t}(f, 9)\mathrm{B}\mathrm{m}\mathrm{a}\mathrm{t}(f, 1) の1列目の
み計算できればよいので、
2O(n\log n) .
\bullet  S_{\mathrm{m}\mathrm{a}\mathrm{t}}(n) : n 回の差の計算で十分 (1列目)





\bullet  k=\deg(\mathrm{g}\mathrm{c}\mathrm{d}(f, g)) は動かす
このとき,次の行列の積について考える.
\left(\begin{array}{llll}
f_{4} & f_{3} & f_{2} & f_{1}\\
f_{3} & f_{2} & f_{1} & \\
f_{2} & f_{1} &  & \\
f_{1} &  &  & 
\end{array}\right) \left(\begin{array}{llll}
h_{1} & h_{2} & h_{3} & h_{4}\\
h_{2} & h_{3} & h_{4} & h_{5}\\
h_{3} & h_{4} & h_{5} & h_{6}\\
h_{4} & h_{5} & h_{6} & h_{7}
\end{array}\right) \left(\begin{array}{llll}
f_{4} & f_{3} & f_{2} & f_{1}\\
f_{3} & f_{2} & f_{1} & \\
f_{2} & f_{1} &  & \\










の括弧の中 : s_{1i} for 1 \leq i\leq 4) , 3つ目の行列との積を計算している.
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補題8
s_{11}, s_{12}, s_{13}, s_{14} にて桁落ち誤差は発生しないが, s_{11}f_{4}+s_{12}f_{3}+s_{13}f_{2}+s_{14}f_{1} にて桁落ち誤差が発生する.
証明 尻について眺めると,
 h_{i}=c_{k}.\times (terms) +c_{k-1} \times (terms) +\ldots+c_{1} \times (terms) +\mathrm{c}_{0} \times (terms) + $\epsilon$
ここで,  s_{11}, s_{12}, s_{13}, s_{14} の計算にて c_{0} の項が消える.すなわち,s11f4 +s_{12} f3 + s13 f_{2} +s_{14}f_{1} にて,





このとき,(第 1 . 第2) 第3行列の積は次のように分類でき,それぞれ桁落ち誤差の有無および桁落ち誤差
の大きさを見積もることができる.
1. w_{i}=s_{i}f_{4}+s_{i+1}f_{3}+s_{i+2}f2+s_{i+3}f_{1} につ \vee)て : O(1/$\gamma$^{k-i}) の誤差発生
2. w_{i,3}=s_{i}f_{3}+s_{i+1}f_{2}+s_{i+2}f_{1} について : O(1/$\gamma$^{k-(3-i)}) の誤差発生
Bezout 行列は対称行列 (b_{i,j}=-b_{i,j}) なので,次が言える
\bullet  t_{i}=f_{3}h_{i}+f_{2}h_{i+1}+f_{1}h_{i+2}
. \mathrm{t}_{2}f_{3}+t_{3}f_{2}+t_{4}f_{1} について O(1/$\gamma$^{k-i}) の誤差発生
Bezout‐Henkel行列のからBezout行列を構成する際 \mathrm{c}_{k} の項および, c_{k-1} , . . . , c_{1} のある項が消去される.







4.2 計算量 : 改良後
計算量は次の通りである.
\bullet 多項式の積 (Bezout 行列作成) :  M_{\mathrm{p}\mathrm{o}\mathrm{l}\mathrm{y}}(n)
\bullet 有理式のローラン展開 (Hankel行列) \Rightarrow 多項式の積 :  O(const. \times n)
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