ABSTRACT Effective video representation is a key ingredient in action recognition, but how to learn effective spatial features remains a fundamental and challenging task. The existing CNN-based methods apply low-resolution feature maps to get the high-level semantic labels. However, the slenderer spatial information for action representation has lost. In this paper, we propose a novel stacked spatial network (SSN), which integrates multi-layer feature maps in an end-to-end manner. Spatial features extraction network based on encoder-decoder is firstly used to obtain multi-level and multi-resolution spatial features under the supervision of high-level sematic labels. The multi-level features are aggregated through a stacked spatial fusion layer, which intrinsically refines the traditional convolutional neural network. Then, refined spatial network (RSN) is proposed to aggregate spatial network and SSN. Particularly, the learned representation of RSN comprises two components for representing semantic label information and local slenderer spatial information. Extensive experimental results on UCF-101 and HMDB-51 datasets demonstrate the effectiveness of the proposed RSN.
I. INTRODUCTION
The task of human action recognition is to identify the behavior of people automatically in video sequences. In recent years, human action recognition has attracted an increasing attention, due to its applications in medical treatment, motion analysis and surveillance. Early methods relied on traditional hand-crafted features [16] , [17] , [31] , [32] and unsupervised feature encoding [23] . These early methods have been naturally substituted, due to the superior performance of deep learning methods [8] , [33] .
Recent advances for human action recognition in videos have mainly focused on incorporating the appearances and dynamics information. On account of the effectiveness of CNN on computer vision tasks, CNN is employed in action recognition for spatial feature extractions naturally. However, it is insufficient to capture the complex video action information. As complementary, the optical flows [37] , which capture the motion information in temporal stream, show the The associate editor coordinating the review of this manuscript and approving it for publication was Shiqi Wang. effectiveness on action recognition. The combination of spatial and motion information, which is called two-stream, is a mainstream on action recognition. Nevertheless, the optical flows are often too expensive to compute, which is a key limitation for two-stream action recognition methods. Recent attempts on 3D ConvNets entangled the spatial and temporal information simultaneously. The huge number of model parameters and computational inefficiency are potential problems. Spatial information is the fundamental ingredient for action recognition. However, it doesn't get the attention it deserves in recent works. It is desirable to explore effective spatial feature learning approaches for practical action recognition.
Early CNN-based approaches exploited the frame-level features for action recognition [27] , where a frame is randomly selected as the video representation. Due to the randomness, frame-level features are prone to confuse itself with other look-alike classes with a single frame. The clip-level features [29] are extracted by the use of a short sequence of clipped images. Clip-level features are extracted with multi-frames to improve the descriptive ability of thin FIGURE 1. The still frame of class ''ApplyEyeMakeup'' is from UCF101. The learned spatial feature leads to the loss of slenderer information in temporal segment networks (TSN), which is vital for similar action (with low action variation) discrimination.
frame-level features. Nevertheless, the clip-level features are still inadequate to represent the full video, leading to partial observation. The video-level representation [4] , [8] , [10] , [11] , [30] , [35] , [40] using abundant frames sampled from the whole video. Video-level features show the effectiveness on action recognition, compared to the methods based on frame-level and clip-level. Various ingredients are considered to extract informative video-level features including DTPP [40] and TSN [35] . These methods achieve superior performance by increasing the quantity of frames. However, the quality of spatial information has not been improved intrinsically.
Most of spatial feature learning methods for action recognition are dedicated to building high-level semantic feature maps with low resolution on RGB frames [8] , [10] , [35] , [40] . These methods made an end-to-end training process with the supervision of high-level semantic labels. In this situation, the static semantic information (e.g. scenes, objects and appearance) is preserved as the spatial features in the low resolution feature map to depict the action (see Fig. 2 ). Massive local slenderer spatial features are discarded during a sequence of convolution and pooling operations. As shown in Fig. 1 , the slenderer spatial features are the main factor for the action description. This is especially critical for distinguishing different actions with minor inter-class variations. Nevertheless, high resolution feature map lacks high-level semantic information. Therefore, extracting effective spatial features to carry the slenderer spatial feature descriptions with high-level semantic can be seen as a tremendous challenge faced by us.
To address this problem, we propose a novel stacked spatial network (SSN) for action recognition. The slenderer action descriptions are obtained from the encoder-decoder framework [3] , [24] , [28] to refine the traditional spatial features. The encoder is used to extract the high-level sematic information. The decoder is exploited to preserve the slenderer spatial features, which intrinsically improves the feature learning ability of spatial network. Multi-path features are aggregated with a stacked features fusion layer to enhance the accuracy of action recognition. In addition, the refined spatial network (RSN) is proposed to combine spatial network with SSN, aiming to facilitate the aggregation of local FIGURE 2. The current methods take the coarse feature (low resolution feature map) for action recognition. It is insufficient to reconstruct the local spatial information for action representation. slenderer spatial and high-level semantic label information for video-based action recognition.
To summarize, the major contributions of this paper are as follows:
1) An encoder-decoder network for RGB input is proposed to extract slenderer spatial features. The extracted spatial features are refined by an additional decoder part, where fine-grained spatial cues for action recognition are retained. The results on the datasets of UCF101 and HMDB51 demonstrate the effectiveness of the proposed RSN. The remainder of the paper is organized as follows, and related works are reviewed in Section II. We will describe the refined spatial network (RSN) in Section III. In Section IV, experimental results are presented on our method. Finally, we will make a conclusion in Section V.
II. RELATED WORK A. HAND-CRAFTED VIDEO REPRESENTATION
Over the past two decades, a large amount of effective models have been developed for action recognition. Before the surge of deep learning, human action recognition still depends on hand crafted features such as Improved Dense Trajectories (iDT) [32] , HOF [18] , Trajectories [31] and Space Time Interest Points [17] . Among them, iDT is currently the most effective and reliable handcrafted method, which explicitly estimates the camera motion for improving dense trajectories. Current classification pipelines based on CNN are still adopting iDT for generating video representations, e.g. trajectory-pooled deep-convolutional Descriptor (TDD) [33] . However, these traditional hand-crafted methods are still unable to capture abundant semantic information and computationally expensive.
B. LEARNING CNN REPRESENTATIONS FOR ACTION RECOGNITION
In order to address the computationally expensive issue, CNN [2] has showed dramatic improvements in action recognition. However, unlike image classification, end-to-end [35] . And the blue blocks represent the stacked spatial network (SSN). The input of this network is RGB images that are randomly selected from each segment. The class scores of the same network are combined by average fusing. Finally, the final prediction is the weighted average fusion of Class score1 and Class score2. ConvNets on the same network shares parameters. And each network is trained in end-to-end manner.
convolutional neural networks are still unable to implement significant superiority over traditional hand-crafted features for video-based action recognition. To resolve these problems, the temporal structure for action recognition was proposed in several techniques, [21] temporally decomposing video frames to exploit the temporal structure of human actions. Then, Simonyan et al. [27] proposed a two-stream ConvNet, which incorporates spatial and temporal networks. Meanwhile, optical flow is calculated to explicitly capture motion information (temporal networks) and RGB images are used to extract appearance information (spatial networks). On the basis of the two-stream ConvNets, temporal segment networks (TSN) [35] captured the temporal sequence information for recognition. It integrated the 25 frame-level predictions into the global video prediction. Similarly, Jiagang Zhu et al. proposed a deep network with Temporal Pyramid Pooling (DTPP) [40] , an end-to-end video-level representation learning approach, which sparsely sampled RGB images and optical flows from the whole video. Then, it used a temporal pyramid pooling layer to aggregate the multiple temporal scale features to video-level representation. However, the slenderer information will lose by adopting single layer for video representation. And it is limited in efficiency, due to the heavy computational cost of optical flows.
C. LEARNING 3D CONVOLUTIONAL NETWORKS REPRESENTATIONS FOR ACTION RECOGNITION
In recent research, 3D convolutional networks have been proposed by [26] , which can better capture the temporal and spatial information and requires no additional complicated optical flows. On that basis, C3D [29] applied 3d-convolution and 3d-pooling layers on a short video with consecutive frames. It fuses ConvNet towers both spatially and temporally in particular. In this connection, the number of parameters compared with other methods will not increase. Recently, Two-Stream Inflated 3D ConvNets (I3D) [6] combined the two-stream ConvNets with 3D ConvNets to learn seamless spatio-temporal feature extractors from video. However, in order to avoid the risk of over-fitting, it has to depend on a huge number of training videos.
In our paper, we only use RGB images as the input of our network. And we use the encoder-decoder to reduce the semantic difference between the network layers. Then, unlike these end-to-end deep convolutional networks, a stacked spatial fusion strategy that can efficiently represent the video will be used. To the best of our knowledge, this is the first encoder-decoder framework for action recognition in videos. Finally, refined spatial network (RSN) is naturally incorporated stacked spatial network (SSN) and spatial network.
III. THE REFINED SPATIAL NETWORK (RSN) FOR VIDEO REPRESENTATION LEARNING
In this section, we will give the overview of the proposed refined spatial network (RSN) in Section III-A in the first place. Then, we will introduce the stacked spatial network (SSN) in Section III-B in detail.
A. OVERALL ARCHITECTURE OF RSN
Commonly, the traditional action recognition methods take advantage of low-resolution feature maps, namely, the visual input, to get the high-level semantic labels. However, these approaches give little consideration on capturing slenderer spatial information for action representation. To tackle this issue, we propose a refined spatial network (RSN), which is comprised of spatial network and stacked spatial network (SSN). Especially the proposed SSN can obtain local slenderer spatial feature with semantic label information.
As shown in Fig. 3 , the proposed refined spatial network (RSN) contains a spatial network and a stacked spatial network (SSN). These two networks are complementary and parallel during the training process. Using the complementary relationship, it is capable of actually improving the accuracy of the action recognition task. Note that only RGB images are used as the input of RSN to prevent the expensive computing cost for piratical action recognition. In the following, a brief introduction to the spatial network and SSN will be presented.
Given a target video V , we equally divided it into T segments {S 1 , S 2 , ..., S T }, where S T is the T -th segment in video. Then, we randomly sampled a RGB video frame from each segment. These frames are used as the input to the spatial network and SSN.
Various CNN networks are used for the traditional spatial network, such as BN-Incption, ResNet, etc. To further extend the work of TSN [35] , we choose BN-Inception [13] as the spatial network which contains 33 convolutional layers and 1 fully connected layer. As complementary, SSN will be introduced in next section. Fig. 4 shows the architecture of the stacked spatial network (SSN), which is established based on the encoder-decoder framework. The encoder in SSN is identical to the BN-Inception network. Empirically, the dimension of the last convolutional layer in the encoder is 1024D. Then, the encoder maps the source RGB images of video to high-level features. The decoder network consists of deconvolutional layers and skip connection layers which correspond to each layer of the encoder. In order to learn local slenderer features, we substituted deconvolutional layers [1] , [19] for up-sampling [20] operation. And the skip connection layers are to produce fine resolution feature maps on which the predictions are to be made. Through the skip connection layers, local slenderer spatial information is preserved with the supervision of sematic labels. Finally, the stacked spatial fusion layer is utilized to aggregate the feature maps from encoder and decoder.
B. STACKED SPATIAL NETWORK
A stacked spatial fusion layer is used to aggregate encoding and decoding features into high-level semantics and slenderer spatial information. Different stacked functions
.., f L )) are investigated for the stacked spatial fusion layer. The size of the stacked feature is 1024D.
• Weighted average fusion:
• Max fusion:
• Concatenation fusion:
where Q f is the feature map that aggregated from the stacked spatial fusion layer. Then, the video prediction of stacked spatial network (SSN) models is as follows:
and F T is the feature map of sampled frame from its corresponding segment S T . And the prediction function g combines the outputs from multiple frames to produced class scores for all the classes. It is noticed that the broadly-used Softmax function we chose is applied to g. Subsequently, G is an average operation, and the parameters w learned in our model. Specifically, our proposed stacked spatial network (SSN) aims to optimize the parameters of ConvNets to perform higher-level semantic features Q f with end-to-end manner. The total loss function is:
where j, c = 1, ..., n, n is the number of action classes, i = 1, 2, ..., m, m is the number of predictive layers mentioned above and y j is the groundtruth label concerning class j. Meanwhile, Stochastic Gradient Descent (SGD) is used to learn the model parameters. In the back-propagation process, the joint optimization of the model parameters w can be derived as:
In addition, two kinds of pre-training methods are adopted in the network, ImageNet [25] pre-training and Kinetics [6] pre-training. To speed up convergence, ImageNet pre-training is used in the refined spatial network (RSN). To avoid overfitting in the training process, Kinetics pre-training is also used.
IV. EXPERIMENTS A. DATASETS
The proposed refined spatial network (RSN) is evaluated on two challenging video action datasets.
1) UCF101
This dataset includes 13, 320 videos and 101 action categories with a total number of 27 hours. It has three splits, 9, 537, 9, 586 and 9, 624 respectively in training data and 3, 783, 3, 734, 3, 696 videos in testing data. Finally, the performance of the model is measured by mean accuracy across the splits.
2) HMDB51
The HMDB51 dataset has about 6, 766 videos and 51 action classes, each containing a minimum of 101 clips. It is collected from various sources, such as movies, Google and YouTube videos. It also has three splits of training/testing data. 
B. IMPLEMENTATION DETAILS 1) NETWORK INPUT
Followed by the settings in the previous action recognition researches [35] , 3 frames are sampled for each video. The size of input image fields is 256 * 340. In order to prevent over-fitting, the random cropping, horizontal flipping, corner cropping and scale-jittering [35] measures are adopted as the data augmentation methods. Consequently, 224 * 224 regions are used as input.
2) ConvNets CONFIGURATION
The spatial network is established on BN-Inception framework. Similarly, the encoder part of the stacked spatial network (SSN) has the same architecture of the spatial network. The decoder network consists of deconvolutional layers and skip connection layers that correspond to each layer of the encoder.
In SSN, the encoder adopts the BN-Inception architecture. The size of output feature maps of encoder is 1024 * 7 * 7. The decoder framework consists of 3 deconvolutional layers and 3 skip connection layers. Then the weighted average fusion is performed on the stacked spatial fusion layer, which integrated the mulit-level feature maps of to get high-sematic features with slenderer spatial information. Finally, the full connection layers are used to get the top-1 action recognition accuracy.
3) TRAINING CONFIGURATION
Based on the standard back-propagation algorithms, the minibatch stochastic gradient descent algorithm with momentum is adopted here to learn the network parameters, where the batch size is set to 32 and the momentum is set to 0.9. The dropout ratio is set to 0.8 for spatial networks and SSN. The spatial networks take 4, 500 iterations with the step policy for every 2, 000 iterations, while the learning rate is initialized as 
C. EVALUATION OF STACKED SPATIAL NETWORKS (SSN)
The performance of the stacked spatial network (SSN) is evaluated in this part. In particular, the stacked strategy is firstly investigated on the first split of UCF101 dataset: (1) Weighted average fusion; (2) Max fusion; (3) Concatenation fusion. As shown in Table 1 , the best accuracy of SSN with weighted average stacked layer is 85.5%, where e 5 and d 1 layers are used. In addition, different stacked strategies are also performed on the three (e 5 , d 1 and d 2 ) and four layers (e 5 , d 1 , d 2 and d 3 ) respectively. The weighted average fusion strategy performs best among other fusion strategies. Therefore, in the following experiments, the weighted average fusion function is used in the stacked spatial fusion layers.
In Table 2 , the performances of different kinds of stacked layers are compared. Although the optical flow is expensive VOLUME 7, 2019 to compute, it is also used in our architecture for convenient comparison with TSN [35] . In most cases, the results of SSN are superior to TSN, which demonstrates the effectiveness of SSN. In addition, not all the layers that stacked together does benefit for SSN. As can be seen from Table 2 , the stack of e 5 and d 1 achieves the best performance among all the other stacked layers. The main reason is that the d 2 and d 3 layer contain abundant local slenderer information, which is considered as low-level feature. The deconvolutional layer with skip connection is conducive to obtain local slenderer spatial information. However, the high-level sematic information will lose in this situation. The tradeoff between high-level sematic and local slenderer spatial information is a key ingredient in SSN. Similarly, the decoder is conducive to obtain fine local slenderer spatial information.
D. EVALUATION OF REFINED SPATIAL NETWORK (RSN)
The refined spatial network (RSN) architecture is investigated in this part. RSN is composed of the spatial network and stacked spatial network (SSN) in parallel. Only RGB images are used as input to exploit the spatial information for action recognition in this experiment. The experiments are conducted on all the three splits of UCF101. As reported in Table 3 , the proposed SSN performs better than the spatial network. It demonstrates that the decoder part is helpful for action recognition. In addition, the combination of the spatial network and SSN achieves better performance than each single model. SSN is an auxiliary method for the spatial network due to the complementariness between the two networks. In the meanwhile, under the same experimental setup, the training time of RSN and the spatial network of TSN is 2.235 s/iteration and 2.22 s/iteration respectively. In addition, the testing efficiency for RSN is 0.79 FPS in comparison to 0.876 FPS of the spatial network of TSN. It can be seen that the running time of RSN is slightly higher than that of the spatial network of TSN. The reason is that the spatial network and RSN are established on BN-Inception framework, which contains 33 convolutional layers and a fully connected layer. RSN adds three deconvolutional layers and three skip connection layers on the BN-Inception framework. And the skip connection layer does not require training parameters. Therefore, both the training and testing time have no obvious difference.
In Table 4 , different modality (RGB, optical flow) is used as input for action recognition. Results reported in Table 4 shows that the proposed method also achieves a competitive performance compared with the previously advanced methods in different input modality. We aggregate the refined spatial network (RSN) and temporal network of TSN [35] with C3D [29] . Integrating the temporal stream with RSN, in particular, achieves 94.4% accuracy when using the ImageNet pre-trained model. Besides, the combination of RSN and C3D is 9.4 percent, higher than C3D [29] , where only RGB images are used for action recognition. Without using optical flow, the result is still satisfactory. Exploiting optical flow for action recognition is considered as an effective method. However, the expensive cost on computing optical flow makes it an impractical solution for action recognition. We also empirically find that ensembling the spatial, temporal and spatial-temporal features exceed the previous methods by a large margin of about 5.3% on UCF101. The proposed RSN learned the effective spatial information, which is complementary with the temporal and spatial-temporal information.
Experiments are also conducted on HMDB51 to compare the performance of RSN with other related works. Only RGB images are used as the network input. As shown in Table 5 , the performance of RSN achieves a result of 53.6 on HMDB51. The result is also competitive compared to the other action recognition methods on HMDB51. 
E. OVERALL COMPARISON
We further demonstrate the advances of the proposed refined spatial network (RSN) in comparison with other works for action recognition. The mean average accuracy on the three testing splits of UCF101 is summarized in Table 6 . We compare the proposed RSN with both traditional approaches such as Dense trajectories [31] , [32] , MIFS [16] and deep learning action recognition methods, such as Two-stream convolutional networks [27] , 3D convolutional networks (C3D) [29] , Temporal segment networks (TSN) [35] , Deep networks with Temporal Pyramid Pooling (DTPP) [40] , Deep Temporal Linear Encoding Networks (TLE) [8] , and Mixed Convolutional Tube networks (MiCT-Net) [39] . It can be observed that on UCF101 dataset, ''RSN + Temporal + C3D'' achieves the best performance, which the results is 97. 4 .
Recently, pre-trained model on Kinetics dataset [6] is confirmed to be an effective approach to improve the accuracy of action recognition. Pre-trained model on Kinetics dataset is also applied to the methods listed in Table 7 . As shown in Table 7 , on the UCF101 dataset, the results of SSN and RSN that pre-trained on Kinetics exceed the spatial network in TSN by 2.2% and 2.6% respectively. It demonstrates the effectiveness of the proposed refined spatial network (RSN) and justifies the necessity to exploit the slender spatial feature for action recognition. Besides recognition accuracy, a qualitative study is presented by visualizing some feature maps output in Fig. 6 . For the spatial network and stacked spatial network (SSN), their input is the same image. For resolution reasons, only a few layers are chosen for visualization. To make the contrast more remarkable, the feature maps are visualized into grey-scale and jet-scale maps. In e 1 and e 2 layer, the feature maps were randomly selected from their output. Compared with the spatial network in temporal segment networks [35] , the feature maps in SSN are very sensitive to object edges, action details and regions containing motions. Correspondingly, the output of d 1 layer is obtained by the features of e 4 layer through encoder and decoder. It can be observed that the size of the feature maps on d 1 layer are 192 * 7 * 7. On the basis of learning the high-level semantic information, these jet-scale maps that reflects SSN proposed in this paper is better than the spatial network in temporal segment networks (TSN) for learning the details of the object in videos.
The e 5 layer is the last convolutional layer of TSN and the last convolutional layer of encoder on SSN. By comparing [35] and our refined spatial network (RSN) on UCF101. The yellow bars stand for the ground truth label. The whole bar represents 100 percent of accuracy. And the green bars denote correct predictions for video. Then the saffron yellow bars indicate mistakenly prediction and each bar shows its class score. FIGURE 6. Visualization of the feature maps on the stacked spatial network (SSN) and spatial network in TSN models are using the colormap of grey-scale map(Black-White) and jet-scale map (Blue-Cyan-Yellow-Red). It shows some layers, such as e 1 (the first convolutional layer), e 2 (the second convolutional layer), e 4 (the fourth convolutional layer), e 5 (the fifth convolutional layer) and d 1 (the last layer of the decoder in SSN). Note that all these images to enlarge or shrink to the same size in our design. And the feature maps of the first two layers are generated from purely random channel.
these four images, it can be found that the feature maps learned by the SSN are more abundant than spatial network. The final convolutional layer (Conv_d 1 layer) of the decoder in SSN extracted the finer cues of action contrasted with the other layers. Based on the above observation, SSN can learn better local slenderer spatial information.
V. CONCLUSION
In this paper, we presented the stacked spatial network (SSN), which is an end-to-end training for human action recognition in videos. SSN used a stacked spatial fusion layer to aggregate the features of encoder and decoder into a high-level semantic feature. Then, the refined spatial network (RSN) is proposed to aggregate spatial network and SSN to fuse semantic label information and local slenderer spatial information. As demonstrated on two challenging datasets, our RSN significantly outperforms traditional Two-Stream Convolutional Networks for action recognition. Moreover, our methods achieve the efficient performance on fusing the result of RSN and C3D, which only takes RGB images as input. Similarly, we further show that the RSN can be applied to Two-Stream architectures to achieve excellent performance, indicating that the proposed RSN is general and efficient. ZEXIN PENG is currently pursuing the bachelor's degree with the China University of Petroleum, China. His research interests include face recognition and object detection.
