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Abstract. The purpose of this article is to give another proof on the existence of a
diffusion on a junction, which has been already done in [4], but with time dependent
coefficients. Such a process can be seen as a couple (x, i) with x a one dimensional
continuous diffusion whose coefficients depends on the edge i where it is located. We
then provide an Itoˆ’s formula for this process. Finally, we give an estimate of the local
time of the process at the junction point.
1. Introduction
Originally introduced by Freidlin and Sheu in [4] and Freidlin and Wetzell in [5], sto-
chastic diffusions in graphs have attracted a lot of intention in the last 20 years. In [5]
the authors studied an elliptic linear operator on a junction, with Kirchoff condition, and
the process generated by its semi group. More precisely, given a junction J =
⋃I
i=1 Ji,
with Ji = {0, {i}× (0,+∞)}, i = 1, . . . , I, and (σi, bi) regular functions from R+ to R, the
authors have defined the elliptic operator L on the set of twice continuous differentiable
function at the junction C2(J ), by
L :


C2(J )→ C(J )
f = fi(x) 7→
(
x→
1
2
σ2i (x)∂x,xfi(x) + bi(x)∂xfi(x), (x, i) ∈ Ji
)
,
with domain
D(L) :=
{
f ∈ C2(J ),
I∑
i=1
αi∂xf(0, i) = 0
}
,
where α1, . . . , αI are non-negative constants such that α1 + · · ·+ αI = 1. The authors of
[5] have proved that there exists a continuous Markov process X = (x, i) defined on J
generated by L. Then [4] showed that there exists a one dimensional Wiener process W
defined on a probability space (Ω,F ,P), adapted to the natural filtration of X = (x, i),
1
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such that the process x satisfies on each time interval [0, T ] the stochastic differential
equation:
dx(t) = σi(t)(x(t))dW (t) + bi(t)(x(t))dt + dl(t) , 0 ≤ t ≤ T, (1)
where l is a nondecreasing process starting from zero and satisfying:
P
(
(
∫ t
0
1{x(s)>0}dl(s))0≤t≤T = 0
)
= 1.
Moreover, [4] gives the following Itoˆ’s formula:
df(X(t)) = L
(
fi(t)(x(t))
)
dt+ ∂xfi(t)(x(t))σi(t)(x(t))dW (t) +
I∑
i=1
αi∂xfi(0)dl(t) , (2)
for any sufficiently smooth test function f .
The aim of this note is to provide a different method for the construction of the diffusion
on the junction J , which allows to deal with time dependent borel coefficients (bi, σi) for
the stochastic differential equation (1).
Our main idea is to build the process as the limit of the ca`dla`g1 process Xδ (with pa-
rameter δ > 0) which jumps at position δ on the edge Ji with probability αi each time it
reaches the junction 0. We prove that the process Xδ converges weakly, as δ tends to 0,
to a continuous diffusion process X valued in J and with dynamics similar to (1). The
additional randomness due to the process i, prevent us from completely describing the
behavior of the component x with its dynamics (1). We therefore use the previous con-
vergence to establish an Itoˆ’s formula for the process X , which completely characterizes
it. We then focus on the process l involved in (1). This process can be seen as the local
time of x at the vertex. We therefore provide an estimate of this process as the limit of
the quadratic variation of x over the times spent at the neighborhood of 0.
With this construction, we will be able in a future work to formulate a stochastic control
problem (in the weak sens) on a junction, with control at the junction point. They will be
two types of control. The first ones will appear in the coefficients (bi, σi), and are classical
from a mathematical point of view for a problem of control. The second ones are the
terms αi appearing in (2), in front of the term of reflection l, that are called control at the
junction point. More precisely, the controls αi will be progressively measurable process
1Acronym for right-continuous and left-limited
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valued in the set of the probability measures of moving to another edge. Hence the link
with the theory of non linear parabolic PDE with Neumann boundary condition at the
junction, see for instance [7] will be done.
The paper is organized as follows. In Section 2 we introduce the mathematical material
that will be used throughout this work, and we state our central Theorem 2.3. Section
3 deals with the construction of the non-homogeneous diffusion on the junction. Finally,
Section 4 is dedicated to Itoˆ’s formula, and local time estimates on the vertex.
2. Main results
In this section, we state our main result Theorem 2.3, namely the existence of a weak
solution of the following stochastic differential equation at the junction
dy(t) = bj(t)(t, y(t))dt+ σj(t)(t, y(t))dB(t) + dl(t) , 0 ≤ t ≤ T,
where l is a nondecreasing process starting from zero and satisfying:
∫ t
0
1{y(s)>0}dl(s))0≤t≤T = 0,
such that we have the following Itoˆ’s formula:
(
fj(t)(t, y(t))− fj(0)(0, y0) =
∫ t
0
L(f)(s, Y (s))ds
+
∫ t
0
∂yfj(s)(s, y(s))σj(s)(s, y(s))dB(s) +
I∑
i=1
αi
∫ t
0
∂yfi(s, 0)dl(s)
)
0≤t≤T
,
where the Dynkin operator L(f) is defined by
L(f)(t, (y, j)) = ∂tfj(t, y) + ∂yfj(t, y)bj(t, y) +
1
2
∂2y,yfj(t, y)σ
2
j (t, y),
for any sufficiently smooth test function f .
2.1. Notations and preliminary results. Let I ∈ N∗, be the number of edges. We
recall that a junction J consists in a vertex and a finite number I of edges. More precisely:
J =
{
X = (x, i), x ∈ R+ and i ∈ {1, . . . , I}
}
,
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where all the points (0, i), i = 1, . . . , I, are identified to the vertex denoted by 0. We can
then write
J =
I⋃
i=1
Ji,
with Ji := R+ × {i} and Ji ∩ Jj = {0} for i 6= j.
We introduce the following Polish spaces, that will be useful in the sequel for the con-
struction of the process in Section 3:
(i) (J , dJ ), where dJ is defined by
∀
(
(x, i), (y, j)
)
∈ J 2, dJ
(
(x, i), (y, j)
)
=


|x− y| if i = j ,
x+ y if i 6= j .
(ii) (U , dU), the set of sequences valued in {1, . . . , I}, where dU is defined by
∀(u, z) ∈ U2, dU(u, z) =
+∞∑
n=0
|un − zn|
2n
.
(iii) (N, dN), where dN is defined by
∀(u, p) ∈ N, dN(u, p) = |u− p|.
As explained in introduction, the limit process is valued in the space of continuous
functions from [0, T ] to (J , dJ ), which we denote by CJ ([0, T ]). This space is endowed
with the following uniform norm dJ(0,T ), defined by
∀
(
(x(·), i(·)), (y(·), j(·))
)
∈ CJ ([0, T ])2, dJ(0,T )(X, Y ) = sup
0≤s≤T
dJ
(
(x(s), i(s)), (y(s), j(s))
)
,
and then is Polish.
We recall that for (E, dE) a Polish space E, endowed with its metric dE, the Polish space
(DE([0, T ]), dEsko), consists of ca`dla`g maps defined on [0, T ], valued in E endowed with the
Skohokhod’s metric dEsko defined by
∀
(
z(·), u(·)
)
∈ DE([0, T ]),
dEsko(z, u) = inf
λ∈Λ
{
supt6=s
∣∣∣ ln(λ(t)−λ(s)t−s
)∣∣∣ ∨ sup0≤t≤T dE
(
z(λ(t)), u(t)
) }
,
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where Λ denotes the set of continuous increasing homeomorphism from [0, T ] to itself,
and |.|(0,T ) the standard uniform norm of C([0, T ]) (see, for instance, [1]).
Remark 2.1. We recall that dEsko is equivalent to the following metric defined on D
E([0, T ])
by
∀
(
z(·), u(·)
)
∈ DE([0, T ]),
dE,osko(z, u) = inf
λ∈Λ
{
|λ− Id|(0,T )| ∨ sup0≤t≤T d
E
(
z(λ(t)), u(t)
) }
,
see for instance Theorem 12.1 in ([1]).
We get therefore, that
(
(DJ ([0, T ]), dJsko), (D
U([0, T ]), dUsko), (D
N([0, T ]), dNsko)
)
are Pol-
ish spaces.
As it has been said in introduction, for δ > 0, the approximate ca`dla`g process Xδ jumps at
position δ on the edge Ji with probability αi each time it reaches the junction. Therefore
it is valued in the space DJδ ([0, T ]) defined by
DJδ ([0, T ]) :=
{ (
x(·), i(·)
)
∈ DJ ([0, T ]), if dJ
(
(x(s), i(s)), (x(s−), i(s−)
)
6= 0,
then x(s−) = 0 and x(s) = δ
}
,
namely all the ca`dla`g maps whose jumps are of size δ and can only occur at the junction
point. This set inherits of the structure of DJ ([0, T ]).
Proposition 2.2. (DJδ ([0, T ]), d
J
sko) is closed in (D
J ([0, T ]), dJsko), and then a Polish
space.
Proof. Let Xn(·) =
(
xn(·), in(·)
)
be a sequence in DJδ ([0, T ]) which converges to X(·) =(
x(·), i(·)
)
∈ DJ ([0, T ]), and let us show that X(·) ∈ DJδ ([0, T ]). There exists a sequence
of continuous increasing homeomorphism λn : [0, T ]→ [0, T ], such that :
sup
t6=s
∣∣∣ ln(λn(t)− λn(s)
t− s
)∣∣∣ ∨ dJ(0,T )(Xn ◦ λn, X) −−−−→n→+∞ 0 .
Using Remark 2.1, we get that
|λn − Id|(0,T ) ∨ d
J
(0,T )(Xn ◦ λn, X) −−−−→n→+∞
0 . (3)
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Let t ∈ [0, T ], we have
x(t)− x(t−) = x(t)− xn(λn(t)) + xn(λn(t))− xn(λn(t)−) + xn(λn(t)−)− x(t−). (4)
From (3), we get
|x(t)− xn(λn(t))|+ |xn(λn(t)−)− x(t−)| −−−−→
n→+∞
0 .
Knowing that the sequence Xn ◦λn(·) is valued too in D
J
δ ([0, T ]), we have therefore using
(4)
x(t)− x(t−) = x(t)− xn(λn(t)) + xn(λn(t)−)− x(t−),
or, x(t)− x(t−) = x(t)− xn(λn(t)) + δ + xn(λn(t)−)− x(t−),
and sending n to +∞ we obtain finally
x(t)− x(t−) ∈ {0, δ} .
We now prove that a discontinuity of x(·) only can occurs for x(·−) = 0. Fix t ∈ [0, T ]
such that x(t) − x(t−) = δ. Let ε ≤ δ
4
, there exists n0 ∈ N, such that for all n ≥ n0,
|xn ◦ λn − x|(0,T ) ≤ ε. We therefore get using (4)
xn(λn(t))− xn(λn(t)−) ≥ δ − 2ε,
and hence
xn(λn(t))− xn(λn(t)−) ≥
δ
2
,
and then necessarily, for all n ≥ n0, xn(λn(t)) = δ and xn(λn(t)−) = 0. Hence x(t) = δ,
x(t−) = 0, that completes the proof. 
2.2. Assumption and main results. We state in this subsection the central Theorem
2.3 of this note. For this, let T > 0, we set
JT = [0, T ]× J .
NON HOMOGENEOUS STOCHASTIC DIFFUSION ON A JUNCTION 7
Let us introduce the following data


(Ω,A,P) a probability space,
W a standard one dimensional Brownian motion defined on (Ω,A,P),
Z = (Zn)n≥0 a random variable valued in U , defined on (Ω,A,P),
(αi) ∈ (0, 1)
I ,
x0 = y0 ∈ (0,+∞),
and for each i ∈ {1 . . . I}


σi ∈ L∞((0, T )× (0,+∞),R)
bi ∈ L∞((0, T )× (0,+∞),R)
.
We suppose furthermore that the data satisfy the following assumptions:
Assumption (H)
(i) ∃c > 0, ∀i ∈ {1 . . . I}, ∀(t, x) ∈ [0, T ]× [0,+∞), σi(t, x) ≥ c,
(ii) ∃(|b|, |σ|) ∈ (0,+∞)2, ∀i ∈ {1 . . . I},
sup
(t,x)∈[0,T ]×[0,+∞)
|bi(t, x)|+ sup
t∈[0,T ],(x,y)∈[0,+∞),x 6=y
|bi(t, x)− bi(t, y)|
|x− y|
≤ |b|,
sup
(t,x)∈[0,T ]×[0,+∞)
|σi(t, x)|+ sup
t∈[0,T ],(x,y)∈[0,+∞),x 6=y
|σi(t, x)− σi(t, y)|
|x− y|
≤ |σ|,
(iii)
I∑
i=1
αi = 1,
(iv) Z = (Zn)n≥0 are independent and identically distributed (i.i.d.), with P(Zn = i) = αi.
Theorem 2.3. Assume assumption (H). There exists a term
(
E, E , (Gt)0≤t≤T , µ, (Y (t) = (y(t), j(t))0≤t≤T , (l(t))0≤t≤T , (B(t))0≤t≤T , (α(t))0≤t≤T
)
,
where:
(i)
(
E, E , (Gt)0≤t≤T , µ
)
is a filtred probability space which satsifies the usual hypotheses,
(ii) (B(t))0≤t≤T is a standard one dimensionnal brownian motion (Gt)0≤t≤T adapted,
(iii) (α(t))0≤t≤T is a (Gt)0≤t≤T adapted process valued in the set of probability measures
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on {1, . . . , I}, such that
∀t ∈ [0, T ], α(t)(i) = αi, µ a.s,
(that we call a constant control at the junction point),
(iv) (Y (t) = (y(t), j(t))0≤t≤T is a (Gt)0≤t≤T adapted process valued in the set continuous
maps CJ ([0, T ]) at the junction,
(v) (l(t))0≤t≤T is a (Gt)0≤t≤T adapted process valued in the set of continuous nondecreasing
real maps of [0, T ] satisfying


l(0) = 0∫ t
0
1{y(s)>0}dl(s) = 0, 0 ≤ t ≤ T
µ a.s,
(vi) we have furthermore the following Itoˆ’s formula
(
f(t, Y (t))− f(0, Y (0)) =
∫ t
0
L(f)(s, Y (s))ds
+
∫ t
0
∂yfj(s)(s, y(s))σj(s)(s, y(s))dB(s) +
I∑
i=1
αi
∫ t
0
∂yfi(s, 0)dl(s)
)
0≤t≤T
, µ a.s, (5)
where the Dynkin operator L(f) is defined by
L(f)(t, (y, j)) = ∂tfj(t, y) + ∂yfj(t, y)bj(t, y) +
1
2
∂2y,yfj(t, y)σ
2
j (t, y),
for any (t, (y, j)) ∈ [0, T ]×J , and the function test f belongs to the following functionnal
space
C1,2(JT ) :=
{
f : JT → R, (t, (x, i)) 7→ fi(t, x), ∀i ∈ {1 . . . I}, fi ∈ C
1,2
b ([0, T ]× [0,+∞)),
∀(i, j) ∈ {1 . . . I}2, i 6= j, ∀t ∈ [0, T ], fi(t, 0) = fj(t, 0)
}
.
3. Construction of the process on the junction
In this section, we fix a terminal time T > 0, and we build a diffusion process (X(t) =
(x(t), i(t)))0≤t≤T valued in C
J ([0, T ]). The continuous process (X(t) = (x(t), i(t)))0≤t≤T
is approximated by a classical ca`dla`g process Xδ with parameter δ > 0 which jumps at
position δ on the edge Ji with probability αi each time it reaches the junction.
To this end we consider a family of processes (Xδ(t) = (xδ(t), iδ(t)))0≤t≤T , depending on a
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parameter δ > 0, such that (Xδ(t))0≤t≤T is valued in D
J
δ ([0, T ]). We prove the tightness of
this sequence and get a continuous limit satisfying a stochastic differential equation on J .
3.1. Diffusion with jumps at the vertex. We consider the sequence of diffusion pro-
cesses (xδn)n≥0 and stopping times (τ
δ
n)n≥0 defined recursively by

xδ0(t) = x0 +
∫ t
0
bZ0
(
s, xδ0(s)
)
ds+
∫ t
0
σZ0
(
s, xδ0(s)
)
dW (s), 0 ≤ t ≤ T,
τ δ0 = 0,
P a.s.
and, for n ≥ 0,


xδn+1(t) = δ +
∫ t
0
1[τn+1,+∞)(s)bZn+1
(
s, xδn+1(s)
)
ds +∫ t
0
1[τn+1,+∞)(s)σZn+1
(
s, xδn+1(s)
)
dW (s), 0 ≤ t ≤ T,
τ δn+1 = inf
{
t > τ δn : x
δ
n(t) = 0
}
,
P a.s. (6)
We now define the process Xδ(t) =
(
xδ(t), iδ(t)
)
0≤t≤T
valued in DJδ ([0, T ]) by


xδ(t) =
∑
n≥0
xδn(t)1[τδn,τδn+1)(t),
iδ(t) =
∑
n≥0
Zn1[τδn,τδn+1)(t),
P a.s.
We notice that the process
(
xδ(t)
)
0≤t≤T
is valued in (0,+∞) and satisfies the following
equation, for all t ∈ [0, T ]
xδ(t) = x0 +
∫ τδ1∧t
0
biδ(s)(s, x
δ(s))ds+
∫ τδ1∧t
0
σiδ(s)(s, x
δ(s))dW (s)
+
∑
n≥1
1{τδn≤t<τδn+1}
(
δ +
∫ t
τδn
biδ(s)(s, x
δ(s))ds+
∫ t
τδn
σiδ(s)(s, x
δ(s))dW (s)
)
, P a.s. (7)
From the ellipticity assumption (H) (i), we underline that each stopping time (τ δn)n≥0 is
almost surely finite. We denote by (F δt )0≤t≤T the right continuous and complete filtration
10 ISAAC WAHBI
generated by
(
Xδ(t) = xδ(t), iδ(t))
)
0≤t≤T
. The dynamics can be rewritten as


Xδ(0) = (x0, Z0)
dxδ(t) = biδ(t)(t, x
δ(t))dt+ σiδ(t)(t, x
δ(t))dW (t) + δd(
∑
0≤s≤t
1{xδ(s−)=0})
iδ(t) = Z∑
0≤s≤t
1{xδ(s−)=0}
, P a.s. (8)
In the next subsection we prove that the sequence
(
Xδ(t) = xδ(t), iδ(t))
)
0≤t≤T
is C-
tight, namely up to a subsequence
(
Xδ(t) = xδ(t), iδ(t))
)
0≤t≤T
converges weakly to a
random variable
(
X(t) = x(t), i(t))
)
0≤t≤T
, with continuous paths. In other words the
limit
(
X(t) = x(t), i(t))
)
0≤t≤T
is valued in CJ ([0, T ]).
3.2. Weak convergence. For Y ∈ DJ ([0, T ]), we denote by ωT (Y, .) the modulus of
continuity of Y on [0, T ] defined by
ωT (Y, θ) = sup
{
dJ
(
Y (s), Y (u)
)
, (u, s) ∈ [t, t + θ], 0 ≤ t ≤ t+ θ ≤ T
}
, (9)
for all θ ∈ [0, T ].
Proposition 3.1. There exists a constant C independent of δ, depending only on
(
T, |b|, |σ|
)
,
such that
EP
[
|xδ|2(0,T )
]
≤ C
(
1 + x20 + δ
2
)
, (10)
∀θ ∈ (0, T ], EP
[
ωT (X
δ, θ)2
]
≤ C
(
δ2 + θ ln
(
2T
θ
) )
. (11)
Proof. Let t ∈ [0, T ]. We use the stopping times (τ δn) defined in (6) and we introduce the
following random times
τ δt := inf
{
τ δn, τ
δ
n ≥ t
}
and τ δt := sup
{
τ δn; τ
δ
n ≤ t
}
.
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Using (6) and (8), we have
|xδ(t)|2 ≤ 3
(
|xδ(τ δt )|
2 +
∣∣∣
∫ t
τδt
biδ(s)(s, x
δ(s))ds
∣∣∣2 + ∣∣∣
∫ t
τδt
σiδ(s)(s, x
δ(s))dW (s)
∣∣∣2) ≤
3
(
|x0|
2 + δ2 + T 2|b|2 + 2 supt∈[0,T ]
∣∣∣
∫ t
0
σiδ(s)(x
δ(s))dW (s)
∣∣∣2), P a.s.
Using assumption (H) and Doob-Meyer inequality, we get that there exists a constant C
independent of δ, depending only on
(
T, |b|, |σ|
)
such that
EP
[
|xδ|2(0,T )
]
≤ C
(
1 + x20 + δ
2
)
.
Let θ ∈ (0, T ], and (t, s) ∈ [0, T ]2, such that s ≤ t and |t− s| ≤ θ. We define the process(
V δ(t)
)
0≤t≤T
by
V δ(t) =
∫ t
0
biδ(s)(s, x
δ(s))ds+
∫ t
0
σiδ(s)(s, x
δ(s))dW (s), P a.s.
We have:
if
∑
s≤u≤t
1{xδ(s−)=0} = 0, then d
J (Xδ(s), Xδ(t)) ≤ ωT (V
δ, θ),
if
∑
s≤u≤t
1{xδ(s−)=0} ≥ 1, then d
J (Xδ(s), Xδ(t)) ≤
dJ (Xδ(s), Xδ(τ δs−)) + d
J (Xδ(τ δt−), X
δ(τ δt+)) + d
J (Xδ(τ δt+), X
δ(t)) ≤ δ + 2ωT (V
δ, θ),
P a.s.
Using Theorem 1 of [3], and assumption (H), we get that there exists a constant C
independent of δ, depending only on
(
T, |b|, |σ|
)
, such that
EP
[
ωT (V
δ, θ)2
]
≤ Cθ ln
(2T
θ
)
.
Therefore
EP
[
ωT (X
δ, θ)2
]
≤ C
(
δ2 + θ ln
(2T
θ
) )
.
This completes the proof. 
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Now we have the necessary tools to prove the C-tightness of the sequence
(
Xδ(t) =
(xδ(t), iδ(t))
)
0≤t≤T
.
Theorem 3.2. The sequence
(
Xδ(t) = (xδ(t), iδ(t))
)
0≤t≤T
is C-tight.
Proof. Let δ > 0, θ > 0, η > 0 and h > 0. Using Proposition 3.1 and Markov inequality,
there exists a constant C, independent of δ and depending only on
(
T, |b|, |σ|
)
, such that
P
(
|xδ|(0,T ) > h
)
≤ C
√
1 + x20 + δ
2
h
,
P
(
ωT (X
δ, θ) ≥ η
)
≤ C
√
δ2 + θ ln
(
2T
θ
)
η
.
Therefore we get
limh→+∞ lim supδ→0 P
(
|xδ|(0,T ) > h
)
= 0 ;
limη→0+ lim supθ→0 lim supδ→0 P
(
ωT (X
δ, θ) ≥ η
)
= 0.
Theorem 3.21 and Proposition 3.26 of [6] then imply the tightness of
(
Xδ(t) = (xδ(t), iδ(t))
)
0≤t≤T
as δ tends to 0. 
From Prokhorov’s Theorem, there is a subsequence, denoted in the same way, such that
PXδ
law
−−→
δ→0
µ,
where µ is a probability measure defined on CJ ([0, T ]).
3.3. Identification of the limit law. The aim of this subsection is to identify the law
µ.
To this end, we transform the weak convergence of Xδ into a strong one using Skorokhod’s
representation Theorem. Using Tikhonov’s Theorem, we know that U is compact, there-
fore is it easy to get that the random variable (Xδ,W, Z) is precompact for the weak
topology in the space CJ ([0, T ])×C([0, T ])×U . There exists a probability space (E, E , µ)
and random variables
(
Y δ = (yδ, jδ), Bδ, Aδ
)
and
(
Y = (y, j), B, A
)
, taking their values
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in the following Polish spaces
(
DJδ ([0, T ])× C([0, T ])× U , d
J
sko + |.|(0,T ) + d
U
)
,
and respectively
(
CJ ([0, T ])× C([0, T ])× U , dJ(0,T ) + |.|(0,T ) + d
U
)
,
such that
∀δ > 0, (Y δ, Bδ, Aδ)
law
= (Xδ,W, Z)
(Y,B,A)
law
= (X,W,Z)
and
dJsko(Y
δ, Y ) + |Bδ −B|(0,T ) + d
U(Aδ, A)
µ−a.s.
−−−→
δ→0
0 . (12)
To make easier the reading, in the rest of these notes, we denote by
(
N δ(t)
)
0≤t≤T
the following process valued in N, whose paths are defined by
N δ(t) =
∑
0≤s≤t
1{yδ(s−)=0}, µ a.s. (13)
Proposition 3.3. For any δ > 0, the process
(
yδ(t), jδ(t)
)
0≤t≤T
satisfies
(
yδ(t) = y0 +
∫ t
0
bjδ(s)(s, y
δ(s))ds+
∫ t
0
σjδ(s)(s, y
δ(s))dBδ(s) + δN δ(t)
)
0≤t≤T
,
(
jδ(t) = AδNδ(t)
)
0≤t≤T
, µ a.s. (14)
Proof. Let i ∈ {1 . . . I}, and γ > 0. We define (bγi , σ
γ
i ) by
σγi (t, x) = σi(t, x)1x>γ +
σi(t,γ)
γ
x10≤x≤γ , if (t, x) ∈ [0, T ]× [0,+∞),
bγi (x) = bi(t, x)1x>γ +
bi(t,γ)
γ
x10≤x≤γ, if (t, x) ∈ [0, T ]× [0,+∞).
Therefore for all i ∈ {1 . . . I}, (bγi , σ
γ
i ) ∈ L∞((0, T )×(0,+∞),R) and satisfies the following
continuity condition at the junction point
∀t ∈ [0, T ], ∀i, j ∈ {1 . . . I}, i 6= j, σγi (t, 0) = σ
γ
j (t, 0) = 0, b
γ
i (t, 0) = b
γ
j (t, 0) = 0.
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Moreover, using assumption (H), it is to get that
∃(|bγ |, |σγ|) ∈ (0,+∞)2, ∀i ∈ {1 . . . I},
sup
(t,x)∈[0,T ]×[0,+∞)
|bγi (t, x)|+ sup
t∈[0,T ],(x,y)∈[0,+∞),x 6=y
|bγi (t, x)− b
γ
i (t, y)|
|x− y|
≤ |bγ |,
sup
(t,x)∈[0,T ]×[0,+∞)
|σγi (t, x)|+ sup
t∈[0,T ],(x,y)∈[0,+∞),x 6=y
|σγi (t, x)− σ
γ
i (t, y)|
|x− y|
≤ |σγ|. (15)
Step 1. For n ≥ 0, we start by proving that the following maps
ρ :=


DJδ ([0, T ])→ D
N([0, T ])(
x(·), i(·)
)
7→
( ∑
0≤s≤t
1{x(s)−x(s−)=δ}
)
0≤t≤T
,
κ :=


U ×DJδ ([0, T ])→ D
U([0, T ])(
Z, (x(·), i(·))
)
7→
(
Z∑
0≤s≤t
1{x(s)−x(s−)=δ}
)
0≤t≤T
,
ψn,γ :=


C([0, T ])×DJδ ([0, T ])→ D
R([0, T ])
(
w(·), (x(·), i(·))
)
7→
( 2n−1∑
j=0
σγ
i( jt
2n
)
(
jt
2n
, x(
jt
2n
))(w (j+1)t
2n
− w jt
2n
)
)
0≤t≤T
,
φn,γ :=


DJδ ([0, T ])→ D
R([0, T ])
(
x(·), i(·)
)
7→
(
x(0) +
1
n
n−1∑
j=0
bγ
i( jt
2n
)
(
jt
2n
, x(
jt
2n
))
)
0≤t≤T
,
are continuous.
To this end let
(
Zk, wk(·), (xk(·), ik(·))
)
converge to
(
Z,w(·), (x(·), i(·))
)
in U ×C[0, T ]×
DJδ ([0, T ]).
Using Remark 2.1, we get that for all ε > 0, there exists kε ∈ N, and a sequence λ
k valued
in Λ (the set of continuous increasing homeomorphism from [0, T ] to itself), such that for
all k ≥ kε
∑
n≥0
|Zkn − Zn|
2n
+ |wk − w|(0,T ) + |λ
k − Id|(0,T ) ∨ d
J
(0,T )
(
(xk ◦ λk(·), ik ◦ λk(·)), (x(·), i(·))
)
≤ ε. (16)
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Substep 1.1 ρ and κ are continuous:
Let ε < δ
4
∧ 1
2
. We have
δ
2
≥ xk(λk(s))− xk(λk(s)−) − (x(s)− x(s−)) ≥ −
δ
2
. (17)
for each s ∈ [0, T ].
Since, from Proposition 2.2, DJδ ([0, T ]) is closed, (x(·), i(·)) ∈ D
J
δ ([0, T ]). Using (17) and
the assumption ε < δ/4, we then have
{
s ∈ [0, t], x(s)− x(s−) = δ
}
=
{
s ∈ [0, t], xk(λk(s))− xk(λk(s)−) = δ
}
which implies that
∑
0≤s≤λk(t)
1{xk(s)−xk(s−)=δ} =
∑
0≤s≤t
1{x(s)−x(s−)=δ}, (18)
and
|λk − Id|(0,T ) ∨ sup
0≤t≤T
dN
( ∑
0≤s≤λk(t)
1{xk(s)−xk(s−)=δ},
∑
0≤s≤t
1{x(s)−x(s)=δ}
)
≤ ε,
namely ρ is continuous.
On the other hand we get using (16) and (18), that forall t ∈ [0, T ]
dU
(
κ
(
Zk, (xk(·), ik(·))
)(
λk(t)
)
, κ
(
Z, (x(·), i(·))
)(
t
))
=
∑
n≥0
∣∣∣Zkn1{ ∑
0≤s≤λk(t)
1{xk(s)−xk(s−)=δ} = n}
− Zn1
{
∑
0≤s≤t
1{x(s)−x(s−)=δ} = n}
∣∣∣
2n
≤ ε.
Therefore
|λk − Id|(0,T ) ∨ sup
0≤t≤T
dU
(
κ
(
Zk, (xk(·), ik(·))
)(
λk(t)
)
, κ
(
Z, (x(·), i(·))
)(
t
))
≤ ε,
and κ is continuous.
Substep 1.2 Let us show now that ψn,γ and φn,γ are continuous.
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Let j ∈ {0, . . . 2n − 1}, and t ∈ [0, T ], we write
∣∣∣σγ
ik( jλ
k(t)
2n
)
( jλ
k(t)
2n
, xk( jλ
k(t)
2n
))− σγ
i( jt
2n
)
( jt
2n
, x( jt
2n
))
∣∣∣ ≤ ∣∣∣σγ
ik(
jλk(t)
2n
)
( jλ
k(t)
2n
, xk( jλ
k(t)
2n
))− σγ
ik( jλ
k(t)
2n
)
( jλ
k(t)
2n
, 0)
∣∣∣
+
∣∣∣σγ
ik(
jλk(t)
2n
)
( jλ
k(t)
2n
, 0)− σγ
i( jt
2n
)
( jt
2n
, 0)
∣∣∣ +
∣∣∣σγ
i( jt
2n
)
( jt
2n
, 0)− σγ
i( jt
2n
)
( jt
2n
, x( jt
2n
))
∣∣∣.
Since
∀t ∈ [0, T ], ∀i, j ∈ {1 . . . I}, i 6= j, σγi (t, 0) = σ
γ
j (t, 0) = 0,
we get from assumption (15) and (16)
|σγ
ik( jλ
k(t)
2n
)
( jλ
k(t)
2n
, xk( jλ
k(t)
2n
))− σγ
i( jt
2n
)
(x( jt
2n
))| ≤ |σγ|ε.
Therefore, simple computations allows us to write that there exists a constant C > 0,
independent of k, depending only on the data (n, |σγi |, |w|(0,T )) such that
|λk − Id|(0,T ) ∨ sup0≤t≤T
(
ψn,γ(w
k, (xk, ik)) ◦ λk(t), ψn,γ(w(t), (x(t), i(t))
)
≤
C(ε+ sup|t−s|≤ε |w(t)− w(s)|).
We conclude then that ψn,γ is continuous.
With the same arguments used for the continuity of ψn,γ , we can show then that φn,γ is
continuous.
Step 2.
We have now from the results of Step 1 the mains tools to prove Proposition 3.3.
First of all, it is easy to get since yδ(·) and xδ(·) have the same law (recall that x0 = y0 ∈
(0,+∞))
µ
(
yδ(0) = y0 = x0
)
= P
(
xδ(0) = x0
)
= 1.
Let (g, h) ∈ Cb
(
D([0, T ]),R
)
×Cb
(
DU([0, T ]),R
)
. Since ρ, κ, ψn,γ, φn,γ are continuous, we
have
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EP
[
g
(
xδ(·)−
(
φn,γ(X
δ)(·) + ψn,γ(W,X
δ)(·) + δρ(Xδ)(·)
)) ]
= Eµ
[
g
(
yδ(·)−
(
φn,γ(Y
δ)(·) + ψn,γ(B
δ, Y δ)(·) + δρ(Y δ)(·)
)) ]
, (19)
and
EP
[
h
(
iδ(·)− κ(Z,Xδ)(·)
) ]
= Eµ
[
h
(
jδ(·)− κ(Aδ, Y δ)(·)
) ]
. (20)
From assumption (H) and Burkholder-Davis-Gundy inequality we have, up to a subse-
quence nk
∣∣∣ ψnk,γ(W,Xδ)(·)−
∫ ·
0
σγ
iδ(s)
(s, xδ(s))dW (s)
∣∣∣
(0,T )
P−a.s.
−−−−−→
nk→+∞
0 ,
and
∣∣∣ ψnk,γ(Bδ, Y δ)(·)−
∫ ·
0
σγ
jδ(s)
(s, yδ(s))dBδ(s)
∣∣∣
(0,T )
µ−a.s.
−−−−−→
nk→+∞
0 .
Still using Burkholder-Davis-Gundy inequality and (H), there exists a constant C inde-
pendent of γ, depending only on (|σ|), such that
EP
[ ∣∣∣
∫ ·
0
σiδ(s)(s, x
δ(s))dW (s)−
∫ ·
0
σγ
iδ(s)
(s, xδ(s))dW (s)
∣∣∣
(0,T )
]
≤ CEP
[ ∫ T
0
1{xδ(s)≤γ}ds
]
,
and
Eµ
[ ∣∣∣
∫ ·
0
σjδ(s)(s, y
δ(s))dBδ(s)−
∫ ·
0
σγ
jδ(s)
(s, yδ(s))dBδ(s)
∣∣∣
(0,T )
]
≤ CEµ
[ ∫ T
0
1{yδ(s)≤γ}ds
]
.
Using that yδ(·) and xδ(·) have the same law, we have for each s ∈ [0, T ]
µ
(
yδ(s) = 0
)
= P
(
xδ(s) = 0
)
= 0.
We get therefore from the dominated convergence’s Theorem
lim
γ→0
EP
[ ∣∣∣
∫ ·
0
σiδ(s)(s, x
δ(s))dW (s)−
∫ ·
0
σγ
iδ(s)
(s, xδ(s))dW (s)
∣∣∣
(0,T )
]
=
lim
γ→0
Eµ
[ ∣∣∣
∫ ·
0
σjδ(s)(s, y
δ(s))dBδ(s)−
∫ ·
0
σγ
jδ(s)
(s, yδ(s))dBδ(s)
∣∣∣
(0,T )
]
= 0.
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Therefore up to a subsequence γp
∣∣∣
∫ ·
0
σiδ(s)(s, x
δ(s))dW (s)−
∫ ·
0
σ
γp
iδ(s)
(s, xδ(s))dW (s)
∣∣∣
(0,T )
P−a.s.
−−−→
γp→0
0 ,
and
∣∣∣
∫ ·
0
σjδ(s)(s, y
δ(s))dBδ(s)−
∫ ·
0
σ
γp
jδ(s)
(s, yδ(s))dBδ(s)
∣∣∣
(0,T )
µ−a.s.
−−−→
γp→0
0 .
Using the same arguments, we can show that up to another subsequence (γp′, nk′)
limγp′→0 lim supnk′→+∞
∣∣∣
∫ ·
0
biδ(s)(s, x
δ(s))ds− φnk′ ,γp′ (X
δ)(·)
∣∣∣
(0,T )
P−a.s.
−−−→ 0,
limγp′→0 lim supnk′→+∞
∣∣∣
∫ ·
0
bjδ(s)(s, y
δ(s))ds− φnk′ ,γp′ (Y
δ)(·)
∣∣∣
(0,T )
µ−a.s.
−−−→ 0.
On the other hand using that
∑
0≤s≤·
1{x(s)−x(s−)=δ} =
∑
0≤s≤·
1{x(s−)=0}, P a.s,
∀s ∈ [0, T ], µ
(
yδ(s)− yδ(s−) = δ, yδ(s−) > 0
)
= P
(
xδ(s)− xδ(s−) = δ, xδ(s−) > 0
)
= 0,
and applying Lebesgue’s Theorem, we get from (19), that for any g ∈ Cb
(
D([0, T ]),R
)
lim
γp′→0
lim sup
nk′→+∞
EP
[
g
(
xδ(·)−
(
φnk′ ,γp′ (X
δ)(·) + ψnk′ ,γp′ (W,X
δ)(·) + δρ(Xδ)(·)
)) ]
= EP
[
g
(
xδ(·)− x0 −
∫ ·
0
biδ(s)(s, x
δ(s))ds−
∫ ·
0
σiδ(s)(s, x
δ(s))dW (s) + δ(
∑
0≤s≤.
1{xδ(s−)=0})
) ]
,
and
lim
γp′→0
lim sup
nk′→+∞
Eµ
[
g
(
yδ(·)−
(
φnk′ ,γp′ (Y
δ)(·) + ψnk′ ,γp′ (B
δ, Y δ)(·) + δρ(Y δ)(·)
)) ]
= Eµ
[
g
(
yδ(·)− y0 −
∫ ·
0
bjδ(s)(s, y
δ(s))ds−
∫ ·
0
σjδ(s)(s, y
δ(s))dBδ(s) + δ(
∑
0≤s≤.
1{yδ(s−)=0})
) ]
.
Therefore for any g ∈ Cb(D([0, T ]),R)
EP
[
g
(
xδ(·)− x0 −
∫ ·
0
biδ(s)(s, x
δ(s))ds−
∫ ·
0
σiδ(s)(s, x
δ(s))dW (s) + δ(
∑
0≤s≤.
1{xδ(s−)=0})
) ]
= Eµ
[
g
(
yδ(·)− y0 −
∫ ·
0
bjδ(s)(s, y
δ(s))ds−
∫ ·
0
σjδ(s)(s, y
δ(s))dBδ(s) + δ(
∑
0≤s≤.
1{yδ(s−)=0})
) ]
.
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Considering a sequence gn of Cb(D([0, T ]),R), uniformly bounded, converging to x →
1{x=0} in the pointwise sense, we get that
µ
( (
yδ(t) = y0 −
∫ t
0
bjδ(s)(s, y
δ(s))ds−
∫ t
0
σjδ(s)(s, y
δ(s))dBδ(s) +
δ(
∑
0≤s≤t
1{yδ(s−)=0})
)
0≤t≤T
)
= 1.
Using the same arguments and the continuity of κ we also infer that
µ
( (
jδ(t) = Aδ∑
0≤s≤t
1{yδ(s−)=0}
)
0≤t≤T
)
= 1,
that completes the proof of Proposition 3.3. 
Remark 3.4. As a consequence of (14) and Proposition 3.1, it is easy to get that there
exists a constant C independent of δ, depending only on
(
T, |b|, |σ|, y0
)
,
such that
Eµ
[
|yδ(·)|2(0,T )
]
≤ C
(
1 + δ2
)
, Eµ
[
|δN δ(·)|2(0,T )
]
≤ C
(
1 + δ2
)
.
For simplicity, we denote by
(
Y δ = (yδ, jδ), Bδ, Aδ
)
the subsequence converging almost
surely to
(
Y = (y, j), B, A
)
. Using Proposition 3.3, we know that the process Y δ =
(yδ, jδ) satisfies


yδ(·) = y0 +
∫ γδ1∧·
0
bjδ(s)(s, y
δ(s))ds+
∫ γδ1∧·
0
σjδ(s)(s, y
δ(s))dBδ(s)
+
∑
n≥1
1{γδn≤.<γδn+1}
(
δ +
∫ γδn+1∧·
γδn
bjδ(s)(s, y
δ(s))ds+
∫ γδn+1∧·
γδn
σjδ(s)(s, y
δ(s))dBδ(s)
)
jδ(·) =
∑
n≥0
Aδn1[γδn,γδn+1)(·)
, µ a.s. (21)
where we have defined recursively the following stopping times
γδ0 = 0, γ
δ
n+1 = inf
{
T ≥ t > γδn : y
δ(t) = 0
}
, µ a.s. (22)
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We denote by (Gδt )0≤t≤T the right continuous and complete filtration generated by
(
Y δ(t) =
(yδ(t), jδ(t))
)
0≤t≤T
.We also denote by (Gt)0≤t≤T the right continuous and complete filtra-
tion generated by the process
(
Y (t) = (y(t), j(t))
)
0≤t≤T
. We now state some properties
of the process
(
Y (t) = (y(t), j(t))
)
0≤t≤T
.
Proposition 3.5. The process
(
Y δ(t) = (yδ(t), jδ(t))
)
0≤t≤T
converges uniformly to
(
Y (t) =
(y(t), j(t))
)
0≤t≤T
, namely :
dJ(0,T )(Y
δ, Y )
µ−a.s.
−−−→
δ→0
0, (23)
and therefore
|yδ − y|(0,T )
µ−a.s.
−−−→
δ→0
0. (24)
Proof. From (12) and Remark 2.1, there exists a (random) change of time λδ such that
|λδ − Id|(0,T ) ∨ d
J
(0,T )(Y
δ ◦ λδ, Y )
µ−a.s.
−−−→
δ→0
0 .
We then have
dJ(0,T )(Y
δ, Y ) ≤ dJ(0,T )(Y
δ ◦ λδ ◦ (λδ)−1, Y ◦ λδ
−1
) + dJ(0,T )(Y ◦ (λ
δ)−1, Y )
≤ dJ(0,T )(Y
δ ◦ λδ, Y ) + dJ(0,T )(Y ◦ (λ
δ)−1, Y ), µ a.s.
From Theorem 3.2, Y is continuous and hence uniformly continuous on [0, T ]. Therefore
we get
dJ(0,T )(Y
δ, Y )
µ−a.s.
−−−→
δ→0
0 ,
and consequently
|yδ − y|(0,T )
µ−a.s.
−−−→
δ→0
0 .

Newt we will study the behavior of the jump part of yδ(·). For this we state first the
following Lemma.
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Lemma 3.6. Fix M > 0. There exists a constant C > 0, independent of δ, depending
only on the data (
T,M, |b|, |σ|, y0
)
,
introduced in assumption (H), such that
Eµ
[
exp(Myδ(T ))
]
≤ C exp(Mδ). (25)
Proof. We define the following map φ by
φ :=


[0,+∞)→ R
x 7→ exp(Mx)−Mx− 1
.
Let k ≥ 0, we introduce the following stopping times
γδ
T
:= sup
{
γδn; γ
δ
n ≤ T
}
, θδk := inf{s ∈ [γ
δ
T
, T ], yδ(s) ≥ k},
where the sequence (γδn)n≥0 is defined in (22).
Hence, applying Itoˆ’s formula in the following interval (γδ
T
, T ∧θδk), using (21) and Remark
3.4, we get
Eµ
[
exp(Myδ(T ∧ θδk))
]
=
(
exp(Mδ)−Mδ
)
1{γδ
T
≥γδ1}
+
(
exp(My0)−My0
)
1{γδ
T
=0}
+ Eµ
[
Myδ(T ∧ θδk)
]
+ Eµ
[ ∫ T∧θδk
γδ
T
(1
2
σ2jδ(u)(u, y
δ(u))∂x,xφ(y
δ(u)) +
bjδ(u)(u, y
δ(u))∂xφ(y
δ(u))
)
du
]
≤ C exp(Mδ)
(
1 + Eµ
[ ∫ T∧θδk
γδ
T
exp(Myδ(u))du
] )
,
where C is a constant depending only on
(
T,M, |b|, |σ|, y0
)
.
Hence sending k → +∞, we get using monotone convergence’s Theorem, and Fubini’s
Theorem
Eµ
[
exp(Myδ(T ))
]
≤ C exp(Mδ)
(
1 + Eµ
[ ∫ T
γδ
T
exp(Myδ(u))du
])
≤ C exp(Mδ)
(
1 + Eµ
[ ∫ T
0
exp(Myδ(u))du
])
≤ C exp(Mδ)
(
1 +
∫ T
0
Eµ
[
exp(Myδ(u))du
])
.
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We conclude finally using Gronwall’s Lemma to the following measurable map
ρ :=


[0, T ]→ R
s 7→ Eµ
[
exp(Myδ(s))
] .

We now study the behavior of the jump part of yδ(·). To this end, we estimate the
time spent by y(·) at the junction point, and we state the following proposition that will
be useful in the sequel.
Proposition 3.7. We have
lim
ε→0
lim sup
δ→0
Eµ
[ ∫ T
0
1{yδ(s)≤ε}ds
]
= 0, (26)
and therefore
µ
( ∫ T
0
1{y(s)=0}ds = 0
)
= 1.
Proof. Let ε > δ, and βε ∈ C([0,+∞),R+) satisfying
∀x ≥ 2ε, βε(x) = 0, ∀x ≥ 0, 1{x≤ε} ≤ βε(x) ≤ 1. (27)
Let uε ∈ C2([0,+∞)) be the unique solution of the following ordinary second order dif-
ferential equation


∂x,xu
ε(x)−M∂xu
ε(x) = 2βε(x)/c2, if x ∈ (0,+∞),
∂xu
ε(0) = 0,
uε(0) = 0.
(28)
where c is the constant of ellipticty defined in assumption (H), and M is given by
M =
|b|
1
2
c2
.
For each i ∈ {1 . . . I}, the solution is given by
uε(x) =
∫ x
0
exp
(
Mz
) ∫ z
0
2βεi (u)
c2
exp(−Mu)dudz.
NON HOMOGENEOUS STOCHASTIC DIFFUSION ON A JUNCTION 23
By the assumption on βε, and assumption (H), we get
∀x ≥ 0, 0 ≤ ∂xu
ε(x) ≤ 4ε/c2 exp(Mx), 0 ≤ uε(x) ≤
4ε
Mc2
(exp(Mx)− 1). (29)
Recall the definition of the stopping times (22)
γδ0 = 0, γ
δ
n+1 = inf
{
T ≥ t > γδn : y
δ(t) = 0
}
, µ a.s.
We write then
uε(yδ(T ))− uε(y0) =( ∑
n≥0
uε(yδ(γδn+1−))− u
ε(yδ(γδn+))
)
(30)
+
( ∑
n≥0
uε(yδ(γδn+))− u(y
δ(γδn−))
)
µ a.s. (31)
For (30), we apply Itoˆ’s formula and use (28) on each interval
(
γδn, γ
δ
n+1 −
)
to get (after
an argument of localization with stopping times)
Eµ
[ ∑
n≥0
uε(yδ(γδn+1−))− u
ε(yδ(γδn+1+))
]
= Eµ
[ ∫ T
0
(1
2
σ2jδ(s)(s, y
δ(s))∂x,xu
ε(yδ(s)) + bjδ(s)(s, y
δ(s))∂xu
ε(yδ(s))
)
ds
]
= Eµ
[ ∫ T
0
1
2
σ2jδ(s)(s, y
δ(s))
(
∂x,xu
ε(yδ(s)) +
bjδ(s)(s, y
δ(s))
1
2
σ2
jδ(s)
(s, yδ(s))
∂xu
ε(yδ(s))
)
ds
]
≥ Eµ
[ ∫ T
0
1
2
c2
(
∂x,xu
ε(yδ(s))−M∂xu
ε(yδ(s))
)
ds
]
≥ Eµ
[ ∫ T
0
βε(yδ(s))ds
]
.
We now study the term (31). We get using (29) the following upper bound
Eµ
[
|(31)|
]
≤
4ε
Mc2
δ exp(Mδ)Eµ
[
N δ(T )
]
.
Using Remark 3.4, it is easy to get that there exists a constant K > 0, independent of δ
such that
Eµ
[
δN δ(T )
]
≤ K(1 + δ2)1/2.
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Hence
Eµ
[ ∫ T
0
β(yδ(s))ds
]
≤ Eµ
[
uε(yδ(T ))− uε(y0)
]
+
4ε
Mc2
exp(Mδ)Eµ
[
δN δ(T )
]
≤
4ε
Mc2
Eµ
[
(exp(Myδ(T ))− 1)
]
+
4ε
Mc2
exp(Mδ)K(1 + δ2)1/2.
We get then using Lemma 3.6
lim
ε→0
lim sup
δ→0
Eµ
[ ∫ T
0
βε(yδ(s))ds
]
= 0.
Finally, using that x → 1{0≤x<ε} is lower semicontinuous, x → 1{0≤x<ε} ≤ β
ε(x), Propo-
sition 3.5, and Fatou Lemma we get
Eµ
[ ∫ T
0
1{y(s)=0}ds
]
≤ lim
ε→0
lim sup
δ→0
Eµ
[ ∫ T
0
1{yδ(s)≤ε}ds
]
= 0.
Therefore
µ
(∫ T
0
1{y(s)=0}ds = 0
)
= 1,
that completes the proof. 
Proposition 3.8. The following map
ψ :=


DR+([0, T ])×DR+c ([0, T ])→ R+,
(y, l) 7→
∫ T
0
1{y(s)>0}dl(s)
,
(where DR+c ([0, T ]) is the set of ca`dla`g nondecreasing maps valued in R+), is lower semi-
continuous at any (y, l) ∈ C([0, T ],R+)×
(
C([0, T ],R+) ∩ D
R+
c ([0, T ])
)
.
Proof. Let
(
yk(·)
)
be a sequence in DR+([0, T ]) converging to y(·) ∈ C([0, T ],R+), and(
lk(·)
)
in DR+c ([0, T ]) converging to l(·) ∈
(
C([0, T ],R+) ∩ D
R+
c ([0, T ])
)
.
Using Proposition 3.5, we get that
(
yk(·)
)
converges uniformly to y(·), and with the
same arguments
(
lk(·)
)
converges uniformly to
(
l(·)
)
. Let p ≥ 0 and φp ∈ C([0,+∞))
a continuous sequence uniformly bounded, converging from below to x → 1{x>0} in the
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pointwise sense, as p→ +∞. We write then
∣∣∣
∫ T
0
φp(y
k(u))dlk(u)−
∫ T
0
φp(y(u))dl(u)
∣∣∣ ≤
∫ T
0
∣∣∣φp(yk(u))− φp(y(u))
∣∣∣dlk(u)
+
∣∣∣
∫ T
0
φp(y(u))dlk(u)−
∫ T
0
φp(y(u))dl(u)
∣∣∣ ≤
∣∣∣φp(yk(·))− φp(y(·))
∣∣∣
(0,T )
lk(T )
+
∣∣∣
∫ T
0
φp(y(u))dlk(u)−
∫ T
0
φp(y(u))dl(u)
∣∣∣.
Hence we get using that lk(T ) is uniformly bounded in k, and that lk converges weakly
to l
∀p ≥ 0, lim
k→+∞
∫ T
0
φp(y
k(u))dlk(u) =
∫ T
0
φp(y(u))dl(u).
Finally writing
∫ T
0
1{yk(u)>0}dlk(u) ≥
∫ T
0
φp(yk(u))dlk(u),
we get
∀p ≥ 0, lim inf
k→+∞
∫ T
0
1{yk(u)>0}dlk(u) ≥
∫ T
0
φp(y(u))dl(u),
and hence using Lebesgue’s Theorem
lim infk→+∞
∫ T
0
1{yk(u)>0}dlk(u) ≥ lim sup
p→+∞
∫ T
0
φp(y(u))dl(u) =
∫ T
0
1{y(u)>0}dl(u).
That completes the proof. 
We are now ready to identify the SDE satisfied by the limit process
(
y(t)
)
0≤t≤T
.
Theorem 3.9. There exists a nondecreasing process
(
l(t)
)
0≤t≤T
such that
(
y(t)
)
0≤t≤T
satisfies the stochastic differential equation

y(0) = y0
dy(t) = bj(t)(t, y(t))dt+ σj(t)(t, y(t))dB(t) + dl(t), 0 ≤ t ≤ T
µ a.s, (32)
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with 

l(0) = 0∫ t
0
1{y(s)>0}dl(s) = 0, 0 ≤ t ≤ T
µ a.s.
Moreover the process
(
N δ(t)
)
0≤t≤T
converges uniformly to
(
l(t)
)
0≤t≤T
, namely
∣∣∣ δN δ(·)− l(·)
∣∣∣
(0,T )
−−→
δ→0
0, µ a.s. (33)
Proof. Step 1 : We start to prove that up to a subsequence again denoted δ
lim
δ→0
∣∣∣ y0 +
∫ ·
0
bjδ(s)(s, y
δ(s))ds+
∫ ·
0
σjδ(s)(s, y
δ(s))dBδ(s)
−
(
y0 +
∫ ·
0
bj(s)(s, y(s))ds+
∫ ·
0
σj(s)(s, y(s))dB(s)
) ∣∣∣
(0,T )
= 0.
For all γ > 0, we introduce the map (t, (x, i))→ σγi (t, x) defined by
∀(t, (x, i)) ∈ [0, T ]× J , σγi (t, x) = σi(t, x)1x>γ +
σi(t, γ)
γ
x10≤x≤γ
for (x, i) ∈ J .
For n ≥ 0, we define the functions ψn,γ from C[0, T ]×D
J ([0, T ]) to D([0, T ]) by
ψn,γ
(
w(·), (x(·), i(·))
)
=
( 2n−1∑
j=0
σγ
i( jT
2n
)
(
jT
2n
, x(
jT
2n
))(w (j+1)T
2n
∧t
− w jT
2n
∧t)
)
0≤t≤T
,
for all
(
w(·), (x(·), i(·))
)
∈ C[0, T ]×DJ ([0, T ]). We write then
∣∣∣
∫ ·
0
σjδ(s)(s, y
δ(s))dBδ(s)−
∫ ·
0
σj(s)(s, y(s))dB(s)
∣∣∣
(0,T )
≤ (34)
∣∣∣
∫ ·
0
σjδ(s)(s, y
δ(s))dBδ(s)−
∫ ·
0
σγ
jδ(s)
(s, yδ(s))dBδ(s)
∣∣∣
(0,T )
+ (35)
∣∣∣
∫ ·
0
σγ
jδ(s)
(s, yδ(s))dBδ(s)− ψn,γ(B
δ, (yδ, iδ))(·)
∣∣∣
(0,T )
+ (36)
∣∣∣ ψn,γ(Bδ, (yδ, iδ))(·)− ψn,γ(B, (y, i))(·)
∣∣∣
(0,T )
+ (37)
∣∣∣ ψn,γ(B, (y, i))(·)−
∫ ·
0
σγj(s)(s, y(s))dB(s)
∣∣∣
(0,T )
+ (38)
∣∣∣
∫ ·
0
σγj(s)(s, y(s))dB(s)−
∫ ·
0
σj(s)(s, y(s))dB(s)
∣∣∣
(0,T )
. (39)
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Now we prove that (34) tends to 0 as δ goes to 0 in L2(E). Using Burkholder-Davis-
Gundy inequality and assumption (H), there exists a constant C > 0, independent of
δ, n, γ, such that for (35) and (39)
Eµ
[ ∣∣∣
∫ ·
0
σjδ(s)(s, y
δ(s))dBδ(s)−
∫ ·
0
σγ
jδ(s)
(s, yδ(s))dBδ(s)
∣∣∣2
(0,T )
]
≤
CEµ
[ ∫ T
0
1{yδ(s)≤γ}ds
]
,
Eµ
[ ∣∣∣
∫ ·
0
σγj(s)(s, y(s))dB(s)−
∫ ·
0
σj(s)(s, y(s))dB(s)
∣∣∣2
(0,T )
]
≤
CEµ
[ ∫ T
0
1{y(s)≤γ}ds
]
.
Using then Proposition 3.5 and Proposition 3.7, we get
lim
γ→0
lim sup
δ→0
Eµ
[
(35)
]
≤ lim
γ→0
Eµ
[ ∫ T
0
1{y(s)≤γ}ds
]
= Eµ
[ ∫ T
0
1{y(s)=0}ds
]
= 0,
and with the same arguments limγ→0 E
µ
[
(39)
]
= 0. For (36), we get that there exists a
constant C(γ) independent of δ, n, depending only on γ such that
Eµ
[ ∣∣∣
∫ ·
0
σγ
jδ(s)
(s, yδ(s))dBδ(s)− ψn,γ(B
δ, (yδ, iδ)) (·)
∣∣∣2
(0,T )
]
≤
C(γ)Eµ
[
sup
{ ∣∣∣ σγjδ(s)(s, yδ(s))− σγjδ(t)(t, yδ(t))
∣∣∣2, |t− s| ≤ 12n , (t, s) ∈ [0, T ]
} ]
.
Using Proposition 3.5, the continuity of σγi at the junction point, and the uniform Lipschitz
continuity in its second variable (assumption (H)), we deduce then by Lebesgue’s Theorem
lim supδ→0 E
µ
[ ∣∣∣
∫ ·
0
σγ
jδ(s)
(s, yδ(s))dBδ(s)− ψn,γ(B
δ, (yδ, iδ)) (·)
∣∣∣2
(0,T )
]
≤
C(γ)Eµ
[
sup
{∣∣∣ σγj(s)(s, y(s))− σγj(t)(t, y(t))
∣∣∣2, |t− s| ≤ 12n , (t, s) ∈ [0, T ]
} ]
.
Finally using the continuity of the paths of the process Y (·) and once again the continuity
of σγ we get
limn→+∞ lim supδ→0 E
µ
[ ∣∣∣
∫ ·
0
σγ
jδ(s)
(s, yδ(s))dBδ(s)− ψn,γ(B
δ, (yδ, iδ)) (·)
∣∣∣2
(0,T )
]
= 0.
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Similarly we have limn→+∞ lim supδ→0 E
µ
[
(38)
]
= 0. Finally for (37) we get that there
exists a constant C(γ) independent of (n, δ) such that
∣∣∣ ψn,γ(Bδ, (yδ, iδ)) (·)− ψn,γ(B, (y, i))(·)
∣∣∣
(0,T )
≤
2n+1C(γ)
(
|Bδ −B|(0,T ) + |σ
γ
jδ(·)
(·, yδ(·))− σγj(·)(·, y(·))|(0,T )
)
.
Using once more Proposition 3.5, assumption (H), and the uniform Lipschitz continuity
of σγ in its second variable, we get by Lebesgue’s Theorem that limδ→0 E
µ
[
(37)
]
= 0.
Therefore we have
lim
δ→0
Eµ
[ ∣∣∣
∫ ·
0
σjδ(s)(s, y
δ(s))dBδ(s)−
∫ ·
0
σj(s)(s, y(s))dB(s)
∣∣∣2
(0,T )
]
≤
lim
γ→0
lim sup
n→+∞
lim sup
δ→0
Eµ
[
((34) + (35) + (36) + (37) + (38) + (39))
]
= 0.
With the same arguments, we can show that
lim
δ→0
Eµ
[ ∣∣∣
∫ ·
0
bjδ(s)(s, y
δ(s))ds−
∫ ·
0
bj(s)(s, y(s))ds
∣∣∣
(0,T )
]
= 0.
Choosing again a subsequence δ, to get an almost convergence sense, we have µ almost
surely
lim
δ→0
∣∣∣ y0 +
∫ ·
0
bjδ(s)(s, y
δ(s))ds+
∫ ·
0
σjδ(s)(s, y
δ(s))dBδ(s)
−
(
y0 +
∫ ·
0
bj(s)(s, y(s))ds+
∫ ·
0
σi(s)(s, y(s))dB(s)
) ∣∣∣
(0,T )
= 0.
We recall that from Proposition 3.3, we have
µ
( (
yδ(t) = y0 +
∫ t
0
bjδ(s)(s, y
δ(s))ds+
∫ t
0
σjδ(s)(s, y
δ(s))dBδ(s) +
δ(
∑
0≤s≤t
1{yδ(s−)=0})
)
0≤t≤T
)
= 1.
The continuity of both processes
(
y(t)
)
0≤t≤T
and
(∫ t
0
bj(s)(s, y(s))ds+
∫ t
0
σj(s)(s, y(s))dB(s)
)
0≤t≤T
,
implies that
(
δ(
∑
0≤s≤t
1{yδ(s−)=0})
)
0≤t≤T
tends almost surely uniformly to a continuous
process
(
l(t)
)
0≤t≤T
. Since
(
δ(
∑
0≤s≤t
1{yδ(s−)=0})
)
0≤t≤T
has nondecreasing trajectories, it
implies that
(
l(t)
)
0≤t≤T
is a nondecreasing process.
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Step 2 : We now prove that
µ
(


l(0) = 0(∫ t
0
1{y(s)>0}dl(s)
)
0≤t≤T
= 0
)
= 1,
namely
(
l(t)
)
0≤t≤T
can increases only when the process
(
Y (t) = (y(t), j(t))
)
0≤t≤T
reaches
the junction point 0. The fact that l(0) = 0, µ almost surely is obvious. Since the paths
of yδ(·) and δN δ(·) converge uniformly to the continuous processes y(·) and l(·), we have
using Proposition 3.8 that
lim inf
δ→0
∫ T
0
1{yδ(s)>0}dδN
δ(s) ≥
∫ T
0
1{y(s)>0}dl(s), µ a.s.
Hence, using the lower semi continuity of the real map x 7→ 1{x>0}, we obtain
lim inf
δ→0
1{∫ T
0
1{yδ(s)>0}dδN
δ(s) > 0
} ≥ 1{∫ T
0
1{y(s)>0}dl(s)) > 0
}, µ a.s.
Therefore, using Fatou’s Lemma we have
lim infδ→0 µ
( ∫ T
0
1{yδ(s)>0}dδN
δ(s) > 0
)
≥ µ
(
lim inf
δ→0
∫ T
0
1{yδ(s)>0}dδN
δ(s) > 0
)
≥ µ
( ∫ T
0
1{y(s)>0}dl(s) > 0
)
,
and using that µ
( ∫ T
0
1{yδ(s)>0}dδN
δ(s) > 0
)
= 0, we get finally
µ
(
(
∫ t
0
1{y(s)>0}dl(s))0≤t≤T = 0)
)
= 1.
We conclude then that
(
y(t)
)
0≤t≤T
satisfies the differential stochastic equation (32), with
the required conditions on
(
l(t)
)
0≤t≤T
. 
4. Itoˆ’s formula and local time estimate at the junction
4.1. Proof of Theorem 2.3 and Itoˆ’s formula. The stochastic differential equation
(32) satisfied by the process
(
y(t)
)
0≤t≤T
, does not completely characterize the process,
since the randomness due to
(
j(t)
)
0≤t≤T
is hidden in the process
(
l(t)
)
0≤t≤T
. In order
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to better characterize the behavior of the process
(
Y (t) = (y(t), j(t))
)
0≤t≤T
, we test its
dynamic against regular maps f defined on the junction. This is the aim of the Itoˆ’s
formula; (iv) of Theorem 2.3. The points (i) to (v) of Theorem 2.3, have been already
seen previously and proved in Theorem 2.3 and 3.2.
Proof. Let f ∈ C1,2b (JT ). Suppose first that f does not depend on time:
∀
(
t, (y, j)
)
∈ JT , fj(t, y) = fj(y).
We first show that
(
f(Y (t))− f(Y (0)) =
∫ t
0
L(f)(s, (y(s), j(s)))ds
+
∫ t
0
∂yfj(s)(y(s))σj(s)(s, y(s))dB(s) +
I∑
i=1
αi∂yfi(0)l(t)
)
0≤t≤T
)
µ a.s.
We recall the definition of the stopping times (22)
γδ0 = 0, γ
δ
n+1 = inf
{
t > γδn : y
δ(t) = 0
}
, µ a.s.
Let t ∈ [0, T ], we have then the following decomposition
fjδ(t)(y
δ(t))− fjδ(0)(y0) =∑
n≥0
fjδ(t∧γδn+1−)
(
yδ(t ∧ γδn+1−)
)
− fjδ(t∧γδn+)
(
yδ(t ∧ γδn+)
)
(40)
+
∑
n≥0
fjδ(t∧γδn+)
(
yδ(t ∧ γδn+)
)
− fjδ(t∧γδn−)
(
yδ(t ∧ γδn−)
)
, µ a.s. (41)
For (40), we apply Itoˆ’s formula on each interval
(
t ∧ γδn+, t ∧ γ
δ
n+1 −
)
, to get
∑
n≥0
fjδ(t∧γδn+1−)
(
yδ(t ∧ γδn+1−)
)
− fjδ(t∧γδn+)
(
yδ(t ∧ γδn+1+)
)
=
∫ t
0
L(f)(s, (yδ(s), jδ(s)))ds +
∫ t
0
σjδ(s)(s, y
δ(s))∂yfjδ(s)(y
δ(s))dBδ(s), µ a.s.
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Using the same arguments as in the proof of Theorem 3.9, it is easy to show that up to
a subsequence δ
limδ→0
∣∣∣
∫ ·
0
L(f)(s, (yδ(s), jδ(s)))ds +
∫ ·
0
σjδ(s)(s, y
δ(s))∂xfjδ(s)(y
δ(s))dBδ(s)
−
(∫ ·
0
L(f)(s, (y(s), j(s)))ds+
∫ ·
0
σj(s)(y(s))∂yfj(s)(s, y(s))dB(s)
) ∣∣∣
(0,T )
= 0, µ a.s.
Using the continuity of f at the junction point, namely ∀(i, j) ∈ {1 . . . I}2, fi(0) =
fj(0) = f(0), we get for (41) (where we recall that N
δ(t) =
∑
0≤s≤t 1{yδ(s−,ω)=0}, µ a.s.)
∑
n≥0
fjδ(t∧γδn+)
(
yδ(t ∧ γδn+)
)
− fjδ(t∧γδn−)
(
yδ(t ∧ γδn−)
)
,
=
( Nδ(t)∑
n=0
fjδ(γδn)(δ)− fjδ(γδn)(0)
)
1{Nδ(t)>0}
=
( Nδ(t)∑
n=0
δ∂yfjδ(γδn)(0) + δεj(γδn)(δ)
)
1{Nδ(t)>0}, µ a.s,
where for each i ∈ {1 . . . I}, limδ→0 εi(δ) = 0.
From Remark 3.4, we know that there exists a constant C > 0 independent of δ, such
that
Eµ
[
|δN δ(·)|(0,T )
]
≤ C(1 + δ2)1/2, (42)
hence
Eµ
[ ∣∣∣
Nδ(·)∑
n=0
δεj(γδn)(δ)
∣∣∣
(0,T )
]
≤ C(1 + δ2)1/2 max
i∈{1...I}
|εi(δ)|,
which means that, up to a subsequence δ, we have
lim
δ→0
∣∣∣ ∑
n≥0
fjδ(·∧γδn+)
(
yδ(· ∧ γδn+)
)
− fjδ(·∧γδn−)
(
yδ(· ∧ γδn−)
)
−
( Nδ(·)∑
n=0
I∑
i=1
δ∂yfi(0)1{jδ(γδn)=i}
)
1{Nδ(·)>0}
∣∣∣
(0,T )
= 0, µ a.s.
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We recall that from assumption (H), (
I∑
i=1
∂yfi(0)1{jδ(γδn)=i})n≥0 are i.i.d. Using the law of
large numbers, there exists A ∈ E with µ(A) = 1, such that for all ω ∈ A
lim
n→+∞
1
n
n∑
k=0
I∑
i=1
∂yfi(0)1{jδ(γδn)=i} =
I∑
i=1
αi∂xfi(0),
since for all δ, for all i ∈ {1 . . . I}, Eµ[1{jδ(γδn)=i}] = αi.
On the other hand we have
A =
⋂
η∈Q∗+
⋃
K∈N∗
Aη,K ,
where
Aη,K =
{
ω ∈ A, ∀n ≥ K,
∣∣∣ 1
n
n∑
k=0
I∑
i=1
∂yfi(0)1{jδ(γδn)=i} −
I∑
i=1
αi∂yfi(0)
∣∣∣ ≤ η }.
Given η ∈ Q∗+ and K ∈ N
∗, we have
∣∣∣(
Nδ(·)∑
n=0
I∑
i=1
δ∂yfi(0)1{jδ(γδn)=i}
)
1{Nδ(t)>0} − l(·)
( I∑
i=1
αi∂yfi(0))
)∣∣∣
(0,T )
≤ (43)
∣∣∣ l(·)− δN δ(·)
N δ(·)
(Nδ(·)∑
n=0
I∑
i=1
∂yfi(0)1{jδ(γδn)=i}
)
1{Nδ(·)>0}
∣∣∣
(0,T )
+ (44)
∣∣∣l(·)∣∣∣
(0,T )
∣∣∣( 1
N δ(·)
Nδ(·)∑
n=0
I∑
i=1
∂yfi(0)1{jδ(γδn)=i} −
( I∑
i=1
αi∂yfi(0)
) )
× (45)
(
1{0<Nδ(·)≤K} + 1{Nδ(·)>K}
(
1{Aη,K} + 1{Aη,K}
) )∣∣∣
(0,T )
, µ a.s.
For (44), we have the following upper bound
(44) ≤ maxi∈{1...I}
{ ∣∣∣ ∂xfi(0)
∣∣∣ }
∣∣∣ δN δ(·)− l(·)
∣∣∣
(0,T )
.
Recall that from (33) in Theorem 3.9, we know that
∣∣∣ δN δ(·)− l(·)
∣∣∣
(0,T )
−−→
δ→0
0, µ a.s,
hence using Lebesgue’s Theorem
lim
δ→0
Eµ
[
(44)
]
= 0.
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We now consider the term (45), we have
∀t ∈ [0, T ], 0 ≤ l(t)1{0<Nδ(t)≤K} = (l(t)− δN
δ(t) + δN δ(t))1{0<Nδ(t)≤K}
≤
∣∣∣ δN δ(·)− l(·) ∣∣∣
(0,T )
+ δK, µ a.s,
and then using Lebesgue’s Theorem and once again (33), we have
(where C = C(maxi∈{1...I}
{ ∣∣∣ ∂xfi(0)
∣∣∣ }) is a constant independent of δ)
limδ→0 E
µ
[ ∣∣∣l(·)( 1
N δ(·)
Nδ(·)∑
n=0
I∑
i=1
∂yfi(0)1{jδ(γδn)=i} −
( I∑
i=1
αi∂yfi(0)
) )
1{0<Nδ(·)≤K}
∣∣∣
(0,T )
]
≤ C limδ→0 E
µ
[∣∣∣ δN δ(·)− l(·) ∣∣∣
(0,T )
+ δK
]
= 0.
Finally we have the following upper bounds
Eµ
[ ∣∣∣l(·)( 1
N δ(·)
Nδ(·)∑
n=0
I∑
i=1
∂yfi(0)1{jδ(γδn)=i} −
( I∑
i=1
αi∂yfi(0)
) )
1{Nδ(·)>K}1{Aη,K}
∣∣∣
(0,T )
]
≤ ηEµ
[ ∣∣∣l(·)∣∣∣
(0,T )
]
,
Eµ
[ ∣∣∣l(·)( 1
N δ(·)
Nδ(·)∑
n=0
I∑
i=1
∂yfi(0)1{jδ(γδn)=i} −
( I∑
i=1
αi∂yfi(0)
) )
1{Nδ(·)>K}1{Aη,K}
∣∣∣
(0,T )
]
≤ CEµ
[ ∣∣∣l(·)
∣∣∣
(0,T )
1{Aη,K}
]
.
Therefore
limη→0 lim supK→+∞ lim supδ→0 E
µ
[
(43)
]
= 0.
We finally get, that, up to a subsequence δ
lim
δ→0
∣∣∣ fjδ(·)(yδ(·))− fjδ(0)(yδ(0))−
( ∫ ·
0
L(f)
(
s, (y(s), j(s))
)
ds+
∫ ·
0
∂yfj(s)(y(s))σj(s)(s, y(s))dB(s) +
I∑
i=1
αi∂yfi(0)l(·)
) ∣∣∣
(0,T )
= 0 , µ a.s.
This completes the proof of Step 1.
Step 2. We generalize the result obtained in Step 1, for f ∈ C1,2b (JT ). To this end, fix
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t ∈ [0, T ] and set (tnk := kt/n)0≤k≤n. We have
fj(t)
(
t, y(t)
)
− fj(0)
(
0, y(0)
)
=
n∑
k=1
fj(tn
k
)
(
tnk , y(t
n
k)
)
− fj(tn
k
)
(
tnk−1, y(t
n
k)
)
(46)
+
n∑
k=1
fj(tn
k
)
(
tnk−1, y(t
n
k)
)
− fj(tn
k−1)
(
tnk−1, y(t
n
k−1)
)
. (47)
Using the continuity of f at the junction point, the interior regularity of the (∂tfi)i∈{1...I},
the continuity of the paths of y(·) and that
∫ T
0
1{y(s)=0}ds = 0 µ a.s, we get
∣∣∣
n∑
k=1
fj(tn
k
)
(
tnk , y(t
n
k)
)
− fj(tn
k
)
(
tnk−1, y(t
n
k)
)
−
∫ ·
0
∂tfj(s)
(
s, y(s)
)
ds
∣∣∣
(0,T )
−−−−→
n→+∞
0, µ a.s.
Using the result obtained in Step 1, we get for (47)
n∑
k=1
fj(tn
k−1)
(
tnk−1, y(t
n
k)
)
− fj(tn
k−1)
(
tnk−1, y(t
n
k−1)
)
=
n∑
k=1
∫ tnk
tn
k−1
(
∂yfj(s)
(
tnk−1, y(s)
)
bj(s)(s, y(s)) +
1
2
∂2y,yfj(s)
(
tnk−1, y(s)
)
σ2j (s, y(s))
)
ds +
∫ tnk
tnk−1
∂yfj(s)
(
tnk−1, y(s)
)
σj(s)(s, y(s))dB(s) + (l(t
n
k)− l(t
n
k−1))
( I∑
i=1
αi∂yfi(t
n
k−1, 0)
)
.
Finally, using the regularity of f , and the fact that
∫ T
0
1{y(s)}ds = 0, µ a.s (Proposition
3.7), it is easy to check that up to a subsequence np
∣∣∣
np∑
k=1
fj(tnpk−1)
(
t
np
k−1, y(t
np
k )
)
− fj(tnpk−1)
(
t
np
k−1, y(t
np
k−1)
)
−
( ∫ ·
0
(
∂yfj(s)
(
s, y(s)
)
bj(s)(s, y(s)) +
1
2
∂2y,yfj(s)
(
s, y(s)
)
σ2j (s, y(s))
)
ds
+
∫ ·
0
∂yfj(s)
(
s, y(s)
)
σj(s)(s, y(s))dB(s) +
I∑
i=1
αi
∫ ·
0
∂yfi(s, 0)dl(s)
) ∣∣∣
(0,T )
−−−−→
p→+∞
0, µ a.s,
that completes the proof. 
4.2. Local time estimate at the junction. We complete this Section by giving a local
time estimate of the process Y (t) =
(
(y(t), j(t)
)
0≤t≤T
at the junction point. This estimate
is reminiscent of the local time for the reflected Brownian motion.
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Theorem 4.1. We have:
lim
ε→0
Eµ
[ ∣∣∣ ( 1
2ε
I∑
j=1
∫ ·
0
σ2j (s, 0)1{0≤y(s)≤ε,j(s)=j}ds
)
− l(·)
∣∣∣2
(0,T )
]
= 0,
and, more generally, for any subset I ⊂ {1, . . . I}:
lim
ε→0
Eµ
[ ∣∣∣ ( 1
2ε(
∑
k∈I αk)
∑
j∈I
∫ ·
0
σ2j (s, 0)1{0≤y(s)≤ε,j(s)=j}ds
)
− l(·)
∣∣∣2
(0,T )
]
= 0.
Proof. Let ε > 0. We define the following sequence φε on J by
∀(y, j) ∈ J , φε
(
(y, j)
)
= φε(y) =


y2
2ε
if 0 ≤ y ≤ ε
y − ε
2
if y ≥ ε
, and y ∈ Jj.
Step 1 : We start by showing that
(
φε(Y (·))− φε(Y (0)) =
∫ ·
0
(
∂yφ
ε(y(s))bj(s)(s, y(s)) +
1
2
∂y,yφ
ε(y(s))σj(s)(s, y(s))
2
)
ds+
∫ ·
0
∂yφ
ε(y(s))σj(s)(s, y(s))dB(s)
)
0≤t≤T
, µ a.s.(48)
Let η > 0, and φε,η ∈ C2(J ), the sequence of smooth functions satisfying the following
conditions (T ):


φε,η = φε on [0, ε/2] ∪ [2ε,+∞),
∂y,yφ
ε,η − ∂y,yφ
ε L
1((0,+∞))
−−−−−−→
η→0
0,
|∂yφ
ε,η − ∂yφ
ε|[0,+∞) −−→
η→0
0,
|φε,η − φε|[0,+∞) −−→
η→0
0
.
Let a > ε > 0. We introduce the following stopping time
γa := inf{t ∈ [0, T ], y(t) = a}, µ a.s.
Applying Itoˆ’s formula of Theorem 2.3 to φε,η ∈ C2(J ), we have
(
φε,η(Y (· ∧ γa))− φ
ε,η(Y (0)) =
∫ ·∧γa
0
(
∂yφ
ε,η(y(s))bj(s)(s, y(s)) +
1
2
∂y,yφ
ε,η(y(s))σj(s)(s, y(s))
2
)
ds
+
∫ ·∧γa
0
∂yφ
ε,η(y(s))σj(s)(s, y(s))dB(s)
)
0≤t≤T
, µ a.s. (49)
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We are going to send η → 0 in (49). We start by showing that, up to a sub sequence η,
lim
η→0
∣∣∣
∫ ·∧γa
0
∂yφ
ε,η(y(s))σj(s)(s, y(s))dB(s)−
∫ ·∧γa
0
∂yφ
ε(y(s))σj(s)(s, y(s))dB(s)
∣∣∣
(0,T )
= 0, µ a.s.
Using assumption (H) and Burkholder-Davis-Gundy inequality, we get that there exists
a constant C > 0, independent of a, ε, and η, such that
Eµ
[ ∣∣∣
∫ ·∧γa
0
∂yφ
ε,η(y(s))σj(s)(s, y(s))dB(s) −
∫ ·∧γa
0
∂yφ
ε(y(s))σj(s)(s, y(s))dB(s)
∣∣∣2
(0,T )
]
≤
CEµ
[ ∫ T∧γa
0
(
∂yφ
ε,η(y(s))σj(s)(s, y(s))− ∂yφ
ε(y(s))σj(s)(s, y(s))
)2
ds
]
≤
C
( ∣∣∣ ∂yφε,η(·)− ∂yφε(·)
∣∣∣2
(0,a)
)
.
Hence using conditions (T ), we get that up to a sub sequence η
lim
η→0
∣∣∣
∫ ·∧γa
0
∂yφ
ε,η(y(s))σj(s)(s, y(s))dB(s)−
∫ ·∧γa
0
∂yφ
ε(y(s))σj(s)(s, y(s))dB(s)
∣∣∣
(0,T )
= 0, µ a.s.
With the same arguments, we get that up to a sub sequence ( denoted in the same way
by ) η
lim
η→0
∣∣∣
∫ ·∧γa
0
∂yφ
ε,η(y(s))bj(s)(s, y(s))ds −
∫ ·∧γa
0
∂yφ
ε(y(s))bj(s)(s, y(s))ds
∣∣∣
(0,T )
= 0, µ a.s.
Finally, as the stochastic differential equation (32) has uniform Lipschitz (with respect to
the second variable) and bounded coefficients, the process
(
y(t)
)
0≤t≤T
has a continuous
density on (0,+∞) (see Proposition 1.1.2 and Theorem 1.8.3 of [2] ). Let us denote by C
its bound on [ε/2, a]. We have then using conditions assumption (H)
Eµ
[ ∣∣∣
∫ ·∧γa
0
1
2
∂y,yφ
ε,η(y(s))σj(s)(s, y(s))
2ds −
∫ ·∧γa
0
1
2
∂y,yφ
ε(y(s))σj(s)(s, y(s))
2ds
∣∣∣
(0,T )
]
≤ Eµ
[ ∫ T
0
∣∣∣ 1
2
σj(s)(s, y(s))
2(∂y,yφ
ε(y(s))− φε,η(y(s)))1{ε/2≤y(s)≤a}
∣∣∣ ds ]
≤
1
2
|σ|2TC‖∂y,yφ
ε,η − ∂y,yφ
ε‖L1((ε/2,a)).
Then, by condition (T ), we have
lim
η→0
Eµ
[ ∣∣∣
∫ ·∧γa
0
1
2
∂y,yφ
ε,η(y(s))σj(s)(s, y(s))
2ds −
∫ ·∧γa
0
1
2
∂y,yφ
ε(y(s))σj(s)(s, y(s))
2ds
∣∣∣
(0,T )
]
= 0.
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This proves that, for any a > ε,
(
φε(Y (· ∧ γa))− φ
ε(Y (0)) =
∫ ·∧γa
0
(
∂yφ
ε(y(s))bj(s)(s, y(s)) +
1
2
∂y,yφ
ε(y(s))σj(s)(s, y(s))
2
)
ds+
∫ ·∧γa
0
∂yφ
ε(y(s))σj(s)(s, y(s))dB(s)
)
0≤t≤T
, µ a.s.
Finally, since the process y(·) has continuous paths, we have
lim
a→+∞
γa = +∞, µ a.s.
Hence sending a to +∞, we obtained (48), and that completes the proof of Step 1.
Step 2 : we prove the main result of this Proposition.
Using the result obtained in Step 1 and Theorem 3.9, we get using the expression of the
derivatives of φε:
Eµ
[ ∣∣∣ 1
2ε
∫ ·
0
σ2j(s)(s, y(s))1{0≤y(s)≤ε}ds− l(·)
∣∣∣2
(0,T )
]
≤
5
(
Eµ
[ ∣∣∣ φε(Y (·))− φε(Y (0))) − (y(·)− y0
) ∣∣∣2
(0,T )
]
(50)
+ Eµ
[ ∣∣∣
∫ ·
0
σj(s)(s, y(s))1{0≤y(s)≤ε}dB(s)
∣∣∣2
(0,T )
]
(51)
+ Eµ
[ ∣∣∣
∫ ·
0
bj(s)(s, y(s))1{0≤y(s)≤ε}ds
∣∣∣2
(0,T )
]
(52)
+ Eµ
[ ∣∣∣
∫ ·
0
σj(s)(s, y(s))1{y(s)≥ε}dB(s)−
∫ ·
0
σj(s)(s, y(s))dB(s)
∣∣∣2
(0,T )
]
(53)
+ Eµ
[ ∣∣∣
∫ ·
0
bj(s)(s, y(s))1{y(s)≥ε}ds−
∫ ·
0
bj(s)(s, y(s))ds
∣∣∣2
(0,T )
] )
. (54)
For (50), recalling that, for all Y = (y, j) ∈ J , |φε(y) − y| ≤ 2ε, we get by Lebesgue’s
Theorem
lim
ε→0
Eµ
[ ∣∣∣ φε(Y (·))− φε(Y (0))) − (y(·)− y0
) ∣∣∣2
(0,T )
]
= 0.
On the other hand for (51), using assumption (H) and Burkholder-Davis-Gundy inequal-
ity, there exists a constant C > 0 independent of ε, such that
Eµ
[ ∣∣∣
∫ ·
0
σj(s)(s, y(s))1{0≤y(s)≤ε}dB(s)
∣∣∣2
(0,T )
]
≤ CEµ[
∫ T
0
1{0≤y(s)≤ε}ds ],
38 ISAAC WAHBI
and therefore using Proposition (3.7), we get
lim
ε→0
Eµ
[ ∣∣∣
∫ ·
0
σj(s)(s, y(s))1{0≤y(s)≤ε}dB(s)
∣∣∣2
(0,T )
]
= 0.
Similarly, we have for (52)
lim
ε→0
Eµ
[ ∣∣∣
∫ ·
0
bj(s)(s, y(s))1{0≤y(s)≤ε}ds
∣∣∣2 ] = 0.
Finally, for (53) and (54), it easy to check using assumption (H) that
limε→0 E
µ
[ ∣∣∣
∫ ·
0
σj(s)(s, y(s))1{y(s)≥ε}dB(s)−
∫ ·
0
σj(s)(s, y(s))dB(s)
∣∣∣2
(0,T )
]
= 0,
limε→0 E
µ
[ ∣∣∣
∫ ·
0
bj(s)(s, y(s))1{y(s)≥ε}ds−
∫ ·
0
bj(s)(s, y(s))ds
∣∣∣2
(0,T )
]
= 0.
We get finally
lim
ε→0
Eµ
[ ∣∣∣ 1
2ε
∫ ·
0
σ2j(s)(s, y(s))1{0≤y(s)≤ε}ds− l(·)
∣∣∣2
(0,T )
]
= 0.
To conclude, we remark that for all t ∈ [0, T ]
1
2ε
∫ t
0
σ2j(s)(s, y(s))1{0≤y(s)≤ε}ds =
I∑
j=1
1
2ε
∫ t
0
σ2j (s, 0)1{0≤y(s)≤ε,j(s)=j}ds +
I∑
j=1
1
2ε
∫ t
0
(
σ2j (s, y(s))− σ
2
j (s, 0)
)
1{0≤y(s)≤ε,j(s)=j}ds , µ a.s.
Using the uniform Lipschitz continuity of all the (σi)i∈{1...I} at each edge Ji, with respect
to the second variable (assumption (H)), we get that there exists a constant C > 0,
independent of ε such that for all j ∈ {1 . . . I}, for all s ∈ [0, T ]
∣∣∣σ2j (s, y(s))− σ2j (s, 0)
∣∣∣1{0≤y(s)≤ε} ≤ Cε1{0≤y(s)≤ε}, µ a.s,
and then using Proposition (3.7)
limε→0 E
µ
[ ∣∣∣
I∑
j=1
1
2ε
∫ ·
0
(
σ2j (s, y(s))− σ
2
j (s, 0)
)
1{0≤y(s)≤ε,j(s)=j}ds
∣∣∣
(0,T )
]
≤
C limε→0 E
µ
[ ∫ T
0
1{0≤y(s)≤ε}ds
]
= 0.
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We get then the required result, namely
lim
ε→0
Eµ
[ ∣∣∣ ( 1
2ε
I∑
j=1
∫ ·
0
σ2j (s, 0)1{0≤y(s)≤ε,j(s)=J}ds
)
− l(·)
∣∣∣2
(0,T )
]
= 0.
We notice that the second approximation, which is for any I ⊂ {1, . . . I}
lim
ε→0
Eµ
[ ∣∣∣ ( 1
2ε(
∑
k∈I αk)
∑
j∈I
∫ ·
0
σ2j (s, 0)1{0≤y(s)≤ε,j(s)=j}ds
)
− l(·)
∣∣∣2
(0,T )
]
= 0,
can be proved with the same arguments above considering the same map φε, but vanishing
on each edge whose indexes belong to {1, . . . I} \ I. 
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