Characterizing the stability of a system using time series data has received considerable attention in the scientific and popular literature. Much of this attention has been focused on measures associated with variability as a means of indicating early warning signals of impending transitions in system behavior. Despite such wide attention, the theoretical foundation of early warning signals has been limited to relatively simple system changes such as bifurcating fixed points where variability is necessarily extrinsic to the steady state. There is currently no foundation or associated metric for empirically exploring stability in wide ranging systems that contain variability in both internal steady state dynamics and in response to external perturbations. To address this, we present a technique for measuring stability that is based on the connection between stability, dissipation, and phase space flow contraction. We show dissipation is correlated with the difference in a measure of contraction in phase space flow calculated from the backward-and forward-time attractors in the full phase space of the Lorenz system and Rossler system. This correlated relationship also holds for the reconstructed phase space from time series observations of a single dynamical variable, even in the presence of both observational noise and dynamical noise (i.e. a stochastic Lorenz system). Our method is general in that it reveals stability (or dissipation) variations independent of assumptions about the nature of system variability or attractor shape. We anticipate our technique will have wide applicability in physical, ecological, social, and climate systems where evolving stability is a pressing concern.
I. INTRODUCTION
Stability is a feature of dynamical systems with critical relevance to society. Comparing stability across systems or forecasting a change in stability when underlying dynamical equations are not known is a central challenge throughout science [1] . Despite this, there is a lack of an agreed upon general interpretation of stability and how it is measured. This is likely due to stability being considered across many disciplines and in a broad array of systems, from simple bifurcating population models to climate models with many nonlinear, interacting parts. We present a coherent and unified tool set for gaining insight into stability based on nonlinear dynamical systems theory, which contains the theoretical apparatus to understand stability in a wide range of contexts.
A starting point for exploring the behavior of nonlinear dynamical systems is the phase space, a space containing every possible unique state the system could be found in. The evolution of a system through time is represented in the phase space as either a discrete or continuous sequence of states (i.e. a trajectory). If the system is nonlinear and dissipative, as most systems are, then all trajectories in the phase space converge toward a subset of the phase space called an attractor. The basin of attraction is composed of all states which, through the action of dissipation, eventually lead to an attractor subset of the phase space. Stability in this setting is conditioned * williamsz@uncw.edu on two properties of a systems phase space; the basin of attraction and dissipation [2] . Stability decreases when either the attractor basin range is diminished relative to the size of external system perturbations or the amount of dissipation present in the dynamics is reduced.
Most previous work exploring stability falls in the realm of using metrics that capture time series variations to provide a warning of a looming change in a system's attractor state. These methods fall under the umbrella of "early warning signals" for so called critical thresholds. The most prominent of these techniques is referred to as critical slowing down (CSD) [3] . CSD indicators such as increasing autocorrelation and variance in state variables tend to rise for some systems which presages a critical transition (i.e. a tipping point) [4] . A built in assumption for this technique is that the dynamics are dominated by the return of a system after a perturbation, and that internal system variability remains constant as stability changes. This assumption breaks down for even modest increases in system complexity where variance and autocorrelation can be tied to intrinsic system dynamics and many previous authors have detailed examples where the CSD metrics do not provide insight into system stability [5] [6] [7] [8] [9] Another suggested technique to detect early warning signals is elevated nonlinearity. This approach has been applied to predict similarly simple systems as CSD, such as bifurcation-driven tipping points with application to fisheries data sets [10] . Here the relative role of nonlinear deterministic dynamics compared to linear dynamics [11] is evaluated in the reconstructed phase space as system stability evolves. If the degree of nonlinearity increases arXiv:2003.07174v1 [nlin.AO] 28 Feb 2020 in time, then the system is becoming more unstable. Although on the surface this approach to measuring stability provides a more appealing dynamical basis compared to CSD indicators, it still suffers from assumptions about the source of variability. Namely, the changes in the role of nonlinear determinism necessarily follow the sequence of a bifurcating route to chaos and the associated internal and external variability changes therein. It is not clear how this approach extends to scenarios where internal variability changes follow a different sequence as stability changes.
A more recent effort to quantify stability uses time series of multiple ecological species interacting in a network [12] . This novel approach uses Convergent Cross Mapping (CCM) to identify coupled species and then builds a linear prediction model from a reconstructed phase space of the relevant species. While this improves upon previous efforts that focus on simple systems, the appeal to linearized stability metrics keeps the focus of the analysis on a system's return from small perturbations in a linear setting. Said another way, the full scope of potential sources of nonlinear variability and their relation to a system's stability is neglected.
A critical component of this study is how dissipation, revealed in a system's phase space behavior, is manifested on and around the attractor and how it can be revealed using only time series data of the state variables. In this way, we are not assuming a priori that stability is only revealed in how a system responds to perturbations nor are we assuming any particular type of attractor change such as a simple bifurcation. Our approach is much more general. Further, we are able to show that insight into a dynamical systems dissipation is possible even in a reconstructed phase space and even in the presence of both observational and dynamical noise. The applications of this analysis are broad as the only requirement is that the system be nonlinear and dissipative. This technique is not limited only to the setting of a system that has undergone a change in stability e.g. comparing the stability of one system over different periods in time, but it is also able to compare stability across similar systems.
Dissipation arises when differences in state variables are diffusively damped, mixed, or reduced in the phase space. Since dissipation reduces differences in the state variables it is directly related to the global volume contraction rate (phase space divergence); the rate of dissipation is inversely related to time of decay to an attractor [2] . Consequently, systems with more dissipation are more stable; as a system is drawn more rapidly toward the attractor, state trajectories are more likely than not to stay near to the attractor in the future. Measuring the decay time to the attractor is possible, but in order to do so, the system must be off the attractor. It is rare that an observer can conclude precisely when a system state is outside the attractor. Additionally, dissipation is not trivial to measure when the system is inside the attractor. Consider the simple cases of a fixed point and limit cycle. For these systems, the evolution appears conservative on the attractor because there is zero net convergence and divergence. The dissipation in these cases is acting to remove energy injected from outside the system (in the form of forcing), and so measuring dissipation is difficult because states are no longer converging on the attractor. In the more complicated setting of strange attractors, convergence and divergence occur simultaneously and heterogeneously throughout the attractor [ 13 and 14] , in contradistinction to fixed points or limit cycles. The divergence is related to sensitivity to initial conditions, and convergence (dissipation) acts to keep the systems constrained into a fixed attractor volume. Despite these apparent difficulties in measuring dissipation, we put forth an empirical technique and associated metric that provides a direct correlation to the amount of dissipation in a system. Dissipation as referred to throughout this manuscript is synonymous with phase space volume contraction, e.g. stronger dissipation in system dynamics implies stronger volume contraction in the phase space.
II. METHODS: LYAPUNOV EXPONENTS
The classic way to measure the tendency to both expand and contract in phase space from any given system state is by determining the Lyapunov exponents (LE) [15 and 16] . A system with k-degrees of freedom has k global Lyapunov exponents. These global Lyapunov exponents must contain at least one positive (nonlinearity) and one negative (dissipation) exponent. Their sum is equal to the average flow convergence rate in the phase space, which is negative for dissipative systems with an attractor [2] . If the spectrum of LE are measured locally in phase space, these local Lyapunov exponents are a function of time, L (or position, x), relative to the initial phase space position: λ( x, L). Local Lyapunov exponents reflect local convergence and divergence rates in phase space. Consider two system states, x i and x j , that were initially near neighbors on the attractor; that is
Over a time interval L, the distance between these points will have grown (or decayed) exponentially:
where Λ is either the first (i.e. largest, maximal) local LE or the error growth rate, depending upon the nature of the perturbation. The phase space average of the local Lyapunov exponents converges to a single invariant set called the global Lyapunov spectrum. In theory, if the spectrum of global Lyapunov exponents can be determined, then the volume contraction rate (and so dissipation rate and stability) can be directly inferred.
In time series applications where data is usually available for one of many degrees of freedom, the global Lyapunov exponents can be obtained by first invoking Takens embedding theorem to reconstruct the attractor [16] [17] [18] . With the attractor reconstructed, estimates of local Lyapunov exponents may be made. The global LE are then obtained by averaging the local Lyapunov exponents over the entire phase space. Only the largest (positive) global LE is considered a reliable estimate [19] , and so the volume contraction rate is not reliably known.
Given that the distribution of local LEs around an attractor is typically not Gaussian [18] and given that access to all perturbation directions in phase space are not necessarily available in empirical settings, we instead take local rates of separation in phase space trajectories then evaluate their global average (λ):
The brackets · indicate a phase space average, which is taken inside of the logarithm. The advantage of taking the phase space average, rather than the logarithm, of d L /d 0 is expanded on in the discussion section. Here, λ (based on Eq. (2)) characterizes the average divergence rate of trajectories in phase space and contains information about volume contraction rate and therefore stability. To calculate λ, we first partition a time series in to two sets that lie on the attractor. One partition becomes a test set, and the other becomes a library set from which near neighbor trajectories are chosen. For each point in the test set, the nearest neighbor is obtained and a time series of separation distances from that point (Eq. (1)) is stored. This is done for all points in the test set where a nearest neighbor can be found that is below some threshold (d 0 1). Next, all d L are averaged across the phase space. Last, the logarithm of the average separation distance is taken and divided by the length. This yields λ as a function of time (L) since initial separation.
In this study, we demonstrate that λ, when evaluated forward in time (λ + ) and backward in time (λ − ) and differenced, are correlated with the systems dissipation rate. Specifically, our metric is the maximum of the difference between backward and forward rates ∆λ = λ − −λ + . The procedure for calculating λ − is the same as in Eq. (2), but with time reversed i.e d −L = x i (−L) − x j (−L)
III. APPLICATION TO LORENZ SYSTEM
We first demonstrate the variation of forward and backward trajectory convergence, ∆λ in the Lorenz system [20] . The Lorenz system describes a fluid straddled by one heated and one cooled plate, and is a low-order truncation of the equations for Rayleigh-Bernard convection. This simplified model is a set of coupled nonlinear ordinary differential equations:
The degrees of freedom, x, y, and z, represent convective intensity of the flow (i.e. velocity field), temperature differential between ascending and descending flows, and the relative nonlinearity of vertical temperature profile. The constants s, r, and b, are the Prandtl number, a normalized Rayleigh number, and the model domain aspect ratio. The ability of the flow to dissipate energy supplied by the warm plate is captured by s, which is the ratio of kinematic viscosity and thermal conductivity. It is difficult to take empirically observed data and recover a global estimate of the phase space volume contraction rate, particularly in the absence of a model. Luckily, in the world of mathematically idealized systems such as Eq. (3), the volume contraction rate is just the divergence of the flow field − → F . For the Lorenz system, this is:
Note that the volume contraction rate is inversely proportional to the dissipation rate [2] . For the Lorenz system, high values of s imply a flow that dissipates the supply of thermal energy more effectively. For this reason we vary s to control the volume contraction rate. The Lorenz system is solved using a 4 th order Runge-Kutta scheme with time step ∆t = 5 × 10 −3 . The parameters r = 45 and b = 8/3 are held constant for all simulations, and s is varied in equal increments between 10 and 40. The forward divergence rate of trajectories (λ + ) as a function of composition length (L) for the case of s = 20 is the red curve in Fig. 1 . Three stages of growth may be observed: i) for small L, λ + remains small, ii) the magnitude of λ + quickly increases and peaks, and iii) λ + then settles into a long-term and global average. The explosive intermediate regime is highly variable across the attractor while the final long term λ + is homogeneous. If time is reversed, then the resulting backward divergence rate of trajectories (λ − ) results in the indigo curve in Fig. 1 . Similar to λ + , λ − is initially small, reaches a peak, then settles toward the same long-term value as λ + . The difference between backward and forward divergence rates (∆λ) is the blue curve in Fig. 1 . ∆λ is always positive and after reaching a peak at intermediate L, vanishes in the limit of large L. The maxima in ∆λ is an important feature. In some cases, there are no observable peaks in λ + or λ − such that the rates in Fig. 1 appear to monotonically decrease. In these cases, there is still a clear peak in their difference. Why should it be that backward time divergence rates are larger than the forward time rates at intermediate times? We hypothesize this results from both temporal (sequential) variations in the strength of converging and diverging regions on an attractor [21 and 22] and the action of dissipation in reducing differences in system state. While the volume contraction rate in the full space of the system for the Lorenz attractor is constant (Eq. 4), the rate of separation between neighbor trajectories varies around the attractor as the direction one probes using only near neighbors varies throughout the phase space. When choosing points to test for distance spreading (Eq. 2), we use very near neighbors which effectively ensures that we have chosen from regions of strong dissipation and hence relatively strong flow convergence (dissipation reduces state differences). Conversely, when one marches backwards in time from these close neighbor points on the attractor, the flow tends more toward divergence. To be clear, this is not true for every point used in the analysis but when averaged around the attractor, the choosing of very near neighbors has provided enough preference to the areas of dissipation to reveal a strong time asymmetry. In fact, if one uses neighbors that are far apart to calculate ∆λ, the asymmetry vanishes (not shown).
The difference (∆λ) corresponding to 8 values of s between 10 and 40 is shown in Fig. 2a . Each line corresponds to one realization of the Lorenz system with the associated values of volume contraction rate (Eq. (2)) as designated by the color scale. When the volume contraction is stronger, the asymmetry between forward and backward convergence rates is more pronounced. As the volume contraction rate is increased, it appears as though regions of flow convergence in the attractor are converging more strongly and hence there is a larger asymmetry when comparing forward and backward divergence rates. An analytical representation of the non-isotropic flow divergence on the attractor and its variation with control parameters (s) related to volume contraction escapes us and as far as we can tell, has escaped the community. Thus, as a first step, we are only revealing the correlation between our measure of the asymmetry ∆λ and the volume contraction rate. The peak difference (∆λ max ) is marked by a circle in Fig. 2a . In Fig. 2b , ∆λ max is plotted as a function of divergence. Each box plot displays ∆λ max from 100 simulations with different initial conditions but equal values of s. The box size encompasses 95 of the data points, and the horizontal black line marks the average of ∆λ max across each group of 100 simulations. Individual simulations are identified by the overlapping semi-transparent black dots. Fig. 2b demonstrates that the maximal difference, ∆λ max , is strongly correlated with the global volume contraction rate and therefore dissipation.
IV. APPLICATION TO A RECONSTRUCTED STATE SPACE
Often only one of the potentially many degrees of freedom in a system are observed. The delay-embedding theorem offers a way to recover the complete phase space behavior of a dynamical system from a time series of just one of the system variables. To reconstruct the attractor, a time series, x(n), is embedded into a ddimensional space to form a trajectory composed of vectors ( y n ) whose components are lagged sequences of the time original series:
where the constants d and τ are referred to as the embedding dimension and time delay respectively. Critically, the reconstructed attractor y n is identical to the unknown attractor up to a smooth local change of coordinates, and contains all the topological properties of the unknown attractor. There is an extensive literature on how to appropriately choose the values of τ and d. We take the first minimum of the mutual information [13] to determine τ and the number of degrees of freedom from the originating system as the embedding dimension. To test the efficacy of the ∆λ max metric in correlating with volume contraction rate for a reconstructed attractor, we used a time series of the x-variable from the Lorenz system to reconstruct attractors for the same range of control parameters as in Fig. 2 . Each embedded trajectory was divided into a library set and a test set, where the library set was several times longer than the test set. The procedure to determine λ + and λ − then follows as before. Fig. 3 shows the maximum difference ∆λ max as a function of volume contraction rate for 100 simulations per choice of s. Even in the reconstructed phase space, the relationship between ∆λ max and volume contraction rate is clear. As a preliminary test of the generality of the results based on the Lorenz system, we also tested the method using a variation of the Rossler system [23] :
where a and b are system parameters. The volume contraction rate of the Rossler system may be calculated exactly and is equal to −b. Eq. (6) is solved using a 4 th order Runga-Kutta method. The parameters were set as a = 0.386 while b was varied in eight equal steps between 0.17 and 0.36. Fig. 4 displays ∆λ max as a function of the volume contraction rate. As in the reconstructed Lorenz system (Fig. 3 ), a linear relationship is observed.
V. THE EFFECTS OF NOISE
Due to the presence of noise, a scientist will rarely if ever encounter empirically observed time series that satisfy the smoothness (differentiability) requirement of the Embedding theorem. The noise in a time series may either be a contaminating signal that obfuscates the true dynamics (i.e. observational noise) or a dynamic feature that is integrated in some way by the system dynamics. We test the robustness of the method to both types of noise.
A. Observational noise
We first test the impact of observational noise, where a mean-zero Gaussian white noise is added to the time series output of the Rossler system (Eq. (6)). Three levels of noise variance are tested (0.01 and 0.03). Results are presented for the reconstructed phase space only (Fig. 5 ). Increasing the contaminating noise variance can begin to hide the relationship between ∆λ max and phase space volume contraction, as we found that noise with a variance greater than approximately 0.075 eliminates the relationship entirely since the attractor is no longer clearly distinguished. Still, this range of noise variances where the relationship may be observed is quite large. Similar results were obtained for the Lorenz system with observational noise.
B. Dynamical noise
We tested the impact of two forms of dynamical noise in the Lorenz system: additive noise and multiplicative noise. The Lorenz system with multiplicative noise is a set of Ito stochastic differential equations [24] :
The parameters s, r, and b are the same as in the Lorenz system Eq. (3). The last term on the right-hand side contains a parameter σ controlling the noise variance. The term dW t is the increment of a Wiener process. Since a multiplicative noise is state dependent, dW t is multiplied by the corresponding state variable from each state equation. Here a multiplicative noise is considered as a crude representation of a multi-scale dynamical system. The Lorenz system with additive noise is similar to Eq. (7), the only difference is the absence of a state variable multiplying the σdW t term. Equation (7) is solved using the Euler-Mayurama method with step size ∆t = 5×10 −3 . The parameters r,s, and b are the same as before. In the case of multiplicative noise, two levels of noise variance were tested (0.1 and 0.3). The results are shown in Fig. 6 . For the case of additive dynamical noise, two levels of noise variance were tested (5 and 15) . Corresponding results are shown in Fig. 7 . In both Figs. 6 and 7, the effect of dynamical noise is to reduce the total variation of the relationship between ∆λ max and volume contraction rate. However, in both cases the trend is still preserved with surprising clarity. 
VI. DISCUSSION
This work demonstrates there is a measurable signature of volume contraction and hence dissipation in the time series of dissipative nonlinear dynamical systems. Dissipation is an important quality of dynamical systems because it contributes to system stability. The amount of dissipation present in a system can be inferred by measuring the rate of divergence of trajectories in both the full and reconstructed phase spaces. Specifically, the rates of divergence observed at intermediate times differ significantly between backward and forward motion on an attractor in a manner that is directly dependent on the amount of dissipation present in the dynamics. We tested this relationship for the Lorenz system and a variation of the Rossler system. This relationship holds even in the reconstructed state space and in the presence of both observational and dynamical noise.
The technique presented here in the context of attractor reconstruction is subject to the same limitations that have been exhaustively discussed elsewhere, e.g. data length requirements and stationarity. For further discussion on limitations of attractor reconstruction we refer readers to ref. [19] Another limitation is that a particular value of our dissipation metric, ∆λ max , does not have any obvious connection to the analytically calculated rate of phase space convergence, or system stability. It is only in comparing ∆λ max for different but similar systems or comparing ∆λ max through time that one gains insight into relative stability.
Our metric for estimating the average divergence rate of trajectories (Eq. (2)) is similar to the calculation of the local Lyapunov exponent or error growth rate formulas that have been reported in the literature. If one were to apply our temporal asymmetry analysis using the phase space averaged largest local Lyapunov exponent [13] or error growth rate [22] rather than Eq. (2), the relationship between ∆λ max and volume contraction rate would not be observed. However the relationship we describe remains intact in the higher order moments of the distribution of local Lyapunov exponents in forward and backward time. Specifically, we found (not shown) that both the variance and skewness in the distribution of local LE as a function composition length (L) yields the same results as our analysis based on Eq. (2). This is likely due to the fact that the distribution of local LE are highly non-Gaussian such that their phase space average does not adequately capture the differences between forward and backward time in phase space.
The utility of our metric ∆λ max is very broad in comparison to other prominent means of exploring stability, such as elevated nonlinearity [25] and CSD [10] . Rather than focusing on a particular type of attractor change, such as a bifurcations, our metric ignores the type of attractor change and instead focuses on the intrinsic dynamics that give rise to system stability, namely the dissipative processes. Said another way, there are a wide range of stability changes that our metric would reveal, that the other methods would not, such as the stability changes revealed in the example systems presented here. CSD and elevated nonlinearity do not vary for the ranges of stability presented in the examples above. Yet our metric applies equally well to the simpler types of attractor changes previously explored.
The range of potential applications for our dissipation metric is as wide as the range of utility for attractor reconstruction. One realm of application is in model testing. A given numerical model will have easily measurable and controllable amounts of dissipation. By comparing two simulations with varying amounts of dissipation to a time series from a natural system, one should be able to test a models ability to simulate the relative stability of the system in question by measuring our metric for the model and natural system. Beyond model testing, particularly provocative opportunities for using our metric include gaining insight into the amount of dissipation and stability and how that has changed over time in increasingly stressed climate, ecological, financial, or social systems.
