The ensemble Kalman filter (EnKF) is
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KALMAN FILTERING METHODS
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In this paper, we consider the following coupled system of discrete, non-linear, stochastic difference equations
In the first equation, x k denotes the n × 1 state vector of the system at time k; M is the (possibly) non-linear evolution 24 operator; and ε p k is a n × 1 random vector representing the model error and is assumed to characterize errors in the model and in the corresponding numerical approximations. In the second equation, y k denotes the m×1 observed data , respectively. In this paper, we do not consider the (often cumbersome) estimation of these 4 matrices, and assume that they are given.
5
The task is to estimate the state x k and its error covariance C k at time point k given y k , K k , C The extended Kalman filter (EKF) is the standard method for solving such problems [34] . The formulation of 8 EKF requires that we linearize the nonlinear function M at x k for each k. In particular, we define
where ∂/∂x denotes the Jacobian computation with respect to x. EKF then has the following form. 
ii.1. Define the Kalman Gain matrix
G k = C p k K T k (K k C p k K T k + C ε o k ) −1 ; 16
ii.2. Compute the Kalman filter estimate x
ii.3. Define the estimate covariance
iii. Update k := k + 1 and return to step i.
19
Note that in the linear case, M(x k−1 ) = M k x k−1 , and EKF reduces to the classical linear Kalman filter [13] .
20
For large-scale, nonlinear problems, such as arise in weather and sea forecasting, the linearization of M required 21 within EKF can be problematic. For example, numerical approximations may need to be used, yielding inaccuracies, or the linearization might be either too computationally burdensome or complicated. Storage of dense covariance 23 matrices of size n × n, where n is the size of the state space, can also be problematic. 
, and estimate the model covariance using
ii. Compute a new ensemble using the Kalman filter formulas:
ii.3. Compute the state and covariance estimates as the ensemble mean
17
EnKF computations can be carried out efficiently so that the covariances are kept in the low-rank 'ensemble form',
18
without explicitly computing the covariance C 
resulting in an equivalent variational (i.e. optimization-based) formulation of the Kalman filter. Note that (4) is the An alternative approach to EnKF is to reformulate step ii in Algorithm 2 using (4), so that instead an iterative 7 method is used to estimate both the minimizer and inverse-Hessian, ∇ 2 ℓ(x|y k ) −1 , of (4). The N new ensemble Hessian computed by the method.
10
To efficiently implement the variational approach, one must overcome two computational bottlenecks. The CG ensemble Kalman filter (CG-EnKF) has the following form. 
Estimate the model covariance using
ii. 
13
Applying CG in step ii.1 requires that efficient multiplication by (C
, and the matrix inversion lemma can be used as in [30] :
Note that I + X
Thus, assuming that N is not too large, and that multiplication by C
is efficient, multiplication by (5) will also be efficient. In our examples, we assume that C ε p k is a diagonal matrix,
16
which makes the inversion and multiplication with a vector easy.
17
We observe that, in contrast to EnKF and many of its variants, the model error term is included in the cost function We will now introduce the CG sampler, used in step ii.1, for computing both the estimator and ensemble members. First, we rewrite ℓ(x|y k ) defined in Step (4) as
where
Recent work of [22] shows that while finding the minimizer of the quadratic ℓ, the CG algorithm can also be used is then defined
where x est k is the approximate minimizer of ℓ(x|y k ) computed by CG.
11
We call this modified CG algorithm the CG sampler, as in [22] . It is given as follows. ii. In exact arithmetic, CG is guaranteed to find a solution to the n × n linear system Ax = b (or, equivalently, to 10 find the minimizer of the quadratic in equation (6)) after a finite number of iterations, and the CG samples will be In finite precision however, the CG search directions lose conjugacy at some iteration less than n. Nevertheless, CG still finds a solution to Ax = b as long as "local conjugacy" of the search directions is maintained [18] . In fact, when the eigenvalues of A are clustered into j groups, CG finds the approximate solution after j iterations in a j-dimensional Krylov space,
On the other hand, the loss of conjugacy of the search directions is detrimental to the CG sampler (just as it is 14 for iterative eigen-solvers), and, without corrective measures, prohibits sampling from the full Gaussian of interest,
15
N (0, A −1 ). Nonetheless, the resulting samples w i have a realized covariance which is the best j-rank approximation
16
to A −1 (with respect to the 2-norm) in the same j-dimensional Krylov space searched by the CG linear solver.
17
In order to make the previous discussion more explicit, we establish some notation. If we let P j be the n × j matrix with {p l } j−1 l=0 as columns, and P B be the n × (n − j) matrix with {p l } n−1 l=j as columns, then, by conjugacy,
is an invertible diagonal matrix with entries
Now, a CG sample can be written as
j z where z ∼ N (0, I j ) (since we initialize the sampler 2 with w i,j=0 = 0). Thus, when the CG sampler terminates after j < n iterations,
Since the covariance matrix
In exact arithmetic, equations (8) and (9) show that at iteration j = n, the CG sampler produces the sample
as long as A has n distinct eigenvalues. When the eigenvalues are not distinct, then CG terminates at iteration with realistic atmospheric models and it is often used as a low-order test case for weather forecasting schemes. We 21 use a 40-dimensional version of the model given as follows:
The state variables are periodic: x −1 = x 39 , x 0 = x 40 and x 41 = x 1 . Out of the 40 model states, measurements are 1 obtained from 24 states via the observation operator K k = K, where
with i = 1, 2, 3 and j = 0, 1, ..., 7. Thus, we observe the last three states in every set of five.
3
To generate data, we add Gaussian noise to the model solution with zero mean and covariance (0.15σ clim ) 2 I, 4 where σ clim = 3.641 (standard deviation used in climatological simulations). In the filtering methods, we use C ε 
CG-EnKF is the ensemble version of the CG variational Kalman filter (CG-VKF), which was introduced in [3].
13
In implementation, the two algorithms are very similar. Specifically, in CG-VKF the covariance approximation 
10
In the bottom plot in Figure 1 , we also compare the forecast skills given by different methods, using ensemble 
where M n denotes a forward integration of the model by n time steps. Thus, this vector gives a measure of forecast 15 accuracy given by the respective filter estimate up to 80 time steps, or 10 days out. We average the forecast accuracy 16 over the 85 forecasts, and define the forecast skill vector as
Again, CG-EnKF outperforms EnKF, especially when N is small. For instance, CG-EnKF with N = 20 performs as 18 well as EnKF with N = 40. CG-VKF and EKF perform in a similar way.
19
One might ask which of EKF, CG-EnKF, and CG-VKF is the most desirable in a given situation. In this example,
20
the numerical results suggest that EKF performs best, followed by CG-VKF. However, both EKF and CG-VKF This method has the same form as Algorithm 3, except that in
Step ii, LBFGS is used in place of CG to compute 
Heat Equation
25
The purpose of this example is to demonstrate CG-EnKF behavior when the dimension is large. The example is linear,
26
so we can directly compare to KF. However, as the dimension of the problem is increased, KF cannot be run due to memory issues. Note that while the example does illustrate computational aspects related to the methods, this system 1 is well-behaved and we cannot conclude much about how the methods work in a high-dimensional chaotic case such 2 as numerical weather prediction.
3
The model describes heat propagation in a two-dimensional grid and it is written as a PDE: We discretize the model using a uniform S × S grid. This leads to a linear forward model
where M = I − ∆tL, where ∆t is the time step, L is the discrete negative-Laplacian, and f an external forcing; see is defined as in [1, 2] , with the measured temperature a weighted average of the temperatures at neighboring points at 10 S 2 /64 evenly spaced locations.
11
Data is generated by adding normally distributed random noise to the model state and the corresponding response:
In data generation, we use α = 0.75 and choose σ ev and σ obs so that the signal to noise ratios at the initial condition, 
For the filtering we use a biased model, where the forcing term is dropped by setting α = 0. The error covariances 15 used for model and observations are σ 2 ev I and σ 2 obs I, respectively. We start all filters from initial guess x 0 = 0.
16
For ensemble filters, all members are initialized to the same value and for KF we set initial covariance estimate to 17 C est 0 = 0.
18
As our first test, we take S = 2 j and choose j = 5, which is the largest integer so that KF can still be computed on case, as noted above, KF cannot be used anymore due to memory issues. formulas to yield an efficient approximate filter.
10
In this paper, we show how the CG sampler of [22] can be applied to a variational formulation of EKF for the present an analysis of the accuracy of the CG samples.
15
We apply CG-EnKF to two examples, one of which is large-scale and linear, and the other small-scale, nonlinear,
16
and chaotic. In both cases, it outperforms standard EnKF, and as the ensemble size increases, the relative error curve 
