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1Preface
In mathematical modelling often uncertainties occur, which in a number of cases
have to be taken into consideration for more realistic calculations. If these uncer-
tainties obey some statistical regularity they can be described as random quan-
tities. This leads to the task to investigate random equations, especially random
differential equations. Due to general difficulties which arise solving random
equations often approximations and simplifying assumptions are made.
Approximate characteristics of solutions to random differential equations can be
found, if the occuring random parameter functions belong to a class of weakly
dependent random functions or can be represented as integral functionals of such
functions. Here two points play a central role.
1. In exact or approximate solution procedures often integral functionals of
parameter functions of the differential equation occur.
2. For such integral functionals with weakly dependent parameter functions
statistical characteristics like moments can be calculated approximately us-
ing an asymptotic analysis.
Having this in view the theory of weakly correlated random functions was de-
veloped by Ju¨rgen vom Scheidt and coworkers. For weakly correlated random
functions the values are stochastically independent (or they are uncorrelated or
with very small correlation etc.) if the arguments differ significantly. The do-
main in the set of arguments with possible stochastic dependence is described by
a small positive number ε, the so called correlation length. Asymptotic expansion
for moments of linear integral functionals of weakly correlated random functions
as the correlation length ε tends to zero were developed in a number of papers
and monographs as well as a lot of applications to random equations were given.
The present work is devoted to a further expansion and generalization of the
theory of weakly correlated random functions. It is shown, that with the help
of some simplifying assumptions the terms of the asymptotic expansions can be
calculated more easily and in a systematic way. This allows to give asymptotic
expansions of higher order which can be used for more accurate approximations
for correlation functions of solutions of random ordinary and partially differen-
tial equations or describe the qualitative behaviour of corresponding dynamical
systems. They also allow some progress in the investigation of nonlinear ran-
dom differential equations, e.g. in the application of the perturbation method
for equations with small nonlinearities. Furthermore estimates of the remainder
terms are given, this gives the possibility to assess the accuracy of the calculated
2asymptotic expansions. As an generalization also random functions are consid-
ered, which allow some small correlation or dependence outside the area defined
by the correlation length. The applicability of the given asymptotic expansions
is illustrated for some random differential equations.
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Chapter 1
Introduction
Deterministic models become more and more only first steps in modelling real
world phenomena. Very often uncertainties have to be taken into consideration,
so e.g. parameters are not completely known and only by means of statistical
methods, there exist neglected disturbances and noises, there may be inherent
stochastic laws which govern certain aspects of the system or processes under
consideration. One way to cope with such uncertainties assumes that they obey
some regular statistical character and applies probability theory. This leads to
the investigation of random equations.
If we deal with random equations there arise some difficulties with respect to
the corresponding deterministic modelling. So, if we substitute in a deterministic
model a quantity by a random one, usually the dimension of the problem rises
significantly. For example a real number is typically a one dimensional object,
a real random variable is contrary to this infinite dimensional, as it is described
by its distribution or distribution function. Furthermore distributions behave
typically ”nonlinear”, but the distribution is a (or the) key concept in probability
theory. Very often we do not know exactly the whole distributions of the occuring
random parameters but only certain characteristics like first and second order
moments. In such a case also these or other characteristics of the solution are
searched. However in general we cannot deduce an equation for first order or
second order moments only from the original random equation . In connection
with this fact we can mention also the well-known averaging problem.
If the random equation is derived from a deterministic equation through a substi-
tution of certain deterministic parameters by random ones, deterministic solution
representations or (exact or approximate) solution procedures can be taken as a
starting point for corresponding stochastic equations. This is also the way we
will follow in this work. Another way to deal with random equations consists in
the development and application of special concepts and procedures. Here as an
example the huge theory of stochastic Itoˆ differential equations can be mentioned.
Exemplarly we mention the books [2, 3, 4, 6, 13, 21, 22, 31, 39] about various
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aspects of the solution of random differential equations and [19, 27, 29, 36, 40, 57]
for random vibrations.
Due to the complexity and the above described problems in solving random equa-
tions very often approximation procedures, simplifying assumptions or the restric-
tion to special cases are used.
Integral functionals with certain kernel functions and parameter functions play a
great role in various questions connected with differential equations. For exam-
ple, one may think about solutions to initial value or boundary value problems
for linear differential equations, approximate solution procedures like the finite
element method or perturbation methods for weakly nonlinear differential equa-
tions. On the other hand also in probability theory integral functionals play a
certain role, they are the continuous analogon of sums and the limit theory for
sums of random variables lies in the heart of stochastics.
In the present work we follow the theory of weakly correlated random functions.
In this theory random functions are assumed to have only local stochastic de-
pendencies, values for different arguments which are far away are stochastically
independent (or fulfill similar weaker conditions). Under such assumptions mo-
ment characteristics of integral functionals can be calculated approximately via
asymptotic procedures. Hereby the limit case is related to equations with ”ran-
dom processes of the white noise type”, this means that the character of the
model or equation changes significantly, paths are no more differentiable and so
on. If there is a small domain for stochastic dependencies random functions with
”good” properties in the usual sense (smoothness) exist. So we allow such not
far reaching dependencies and describe this domain by a small positive number
ε, the so called correlation length.
The theory of weakly correlated functions was developed by J. vom Scheidt, W.
Purkert, B. Fellenberg, U. Wo¨hrl and others (see e.g. [32, 49, 50]). In these
books and related articles a lot of results concerning expansions as ε → 0 of
moments of integral functionals of weakly correlated random functions are given.
Also approximate solutions of many random equations of various types were
given. Further contributions deal e.g. with analytical and numerical problems
for high dimensional random vibration systems ([14, 15, 16, 17]), eigenvalues of
random matrices ([24, 25, 51]), solutions of boundary value problems for linear
ordinary differential equations ([33, 35]) and perturbation methods for non linear
random differential equations and model reduction for high dimensional systems
([58, 66, 67]).
In the present work a further development of the theory of weakly correlated
random functions and some extensions are presented. Thereby main achievements
and differences can be characterized by
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• explicit sufficient conditions for the existence of asymptotic expansions;
• a simpler calculation of expansion terms in a more algorithmic manner;
• asymptotic expansions of higher order, which leads to higher accuracy of
approximation (as needed e.g. in perturbation series for nonlinear problems,
cf. [66]);
• a broader class of involved random functions, here not only random func-
tions with vanishing correlation outside a small domain are considered;
• estimation formulae for the approximation error.
In practical situations exact correlation functions of random functions involved in
the models may be not known exactly. Then the asymptotic expansions indicate
what quantities of the random function have to be known in order to describe
characteristics of the solution, provided the property of weak dependence is ful-
filled.
Outline
In Chapter 2 the basic concepts of ε-dependent, ε-correlated, weakly correlated
and exponentially bounded correlated families of random functions are intro-
duced. Furthermore some auxiliary concepts like correlation moments are inves-
tigated.
The next chapter aims at finding asymptotic expansions for second order moments
of linear integral functionals involving deterministic kernel functions and random
stationary functions from the families introduced in Chapter 2. The restriction
to stationary random processes allows to give relatively easy such expansion for
various domains of integration and state spaces.
Afterwards some special nonstationary random processes are considered. Es-
pecially the cases of modulated stationary and periodically correlated random
processes are considered. The expansions for modulated processes follow easily
from the expansions of Chapter 3, whereby for periodically correlated processes
some additional ideas have to be used. Periodically correlated random processes
occur e.g. in stochastic simulation procedures as one way of approximate solution
of random equations.
Chapter 5 is devoted to asymptotic expansions for integral functionals with gen-
eral second order processes. Here additional assumptions have to be imposed and
the expansions do not have such a clear structure as in the stationary case.
In the following Chapter 6 some examples for asymptotic expansion for second
order moments of integral functionals of random fields are given. In general
they are technically more complicated. Such integral functionals are of great
importance in the investigation of random partial differential equations.
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The final chapter presents some examples for the application of the previous given
asymptotic expansions to the solution of certain random differential equations.
Here we deal with stationary vibrations of single degree and multi degree vibra-
tional systems, with a random boundary value problem and a problem concerning
random heat propagation. The use of asymptotic expansions in the investigation
of the qualitative behaviour of random systems is illustrated on an special exam-
ple about stability of a time discrete random dynamical system.
The figures were generated with the help of the computer software Maple. The
text was written using LATEX, where various packages were used.
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Notation
end of a proof, q.e.d.
♦ end of an example
a.e. almost everywhere
a.s. almost sure
N set of natural numbers, N = {1, 2, . . .}
N0 set of nonnegative integers, N0 = N ∪ {0} = {0, 1, 2, . . .}
Z set of integers
R set of real numbers
R+ set of nonnegative real numbers, R+ = [0,∞)
Rm m-dimensional real Euclidean space
C set of complex numbers
a∗ adjoint of a (complex) number or vector or matrix
x+ positive part of the real number x, x+ = max{x, 0}
x− negative part of the real number x, x− = max{−x, 0}
[x] integer part of a real number x, [x] = k ∈ Z if k ≤ x < k + 1
1A(s) indicator function of the set A, 1A(s) =
{
1 if s ∈ A
0 otherwise
| · | absolute value for a number, Euclidean distance for a vector,
matrix norm for a matrix, for a multiindex cf. Section 6.1
diam diameter of a set, (cf. Section 2.1)
supp(f) support of the function f (cf. Section 2.2)
ρ(A1, A2) distance of sets A1, A2 (cf. Section 2.2)
(Ω,A,P) probability space
E{X} mathematical expectation of the random variable (vector) X
Cov{X, Y } covariance of random variables (vectors) X and Y
RXY (s, t) (cross-)correlation function, RXY (s, t) = Cov{X(s), Y (t)}
(W (t); t ≥ 0) standard Wiener process (with E{W 2(t)} = t)
ODE ordinary differential equation
SDOF single degree of freedom
MDOF multi degree of freedom
We define
N∑
i=0
ai := 0 if it holds N < 0.
Chapter 2
Preliminaries
2.1 ε-Neighbouring Point Families
In order to define ε-dependent and weakly correlated random functions we need
the concept of ε-neighbouring point families.
A point family (ti; i ∈ I) is a mapping of a nonempty index set I into a nonempty
point set T. Typically I is a subset of the set of natural numbers N, often
I = {1, 2, . . . , k}. For a given subset I1 ⊂ I the family (ti; i ∈ I1) is called a
subfamily of (ti; i ∈ I).
In various contributions to the theory of weakly correlated random functions (see
e.g. [32], [49]) usually the concept of ε-neighbouring point sets can be found, but
often it is used in the sense of a point family. Thats why here the concept of
point families is used. The propositions concerning point families can be easily
translated for the image sets of the point families {ti; i ∈ I}.
Let T be an arbitrary nonempty set and let a nonnegative symmetric function
d(·, ·) be given on the Cartesian product T × T, which vanishes on the diagonal
of T× T, i.e.,
d(·, ·) : T× T→ R+, d(t1, t2) = d(t2, t1), d(t, t) = 0 ∀ t1, t2, t ∈ T.
In many cases for d(·, ·) the triangle inequality will be valid
d(t1, t2) ≤ d(t1, t3) + d(t3, t2) ∀ t1, t2, t3 ∈ T
(then d(·, ·) is a semimetric) and additionally the relation
d(t1, t2) = 0⇔ t1 = t2
(then d(·, ·) is a metric).
Examples are nonempty subsets T of the space Rm, m ∈ N, endowed e.g. with
the Euclidean metric
d(t1, t2) =
√
(t21 − t11)2 + . . .+ (t2m − t1m)2,
10
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where t1 = (t11, . . . , t1m), t2 = (t21, . . . , t2m), in the case of a metric or with a
distance measured e.g. only by the first component
d(t1, t2) = |t21 − t11|
in the case of a semimetric d(·, ·) (if m ≥ 2).
The function d(·, ·) generates a nonnegative symmetric function dˆ(·, ·) on the set
of pairs of nonempty subsets in T which vanishes on the diagonal by
dˆ(T1,T2) = inf{d(t1, t2); t1 ∈ T1, t2 ∈ T2}, T1,T2 ⊂ T, T1,T2 6= ∅,
i.e., it holds,
dˆ(T1,T2) = dˆ(T2,T1), dˆ(T1,T1) = 0 ∀T1,T2 ⊂ T, T1,T2 6= ∅.
In general the validity of the triangle inequality for dˆ(·, ·) does not follow from
the validity of the triangle inequality for d(·, ·) as can be seen from the following
example:
T = R, d(t1, t2) = |t2 − t1|,
T1 = [0, 1], T2 = [2, 3], T3 = [1, 2],
dˆ(T1,T2) = 1, dˆ(T1,T3) = dˆ(T3,T2) = 0.
However from the triangle inequality for d(·, ·) the inequality
dˆ(T1,T2) ≤ dˆ(T1,T3) + dˆ(T3,T2) + diam(T3)
follows, where diam(T3) := sup{d(t1, t2); t1, t2 ∈ T3}.
From now on let ε be a (small) positive real number.
Definition 1 ([49], p. 19) A point family (ti; i ∈ I) is called ε-neighbouring (with
respect to d(·, ·)), if for every partition I = I1 ∪ I2, I1 ∩ I2 = ∅, the relation
J(I1) ∩ J(I2) 6= ∅ holds, where J(Ip) is defined by
J(Ip) =
⋃
i∈Ip
{j ∈ I; d(ti, tj) ≤ ε}, p = 1, 2.
A one-point family (ti1) is always called ε-neighbouring.
Hence the point family (ti; i ∈ I) is ε-neighbouring iff for every proper subset
I1 ⊂ I, I1 6= ∅, I \ I1 6= ∅ one has
dˆ({ti; i ∈ I1}, {ti; i ∈ I \ I1}) ≤ ε.
An equivalent condition for finite point families I = {i1, . . . , ik} can be given as
follows.
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Proposition 2 ([49], p. 20) The family (ti1 , . . . , tik), k > 1, is ε-neighbouring
iff for every pair of points (tim , tin), m,n ∈ {1, . . . , k}, m 6= n, a subfamily
(tj1, . . . , tjl), l ≤ k, of (ti1 , . . . , tik) exists with
d(tjs, tjs+1) ≤ ε, s = 1, . . . , l − 1,
and im = j1, in = jl (or more generally {im, in} ⊂ {j1, . . . , jl}).
This condition means that any two image points of the point family can be
connected by edges with knots in the image points of the family, such that the
length of each edge (defined as the distance d(tjs, tjs+1) of the corresponding image
points) does not exceed ε.
If for a family (ti1 , . . . , tik) of points from T there exists a permutation
(
i1...ik
j1...jk
)
of
I with
d(tjs, tjs+1) ≤ ε, s = 1, . . . , k − 1,
then the point family is ε-neighbouring. The example of the star below shows
that the reverse statement is not true.
6
-
r
ε
r
@
@r
 
 r
6
-r r
r r
ε
If a point family (ti1 , . . . , tik), k ≥ 2, is ε-neighbouring, then for each point tj1 from
the family there exists a point tj2 , j1 6= j2, from the family with d(tj1, tj2) ≤ ε. In
general also in this case the reverse statement fails, see the right example in the
picture above.
For a given family (ti; i ∈ I) of points from T we can consider ε-neighbouring
subfamilies. Thereby the union of two ε-neighbouring subfamilies with a distance
of the image sets with respect to dˆ(·, ·) lower than ε (this holds for example if the
subfamilies or their image sets are not disjoint) is again ε-neighbouring.
With Definition 1 we define for a given point family (ti; i ∈ I) the relation of
ε-connectedness of two elements:
Definition 3 We say that two elements ti1 and ti2 of a point family (ti; i ∈ I)
are ε-connected, ti1
ε∼ ti2, if an ε-neighbouring subfamily (ti; i ∈ I1) with i1 ∈
I1, i2 ∈ I1, I1 ⊂ I exists.
It easily follows
Proposition 4 ([49]) The relation of ε-connectedness of two members of a fixed
point family is an equivalence relation.
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Definition 5 The uniquely defined equivalence classes with respect to the rela-
tion of ε-connectedness of two elements
ε∼ are called the maximal-ε-neighbouring
subfamilies of the given point family (ti; i ∈ I).
Hence a subfamily (ti; i ∈ I1) of a family (ti; i ∈ I) is maximal-ε-neighbouring iff
1. the point family (ti; i ∈ I1) is ε-neighbouring and
2. the subfamily (ti; i ∈ I2) is not ε-neighbouring for every I2 with I1 ⊂ I2 ⊂
I, I1 6= I2.
In the second item one can replace the condition on I2 by I2 = I1 ∪ {i1}, i1 /∈ I1.
The maximal-ε-neighbouring subfamilies constitute the maximal elements with
respect to the usual set order relation (the set inclusion relation) in the class of
all ε-neighbouring subfamilies of (ti; i ∈ I).
The partition of a point family (ti; i ∈ I) into disjoint maximal-ε-neighbouring
subfamilies (ti; i ∈ Ij), j = 1, . . . , p, generates corresponding partitions of the set
of image points {ti; i ∈ I} and of the index set: I =
p⋃
j=1
Ij, Ij1∩Ij2 = ∅ for j1 6= j2.
If (T, d) is a metric (or semimetric) space it holds also
Proposition 6 ([49], p. 20) Let (t1, . . . , tk) be an ε-neighbouring point family and
(T, d) a (semi)metric space. Then it holds
d(ti, tj) ≤ (k − 1)ε, ∀ i, j ∈ {1, . . . , k} = I.
This follows from the triangle inequality. In this case also the relation
diam{ti; i ∈ I} = sup{d(ti, tj); i, j ∈ I} ≤ (k − 1)ε
holds. Point families (t1, . . . , tk) with fixed k can be considered as elements of the
(semi)metric product space (Tk, d(k)) endowed e.g. with one of the (semi)metrics
d(k)∞ ((s1, . . . , sk), (t1, . . . , tk)) = max
1≤i≤k
d(si, ti) or
d
(k)
2 ((s1, . . . , sk), (t1, . . . , tk)) =
√√√√ k∑
i=1
d2(si, ti).
Given a fixed partition of the index set I =
p⋃
j=1
Ij, Ij1 ∩ Ij2 = ∅ for j1 6= j2, then
it holds
Proposition 7 ([49]) The set S = {(t1, . . . , tk) ∈ Tk; the partition I =
p⋃
j=1
Ij
corresponds to the partition in maximal-ε-neighbouring subfamilies of (t1, . . . , tk)}
is a Borel set.
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Proof: One has
S =
p⋂
j=1
{(t1, . . . , tk) ∈ Tk; (ti; i ∈ Ij) is ε-neighbouring }
⋂
p⋂
j1,j2=1;j1 6=j2
{(t1, . . . , tk) ∈ Tk; d(ti1 , ti2) > ε ∀ i1 ∈ Ij1, i2 ∈ Ij2}.
The sets of the first intersection are closed in (Tk, d(k)), those of the second are
open.
2.2 ε-Dependent Random Functions
Assume (Xt; t ∈ T) is a random function on a nonempty set T with values in a
measurable space (X ,SX ). The set T is called domain of definition and the pair
(X ,SX ) state space of the considered random function. Further assume that it
is given a function d(·, ·) on T× T with the properties described in Section 2.1.
Definition 8 The random function (Xt; t ∈ T) is called ε-dependent with de-
pendence length ε > 0, if for every k ∈ N and any point family (t1, . . . , tk) in T
with a corresponding partition in maximal-ε-neighbouring subfamilies
(ti; i ∈ Ij), j = 1, . . . , p, I = {1, . . . , k} =
p⋃
j=1
Ij , Ij1 ∩ Ij2 = ∅ for j1 6= j2,
the random vectors (Xti ; i ∈ Ij), j = 1, . . . , p, are stochastically independent.
In particular in this case the values Xt1 and Xt2 are stochastically independent
if d(t1, t2) > ε. An equivalent condition can be given as follows.
Proposition 9 The random function (Xt; t ∈ T) is ε-dependent with dependence
length ε > 0, iff for every family of nonempty subsets
(Tj)j=1,...,p, Tj ⊂ T, j = 1, . . . p, with dˆ(Ti,Tj) > ε, i 6= j,
the random functions (Xt; t ∈ Tj), j = 1, . . . , p, are stochastically independent.
This follows from the fact that random functions are independent iff correspond-
ing finite dimensional distributions are independent. The concept of ε-dependent
random functions corresponds to the concept of m-dependent random sequences,
which arises in the summation theory of random variables. In our usage the
notation ε-dependent denotes the fact that for a fixed point in the domain of
definition there is only a bounded (with respect to d(·, ·)) area where the values
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of the random function are stochastically dependent. The ”size” of this area will
be given by the value of the dependence length.
It also should be emphasized that different functions d(·, ·) may lead to differ-
ent classes of ε-dependent random functions. Particularly the class of random
functions which corresponds to the partially weakly correlated random functions
in [49], p. 24, arises if we choose T = Rr × Rs, r, s ∈ N, and the semimetric
d(t1, t2) =
√∑r
i=1(t1i − t2i)2.
Due to the property that components of Gaussian random vectors are indepen-
dent iff they are uncorrelated one has
Proposition 10 A real-valued Gaussian random function (Xt; t ∈ T) on (T, d)
is then and only then ε-dependent with dependence length ε > 0 if
Cov {Xt1 , Xt2} = 0, ∀ t1, t2 ∈ T with d(t1, t2) > ε.
Example 1 The random process ( εXt; t ∈ R+) defined by εXt = Wt+ε−Wt with
a standard Wiener process (Wt; t ∈ R+) and ε > 0 is an ε-dependent stationary
Gaussian random process with dependence length ε. The correlation function of
this process is
R εX εX(s, t) = R εX εX(t− s) = E{ εXs εXt} =
{
ε− |t− s| for |t− s| ≤ ε,
0 for |t− s| > ε.
More generally, for a process with independent increments (Yt; t ∈ T) with suit-
able T the process εXt = Yt+ε − Yt is ε-dependent with dependence length ε.♦
Example 2 Let T = C∞0 (R) be the space of infinitely often differentiable func-
tions on R with compact support and d(t1, t2) = ρ(supp(t1), supp(t2)). Here
t1(·) and t2(·) denote real-valued smooth functions, supp(t) is the support of the
function t(·) and ρ(A1, A2) denotes the distance of two subsets of R,
ρ(A1, A2) = inf{|a1 − a2|; a1 ∈ A1, a2 ∈ A2}.
Then the function d(·, ·) is nonnegative, symmetric and vanishes on the diagonal.
A real-valued random distribution (in the sense of Schwartz, that is a generalized
random function) (Xt; t ∈ T) with values which are independent in each point
(i.e., Xt1 and Xt2 are independent random variables if t1(s) · t2(s) = 0, ∀ s ∈ R,
cf. e.g. [12], Ch. III, §4), is for every ε > 0 an ε-dependent random function
with dependence length ε. The white noise process which can be considered as
a derivative in the sense of generalized functions of a Wiener process is of such a
type. ♦
Example 3 An almost sure deterministic random function, i.e.,
∀ t ∈ T ∃ xt ∈ X with P(Xt = xt) = 1,
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is for every ε > 0 an ε-dependent random function with dependence length ε. ♦
Example 4 Let T be a nonempty countable set with
inf{d(ti, tj); ti 6= tj , ti, tj ∈ T} ≥ ε0 > 0.
The random function (Xt; t ∈ T) is then and only then ε-dependent with de-
pendence length 0 < ε < ε0 if the values Xti for different ti are completely
stochastically independent. ♦
It is possible to find further examples with the help of correlation functions from
Section 2.5. Due to the existence of arbitrarily often differentiable correlation
functions for ε-dependent random processes on R ε-dependent random functions
with arbitrarily often differentiable trajectories exist (see [49], p. 23).
The following propositions show how the application of operations to ε-dependent
random functions leads to new ε-dependent random functions. Here mainly the
case of real-valued random functions is considered. It is noted that under appro-
priate conditions generalizations to more abstract spaces are possible.
Proposition 11
(i) If the random function (Xt; t ∈ T) is ε-dependent with dependence length
ε > 0 then it is also ε-dependent with every dependence length ε1 > ε.
(ii) For every t ∈ T let ft be a measurable mapping from (X ,SX ) in the mea-
surable space (Y ,SY) and let (Yt; t ∈ T) be the random function Yt =
ft(Xt), t ∈ T. If (Xt; t ∈ T) is ε-dependent with dependence length ε > 0,
then so is (Yt; t ∈ T).
Proposition 12 Let (X ,SX ) be the measurable space (R,B(R)).
(i) For deterministic real-valued functions a·, b· : T → R and an ε-dependent
random function (Xt; t ∈ T) with dependence length ε > 0 the random
function Yt = atXt + bt is ε-dependent with dependence length ε.
(ii) If ((X1t, X2t); t ∈ T) is an ε-dependent random function with dependence
length ε > 0 and state space (R2,B(R2)), then the random functions Y1t =
X1t + X2t and Y2t = X1t · X2t are ε-dependent random functions with de-
pendence length ε and state space (R,B(R)). Particularly this is valid if
(X1t; t ∈ T) and (X2t; t ∈ T) are independent ε-dependent random func-
tions with dependence length ε > 0 in (R,B(R)).
(iii) If (Xt; t ∈ T) is an ε-dependent random function with dependence length
ε > 0 on T = R and a > 0 a real number, then the random function (Yt; t ∈
T) which is defined by Yt = X t
a
, t ∈ T, is ε-dependent with dependence
length ε′ = ε
a
.
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(iv) If (Xt; t ∈ T) is an ε-dependent random function with dependence length
ε > 0 on T = R with almost sure differentiable trajectories or which is
differentiable in quadratic mean on T, then the random function (Yt; t ∈ T)
which is the corresponding derivative process, i.e., Yt =
dXt
dt
, is also ε-
dependent with dependence length ε.
(v) If (Xt; t ∈ T) is an ε-dependent random function with dependence length
ε > 0 on T = R with almost sure continuous trajectories or which is contin-
uous in quadratic mean on R and Q(·) is a piecewise continuous function
on R with diam supp(Q(·)) ≤ δ, then the random function (Yt; t ∈ T) which
is defined by Yt =
∫
R
Q(t − s)Xs ds is ε-dependent with dependence length
ε+ δ.
Proof: The proof follows immediately from the definition. In (iv), resp. (v),
values Yt1 , Yt2 of the process (Yt; t ∈ T) with |t2 − t1| > ε, resp. |t2 − t1| > ε + δ,
are limits of random variables which are influenced of values of (Xt; t ∈ T) only
with arguments t ∈ T1 for Yt1 and t ∈ T2 for Yt2 with dˆ(T1,T2) ≥ ε, hence they
are independent.
An slightly different approach allows to define classes of random functions closely
related to the class of ε-dependent random functions.
2.3 Weakly Correlated, ε-Correlated and Expo-
nentially Bounded Correlated Functions
Definition 13 ([32], p. 146, [49], p. 21) Let T be a subset of Rm and (Xt; t ∈ T)
a real-valued centered random function on T (i.e. E{Xt} = 0, ∀ t ∈ T).
The random function (Xt; t ∈ T) is called weakly correlated with correlation length
ε > 0 if for each finite point family (t1, . . . , tk), k ∈ N, in T with correspond-
ing partition in maximal-ε-neighbouring subfamilies with respect to the Euclidean
metric
(ti; i ∈ Ij), j = 1, . . . , p, I = {1, . . . , k} =
p⋃
j=1
Ij, Ij1 ∩ Ij2 = ∅ for j1 6= j2,
it holds
E{Xt1Xt2 . . . Xtk} =
p∏
j=1
E
∏
i∈Ij
Xti
 .
This means, each higher order moment can be decomposed in a product of lower
order moments corresponding to the partition of the point family (t1, . . . , tk) into
maximal-ε-neighbouring subfamilies.
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Considering mixed moments of different components of random vector functions
or continuous linear functionals the definition can be extended to the case of
random functions with values in finite or infinite dimensional separable Banach
spaces. The choice of the domain of definition T ⊂ Rm is done in view of the
following consideration of integral functionals with respect to Lebesgue measure
and also does not restrict us strongly. The main differences (which are not so
large) between the definitions of ε-dependent and of weakly correlated random
functions can be given as follows:
1. For weakly correlated random functions the existence of all moments and
the centeredness is assumed, whereby for ε-dependent random functions
moments may not exist.
2. For ε-dependent random functions independence of the random vectors is
demanded, whereby for weakly correlated random functions only the de-
composition of the corresponding higher order moments is assumed.
So in the definition of weakly correlated random functions stronger conditions on
the distributions of the random variables and weaker conditions on the indepen-
dence of different values are imposed. The following propositions illustrate this
fact.
Proposition 14 Let (Xt; t ∈ T) be a real-valued centered random function on T
with finite moments
E{|Xt|n} <∞, ∀ t ∈ T, ∀n ∈ N.
If (Xt; t ∈ T) is ε-dependent with correlation length ε > 0 then (Xt; t ∈ T) is
also weakly correlated with correlation length ε > 0.
Especially each centered Gaussian ε-dependent random function with correlation
length ε > 0 is also weakly correlated with correlation length ε > 0.
From the following Example 1 it follows that in general the reverse statement
does not hold, i.e., there are weakly correlated random functions which are not
ε-dependent. Examples of ε-dependent random functions which are not weakly
correlated can easily be constructed using independent random variables which
do not possess finite moments of arbitrary order (see Example 2 below).
Example 1 Consider a two-dimensional random vector (X1, Y1) with probability
density function
f(x, y) =
{
k exp(−αxλ) exp(−αyλ)[1 + µ sin(βxλ) sin(βyλ)] for x, y ≥ 0,
0 otherwise
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with α > 0, 0 < λ < 1
2
, β = α tan(λπ), |µ| < 1. The constant k is chosen such
that it holds
∫∞
0
∫∞
0
f(x, y) dxdy = 1. As it is shown e.g. in [37], Ch. II, §12,
p. 306, it holds for all n ∈ N∫ ∞
0
xn exp(−αxλ) sin(βxλ) dx = 0,
hence for all n1, n2 ∈ N∫ ∞
0
∫ ∞
0
xn1yn2k exp(−αxλ) exp(−αyλ)[1 + µ sin(βxλ) sin(βyλ)] dx dy
=
∫ ∞
0
∫ ∞
0
xn1yn2k exp(−αxλ) exp(−αyλ) dx dy.
From this relation it follows that although the random variables X1 and Y1
are not independent (the density cannot be written as a product of the form
f1(x)f2(y)) all mixed moments can be decomposed, i.e., it holds E{Xn11 Y n21 } =
E{Xn11 }E{Y n21 }. The random vector (X1, Y1) is not centered, so we consider also
a random vector (X2, Y2) independent of (X1, Y1), with independent components
X2 and Y2 and such that it holds E{X2} = −E{X1},E{Y2} = −E{Y1}. Then
the random vector (X, Y ) = (X1 +X2, Y1 + Y2) is centered, has nonindependent
components but it holds
E{Xn1Y n2} = E{(X1 +X2)n1(Y1 + Y2)n2}
=
n1∑
k1=0
n2∑
k2=0
(
n1
k1
)(
n2
k2
)
E
{
Xk11 X
n1−k1
2 Y
k2
1 Y
n2−k2
2
}
=
n1∑
k1=0
n2∑
k2=0
(
n1
k1
)(
n2
k2
)
E{Xk11 Y k21 }E{Xn1−k12 }E{Y n2−k22 }
=
n1∑
k1=0
n2∑
k2=0
(
n1
k1
)(
n2
k2
)
E{Xk11 }E{Y k21 }E{Xn1−k12 }E{Y n2−k22 }
=
n1∑
k1=0
(
n1
k1
)
E{Xk11 }E{Xn1−k12 }
n2∑
k2=0
(
n2
k2
)
E{Y k21 }E{Y n2−k22 }
= E{(X1 +X2)n1}E{(Y1 + Y2)n2} = E{Xn1}E{Y n2}.
♦
Example 2 Let ( εXt; t ∈ T) be a centered ε-dependent Gaussian random function
with εXt 6= 0 a.s. ∀ t ∈ T. Then the random function ( εYt; t ∈ T), defined by
εYt =
1
εXt
, ∀ t ∈ T,
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is ε-dependent (cf. Proposition 12 (ii)) and possesses symmetric finite dimensional
distributions but it is not weakly correlated because of
E{| εYt|k} =∞, k = 1, 2, . . . , ∀ t ∈ T.
♦
In Example 1 a two-dimensional probability distribution is used which is not
uniquely defined by its moments. Other examples for probability distributions,
which are not uniquely defined by their moments come from distributions of
random variables Xk for k ≥ 3 with a standard Gaussian random variable X and
also exp(X), i.e., the logarithmic normal distribution (see e.g. [30], Ch. IV, §3,
p. 168, or [45], [18]).
Proposition 15 Let (Xt; t ∈ T) be a weakly correlated random function with
correlation length ε > 0 for which all finite dimensional distributions are uniquely
defined by their moments. Then (Xt; t ∈ T) is ε-dependent with dependence
length ε > 0.
A Gaussian weakly correlated random function with correlation length ε > 0 is a
centered Gaussian ε-dependent random function with dependence length ε > 0.
Proof: Consider an arbitrary finite point set T0 = {s1, . . . , sk}, k ∈ N, in T
(consisting of disjoint points) with corresponding partition in maximal-ε-neigh-
bouring subsets Tj = {si; i ∈ Jj}, j = 1, . . . , p, J = {1, . . . , k} =
p⋃
j=1
Jj , Jj1 ∩
Jj2 = ∅, dˆ(Tj1 ,Tj2) ≥ ε for j1 6= j2. Further let (Ys1, . . . , Ysk) be a random vector
such that the random subvectors (Ysi; i ∈ Jj), j = 1, . . . , p, are independent and
have the same distribution as (Xsi; i ∈ Jj) for all j = 1, . . . , p.
Now consider arbitrary finite point families (t1, . . . , tl), l ∈ N, with points in
T0 with corresponding partition in maximal-ε-neighbouring subfamilies (ti; i ∈
Ij), j = 1, . . . , q, I = {1, . . . , l} =
q⋃
j=1
Ij , Ij1 ∩ Ij2 = ∅ for j1 6= j2. Then each set
{ti; i ∈ Ij} is a subset of one Tj1 and by assumption it holds
E{Xt1Xt2 . . . Xtl} =
q∏
j=1
E
∏
i∈Ij
Xti
 .
On the other hand by construction it holds
E{Yt1Yt2 . . . Ytl} =
q∏
j=1
E
∏
i∈Ij
Yti
 =
q∏
j=1
E
∏
i∈Ij
Xti
 .
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As the finite dimensional distributions are assumed to be uniquely defined by their
moments it follows that the distributions of the random vectors (Ys1, . . . , Ysk) and
(Xs1, . . . , Xsk) coincide, i.e., (Xsi; i ∈ Jj) are independent for j = 1, . . . , p.
In [32], p. 148, the following sufficient condition for a weakly correlated random
function to be ε-dependent is proven.
Proposition 16 Let (Xt; t ∈ T) be a weakly correlated random function with
correlation length ε > 0 such that
∞∑
n=0
E{|Xt|n}
n!
<∞, ∀ t ∈ T.
Then (Xt; t ∈ T) is ε-dependent with correlation length ε > 0.
The assumptions in the definition of weakly correlated random functions can be
relaxed, if only conditions on second order moments are imposed. This leads to
the concept of ε-correlated random functions. This class of random functions is
especially of interest if one considers only first and second order moments.
Definition 17 A real- or vector-valued random function (Xt; t ∈ T) is called
ε-correlated with correlation length ε > 0 if for all t1, t2 ∈ T with d(t1, t2) > ε it
holds
RXX(t1, t2) := Cov{Xt1 , Xt2} = 0.
Proposition 18 A weakly correlated or an ε-dependent random function with
finite second order moments is also ε-correlated.
Proposition 19 Each Gaussian ε-correlated random function with correlation
length ε > 0 is ε-dependent with dependence length ε > 0 and in case of a
centered random function also weakly correlated with correlation length ε > 0.
In practical situations it may be difficult to assume that the values of a random
function are exactly uncorrelated for arguments with distance larger than ε, it
seems to be more appropriate to assume that outside a small area the absolute
values of the covariances are very small. One possibility to formalise such a
situation is to demand at least an exponentially fast decaying of the correlation
function.
Definition 20 A real- or vector-valued random function (Xt; t ∈ T) is called
exponentially bounded correlated if for all t1, t2 ∈ T it holds
|RXX(t1, t2)| ≤ cR,0 exp(−cR,ed(t1, t2))
with some constants cR,0 > 0, cR,e > 0.
Here | · | means the absolute value in case of a scalar value and an appropriate
matrix-norm in case of a matrix.
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2.4 Correlation Moments
In the following some characteristics for second order random functions are use-
ful. Hereby we will always assume that the random functions are centered and
continuous in quadratic mean, hence the (matrix) correlation functions will be
continuous (the domains of definition of the random functions are subsets of
Euclidean spaces).
There is an analogy between the quantities in consideration and moments of
random variables (and so of distribution functions or densities) and also a relation
to so-called spectral moments. In contrast to densities and spectral densities
correlation functions are not always positive, but they are positive definite, so
also different properties can be found. In analogy to the concept of spectral
moments we call these quantities correlation moments.
In this section some properties of correlation moments for wide sense stationary
processes and homogeneous fields are discussed. In the next section examples will
be given. The case of (regular) families of random functions and of nonstationary
processes will be mentioned later on.
2.4.1 Real Wide Sense Stationary Random Processes
Here we distinguish between ordinary and absolute correlation moments.
Definition 21 Let R(·) be the continuous correlation function of a real wide
sense stationary random process with∫ ∞
−∞
|s|j|R(s)| ds <∞
for a nonnegative integer j. Then the quantities
µj =
∫ ∞
−∞
sjR(s) ds, resp. νj =
∫ ∞
−∞
|s|jR(s) ds,
are called ordinary, resp. absolute, correlation moment of j-th order of the ran-
dom process or the correlation function. The quantities
µ+j = ν
+
j =
∫ ∞
0
sjR(s) ds, µ−j =
∫ 0
−∞
sjR(s) ds, ν−j =
∫ 0
−∞
|s|jR(s) ds
are called (positive, resp. negative,) one-sided correlation moments of order j.
The integrals can be interpreted as Lebesgue integrals or as absolutely convergent
Riemann integrals.
From the symmetry of the correlation function R(s) = R(−s), s ∈ R, it follows
µ−j = (−1)jµ+j , ν−j = ν+j , νj = 2µ+j = 2ν+j ,
µj =
{
νj = 2µ
+
j = 2ν
+
j for even j,
0 for odd j.
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If there exist correlation moments of order j for a random function, then there ex-
ist also lower order moments. All types of correlation moments can be calculated
if one type of one-sided correlation moments, e.g. µ+j , is known.
If the random process possesses the k-th derivative in the quadratic mean, k ∈ N0,
then the derivative has the correlation function (−1)kR(2k)(·). Corresponding
correlation moments for this derivative we will denote by µ
(k)
j , ν
(k)
j , µ
(k)+
j , etc.
Analogously to the relation between the existence of moments for random vari-
ables and the smoothness of the corresponding characteristic functions (see e.g.
[37], Ch. II, §12, Theorem 1) it holds
Proposition 22 Let R(·) be the continuous correlation function of a real wide
sense stationary random process with∫ ∞
−∞
|s|k|R(s)| ds <∞
for some k ∈ N0. Then the spectral density
S(α) =
1
2π
∫ ∞
−∞
R(s) exp(−iαs) ds = 1
π
∫ ∞
0
R(s) cos(αs) ds
exists and it is k-times continuously differentiable on R.
For the derivatives of the spectral density in the origin it holds
S(l)(0) =
{
(−1) l2 1
2pi
νl, 0 ≤ l ≤ k, l even,
0, 0 ≤ l ≤ k, l odd.
If in the origin there exists the 2k-th derivative of the spectral density of a con-
tinuous in quadratic mean wide sense stationary random process, k ∈ N0, then
correlation moments up to order 2k exist and it holds
ν2l = (−1)l2πS(2l)(0), l = 0, 1, . . . , k.
Furthermore it holds
Proposition 23 For any continuous in quadratic mean wide sense stationary
random process with absolutely integrable correlation function on R the spectral
density exists, it is bounded and for all p ≥ 1 in the p-th power integrable, i. e.,
S(·) ∈ Lp(R+) ∀ p ∈ [1,∞].
Proof: Because of
0 ≤ S(α) ≤ 1
π
∫ ∞
0
|R(τ)| dτ <∞
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the continuous spectral density is bounded. Hence∫ ∞
0
Sp(α) dα = cp
∫ ∞
0
[S(α)
c
]p
dα ≤ cp
∫ ∞
0
[
S(α)
c
]
dα,
if c ≥ S(α) ∀α ∈ R+. Then the relation
R(τ) =
∫ ∞
−∞
S(α) exp(iατ) dα = 2
∫ ∞
0
S(α) cos(ατ) dα
gives ∫ ∞
0
S(α) dα = R(0) <∞
and so the conclusion is valid.
In the following section examples of correlation functions, their correlation mo-
ments and also spectral densities and spectral moments will be given. That’s
why we will mention here also the definition and some elementary properties of
spectral moments.
Definition 24 Let S(·) be the spectral density of a continuous in quadratic mean
wide sense stationary random process on R with
∫ ∞
0
αjS(α) dα < ∞. Then the
quantity
λj =
∫ ∞
−∞
αjS(α) dα
is called j-th (central) spectral moment of the random process (or of the correlation
function or the spectral density).
Analogously one can define one-sided spectral moments, e.g.
λ+j =
∫ ∞
0
αjS(α) dα,
absolute spectral moments ∫ ∞
−∞
|α|jS(α) dα,
noncentral spectral moments ∫ ∞
−∞
(α− α0)jS(α) dα
or normalized spectral moments
λj
λ0
(see e.g. [46]). Assuming the existence then
it holds for j = 0, 1, . . .
λ2j+1 = 0, λ2j = 2
∫ ∞
0
α2jS(α) dα = (−1)kR(2j)(0).
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Hence λ2j is the variance of the j-th derivative in the quadratic mean of the
random process.
If the spectral density does not exist spectral moments can be defined using the
spectral measure or the corresponding generalized distribution function.
The spectral density of the k-th derivative in the quadratic mean of a process with
spectral density S(α) is α2kS(α), hence for spectral moments of this derivative
we have
λ
(k)
j = λ
(0)
j+2k = λj+2k.
If one considers two random processes (X1t; t ∈ R), resp. (X2t; t ∈ R), with
corresponding correlation functions R1(·), resp. R2(·), and spectral densities S1(·),
resp. S2(·), satisfying
R2(s) = bR1(as), s ∈ R, or equivalently
S2(α) =
b
a
S1
(α
a
)
, α ∈ R,
with a > 0, b > 0, then it holds for the corresponding correlation and spectral
moments
νj(R2) =
b
aj+1
νj(R1), ν
(k)
j (R2) = ba
2k−j−1ν(k)j (R1),
λj(S2) = ba
jλj(S1), λ
(k)
j (S2) = ba
2k+jλ
(k)
j (S1),
where νj(R1) denote the correlation moment with respect to R1, etc.
From the positive definiteness of the correlation function R(·) it follows (see e.g.
[48], p. 159)
Proposition 25 Assume
∫ ∞
−∞
|R(s)| ds <∞, then it holds
µ0 = ν0 =
∫ ∞
−∞
R(s) ds ≥ 0.
There are correlation functions with µ0 = ν0 = 0 (see e.g. Example 2 in the next
section). Higher order moments are not necessarily nonnegative as follows from
the next proposition or the examples in the next section.
Proposition 26 Let R(·) be the correlation function of a k-times continuously
differentiable in quadratic mean wide sense stationary random process such that
for the j-th derivative, j = 0, 1, . . . , k, there exists a finite absolute correlation
moment of order n + 2j denoted by ν
(j)
n+2j, n ∈ N0, and lim
s→±∞
sn+lR(l−1)(s) = 0
for all l = 1, . . . , 2k. Then it holds for all j = 0, 1, . . . , k
ν
(j)
n+2j = (−1)j
(n+ 2j)!
n!
ν(0)n .
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Particularly, one has
µ
(j)
2j = ν
(j)
2j =
{ ≤ 0 for odd values j,
≥ 0 for even values j.
Proof: Using partial integration we find∫ ∞
0
sn+2j(−1)jR(2j)(s) ds = (−1)j(n+ 2j)(n+ 2j − 1) . . . (n+ 1)
∫ ∞
0
snR(s) ds
and thus the first assertion holds. The second assertion follows for n = 0 if
Proposition 25 is used.
For absolute correlation moments of order n < 2k of the k-th derivative in the
quadratic mean it holds
Proposition 27 Let R(·) be the nonconstant correlation function of a k-times
continuously differentiable in the quadratic mean wide sense stationary random
process satisfying for all l = 0, . . . , n with n < 2k lim
s→±∞
sn−lR(2k−l−1)(s) = 0 .
Then it yields for the n-th absolute correlation moment of the k-th derivative in
the quadratic mean
ν(k)n =
{
0 for even values n,
2(−1)kn!R(2k−n−1)(0) 6= 0 for odd values n.
Proof: By partial integration we calculate
ν(k)n = 2
∫ ∞
0
sn(−1)kR(2k)(s) ds
= 2(−1)kn · (n− 1) · . . . · 1(−1)n
∫ ∞
0
R(2k−n)(s) ds
= 2(−1)k(−1)nn!
(
lim
s→+∞
R(2k−n−1)(s)− R(2k−n−1)(0)
)
= 2(−1)k+n+1n!R(2k−n−1)(0).
These properties can be used to decide whether a wide sense stationary random
process with given correlation moments may be the derivative in the quadratic
mean of another wide sense stationary random process.
2.4.2 Vector-Valued Wide Sense Stationary Processes
Now we consider vector-valued random processes. Here vectors are assumed to
be columns, ∗ denotes the adjoint of a vector or matrix (i.e., the transposed with
conjugate complex entries) and |R| is a matrix norm of a matrix R.
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Definition 28 Let R(·) be the continuous matrix correlation function of a Cn-
valued wide sense stationary random process (Xt; t ∈ R), n ∈ N, with∫ ∞
−∞
|s|j|R(s)| ds <∞
for a nonnegative integer j. Then the matrices
µj =
∫ ∞
−∞
sjR(s) ds, resp. νj =
∫ ∞
−∞
|s|jR(s) ds,
are called ordinary, resp. absolute, (matrix) correlation moment of j-th order of
the random process or the correlation function. The matrices
µ+j = ν
+
j =
∫ ∞
0
sjR(s) ds, µ−j =
∫ 0
−∞
sjR(s) ds, ν−j =
∫ 0
−∞
|s|jR(s) ds
are called (positive, resp. negative,) one-sided correlation moments of order j.
From the relation R(s) = R∗(−s) we find in this case
µj = ν
+
j + (−1)jν+∗j , νj = ν+j + ν+∗j ,
hence
µ∗j = (−1)jµj, ν∗j = νj.
Thus for odd values j all diagonal elements of the matrix µj vanish.
2.4.3 Wide Sense Homogeneous Random Fields
For continuous in the quadratic mean real- or vector-valued random fields (Xt; t ∈
Rm), m ∈ N, correlation moments also can be defined. In this case they depend
on a multiindex j = (j1, j2, . . . , jm) and are given by
µj =
∫ ∞
−∞
. . .
∫ ∞
−∞
sj11 . . . s
jm
m R(s1, . . . , sm) ds1 . . . dsm,
νj =
∫ ∞
−∞
. . .
∫ ∞
−∞
|s1|j1 . . . |sm|jmR(s1, . . . , sm) ds1 . . . dsm.
Defining
|j| := j1 + . . .+ jm,
it follows from the relation R(s) = R∗(−s), s ∈ Rm,
µj := (−1)|j|µ∗j ,
hence in the case of real-valued homogeneous fields µj := (−1)|j|µj, especially
µj = 0 for odd values |j|.
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2.5 Examples of Correlation Moments for Real
Wide Sense Stationary Random Processes
Now we will consider some examples of continuous correlation functions R(·) and
present corresponding correlation moments (and if possible spectral densities and
spectral moments).
First correlation functions R(·) with supp(R) = R are considered.
Example 1 The Gaussian bell-shaped kurve.
R(s) = σ2 exp(−as2), a > 0, σ2 > 0, s ∈ R,
νj = 2
∫ ∞
0
sjσ2 exp(−as2) ds =
=
{
σ2 (2k+1)!!
(2k+1)2kak
√
pi
a
for j = 2k,
σ2 k!
ak+1
for j = 2k + 1,
k = 0, 1 . . . ,
S(α) =
σ2
2
√
πa
exp
(
−α
2
4a
)
, α ∈ R,
λ+j =
{
σ2 (2k+1)!!
(2k+1)
ak2k−1 for j = 2k,
σ2 k!4
kak+1√
pia
for j = 2k + 1,
k = 0, 1 . . . .
In this example all absolute correlation moments are positive. Thus in view of
Proposition 26 a random process with such a correlation function cannot be a
derivative of a wide sense stationary process. The given correlation function
possesses derivatives of arbitrary high orders, hence a random process with such
a correlation function is arbitrarily often differentiable in the quadratic mean.
Moreover random processes with such a correlation function have versions with
a.s. arbitrarily often differentiable paths. ♦
Example 2 For the derivative in the quadratic mean of a process with the
correlation function from the previous example one gets
R(s) = 2aσ2(1− 2as2) exp(−as2), a > 0, σ2 > 0, s ∈ R,
νj =
{
−σ2 (2k+1)!! 2k
(2k+1)(2a)k−1
√
pi
a
for j = 2k,
−2σ2 k!(2k+1)
ak
for j = 2k + 1,
k = 0, 1 . . . ,
S(α) =
σ2
2
√
πa
α2 exp
(
−α
2
4a
)
, α ∈ R,
λ+j =
{
σ2(2k + 1)!!ak+12k for j = 2k,
σ2 (k+1)!4
k+1ak+2√
pia
for j = 2k + 1,
k = 0, 1 . . . .
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It can be seen, that the correlation moment of order 0 vanishes and all further
absolute correlation moments are negative. ♦
Example 3 A random process with the following correlation function is again
arbitrarily often differentiable in the quadratic mean and has a modification with
smooth trajectories, but higher order correlation moments do not exist.
R(s) =
σ2
1 + as2
, a > 0, σ2 > 0, s ∈ R,
νj =
{
σ2pi√
a
for j = 0,
∞ for j = 1, 2, . . . ,
S(α) =
σ2
2
√
a
exp
(
− |α|√
a
)
, α ∈ R,
λ+j =
σ2
√
ajj!
2
.
♦
Example 4 Exponentially correlated random process.
R(s) = σ2 exp(−a|s|), a > 0, σ2 > 0, s ∈ R
νj =
2σ2j!
aj+1
,
S(α) =
σ2a
π
1
a2 + α2
, α ∈ R,
λ+j =
{
σ2
2
for j = 0,
∞ for j = 1, 2, . . . .
A second order random process with this correlation function is not differentiable
in quadratic mean (the correlation function is not two times differentiable in the
origin) and in general does not possess a.s. differentiable trajectories. ♦
Example 5 Also in the next example the correlation function decays exponen-
tially fast.
R(s) = σ2(1 + a|s|) exp(−a|s|), a > 0, σ2 > 0, s ∈ R;
νj =
2σ2
aj+1
(j + 2)j!,
S(α) =
2σ2a3
π
1
(a2 + α2)2
, α ∈ R,
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Figure 2.1: Correlation functions (left) and spectral density functions (right) of
Examples 1 (top), 2 (middle), 3 (bottom) for a = 0.1 (red, solid), a = 1 (blue,
dotted), a = 10 (green, dashed) (σ2 = 1).
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Figure 2.2: Correlation functions (left) and spectral density functions (right) of
Examples 4 (top), 5 (middle) for a = 0.1 (red, solid), a = 1 (blue, dotted), a = 10
(green, dashed) and of Example 6 (bottom) (σ2 = 1).
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λ+j =

σ2
2
for j = 0,
σ2a
2
for j = 1,
σ2a2
2
for j = 2,
∞ for j = 3, 4, . . . .
A wide sense stationary process with this correlation function is one times differ-
entiable in quadratic mean. ♦
Now some examples of correlation functions with finite support will be given.
They correspond to ε-correlated wide sense stationary random processes with a
correlation length chosen to be 1. (Hence for arguments s, |s| ≥ 1, the value of
the correlation function is always 0, this will not be mentioned explicitely in the
formulae). As in the examples above we will give the corresponding terms for
spectral densities and correlation moments if possible.
Example 6 Random processes with the following hat-like correlation function
are sometimes called Wiener-Bachelier processes, so e.g. in [8]
R(s) = σ2(1− |s|),
νj =
2σ2
(j + 1)(j + 2)
, j = 0, 1, . . . ,
S(α) = σ2
1− cosα
πα2
.
♦
Example 7 The k-th power of a correlation function is again a correlation func-
tion, so we can consider the powers of hat-like functions.
Rk(s) = σ
2(1− |s|)k, k = 1, 2, . . . ,
νj(Rk) = 2σ
2
k∑
l=0
(−1)l
(
k
l
)
1
j + l + 1
, j = 0, 1, . . . .
In this case the spectral densities
Sk(α) =
σ2
π
∫ 1
0
(1− s)k cos(αs) ds, k = 1, 2, . . . ,
can be calculated using the recurrence formula
Sk(α) =
σ2k
πα2
− k(k − 1)
πα2
Sk−2(α),
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(which can be proved by partial integration). So one gets the following explicit
representation for even values k = 2i, i = 1, 2, . . . ,
S2i(α) = σ
2
i∑
l=1
(−1)l+1 k!
(k − 2l + 1)!
1
(πα2)l
+ (−1)i σ
2k!
(πα2)m
sinα
πα
and for odd values k = 2i+ 1, i = 1, 2, . . . ,
S2i+1(α) = σ
2
i∑
l=1
(−1)l+1 k!
(k − 2l + 1)!
1
(πα2)l
+ (−1)i σ
2k!
(πα2)m+1
(1− cosα).
♦
Example 8 Linear combinations of correlation functions with positive coefficients
can also be considered.
R(s) = σ2
m∑
k=1
ak(1− |s|)k, ak ≥ 0 ∀k = 1, . . . , m,
νj = 2σ
2
m∑
k=1
ak
k∑
l=0
(−1)l
(
k
l
)
1
j + l + 1
, j = 0, 1, . . . ,
S(α) =
m∑
k=1
akSk(α),
here the terms for Sk(α) from the example above have to be used. Also continuous
limits of correlation functions of such types (or other types) are possible. ♦
Example 9 Another similar type of correlation functions are the functions 1−|s|q
for |s| ≤ 1 and 0 otherwise with 0 < q < 1. These functions are continuous, even
and convex on R+, furthermore they are nonnegative and tend to 0 for s → ∞.
Due to a result from Polya (see e.g. [37], Ch. II, § 12, p. 299 or [23], Theorem
4.3.1) such a function is nonnegative definite, hence a correlation function. In
this way one gets the following family of correlation functions with corresponding
correlation moments.
R(s) = σ2(1− |s|q), 0 < q < 1,
νj =
2σ2q
(j + 1)(j + q + 1)
, j = 0, 1, . . . .
♦
Examples 6 to 9 stand for ε-correlated random processes, which are continuous
but not differentiable in quadratic mean. Correlation functions for ε-correlated
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random processes which are differentiable in quadratic mean can be constructed
using averaging. This is explained in the next example.
Example 10 Consider a random process (ξt; t ∈ R) with the hat-like correlation
function from Example 6 (with σ2 = 1) and the random process (ηt; t ∈ R) with
ηt =
∫ 1
0
ξs+t ds and correlation function
E{ηt1ηt2} = Rηη(t1, t2) =
∫ 1
0
∫ 1
0
Rξξ(t2 − t1 + s1 − s2) ds1 ds2.
After appropriate scaling one gets the correlation function of an ε-correlated
differentiable in quadratic mean random process η˜ with correlation length ε = 1
and variance 1. The correlation function reads
Rη˜η˜(s) =
{
1− 6|s|2 + 6|s|3 for |s| ≤ 1
2
,
2(1− |s|)3 for 1
2
< |s| ≤ 1.
For the correlation moments we find in this case
νj =
12(2− 2−(j+1))
(j + 1)(j + 2)(j + 3)(j + 4)
, j = 0, 1, 2 . . . .
The correlation function of the derivative in quadratic mean, which is an ε-
correlated continuous in quadratic mean random process with correlation length
ε = 1, reads as
Rη˜′η˜′(s) = −R′′η˜η˜(s) =
{
12(1− 3|s|) for |s| ≤ 1
2
,
−12(1− |s|) for 1
2
< |s| ≤ 1.
In this case the correlation moments are
ν
(1)
j =
(
1
2j
− 1
)
24
(j + 1)(j + 2)
, j = 0, 1, 2 . . . .
Thus the correlation moment of order 0 vanishes and all other correlation mo-
ments are negative. This corresponds to the statement of Proposition 26. ♦
2.6 Families of ε-Correlated Random Functions
The theory of weakly correlated random functions aims mainly at calculating ap-
proximations to distributions or statistical characteristics for integral functionals
involving weakly correlated random functions. Hereby the correlation length
ε > 0 is assumed to be small and asymptotic expansions or limit theorems are
used. Applying such results the existence of a whole family of such weakly cor-
related random functions with correlation lengths from an interval ε ∈ (0, ε0) (or
at least a sequence) is assumed, otherwise the occuring limits cannot be defined.
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In the previous works related to weakly correlated random functions asymptotic
expansions with respect to integer powers of ε for second order moments of inte-
gral functionals are obtained.
The following simple example shows, that such expansions does not exist in gen-
eral, even if the support of the corresponding correlation functions are indeed the
intervals [−ε, ε].
Example 1 Let us consider for ε ∈ (0, 1) a family of ε-correlated wide sense
stationary centered random processes ( εY (t); t ∈ R) with correlation functions
R εY εY (s) =
(
1− |s|
εγ
)
1(−εγ ,εγ)(s)
(
1− |s|
ε
)
1(−ε,ε)(s)
=
(
1− |s|
εγ
)(
1− |s|
ε
)
1(−ε,ε)(s)
=
(
1− |s|
εγ
)+(
1− |s|
ε
)+
.
Here γ < 1 is a fixed parameter. Then the absolute correlation moments can
easily be calculated as
νj(
εY ) = 2
∫ ∞
0
sj
(
1− s
εγ
)+ (
1− s
ε
)+
ds
= 2εj+1
∫ 1
0
sj(1− ε1−γs)(1− s) ds
= 2εj+1
(
1
(j + 1)(j + 2)
− ε
1−γ
(j + 2)(j + 3)
)
.
For example for γ = 1/2 we get ν0(
εY ) = ε − 1/3ε3/2. In this case asymptotic
expansions of second order moments for integral functionals with respect to non-
integer powers of ε exist, but not higher order expansions with respect to integer
powers of ε. So for the random variable defined by
εX :=
∫ ∞
0
exp(−at) εY (t) dt (2.1)
with a > 0 one finds after some calculations
E{ εX} = 0;
E{ εX2} = 1
a2
(
1− 1 + ε
1−γ + (ε1−γ − 1)e−εa
εa
+
2ε1−γ(1− ε−εa)
(εa)2
)
=
1
a2
∞∑
j=1
(
j
j + 2
ε1−γ − 1
)
(−εa)j
(j + 1)!
.
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Figure 2.3: Left: Correlation functions R εY εY (s) for ε = 0.5 with γ = 0.25 (blue,
solid), γ = 0.5 (green, dotted), γ = 0.75 (brown, dashed), γ = 1 (red, dash-
dotted).
Right: Variances of the integral functional (2.1) with a = 1, γ = 0.5; exact (red,
solid), N = 0 (blue, dotted), N = 1 (green, dashed), N = 2 (cyan, dash-dotted),
N = 3 (brown, dotted).
In general this is not a pure power series in ε in view of the term ε1−γ. ♦
It follows, that in such a general situation asymptotic expansions with respect to
more general asymptotic sequences have to be considered (cf. e.g. [10]).
Definition 29 (see [10], p.8)
(i) A finite or infinite sequence of functions (ψj(ε), j = 1, 2, . . .), defined on an
interval (0, ε0), ε0 > 0, is called an asymptotic sequence as ε ↓ 0, if
ψj(ε) 6= 0 ∀ ε ∈ (0, ε0) and ψj+1(ε) = o (ψj(ε)) , as ε ↓ 0,
i.e. lim
ε↓0
ψj+1(ε)
ψj(ε)
= 0.
(ii) A function R(ε) has an asymptotic development (or expansion) to N terms
with respect to the asymptotic sequence (ψj(ε), j = 1, 2, . . .) if there exist
constants a1, . . . , aN such that
R(ε) = a1ψ1(ε) + . . .+ aNψN (ε) + o (ψN (ε)) as ε ↓ 0.
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In the case when R(ε) has an development to N terms for every N then
we say that R(ε) has an asymptotic expansion in terms of the asymptotic
sequence (ψj(ε), j = 1, 2, . . .) and write
R(ε) ∼
∞∑
n=1
anψn(ε), as ε ↓ 0.
If for a given function R(ε) an expansion with respect to the asymptotic sequence
(ψj(ε), j = 1, 2, . . .) exists, it is unique and the coefficients can be calculated
recursively as
ak = lim
ε↓0
R(ε)−
k−1∑
j=1
ajψj(ε)
ψk(ε)
.
Sometimes one can work with a useful extension.
Definition 30 (see [10], p.14) Let (ψj(ε), j ∈ N) be an asymptotic sequence as
ε ↓ 0. A function R(ε) has an extended asymptotic expansion with respect to the
asymptotic sequence (ψj(ε), j ∈ N) if we can find functions ψ˜1(ε), ψ˜2(ε), . . . with
ψ˜n(ε) = O (ψn(ε)) as ε ↓ 0, such that
R(ε) = ψ˜1(ε) + . . .+ ψ˜N(ε) + o (ψN(ε)) as ε ↓ 0.
for each N .
In the following we will restrict to asymptotic expansions with respect to integer
powers of ε, the more general case can be obtained in an analogous way.
Chapter 3
Second Order Moments for
Integral Functionals of Wide
Sense Stationary Random
Processes
3.1 Introduction
In this chapter asymptotic developments as ε → 0 for second order moments of
random variables or vectors of the kind
εri(ω) =
∫
Di
Qi(s)
εfi(s, ω) ds, i = 1, 2, (3.1)
with deterministic functions Qi and families of random wide sense stationary
processes (( εf1(s),
εf2(s)); s ∈ R), ε > 0, are examined. If the underlying ran-
dom processes are ε-correlated the considered expansions with respect to the
correlation length allow to approximate stochastic characteristics of the integral
functionals for small positive values of the correlation length ε. Such integral
functionals are important in various fields of mathematics and its applications.
For example, solutions of differential equations with an inhomogeneous term in-
volving εf can often be represented by such integral functionals.
With ω we will denote (and mostly omit) a general element of an underlying
probability space (Ω,SΩ,P).
Here and in the following | · | means again the absolute value for scalars and an
appropriate chosen matrix or vector norm for matrices or vectors.
Multiple integrals we understand as iterated integrals, i.e. we write∫
D1
∫
D2
Q(s1, s2) ds2 ds1 for
∫
D1
(∫
D2
Q(s1, s2) ds2
)
ds1
38
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and analogously, here D2 may also depend on s1.
The integral in (3.1) is assumed to exist in quadratic mean, under weak conditions
it coincides a.s. with the pathwise integral.
In this chapter we will always assume that the random processes are centered,
i.e. E{ εfi(s)} = 0, ∀ s ∈ R, ε > 0, i = 1, 2. It follows that the random variables
(or vectors) εri, ε > 0, are centered too, i.e. E{ εri} = 0, i = 1, 2.
The cases we are deal with include the case of real kernel functions Qi and
processes as well as the case of (complex) vector processes ( εfi(s); s ∈ R), ε > 0,
and matrix-valued functions Qi(s), s ∈ Di, i = 1, 2. The case of scalar complex
random functions is a special case of vector functions.
We will impose some general conditions on the deterministic kernel functions and
the families of random processes. This allows us to give explicit conditions for
the existence of asymptotic expansions. In [32, 49] the existence of corresponding
asymptotic expansions is assumed only implicitely.
Assumption 31 We say a deterministic real or complex or vector function Q
on D ⊂ R satisfies assumption QA (of order N , N ∈ N0) if it is N times contin-
uously differentiable on D, Q(N) is absolutely continuous on D and the derivatives
of Q up to the order N + 1 belong to the space L1(D) ∩ L2(D).
A function Q satisfying assumption QA is said to satisfy assumption QB (the
boundedness condition) if it holds additionally
|Q(j)(s)| ≤ cQ,0,j, s ∈ D a.e., j = 0, . . . , N + 1,
and to satisfy assumption QE (the exponential boundedness condition) if addi-
tionally
|Q(j)(s)| ≤ cQ,0,j exp(−cQ,e,j|s|), s ∈ D a.e., j = 0, . . . , N + 1,
with some constants cQ,0,j > 0, cQ,e,j > 0.
Here D is an interval (with or without endpoints). In finite endpoints correspond-
ing one-sided derivatives or finite limits are assumed to exist.
For functions satisfying assumption QA the Taylor expansion formula with exact
integral representation of the remainder (cf. e.g. [7], Sec. 5.4) remains valid, for
the integration by parts formula for absolutely continuous functions see e.g. [26],
Ch. IX, §7. So it holds for s, s+ z ∈ D assuming QA of order N
Q(s+ z) =
N∑
j=0
zj
j!
Q(j)(s) + ρ˜Q,N+1(s, z)
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with
ρ˜Q,N+1(s, z) =
1
N !
∫ s+z
s
Q(N+1)(v)(s+ z − v)N dv.
From condition QB then an estimation of the remainder term can be found by
|ρ˜Q,N+1(s, z)| ≤ 1
N !
∣∣∣∣∫ s+z
s
cQ,0,N+1|s+ z − v|N dv
∣∣∣∣ ≤ cQ,0,N+1N !
∫ |z|
0
uN du
≤ cQ,0,N+1|z|
N+1
(N + 1)!
. (3.2)
Assumption 32 We say a family of wide sense stationary random processes
(with real or complex or vector components) (( εf1(s),
εf2(s)); s ∈ R), ε > 0, or the
corresponding family of correlation functions (R εf1εf2(s); s ∈ R), ε > 0, satisfies
assumption RA (of order N ∈ N0) if for the following scaled (cross-) correlation
moments
Kj(ε) :=
∫ ∞
−∞
sjR εf1εf2(εs) ds, and/or K
+
j (ε) :=
∫ ∞
0
sjR εf1εf2(εs) ds,
and/or K−j (ε) :=
∫ 0
−∞
sjR εf1εf2(εs) ds, j = 0, . . . , N,
the right derivatives
dkKj(ε)
dεk
∣∣∣∣
ε=0+
,
dkK+j (ε)
dεk
∣∣∣∣∣
ε=0+
,
dkK−j (ε)
dεk
∣∣∣∣∣
ε=0+
, k = 0, . . . , N − j,
and the corresponding Taylor expansions in the right neighbourhood of 0 exist.
Furthermore we will assume that also the N−j+1-th derivatives of Kj(ε), K+j (ε),
K−j (ε) exist a.e. for considered values ε and they are bounded a.e., i.e.∣∣∣K(N−j+1)j (ε)∣∣∣ ≤ cKj ,N−j+1, a.e., etc.
The family is said to be regular or to satisfy assumption RR if a ”generating”
correlation function R exists such that it holds
R εf1εf2(εs) = R(s), s ∈ R, ε > 0.
A family satisfying assumption RA is said to satisfy assumption RB if
|R εf1εf2(εs)| ≤ cR,01[−1,1](s), s ∈ R,
and to satisfy assumption RE if
|R εf1εf2(εs)| ≤ cR,0 exp(−cR,e|s|), s ∈ R,
with some constants cR,0 > 0, cR,e > 0.
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Condition RB corresponds to the case of a family of ε-correlated random processes
(with correlation length ε for ( εf1,
εf2)) whereas condition RE corresponds to
the case of a family of exponentially bounded correlated random processes (see
Section 2.3).
From assumption RA it follows
Kj(ε) :=
∫ ∞
−∞
sjR εf1εf2(εs) ds =
N−j∑
k=0
aj,kε
k + ρ˜Kj ,N−j+1(ε) (3.3)
with
aj,k =
1
k!
dkKj(ε)
dεk
∣∣∣∣
ε=0+
and
ρ˜Kj ,N−j+1(ε) =
1
(N − j)!
∫ ε
0
K
(N−j+1)
j (v)(ε− v)N−j dv
and analogously for the one-sided cases (with coefficients aj,k,+, resp. aj,k,−).
Similarly to the above situation the remainder term of Taylor expansion can be
estimated. We get
|ρ˜Kj ,N−j+1(ε)| ≤ εN−j+1
cKj ,N−j+1
(N − j + 1)! . (3.4)
If a family of random processes satisfies assumption RR the functions Kj(ε) does
not depend on ε, hence all derivatives with respect to ε exist and they vanish for
k > 0, also the remainder term. Thus assumption RA is satisfied in this case.
For k = 0 we get
lim
ε→0+
Kj(ε) = Kj =
∫ ∞
−∞
sjR(s) ds
with the generating correlation function R, i.e. here correlation moments occur,
cf. Section 2.4 (analogously for K+j and K
−
j ).
The asymptotic expansions considered here are of the kind
E{ εr1 εr2} =
N+1∑
j=0
cjε
j + ρN+1(ε).
An estimation of the remainder term ρN+1(ε) shows the goodness of the approx-
imation of E{ εr1 εr2} by a finite part of the expansion series.
CHAPTER 3. MOMENTS FOR STATIONARY PROCESSES 42
If
ρN+1(ε)
εN+1
→ 0 for ε → 0 the function ε 7→ E{ εr1 εr2} is (N + 1)-times differ-
entiable from the right in the point 0 and the value j!cj is the jth derivative,
j = 1, . . . , N + 1.
Under certain conditions one can formally find a power series in ε for the mapping
ε 7→ E{ εr1 εr2}, i.e.
E{ εr1 εr2} ∼
∞∑
n=0
cnε
n.
From the theory of power series we can calculate the radius of convergence as
(see e.g. [11])
ερ =
1
lim supn→∞
n
√|cn| .
If the limits exist the radius of convergence can also be found by
ερ =
1
limn→∞ n
√|cn| or by ερ = limn→∞ |cn||cn+1| .
If the remainder term for N →∞ tends to 0 for ε0 > 0, then the relation ερ ≥ ε0
is valid and the series converges uniformly on (0, ε0] to E{ εr1 εr2}, i.e.
E{ εr1 εr2} =
∞∑
n=0
cnε
n, ε ∈ (0, ε0].
In the following we deal with real and (complex) vector-valued random functions
( εfi), ε > 0. For various kinds of domains of integration different asymptotic
expansions can be derived. Results of this chapter can be found partly also in
[52, 53, 42].
3.2 Asymptotic Expansions for Covariances
First some general remarks concerning the calculation of the asymptotic expan-
sions are given. Afterwards formulae for various domains of integration will be
derived. We will always assume that conditions QA and RA with a fixed order
N ∈ N0 are satisfied.
Real Case
We are looking for asymptotic expansions with respect to integer powers of ε as
ε→ 0 up to the order N for the covariance of the random variables
εri(ω) =
∫
Di
Qi(yi)
εfi(yi, ω) dyi, i = 1, 2,
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with real-valued Qi, (
εfi), ε > 0, and intervals Di ⊂ R. It holds
E{ εr1 εr2} =
∫
D1
∫
D2
Q1(y1)Q2(y2)E{ εf1(y1) εf2(y2)} dy2 dy1
=
∫
D1
∫
D2
Q1(y1)Q2(y2)R εf1εf2(y2 − y1) dy2 dy1.
Substitution of variables of integration y′1 = y1, y
′
2 =
y2−y1
ε
gives
E{ εr1 εr2} = ε
∫ ∫
εD′
Q1(y
′
1)Q2(y
′
1 + εy
′
2)R εf1εf2(εy
′
2) dy
′
1 dy
′
2 (3.5)
with domain of integration εD′ = {(y′1, y′2) ∈ R2 : y′1 ∈ D1, y′1 + εy′2 ∈ D2}.
This transformation of variables of integration is motivated by the fact, that for
processes considered here, i.e. weakly dependent random processes, the ”main
mass” of correlation is concentrated in an ε-area around the diagonal {(y′1, y′2) ∈
R2 : y′1 = y
′
2}. For the sake of shorter notation we will omit primes and write
after the transformation y1 for y
′
1 and analogously.
Vector Case
If ( εfi), ε > 0, i = 1, 2, are families of R
n- or Cn-valued random processes and
Qi, i = 1, 2, are deterministic matrix functions then
εri(ω) =
∫
Di
Qi(yi)
εfi(yi, ω) dyi, i = 1, 2,
Di ⊂ R, define random vectors. For the corresponding covariance matrix we seek
asymptotic expansions as ε→ 0. It holds
E{ εr1 εr∗2} =
∫
D1
∫
D2
Q1(y1)E{ εf1(y1) εf ∗2 (y2)}Q∗2(y2) dy2 dy1
=
∫
D1
∫
D2
Q1(y1)R εf1εf2(y2 − y1)Q∗2(y2) dy2 dy1
= ε
∫ ∫
εD′
Q1(y
′
1)R εf1εf2(εy
′
2)Q
∗
2(y
′
1 + εy
′
2) dy
′
1 dy
′
2. (3.6)
3.2.1 Real Axes as Domains of Integration
First we consider integrals of the kind
εri(ω) =
∫ ∞
−∞
Qi(yi)
εfi(yi, ω) dyi, ε > 0, i = 1, 2. (3.7)
Hence the domains of integration are Di = R, i = 1, 2, and in (3.5) and (3.6) we
have εD′ = R2.
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Real Case
In the case of real processes it holds
E{ εr1 εr2} = ε
∫ ∞
−∞
∫ ∞
−∞
Q1(y1)Q2(y1 + εy2)R εf1εf2(εy2) dy2 dy1.
Validity of condition QA for Q2 on R yields
Q2(y1 + εy2) =
N∑
j=0
Q
(j)
2 (y1)
j!
(εy2)
j + ρ˜Q2,N+1(y1, εy2)
with
ρ˜Q2,N+1(y1, εy2) =
1
N !
∫ y1+εy2
y1
Q
(N+1)
2 (v)(y1 + εy2 − v)N dv,
thus
E{ εr1 εr2} =
N∑
j=0
εj+1
j!
∫ ∞
−∞
Q1(y1)Q
(j)
2 (y1) dy1
∫ ∞
−∞
yj2R εf1εf2(εy2) dy2
+ ε
∫ ∞
−∞
∫ ∞
−∞
Q1(y1)ρ˜Q2,N+1(y1, εy2)R εf1εf2(εy2) dy2 dy1.
From Taylor expansion (3.3) of Kj(ε) with respect to ε (which is possible in view
of assumption RA) we get
E{ εr1 εr2} =
N∑
j=0
N−j∑
k=0
εk+j+1
j!
aj,k
∫ ∞
−∞
Q1(y)Q
(j)
2 (y) dy
+
N∑
j=0
εj+1
j!(N − j)!
∫ ∞
−∞
Q1(y)Q
(j)
2 (y) dy
∫ ε
0
K
(N−j+1)
j (v)(ε− v)N−j dv
+
ε
N !
∫ ∞
−∞
∫ ∞
−∞
∫ y1+εy2
y1
Q1(y1)Q
(N+1)
2 (v)(y1 + εy2 − v)NR εf1εf2(εy2) dv dy2 dy1.
Theorem 33 Assuming QA and RA of order N it holds for (3.7)
E{ εr1 εr2} =
N∑
j=0
εj+1
j∑
k=0
aj−k,k
(j − k)!
∫ ∞
−∞
Q1(y)Q
(j−k)
2 (y) dy + ρN+1(ε)
with remainder term
ρN+1(ε) =
N∑
j=0
εj+1
j!(N − j)!
∫ ∞
−∞
Q1(y)Q
(j)
2 (y) dy
∫ ε
0
K
(N−j+1)
j (v)(ε− v)N−j dv
+
ε
N !
∫ ∞
−∞
∫ ∞
−∞
∫ y1+εy2
y1
Q1(y1)Q
(N+1)
2 (v)(y1 + εy2 − v)NR εf1εf2(εy2) dv dy2 dy1.
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If additionally for the family of random functions assumption RR is valid, it holds
E{ εr1 εr2} =
N∑
j=0
εj+1
aj,0
j!
∫ ∞
−∞
Q1(y)Q
(j)
2 (y) dy + ρN+1(ε)
with aj,0 =
∫ ∞
−∞
yjR(y) dy and remainder term
ρN+1(ε) =
ε
N !
∫ ∞
−∞
∫ ∞
−∞
∫ y1+εy2
y1
Q1(y1)Q
(N+1)
2 (v)(y1 + εy2 − v)NR(y2) dv dy2 dy1.
If we consider variances of random variables
εr =
∫ ∞
−∞
Q(y) εf(y) dy,
i.e. in case of Q1 = Q2 = Q,
εf1 =
εf2 =
εf we find assuming the regularity
condition RR
E{ εr2} = ε
∫ ∞
−∞
∫ ∞
−∞
Q(y1)Q(y1 + εy2)R(y2) dy1 dy2
= ε
∫ ∞
−∞
φ(εy2)R(y2) dy2
with the auxilary function
φ(v) =
∫ ∞
−∞
Q(y1)Q(y1 + v) dy1.
Corollary 34 For the variances of the family of random variables εr, ε > 0 it
follows under assumption RR
E{ εr2} =
N∑
j=0,j even
εj+1
j!
qjµj + ρN+1(ε),
where
qj =
∫ ∞
−∞
Q(y)Q(j)(y) dy
and
µj =
∫ ∞
−∞
yjR(y) dy
are the correlation moments corresponding to the generating correlation function
R. The remainder term reads as
ρN+1(ε) =
ε
N !
∫ ∞
−∞
∫ ∞
−∞
∫ y1+εy2
y1
Q(y1)Q
(N+1)(v)(y1 + εy2 − v)NR(y2) dv dy2 dy1.
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One sees that in this expansion only odd powers of ε and correspondingly even
ordinary correlation moments play a role.
It is also clear from the derivation that smoothness is used here only for Q2.
For the quantities qj, j = 0, . . . , N, which do not depend on the random processes
( εf), ε > 0, partial integration gives in view of assumption QA
qj =
∫ ∞
−∞
Q(y)Q(j)(y) dy =
[
Q(y)Q(j−1)(y)
]y→∞
y→−∞ −
∫ ∞
−∞
Q′(y)Q(j−1)(y) dy
= −
∫ ∞
−∞
Q′(y)Q(j−1)(y) dy = . . . = (−1)k
∫ ∞
−∞
Q(k)(y)Q(j−k)(y) dy
for k = 0, . . . , j, especially
q2k = (−1)k
∫ ∞
−∞
[Q(k)(y)]2 dy, k = 0, . . . ,
[
N
2
]
,
q2k+1 = (−1)2k+1q2k+1 = 0, k = 0, . . . ,
[
N − 1
2
]
.
Analogously in the general case integrals
∫ ∞
−∞
Q1(y)Q
(j)
2 (y) dy can be rewritten.
The remainder terms in the expansions can be estimated using various assump-
tions. So one finds with (3.2) for
ρR :=
ε
N !
∫ ∞
−∞
∫ ∞
−∞
∫ y1+εy2
y1
Q1(y1)Q
(N+1)
2 (v)(y1 + εy2 − v)NR εf1εf2(εy2) dv dy2 dy1
the following estimates
|ρR| ≤ εN+22 cQ2,0,N+1 cR,0
cN+2R,e
∫ ∞
−∞
|Q1(y)| dy under ass. QB and RE,
|ρR| ≤ εN+24 cQ1,0,0 cQ2,0,N+1 cR,0
cQ1,e,0 c
N+2
R,e
under ass. QE and RE,
|ρR| ≤ εN+22 cQ2,0,N+1 cR,0
(N + 2)!
∫ ∞
−∞
|Q1(y)| dy under ass. QB and RB,
|ρR| ≤ εN+24 cQ1,0,0 cQ2,0,N+1 cR,0
(N + 2)! cQ1,e,0
under ass. QE and RB.
Analogously for the remainder terms
ρKj :=
εj+1
j! (N − j)!
∫ ∞
−∞
Q1(y)Q
(j)
2 (y) dy
∫ ε
0
K
(N−j+1)
j (v)(ε− v)N−j dv
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one calculates
ρKj ≤ εN+2
cKj ,N−j+1
j! (N − j + 1)!
∫ ∞
−∞
|Q1(y)Q(j)2 (y)| dy under ass. QA and RA,
ρKj ≤ εN+2
2 cKj,N−j+1 cQ1,0,0 cQ2,0,j
j! (N − j + 1)! (cQ1,e,0 + cQ2,e,j)
under ass. QE and RA.
Example 1 Let us calculate the asymptotic expansion for the variances of the
random variables εr =
∫∞
−∞Q(y)
εf(y) dy under condition RR. Taking the function
Q(y) = exp
(
−y2
2
)
it holds
Q(j)(y) = (−1)jHj(y) exp
(
−y
2
2
)
, j ∈ N0,
where Hj(·) denote the Hermite polynomial with degree j. For these polynomials
one has
Hj(y) = (−1)j exp
(
y2
2
)
dj
dtj
exp
(
−y
2
2
)
(see e.g. [1], formula 22.11.8., there they are denoted by Hej(·)). Since it holds
for H2k(·) (see [1], formula 22.3.11)
H2k(y) =
k∑
j=0
(−1)j (2k)!
2jj!(2k − 2j)!y
2(k−j)
and using ∫ ∞
−∞
y2m exp
(−y2) dy = √π (2m)!
22mm!
, m ∈ N0,
one gets
q2k =
∫ ∞
−∞
H2k(y) exp
(
−y
2
2
)
exp
(
−y
2
2
)
dy = (−1)k√π (2k − 1)!!
2k
.
Hence for arbitrary N ∈ N0
E{ εr2} = √π
N∑
j=0
(−1)j
4jj!
µ2jε
2j+1 + ρ2N+1(ε).
Estimation 22.14.17 in [1] then yields
|ρ2N+1(ε)| ≤ c
√
(2ε2)N
(N + 1)!
, N ∈ N0,
with some constant c > 0, thus the series converges for all ε > 0 and it is valid
E{ εr2} = √π
∞∑
j=0
(−1)j
4jj!
µ2jε
2j+1.
♦
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Vector Case
In the vector case analogous formulae for the expansions and estimates hold, here
the noncommutativity of matrix multiplication has to be taken into account.
For the covariance matrix one has exactly
E{ εr1 εr∗2} = ε
∫ ∞
−∞
∫ ∞
−∞
Q1(y1)R εf1εf2(εy2)Q
∗
2(y1 + εy2) dy2 dy1.
The same calculations as in the real case lead to the following result.
Theorem 35 Assuming conditions QA and RA of order N it holds for random
vectors given in (3.7)
E{ εr1 εr∗2} =
N∑
j=0
εj+1
j∑
k=0
1
(j − k)!
∫ ∞
−∞
Q1(y) aj−k,kQ
(j)∗
2 (y) dy + ρN+1(ε)
where the aj,k are defined in (3.3) and
ρN+1(ε) =
N∑
j=0
εj+1
j!(N − j)!
∫ ∞
−∞
∫ ε
0
Q1(y)K
(N−j+1)
j (v)(ε− v)N−jQ(j) ∗2 (y) dv dy
+
ε
N !
∫ ∞
−∞
∫ ∞
−∞
∫ y1+εy2
y1
Q1(y1)R εf1εf2(εy2)Q
(N+1) ∗
2 (v)(y1 + εy2 − v)N dv dy2 dy1.
If additionally for the family of random vector functions assumption RR holds,
it follows
E{ εr1 εr∗2} =
N∑
j=0
εj+1
1
j!
∫ ∞
−∞
Q1(y) aj,0Q
(j)∗
2 (y) dy + ρN+1(ε)
with aj,0 =
∫ ∞
−∞
yjR(y) dy and the remainder term
ρN+1(ε) =
ε
N !
∫ ∞
−∞
∫ ∞
−∞
∫ y1+εy2
y1
Q1(y1)R(y2)Q
(N+1)∗
2 (v)(y1 + εy2 − v)N dv dy2 dy1.
Corollary 36 For the covariance matrices of the family of random vectors
εr =
∫ ∞
−∞
Q(y) εf(y) dy
it follows under assumptions RR and QA
E{ εr εr∗} =
N∑
j=0
εj+1
j!
qj + ρN+1(ε),
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where
qj =
∫ ∞
−∞
Q(y)µjQ
(j)∗(y) dy
and
µj =
∫ ∞
−∞
yjR(y) dy
are the matrix correlation moments corresponding to the generating matrix cor-
relation function R. The remainder term reads as
ρN+1(ε) =
ε
N !
∫ ∞
−∞
∫ ∞
−∞
∫ y1+εy2
y1
Q(y1)R(y2)Q
(N+1)∗(v)(y1 + εy2 − v)N dv dy2 dy1.
Here all powers of ε occur in the expansion, due to possible cross-correlations.
Partial integration gives for the quantities qj , j = 0, . . . , N,
qj = (−1)k
∫ ∞
−∞
Q(k)(y)µjQ
(j−k)∗(y) dy
for k = 0, . . . , j, especially
q2k = (−1)k
∫ ∞
−∞
Q(k)(y)µ2kQ
(k)∗(y) dy, k = 0, . . . ,
[
N
2
]
,
q2k+1 = (−1)k+1
∫ ∞
−∞
Q(k+1)(y)µ2k+1Q
(k)∗(y) dy, k = 0, . . . ,
[
N − 1
2
]
.
Estimation of the remainder terms gives the same results as for the real case (now
in terms of matrix norms).
3.2.2 Halfaxes as Domains of Integration
Now random integral functionals
εri(ω) =
∫ ∞
0
Qi(yi)
εfi(yi, ω) dyi, i = 1, 2, (3.8)
are investigated. Hence the domains of integration are Di = R+ and in (3.5) and
(3.6) we have a more complicated transformed domain of integration
εD′ = {(y′1, y′2) ∈ R2 : if −∞ < y′2 ≤ 0 : y′1 ≥ −εy′2; if 0 ≤ y′2 <∞ : y′1 ≥ 0}.
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Real Case
From (3.5) it follows (writing again yi instead of y
′
i etc.)
E{ εr1 εr2} = ε
∫ 0
−∞
∫ ∞
−εy2
Q1(y1)Q2(y1 + εy2)R εf1εf2(εy2) dy1 dy2
+ ε
∫ ∞
0
∫ ∞
0
Q1(y1)Q2(y1 + εy2)R εf1εf2(εy2) dy1 dy2 (3.9)
= ε
∫ 0
−∞
∫ ∞
0
Q1(y1 − εy2)Q2(y1)R εf1εf2(εy2) dy1 dy2
+ ε
∫ ∞
0
∫ ∞
0
Q1(y1)Q2(y1 + εy2)R εf1εf2(εy2) dy1 dy2.
Inserting Taylor expansions for Q1 and Q2 assumption QA with order N gives
E{ εr1 εr2} =
N∑
j=0
εj+1
j!
{
(−1)j
∫ 0
−∞
yj2R εf1εf2(εy2) dy2
∫ ∞
0
Q
(j)
1 (y1)Q2(y1) dy1
+
∫ ∞
0
yj2R εf1εf2(εy2) dy2
∫ ∞
0
Q1(y1)Q
(j)
2 (y1) dy1
}
+ ε
{∫ 0
−∞
∫ ∞
0
ρ˜Q1,N+1(y1,−εy2)Q2(y1)R εf1εf2(εy2) dy1 dy2
+
∫ ∞
0
∫ ∞
0
Q1(y1)ρ˜Q2,N+1(y1, εy2)R εf1εf2(εy2) dy1 dy2
}
.
Assuming condition RA the expansions
K−j (ε) =
∫ 0
−∞
yj2R εf1εf2(εy2) dy2 =
N−j∑
k=0
aj,k,−εk + ρ˜K−j ,N−j+1(ε), (3.10)
K+j (ε) =
∫ ∞
0
yj2R εf1εf2(εy2) dy2 =
N−j∑
k=0
aj,k,+ε
k + ρ˜K+j ,N−j+1(ε) (3.11)
can be used to obtain
E{ εr1 εr2} =
N∑
j=0
εj+1
j!
{
(−1)j
N−j∑
k=0
aj,k,−ε
k
∫ ∞
0
Q
(j)
1 (y1)Q2(y1) dy1
+
N−j∑
k=0
aj,k,+ε
k
∫ ∞
0
Q1(y1)Q
(j)
2 (y1) dy1
}
+ ρN+1(ε).
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Theorem 37 Assuming QA and RA of order N for (3.8) it holds
E{ εr1 εr2} =
N∑
j=0
εj+1
j∑
k=0
1
(j − k)!
{
(−1)j−kaj−k,k,−
∫ ∞
0
Q
(j−k)
1 (y)Q2(y) dy
+ aj−k,k,+
∫ ∞
0
Q1(y)Q
(j−k)
2 (y) dy
}
+ ρN+1(ε)
with
ρN+1(ε) =
N∑
j=0
εj+1
j!
{
(−1)j ρ˜K−j ,N−j+1(ε)
∫ ∞
0
Q
(j)
1 (y)Q2(y) dy
+ ρ˜K+j ,N−j+1(ε)
∫ ∞
0
Q1(y)Q
(j)
2 (y) dy
}
+ ε
{∫ 0
−∞
∫ ∞
0
ρ˜Q1,N+1(y1,−εy2)Q2(y1)R εf1εf2(εy2) dy1 dy2
+
∫ ∞
0
∫ ∞
0
Q1(y1)ρ˜Q2,N+1(y1, εy2)R εf1εf2(εy2) dy1 dy2
}
.
If additionally assumption RR is valid we have
E{ εr1 εr2} =
N∑
j=0
εj+1
j!
{
(−1)j
∫ 0
−∞
yjR(y) dy
∫ ∞
0
Q
(j)
1 (y)Q2(y) dy
+
∫ ∞
0
yjR(y) dy
∫ ∞
0
Q1(y)Q
(j)
2 (y) dy
}
+ ρN+1(ε)
with
ρN+1(ε) = ε
{∫ 0
−∞
∫ ∞
0
ρ˜Q1,N+1(y1,−εy2)Q2(y1)R(y2) dy1 dy2
+
∫ ∞
0
∫ ∞
0
Q1(y1)ρ˜Q2,N+1(y1, εy2)R(y2) dy1 dy2
}
.
In this theorem the crosscorrelation function is not symmetric in general. If we
work with variances for a family of random variables, hence with autocorrelation
functions of stationary processes the formula can be simplified. So it holds for
random variables εr =
∫∞
0
Q(y) εf(y) dy, i.e. in case of Q1 = Q2 = Q,
εf1 =
εf2 =
εf
E{ εr2} = 2ε
∫ ∞
0
∫ ∞
0
Q(y1)Q(y1 + εy2)R(y2) dy1 dy2
= 2ε
∫ ∞
0
φ(εy2)R(y2) dy2
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with the auxilary function
φ(v) =
∫ ∞
0
Q(y1)Q(y1 + v) dy1, v ≥ 0.
Corollary 38 For the variances of the random variables εr it follows
E{ εr2} =
N∑
j=0
εj+1
j!
νjqj + ρN+1(ε),
with
νj =
∫ ∞
−∞
|y|jR(y) dy = 2
∫ ∞
0
yjR(y) dy,
qj :=
∫ ∞
0
Q(y)Q(j)(y) dy,
ρN+1(ε) = 2ε
∫ ∞
0
∫ ∞
0
ρ˜Q,N+1(y1, εy2)Q(y1)R(y2) dy1 dy2.
Comparing this result with the expansion for integrals over R we see that here
absolute correlation moments and in general all powers of ε occur.
If the functions Q1 and Q2 satisfies condition QA with order N − 1 only we can
apply Taylor expansion in (3.9) directly to the functions
φ1(εy2) =
∫ ∞
−εy2
Q1(y1)Q2(y1 + εy2) dy1, y2 ≤ 0,
φ2(εy2) =
∫ ∞
εy2
Q1(y1 − εy2)Q2(y1) dy1, y2 ≥ 0.
In virtue of condition QA one calculates
qj =
∫ ∞
0
Q(j)(y)Q(y) dy =
[
Q(j−1)(y)Q(y)
]y→∞
y=0
−
∫ ∞
0
Q(j−1)(y)Q′(y) dy
= −Q(j−1)(0)Q(0)−
∫ ∞
0
Q(j−1)(y)Q′(y) dy = . . .
=
k−1∑
l=0
(−1)l+1Q(j−1−l)(0)Q(l)(0) + (−1)k
∫ ∞
0
Q(j−k)(y)Q(k)(y) dy, k = 1, . . . , j,
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hence
q2k =
k−1∑
l=0
(−1)l+1Q(2k−1−l)(0)Q(l)(0) + (−1)k
∫ ∞
0
[Q(k)(y)]2 dy, k = 0, . . . ,
[
N
2
]
,
q2k+1 =
k−1∑
l=0
(−1)l+1Q(2k−l)(0)Q(l)(0) + (−1)k
∫ ∞
0
Q(k+1)(y)Q(k)(y) dy
=
k−1∑
l=0
(−1)l+1Q(2k−l)(0)Q(l)(0) + (−1)
k+1
2
[Q(k)(0)]2, k = 0, . . . ,
[
N − 1
2
]
.
Therefore the first values qj are
q0 =
∫ ∞
0
[Q(y)]2 dy,
q1 = −1
2
[Q(0)]2,
q2 = −Q(0)Q′(0)−
∫ ∞
0
[Q′(y)]2 dy,
q3 = −Q(0)Q′′(0) + 1
2
[Q′(0)]2.
The remainder terms in the expansions can be estimated as before using various
assumptions. So one finds with (3.2) for
ρR := ε
{∫ 0
−∞
∫ ∞
0
ρ˜Q1,N+1(y1,−εy2)Q2(y1)R εf1εf2(εy2) dy1 dy2
+
∫ ∞
0
∫ ∞
0
Q1(y1)ρ˜Q2,N+1(y1, εy2)R εf1εf2(εy2) dy1 dy2
}
the following estimates
|ρR| ≤ εN+2 cR,0
cN+2R,e
{
cQ1,0,N+1
∫ ∞
0
|Q2(y)| dy + cQ2,0,N+1
∫ ∞
0
|Q1(y)| dy
}
under ass. QB and RE,
|ρR| ≤ εN+2 cR,0
cN+2R,e
{
cQ1,0,N+1cQ2,0,0
cQ2,e,0
+
cQ2,0,N+1cQ1,0,0
cQ1,e,0
}
under ass. QE and RE,
|ρR| ≤ εN+2 cR,0
(N + 2)!
{
cQ1,0,N+1
∫ ∞
0
|Q2(y)| dy + cQ2,0,N+1
∫ ∞
0
|Q1(y)| dy
}
under ass. QB and RB,
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|ρR| ≤ εN+2 cR,0
(N + 2)!
{
cQ1,0,N+1cQ2,0,0
cQ2,e,0
+
cQ2,0,N+1cQ1,0,0
cQ1,e,0
}
under ass. QE and RB.
Analogously for the remainder terms
ρKj :=
εj+1
j!
{
(−1)j ρ˜K−j ,N−j+1(ε)
∫ ∞
0
Q
(j)
1 (y)Q2(y) dy
+ ρ˜K+j ,N−j+1(ε)
∫ ∞
0
Q1(y)Q
(j)
2 (y) dy
}
one calculates assuming QA and RA
|ρKj | ≤
εN+2
j! (N − j + 1)!
{
cK−j ,N−j+1
∫ ∞
0
|Q(j)1 (y)Q2(y)| dy
+cK+j ,N−j+1
∫ ∞
0
|Q1(y)Q(j)2 (y)| dy
}
,
whereas assuming QE and RA one finds
|ρKj | ≤
εN+2
j! (N − j + 1)!
{cK−j ,N−j+1cQ1,0,jcQ2,0,0
cQ1,e,j + cQ2,e,0
+
cK+j ,N−j+1cQ1,0,0cQ2,0,j
cQ1,e,0 + cQ2,e,j
}
.
Example 2 Let be Q(y) = exp(−γy), γ > 0, y ∈ R+, and consider the asymp-
totic expansion for the variances of the random variables εr =
∫∞
0
Q(y) εf(y) dy.
Then it holds
Q(j)(y) = (−1)jγj exp(−γy)
and so qj =
(−1)j
2
γj−1. For the remainder term one calculates for y1, y2 ≥ 0
ρ˜Q,N+1(y1, εy2) =
(−γ)N+1
N !
e−γ(y1+εy2)
∫ εy2
0
eγvvN dv,
hence
|ρ˜Q,N+1(y1, εy2)| ≤ (γεy2)
N+1
(N + 1)!
e−γy1 ,
thus it holds
|ρN+1(ε)| ≤ εN+2γ
NcR,0
cN+2R,e
, under ass. RE and
|ρN+1(ε)| ≤ εN+2 γ
NcR,0
(N + 1)!
, under ass. RB.
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It follows that in the last case the series converges for all ε > 0, i.e.
E{ εr2} =
∞∑
j=0
(−1)jγj−1
2j!
νjε
j+1.
♦
If in (3.8) both integrals are of the kind∫ ∞
ai
Qi(yi)
εfi(yi) dyi or
∫ ai
−∞
Qi(yi)
εfi(yi) dyi
with a1, a2 ∈ R then the computation can formally be reduced to the pre-
vious given. This is possible because for a vector-valued stationary process
((f1(s), f2(s)), s ∈ R) also the transformed processes ((f1(−s), f2(−s)), s ∈ R)
and ((f1(s+ a1), f2(s+ a2)), s ∈ R) are vector-valued stationary processes. Here
of course conditions RA etc. have to be imposed on the corresponding transformed
correlation functions. Another possibility to deal with such cases is described ex-
emplarily in Section 3.4. A slightly different situation arises in the case of a
product of random variables of the kind∫ a1
−∞
Q1(y1)
εf1(y1) dy1
∫ ∞
a2
Q2(y2)
εf2(y2) dy2.
It can formally be reduced to the product
εr1
εr2 =
∫ 0
−∞
Q1(y1)
εf1(y1) dy1
∫ ∞
0
Q2(y2)
εf2(y2) dy2.
The corresponding asymptotic expansion for the corresponding moment can be
found as follows. Using the same transformation of variables of integration one
gets
E{ εr1 εr2} =
∫ 0
−∞
∫ ∞
0
Q1(y1)Q2(y2)R εf1εf2(y2 − y1) dy1 dy2
= ε
∫ ∞
0
∫ 0
−εy2
Q1(y1)Q2(y1 + εy2)R εf1εf2(εy2) dy1 dy2
= ε
∫ ∞
0
R εf1εf2(εy2)
∫ 0
−εy2
Q1(y1)Q2(y1 + εy2) dy1 dy2.
Considering for nonnegative values z the auxilary function
φ(z) =
∫ 0
−z
Q1(y)Q2(y + z) dy
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it holds (assuming again RA)
φ(z) =
N∑
j=0
φ(j)(0)
zj
j!
+
1
N !
∫ z
0
φ(N+1)(v)(z − v)N dv,
furthermore
φ(0) = 0,
φ′(z) =
∫ 0
−z
Q1(y)Q
′
2(y + z) dy +Q1(−z)Q2(0),
φ′(0) = Q1(0)Q2(0),
φ′′(z) =
∫ 0
−z
Q1(y)Q
′′
2(y + z) dy +Q1(−z)Q′2(0)−Q′1(−z)Q2(0),
φ′′(0) = Q1(0)Q′2(0)−Q′1(0)Q2(0),
. . .
φ(j)(z) =
∫ 0
−z
Q1(y)Q
(j)
2 (y + z) dy +
j−1∑
l=0
(−1)lQ(l)1 (−z)Q(j−1−l)2 (0),
φ(j)(0) =: qj =
j−1∑
l=0
(−1)lQ(l)1 (0)Q(j−1−l)2 (0), j ∈ N.
Hence
E{ εr1 εr2} =
N∑
j=1
εj+1
j!
qj
∫ ∞
0
yj2R εf1εf2(εy2) dy2 + ρ˜R,N+1(ε)
with
ρ˜R,N+1(ε) =
ε
N !
∫ ∞
0
∫ εy2
0
R εf1εf2(εy2)φ
(N+1)(v)(εy2 − v)N dv dy2.
Applying now assumption RA we find analogously to the previous case
E{ εr1 εr2} =
N∑
j=1
εj+1
j∑
k=0
qj−kaj−k,k,+
(j − k)! + ρN+1(ε)
with
qj =
j−1∑
l=0
(−1)lQ(l)1 (0)Q(j−1−l)2 (0)
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and remainder term
ρN+1(ε) =
N∑
j=1
εj+1
j!
qj ρ˜K+j ,N−j+1(ε) + ρ˜R,N+1(ε).
We remark that the first term in this expansion is of order ε2 and not of order ε.
Assuming additionally condition RR we get
E{ εr1 εr2} =
N∑
j=1
εj+1
j!
ν+j qj + ρN+1(ε)
with
ν+j =
∫ ∞
0
yjR(y) dy, and
and
ρN+1(ε) =
ε
N !
∫ ∞
0
∫ εy2
0
R(y2)φ
(N+1)(v)(εy2 − v)N dv dy2.
Vector-Valued Case
For random vectors with corresponding integral representations we derive analo-
gously the following result.
Theorem 39 Considering random vectors (3.8) it holds assuming QA and RA
with order N
E{ εr1 εr∗2} =
N∑
j=0
εj+1
j∑
k=0
1
(j − k)!
{
(−1)j−k
∫ ∞
0
Q
(j−k)
1 (y)aj−k,k,−Q
∗
2(y) dy
+
∫ ∞
0
Q1(y)aj−k,k,+Q
(j−k)∗
2 (y) dy
}
+ ρN+1(ε)
with
ρN+1(ε) =
N∑
j=0
εj+1
j!
{
(−1)j
∫ ∞
0
Q
(j)
1 (y)ρ˜K−j ,N−j+1(ε)Q
∗
2(y) dy
+
∫ ∞
0
Q1(y)ρ˜K+j ,N−j+1(ε)Q
(j)∗
2 (y) dy
}
+ ε
{∫ 0
−∞
∫ ∞
0
ρ˜Q1,N+1(y1,−εy2)R εf1εf2(εy2)Q∗2(y1) dy1 dy2
+
∫ ∞
0
∫ ∞
0
Q1(y1)R εf1εf2(εy2)ρ˜Q∗2,N+1(y1, εy2) dy1 dy2
}
.
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Assuming additionally RR this gives
E{ εr1 εr∗2} =
N∑
j=0
εj+1
j!
{
(−1)j
∫ ∞
0
Q
(j)
1 (y)ν
−
j Q
∗
2(y) dy
+
∫ ∞
0
Q1(y)ν
+
j Q
(j)∗
2 (y) dy
}
+ ρN+1(ε).
In the special case Q1 = Q2 = Q,
εf1 =
εf2 =
εf it follows
E{ εr εr∗} =
N∑
j=0
εj+1
j!
(
qj + q
∗
j
)
+ ρN+1(ε)
with
qj =
∫ ∞
0
Q(y)ν+j Q
(j)∗(y) dy.
Partial integration gives for these matrices and k = 1, . . . , j
qj =
k−1∑
l=0
(−1)l+1Q(l)(0)ν+j Q(j−1−l)∗(0) + (−1)k
∫ ∞
0
Q(k)(y)ν+j Q
(j−k)∗(y) dy,
especially
q2k =
k−1∑
l=0
(−1)l+1Q(l)(0)ν+2kQ(2k−1−l)∗(0)
+ (−1)k
∫ ∞
0
Q(k)(y)ν+2kQ
(k)∗(y) dy, k = 0, . . . ,
[
N
2
]
,
q2k+1 =
k−1∑
l=0
(−1)l+1Q(l)(0)ν+2k+1Q(2k−l)∗(0)
+ (−1)k
∫ ∞
0
Q(k)(y)ν+2k+1Q
(k+1)∗(y) dy, k = 0, . . . ,
[
N − 1
2
]
.
3.2.3 Finite Intervals as Domains of Integration
Now integrals
εri(ω) =
∫ bi
ai
Qi(yi)
εf(yi, ω) dyi, i = 1, 2, (3.12)
with finite values ai, bi ∈ R, ai < bi, are investigated, i.e. Di = [ai, bi ]. For
simplicity first identical domains of integration are taken, after that the case of
distinct integration intervals Di is considered.
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Real Case, Coinciding Intervals
If a1 = a2 = a, b1 = b2 = b after substituting the variables of integration we have
in (3.5) and (3.6) a domain of integration εD′ ⊂ R2 being a parallelogramm with
vertices at (a, 0), (a, b−a
ε
), (b, a−b
ε
), (b, 0). It holds
E{ εr1 εr2} =
∫ b
a
∫ b
a
Q1(y1)Q2(y2)R εf1εf2(y2 − y1) dy1 dy2
= ε
∫ 0
a−b
ε
∫ b
a−εy2
Q1(y1)Q2(y1 + εy2)R εf1εf2(εy2) dy1 dy2
+ ε
∫ b−a
ε
0
∫ b−εy2
a
Q1(y1)Q2(y1 + εy2)R εf1εf2(εy2) dy1 dy2.
Introducing the auxilary functions
φ1(z) =
∫ b
a−z
Q1(y)Q2(y + z) dy, z ∈ [a− b, 0],
φ2(z) =
∫ b−z
a
Q1(y)Q2(y + z) dy, z ∈ [0, b− a],
we find by virtue of assumption QA
φi(z) =
N∑
j=0
1
j!
φ
(j)
i (0)z
j + ρ˜φi,N+1(z)
with remainder term
ρ˜φi,N+1(z) =
1
N !
∫ z
0
φ
(N+1)
i (v)(z − v)N dv, i = 1, 2,
where φ
(j)
i (0) denote one-sided derivatives. Thus
E{ εr1 εr2} =
N∑
j=0
εj+1
j!
{
φ
(j)
1 (0)
∫ 0
a−b
ε
yjR εf1εf2(εy) dy + φ
(j)
2 (0)
∫ b−a
ε
0
yjR εf1εf2(εy) dy
}
+ ε
{∫ 0
a−b
ε
ρ˜φ1,N+1(εy)R εf1εf2(εy) dy +
∫ b−a
ε
0
ρ˜φ2,N+1(εy)R εf1εf2(εy) dy
}
.
The derivatives of the auxilary functions can easily be calculated as
φ
(j)
1 (z) =
∫ b
a−z
Q1(y)Q
(j)
2 (y + z) dy +
j−1∑
l=0
(−1)lQ(l)1 (a− z)Q(j−1−l)2 (a),
φ
(j)
2 (z) =
∫ b−z
a
Q1(y)Q
(j)
2 (y + z) dy −
j−1∑
l=0
(−1)lQ(l)1 (b− z)Q(j−1−l)2 (b),
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hence
φ
(j)
1 (0) =
∫ b
a
Q1(y)Q
(j)
2 (y) dy +
j−1∑
l=0
(−1)lQ(l)1 (a)Q(j−1−l)2 (a),
φ
(j)
2 (0) =
∫ b
a
Q1(y)Q
(j)
2 (y) dy −
j−1∑
l=0
(−1)lQ(l)1 (b)Q(j−1−l)2 (b).
Instead of the basic assumption RA we assume now that the following slightly
changed condition RA∗ is valid.
K˜−j (ε) :=
∫ 0
a−b
ε
yjR εf1εf2(εy) dy =
N−j∑
k=0
aj,k,−εk + ρ˜K˜−j ,N−j+1(ε)
K˜+j (ε) :=
∫ b−a
ε
0
yjR εf1εf2(εy) dy =
N−j∑
k=0
aj,k,+ε
k + ρ˜K˜+j ,N−j+1(ε).
If the stronger assumption RE is imposed we find for all m ∈ N0 and all j =
0, . . . , N,
lim
ε→0
1
εm
∫ ∞
b−a
ε
yj|R εf1εf2(εy)| dy ≤ lim
ε→0
cR,0
εm
∫ ∞
b−a
ε
yj exp(−cR,ey) dy
and with a suitable constant c˜ such that
cR,0y
j exp(−cR,ey) ≤ c˜ exp
(
−cR,e
2
y
)
for y ≥ 0
it follows
lim
ε→0
1
εm
∫ ∞
b−a
ε
yj|R εf1εf2(εy)| dy ≤ lim
ε→0
c˜
εm
∫ ∞
b−a
ε
exp
(
−cR,e
2
y
)
= 0,
and analogously, hence coefficients aj,k,− and aj,k,+ can be defined from K−j and
K+j instead of K˜
−
j and K˜
+
j , respectively, i.e. conditions RA and RE imply RA
∗.
Summarizing we get the following result.
Theorem 40 Assuming QA and RA∗ it holds for random variables (3.12)
E{ εr1 εr2} =
N∑
j=0
εj+1
j∑
k=0
φ
(j−k)
1 (0)aj−k,j,− + φ
(j−k)
2 (0)aj−k,j,+
(j − k)! + ρN+1(ε)
with remainder term
ρN+1(ε) =
N∑
j=0
εj+1
j!
{
φ
(j)
1 (0)ρ˜K˜−j ,N−j+1(ε) + φ
(j)
2 (0)ρ˜K˜+j ,N−j+1(ε)
}
+ ε
{∫ 0
a−b
ε
ρ˜φ1,N+1(εy)R εf1εf2(εy) dy +
∫ b−a
ε
0
ρ˜φ2,N+1(εy)R εf1εf2(εy) dy
}
.
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Under assumptions QA, RE and RR we have the expansion
E{ εr1 εr2} =
N∑
j=0
εj+1
j!
{
φ
(j)
1 (0)ν
−
j + φ
(j)
2 (0)ν
+
j
}
+ ρN+1(ε)
with
ρN+1(ε) = ε
{∫ 0
a−b
ε
ρ˜φ1,N+1(εy)R(y) dy+
∫ b−a
ε
0
ρ˜φ2,N+1(εy)R(y) dy
}
and
ν−j =
∫ 0
−∞
yjR(y) dy, ν+j =
∫ ∞
0
yjR(y) dy.
The asymptotic expansion can be simplified if variances of a family of random
variables εr =
∫ b
a
Q(y) εf(y) dy, i.e. if Q1 = Q2 = Q,
εf1 =
εf2 =
εf , are consid-
ered. In this case the exact relation is
E{ εr2} = 2ε
∫ b−a
ε
0
∫ b−εy2
a
Q(y1)Q(y1 + εy2)R(y2) dy1 dy2
= 2ε
∫ b−a
ε
0
φ(εy2)R(y2) dy2
with the auxilary function
φ(z) =
∫ b−z
a
Q(y1)Q(y1 + z) dy1, z ∈ [0, b− a].
Corollary 41 Investigating variances of random variables εr it follows assuming
QA, RE and RR
E{ εr2} =
N∑
j=0
εj+1
j!
φ(j)(0)νj + ρN+1(ε)
with
νj =
∫ ∞
−∞
|y|jR(y) dy,
and remainder term
ρN+1(ε) = 2ε
∫ b−a
ε
0
ρ˜φ,N+1(εy)R(y) dy.
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For the values φ(j)(z) one finds in this case
φ(j)(z) =
∫ b−z
a
Q(y)Q(j)(y + z) dz −
j−1∑
l=0
(−1)lQ(l)(b− z)Q(j−1−l)(b),
φ(j)(0) =
∫ b
a
Q(y)Q(j)(y) dz −
j−1∑
l=0
(−1)lQ(l)(b)Q(j−1−l)(b),
especially
φ(2k)(0) =
∫ b
a
Q(y)Q(2k)(y) dy, k = 0, . . . ,
[
N
2
]
,
φ(2k+1)(0) =
∫ b
a
Q(y)Q(2k+1)(y) dy − 2
k−1∑
l=0
(−1)lQ(l)(b)Q(2k−l)(b)
+ (−1)k+1 [Q(k)(b)]2 , k = 0, . . . , [N − 1
2
]
.
Due to assumption QA the order of the derivative in the integral terms of φ(j)(z)
can be decreased by partial integration. So for even values j = 2k, k = 0, . . . ,
[
N
2
]
it holds∫ b−z
a
Q(y)Q(2k)(y + z) dy = (−1)k
∫ b−z
a
Q(k)(y)Q(k)(y + z) dy
+
k−1∑
l=0
(−1)l{Q(l)(b− z)Q(2k−1−l)(b)−Q(l)(a)Q(2k−1−l)(a + z)}
i.e.
φ(2k)(z) =
k−1∑
l=0
(−1)l{Q(l)(b− z)Q(2k−1−l)(b)−Q(l)(a)Q(2k−1−l)(a+ z)}
+ (−1)k
∫ b−z
a
Q(k)(y)Q(k)(y + z) dy −
2k−1∑
l=0
(−1)lQ(l)(b− z)Q(2k−1−l)(b)
= (−1)k
∫ b−z
a
Q(k)(y)Q(k)(y + z) dy
+
k−1∑
l=0
(−1)l{Q(l)(b)Q(2k−1−l)(b− z)−Q(l)(a)Q(2k−1−l)(a+ z)},
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thus
φ(2k)(0) =
k−1∑
l=0
(−1)l{Q(l)(b)Q(2k−1−l)(b)−Q(l)(a)Q(2k−1−l)(a)}
+ (−1)k
∫ b
a
[Q(k)(y)]2 dy.
For odd values j = 2k + 1, k = 0, . . . ,
[
N−1
2
]
one calculates∫ b−z
a
Q(y)Q(2k+1)(y + z) dy = (−1)k
∫ b−z
a
Q(k)(y)Q(k+1)(y + z) dy
+
k−1∑
l=0
(−1)l{Q(l)(b− z)Q(2k−l)(b)−Q(l)(a)Q(2k−l)(a+ z)},
hence
φ(2k+1)(z) =
k−1∑
l=0
(−1)l{Q(l)(b− z)Q(2k−l)(b)−Q(l)(a)Q(2k−l)(a+ z)}
+ (−1)k
∫ b−z
a
Q(k)(y)Q(k+1)(y + z) dy −
2k∑
l=0
(−1)lQ(l)(b− z)Q(2k−l)(b)
= (−1)k
∫ b−z
a
Q(k)(y)Q(k+1)(y + z) dy
−
k∑
l=0
(−1)lQ(2k−l)(b− z)Q(l)(b)−
k−1∑
l=0
(−1)lQ(l)(a)Q(2k−l)(a+ z)
= (−1)k
∫ b−z
a
Q(k)(y)Q(k+1)(y + z) dy + (−1)k+1Q(k)(b− z)Q(k)(b)
−
k−1∑
l=0
(−1)l{Q(2k−l)(b− z)Q(l)(b) +Q(l)(a)Q(2k−l)(a + z)},
i.e.
φ(2k+1)(0) = (−1)k
∫ b
a
Q(k)(y)Q(k+1)(y) dy + (−1)k+1 [Q(k)(b)]2
−
k−1∑
l=0
(−1)l{Q(l)(b)Q(2k−l)(b) +Q(2k−l)(a)Q(l)(a)}
= −
k−1∑
l=0
(−1)l{Q(l)(b)Q(2k−l)(b) +Q(2k−l)(a)Q(l)(a)}
+
(−1)k+1
2
{[Q(k)(b)]2 + [Q(k)(a)]2}.
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Example 3 We choose R(s) = σ2(1− |s|) for |s| ≤ 1 and = 0 otherwise, [a, b ] =
[0, 1]. Then it holds
νj =
2σ2
(j + 1)(j + 2)
,
i.e. ν0 = σ
2, ν1 =
σ2
3
, ν2 =
σ2
6
, ν3 =
σ2
10
, etc., see Section 2.5
For functions Q satisfying condition QA on [0, 1] with appropriate N ∈ N then
it follows
E{ εr2} = σ2
∫ 1
0
Q2(y) dy · ε− σ
2
6
{Q2(0) +Q2(1)} · ε2+
+
σ2
12
{
Q(1)Q′(1)−Q(0)Q′(0)−
∫ 1
0
[Q′(t)]2 dt
}
· ε3+
+
σ2
60
{
1
2
([Q′(0)]2 + [Q′(1)]2)−Q(1)Q′′(1)−Q(0)Q′′(0)
}
ε4 + . . . .
So we get the following expansion for various functions Q (cf. also with the
examples in [49], p.60ff)
Q(y) = 1,
E{ εr2} = σ2
(
ε− 1
3
ε2
)
,
Q(y) = y,
E{ εr2} = σ2
(
1
3
ε− 1
6
ε2 +
1
60
ε4
)
,
Q(y) = sin(2πy),
E{ εr2} = σ2
(
1
2
ε− π
2
6
ε3 +
π2
60
ε4 + . . .
)
,
Q(y) = y2 + 2y − 1,
E{ εr2} = σ2
(
13
15
ε− 5
6
ε2 +
1
18
ε3 +
2
15
ε4 + . . .
)
.
♦
In order to estimate the remainder term in the general case one finds from con-
dition QB that there exist constants cφi,N+1 with |φi(v)| ≤ cφi,N+1 a.e., i = 1, 2.
From condition RE one concludes that∣∣∣∣∣
∫ 0
a−b
ε
ρ˜φ1,N+1(εy)R εf1εf2(εy) dy
∣∣∣∣∣ ≤ cφ1,N+1cR,0(N + 1)!
∫ ∞
0
(εy)N+1 exp(−cR,ey) dy
≤ cφ1,N+1cR,0
cN+2R,e
εN+1,
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hence under assumptions QB and RE
|ρN+1(ε)| ≤ εN+2

N∑
j=0
cK−j ,N−j+1|φ
(j)
1 (0)|+ cK+j ,N−j+1|φ
(j)
2 (0)|
j!(N − j + 1)!
+
cR,0(cφ1,N+1 + cφ2,N+1)
cN+2R,e
}
.
Real Case, Noncoinciding Intervals
In case of distinct intervals of integration more cases have to be distinguished.
For simplicity we will here assume that assumptions QA, RE and the regularity
condition RR hold. The results given here can also be used to calculate expansions
in case of piecewise smooth kernel function, see Section 3.4.
The domain of integration εD′ ⊂ R2 is now a parallelogramm with vertices at
(a1,
a2−a1
ε
), (a1,
b2−a1
ε
), (b1,
a2−b1
ε
), (b1,
b2−b1
ε
) and the edges are part of the straight
lines y′1 = a1, y
′
1 = b1, y
′
1 = a2 − εy′2, y′1 = b2 − εy′2.
We have to distinguish 3 cases: depending on whether b2− b1 is greater, equal or
smaller than a2 − a1, or equivalently whether b2 − a2 is greater, equal or smaller
than b1 − a1.
• In the first case b2 − b1 > a2 − a1 ⇔ b2 − a2 > b1 − a1 we have
E{ εr1 εr2} = ε
∫ a2−a1
ε
a2−b1
ε
R εf1εf2(εy2)φ1(εy2) dy2 + ε
∫ b2−b1
ε
a2−a1
ε
R εf1εf2(εy2)φ2(εy2) dy2
+ ε
∫ b2−a1
ε
b2−b1
ε
R εf1εf2(εy2)φ3(εy2) dy2
with
φ1(z) =
∫ b1
a2−z
Q1(y)Q2(y + z) dy, z ∈ [a2 − b1, a2 − a1],
φ2(z) =
∫ b1
a1
Q1(y)Q2(y + z) dy, z ∈ [a2 − a1, b2 − b1],
φ3(z) =
∫ b2−z
a1
Q1(y)Q2(y + z) dy, z ∈ [b2 − b1, b2 − a1].
Due to assumption QA it holds if the origin belongs to the domain of definition of
the corresponding function (if 0 is an endpoint of the interval then the derivative
is one-sided)
φi(z) =
N∑
j=0
1
j!
φ
(j)
i (0)z
j + ρ˜φi,N+1(z)
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with remainder term
ρ˜φi,N+1(z) =
1
N !
∫ z
0
φ
(N+1)
i (v)(z − v)N dv.
Only these functions play a role in the asymptotic expansion, for which the origin
belongs to the closed interval of definition. Analogously to previous calculations
we get the expansions
E{ εr1 εr2} =
N∑
j=0
εj+1
j!
qj + ρN+1(ε), (3.13)
where
qj=

0, if a2 > b1 or b2 < a1,
φ
(j)
1 (0)
∫ ∞
0
yjR(y) dy, if a2 = b1,
φ
(j)
1 (0)
∫ ∞
−∞
yjR(y) dy, if 0 ∈ (a2 − b1, a2 − a1),
φ
(j)
1 (0)
∫ 0
−∞
yjR(y) dy + φ
(j)
2 (0)
∫ ∞
0
yjR(y) dy, if a2 = a1,
φ
(j)
2 (0)
∫ ∞
−∞
yjR(y) dy, if 0 ∈ (a2 − a1, b2 − b1),
φ
(j)
2 (0)
∫ 0
−∞
yjR(y) dy + φ
(j)
3 (0)
∫ ∞
0
yjR(y) dy, if b2 = b1,
φ
(j)
3 (0)
∫ ∞
−∞
yjR(y) dy, if 0 ∈ (b2 − b1, b2 − a1),
φ
(j)
3 (0)
∫ 0
−∞
yjR(y) dy, if b2 = a1.
In the first situation a2 > b1 or b2 < a1 the covariances tend exponentially fast to
zero as ε→ 0. The derivatives of the auxilary function can be found easily to be
φ
(j)
1 (0) =
∫ b1
a2
Q1(y)Q
(j)
2 (y) dy +
j−1∑
l=0
(−1)lQ(l)1 (a2)Q(j−1−l)2 (a2),
φ
(j)
2 (0) =
∫ b1
a1
Q1(y)Q
(j)
2 (y) dy,
φ
(j)
3 (0) =
∫ b2
a1
Q1(y)Q
(j)
2 (y) dy −
j−1∑
l=0
(−1)lQ(l)1 (b2)Q(j−1−l)2 (b2).
• In the second case b2 − b1 = a2 − a1 ⇔ b2 − a2 = b1 − a1 in the situations
a2 > b1 or b2 < a1, a2 = b1, 0 ∈ (a2 − b1, a2 − a1), 0 ∈ (b2 − b1, b2 − a1) and
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b2 = a1 the same expansions hold as in the first case. In the remaining situation
0 = a2 − a1 = b2 − b1 one has (3.13) with
qj = φ
(j)
1 (0)
∫ 0
−∞
yjR(y) dy + φ
(j)
3 (0)
∫ ∞
0
yjR(y) dy.
• In the third case b2 − b1 < a2 − a1 ⇔ b2 − a2 < b1 − a1 expansion (3.13) holds,
now with
qj=

0, if a2 > b1 or b2 < a1,
φ
(j)
1 (0)
∫ ∞
0
yjR(y) dy, if a2 = b1,
φ
(j)
1 (0)
∫ ∞
−∞
yjR(y) dy, if 0 ∈ (a2 − b1, b2 − b1),
φ
(j)
1 (0)
∫ 0
−∞
yjR(y) dy + φ
(j)
4 (0)
∫ ∞
0
yjR(y) dy, if b2 = b1,
φ
(j)
4 (0)
∫ ∞
−∞
yjR(y) dy, if 0 ∈ (b2 − b1, a2 − a1),
φ
(j)
4 (0)
∫ 0
−∞
yjR(y) dy + φ
(j)
3 (0)
∫ ∞
0
yjR(y) dy, if a2 = a1,
φ
(j)
3 (0)
∫ ∞
−∞
yjR(y) dy, if 0 ∈ (a2 − a1, b2 − a1),
φ
(j)
3 (0)
∫ 0
−∞
yjR(y) dy, if b2 = a1.
In this case φ1(z) is defined for z ∈ [a2 − b1, b2 − b1], φ3(z) is defined for z ∈
[a2 − a1, b2 − a1], and for the function
φ4(z) =
∫ b2−z
a2−z
Q1(y)Q2(y + z) dy, z ∈ [b2 − b1, a2 − a1],
the derivatives are
φ
(j)
4 (0) =
∫ b2
a2
Q1(y)Q
(j)
2 (y) dy
+
j−1∑
l=0
(−1)l
[
Q
(l)
1 (a2)Q
(j−1−l)
2 (a2)−Q(l)1 (b2)Q(j−1−l)2 (b2)
]
.
Remainder terms can be estimated analogously to previous considerations.
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Vector-Valued Case
Let us now deal with the case of matrix functions Qi and vector random processes
εfi in (3.12) assuming again a1 = a2 = a, b1 = b2 = b, for simplicity under
assumption RR with a generating matrix correlation function R(u). Then it
holds for the covariance matrix
E{ εr1 εr∗2} =
∫ b
a
∫ b
a
Q1(y1)R εf1εf2(y2 − y1)Q∗2(y2) dy1 dy2
= ε
∫ 0
a−b
ε
∫ b
a−εy2
Q1(y1)R(y2)Q
∗
2(y1 + εy2) dy1 dy2
+ ε
∫ b−a
ε
0
∫ b−εy2
a
Q1(y1)R(y2)Q
∗
2(y1 + εy2) dy1 dy2.
Denoting for ε ≥ 0
φ1(ε, z) =
∫ b
a−εz
Q1(y)R(z)Q
∗
2(y + εz) dy, z ∈
[
a− b
ε
, 0
]
,
φ2(ε, z) =
∫ b−εz
a
Q1(y)R(z)Q
∗
2(y + εz) dy, z ∈
[
0,
b− a
ε
]
,
it follows from condition QA
φi(ε, z) =
N∑
j=0
εj
j!
∂jφi(0, z)
∂εj
+
1
N !
∫ ε
0
∂N+1φi(v, z)
∂vN+1
(ε− v)N dv, i = 1, 2.
Analogously to the real case the matrices ∂
jφi(0,z)
∂εj
, i = 1, 2, can be calculated. So
it holds
∂jφ1(ε, z)
∂εj
=
∫ b
a−εz
Q1(y)z
jR(z)Q
(j)∗
2 (y + εz) dy
+
j−1∑
l=0
(−1)lQ(l)1 (a− εz)zjR(z)Q(j−1−l)∗2 (a),
∂jφ2(ε, z)
∂εj
=
∫ b−εz
a
Q1(y)z
jR(z)Q
(j)∗
2 (y + εz) dy
−
j−1∑
l=0
(−1)lQ(l)1 (b− εz)zjR(z)Q(j−1−l)∗2 (b),
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hence
∂jφ1(0, z)
∂εj
=
∫ b
a
Q1(y)z
jR(z)Q
(j)∗
2 (y) dy +
j−1∑
l=0
(−1)lQ(l)1 (a)zjR(z)Q(j−1−l)∗2 (a),
∂jφ2(0, z)
∂εj
=
∫ b
a
Q1(y)z
jR(z)Q
(j)
2 (y) dy −
j−1∑
l=0
(−1)lQ(l)1 (b)zjR(z)Q(j−1−l)∗2 (b).
These functions can be defined for all arguments z ≤ 0, resp. z ≥ 0.
Theorem 42 Assuming QA, RA and RR it holds for random vectors (3.12)
E{ εr εr∗} =
N∑
j=0
εj+1
j!
{q1j + q2j}+ ρN+1(ε),
with q1j =
∫ 0
−∞
∂jφ1(0, z)
∂εj
dz, q2j =
∫ ∞
0
∂jφ2(0, z)
∂εj
dz and
ρN+1(ε) = −
N∑
j=0
εj+1
j!
{∫ a−b
ε
−∞
∂jφ1(0, z)
∂εj
dz +
∫ ∞
b−a
ε
∂jφ2(0, z)
∂εj
dz
}
+
ε
N !
{∫ 0
a−b
ε
∫ ε
0
∂N+1φ1(v, z)
∂vN+1
(ε− v)N dv dz
+
∫ b−a
ε
0
∫ ε
0
∂N+1φ2(v, z)
∂vN+1
(ε− v)N dv dz
}
.
In other cases corresponding asymptotic expansion can be found for example by
considering the entries componentwise.
3.3 Expansions for Correlation Functions
3.3.1 Real Case
Let (( εf1(s),
εf2(s)); s ∈ R), ε > 0, be a family of wide sense stationary random
processes and Q1(s), Q2(s), s ∈ R+, be deterministic functions satisfying condi-
tion QA for some N ∈ N0. Then for t ∈ R, i = 1, 2,
εgi(t) =
∫ t
−∞
Qi(t− si) εfi(si) dsi =
∫ ∞
0
Qi(yi)
εfi(t− yi) dyi (3.14)
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define a family (( εg1(t),
εg2(t)); t ∈ R), ε > 0, of wide sense stationary random
processes. Assuming condition RA asymptotic expansions with respect to powers
of ε of the corresponding correlation function
R εg1εg2(τ) = E{ εg1(t) εg2(t+ τ)}
are of interest. It holds
R εg1εg2(τ) =
∫ t
−∞
∫ t+τ
−∞
Q1(t− s1)Q2(t+ τ − s2)R εf1εf2(s2 − s1) ds2 ds1
=
∫ ∞
0
∫ ∞
0
Q1(y1)Q2(y2)R εf1εf2(τ + y1 − y2) dy2 dy1
and using the change of variables of integration y′1 = y1, y
′
2 =
τ+y1−y2
ε
we derive
(writing again yi instead of y
′
i, i = 1, 2)
R εg1εg2(τ) = ε
∫ τ
ε
−∞
R εf1εf2(εy2)
∫ ∞
0
Q1(y1)Q2(y1 + τ − εy2) dy1 dy2
+ ε
∫ ∞
τ
ε
R εf1εf2(εy2)
∫ ∞
εy2−τ
Q1(y1)Q2(y1 + τ − εy2) dy1 dy2
= ε
∫ τ
ε
−∞
R εf1εf2(εy2)
∫ ∞
0
Q1(y1)Q2(y1 + τ − εy2) dy1 dy2
+ ε
∫ ∞
τ
ε
R εf1εf2(εy2)
∫ ∞
0
Q1(y1 − τ + εy2)Q2(y1) dy1 dy2. (3.15)
For the sake of shorter notation we introduce the auxilary functions
φ1(z, τ) =
∫ ∞
0
Q1(y)Q2(y + τ − z) dy, z ≤ τ, τ ∈ R,
φ2(z, τ) =
∫ ∞
0
Q1(y − τ + z)Q2(y) dy, z ≥ τ, τ ∈ R.
Applying Taylor expansions (condition QA is assumed) to Q2(y1 + τ − εy2) at
points y1 + τ for τ > 0, to Q1(y1 − τ + εy2) at y1 − τ for τ < 0 and one-sided
expansions to both functions at y1 in case of τ = 0 we get
for τ > 0
R εg1εg2(τ) =
N∑
j=0
εj+1
j!
q1,j(τ)
∫ ∞
−∞
yjR εf1εf2(εy) dy
+ ε
∫ τ
ε
−∞
R εf1εf2(εy)ρ˜φ1,N+1(εy, τ) dy
+ ε
∫ ∞
τ
ε
R εf1εf2(εy)
[
φ2(εy, τ)−
N∑
j=0
(εy)j
j!
q1,j(τ)
]
dy
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and in view of assumption RA
R εg1εg2(τ) =
N∑
j=0
εj+1
j!
q1,j(τ)
N−j∑
k=0
aj,kε
k + ρN+1(ε, τ)
=
N∑
j=0
εj+1
j∑
k=0
aj−k,k
(j − k)!q1,j−k(τ) + ρN+1(ε, τ),
with
q1,j(τ) =
∂jφ1(z, τ)
∂zj
∣∣∣∣
z=0
= (−1)j
∫ ∞
0
Q1(y)Q
(j)
2 (y + τ) dy,
ρ˜φ1,N+1(z, τ) =
(−1)N+1
N !
∫ z
0
∫ ∞
0
Q1(y)Q
(N+1)
2 (y + τ − v)vN dy dv,
ρN+1(ε, τ) =
N∑
j=0
εj+1
j!
q1,j(τ)ρ˜Kj ,N−j+1(ε)
+ ε
∫ τ
ε
−∞
R εf1εf2(εy)ρ˜φ1,N+1(εy, τ) dy
+ ε
∫ ∞
τ
ε
R εf1εf2(εy)
[
φ2(εy, τ)−
N∑
j=0
(εy)j
j!
q1,j(τ)
]
dy,
for τ < 0
R εg1εg2(τ) =
N∑
j=0
εj+1
j∑
k=0
aj−k,k
(j − k)!q2,j−k(τ) + ρN+1(ε, τ),
with
q2,j(τ) =
∂jφ2(z, τ)
∂zj
∣∣∣∣
z=0
=
∫ ∞
0
Q
(j)
1 (y − τ)Q2(y) dy,
ρ˜φ2,N+1(z, τ) =
1
N !
∫ z
0
∫ ∞
0
Q
(N+1)
1 (y − τ + v)Q2(y)vN dy dv,
ρN+1(ε, τ) =
N∑
j=0
εj+1
j!
q2,j(τ)ρ˜Kj ,N−j+1(ε)
+ ε
∫ ∞
τ
ε
R εf1εf2(εy)ρ˜φ2,N+1(εy, τ) dy
+ ε
∫ τ
ε
−∞
R εf1εf2(εy)
[
φ1(εy, τ)−
N∑
j=0
(εy)j
j!
q2,j(τ)
]
dy,
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and for τ = 0
R εg1εg2(0) =
N∑
j=0
εj+1
j∑
k=0
aj−k,k,− q1,j−k(0) + aj−k,k,+ q2,j−k(0)
(j − k)! + ρN+1(ε, 0),
with
ρN+1(ε, 0) =
N∑
j=0
εj+1
j!
{
q1,j(0)ρ˜K−j ,N−j+1(ε) + q2,j(0)ρ˜K+j ,N−j+1(ε)
}
+ ε
∫ 0
−∞
R εf1εf2(εy)ρ˜φ1,N+1(εy, 0) dy + ε
∫ ∞
0
R εf1εf2(εy)ρ˜φ2,N+1(εy, 0) dy.
Theorem 43 Assuming QA and RA of order N the previous given formulae
describe the asymptotic expansion for the second order moments for (3.14). If
additionally RR is fulfilled it holds
R εg1εg2(τ) =

N∑
j=0
εj+1
j!
aj,0q1,j(τ) + ρN+1(ε, τ), τ > 0,
N∑
j=0
εj+1
j!
aj,0q2,j(τ) + ρN+1(ε, τ), τ < 0,
N∑
j=0
εj+1
j!
[aj,0,− q1,j(0) + aj,0,+ q2,j(0)]+ρN+1(ε, 0), τ = 0,
with
aj,0 =
∫ ∞
−∞
yjR(y) dy, aj,0,− =
∫ 0
−∞
yjR(y) dy, aj,0,+ =
∫ ∞
0
yjR(y) dy,
and remainder terms ρN+1(ε, τ) given by
ε
∫ τ
ε
−∞
R(y)ρ˜φ1,N+1(εy, τ) dy + ε
∫ ∞
τ
ε
R(y)
[
φ2(εy, τ)−
N∑
j=0
(εy)j
j!
q1,j(τ)
]
dy, τ > 0,
ε
∫ ∞
τ
ε
R(y)ρ˜φ2,N+1(εy, τ) dy + ε
∫ τ
ε
−∞
R(y)
[
φ1(εy, τ)−
N∑
j=0
(εy)j
j!
q2,j(τ)
]
dy, τ < 0,
ε
∫ 0
−∞
R(y)ρ˜φ1,N+1(εy, 0) dy+ ε
∫ ∞
0
R(y)ρ˜φ2,N+1(εy, 0) dy, τ = 0.
In order to estimate the remainder terms we have under condition QB∣∣∣∣∫ z
0
Q
(N+1)
i (y + τ − v)vN dv
∣∣∣∣ ≤ cQi,0,N+1 |z|N+1N + 1 , i = 1, 2,
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hence
|ρ˜φ1,N+1(z, τ)| ≤
cQ2,0,N+1 |z|N+1
(N + 1)!
∫ ∞
0
|Q1(y)| dy
and under assumption QE
|ρ˜φ1,N+1(z, τ)| ≤
cQ1,0,0 cQ2,0,N+1|z|N+1
(N + 1)!cQ1,e,0
.
This gives for τ > 0∣∣∣∣∣ε
∫ τ
ε
−∞
R εf1εf2(εy)ρ˜φ1,N+1(εy, τ) dy
∣∣∣∣∣
≤ εN+2 2 cQ2,0,N+1 cR,0
cN+2R,e
∫ ∞
0
|Q1(y)| dy under ass. QB and RE,
≤ εN+2 2 cQ1,0,0 cQ2,0,N+1 cR,0
cQ1,e,0 c
N+2
R,e
under ass. QE and RE,
≤ εN+2 2 cQ2,0,N+1 cR,0
(N + 2)!
∫ ∞
0
|Q1(y)| dy under ass. QB and RB,
≤ εN+2 2 cQ1,0,0 cQ2,0,N+1 cR,0
(N + 2)! cQ1,e,0
under ass. QE and RB.
For τ < 0 analogous formulae hold with interchanged Q1 and Q2.
For τ = 0 the corresponding remainder term can be estimated by∣∣∣∣ε ∫ 0−∞R εf1εf2(εy)ρ˜φ1,N+1(εy, 0) dy + ε
∫ ∞
0
R εf1εf2(εy)ρ˜φ2,N+1(εy, 0) dy
∣∣∣∣
≤ εN+2 cR,0
cN+2R,e
{
cQ2,0,N+1
∫ ∞
0
|Q1(y)| dy + cQ1,0,N+1
∫ ∞
0
|Q2(y)| dy
}
if QB, RE,
≤ εN+2 cR,0
cN+2R,e
{
cQ1,0,0 cQ2,0,N+1
cQ1,e,0
+
cQ1,0,N+1 cQ2,0,0
cQ2,e,0
}
if QE, RE,
≤ εN+2 cR,0
(N + 2)!
{
cQ2,0,N+1
∫ ∞
0
|Q1(y)| dy + cQ1,0,N+1
∫ ∞
0
|Q2(y)| dy
}
QB, RB,
≤ εN+2 cR,0
(N + 2)!
{
cQ1,0,0 cQ2,0,N+1
cQ1,e,0
+
cQ1,0,N+1 cQ2,0,0
cQ2,e,0
}
if QE, RB.
Remainder terms of the kind (for τ > 0)
ε
∫ ∞
τ
ε
R εf1εf2(εy)
(εy)j
j!
q1,j(τ) dy
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can be estimated under RE and QB by the expression
cq1,j ,0 cR,0
j!
∫ ∞
τ
exp
(
−cR,e y
ε
)
yj dy.
Using the bound for z > 0, a ≥ 1, j ∈ N0∫ ∞
z
e−ayyj dy ≤ (j + 1)!max{z
j , 1}
a
e−az
we find for 0 < ε ≤ cR,e∣∣∣∣∣ε
∫ ∞
τ
ε
R εf1εf2(εy)
(εy)j
j!
q1,j(τ) dy
∣∣∣∣∣ ≤ (j + 1) cq1,j,0 cR,0 max{τ j , 1} εcR,e e− cR,eε τ
hence
lim
ε→0+
∣∣∣∣∣∣
∫∞
τ
ε
R εf1εf2(εy)
(εy)j
j!
q1,j(τ) dy
εl
∣∣∣∣∣∣ = 0
for all l ∈ N0, i.e. these terms tend exponentially fast to 0 as ε→ 0. In the same
way we get under assumptions QB and RE for fixed τ > 0 an exponentially fast
decaying ∣∣∣∣∣ε
∫ ∞
τ
ε
R εf1εf2(εy)φ2(εy) dy
∣∣∣∣∣ ≤ cφ2,0 cR,0 εcR,e e− cR,eε τ .
Analogous estimations are valid for fixed values τ < 0. The other remainder
terms can be estimated using the bounds for ρ˜Kj ,N−j+1 from below.
Corollary 44 Considering the autocorrelation function of a wide sense station-
ary random process εg, i.e. in case of εf1 =
εf2 =
εf , Q1 = Q2 = Q,
εg1 =
εg2 =
εg it yields (assuming QA, RA with order N and RR)
R εgεg(τ) =

N∑
j=0,j even
εj+1
j!
µjqj(τ) + ρN+1(ε, τ), τ 6= 0,
N∑
j=0
εj+1
j!
νjqj(0) + ρN+1(ε, 0), τ = 0,
with
µj =
∫ ∞
−∞
yjR(y) dy, νj =
∫ ∞
−∞
|y|jR(y) dy
and
qj(τ) = qj(|τ |) =
∫ ∞
0
Q(j)(y + |τ |)Q(y) dy.
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So it can be seen that if for odd numbers j the values νj or qj(0) do not vanish
a discontinuity (for τ = 0) in this asymptotic expansion occur.
Up to now we considered in this section asymptotic expansions for fixed values
τ . Sometimes it may be necessary to deal with the family R εgεg(τ), ε > 0, of
functions of the argument τ , e.g. for the calculation of spectral densities from
R εgεg. In such situations we can introduce a correcting term which allows to
avoid the discontinuity in the expansions mentioned above. We will in these
calculations assume that conditions QA, RA with order N ∈ N and RR hold. We
have for all τ ∈ R from (3.15) in this case
R εgεg(τ) = ε
∫ ∞
−∞
R(y2)
∫ ∞
0
Q(y1 + |τ − εy2|)Q(y1) dy1 dy2.
From
Q(y1 + |τ − εy2|) =
N∑
j=0
1
j!
Q(j)(y1 + |τ |)(|τ − εy2| − |τ |)j + ρ˜Q,N+1(y1, εy2, τ),
ρ˜Q,N+1(y1, εy2, τ) :=
1
N !
∫ y1+|τ−εy2|
y1+|τ |
Q(N+1)(v)(y1 + |τ − εy2| − v)N dv
it follows
R εgεg(τ) =
N∑
j=0
ε
j!
qj(|τ |)
∫ ∞
−∞
R(y)(|τ − εy| − |τ |)j dy + ρˆN+1(ε, τ)
with
ρˆN+1(ε, τ) := ε
∫ ∞
−∞
R(y2)
∫ ∞
0
ρ˜Q,N+1(y1, εy2, τ)Q(y1) dy1 dy2.
For τ ≥ 0 it holds∫ ∞
−∞
R(y)(|τ − εy| − |τ |)j dy = (−ε)jµj +
∫ ∞
τ
ε
R(y)
[
(εy − 2τ)j − (−εy)j] dy
whereas for τ ≤ 0 it holds∫ ∞
−∞
R(y)(|τ − εy| − |τ |)j dy = εjµj +
∫ τ
ε
−∞
R(y)
[
(2τ − εy)j − (εy)j] dy.
For j = 0 the integral terms vanish and due to µj = 0 for odd numbers j we have
R εgεg(τ) =
N∑
j=0
εj+1
j!
qj(|τ |)µj +
N∑
j=1
ε
j!
qj(|τ |)cj(ε, τ) + ρˆN+1(ε, τ),
cj(ε, τ) = cj(ε, |τ |) :=
∫ ∞
|τ |
ε
R(y)
[
(εy − 2|τ |)j − (−εy)j] dy
= εj
∫ ∞
|τ |
ε
R(y)
[(
y − 2 |τ |
ε
)j
− (−y)j
]
dy.
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The second sum in this expansion contains the correction terms which make the
expansion continuous with respect to τ . One can easily see that for τ = 0 both
sums give exactly the expansion for fixed τ = 0 as given above. If additionally
condition RB holds, i.e. for a family of ε-correlated or weakly correlated random
processes ( εf) the correction terms vanish for arguments |τ | ≥ ε because R(y)
vanishes for |y| ≥ 0.
The first correction terms ε
j!
qj(|τ |)cj(ε, τ) are
j = 1 : 2ε2q1(τ)
∫ ∞
|τ |
ε
R(y)
(
y − |τ |
ε
)
dy
j = 2 : − 2ε3q2(τ) |τ |
ε
∫ ∞
|τ |
ε
R(y)
(
y − |τ |
ε
)
dy
j = 3 :
ε4
3
q3(τ)
∫ ∞
|τ |
ε
R(y)
[
y3 − 3y2 |τ |
ε
+ 6y
( |τ |
ε
)2
− 4
( |τ |
ε
)3]
dy.
Example 4 Let be Q(y) = exp(−γy), γ > 0. Then it holds
qj(τ) =
∫ ∞
0
(−1)jγje−γ(y+|τ |)e−γy dy = (−1)
j
2
γj−1e−γ|τ |.
Thus for fixed τ 6= 0
R εgεg(τ) =
1
2γ
e−γ|τ |
(
ν0ε+
1
2
γ2ν2ε
3 +
1
24
γ4ν4ε
5 + . . .
)
,
whereas for τ = 0 we get
R εgεg(0) =
1
2γ
(
ν0ε− γν1ε2 + 1
2
γ2ν2ε
3 − 1
6
γ3ν3ε
4 +
1
24
γ4ν4ε
5 + . . .
)
.
Here the discontinuity of the expansion takes place if ν2k+1 6= 0, k = 0, . . . ,
[
N−1
2
]
.
Assuming RR and RB we will calculate the asymptotic expansion of the correla-
tion function R εgεg in more detail.
Inserting the chosen function Q in the exact expression we have
R εgεg(τ) =
ε
2γ
∫ 1
−1
R(y)e−γ|εy−τ | dy.
Hence for
τ ≥ ε : R εgεg(τ) = ε
2γ
e−γτ
∫ 1
−1
R(y)eγεy dy,
τ ≤ −ε : R εgεg(τ) = ε
2γ
eγτ
∫ 1
−1
R(y)e−γεy dy =
ε
2γ
e−γ|τ |
∫ 1
−1
R(y)eγεy dy,
τ = 0 : R εgεg(τ) =
ε
γ
∫ 1
0
R(y)eγεy dy.
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Uniform power series expansion of the function exp(γεy), y ∈ [−1, 1] gives now
τ 6= 0 : R εgεg(τ) = 1
2γ
e−γ|τ |
∞∑
j=0
γj
j!
µjε
j+1 ∀ ε ∈ (0, τ ]
=
1
2γ
e−γ|τ |
∞∑
j=0,j even
γj
j!
µjε
j+1 ∀ ε ∈ (0, τ ]
τ = 0 : R εgεg(0) =
1
2γ
∞∑
j=0
(−γ)j
j!
νjε
j+1 ∀ ε > 0.
These formulae coincide with the given above and show that the series converge
to the correlation function (the correlation moments are bounded).
Considering the correction terms we find for 0 ≤ τ < ε
R εgεg(τ) =
ε
2γ
∫ τ
ε
−1
R(y)e−γτ+γεy dy +
ε
2γ
∫ 1
τ
ε
R(y)eγτ−γεy dy
=
ε
2γ
e−γτ
∫ 1
−1
R(y)eγεy dy +
ε
γ
∫ 1
τ
ε
R(y) sinh(γ(τ − εy)) dy.
Analogously we get for −ε < τ ≤ 0
R εgεg(τ) =
ε
2γ
e−γ|τ |
∫ 1
−1
R(y)e−γεy dy +
ε
γ
∫ 1
|τ |
ε
R(y) sinh(γ(|τ | − εy)) dy,
hence
R εgεg(τ) =
ε
2γ
e−γ|τ |
∫ 1
−1
R(y)eγεy dy + 1(−ε,ε)(τ)
ε
γ
∫ 1
|τ |
ε
R(y) sinh(γ(|τ | − εy)) dy.
This is an exact formula, up to now there are no approximations. The first term
of the sum coincides with that from above. In the second term of the sum power
series expansion of the function sinh
(
γε
( |τ |
ε
− y
))
(uniform in the interval of
integration)
sinh
(
γε
( |τ |
ε
− y
))
=
∞∑
j=0
1
(2j + 1)!
(
γε
( |τ |
ε
− y
))2j+1
gives
R εgεg(τ) =
ε
2γ
e−γ|τ |
∫ 1
−1
R(y)eγεy dy
+ 1(−ε,ε)(τ)
∞∑
j=0
1
(2j + 1)!
ε2j+2
γ2j
∫ 1
|τ |
ε
R(y)
( |τ |
ε
− y
)2j+1
dy.
Summation here and in the examples of correction term are distinct, because
above terms qj(τ) =
(−1)j
2
γj−1e−γ|τ | were excluded from the integrals. ♦
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3.3.2 Vector-Valued Case
Taking into account noncommutativity of matrix multiplication asymptotic ex-
pansions for second order moments can be found in the vector-valued case anal-
ogously. We will write down here the expansion in case of families of vector-
valued wide sense stationary processes ( εfi), i = 1, 2, and matrix-valued functions
Qi, i = 1, 2.
Theorem 45 Assuming conditions QA RA of order N and regularity RR it
holds for the matrix correlation functions for fixed τ
R εg1εg2(τ) =

N∑
j=0
εj+1
j!
q1,j(τ) + ρN+1(ε, τ), τ > 0,
N∑
j=0
εj+1
j!
q2,j(τ) + ρN+1(ε, τ), τ < 0,
N∑
j=0
εj+1
j!
[q1,j + q2,j ]+ρN+1(ε, 0), τ = 0,
with
q1,j(τ) = (−1)j
∫ ∞
0
Q1(y) aj,0Q
(j)∗
2 (y + τ) dy, τ > 0,
q1,j = (−1)j
∫ ∞
0
Q1(y) aj,0,−Q
(j)∗
2 (y) dy,
q2,j(τ) =
∫ ∞
0
Q
(j)
1 (y − τ) aj,0Q∗2(y) dy, τ < 0,
q2,j =
∫ ∞
0
Q
(j)
1 (y) aj,0,+Q
∗
2(y) dy,
aj,0 =
∫ ∞
−∞
yjR(y) dy, aj,0,− =
∫ 0
−∞
yjR(y) dy, aj,0,+ =
∫ ∞
0
yjR(y) dy,
and remainder terms ρN+1(ε, τ) given by
ε
N !
∫ ∞
0
Q1(y1)
∫ τ
ε
−∞
R(y2)
∫ y1+τ−εy2
y1+τ
Q
(N+1)∗
2 (v)(y1 + τ − εy2 − v)N dv dy2 dy1
+ ε
∫ ∞
0
∫ ∞
τ
ε
Q1(y1 − τ + εy2)R(y2) dy2Q∗2(y1) dy1
+
N∑
j=0
(−ε)j+1
j!
∫ ∞
0
Q1(y1)
∫ ∞
τ
ε
yj2R(y2) dy2Q
(j)∗
2 (y1 + τ) dy1, for τ > 0,
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ε
N !
∫ ∞
0
∫ ∞
τ
ε
∫ y1−τ+εy2
y1−τ
Q
(N+1)
1 (v)(y1 − τ + εy2 − v)N dv R(y2) dy2Q∗2(y1) dy1
+ ε
∫ ∞
0
Q1(y1)
∫ τ
ε
−∞
R(y2)Q
∗
2(y1 + τ − εy2) dy2 dy1
−
N∑
j=0
εj+1
j!
∫ ∞
0
Q
(j)
1 (y1 − τ)
∫ τ
ε
−∞
yj2R(y2) dy2Q
∗
2(y1) dy1,
for τ < 0 and finally for τ = 0
ε
N !
∫ ∞
0
Q1(y1)
∫ 0
−∞
R(y2)
∫ y1−εy2
y1
Q
(N+1)∗
2 (v)(y1 − εy2 − v)N dv dy2 dy1
+
ε
N !
∫ ∞
0
∫ ∞
0
∫ y1+εy2
y1
Q
(N+1)
1 (v)(y1 + εy2 − v)N dv R(y2) dy2Q∗2(y1) dy1.
Estimates of the remainder terms are the same as for real processes if the corre-
sponding bounds are given for matrix norms.
Corollary 46 Considering the autocorrelation function of one such vector-valued
wide sense stationary random process εg, i.e. in case of εf1 =
εf2 =
εf , Q1 =
Q2 = Q,
εg1 =
εg2 =
εg it yields (assuming QA, RA with order N and RR)
R εgεg(τ) =

N∑
j=0
εj+1
j!
qj(τ) + ρN+1(ε, τ), τ > 0,
N∑
j=0
εj+1
j!
[
qj + q
∗
j
]
+ ρN+1(ε, 0), τ = 0,
R∗εgεg(−τ), τ < 0,
with
qj(τ) = (−1)j
∫ ∞
0
Q(y)µjQ
(j)∗(y + τ) dy, τ > 0,
qj =
∫ ∞
0
Q(j)(y)ν+j Q
∗(y) dy,
µj =
∫ ∞
−∞
yjR(y) dy, ν+j =
∫ ∞
0
yjR(y) dy
and remainder terms ρN+1(ε, τ) for τ > 0 as
ε
N !
∫ ∞
0
Q(y1)
∫ τ
ε
−∞
R(y2)
∫ y1+τ−εy2
y1+τ
Q(N+1)∗(v)(y1 + τ − εy2 − v)N dv dy2 dy1
+ ε
∫ ∞
0
∫ ∞
τ
ε
Q(y1 − τ + εy2)R(y2) dy2Q∗(y1) dy1
+
N∑
j=0
(−ε)j+1
j!
∫ ∞
0
Q(y1)
∫ ∞
τ
ε
yj2R(y2) dy2Q
(j)∗(y1 + τ) dy1,
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for τ = 0 as
ε
N !
∫ ∞
0
Q(y1)
∫ 0
−∞
R(y2)
∫ y1−εy2
y1
Q(N+1)∗(v)(y1 − εy2 − v)N dv dy2 dy1
+
ε
N !
∫ ∞
0
∫ ∞
0
∫ y1+εy2
y1
Q(N+1)(v)(y1 + εy2 − v)N dv R(y2) dy2Q∗(y1) dy1,
and ρ∗N+1(ε, τ) = ρ
∗
N+1(ε,−τ) for τ < 0.
Also in these cases the expansion are in general discontinuous at the point τ = 0.
In order to find correction terms which make the expansion continuous we have
ε
∫ ∞
0
∫ ∞
τ
ε
Q(y1 − τ + εy2)R(y2) dy2Q∗(y1) dy1
=
N∑
j=0
ε
j!
∫ ∞
0
Q(j)(y1 + τ)
∫ ∞
τ
ε
(εy2 − 2τ)jR(y2) dy2Q∗(y1) dy1 + . . .
=
N∑
j=0
εj+1
j!
∫ ∞
0
Q(j)(y1 + τ)
∫ ∞
τ
ε
(
y2 − 2τ
ε
)j
R(y2) dy2Q
∗(y1) dy1 + . . . ,
hence for τ ≥ 0
R εgεg(τ) =
N∑
j=0
εj+1
j!
{qj(τ) + cj(ε, τ)}+ ρˆN+1(ε, τ)
with
cj(ε, τ) =
∫ ∞
0
Q(j)(y1 + τ)
∫ ∞
τ
ε
(
y2 − 2τ
ε
)j
R(y2) dy2Q
∗(y1) dy1
+ (−1)j+1
∫ ∞
0
Q(y1)
∫ ∞
τ
ε
yj2R(y2) dy2Q
(j)∗(y1 + τ) dy1,
and ρˆN+1(ε, τ) as
ε
N !
∫ ∞
0
Q(y1)
∫ τ
ε
−∞
R(y2)
∫ y1+τ−εy2
y1+τ
Q(N+1)∗(v)(y1 + τ − εy2 − v)N dv dy2 dy1.
Examples of such asymptotic expansions in the vector-valued case can be found
in Chapter 7.
3.4 Piecewise Smooth Kernel Functions
In the previous sections the kernel functions of the integral functionals has been
assumed to be sufficiently smooth to allow for asymptotic expansions. There are
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situations where this assumption is not fulfilled. For example Green’s function
for some boundary value problems for ordinary differential equations is known to
be piecewise smooth only. In this section we show that in this case corresponding
asymptotic expansion can be derived. We will assume that there exist a partition
of the set of real numbers R consisting of a finite set of intervals, such that the
kernel functions Qi satisfy assumption QA or QB or QE on the closures of each
intervals (i.e., in finite endpoints of intervals finite limits of the functions and
their derivatives exist).
3.4.1 One Point Of Discontinuity
As a first example we consider asymptotic expansions for second order moments
of random variables
εri(ω) =
∫ ∞
−∞
Qi(yi)
εfi(yi, ω) dyi, i = 1, 2,
where the function Q1 satisfies condition QA on (−∞, a) and (a,∞) and so Q2
on (−∞, b) and (b,∞) with real numbers a ≤ b (with corresponding finite limits
in the points a and b). Denoting
Q1(y) =
{
Q11(y), y < a,
Q12(y), y > a,
Q2(y) =
{
Q21(y), y < b,
Q22(y), y > b,
we find
E{ εr1 εr2} = ε
∫ ∞
−∞
∫ ∞
−∞
Q1(y1)Q2(y1 + εy2)R εf1εf2(εy2) dy2 dy1
= ε
∫ ∞
−∞
R εf1εf2(εy2)
∫ b−εy2
−∞
Q1(y1)Q21(y1 + εy2) dy1 dy2
+ ε
∫ ∞
−∞
R εf1εf2(εy2)
∫ ∞
b−εy2
Q1(y1)Q22(y1 + εy2) dy1 dy2.
Introducing the auxilary functions
φ1(z) =
∫ b−z
−∞
Q1(y)Q21(y + z) dy =
{
φ11(z), z < b− a,
φ12(z), z ≥ b− a,
φ2(z) =
∫ ∞
b−z
Q1(y)Q22(y + z) dy =
{
φ21(z), z < b− a,
φ22(z), z ≥ b− a,
with
φ11(z) :=
∫ a
−∞
Q11(y)Q21(y + z) dy +
∫ b−z
a
Q12(y)Q21(y + z) dy,
φ12(z) :=
∫ b−z
−∞
Q11(y)Q21(y + z) dy,
φ21(z) :=
∫ ∞
b−z
Q12(y)Q22(y + z) dy,
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φ22(z) :=
∫ a
b−z
Q11(y)Q22(y + z) dy +
∫ ∞
a
Q12(y)Q22(y + z) dy
we have
E{ εr1 εr2} = ε
∫ b−a
ε
−∞
R εf1εf2(εy) [φ11(εy) + φ21(εy)] dy
+ ε
∫ ∞
b−a
ε
R εf1εf2(εy) [φ12(εy) + φ22(εy)] dy.
In case of a < b Taylor expansion gives
E{ εr1 εr2} =
N∑
j=0
εj+1
j!
[
φ
(j)
11 (0) + φ
(j)
21 (0)
] ∫ ∞
−∞
yjR εf1εf2(εy) dy
−
N∑
j=0
εj+1
j!
[
φ
(j)
11 (0) + φ
(j)
21 (0)
] ∫ ∞
b−a
ε
yjR εf1εf2(εy) dy
+ ε
∫ b−a
ε
−∞
R εf1εf2(εy)ρ˜φ,N+1(εy) dy
+ ε
∫ ∞
b−a
ε
R εf1εf2(εy) [φ12(εy) + φ22(εy)] dy,
with
ρ˜φ,N+1(εy) :=
1
N !
∫ εy
0
[
φ
(N+1)
11 (v) + φ
(N+1)
21 (v)
]
(εy − v)N dv.
Inserting now
Kj(ε) =
∫ ∞
−∞
yjR εf1εf2(εy) dy =
N−j∑
k=0
aj,kε
k + ρ˜Kj ,N−j+1(ε)
one finds
E{ εr1 εr2} =
N∑
j=0
εj+1
j∑
k=0
aj−k,k
(j − k)!
[
φ
(j−k)
11 (0) + φ
(j−k)
21 (0)
]
+ ρN+1(ε)
with
ρN+1(ε) =
N∑
j=0
εj+1
j!
[
φ
(j)
11 (0) + φ
(j)
21 (0)
]
ρ˜Kj ,N−j+1(ε)
−
N∑
j=0
εj+1
j!
[
φ
(j)
11 (0) + φ
(j)
21 (0)
] ∫ ∞
b−a
ε
yjR εf1εf2(εy) dy
+ ε
∫ b−a
ε
−∞
R εf1εf2(εy)ρ˜φ,N+1(εy) dy
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+ ε
∫ ∞
b−a
ε
R εf1εf2(εy) [φ12(εy) + φ22(εy)] dy.
Assuming condition RE the integral terms with boundaries b−a
ε
and ∞ tend
exponentially fast to zero for ε→ 0 and analogously to the smooth case estimates
of the remainder can be evaluated.
In the situation a = b, i.e., b− a = 0 it holds
E{ εr1 εr2} =
N∑
j=0
εj+1
j∑
k=0
{
aj−k,k,−[φ
(j−k)
11 (0) + φ
(j−k)
21 (0)]
(j − k)!
+
aj−k,k,+[φ
(j−k)
12 (0) + φ
(j−k)
22 (0)]
(j − k)!
}
+ ρN+1(ε)
with
ρN+1(ε) =
N∑
j=0
εj+1
j!
{[
φ
(j)
11 (0) + φ
(j)
21 (0)
]
ρ˜K−j ,N−j+1(ε)
+
[
φ
(j)
12 (0) + φ
(j)
22 (0)
]
ρ˜K+j ,N−j+1(ε)
}
+ ε
∫ 0
−∞
R εf1εf2(εy)ρ˜φ,−,N+1(εy) dy + ε
∫ ∞
0
R εf1εf2(εy)ρ˜φ,+,N+1(εy) dy,
where aj,k,−, aj,k,+ are the coefficients in Taylor expansion (3.10) and (3.11) of
K−j (ε) and K
+
j (ε) respectively and ρ˜K−j ,N−j+1(ε), ρ˜K+j ,N−j+1(ε), ρ˜φ,−,N+1(εy),
ρ˜φ,+,N+1(εy) are remainder terms in corresponding Taylor expansions.
The derivatives of the functions φ··(0) can be calculated easily. It holds (existence
of the functions in a neighbourhood of the origin is supposed in the formulae)
φ
(j)
11 (0) =
∫ b
−∞
Q1(y)Q
(j)
2 (y) dy −
j−1∑
l=0
(−1)lQ(l)12(b)Q(j−1−l)21 (b),
φ
(j)
12 (0) =
∫ b
−∞
Q1(y)Q
(j)
2 (y) dy −
j−1∑
l=0
(−1)lQ(l)11(b)Q(j−1−l)21 (b),
φ
(j)
21 (0) =
∫ ∞
b
Q1(y)Q
(j)
2 (y) dy +
j−1∑
l=0
(−1)lQ(l)12(b)Q(j−1−l)22 (b),
φ
(j)
22 (0) =
∫ ∞
b
Q1(y)Q
(j)
2 (y) dy +
j−1∑
l=0
(−1)lQ(l)11(b)Q(j−1−l)22 (b).
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This gives for the coefficients in the expansions
φ
(j)
11 (0) + φ
(j)
21 (0)=
∞∫
−∞
Q1(y)Q
(j)
2 (y) dy +
j−1∑
l=0
(−1)lQ(l)12(b)
[
Q
(j−1−l)
22 (b)−Q(j−1−l)21 (b)
]
,
φ
(j)
12 (0) + φ
(j)
22 (0)=
∞∫
−∞
Q1(y)Q
(j)
2 (y) dy +
j−1∑
l=0
(−1)lQ(l)11(b)
[
Q
(j−1−l)
22 (b)−Q(j−1−l)21 (b)
]
.
In the special case Q1 = Q2 = Q,
εf1 =
εf2 =
εf , a = b and assuming regularity
condition RR this yields
E{ εr1 εr2} =
N∑
j=0, j even
εj+1
j!
µj
∫ ∞
−∞
Q1(y)Q
(j)
2 (y) dy + ρN+1(ε)
+
N∑
j=0
εj+1
j!
ν+j
j−1∑
l=0
(−1)l
[
Q
(j−1−l)
22 (b)−Q(j−1−l)21 (b)
] [
Q
(l)
11(b) + (−1)jQ(l)12(b)
]
.
The second sum in this expression contains the correction terms due to non-
smoothness of the kernel function.
3.4.2 Two Points Of Discontinuity
In the following we will calculate the asymptotic expansion for the variances of
random variables
εr =
∫ ∞
−∞
Q(y) εf(y) dy
with a deterministic kernel function Q which is smooth (i.e., it satisfies QA and
QE) in intervalls (−∞, a), (a, b), (b,∞), −∞ < a < b < ∞ and corresponding
one-sided limits and derivatives in finite endpoints of the intervals exist. Denoting
Q(y) =

Q1(y), y ∈ (−∞, a),
Q2(y), y ∈ (a, b),
Q3(y), y ∈ (b,∞),
we find
E{ εr2} = ε
∫ ∞
−∞
R εfεf(εy2) [φ1(εy2) + φ2(εy2) + φ3(εy2)] dy2
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with
φ1(z) =
∫ a−z
−∞
Q(y)Q1(y + z) dy,
φ2(z) =
∫ b−z
a−z
Q(y)Q2(y + z) dy,
φ3(z) =
∫ ∞
b−z
Q(y)Q3(y + z) dy.
Splitting up these integrals further
φi(z) =

φi1(z), z ∈ (−∞, a− b),
φi2(z), z ∈ (a− b, 0),
φi3(z), z ∈ (0, b− a),
φi4(z), z ∈ (b− a,∞),
i = 1, 2, 3,
and denoting intervals (omitting dependence on ε)
I1 =
(
−∞, a− b
ε
)
, I2 =
(
a− b
ε
, 0
)
, I3 =
(
0,
b− a
ε
)
, I4 =
(
b− a
ε
,∞
)
,
gives
E{ εr2} = ε
4∑
m=1
∫
Im
R εfεf (εy)
3∑
i=1
φim(y) dy.
Under condition RE integrals over intervals I1 and I4 tend exponentially fast to
zero analogously to the explanations in Subsection 3.2.3 due to the exponentially
fast decaying of the family of correlation functions R εfεf and as
a−b
ε
→ −∞,
b−a
ε
→∞. Thus by Taylor expansion we obtain
E{ εr2} =
N∑
j=0
εj+1
j!
{
3∑
i=1
φ
(j)
i2 (0)
N−j∑
k=0
aj,k,−εk +
3∑
i=1
φ
(j)
i3 (0)
N−j∑
k=0
aj,k,+ε
k
}
+ ρN+1(ε)
=
N∑
j=0
εj+1
j∑
k=0
1
(j − k)!
[
aj−k,k,−
3∑
i=1
φ
(j−k)
i2 (0) + aj−k,k,+
3∑
i=1
φ
(j−k)
i3 (0)
]
+ ρN+1(ε).
The derivatives can be calculated as
φ
(j)
12 (0)=
∫ a
−∞
Q1(y)Q
(j)
1 (y) dy −
j−1∑
l=0
(−1)lQ(l)2 (a)Q(j−1−l)1 (a),
φ
(j)
22 (0)=
∫ b
a
Q2(y)Q
(j)
2 (y) dy +
j−1∑
l=0
(−1)l
[
Q
(l)
2 (a)Q
(j−1−l)
2 (a)−Q(l)3 (b)Q(j−1−l)2 (b)
]
,
φ
(j)
32 (0)=
∫ ∞
b
Q3(y)Q
(j)
3 (y) dy +
j−1∑
l=0
(−1)lQ(l)3 (b)Q(j−1−l)3 (b),
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φ
(j)
13 (0)=
∫ a
−∞
Q1(y)Q
(j)
1 (y) dy −
j−1∑
l=0
(−1)lQ(l)1 (a)Q(j−1−l)1 (a),
φ
(j)
23 (0)=
∫ b
a
Q2(y)Q
(j)
2 (y) dy +
j−1∑
l=0
(−1)l
[
Q
(l)
1 (a)Q
(j−1−l)
2 (a)−Q(l)2 (b)Q(j−1−l)2 (b)
]
,
φ
(j)
33 (0)=
∫ ∞
b
Q3(y)Q
(j)
3 (y) dy +
j−1∑
l=0
(−1)lQ(l)2 (b)Q(j−1−l)3 (b).
Inserting these expressions we derive the asymptotic expansion
E{ εr2} =
N∑
j=0
εj+1
j∑
k=0
aj−k,k,−qj−k,− + aj−k,k,+qj−k,+
(j − k)! + ρN+1(ε)
with coefficients aj−k,k,± from (3.10), (3.11) and
qj,− =
∫ ∞
−∞
Q(y)Q(j)(y) dy +
j−1∑
l=0
(−1)l
{
Q
(l)
2 (a)
[
Q
(j−1−l)
2 (a)−Q(j−1−l)1 (a)
]
+Q
(l)
3 (b)
[
Q
(j−1−l)
3 (b)−Q(j−1−l)2 (b)
]}
,
qj,+ =
∫ ∞
−∞
Q(y)Q(j)(y) dy +
j−1∑
l=0
(−1)l
{
Q
(l)
1 (a)
[
Q
(j−1−l)
2 (a)−Q(j−1−l)1 (a)
]
+Q
(l)
2 (b)
[
Q
(j−1−l)
3 (b)−Q(j−1−l)2 (b)
]}
.
As in the case of one point of discontinuity the non-integral terms in the coef-
ficients qj,−, qj,+ are the correction terms due to non-smoothness of the kernel
function in points a and b.
3.4.3 Finite Interval With One Point Of Discontinuity
As a third example we will consider the case of two integral functionals over a
finite interval with kernel functions with one point of discontinuity respectively,
i.e., we consider the covariances of the random variables
εr1 :=
∫ b
a
Q1(y)
εf1(y) dy,
εr2 :=
∫ b
a
Q2(y)
εf2(y) dy,
where Q1 is smooth on (a, d1) and (d1, b) and Q2 correspondingly on (a, d2) and
(d2, b), without loss of generality we will assume that it holds a < d1 ≤ d2 < b.
Similar to the previous cases we denote
Q1(y) =
{
Q11(y), a < y < d1,
Q12(y), d1 < y < b,
Q2(y) =
{
Q21(y), a < y < d2,
Q22(y), d2 < y < b,
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εr11 =
∫ d1
a
Q11(y)
εf1(y) dy,
εr12 =
∫ b
d1
Q12(y)
εf1(y) dy,
εr21 =
∫ d2
a
Q21(y)
εf2(y) dy,
εr22 =
∫ b
d2
Q22(y)
εf2(y) dy,
so that we get
E{ εr1 εr2} = E{ εr11 εr21}+ E{ εr11 εr22}+ E{ εr12 εr21}+ E{ εr12 εr22}.
Assuming regularity condition RR with generating (cross-)correlation function
R(·) and also RE we can find using the expansions from Subsection 3.2.3 the
asymptotic expansion of the covariance
E{ εr1 εr2} =
N∑
j=0
εj+1
j!
{
qj,−
∫ 0
−∞
yjR(y) dy + qj,+
∫ ∞
0
yjR(y) dy
}
+ ρN+1(ε)
with
qj,− =
∫ b
a
Q1(y)Q
(j)
2 (y) dy +
j−1∑
l=0
(−1)lQ(l)1 (a)Q(j−1−l)2 (a)
+
j−1∑
l=0
(−1)lQ12(d2)
[
Q
(j−1−l)
22 (d2)−Q(j−1−l)21 (d2)
]
qj,+ =
∫ b
a
Q1(y)Q
(j)
2 (y) dy −
j−1∑
l=0
(−1)lQ(l)1 (b)Q(j−1−l)2 (b)
+
j−1∑
l=0
(−1)lQ12(d2)
[
Q
(j−1−l)
22 (d2)−Q(j−1−l)21 (d2)
]
and remainder term ρN+1(ε). The expression in the braces can also be written as∫ ∞
−∞
yjR(y) dy
{∫ b
a
Q1(y)Q
(j)
2 (y) dy+
j−1∑
l=0
(−1)lQ12(d2)
[
Q
(j−1−l)
22 (d2)−Q(j−1−l)21 (d2)
]}
+
∫ 0
−∞
yjR(y) dy
j−1∑
l=0
(−1)lQ(l)1 (a)Q(j−1−l)2 (a)−
∫ ∞
0
yjR(y) dy
j−1∑
l=0
(−1)lQ(l)1 (b)Q(j−1−l)2 (b)
and one can see that the jumps of the kernel function Q2 and their derivatives
occur in the corresponding asymptotic expansions.
Chapter 4
Second Order Moments for
Integral Functionals of Some
Special Nonstationary Processes
4.1 Introduction
In this chapter we will show how we can proceed if input random functions belong
to some classes of nonstationary, but closely related random processes.
Thereby at first the class of modulated wide sense stationary random processes is
considered. This case can be reduced to the case of stationary random functions
in a simple manner.
A second class is the set of (centered) periodically correlated random functions.
Such processes arise naturally e.g. when dealing with some kinds of Monte Carlo
simulation of stationary random processes (see e.g. [20, 41]). Here some further
calculations have to be done in order to get asymptotic expansions for second
order moments.
4.2 Modulated Stationary Processes
We shall deal with the determination of asymptotic expansions with respect to
integer powers of ε as ε→ 0 for covariances of the random variables
εri(ω) =
∫
Di
Qi(yi)
εfi(yi, ω) dyi, i = 1, 2,
with real deterministic functions Qi, intervals Di ⊂ R and centered second or-
der random processes ( εfi), ε > 0, which are modulated wide sense stationary
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processes. Indeed we show how this situation can be reduced to the case of the
previous chapter. There are various possibilities for modulation.
A first possibility which is sometimes called ”amplitude modulation” uses the
assumption
εfi(yi) := mi(yi)
εgi(yi), i = 1, 2, ε > 0, (4.1)
with some sufficiently smooth deterministic functions mi and a centered wide
sense stationary process ( εg1,
εg2), ε > 0.
Another possibility which can be called ”frequency modulation” is characterized
by
εfi(yi) :=
εgi(vi(yi)), i = 1, 2, ε > 0, (4.2)
with some sufficiently smooth and invertible deterministic functions vi and a cen-
tered wide sense stationary process ( εg1,
εg2), ε > 0. In mechanical applications
such a modulation arises e.g. if one considers random vibrations of a vehicle
moving with variable speed over a rough road whose profile is modelled by a
stationary process (or homogeneous field).
In the first case from (4.1) we get
E{ εr1 εr2} =
∫
D1
∫
D2
Q1(y1)Q2(y2)E{ εf1(y1) εf2(y2)} dy2 dy1
=
∫
D1
∫
D2
Q1(y1)m1(y1)Q2(y2)m2(y2)R εg1εg2(y2 − y1) dy2 dy1
= ε
∫ ∫
εD′
Q1(y
′
1)m1(y
′
1)Q2(y
′
1 + εy
′
2)m2(y
′
1 + εy
′
2)R εg1εg2(εy
′
2) dy
′
1 dy
′
2
and we can proceed as in Chapter 3 with kernel functions Q˜i(yi) := Qi(yi)mi(yi)
and the basic wide sense stationary random process ( εg1,
εg2), ε > 0.
In the second case we denote the inverse functions to vi with wi, i.e.
Di ∋ yi = v−1i (zi) =: wi(zi), zi ∈ D˜i,
here D˜i are corresponding domains of definition of the inverse functions. Then it
follows from (4.2)
εri =
∫
Di
Qi(yi)
εfi(yi) dyi =
∫
Di
Qi(yi)
εgi(vi(yi)) dyi
=
∫
eDi
Qi(wi(zi))
εgi(zi)w
′
i(zi) dzi =
∫
eDi
Q˜i(zi)
εgi(zi) dzi
and we can proceed as before with kernel functions Q˜i(zi) := Qi(wi(zi))w
′
i(zi),
domains D˜i and a basic wide sense stationary random process ( εg1, εg2), ε > 0.
CHAPTER 4. SOME NONSTATIONARY PROCESSES 90
4.3 Periodically Correlated Processes
In order to show how we can proceed in the case of periodically correlated random
processes we first investigate the primitive function of a periodic function.
Let R1(y), y ∈ R, be a ∆-periodic continuous function on R, ∆ > 0, hence it
holds R1(y + k∆) = R1(y), ∀ k ∈ Z.
We define the primitive function to R
R
(−1)
1 (v) =
∫ v
0
R1(y) dy.
In the following we use the integer part function
[x] := k if k ≤ x < k + 1, k ∈ Z.
Proposition 47 It holds
R
(−1)
1 (v) = vR1
[1]
+ R˜1
[1]
(v)
with
R1
[1]
:=
1
∆
∫ ∆
0
R1(y) dy,
R˜1
[1]
(v) :=
∫ v−[ v∆ ]∆
0
(
R1(y)− R1[1]
)
dy,
the function R˜1
[1]
(v) = R˜1
[1] (
v − [ v
∆
]
∆
)
, v ∈ R, is ∆-periodic, continuous and
it holds R˜1
[1]
(k∆) = 0, k ∈ Z.
Proof: Periodicity of the function R1 gives for v ≥ 0∫ v
0
R1(y) dy =
∫ [ v∆ ]∆
0
R1(y) dy +
∫ v
[ v∆ ]∆
R1(y) dy
=
[ v∆ ]−1∑
k=0
∫ (k+1)∆
k∆
R1(y) dy +
∫ v
[ v∆ ]∆
R1(y) dy
=
[ v∆ ]−1∑
k=0
∫ ∆
0
R1(y + k∆) dy +
∫ v−[ v∆ ]∆
0
R1
(
y +
[ v
∆
]
∆
)
dy
=
[ v
∆
] ∫ ∆
0
R1(y) dy +
∫ v−[ v∆ ]∆
0
R1(y) dy
=
v
∆
∫ ∆
0
R1(y) dy +
([ v
∆
]
− v
∆
)∫ ∆
0
R1(y) dy +
∫ v−[ v∆ ]∆
0
R1(y) dy
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and therefore the first assertion of the proposition. From construction it is obvious
that R˜1
[1]
(v) has also the other properties stated above. For negative arguments
y < 0 the result follows analogously.
As the function R˜1
[1]
(v) is again periodically, for its primitive function we can
find an analogous representation with a constant R1
[2]
and a periodic function
R˜1
[2]
(v) and so on.
Proposition 48 Let R1(y), y ∈ R be a ∆-periodic, continuous function and the
function φ(y), y ∈ [a, b], a, b finite, N−times continuously differentiable, N ∈ N.
Then it holds∫ b
a
φ(y)R1(y) dy =
N∑
j=1
(−1)j−1R1[j]
∫ b
a
φ(j−1)(y) dy
+
N∑
j=1
(−1)j−1
[
φ(j−1)(b)R˜1
[j]
(b)− φ(j−1)(a)R˜1
[j]
(a)
]
+ (−1)N
∫ b
a
φ(N)(y)R˜1
[N ]
(y) dy,
with recursively given constants and functions
R1
[1]
=
1
∆
∫ ∆
0
R1(y) dy,
R˜1
[1]
(v) =
∫ v−[ v∆ ]∆
0
(
R1(y)−R1[1]
)
dy,
R1
[j+1]
=
1
∆
∫ ∆
0
R˜1
[j]
(y) dy, j = 1, 2, . . . ,
R˜1
[j+1]
(v) =
∫ v−[ v∆ ]∆
0
(
R˜1
[j]
(y)−R1[j+1]
)
dy, j = 1, 2, . . . ,
the functions R˜1
[j]
(v) are ∆-periodic, continuous and R˜1
[j]
(k∆) = 0, k ∈ Z.
Proof: Integrating by parts and using the representation from Proposition 47
we calculate∫ b
a
φ(y)R1(y) dy =
[
φ(y)R
(−1)
1 (y)
]y=b
y=a
−
∫ b
a
φ′(y)R(−1)1 (y) dy
=
[
φ(y)yR1
[1]
]y=b
y=a
−
∫ b
a
φ′(y)yR1
[1]
dy
+
[
φ(y)R˜1
[1]
(y)
]y=b
y=a
−
∫ b
a
φ′(y)R˜1
[1]
(y) dy
= R1
[1]
∫ b
a
φ(y) dy +
[
φ(y)R˜1
[1]
(y)
]y=b
y=a
−
∫ b
a
φ′(y)R˜1
[1]
(y) dy,
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here the function R˜1
[1]
(y) is continuous and ∆-periodic, hence we can again apply
integration by parts. By induction the assertion follows.
If we consider periodic functions of the kind R1
(y
ε
)
, then we have
R1
(v
ε
)
= ε
d
dv
R
(−1)
1
(v
ε
)
,
due to
d
dv
R
(−1)
1
(v
ε
)
=
d
dv
(∫ v
ε
0
R1(y) dy
)
=
1
ε
R1
(v
ε
)
.
This gives analogously
Proposition 49 Let R1(y), y ∈ R be a ∆-periodic, continuous function and the
function φ(y), y ∈ [a, b], a, b finite, N−times continuously differentiable, N ∈ N.
Then it holds∫ b
a
φ(y)R1
(y
ε
)
dy =
N∑
j=1
(−1)j−1εj−1R1[j]
∫ b
a
φ(j−1)(y) dy
+
N∑
j=1
(−1)j−1εj
[
φ(j−1)(b)R˜1
[j]
(
b
ε
)
− φ(j−1)(a)R˜1
[j]
(a
ε
)]
+ (−1)NεN
∫ b
a
φ(N)(y)R˜1
[N ]
(y
ε
)
dy,
with recursively given constants R1
[j]
and functions R˜1
[j]
(v), j = 1, 2, . . . , as
above.
We consider now integral functionals of periodically correlated processes of the
kind
εri(ω) =
∫ b
a
Qi(yi)
εfi(yi, ω) dyi, −∞ < a < b <∞, i = 1, 2.
We assume that the correlation functions R εf1εf2 are generated by a correlation
function R of a ∆-periodic correlated and 1-correlated random process, i.e. it
holds
R εf1εf2(y1, y2) = R
(y1
ε
,
y2
ε
)
= R
(y1
ε
+∆,
y2
ε
+∆
)
for y1, y2 ∈ R and a fixed value ∆ > 0 and
R(y1, y1 + h) = 0 for |h| ≥ 1.
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We also assume that it holds b− a ≥ ε. Then it follows with the same change of
variables of integration
E{ εr1 εr2} =
∫ b
a
∫ b
a
Q1(y1)Q2(y2)R εf1εf2(y1, y2) dy1 dy2
= ε
∫ 0
−1
∫ b
a−εy2
Q1(y1)Q2(y1 + εy2)R
(y1
ε
,
y1
ε
+ y2
)
dy1 dy2
+ ε
∫ 1
0
∫ b−εy2
a
Q1(y1)Q2(y1 + εy2)R
(y1
ε
,
y1
ε
+ y2
)
dy1 dy2.
The inner integrals have the kind of the integral in Proposition 49 with integration
interval and functions depending on the parameter y2. Thus it holds
ε
∫ 0
−1
∫ b
a−εy2
Q1(y1)Q2(y1 + εy2)R
(y1
ε
,
y1
ε
+ y2
)
dy1 dy2
= ε
∫ 0
−1
{
N∑
j=1
(−1)j−1εj−1R[j](y2)
∫ b
a−εy2
dj−1
dyj−11
(Q1(y1)Q2(y1 + εy2)) dy1
+
N∑
j=1
(−1)j−1εj
[
dj−1
dyj−11
(Q1(y1)Q2(y1 + εy2)) R˜
[j]
(y1
ε
, y2
)]y1=b
y1=a−εy2
+ (−1)NεN
∫ b
a−εy2
dN
dyN1
(Q1(y1)Q2(y1 + εy2)) R˜
[N ]
(y1
ε
, y2
)
dy1
}
dy2
with
R
[1]
(y2) =
1
∆
∫ ∆
0
R(s, s+ y2) ds,
R˜[1](y1, y2) =
∫ y1−[ y1∆ ]∆
0
(
R(s, s+ y2)−R[1](y2)
)
ds,
R
[j+1]
(y2) =
1
∆
∫ ∆
0
R˜[j](s, y2) ds, j = 1, 2, . . . ,
R˜[j+1](y1, y2) =
∫ y1−[ y1∆ ]∆
0
(
R˜[j](s, s+ y2)− R[j+1](y2)
)
ds, j = 1, 2, . . . ,
analogously for the second integral.
Calculation of the corresponding derivatives and Taylor expansion gives then
ε
∫ 0
−1
∫ b
a−εy2
Q1(y1)Q2(y1 + εy2)R
(y1
ε
,
y1
ε
+ y2
)
dy1 dy2
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= ε
∫ 0
−1
R
[1]
(y2) dy2
∫ b
a
Q1(y1)Q2(y1) dy1
+ ε2
∫ 0
−1
y2R
[1]
(y2) dy2
{∫ b
a
Q1(y1)Q
′
2(y1) dy1 +Q1(a)Q2(a)
}
− ε
3
2
∫ 0
−1
y22R
[1]
(y2) dy2
{∫ b
a
Q′1(y1)Q
′
2(y1) dy1 −Q1(b)Q′2(b) +Q′1(a)Q2(a)
}
+ . . .
+ ε2Q1(b)Q2(b)
∫ 0
−1
[
R˜[1]
(
b
ε
, y2
)
− R[2] (y2)
]
dy2
− ε2Q1(a)Q2(a)
∫ 0
−1
[
R˜[1]
(a
ε
− y2, y2
)
−R[2] (y2)
]
dy2
+ ε3Q1(b)Q
′
2(b)
∫ 0
−1
y2
[
R˜[1]
(
b
ε
, y2
)
− R[2] (y2)
]
dy2
+ ε3Q′1(a)Q2(a)
∫ 0
−1
y2
[
R˜[1]
(a
ε
− y2, y2
)
−R[2] (y2)
]
dy2
− ε3 [Q′1(b)Q2(b) +Q1(b)Q′2(b)]
∫ 0
−1
[
R˜[2]
(
b
ε
, y2
)
− R[3] (y2)
]
dy2
+ ε3 [Q′1(a)Q2(a) +Q1(a)Q
′
2(a)]
∫ 0
−1
[
R˜[2]
(a
ε
− y2, y2
)
− R[3] (y2)
]
dy2
+ . . . .
For the second integral one calculates
ε
∫ 1
0
∫ b−εy2
a
Q1(y1)Q2(y1 + εy2)R
(y1
ε
,
y1
ε
+ y2
)
dy1 dy2
= ε
∫ 1
0
R
[1]
(y2) dy2
∫ b
a
Q1(y1)Q2(y1) dy1
+ ε2
∫ 1
0
y2R
[1]
(y2) dy2
{∫ b
a
Q1(y1)Q
′
2(y1) dy1 −Q1(b)Q2(b)
}
− ε
3
2
∫ 1
0
y22R
[1]
(y2) dy2
{∫ b
a
Q′1(y1)Q
′
2(y1) dy1 −Q′1(b)Q2(b) +Q1(a)Q′2(a)
}
+ . . .
+ ε2Q1(b)Q2(b)
∫ 1
0
[
R˜[1]
(
b
ε
− y2, y2
)
−R[2] (y2)
]
dy2
− ε2Q1(a)Q2(a)
∫ 0
−1
[
R˜[1]
(a
ε
, y2
)
− R[2] (y2)
]
dy2
− ε3Q′1(b)Q2(b)
∫ 1
0
y2
[
R˜[1]
(
b
ε
− y2, y2
)
− R[2] (y2)
]
dy2
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− ε3Q1(a)Q′2(a)
∫ 1
0
y2
[
R˜[1]
(a
ε
, y2
)
− R[2] (y2)
]
dy2
− ε3 [Q′1(b)Q2(b) +Q1(b)Q′2(b)]
∫ 1
0
[
R˜[2]
(
b
ε
− y2, y2
)
−R[3] (y2)
]
dy2
+ ε3 [Q′1(a)Q2(a) +Q1(a)Q
′
2(a)]
∫ 0
−1
[
R˜[2]
(a
ε
, y2
)
− R[3] (y2)
]
dy2
+ . . . .
In the sum this gives the asymptotic expansion up to order ε3
E{ εr1 εr2} = ε
∫ 1
−1
R
[1]
(y2) dy2
∫ b
a
Q1(y1)Q2(y1) dy1
+ ε2
{∫ 1
−1
y2R
[1]
(y2) dy2
∫ b
a
Q1(y1)Q
′
2(y1) dy1
+ Q1(a)Q2(a)
∫ 0
−1
y2R
[1]
(y2) dy2 −Q1(b)Q2(b)
∫ 1
0
y2R
[1]
(y2) dy2
+ Q1(b)Q2(b)
{∫ 0
−1
[
R˜[1]
(
b
ε
, y2
)
−R[2] (y2)
]
dy2
+
∫ 1
0
[
R˜[1]
(
b
ε
− y2, y2
)
−R[2] (y2)
]
dy2
}
− Q1(a)Q2(a)
{∫ 0
−1
[
R˜[1]
(a
ε
− y2, y2
)
−R[2] (y2)
]
dy2
+
∫ 1
0
[
R˜[1]
(a
ε
, y2
)
− R[2] (y2)
]
dy2
}
− ε3
{
1
2
∫ 1
−1
y22R
[1]
(y2) dy2
∫ b
a
Q′1(y1)Q
′
2(y1) dy1
− Q1(b)Q
′
2(b)−Q′1(a)Q2(a)
2
∫ 0
−1
y22R
[1]
(y2) dy2
− Q
′
1(b)Q2(b)−Q1(a)Q′2(a)
2
∫ 1
0
y22R
[1]
(y2) dy2
− Q1(b)Q′2(b)
∫ 0
−1
y2
[
R˜[1]
(
b
ε
, y2
)
− R[2] (y2)
]
dy2
− Q′1(a)Q2(a)
∫ 0
−1
y2
[
R˜[1]
(a
ε
− y2, y2
)
−R[2] (y2)
]
dy2
+ Q′1(b)Q2(b)
∫ 1
0
y2
[
R˜[1]
(
b
ε
− y2, y2
)
−R[2] (y2)
]
dy2
+ Q1(a)Q
′
2(a)
∫ 1
0
y2
[
R˜[1]
(a
ε
, y2
)
−R[2] (y2)
]
dy2
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+ [Q′1(b)Q2(b) +Q1(b)Q
′
2(b)]
{∫ 0
−1
[
R˜[2]
(
b
ε
, y2
)
− R[3] (y2)
]
dy2
+
∫ 1
0
[
R˜[2]
(
b
ε
− y2, y2
)
−R[3] (y2)
]
dy2
}
− [Q′1(a)Q2(a) +Q1(a)Q′2(a)]
{∫ 0
−1
[
R˜[2]
(a
ε
− y2, y2
)
− R[3] (y2)
]
dy2
+
∫ 0
−1
[
R˜[2]
(a
ε
, y2
)
− R[3] (y2)
]
dy2
}}
+ . . . .
Chapter 5
Second Order Moments for
Integral Functionals of General
Second Order Processes
5.1 Introduction
Now we will analogously to Chapter 3 consider the case of general nonstationary
random processes involved in the integral functionals (3.1).
Again assumptions QA, QB or QE with certain order N ∈ N0 will be imposed on
the deterministic kernel functions of the integral functionals. Due to the wider
class of random processes assumptions on the family of correlation functions (or
more precisely on the family of correlation moments) have to be changed slightly.
Assumption 50 We say a family of second order random processes (with real,
complex or vector components) (( εf1(s),
εf2(s)), s ∈ R), ε > 0, or the correspond-
ing family of correlation functions (R εf1εf2(s1, s2), s1, s2 ∈ R), ε > 0, satisfies
assumption RA (of order N ∈ N0) if for all j = 0, 1, . . . , N and all u Taylor ex-
pansions in the right neighbourhood of 0 exist for the appropriate scaled cross-
correlation moments, i.e. e.g.
Kj,2(ε, u) :=
∫ ∞
−∞
sjR εf1εf2(u, u+ εs) ds =
N−j∑
k=0
aj,k,2(u)ε
k + ρ˜Kj,2,N−j+1(ε, u)
(5.1)
with remainder term tending to 0 faster than εN−j as ε→ 0
ρ˜Kj,2,N−j+1(ε, u) =
1
(N − j)!
∫ ε
0
K
(N−j+1)
j,2 (v, u)(ε− v)N−j dv,
97
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or analogously for correlation moments of the type
Kj,1(ε, u) :=
∫ ∞
−∞
sjR εf1εf2(u+ εs, u) ds
K+j,2(ε, u) :=
∫ ∞
0
sjR εf1εf2(u, u+ εs) ds, K
−
j,2(ε, u) :=
∫ 0
−∞
sjR εf1εf2(u, u+ εs) ds,
K+j,1(ε, u) :=
∫ ∞
0
sjR εf1εf2(u+ εs, u) ds, K
−
j,1(ε, u) :=
∫ 0
−∞
sjR εf1εf2(u+ εs, u) ds.
(The kind of needed correlation moment depends on the type of integral functionals
under consideration, see below the theorems.)
A family satisfying assumption RA is said to satisfy condition RB if
|R εf1εf2(u, u+ εs)| ≤ cR,01[−1,1](s), s ∈ R, ∀u ∈ R,
and to satisfy assumption RE if
|R εf1εf2(u, u+ εs)| ≤ cR,0 exp(−cR,e|s|), s ∈ R, ∀u ∈ R,
with some constants cR,0 > 0, cR,e > 0 (independent of u).
Assumption RB corresponds to the case of a family of ε-correlated random pro-
cesses (with correlation lengths ε), whereas assumption RE corresponds to the
case of a family of exponentially bounded correlated random processes.
The conditions above prescribe certain types of integral behaviour of the correla-
tion functions ”around the points of the diagonal (u, u), u ∈ R”, the correlation
functions are assumed to be continuous but higher smoothness is not assumed.
5.2 Asymptotic Expansions for Covariances
As in the case of stationary random functions considered above one has the
following general formulae for real processes and integrals
E{ εr1 εr2} = ε
∫ ∫
εD′
Q1(y
′
1)Q2(y
′
1 + εy
′
2)R εf1εf2(y
′
1, y
′
1 + εy
′
2) dy
′
1 dy
′
2 (5.2)
and for vector processes
E{ εr1 εr∗2} = ε
∫ ∫
εD′
Q1(y
′
1)R εf1εf2(y
′
1, y
′
1 + εy
′
2)Q
∗
2(y
′
1 + εy
′
2) dy
′
1 dy
′
2 (5.3)
with the domain of integration εD′ = {(y′1, y′2) ∈ R2 : y′1 ∈ D1, y′1 + εy′2 ∈ D2}.
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5.2.1 Real Axes as Domain of Integration
Real Case
Considering integrals over the whole real axes (3.7) we find
E{ εr1 εr2} = ε
∫ ∞
−∞
∫ ∞
−∞
Q1(y1)Q2(y1 + εy2)R εf1εf2(y1, y1 + εy2) dy2 dy1.
Assuming condition QA we have
E{ εr1 εr2} =
N∑
j=0
εj+1
j!
∫ ∞
−∞
∫ ∞
−∞
Q1(y1)Q
(j)
2 (y1)y
j
2R εf1εf2(y1, y1 + εy2) dy2 dy1
+ ε
∫ ∞
−∞
∫ ∞
−∞
Q1(y1)ρ˜Q2,N+1(y1, εy2)R εf1εf2(y1, y1 + εy2) dy2 dy1,
here ρ˜Q2,N+1(y1, εy2) is again the remainder term of Taylor expansion of the func-
tion Q2(y1 + εy2) with center in the point y1.
From assumption RA now it follows with (5.1)
E{ εr1 εr2} =
N∑
j=0
N−j∑
k=0
εk+j+1
j!
∫ ∞
−∞
Q1(y)Q
(j)
2 (y)aj,k,2(y) dy
+
N∑
j=0
εj+1
j!(N − j)!
∫ ∞
−∞
∫ ε
0
Q1(y)Q
(j)
2 (y)K
(N−j+1)
j,2 (v, y)(ε− v)N−j dv dy
+
ε
N !
∫ ∞
−∞
∫ ∞
−∞
∫ y1+εy2
y1
Q1(y1)Q
(N+1)
2 (v)(y1 + εy2 − v)NR εf1εf2(y1, y1 + εy2)dvdy2dy1.
Theorem 51 Under assumptions RA and QA it holds
E{ εr1 εr2} =
N∑
j=0
εj+1
j∑
k=0
1
(j − k)!
∫ ∞
−∞
Q1(y)Q
(j−k)
2 (y)aj−k,k,2(y) dy + ρN+1(ε)
with remainder term
ρN+1(ε) =
N∑
j=0
εj+1
j!(N − j)!
∫ ∞
−∞
∫ ε
0
Q1(y)Q
(j)
2 (y)K
(N−j+1)
j,2 (v, y)(ε− v)N−j dv dy
+
ε
N !
∫ ∞
−∞
∫ ∞
−∞
∫ y1+εy2
y1
Q1(y1)Q
(N+1)
2 (v)(y1 + εy2 − v)NR εf1εf2(y1, y1 + εy2)dvdy2dy1.
Here, in distinction to the case of stationary random processes in Chapter 3, the
influence of the random processes cannot be separated from the influence of the
kernel function, because the coefficients aj−k,k,2(y) which now depend on y, i.e.
on the point of the diagonal in consideration, have to be taken into consideration
in the integrals over the kernel functions.
Nevertheless the remainder terms can be estimated as in the corresponding case
for stationary processes.
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Vector-Valued Case
Dealing with vector-valued random processes and deterministic matrix kernel
functions we get analogous results with changes due to the noncommutativity of
matrix multiplication. It follows
Theorem 52 For random vectors as integral functionals over R it holds under
assumptions RA and QA
E{ εr1 εr∗2} =
N∑
j=0
εj+1
j∑
k=0
1
(j − k)!
∫ ∞
−∞
Q1(y)aj−k,k,2(y)Q
(j−k)∗
2 (y) dy + ρN+1(ε)
with
ρN+1(ε) =
N∑
j=0
εj+1
j!(N − j)!
∫ ∞
−∞
∫ ε
0
Q1(y)K
(N−j+1)
j,2 (v, y)(ε− v)N−jQ(j)∗2 (y) dv dy
+
ε
N !
∫ ∞
−∞
∫ ∞
−∞
∫ y1+εy2
y1
Q1(y1)R εf1εf2(y1, y1 + εy2)Q
(N+1)∗
2 (v)(y1 + εy2 − v)Ndvdy2dy1.
Also in this case analogous estimates for the remainder terms as in Chapter 3
can be written down.
5.2.2 Halfaxes as Domain of Integration
Real Case
If the random variables are defined as functional integrals over real halfaxes as
in (3.8) with in general nonstationary second order processes we can proceed as
follows. We calculate
E{ εr1 εr2} = ε
∫ 0
−∞
∫ ∞
−εy2
Q1(y1)Q2(y1 + εy2)R εf1εf2(y1, y1 + εy2) dy1 dy2
+ ε
∫ ∞
0
∫ ∞
0
Q1(y1)Q2(y1 + εy2)R εf1εf2(y1, y1 + εy2) dy1 dy2
= ε
∫ ∞
0
∫ ∞
0
Q1(y1 + εy2)Q2(y1)R εf1εf2(y1 + εy2, y1) dy1 dy2
+ ε
∫ ∞
0
∫ ∞
0
Q1(y1)Q2(y1 + εy2)R εf1εf2(y1, y1 + εy2) dy1 dy2.
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Inserting Taylor expansions for Q1 and Q2 by virtue of assumption QA gives
E{ εr1 εr2} =
N∑
j=0
εj+1
j!
{∫ ∞
0
∫ ∞
0
Q
(j)
1 (y1)Q2(y1)y
j
2R εf1εf2(y1 + εy2, y1) dy1 dy2
+
∫ ∞
0
∫ ∞
0
Q1(y1)Q
(j)
2 (y1)y
j
2R εf1εf2(y1, y1 + εy2) dy1 dy2
}
+ ε
{∫ ∞
0
∫ ∞
0
ρ˜Q1,N+1(y1, εy2)Q2(y1)R εf1εf2(y1 + εy2, y1) dy1 dy2
+
∫ ∞
0
∫ ∞
0
Q1(y1)ρ˜Q2,N+1(y1, εy2)R εf1εf2(y1, y1 + εy2) dy1 dy2
}
.
Now we can use condition RA to get the expansions
K+j,1(ε, y1)=
∫ ∞
0
yj2R εf1εf2(y1 + εy2, y1) dy2=
N−j∑
k=0
aj,k,1+(y1)ε
k+ρ˜K+j,1,N−j+1(ε, y1),
K+j,2(ε, y1)=
∫ ∞
0
yj2R εf1εf2(y1, y1 + εy2) dy2=
N−j∑
k=0
aj,k,2+(y1)ε
k+ρ˜K+j,2,N−j+1(ε, y1).
Then it follows
Theorem 53 Under assumptions QA and RA of order N for (3.8) it holds in
the case of nonstationary random processes ( εf1,
εf2), ε > 0,
E{ εr1 εr2} =
N∑
j=0
εj+1
j∑
k=0
1
(j − k)!
{∫ ∞
0
Q
(j−k)
1 (y)Q2(y)aj−k,k,1+(y) dy
+
∫ ∞
0
Q1(y)Q
(j−k)
2 (y)aj−k,k,2+(y) dy
}
+ ρN+1(ε)
with the remainder term
ρN+1(ε) =
N∑
j=0
εj+1
j!
{∫ ∞
0
Q
(j)
1 (y)Q2(y)ρ˜K+j,1,N−j+1(ε, y) dy
+
∫ ∞
0
Q1(y)Q
(j)
2 (y)ρ˜K+j,2,N−j+1(ε, y) dy
}
+ ε
{∫ 0
−∞
∫ ∞
0
ρ˜Q1,N+1(y1, εy2)Q2(y1)R εf1εf2(y1 + εy2, y1) dy1 dy2
+
∫ ∞
0
∫ ∞
0
Q1(y1)ρ˜Q2,N+1(y1, εy2)R εf1εf2(y1, y1 + εy2) dy1 dy2
}
.
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Vector-Valued Case
In the same way we get the analogous result for random vectors.
Theorem 54 Under assumptions QA and RA of order N for (3.8) it holds for
random vectors in the case of nonstationary random processes ( εf1,
εf2), ε > 0,
E{ εr1 εr∗2} =
N∑
j=0
εj+1
j∑
k=0
1
(j − k)!
{∫ ∞
0
Q
(j−k)
1 (y)aj−k,k,1+(y)Q
∗
2(y) dy
+
∫ ∞
0
Q1(y)aj−k,k,2+(y)Q
(j−k)∗
2 (y) dy
}
+ ρN+1(ε)
with the remainder term
ρN+1(ε) =
N∑
j=0
εj+1
j!
{∫ ∞
0
Q
(j)
1 (y)ρ˜K+j,1,N−j+1(ε, y)Q
∗
2(y) dy
+
∫ ∞
0
Q1(y)ρ˜K+j,2,N−j+1(ε, y)Q
(j)∗
2 (y) dy
}
+ ε
{∫ 0
−∞
∫ ∞
0
ρ˜Q1,N+1(y1, εy2)R εf1εf2(y1 + εy2, y1)Q
∗
2(y1) dy1 dy2
+
∫ ∞
0
∫ ∞
0
Q1(y1)R εf1εf2(y1, y1 + εy2)ρ˜Q2,N+1(y1, εy2)
∗ dy1 dy2
}
.
5.2.3 Finite Intervals as Domain of Integration
Now we will deal with random variables defined as integral functionals over finite
intervals, according to (3.12). Here it is technically more complicated to obtain
the wanted asymptotic expansions, so we restrict the presentation to the case of
identical intervals. Additionally we assume that assumption RB is satisfied, i.e.
the random processes are ε-correlated.
Real Case, Coinciding Intervals
If we proceed as in the case of stationary random processes we get
E{ εr1 εr2} =
∫ b
a
∫ b
a
Q1(y1)Q2(y2)R εf1εf2(y1, y2) dy1 dy2
= ε
∫ 0
a−b
ε
∫ b
a−εy2
Q1(y1)Q2(y1 + εy2)R εf1εf2(y1, y1 + εy2) dy1 dy2
+ ε
∫ b−a
ε
0
∫ b−εy2
a
Q1(y1)Q2(y1 + εy2)R εf1εf2(y1, y1 + εy2) dy1 dy2
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=
N∑
j=0
εj+1
j!
{∫ 0
a−b
ε
∫ b
a−εy2
Q1(y1)Q
(j)
2 (y1)y
j
2R εf1εf2(y1, y1 + εy2) dy1 dy2
+
∫ b−a
ε
0
∫ b−εy2
a
Q1(y1)Q
(j)
2 (y1)y
j
2R εf1εf2(y1, y1 + εy2) dy1 dy2
}
+ ε
∫ 0
a−b
ε
∫ b
a−εy2
Q1(y1)ρ˜Q2,N+1(y1, εy2)R εf1εf2(y1, y1 + εy2) dy1 dy2
+ ε
∫ b−a
ε
0
∫ b−εy2
a
Q1(y1)ρ˜Q2,N+1(y1, εy2)R εf1εf2(y1, y1 + εy2) dy1 dy2.
Without assuming smoothness on the correlation function itself we cannot derive
from this representation an asymptotic expansion. So we change the order of
integration in the first two integrals in each summand and get
E{ εr1 εr2} =
N∑
j=0
εj+1
j!
∫ b
a
Q1(y1)Q
(j)
2 (y1)
∫ b−y1
ε
a−y1
ε
yj2R εf1εf2(y1, y1 + εy2) dy2 dy1
+ ρˆ1(ε),
where the remainder term, i.e. the sum of the last two integrals in the formula
above, is denoted with ρˆ1(ε).
We assume again condition RA, i.e. it holds for all j = 0, . . . , N and a ≤ y1 ≤ b
Kj,2(ε, y1) :=
∫ 1
−1
yj2R εf1εf2(y1, y1 + εy2) dy2 =
N−j∑
k=0
aj,k(y1)ε
k + ρ˜Kj,2,N−j+1(ε, y1).
Because we cannot write down an expansion for fixed values y1 ∈ [a, b] as ε→ 0
for the inner integrals explicitely we write each integral in the sum as∫ b
a
Q1(y1)Q
(j)
2 (y1)
∫ b−y1
ε
a−y1
ε
yj2R εf1εf2(y1, y1 + εy2) dy2 dy1
=
∫ b
a
Q1(y1)Q
(j)
2 (y1)
N−j∑
k=0
aj,k(y1)ε
k dy1
+
∫ b
b−ε
Q1(y1)Q
(j)
2 (y1)
[∫ b−y1
ε
−1
yj2R εf1εf2(y1, y1 + εy2) dy2 −
N−j∑
k=0
aj,k(y1)ε
k
]
dy1
+
∫ a+ε
a
Q1(y1)Q
(j)
2 (y1)
[∫ 1
a−y1
ε
yj2R εf1εf2(y1, y1 + εy2) dy2 −
N−j∑
k=0
aj,k(y1)ε
k
]
dy1
+ ρˆ2,j(ε).
Here we use that the correlation function R εf1εf2(y1, y1 + εy2) vanishes for values
|y2| ≥ 1. In the second and third integral term in the last formula is not the
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global but the local behaviour at the endpoints a and b of the kernel functions
important. From condition QA it follows
Q1(y1)Q
(j)
2 (y1) = Q1(b)Q
(j)
2 (b) + (y1 − b)
d
dy1
(
Q1(y1)Q
(j)
2 (y1)
)∣∣∣∣
y1=b
+ . . .
for y1 in the neighbourhood of b and analogously in the neighbourhood of a.
It holds
lim
ε→0
∫ b
b−ε
Q1(y1)Q
(j)
2 (y1)
[∫ b−y1
ε
−1
yj2R εf1εf2(y1, y1 + εy2) dy2 −
N−j∑
k=0
aj,k(y1)ε
k
]
dy1 = 0.
If we assume the existence of the limits
bj,1;b := lim
ε→0
1
ε
∫ b
b−ε
[∫ b−y1
ε
−1
yj2R εf1εf2(y1, y1 + εy2) dy2 − aj,0(y1)
]
dy1
= lim
ε→0
1
ε
∫ b
b−ε
[∫ b−y1
ε
−1
yj2R εf1εf2(y1, y1 + εy2) dy2 −
N−j∑
k=0
aj,k(y1)ε
k
]
dy1,
bj,2,1;b := lim
ε→0
1
ε2
{∫ b
b−ε
[∫ b−y1
ε
−1
yj2R εf1εf2(y1, y1 + εy2) dy2 − aj,0(y1)− aj,1(y1)ε
]
dy1
−εbj,1;b}
bj,2,2;b := lim
ε→0
1
ε2
∫ b
b−ε
(y1 − b)
[∫ b−y1
ε
−1
yj2R εf1εf2(y1, y1 + εy2) dy2 − aj,0(y1)
]
dy1
and so on and analogously with coefficients bj,1;a, bj,2,1;a, bj,2,2;a, . . . in the neigh-
bourhood of a the following expansion can be given.
Theorem 55 Under the assumptions mentioned above it holds
E{ εr1 εr2} = ε
∫ b
a
Q1(y)Q2(y)a0,0(y) dy
+ ε2
{∫ b
a
Q1(y)Q2(y)a0,1(y) dy +
∫ b
a
Q1(y)Q
′
2(y)a1,0(y) dy
+ Q1(b)Q2(b)b0,1;b +Q1(a)Q2(a)b0,1;a}
+ ε3
{∫ b
a
Q1(y)Q2(y)a0,2(y) dy +
∫ b
a
Q1(y)Q
′
2(y)a1,1(y) dy
+
∫ b
a
Q1(y)Q
′′
2(y)a2,0(y) dy +Q1(b)Q2(b)b0,2,1;b
+ [Q′1(b)Q2(b) +Q1(b)Q
′
2(b)]b0,2,2;b +Q1(b)Q
′
2(b)b1,1;b
+ Q1(a)Q2(a)b0,2,1;a + [Q
′
1(a)Q2(a) +Q1(a)Q
′
2(a)]b0,2,2;a
+ Q1(a)Q
′
2(a)b1,1;a}+ . . .
For covariance matrices for random vectors similar expansions can be derived.
Chapter 6
Integral Functionals of Wide
Sense Homogeneous Random
Fields
6.1 Introduction
Partial differential equations are of great importance in various fields of math-
ematics and in numerous applications. In a number of cases solutions to such
equations can be represented as integral functionals with certain kernel functions
and parameter functions involved in these functionals. Using a stochastic mod-
elling the parameter functions are often assumed to be random fields with a given
distribution or with given stochastic characteristics, such as expectation or corre-
lation function. If these random fields can be embedded in a family of weakly or
ε-correlated random fields (see below), or if they can be expressed at least approx-
imately as linear integral functionals of such weakly or ε-correlated random fields,
the task of finding asymptotic expansions for second order moments arises. The
method to get such expansions is basically the same as for random processes, but
it is technically more difficult. So we will restrict the presentation here to the case
of a regular family of ε-correlated homogeneous in the wide sense random fields,
both real or complex vector valued. The random fields are defined on subsets of
Rm, m ∈ N, typically we choose m = 2 or m = 3. For greater applicability we al-
low that the correlation lengths of the underlying random fields may differ in the
various dimensions of the domain of definition, i.e. we describe correlation lengths
as m-vectors ε = (ε1, . . . , εm). Generally, in order to distinguish scalar values and
points in the space Rm we will underline the latter, i.e. we write u = (u1, . . . , um)
and similarly also 0 = (0, . . . , 0), 1 = (1, . . . , 1),∞ = (∞, . . . ,∞). We use also
multiindices k = (k1, . . . , km) ∈ Nm0 and define
|k| = |(k1, . . . , km)| := k1 + . . .+ km,
105
CHAPTER 6. HOMOGENEOUS RANDOM FIELDS 106
k! := k1! · . . . · km!,
uk := uk11 · . . . · ukmm ,
ε · u := (ε1u1, . . . , εmum),
u
ε
:=
(
u1
ε1
, . . . ,
um
εm
)
.
For functions Q defined on a subset of Rm we set
DkQ(u) :=
∂|k|
∂uk11 . . . ∂u
km
m
Q(u1, . . . , um)
in points u = (u1, . . . , um) ∈ Rm, in which the derivative exists (sometimes
only as ”one-sided” derivative). Order or similar relations between m-vectors we
understand as usual to be defined componentwise, e.g. ε > 0 means εi > 0, ∀ i =
1, . . . , m.
The considered integral functionals can be written as
εri(ω) =
∫
Di
Qi(s)
εfi(s, ω) ds, i = 1, 2, (6.1)
with deterministic functions Qi defined on suitable sets Di ⊂ Rm and families of
wide sense homogeneous random processes (( εf1(s),
εf2(s)), s ∈ Rm), ε > 0.
Assumptions on the deterministic kernel functions Qi, i = 1, 2, are the same as for
random processes in Assumption 31 with the obvious changes that now domains
of definition are subsets of Rm and corresponding partial derivatives have to exist.
For the family of random processes (( εf1(s),
εf2(s)), s ∈ Rm), ε > 0, or the corre-
sponding correlation functions we will assume that the following conditions hold,
formulated here for complex vector fields already.
Assumption 56 We say that the family of second order complex vector random
fields (( εf1(s),
εf2(s)), s ∈ Rm), ε > 0, or the corresponding correlation functions
R εf1εf2(s, t) := E{ εf1(s) εf ∗2 (t)}
satisfies assumption RF, if it holds
1. The random fields are centered, i.e. E{ εfi(s)} = 0, i = 1, 2, ε > 0, s ∈ Rm.
2. The random fields are wide sense homogeneous, i.e.
R εf1εf2(s, t) = R εf1εf2(t− s), ε > 0, s, t ∈ Rm.
3. The random fields are ε-correlated, i.e. R εf1εf2(s) = 0 if ∃ k ∈ {1, . . . , m}
with |sk| ≥ εk.
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4. The correlation functions of the family are generated by a correlation func-
tion R of a 1-correlated wide sense homogeneous random field, i.e.
R εf1εf2(s) = R
(
s
ε
)
, ε > 0, s ∈ Rm.
5. All random fields are continuous in quadratic mean on Rm, hence also the
generating correlation function R is continuous on Rm.
From properties 3 and 4 it follows that the generating correlation function R
vanishes on the set Rm \ (−1, 1)m.
6.2 Asymptotic Expansions for Covariances
In this section we give asymptotic expansions of second order moments for in-
tegral functionals with smooth kernel functions and a family of ε-correlated ho-
mogeneous random fields satisfying Assumption 56. At first the product case is
mentioned shortly. After that integrals over the whole space Rm are considered,
then integrals over rectangles are treated. In each case we give formulae for real
random variables defined by real random fields and complex random vectors de-
fined as integral functionals of complex random vector fields with deterministic
matrix kernel functions.
6.2.1 The Product Case
In the following special case no further calculations are needed to get asymptotic
expansion for second order moments for ( εr1,
εr2) with
εri =
∫
Di
Qi(s)
εfi(s) ds, i = 1, 2.
Let us assume that the domains of definition, the kernel functions and the corre-
lation function can be written as products, i.e. it holds
Di = Di1 × . . .×Dim, i = 1, 2,
Qi(s) = Qi1(s1) · . . . ·Qim(sm), i = 1, 2,
R(s) = R1(s1) · . . . · Rm(sm),
with suitable domains Dik ⊂ R, kernel functions Qik defined on Dik, k =
1, . . . , m, i = 1, 2, and correlation functions Rk on R, k = 1, . . . , m.
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Then we get for the covariances
E{ εr1 εr2} =
∫
D2
∫
D1
Q1(s)Q2(t)E{ εf1(s) εf2(t)} ds dt
=
∫
D2
∫
D1
Q1(s)Q2(t)R εf1εf2(t− s) ds dt
=
∫
D2
∫
D1
Q1(s)Q2(t)R
(
t− s
ε
)
ds dt
=
∫
D21
∫
D11
Q11(s1)Q21(t1)R1
(
t1 − s1
ε1
)
ds1 dt1 · . . .
·
∫
D2m
∫
D1m
Q1m(sm)Q2m(tm)Rm
(
tm − sm
εm
)
dsm dtm
and corresponding expansions for integrals over domains in R, as described in
Chapter 3 can be inserted.
6.2.2 Integrals over Rm
Real Case
If the kernel functions Qi, i = 1, 2, are defined and smooth on the whole space R
m,
i.e. if we investigate random variables εri =
∫
Rm
Qi(s)
εfi(s) ds, i = 1, 2, using an
analogous transformation of variables of integration as in Chapter 3 we calculate
E{ εr1 εr2} =
∫
Rm
∫
Rm
Q1(s)Q2(t)E{ εf1(s) εf2(t)} ds dt
=
∫
Rm
∫
Rm
Q1(s)Q2(t)R εf1εf2(t− s) ds dt
=
∫
Rm
∫
Rm
Q1(s)Q2(t)R
(
t− s
ε
)
ds dt
= ε1
∫ 1
−1
∫
Rm
Q1(s)Q2(s+ ε · t)R(t) ds dt.
From Taylor expansion
Q2(s+ ε · t) =
∑
|j|≤N
(ε · t)j
j!
DjQ2(s) + ρ˜Q2,N+1(s, ε · t)
with remainder term ρ˜Q2,N+1(s, ε · t) now it follows
E{ εr1 εr2} =
∑
|j|≤N
εj+1
j!
∫ 1
−1
tjR(t) dt
∫
Rm
Q1(s)D
jQ2(s) ds+ ρN+1(ε)
with the resulting remainder term ρN+1(ε) which can be estimated using estimates
of the Taylor expansion remainder.
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Theorem 57 Under assumptions QA and RF with order N it holds for the real
random variables
E{ εr1 εr2} =
∑
|j|≤N
εj+1
j!
aj
∫
Rm
Q1(s)D
jQ2(s) ds+ ρN+1(ε),
with
aj =
∫ 1
−1
tjR(t) dt.
In the case of identical random variables εr1 =
εr2, i.e. Q1 = Q2 = Q,
εf1 =
εf2 =
f this gives for the variances
E{ εr2} =
∑
|j|≤N
εj+1
j!
µj
∫
Rm
Q(s)DjQ(s) ds+ ρN+1(ε)
with the correlation moments µj for the generating correlation function R.
Vector Case
Dealing with random vectors εr1 and
εr2 the same procedure leads to the following
expansion.
Theorem 58 Under assumptions QA and RF with order N it holds for the com-
plex random vectors
E{ εr1 εr∗2} =
∑
|j|≤N
εj+1
j!
∫
Rm
Q1(s)ajD
jQ∗2(s) ds+ ρN+1(ε),
with
aj =
∫ 1
−1
tjR(t) dt.
In the case of identical random vectors εr1 =
εr2, i.e. Q1 = Q2 = Q,
εf1 =
εf2 = f
this gives for the covariance matrix
E{ εr εr∗} =
∑
|j|≤N
εj+1
j!
∫
Rm
Q(s)µjD
jQ∗(s) ds+ ρN+1(ε)
with the matrix correlation moments µj for the generating matrix correlation
function R.
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6.2.3 Integrals over Rectangles
Real Case
Now we show how one can proceed in the case of integration over some regular
bounded domains of the space Rm. Here the asymptotic expansions become
quite cumbersome, so we consider the special case of integration over identical
rectangles in R2. Let us denote for finite values a1 < b1, a2 < b2
εr1 :=
∫ b1
a1
∫ b2
a2
Q1(s1, s2)
εf1(s1, s2) ds2 ds1,
εr2 :=
∫ b1
a1
∫ b2
a2
Q2(t1, t2)
εf2(t1, t2) dt2 dt1,
where the kernel functions Q1(s), Q2(t) and the homogeneous in the wide sense
random fields ( εf1,
εf2), ε > 0, satisfy the assumptions from above.
Then it holds
E{ εr1 εr2} =
∫ b1
a1
∫ b1
a1
∫ b2
a2
∫ b2
a2
Q1(s)Q2(t)R εf1εf2(t− s) dt2 ds2 dt1 ds1
and using the transformation of variables of integration
s′i = si, t
′
i =
ti − si
εi
, i = 1, 2,
we get the representation as a sum of four integrals
E{ εr1 εr2} = ε1ε2
(∫ 0
a1−b1
ε1
∫ 0
a2−b2
ε2
∫ b1
a1−ε1t1
∫ b2
a2−ε2t2
+
∫ 0
a1−b1
ε1
∫ b2−a2
ε2
0
∫ b1
a1−ε1t1
∫ b2−ε2t2
a2
+
∫ b1−a1
ε1
0
∫ 0
a2−b2
ε2
∫ b1−ε1t1
a1
∫ b2
a2−ε2t2
+
∫ b1−a1
ε1
0
∫ b2−a2
ε2
0
∫ b1−ε1t1
a1
∫ b2−ε2t2
a2
)
Q1(s1, s2)Q2(s1 + ε1t1, s2 + ε2t2)R εf1εf2(ε1t1, ε2t2) ds2 ds1 dt2 dt1.
Assuming b1 − a1 ≥ ε1, b2 − a2 ≥ ε2 this can be written as
E{ εr1 εr2} = ε1ε2
{∫ 0
−1
∫ 0
−1
φ1(ε · t)R(t) dt2 dt1 +
∫ 0
−1
∫ 1
0
φ2(ε · t)R(t) dt2 dt1
+
∫ 1
0
∫ 0
−1
φ3(ε · t)R(t) dt2 dt1 +
∫ 1
0
∫ 1
0
φ4(ε · t)R(t) dt2 dt1
}
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with the auxilary functions
φ1(z) =
∫ b1
a1−z1
∫ b2
a2−z2
Q1(s)Q2(s+ z) ds2 ds1, z1 ∈ [a1 − b1, 0], z2 ∈ [a2 − b2, 0],
φ2(z) =
∫ b1
a1−z1
∫ b2−z2
a2
Q1(s)Q2(s+ z) ds2 ds1, z1 ∈ [a1 − b1, 0], z2 ∈ [0, b2 − a2],
φ3(z) =
∫ b1−z1
a1
∫ b2
a2−z2
Q1(s)Q2(s+ z) ds2 ds1, z1 ∈ [0, b1 − a1], z2 ∈ [a2 − b2, 0],
φ4(z) =
∫ b1−z1
a1
∫ b2−z2
a2
Q1(s)Q2(s+ z) ds2 ds1, z1 ∈ [0, b1 − a1], z2 ∈ [0, b2 − a2].
Applying Taylor expansion of these functions
φi(ε1t1, ε2t2) =
∑
|(j1,j2)|≤N
εj11 ε
j2
2
j1!j2!
∂j1+j2
∂zj11 ∂z
j2
2
φi(z1, z2)|z1=z2=0 tj11 tj22 + ρ˜φi,N+1(ε1t1, ε2t2)
for i = 1, 2, 3, 4 gives the wanted asymptotic expansions for the covariances.
The derivatives can be found as
D(j1,j2)φ1(z1, z2) =
∫ b1
a1−z1
∫ b2
a2−z2
Q1(s1, s2)D
(j1,j2)Q2(s1 + z1, s2 + z2) ds2 ds1
+
j2−1∑
l=0
(−1)l
∫ b1
a1−z1
D(0,l)Q1(s1, a2 − z2)D(j1,j2−1−l)Q2(s1 + z1, a2) ds1
+
j1−1∑
l=0
(−1)l
∫ b2
a2−z2
D(l,0)Q1(a1 − z1, s2)D(j1−1−l,j2)Q2(a1, s2 + z2) ds2
+
j1−1∑
l1=0
j2−1∑
l2=0
(−1)l1+l2D(l1,l2)Q1(a1 − z1, a2 − z2)D(j1−1−l1,j2−1−l2)Q2(a1, a2),
D(j1,j2)φ2(z1, z2) =
∫ b1
a1−z1
∫ b2−z2
a2
Q1(s1, s2)D
(j1,j2)Q2(s1 + z1, s2 + z2) ds2 ds1
+
j2−1∑
l=0
(−1)l+1
∫ b1
a1−z1
D(0,l)Q1(s1, b2 − z2)D(j1,j2−1−l)Q2(s1 + z1, b2) ds1
+
j1−1∑
l=0
(−1)l
∫ b2−z2
a2
D(l,0)Q1(a1 − z1, s2)D(j1−1−l,j2)Q2(a1, s2 + z2) ds2
+
j1−1∑
l1=0
j2−1∑
l2=0
(−1)l1+l2+1D(l1,l2)Q1(a1 − z1, b2 − z2)D(j1−1−l1,j2−1−l2)Q2(a1, b2),
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D(j1,j2)φ3(z1, z2) =
∫ b1−z1
a1
∫ b2
a2−z2
Q1(s1, s2)D
(j1,j2)Q2(s1 + z1, s2 + z2) ds2 ds1
+
j2−1∑
l=0
(−1)l
∫ b1−z1
a1
D(0,l)Q1(s1, a2 − z2)D(j1,j2−1−l)Q2(s1 + z1, a2) ds1
+
j1−1∑
l=0
(−1)l+1
∫ b2
a2−z2
D(l,0)Q1(b1 − z1, s2)D(j1−1−l,j2)Q2(b1, s2 + z2) ds2
+
j1−1∑
l1=0
j2−1∑
l2=0
(−1)l1+l2+1D(l1,l2)Q1(b1 − z1, a2 − z2)D(j1−1−l1,j2−1−l2)Q2(b1, a2),
D(j1,j2)φ4(z1, z2) =
∫ b1−z1
a1
∫ b2−z2
a2
Q1(s1, s2)D
(j1,j2)Q2(s1 + z1, s2 + z2) ds2 ds1
+
j2−1∑
l=0
(−1)l+1
∫ b1−z1
a1
D(0,l)Q1(s1, b2 − z2)D(j1,j2−1−l)Q2(s1 + z1, b2) ds1
+
j1−1∑
l=0
(−1)l+1
∫ b2−z2
a2
D(l,0)Q1(b1 − z1, s2)D(j1−1−l,j2)Q2(b1, s2 + z2) ds2
+
j1−1∑
l1=0
j2−1∑
l2=0
(−1)l1+l2D(l1,l2)Q1(b1 − z1, b2 − z2)D(j1−1−l,j2−1−l2)Q2(b1, b2).
These formulae can be proven by induction. Here of course sums of the kind∑−1
l=0 cl are defined to be 0. Above expressions give for the (one-sided) values at
the point (0, 0)
D(j1,j2)φ1(0, 0) =
∫ b1
a1
∫ b2
a2
Q1(s1, s2)D
(j1,j2)Q2(s1, s2) ds2 ds1
+
j2−1∑
l=0
(−1)l
∫ b1
a1
D(0,l)Q1(s1, a2)D
(j1,j2−1−l)Q2(s1, a2) ds1
+
j1−1∑
l=0
(−1)l
∫ b2
a2
D(l,0)Q1(a1, s2)D
(j1−1−l,j2)Q2(a1, s2) ds2
+
j1−1∑
l1=0
j2−1∑
l2=0
(−1)l1+l2D(l1,l2)Q1(a1, a2)D(j1−1−l1,j2−1−l2)Q2(a1, a2),
D(j1,j2)φ2(0, 0) =
∫ b1
a1
∫ b2
a2
Q1(s1, s2)D
(j1,j2)Q2(s1, s2) ds2 ds1
+
j2−1∑
l=0
(−1)l+1
∫ b1
a1
D(0,l)Q1(s1, b2)D
(j1,j2−1−l)Q2(s1, b2) ds1
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+
j1−1∑
l=0
(−1)l
∫ b2
a2
D(l,0)Q1(a1, s2)D
(j1−1−l,j2)Q2(a1, s2) ds2
+
j1−1∑
l1=0
j2−1∑
l2=0
(−1)l1+l2+1D(l1,l2)Q1(a1, b2)D(j1−1−l1,j2−1−l2)Q2(a1, b2),
D(j1,j2)φ3(0, 0) =
∫ b1
a1
∫ b2
a2
Q1(s1, s2)D
(j1,j2)Q2(s1, s2) ds2 ds1
+
j2−1∑
l=0
(−1)l
∫ b1
a1
D(0,l)Q1(s1, a2)D
(j1,j2−1−l)Q2(s1, a2) ds1
+
j1−1∑
l=0
(−1)l+1
∫ b2
a2
D(l,0)Q1(b1, s2)D
(j1−1−l,j2)Q2(b1, s2) ds2
+
j1−1∑
l1=0
j2−1∑
l2=0
(−1)l1+l2+1D(l1,l2)Q1(b1, a2)D(j1−1−l1,j2−1−l2)Q2(b1, a2),
D(j1,j2)φ4(0, 0) =
∫ b1
a1
∫ b2
a2
Q1(s1, s2)D
(j1,j2)Q2(s1, s2) ds2 ds1
+
j2−1∑
l=0
(−1)l+1
∫ b1
a1
D(0,l)Q1(s1, b2)D
(j1,j2−1−l)Q2(s1, b2) ds1
+
j1−1∑
l=0
(−1)l+1
∫ b2
a2
D(l,0)Q1(b1, s2)D
(j1−1−l,j2)Q2(b1, s2) ds2
+
j1−1∑
l1=0
j2−1∑
l2=0
(−1)l1+l2D(l1,l2)Q1(b1, b2)D(j1−1−l,j2−1−l2)Q2(b1, b2).
Some of the first values are as follows.
φi(0, 0) =
∫ b1
a1
∫ b2
a2
Q1(s)Q2(s) ds2 ds1, i = 1, 2, 3, 4,
D(1,0)φ1(0, 0) =
∫ b1
a1
∫ b2
a2
Q1(s)D
(1,0)Q2(s) ds2 ds1 +
∫ b2
a2
Q1(a1, s2)Q2(a1, s2) ds2,
D(0,1)φ1(0, 0) =
∫ b1
a1
∫ b2
a2
Q1(s)D
(0,1)Q2(s) ds2 ds1 +
∫ b1
a1
Q1(s1, a2)Q2(s1, a2) ds1,
D(2,0)φ1(0, 0) =
∫ b1
a1
∫ b2
a2
Q1(s)D
(2,0)Q2(s) ds+
∫ b2
a2
Q1(a1, s2)D
(1,0)Q2(a1, s2) ds2
−
∫ b2
a2
D(1,0)Q1(a1, s2)Q2(a1, s2) ds2,
CHAPTER 6. HOMOGENEOUS RANDOM FIELDS 114
D(1,1)φ1(0, 0) =
∫ b1
a1
∫ b2
a2
Q1(s)D
(1,1)Q2(s) ds+
∫ b1
a1
Q1(s1, a2)D
(1,0)Q2(s1, a2) ds1
+
∫ b2
a2
Q1(a1, s2)D
(0,1)Q2(a1, s2) ds2 +Q1(a1, a2)Q2(a1, a2)
D(0,2)φ1(0, 0) =
∫ b1
a1
∫ b2
a2
Q1(s)D
(0,2)Q2(s) ds+
∫ b1
a1
Q1(s1, a2)D
(0,1)Q2(s1, a2) ds1
−
∫ b1
a1
D(0,1)Q1(s1, a2)Q2(s1, a2) ds1,
and analogously for the other functions.
Theorem 59 Under assumptions QA and RF with order N it holds for the real
random variables
E{ εr1 εr2} =
∑
|j|≤N
εj+1
j!
4∑
i=1
aj,iqj,i + ρN+1(ε),
with the notations
qj,i = D
jφi(0, 0), i = 1, 2, 3, 4,
aj,1 =
∫ 0
−1
∫ 0
−1
tjR(t) dt, aj,2 =
∫ 0
−1
∫ 1
0
tjR(t) dt,
aj,3 =
∫ 1
0
∫ 0
−1
tjR(t) dt, aj,4 =
∫ 1
0
∫ 1
0
tjR(t) dt
and the remainder term ρN+1(ε).
Vector Case
In the case of vector fields the integrals aj,i from the theorem above are matrices,
which cannot be separated from the integrals of the type qj,i there. In this
situation we define
qj,1 =
∫ b1
a1
∫ b2
a2
Q1(s1, s2)aj,1D
(j1,j2)Q∗2(s1, s2) ds2 ds1
+
j2−1∑
l=0
(−1)l
∫ b1
a1
D(0,l)Q1(s1, a2)aj,1D
(j1,j2−1−l)Q∗2(s1, a2) ds1
+
j1−1∑
l=0
(−1)l
∫ b2
a2
D(l,0)Q1(a1, s2)aj,1D
(j1−1−l,j2)Q∗2(a1, s2) ds2
+
j1−1∑
l1=0
j2−1∑
l2=0
(−1)l1+l2D(l1,l2)Q1(a1, a2)aj,1D(j1−1−l1,j2−1−l2)Q∗2(a1, a2),
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qj,2 =
∫ b1
a1
∫ b2
a2
Q1(s1, s2)aj,2D
(j1,j2)Q∗2(s1, s2) ds2 ds1
+
j2−1∑
l=0
(−1)l+1
∫ b1
a1
D(0,l)Q1(s1, b2)aj,2D
(j1,j2−1−l)Q∗2(s1, b2) ds1
+
j1−1∑
l=0
(−1)l
∫ b2
a2
D(l,0)Q1(a1, s2)aj,2D
(j1−1−l,j2)Q∗2(a1, s2) ds2
+
j1−1∑
l1=0
j2−1∑
l2=0
(−1)l1+l2+1D(l1,l2)Q1(a1, b2)aj,2D(j1−1−l1,j2−1−l2)Q∗2(a1, b2),
qj,3 =
∫ b1
a1
∫ b2
a2
Q1(s1, s2)aj,3D
(j1,j2)Q∗2(s1, s2) ds2 ds1
+
j2−1∑
l=0
(−1)l
∫ b1
a1
D(0,l)Q1(s1, a2)aj,3D
(j1,j2−1−l)Q∗2(s1, a2) ds1
+
j1−1∑
l=0
(−1)l+1
∫ b2
a2
D(l,0)Q1(b1, s2)aj,3D
(j1−1−l,j2)Q∗2(b1, s2) ds2
+
j1−1∑
l1=0
j2−1∑
l2=0
(−1)l1+l2+1D(l1,l2)Q1(b1, a2)aj,3D(j1−1−l1,j2−1−l2)Q∗2(b1, a2),
qj,4 =
∫ b1
a1
∫ b2
a2
Q1(s1, s2)aj,4D
(j1,j2)Q∗2(s1, s2) ds2 ds1
+
j2−1∑
l=0
(−1)l+1
∫ b1
a1
D(0,l)Q1(s1, b2)aj,4D
(j1,j2−1−l)Q∗2(s1, b2) ds1
+
j1−1∑
l=0
(−1)l+1
∫ b2
a2
D(l,0)Q1(b1, s2)aj,4D
(j1−1−l,j2)Q∗2(b1, s2) ds2
+
j1−1∑
l1=0
j2−1∑
l2=0
(−1)l1+l2D(l1,l2)Q1(b1, b2)aj,4D(j1−1−l,j2−1−l2)Q∗2(b1, b2).
Then it holds
Theorem 60 Under assumptions QA and RF with order N it holds for the com-
plex random vectors
E{ εr1 εr∗2} =
∑
|j|≤N
εj+1
j!
4∑
i=1
qj,i + ρN+1(ε),
with the above notations.
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6.3 Expansions for Correlation Functions
For wide sense homogeneous random fields (( εf1(s),
εf2(s)), s ∈ Rm), ε > 0, satis-
fying assumption RF and for deterministic kernel functions Qi, i = 1, 2, satisfying
assumption QA on [0,∞)m the random fields
(( εg1(t),
εg2(t)), t ∈ Rm), ε > 0,
defined by
εgi(t) =
∫ t
−∞
Qi(t− s) εfi(s) ds =
∫ ∞
0
Qi(u)
εfi(t− u) du, i = 1, 2,
are again homogeneous in the wide sense. In this section we give asymptotic
expansions for the corresponding correlation functions. Explicit expressions for
the case m = 2 are given in [54]. So here we mention only the general case.
6.3.1 Real Case
It holds
R εg1εg2(τ) = E{ εg1(t) εg2(t+ τ)}
=
∫ ∞
0
∫ ∞
0
Q1(u)Q2(v)E{ εf1(t− u) εg2(t+ τ − v)} dv du
=
∫ ∞
0
∫ ∞
0
Q1(u)Q2(v)R εf1εf2(τ + u− v) dv du
=
∫ ∞
0
∫ ∞
0
Q1(u)Q2(v)R
(
τ + u− v
ε
)
dv du.
Applying the transformation of variables of integration as before we get
R εg1εg2(τ ) = ε
1
∫ 1
−1
∫ ∞
0
Q1(v + (ε · u− τ )+)Q2(v + (τ − ε · u)+)R(u) dv du.
(6.2)
The first order approximation for ε→ 0 reads then
R εg1εg2(τ) = ε
1
∫ ∞
0
Q1(v + τ
−)Q2(v + τ
+) dv
∫ 1
−1
R(u) du+ o(ε)
In order to obtain higher order approximations we find for fixed values τ ≥ ε > 0
R εg1εg2(τ) = ε
1
∫ 1
−1
∫ ∞
0
Q1(v)Q2(v + τ − ε · u)R(u) dv du
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and using Taylor expansion
Q2(v + τ − ε · u) =
N∑
j=0
(−1)j
∑
|k|=j
(ε · u)k
k!
DkQ2(v + τ ) + ρ˜N+1(v + τ , u · ε)
we conclude
R εg1εg2(τ) =
N∑
j=0
(−1)j
∑
|k|=j
εk+1
k!
∫ 1
−1
ukR(u) du
∫ ∞
0
Q1(v)D
kQ2(v + τ) dv
+ ρN+1(τ , ε).
For arbitrary fixed values τ we can proceed in the following way (see also [54]).
Let among the m numbers τ1, . . . , τm be m+ positive, m− negative and m0 zero
values. Further let {Jl, l = 1, . . . , 2m0} be a partition of [−1, 1]m, consisting of
m-dimensional rectangles with sides [−1, 1] in the coordinates where τi 6= 0 and
sides [−1, 0] or [0, 1] in the coordinates where τi = 0. The number of such different
m-dimensional rectangles is 2m0 .
For a given element Jl of this partition every multiindex k = (k1, . . . , km) can be
written as the sum of four multiindices:
k = k+ + k− + k0l+ + k0l−,
where k+ contains the entries of k in the coordinates with positive values τi and
zero otherwise, k− contains the entries of k in the coordinates with negative values
τi and zero otherwise, k0l+ contains the entries of k in the coordinates with τi = 0
and side [0, 1] for this Jl and zero otherwise and k0l− contains the entries of k in
the coordinates with τi = 0 and side [−1, 0] for this Jl and zero otherwise.
Then the arguments ui arise only
in the right occurence Q2(v + τ − ε · u) in (6.2) for the m+ positive values τi,
in the left occurence Q1(v + ε · u− τ ) in (6.2) for the m− negative values τi ,
in the right occurence Q2(v+ τ − ε · u) in (6.2) for these of the m0 zero values τi
with side [−1, 0] in Jl ,
in the left occurence Q1(v + ε · u− τ ) in (6.2) for these of the m0 zero values τi
with side [0, 1] in Jl.
This leads to the following general expansion formula
R εg1εg2(τ) =
N∑
j=0
∑
|k|=j
εk+1
k!
(−1)|k+|
2m0∑
l=1
(−1)|k0l−|
∫
Jl
ukR(u) du·∫ ∞
0
Dk0l+Dk−Q1(v + τ
−)Dk0l−Dk+Q2(v + τ+) dv + ρN+1(ε, τ).
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6.3.2 Vector Case
If we deal with complex vector valued wide sense stationary random processes
we find analogously the exact formula
R εg1εg2(τ) = E{ εg1(t) εg∗2(t+ τ )}
=
∫ ∞
0
∫ ∞
0
Q1(u)R
(
τ + u− v
ε
)
Q∗2(v) dv du
= ε1
∫ 1
−1
∫ ∞
0
Q1(v + (ε · u− τ )+)R(u)Q∗2(v + (τ − ε · u)+) dv du.
This gives the following general expansion formula for fixed arguments τ ∈ Rm
with the same notations as in the real case
R εg1εg2(τ) =
N∑
j=0
∑
|k|=j
εk+1
k!
(−1)|k+|
2m0∑
l=1
(−1)|k0l−|
∫ ∞
0
Dk0l+Dk−Q1(v + τ
−)
(∫
Jl
ukR(u) du
)
Dk0l−Dk+Q∗2(v + τ
+) dv
+ ρN+1(ε, τ).
Chapter 7
Applications to Random
Equations
In the following we want to desribe some examples where the asymptotic expan-
sions given in the previous chapters can be applied. Here the occuring random
processes are weakly correlated (or ε-correlated or with similar properties) or can
be represented as linear integral functionals of such processes. More complete
treatments for these examples can be found in published papers and preprints
like [42, 44, 52, 53, 54] or forthcoming publications and materials on the homepage
http://www.tu-chemnitz.de/~hjs.
7.1 Stationary Vibrations of a Single Degree of
Freedom Oscillator
One basic model in the theory of random vibrations is a single degree of freedom
(SDOF) oscillator which can be described by a second order ODE for a time
function y
y¨(t) + 2δθ0y˙(t) + θ
2
0y(t) = x(t), (7.1)
where θ0 > 0 denotes the natural frequency (i.e. the eigenfrequency) of the un-
damped system, δ > 0 is the damping ratio (or damping factor) and x(t) denotes
the random external excitation.
Figure 7.1 shows a SDOF-oscillator which may serve as a simple model of a vehicle
with mass m and a suspension system with characteristics k and c. Assuming
the vehicle moves with constant speed over a rough road where f = f(t) is the
profile height which sees the vehicle at time t the following equation of motion
for the position
mp¨ + c(p˙− f˙) + k(p− f) = 0
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results. Introducing the relative displacement y = p− f leads to the equation
y¨ +
c
m
y˙ +
k
m
y = −f¨ .
Substituting θ0 =
√
k
m
, δ =
c
2
√
km
and x = −f¨ equation (7.1) is obtained.
f (x = f¨)
k c
pm
y = p− f
Figure 7.1: Example of a single degree of freedom random oscillator
A similar mechanical task deals with the protection of measurement devices
against vibrations from the ground. Also problems connected with electrical
circuits could be mentioned which lead to such equations.
If the excitation is a centered, in quadratic mean continuous wide sense stationary
random process (x(t); t ∈ R), the random process defined by
y(t) =
∫ t
−∞
h(t− u)x(u) du =
∫ ∞
0
h(u)x(t− u) du (7.2)
is the unique wide sense stationary solution of the random differential equation
(7.1). Here h denotes the impulse response function. The integrals are assumed
to be in quadratic mean, under weak assumptions to the excitation process they
coincide almost surely with pathwise integrals.
The following representations for the stationary solutions can be derived ([44]).
Case 1: light damping 0 < δ < 1
(with θd :=
√
1− δ2θ0, ϕd := arccos(δ), i.e. δ = cos(ϕd),
√
1− δ2 = sin(ϕd))
y(t) =
1
θd
∫ ∞
0
e−δθ0u sin (θdu)x(t− u) du,
Case 2: critical damping δ = 1
y(t) =
∫ ∞
0
ue−θ0ux(t− u) du,
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Case 3: heavy damping δ > 1
(with θs :=
√
δ2 − 1θ0, ϕs := arcosh(δ), i.e. δ = cosh(ϕs),
√
δ2 − 1 = sinh(ϕs))
y(t) =
1
θs
∫ ∞
0
e−δθ0u sinh (θsu)x(t− u) du.
Also formulae for derivatives of the solution can easily be deduced, see e.g. [44].
The correlation function of the wide sense stationary solution given in (7.2) can
be calculated as
Ryy(τ) = E{y(t)y(t+ τ)} =
∫ ∞
−∞
∫ ∞
0
h(v + |τ − u|)h(v)Rxx(u) dv du.
With the corresponding expressions for the impulse response functions the double
integral can be reduced to a single integral over the real line using
∞∫
0
h(v + |τ − u|)h(v) dv=

1
4δ
√
1− δ2θ30
e−δθ0|τ−u| sin(θd|τ − u|+ ϕd), δ ∈ (0, 1),
1
4θ30
e−θ0|τ−u|(1 + θ0|τ − u|), δ = 1,
1
4δ
√
δ2 − 1θ30
e−δθ0|τ−u| sinh(θs|τ − u|+ ϕs),δ > 1.
This leads to the following formulae for correlation functions of the random re-
sponse.
Case 1: light damping 0 < δ < 1
Ryy(τ) =
1
4δ
√
1− δ2θ30
∫ ∞
−∞
e−δθ0|τ−u| sin (θd|τ − u|+ ϕd)Rxx(u) du,
Case 2: critical damping δ = 1
Ryy(τ) =
1
4θ30
∫ ∞
−∞
(1 + θ0|τ − u|)e−θ0|τ−u|Rxx(u) du,
Case 3: heavy damping δ > 1
Ryy(τ) =
1
4δ
√
δ2 − 1θ30
∫ ∞
−∞
e−δθ0|τ−u| sinh(θs|τ − u|+ ϕs)Rxx(u) du.
Hence, knowing the correlation function Rxx of the excitation the correlation
function of the response can be calculated (at least using numerical integration
procedures).
If we assume that the stationary excitation is an ε-correlated random process
( εx(t); t ∈ R) with a small correlation length ε > 0 asymptotic expansions for
the correlation function of the response from Section 3.3 can be used. To this end
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we embed the given random process into a family of random processes ( εx(t); t ∈
R), ε > 0, choosing for example the ”generating” condition
R εx εx(u) = R
(u
ε
)
, u ∈ R, ε > 0,
with an appropriate correlation function R(·). The kernel functions h(u), u ∈
(0,∞), are infinitely often differentiable and integrable in all three cases of damp-
ing. So we get for the correlation functions of the wide sense stationary random
response processes ( εy(t); t ∈ R), ε > 0, the asymptotic expansions
R εy εy(τ) =
[N2 ]∑
j=0
ε2j+1
(2j)!
q2j(τ)µ2j + 1(−ε,ε)(τ)
N∑
j=1
εj+1
j!
qj(τ)cj(τ) + ρN(ε, τ) (7.3)
with coefficients
qj(τ) =
∫ ∞
0
h(j)(u+ |τ |)h(u) du.
The value µj =
∫ 1
−1
ujR(u) du denotes the j−th correlation moment of the regular
family of excitation processes and cj(τ) =
∫ 1
|τ |
ε
[(
u− 2 |τ |
ε
)j
− (−u)j
]
R(u) du
can be considered as a truncated correlation moment. The remainder term is
denoted by ρN (ε, τ) and 1(−ε,ε)(τ) is the indicator function of the interval (−ε, ε).
The general expansion (7.3) leads for fixed values τ and ε→ 0 to
R εy εy(0) =
N∑
j=0
εj+1
j!
qj(0)νj + o(ε
N+1),
R εy εy(τ) =
[N2 ]∑
j=0
ε2j+1
(2j)!
q2j(τ)µ2j + o(ε
N+1), τ 6= 0.
(7.4)
Here νj =
∫ 1
−1
|u|jR(u) du denotes the absolute correlation moment of order j
of the regular family of excitation processes. It can be seen that under general
conditions a discontinuity at τ = 0 in the expansions for fixed values τ arises.
The coefficients qj(τ) can be calculated explicitely by
qj(τ) =

(−1)jθj−30
4δ
√
1− δ2 e
−δθ0|τ | sin(θd|τ | − (j − 1)ϕd), 0 < δ < 1,
(−1)jθj−30
4
e−θ0|τ | [θ0|τ | − (j − 1)] , δ = 1,
(−1)jθj−30
4δ
√
δ2 − 1e
−δθ0|τ | sinh(θs|τ | − (j − 1)ϕs), δ > 1.
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We see that in all three cases here the first correction term q1(τ)c1(τ) vanishes
for τ = 0 because of q1(0) = 0, hence the above mentioned discontinuity of
asymptotic expansions may take place only for the term with j = 3, i.e. for ε4.
Considering the family of Bachelier-Wiener processes with correlation functions
R εx εx(u) =
(
1− |u|
ε
)+
= max
{
0, 1− |u|
ε
}
, u ∈ R, ε > 0,
as excitations the correlation moments and the terms cj(τ) are found to be
νj =
2
(j + 1)(j + 2)
, µ2j = ν2j , µ2j+1 = 0, j ∈ N0,
cj(τ) =
2(−1)j+1
(
|τ |
ε
− 1
)(
|τ |
ε
)j+1
j + 1
+
(
1− 2 |τ |
ε
)j+2
− (−1)j
(j + 1)(j + 2)
, j ∈ N.
Substituting these values in (7.3) or (7.4) expansions of arbitrary order can be
calculated easily. Figure 7.2 compares the exact correlation function with ap-
proximations obtained by asymptotic expansions. The relative errors in the right
picture are calculated as differences of the exact value and the approximations
divided by the exact variance.
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Figure 7.2: Left: Exact correlation function R εy εy(τ) of the response of a SDOF
oscillator with θ0 = 5, δ = 0.05, ε = 0.4 to an ε-correlated excitation (red, solid)
versus asymptotic expansions with N = 0 (blue, dotted), N = 2 (green, dashed)
Right: Relative errors in % of corresponding approximations
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Figure 7.3: Exact correlation function R εy εy(τ) of the response of a SDOF oscil-
lator with θ0 = 5, δ = 0.05, ε = 0.4 to an ε-correlated excitation (black, solid)
versus asymptotic expansions of order N = 0 (red, solid), 1 (blue, dotted), 2
(cyan, dashed and green, dash-dotted), 3 (magenta, dotted and brown, dash-
dotted)
The more detailed Figure 7.3 shows the influence of the correction terms with
qj(τ)cj(τ) in the interval (0, ε).
Up to now direct weakly correlated excitation processes were considered, in the
limit ε → 0 they ”tend” to the ”white noise”, i.e. to a very irregular random
process. Otherwise, in a similar way also smoothed processes can be treated, if
the smoothing procedure leads to linear integral functionals over weakly corre-
lated random processes. To this end we assume the stationary excitation process
(x(t); t ∈ R) to be defined as
x(s) :=
∫ ∞
0
Q1(v)z(s− v) dv, s ∈ R,
with some appropriate wide sense stationary random process (z(t); t ∈ R) and a
CHAPTER 7. APPLICATIONS TO RANDOM EQUATIONS 125
kernel function Q1(·). Then it holds for the stationary random solution of (7.1)
y(t) =
∫ ∞
0
h(s)x(t− s) ds =
∫ ∞
0
∫ ∞
0
h(s)Q1(v)z(t− s− v) dv ds
=
∫ ∞
0
Q(u)z(t− u) du, t ∈ R,
with the kernel function
Q(u) =
∫ u
0
h(v)Q1(u− v) dv, u ≥ 0.
Taking as an example the case of light damping 0 < δ < 1 and the kernel function
Q1(v) =
{
e−a1v, v ≥ 0,
0, v < 0,
with parameter a1 > 0, we calculate
Q(u) =
∫ u
0
1
θd
e−δθ0v sin (θdv) e−a1(u−v) dv
=
1
(θ20 − 2a1δθ0 + a21)
{
e−δθ0u√
1− δ2
(
a1
θ0
sin(θdu)− sin(θdu+ ϕd)
)
+ e−a1u
}
.
One can easily calculate for these kernel functions derivatives and the coefficients
in the asymptotic expansions
q1j(τ) =
∫ ∞
0
Q(j)(u+ |τ |)Q(u) du.
Figure 7.4 compares in this case the exact correlation function with approxima-
tions obtained by asymptotic expansions. Also relative errors are plotted in the
right picture.
7.2 Multi Degree of Freedom Vibrational Sys-
tem
We investigate now a system of n ordinary linear differential equations with
deterministic constant coefficients and a stochastic inhomogeneous term, which
is assumed to be a centered wide sense stationary random vector process, ε-
correlated or exponentially bounded correlated, i.e.
εx˙ = A εx+ εf. (7.5)
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Figure 7.4: Left: Exact correlation function R εy εy(τ) of the response of a SDOF
oscillator with θ0 = 5, δ = 0.05, ε = 0.4 to a smoothed (with parameter a1 =
0.5 of the exponential kernel function) ε-correlated excitation (red, solid) versus
asymptotic expansions of order N = 0 (blue, dotted) and N = 2 (green, dashed)
Right: Relative errors in % of corresponding approximations
Such equations arise in the mathematical modelling of multi degree of freedom vi-
brational systems with permanently acting external excitations. Thereby MDOF
vibrational systems are usually described by a second order vector ODE. For
linear systems with constant coefficients the well-known normalization procedure
leads to a system of first order ODE’s of kind (7.5) of higher dimension.
We embed the random process εf into a family of random processes ( εf), ε > 0,
satisfying the ”generating condition” R εf εf(u) = R
(u
ε
)
, u ∈ R, with some ap-
propriate matrix correlation function R(·). We will assume, that the deterministic
n × n matrix A ist stable (i.e. all eigenvalues have negative real parts) and it is
diagonalizable, i.e. there exists a regular matrix V such that A = V ΛV −1 with
a diagonal matrix Λ = diag(λ1, . . . , λn). Then there exist wide sense stationary
solutions to (7.5), which can be written as integral functionals of the excitation
processes
εx(t) =
∫ t
−∞
eA(t−s) εf(s) ds =
∫ ∞
0
eAu εf(t− u) du, t ∈ R.
So here the kernel function is the arbitrarily often differentiable and integrable
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function
Q(u) = eAu, u ≥ 0.
It follows for v ≥ 0, τ ≥ 0, j ∈ N,
Q(v) = eAv = V eΛvV −1, Q(j)(v) = AjeAv = V ΛjeΛvV −1,
Q∗(v) = eA
∗v = V −1 ∗eΛ
∗vV ∗, Q(j) ∗(v) = eA
∗vA∗ j = V −1 ∗eΛ
∗vΛj ∗V ∗,
Q(j)(v + τ) = eAτAjeAv = eAτV ΛjeΛvV −1 = V eΛτΛjeΛvV −1,
Q(j) ∗(v + τ) = eA
∗vA∗ jeA
∗τ = V −1 ∗eΛ
∗vΛj ∗V ∗eA
∗τ = V −1 ∗eΛ
∗vΛj ∗eΛ
∗τV ∗.
In order to simplify subsequent expressions we define for j ∈ N0 the matrices
jB := V −1
∫ ∞
0
ujR(u) du V −1 ∗ = V −1µ+j V
−1 ∗ =
(
jbkl
)
k,l=1,...,n
jC := V −1
∫ ∞
−∞
ujR∗(u) du V −1 ∗ = V −1µ∗j V
−1 ∗ =
(
jckl
)
k,l=1,...,n
jB
(τ
ε
)
:= V −1
∫ ∞
τ
ε
(
u− 2τ
ε
)j
R(u) du V −1 ∗ =
(
jbkl
(τ
ε
))
k,l=1,...,n
jC
(τ
ε
)
:= V −1
∫ − τ
ε
−∞
ujR∗(u) du V −1 ∗ =
(
jckl
(τ
ε
))
k,l=1,...,n
.
For τ = 0 the general expansion in Section 3.3 gives
R εx εx(0) =
N∑
j=0
εj+1
j!
{∫ ∞
0
Q(j)(v)
∫ ∞
0
ujR(u) duQ∗(v) dv
+
[∫ ∞
0
Q(j)(v)
∫ ∞
0
ujR(u) duQ∗(v) dv
]∗}
+ ρN+1(ε, 0).
We calculate∫ ∞
0
Q(j)(v)
∫ ∞
0
ujR(u) duQ∗(v) dv =
∫ ∞
0
AjeAv
∫ ∞
0
ujR(u) du eA
∗v dv
= Aj
∫ ∞
0
eAvµ+j e
A∗v dv = V Λj
∫ ∞
0
eΛvV −1µ+j V
−1 ∗eΛ
∗v dv V ∗
= V Λj
∫ ∞
0
eΛv jBeΛ
∗v dv V ∗.
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The integral in this expression can be found as follows. It holds
eΛv jBeΛ
∗v =
 e
λ1v . . . 0
...
...
...
0 . . . eλnv
 jB
 e
λ1v . . . 0
...
...
...
0 . . . eλnv

=
 e
λ1v jb11 e
λ1v jb12 . . . e
λ1v jb1n
...
...
...
...
eλnv jbn1 e
λnv jbn2 . . . e
λnv jbnn

 e
λ1v . . . 0
...
...
...
0 . . . eλnv

=
 e
(λ1+λ1)v jb11 e
(λ1+λ2)v jb12 . . . e
(λ1+λn)v jb1n
...
...
...
...
e(λn+λ1)v jbn1 e
(λn+λ2)v jbn2 . . . e
(λn+λn)v jbnn
 ,
hence∫ ∞
0
eΛv jBeΛ
∗v dv =
∫ ∞
0
(
jbkle
(λk+λl)v
)
k,l=1,...,n
dv =
(
−
jbkl
λk + λl
)
k,l=1,...,n
and so
Λj
∫ ∞
0
eΛv jBeΛ
∗v dv =
(
−
jbklλ
j
k
λk + λl
)
k,l=1,...,n
.
This gives the asymptotic expansion for the covariance matrix, i.e. for τ = 0
R εx εx(0) =
N∑
j=0
εj+1
j!
{
jq + jq∗
}
+ ρN+1(ε, 0)
with the matrices
jq := −V
(
jbklλ
j
k
λk + λl
)
k,l=1,...,n
V ∗.
Otherwise, the general expansion in Section 3.3 yields for τ > 0
R εx εx(τ) =
N∑
j=0
εj+1
j!
{∫ ∞
0
Q(v)
∫ ∞
−∞
ujR∗(u) duQ(j)∗(v + τ) dv
−
∫ ∞
0
Q(v)
∫ − τ
ε
−∞
ujR∗(u) duQ(j)∗(v + τ) dv
+
∫ ∞
0
Q(j)(v + τ)
∫ ∞
τ
ε
(
u− 2τ
ε
)j
R(u) duQ∗(v) dv
}
+ ρN+1(ε, τ).
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For the first term of the sum we have∫ ∞
0
Q(v)
∫ ∞
−∞
ujR∗(u) duQ(j)∗(v + τ) dv =
∫ ∞
0
eAvµ∗je
A∗v dv Aj∗eA
∗τ
= V
∫ ∞
0
eΛvV −1µ∗jV
−1∗eΛ
∗v dv Λj∗eΛ
∗τ V ∗
= V
∫ ∞
0
eΛv jCeΛ
∗v dv Λj∗eΛ
∗τ V ∗
= −V
(
jck,lλl
j
λk + λl
)
k,l=1,...,n
V ∗ eA
∗τ = −V
(
jck,lλl
j
eλlτ
λk + λl
)
k,l=1,...,n
V ∗.
Analogously we get∫ ∞
0
Q(v)
∫ − τ
ε
−∞
ujR∗(u) duQ(j)∗(v + τ) dv
=
∫ ∞
0
eAv
∫ − τ
ε
−∞
ujR∗(u) du eA
∗v dv Aj∗eA
∗τ
= −V
(
jck,l
(
τ
ε
)
λl
j
λk + λl
)
k,l=1,...,n
V ∗ eA
∗τ = −V
(
jck,l
(
τ
ε
)
λl
j
eλlτ
λk + λl
)
k,l=1,...,n
V ∗
and∫ ∞
0
Q(j)(v + τ)
∫ ∞
τ
ε
(
u− 2τ
ε
)j
R(u) duQ∗(v) dv
= eAτ Aj
∫ ∞
0
eAv
∫ ∞
τ
ε
(
u− 2τ
ε
)j
R(u) du eA
∗v dv
= −eAτ V
(
jbk,l
(
τ
ε
)
λk
j
λk + λl
)
k,l=1,...,n
V ∗ = −V
(
jbk,l
(
τ
ε
)
λk
j
eλkτ
λk + λl
)
k,l=1,...,n
V ∗.
Summarizing this gives the asymptotic expansion for values τ > 0
R εx εx(τ) = −
N∑
j=0
εj+1
j!
V
([
jck,l − jck,l
(
τ
ε
)]
λl
j
λk + λl
)
k,l=1,...,n
V ∗ eA
∗τ
+ eAτ V
(
jbk,l
(
τ
ε
)
λk
j
λk + λl
)
k,l=1,...,n
V ∗
+ ρN+1(ε, τ)
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If the random excitation process is ε-correlated, i.e. it holds for the generating
correlation function R(u) = 0 for |u| ≥ 1, then we derive for fixed values τ > ε > 0
the expansion
R εx εx(τ) = −
N∑
j=0
εj+1
j!
jq(τ) + ρN+1(ε, τ)
with coefficients
jq(τ) = −V
(
jck,lλl
j
λk + λl
)
k,l=1,...,n
V ∗ eA
∗τ
= −V
(
jck,lλl
j
eλlτ
λk + λl
)
k,l=1,...,n
V ∗.
Asymptotic expansion of the correlation function for negative values τ can be
calculated using the relation
R εx εx(τ) = R
∗
εx εx(−τ).
7.3 Boundary Value Problem for a Random Or-
dinary Differential Equation
Solutions to boundary value problems for linear ordinary differential equations in
a number of cases can be written as integral functionals using Green’s function.
This function is piecewise smooth only (see e.g. [5, 33, 55]), hence asymptotic
expansions for second order characteristics of solutions in the stochastic case can
be found using expansions from Section 3.4.
We want to explain here more detailed another example, which deals with a
boundary value problem for a second order linear homogeneous differential equa-
tion with a varying random coefficient. Namely, let us consider the problem
d
dz
(
c2(z)
du(z)
dz
)
+ θ2u(z) = 0, z ∈ (0, h), u(0) = a, u′(h) = 0. (7.6)
This equation describes for example in a simple model the amplitude of a har-
monic wave which propagates through a layer with nonconstant random prop-
erties (without damping). Such equations are investigated e.g. in the study of
earthquake waves through the top earth layer with varying and random proper-
ties. Here z denotes the running height in the layer, the thickness is h (which
also could be assumed to be a random quantity), u(z) describes the elongation of
the harmonic vibrations at height z from the lower boundary of the layer, c(z) is
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the random wave velocity and θ is a parameter depending e.g. on the frequency
of the harmonic vibrations which is fixed in our consideration (see also e.g. [68],
or about the general problem of random wave propagation [38]). Rewriting this
equation as
d
dz
(
c2(z)
du(z)
dz
)
= −θ2u(z),
and integrating twice using the boundary conditions we find an equivalent integral
equation
u(z) = a + θ2
∫ z
0
1
c2(t)
∫ h
t
u(s) ds dt, z ∈ [0, h].
Changing the order of integration and denoting
w(s) :=
∫ s
0
1
c2(t)
dt, s ∈ [0, h],
we arrive at
u(z) = a+ θ2
{∫ z
0
w(s)u(s) ds+ w(z)
∫ h
z
u(s) ds
}
, z ∈ [0, h]. (7.7)
In the following we will assume that (c(s); s ∈ [0, h]) is a strictly stationary
random process with
E
{
1
c2(t)
}
= c2m > 0, E
{
1
c4(t)
}
<∞, t ∈ [0, h].
Then we can write
w(s) = c2m (s+ ξ(s)) , s ∈ [0, h],
with a centered process (ξ(s); s ∈ [0, h]) with stationary increments in strict and
wide sense.
In order to apply perturbation method we have as an auxillary problem to find
solutions to inhomogeneous equations of the kind
u(z) = q2
{∫ z
0
su(s) ds+ z
∫ h
z
u(s) ds
}
+ q2g(z), z ∈ [0, h], (7.8)
with some parameter q2 > 0 and a function g(·). If the function g(·) is twice
continuously differentiable on [0, h] and it holds g(0) = 0, g′(0) = 0, then the
corresponding differential equation problem reads as
u′′(z) + q2u(z) = q2g′′(z), z ∈ [0, h], u(0) = u′(h) = 0.
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Its solution is (assuming cos(qh) 6= 0)
u(z) =
−q
cos(qh)
{
cos(q(h− z))
∫ z
0
sin(qs)g′′(s) ds +
sin(qz)
∫ h
z
cos(q(h− s))g′′(s) ds
}
, z ∈ [0, h].
Partial integration now yields
u(z) = q2g(z) +
q3
cos(qh)
{
cos(q(h− z))
∫ z
0
sin(qs)g(s) ds + (7.9)
sin(qz)
∫ h
z
cos(q(h− s))g(s) ds
}
, z ∈ [0, h], (7.10)
which is for continuous functions g(z), z ∈ [0, h], a solution of the inhomogeneous
integral equation (7.8).
Now we use perturbation method for the approximate solution of the integral
equation (7.7). To this end we consider a family of processes with stationary
increments εw(s) = c2m (s+
εξ(s)) with parameters ε > 0 and insert these in the
equation, i.e. we have
εu(z) = a+ θ2c2m
{∫ z
0
[s+ εξ(s)] εu(s) ds+ [z + εξ(z)]
∫ h
z
εu(s) ds
}
, z ∈ [0, h].
Writing the solution as a series
εu(z) = εu0(z) +
εu1(z) + . . . ,
we get
εu0(z) +
εu1(z) + . . . =
a+ θ2c2m
{∫ z
0
[s εu0(s) + s
εu1(s) + . . .+
εξ(s) εu0(s) +
εξ(s) εu1(s) + . . .] ds +
[z + εξ(z)]
∫ h
z
[ εu0(s) +
εu1(s) + . . .] ds
}
.
The perturbation method consists in the succesive solution of the sequence of
equations
εu0(z) = a + θ
2c2m
{∫ z
0
s εu0(s) ds+ z
∫ h
z
εu0(s) ds
}
, εu0(0) = a,
εu′0(h) = 0,
(7.11)
εu1(z) = θ
2c2m
{∫ z
0
[s εu1(s) +
εξ(s) εu0(s)] ds +
εξ(z)
∫ h
z
εu0(s) ds+ z
∫ h
z
εu1(s) ds
}
, εu1(0) =
εu′1(h) = 0, (7.12)
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and in general for all k ∈ N,
εuk(z) = θ
2c2m
{∫ z
0
[s εuk(s) +
εξ(s) εuk−1(s)] ds +
εξ(z)
∫ h
z
εuk−1(s) ds+ z
∫ h
z
εuk(s) ds
}
, εuk(0) =
εu′k(h) = 0.
Equation (7.11) is equivalent to the boundary value problem
εu′′0(z) + θ
2c2m
εu0(z) = 0, z ∈ [0, h], εu0(0) = a, εu′0(h) = 0,
hence under the assumption cos(θcmh) 6= 0 the first approximation is determin-
istic and does not depend on ε, namely
εu0(z) = u0(z) =
a cos(θcm(h− z))
cos(θcmh)
, z ∈ [0, h].
In the left picture of Figure 7.5 an example for certain parameters is plotted.
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Figure 7.5: Leading term u0(z) of perturbation series (left) (a = 1, θ = 60 ⇒ f =
9.549) and first order approximation of the amplification function v0(f) (right)
for h = 100, cm = 1/500.
In the modelling the so called amplification function is of special interest.
v(f) :=
|u(h)|
|u(0)| ,
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where the parameter θ is written as θ = 2πf , f beeing the frequency of the
harmonic wave. The function
v0(f) :=
|u0(h)|
|u0(0)| =
1
| cos(2πfcmh)|
gives the first order approximation of the amplification function, an example is
plotted in the right picture of Figure 7.5. Because here an equation without
damping is investigated for the approximation of the amplification function poles
at frequencies f with cos(2πfcmh) = 0 occur.
For the second order approximation the equation yields
εu1(z) = θ
2c2m
{∫ z
0
s εu1(s) ds+ z
∫ h
z
εu1(s) ds+
εg(z)
}
, s ∈ [0, h],
with the random function
εg(z) =
∫ z
0
εξ(s)u0(s) ds+
εξ(z)
∫ h
z
u0(s) ds, s ∈ [0, h].
From condition E{ εξ(t)} = 0, t ∈ [0, h] it follows readily from the representation
of the solution of the inhomogeneous integral equation in (7.9) that the second
order approximation term is centered, i.e. E{ εu1(t)} = 0, t ∈ [0, h]. (The original
problem here is nonlinear with respect to the random parameter function, a
deviation of the mean function from the first approximation will occur in the
third approximation term.)
In order to simplify the forthcoming explanation we restrict ourselves to the
investigation of the variance of second order approximation at the endpoint h > 0,
i.e. we are looking for E{( εu1(h))2} which determines the variance of the second
order approximation of the random amplification function.
Formula (7.9) gives for cos(θcmh) 6= 0
εu1(h) = θ
2c2m
∫ h
0
εξ(t)u0(t) dt+
θ3c3m
cos(θcmh)
∫ h
0
sin(θcms)
∫ s
0
εξ(t)u0(t) dt ds.
Due to∫ h
0
sin(θcms)
∫ s
0
εξ(t)u0(t) dt ds =
∫ h
0
εξ(t)u0(t)
cos(θcmt)− cos(θcmh)
θcm
dt
we then get
εu1(h) =
aθ2c2m
cos(θcmh)
∫ h
0
εξ(t)Q(t) dt
with the kernel function
Q(t) =
cos(θcm(h− t)) cos(θcmt)
cos(θcmh)
=
1
2
(
1 +
cos(θcm(h− 2t))
cos(θcmh)
)
.
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Now let us assume that the family ( εξ(t); t ∈ [0, h]) of centered processes with
stationary increments can be represented as integrals over centered stationary
processes (which means in other words that the corresponding random wave ve-
locities (c(s); s ∈ [0, h]) form a stationary process) ( εη(t); t ∈ [0, h])
εξ(t) =
∫ t
0
εη(t1) dt1.
Then we can write
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Figure 7.6: Kernel function Q1(t) (left) and function φ(s) (right) for h = 100, θ =
60, cm = 1/500, a = 1.
∫ h
0
εξ(t)Q(t) dt =
∫ h
0
εη(t)Q1(t) dt
with the kernel function
Q1(t) =
∫ h
t
Q(s) ds =
1
2
(h− t) + sin(θcm(h− 2t)) + sin(θcmh)
2θcm cos(θcmh)
,
thus
εu1(h) =
aθ2c2m
cos(θcmh)
∫ h
0
εη(t)Q1(t) dt.
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This leads to the exact formula for the variance
E
{
( εu1(h))
2} = a2θ4c4m
cos2(θcmh)
∫ h
0
∫ h
0
R εη εη(t2 − t1)Q1(t1)Q1(t2) dt2 dt1,
which can be simplified and written as
E
{
( εu1(h))
2} = 2ε ∫ hε
0
φ(εt)R(t) dt
with the function
φ(s) :=
a2θ4c4m
cos2(θcmh)
∫ h−s
0
Q1(t)Q1(t+ s) ds
if we assume that ( εη(t); t ∈ [0, h]) is a family of regular ε-correlated station-
ary random processes, i.e. satisfying assumptions RB and RR with generating
correlation function R(τ), τ ∈ R.
For the parameters from above graphs of the functions Q1 and φ are plotted in
Figure 7.6.
Applying the asymptotic expansion from Section 3.2 we find
E
{
( εu1(h))
2} = N∑
j=0
εj+1
j!
φ(j)(0)νj + ρN+1(ε)
with absolute correlation moments νj and the remainder term ρN+1(ε).
In order to see the accuracy of this asymptotic expansion we choose the family
of correlation functions
R εη εη(s) =
(
1 +
|s|
ε
)
e−
|s|
ε , s ∈ R, ε > 0.
From Figure 7.7 it can be seen, that in this case the exact variance of εu1(h) as
a function of ε is nearly linear, thus the first approximation term is close to the
exact variance.
7.4 Random Heat Propagation
As an example for a random partial differential equation let us consider an initial
value problem for the heat propagation equation
∂ εg
∂t
(x, t) = ∆ εg(x, t), x ∈ Rm, t > 0,
εg(x, 0) = εf(x), x ∈ Rm,
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Figure 7.7: Exact variances E
{
( εu1(h))
2} (red, solid) for a = 1, h = 100, θ =
60, cm = 1/500 versus asymptotic expansion of order N = 0 (blue, dotted) (the
graph for N = 1 cannot be distinguished from the graph for the exact variances
in the figure).
with an ε-correlated homogeneous and orthotropic random field εf as initial value.
∆ denotes the Laplace-operator. Let us assume that ε1 = . . . = εm = ε and the
random fields have a.s. continuous and bounded paths. Then pathwise solutions
εg(x, t) = (4πt)−
m
2
∫
Rm
exp
{
−|x− u|
2
4t
}
εf(u) du
exist (see e.g. [47]). It follows for m = 2
εRgg(x1, y1, t1, x2, y2, t2) =
ε2
(4π)2t1t2
N∑
j=0
εj
(4t2)
j
2
j∑
i=0
µ(i,j−i)
i!(j − i)! ·∫ ∞
−∞
Hi
(
x2 − u√
4t2
)
exp
{
−(x1 − u)
2
4t1
− (x2 − u)
2
4t2
}
du·∫ ∞
−∞
Hj−i
(
y2 − v√
4t2
)
exp
{
−(y1 − v)
2
4t1
− (y2 − v)
2
4t2
}
dv + ρN+1
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with Hermite polynomials Hi. The second order approximation as ε → 0 reads
then
εRgg(x1, y1, t1, x2, y2, t2) =
ε2
4π(t1 + t2)
exp
{
−(x2 − x1)
2 + (y2 − y1)2
4(t1 + t2)
}
·{
µ(0,0)+
ε2
8(t1 + t2)2
[
µ(2,0)H2
(
x2 − x1√
4(t1 + t2)
)
+µ(0,2)H2
(
y2 − y1√
4(t1 + t2)
)]}
+ o(ε5).
It can be seen, that for fixed time instants t > 0 the random field εg(x, t) is a
homogeneous random field with approximative correlation function
εRgg(x1, y1, x2, y2) =
ε2
8πt
exp
{
−(x2 − x1)
2 + (y2 − y1)2
8t
}
·{
µ(0,0)+
ε2
32t2
[
µ(2,0)H2
(
x2 − x1√
8t
)
+µ(0,2)H2
(
y2 − y1√
8t
)]}
.
The first term in the sum in this expression corresponds in the limit to the case
of a white noise as initial value (see e.g. [28], p.33), the second term gives a first
order deviation from this limit case.
In Figure 7.8 the first and second order approximations of the correlation function
εRgg as a function of x = x2 − x1, y = y2 − y1 for a fixed time instant are
plotted, moreover the difference of these functions and the difference divided by
the approximate variance. In the bottom graphs variances and correlations as
functions of t1 and t2 are shown.
7.5 Stability in the Mean of a Random Dynam-
ical System with Multiplicative Noise
With the following example we want to illustrate the significance of higher order
expansions. To this end we consider the stability in the mean of a particular time
discrete random dynamical system with multiplicative noise.
Namely, let the state of the dynamical system be described by random variables
Z(n), n ∈ N0, for which there holds the recursion formula
Z(n) = ζ(n)Z(n− 1), n ∈ N.
The random variables ζ(n), n ∈ N, reflect systematic and noise influences on the
system at time instant n ∈ N .
CHAPTER 7. APPLICATIONS TO RANDOM EQUATIONS 139
–4
–2
0
2
4
x
–4
–2
0
2
4
y
0
0.02
0.04
0.06
0.08
–4
–2
0
2
4
x
–4
–2
0
2
4
y
0
0.01
0.02
0.03
0.04
–4
–2
0
2
4
x
–4
–2
0
2
4y
–0.04
–0.03
–0.02
–0.01
0
–4
–2
0
2
4
x
–4
–2
0
2
4
y
–1
–0.99
–0.98
–0.97
–0.96
0
0.5
1
1.5
2
2.5
3
t1
0
0.5
1
1.5
2
2.5
3
t2
0
0.05
0.1
0.15
0.2
0.25
0
0.5
1
1.5
2
2.5
3
t1
0
0.5
1
1.5
2
2.5
3
t2
0.002
0.004
0.006
0.008
0.01
0.012
0.014
Figure 7.8: Top: First order (left) and second order (right) approximation of
correlation function for ε = 0.5, t1 = t2 = 0.1
Middle: Difference (left) and relative difference (right) second order approxima-
tion and first order approximation
Bottom: Variances (left) and correlations for x2 − x1 = y2 − y1 = 1 with ε = 0.5
as functions of t1 and t2
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We assume that (ζ(k); k ∈ N) form a sequence of independent and identically
distributed random variables with finite first moment and that the initial random
state (in general random) Z(0) is integrable and independent of the sequence
(ζ(k); k ∈ N).
From the recursion formula we get
Z(n) =
n∏
k=1
ζ(k)Z(0)
and denoting a general random variable with the same distribution as all variables
ζ(k) with ζ
E{Z(n)} =
n∏
k=1
E{ζ(k)}E{Z(0)} = (E{ζ})nE{Z(0)},
E{|Z(n)|} =
n∏
k=1
E{|ζ(k)|}E{|Z(0)|} = (E{|ζ |})nE{|Z(0)|}.
For Z(0) = 0 a.s. we have Z(n) = 0 a.s. for all time instants n ∈ N, i.e. 0 is a
stationary point or equilibrium of this random dynamical system.
Definition 61 The equilibrium is
• stable in the mean, if
∀ ǫ > 0 ∃ δ > 0 : E{|Z(0)|} < δ ⇒ E{|Z(n)|} < ǫ ∀n ∈ N0
• asymptotically stable in the mean, if it is stable in the mean and
∃ δ > 0 : E{|Z(0)|} < δ ⇒ lim
n→∞
E{|Z(n)|} = 0.
For our dynamical system from condition
• E{|ζ |} ≤ 1 follows the stability in the mean and from
• E{|ζ |} < 1 follows the (global) asymptotic stability in the mean
follow.
We will now assume that the random variables ζ(n) are defined by
ζ(n) = εζ(n) = eµ+σ0
εXn
with
εXn :=
∫ ∞
0
e−atYn
(
t
ε
)
dt, n ∈ N, ε > 0,
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here (Yn(t); t ∈ R), n ∈ N is assumed to be a family of independent and identically
distributed centered Gaussian stationary processes with correlation function
RYnYn(t1, t2) = E{Yn(t1)Yn(t2)} = e−b|t2−t1|, t1, t2 ∈ R, n ∈ N,
a and b are positive constants. Hence the random factors εζ(n) are defined
with the help of integral functionals of a regular family of exponentially bounded
stationary random processes. They have a lognormal distribution (because µ +
σ0
εXn are normally distributed) with mean value
E{ εζ(n)} = eµ+σ
2(ε)
2
with
σ2(ε) = σ20E{ εX2n}.
Calculation of this variance gives
E{ εX2n} =
ε
a(b+ εa)
=
ε
ab
(
1 + ε
a
b
)−1
=
ε
ab
∞∑
j=0
(−1)j
(
ε
a
b
)j
.
The last series representation can also be derived with the help of the asymptotic
expansion for the variance of the integral functional. Finite partial sums give the
corresponding approximation of this variance.
Summarizing we got the exact mean
E{ εζ} = eµ+
σ20ε
2a(b+aε)
and approximations of order N
E{ εζ} ≈ eµ+σ
2
0ε
2ab
PN
j=0(− ab )
j
εj .
We conclude that the equilibrium is asymptotically stable in the mean
• exact, iff
µ+
σ20ε
2a(b+ aε)
< 0 ⇔ µ < − σ
2
0ε
2a(b+ aε)
,
• in first approximation, iff
µ+
σ20ε
2ab
< 0 ⇔ µ < −σ
2
0ε
2ab
,
• in second approximation, iff
µ+
σ20ε
2ab
(
1− a
b
ε
)
< 0 ⇔ µ < −σ
2
0ε
2ab
(
1− a
b
ε
)
,
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Figure 7.9: Mean values of ζ for µ = −0.5 (left) and stability regions (right) as
function of ε. Parameter σ0 = 2, a = b = 1; exact (red, solid), N = 0 (blue,
dotted), N = 1 (green, dashed), N = 2 (cyan, dash-dotted), N = 3 (brown,
dotted).
and so on. Hence there are values µ for which we deduce that the equilibrium
is unstable in the mean in first approximation although it is stable, there are
values µ for which we deduce that the system is stable in the mean in second
approximation although it is unstable etc. In Figure 7.9 in the left picture exact
and approximate mean values for εζ are plotted. In the right picture the exact
and approximate stability regions for µ are below of the corresponding curves.
Criterions for stability in quadratic mean can be found analogously, they are also
determined by the variances of the random variables εXn.
We conclude this section with a remark about almost sure stability of the equi-
librium for this random dynamical system. If it holds
E{ εζ} = eµ+
σ20ε
2a(b+aε) < 1,
the random sequence (| εZ(k)|; k ∈ N) is a nonnegative supermartingal, hence
all paths converge to the equilibrium 0 a.s. (cf. e.g. [9], Corollary 3.17), i.e. also
almost sure asymptotic stability takes place.
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