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Abstract
The Moduli Space of Flat Connections over Higher Dimensional Manifolds
by
Casey Alexander Blacker
Let M be a smooth manifold of dimension at least 3, let G be a compact Lie
group, and let P be a G-principal bundle on M . This work is motivated by two aims:
1. Exhibit the moduli space M(P ) of flat connections on P as a generalized sym-
plectic reduction of the space A(P ) of connection on P by the action of the
gauge group G.
2. Compute the symplectic volume of the moduli space MG(M) of all flat G-
connections on M .
We show that the appropriate adaptation of the Hamiltonian formalism in this
context is to consider a natural Ω2(M)/B2(M)-valued symplectic form ω on A(P ).
With The action of the gauge group G on the space of connections (A,ω) admits
a natural moment map µ, and the reduction of the vector-valued Hamiltonian sys-
tem (A,ω,G, µ) is the moduli space of flat connections M. The reduced form ω0,
which may be nondegenerate, takes values in the second cohomology H2(M) of the
underlying manifold M .
vii
Several chapters are devoted to the theory of vector-valued symplectic geometry.
In addition to its applications to the moduli space of flat connections, we show that
the vector-valued symplectic formalism has a rich structure that does not always
reflect its real-valued counterpart. We prove two symplectic reduction theorems and
investigate the vector-valued analogues of Hamiltonian and Lagrangian mechanics.
We also compute the volume of the moduli space M(M) of all G-connections on a
symplectic manifold (M,ω) in two special cases. First, we assume that the structure
group G is abelian; second, that G is semisimple and the fundamental group π1(M) is
free abelian. The expression of the volume is a function of the covolume of the lattice
H1(M,Z) in H1(M,R), the rank of the homology H1(M,R), and the structure group
G.
viii
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Chapter 1
Introduction
Let Σ be a closed oriented surface, G a Lie group with Ad-invariant metric 〈 , 〉 on
the Lie algebra g, and P a G-principal bundle on Σ. In their seminal paper [2] on the
topology of the Yang-Mills moduli space, Atiyah and Bott observed that the space
of connections A(P ) on P possesses a natural symplectic structure ω ∈ Ω2󰀃A(P )󰀄,
given by
ωA(α, β) =
󰁝
Σ
α ∧ β (∗)
for A ∈ A(P ) and α, β ∈ Ω1(Σ, adP ) ∼= TAA(P ), where the wedge product is defined
to be the composition
∧ : Ω∗(Σ, g)⊗ Ω∗(Σ, g) ∧Ω∗(Σ)−−−−󰋵 Ω∗(Σ, g⊗ g) 〈 ,〉g−−󰋵 Ω∗(Σ)
1
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They further observed that the action of the gauge group G on A(P ) is Hamiltonian
and that, under the natural identification of the dual Lie algebra g∗ of G with the
space of 2-forms Ω2(Σ, adP ), the curvature map
F : A(P ) −󰋵 Ω2(Σ, adP )
is a moment map for the induced action of G on A(P ). Thus, the moduli space M(P )
of flat connections on P , defined to be the space of gauge-equivalence classes of flat
connections on P , is exhibited as the symplectic reduction F−1(0)/G of the space of
connections A(P ) by the action of the gauge group G. We refer to Chapters 2 and 4
for further details.
In addition to its value as an elegant characterization, this process reveals a natural
symplectic structure ωMG(Σ) ∈ Ω2
󰀃M(P )󰀄 on the moduli space MG(Σ) of flat G-
connections over Σ, thus enabling the study of MG(Σ) by symplectic techniques. For
example, as it can be shown that this moduli space is finite-dimensional, MG(Σ)
inherits a natural volume form 1
n!
ωn ∈ Ω2n(M). The resulting volume volMG(Σ) is
relevant in physics; see Section 1.2 below. Another geometric structure that can arise
in the presence of a symplectic form is a prequantum line bundle. The study of this
aspect of the moduli space is undertaken in [38, 73, 75, 87], among others.
The aim of this dissertation is to investigate the corresponding situation in which
the underlying surface Σ is replaced by an compact manifold M of higher dimen-
2
sion. A number of diﬃculties arise; foremost among which is the dependence of the
construction in Equation (∗) on the 2-dimensionality of Σ. Indeed, when applied
to a higher-dimensional base M , the integral (∗) is identically zero. This apparent
impasse is overcome by enlarging the space of coeﬃcients which a symplectic form ω
is permitted to take.
Notwithstanding an abundance of generalizations of symplectic geometry, see
Chapter 5, the vector-valued symplectic formalism is an original development of this
dissertation. We introduce it independently in Part II, without reference to the
gauge-theoretic material which served as its motivation. The theory is of indepen-
dent interest and exhibits a wealth of examples. We return in Chapter 9 to apply this
theory to the space of connections in the context of higher-dimensional base spaces.
When the underlying space is itself a symplectic manifold (M2n, η), there is a
corresponding real-valued symplectic structure on the space of connections A(P ) of
a G-principal bundle P on M . Specifically,
ωA(α, β) =
󰁝
M
α ∧ β ∧ ηn−1
for A ∈ A(P ) and α, β ∈ Ω1(Σ, adP ) ∼= TAA(P ), up to an appropriate scaling
constant. In this case, the assignment
F ∧ ηn−1 : A(P ) −󰋵 Ω2(Σ, adP )
3
CHAPTER 1. INTRODUCTION
is a moment map for the action of the gauge group G on A(P ) and the reduced space
A(P )0 contains the moduli space M(P ) of flat connections on P . In general the two
spaces are not equal. If the base (M, η) is Lefschetz, that is, if the map
H1(M,R)󰋵 H2n−1(M,R)
α 󰀁󰋵 α ∧ [η]n−1
is an isomorphism, then M(P ) is a symplectic submanifold, possibly with singulari-
ties, of the reduced space A(P )0.
In Chapters 10 and A, we study the geometry of MG(M) with respect to this
symplectic structure. Specifically, in Chapter 10, we determine the symplectic volume
of MG(M) under special restrictions on the structure group G and the fundamental
group π1(M). In Chapter 11, we relate MG(M) and MG(Σ) when Σ is an embedded
submanifold of M . We briefly touch on the topic of prequantum line bundles in
Section 11.2, though there is certainly more to be said on this matter.
1.1 Statement of Results
The results of this dissertation lie within the intersecting domains of vector-valued
symplectic geometry (Part II) and the moduli space of flat connections (Part III). We
address each in turn. With the exception of Section 10.1, Parts II and III comprise
original scholarship.
4
1.1. STATEMENT OF RESULTS
1.1.1 Vector-Valued Symplectic Geometry
The fundamental definition of the vector-valued symplectic formalism is as follows.
Definition. 7.1 Let V be a vector space. A V -valued symplectic manifold, or V -
symplectic manifold is a smooth manifold M equipped with a closed 2-form ω ∈
Ω2(M,V ), called a V -valued symplectic structure or a V -symplectic structure, which
is nondegenerate in the sense that ιXω ∕= 0 for every X ∈ X(M).
A vector-valued symplectic structure is thus a straightforward generalization of
the notion of a classical, real-valued symplectic structure. We give one key example
here and refer to Chapters 7 and 8 for others.
Example. 7.3 Let G be a semisimple Lie group and let θ ∈ Ω1(M, g) denote the
Maurer-Cartan form on G. The Maurer-Cartan theorem asserts that −dθ = θ∗[ , ],
which is nondegenerate by the semisimplicity of G. Thus ω = −dθ is a g-valued
symplectic form on G. When G is compact and Y ∈ g, the Y -component of ω is
given by
〈Y,ω〉 = 12 ιY¯ χ
where Y¯ ∈ X(G) is the unique left-invariant extension of Y .
This is a particularly illustrative example as it demonstrates the fact that, unlike a
classical symplectic structure, a vector-valued symplectic structure can be exact. To
further contrast the classical and vector-valued cases, we note that a compact semisim-
ple Lie group G satisfies H2(G,R) = 0 and thus cannot admit a classical symplectic
5
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classical V -valued
symplectic form ω ∈ Ω2(M,R) ω ∈ Ω2(M,V )
Hamiltonian v.f. f ∈ C∞(M) f ∈ C∞(M,V ) ω( ·, Xf ) = df
comoment map µ˜ : g󰋵 C∞(M) µ˜ : g󰋵 C∞(M,V )
moment map µ : M 󰋵 g∗ µ : M 󰋵 Hom(g, V )
Figure 1.1: Classical symplectic quantities and their V -valued counterparts.
form. Nonetheless, a certain modification of this g-valued symplectic structure −dθ
is related to the classical symplectic structures on the coadjoint obits of the dual Lie
algebra g∗; see Example 7.11.
There are corresponding notions of Hamiltonian vector fields, comoment maps,
and moment maps. We list these constructions alongside their classical counterparts
in Figure 1.1.1.
Just as in the classical situation, there is a symplectic reduction theorem. However,
to the extent that the symplectic dual operator Uˆ 󰀁󰋵 Uˆω on the powerset P(U) of
a vector-valued symplectic vector space (U,ω) is not generally an involution, the
reduced space M0 = µ
−1(0)/G is not generally symplectic.
Theorem (Vector-Valued Symplectic Reduction). 7.1 Let (M,ω, G, µ) be a V -valued
Hamiltonian system. If G is connected and the reduced space M0 = µ
−1(0)/G is
smooth, then there is a unique V -valued 2-form ω0 ∈ Ω2(M0, V ) such that
π∗ω0 = i∗ω
for the inclusion i : µ−1(0) ↩󰋵 M and projection π : µ−1(0) 󰋵 M0. Moreover, ω0 is
6
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closed and the kernel of ω0 at πx ∈M0 is equal to
kerx ω0 = π∗
󰀃
Txµ
−1(0)ω/g
x
󰀄 ≤ TπxM0
The situation improves when we restrict our attention to a special subclass of
vector-valued Hamiltonian systems which formally relate to classical mechanics. Two
limiting examples are,
(i) the tangent bundle TQ of an underlying configuration manifold Q, equipped
with a suitable V -valued Lagrangian L : TQ󰋵 V , and
(ii) the homomorphism bundle Hom(TQ, V ), which carries a canonical V -
symplectic structure.
These examples generalize Lagrangian and Hamiltonian mechanics, respectively. It
is interesting to note that, while an admissible classical Lagrangian L : TM 󰋵 R
induces a diﬀeomorphism FL : TM 󰋵 T ∗M , a V -valued Lagrangian L : TQ 󰋵 V
yields at most a symplectic immersion FL : TQ󰋵 Hom(TQ, V ), which can never be
an identification when dimV ≥ 2. In fact, the image of FL can even be a compact
submanifold of Hom(TQ, V ), as demonstrated in Example 8.1.
Extending the two examples above is the class of Darboux manifolds, so named
for the eponymous local structure theorem, which we define as follows.
Definition. 8.3 A V -symplectic manifold (M,ω) is said to be Darboux if M is locally
symplectomorphic to a smooth subbundle of π : Hom(TQ, V )󰋵 Q for some space Q
7
CHAPTER 1. INTRODUCTION
For a nontrivial example, observe that the inclusion
f : G󰋵 Hom(TG, g)
g 󰀁󰋵 θg
implies that the g-valued symplectic manifold (G,−dθ), as defined above, is Darboux.
Here we recall that G is semisimple and θ ∈ Ω1(G, g) is the Maurer-Cartan form on
G.
An important property of the collection of Darboux manifolds is that it is pre-
served under the symplectic reduction by a certain natural class of group actions.
Theorem (Basic reduction of Darboux manifolds). 8.4 If the V -Hamiltonian
system (M ′,ω′, G′, µ′) is locally equivalent to a Hamiltonian subsystem of󰀃
Hom(TQ, V ),ω, G, µ
󰀄
for a basic action of G and standard moment map µ, then
the reduced space (M0,ω0) is Darboux. In particular, (M0,ω0) is symplectic.
We refer to Section 8.2 for an explanation of the terminology used in this result.
1.1.2 The Moduli Space of Flat Connections
Recall the canonical symplectic structure on the space of connections A(P ) for a
G-principal bundle P over a surface Σ,
ωA(α, β) =
󰁝
Σ
α ∧ β,
8
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for A ∈ A(PΣ) and α, β ∈ Ω1(Σ, adPΣ) ∼= TAA(PΣ). The catalyst for vector-valued
symplectic geometry was the goal of constructing a corresponding symplectic struc-
ture when the underlying space Σ is replaced by a manifold M of dimension at least
3, as no such classical symplectic form exists.
Define the 2-form ω ∈ Ω2󰀃A(P ),Ω2(M)/B2(M)󰀄 to be
ωA(α, β) =
󰀅
α ∧ β󰀆
Ω2/B2
∈ Ω2(M)/B2(M)
for A ∈ A(P ) and α, β ∈ Ω1(M, adP ) ∼= TAA(P ). Here, B2(M) ≤ Ω2(M) denotes
the space of 2-coboundaries on M and, as above, the wedge product is defined to be
the composition
∧ : Ω∗(M, g)⊗ Ω∗(M, g) ∧Ω∗(M)−−−−󰋵 Ω∗(M, g⊗ g) 〈 ,〉g−−󰋵 Ω∗(M)
We first show that this 2-form is a vector-valued symplectic structure on A(P ).
Theorem. (9.2) The form ω is a Ω2(M)/B2(M)-valued symplectic structure on A(P )
if and only if dimM = 0, dimM ≥ 3, or M is a closed compact orientable surface.
The main result of Chapter 9 is that the reduction of A(P ) by the action of the
gauge group G is the moduli space M(P ) of flat connections on P .
Theorem. (9.3) Let M be either a smooth manifold of dimension at least 3, or a
compact orientable surface. Fix a G-principal bundle P on M and let A(P ) be the
9
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space of connections on P . The natural pairing
µ : A(P ) −󰋵 Hom󰀃g,Ω2/B2󰀄
given by
µ(A)(f) = F (A) ∧ f +B2(M)
where F : AG(P )󰋵 Ω2(M, adP ) is the curvature, is a moment map for the action of
the gauge group G(P ) on A(P ) with respect to the symplectic structure ω ∈ Ω2(M),
defined by
ω(α, β) = α ∧ β +B2(M)
for α, β ∈ Ω1(M,Ω2/B2). The reduced space A(P )0 is the moduli space of flat con-
nection M(P ) = F−1(0)/G on P , and the reduced form ω0 takes values in the finite-
dimensional vector space H2(M).
We obtain a similar result in Section 9.4 by incorporating into our analysis the
linear characteristic forms on P .
Theorem. 9.4 Let M be a manifold with dimM ≥ 2, G a Lie group with dimG ≥ 2,
P a G-principal bundle on M , and suppose that φ ∈ g∗ is nonzero and Ad∗-invariant.
The assignment
(ωφ)A(α, β) = φα ∧ φβ +B2(M), A ∈ A(P ), α, β ∈ Ω1(M, adP ) ∼= TAA(P )
10
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defines a closed 2-form
ωφ ∈ Ω2
󰀃A(P ), Ω2(M)/B2(M)󰀄
on the space A(P ) of connections on P . The kernel of ωφ at A ∈ TAA(P ) is
ker (ωφ)A = ker
󰀅
φ : Ω1(M, adP )󰋵 Ω1(M)
󰀆
Moreover, the action of the gauge group G on (A,ωφ) is Hamiltonian, with moment
map
µφ : A(P )󰋵 Ω2(M)/B2(M)
given by
µφ(A)Y = φF (A) ∧ φY +B2(M), Y ∈ Ω0(M, adP )
and the reduced space is
A(P )0 = (φF )−1(0)/G
As a consequence, we obtain a result on the space of complex-traceless connections
on a holomorphic vector bundle E over a complex manifold M .
Corollary. (9.3) Let M be a complex manifold and let E be a holomorphic vector
bundle over M with c1(E) = 0. The moduli space of Ricci flat connections is the
symplectic reduction of the space of connections A(E) equipped with the symplectic
11
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form ωtr and moment map given by A 󰀁󰋵 trFA.
In Chapter 10 we turn our attention to the computation of the symplectic vol-
ume of the moduli space MG(M) of flat G-connections on a symplectic manifold
(M, η). Here, we consider the well-known classical symplectic structure on the space
of connections A(P ) of a G-principal bundle P over M , given by
ωA(α, β) =
1
(n− 1)!
󰁝
M
α ∧ β ∧ ηn−1
for A ∈ A(P ) and α, β ∈ Ω1(M, adP ) ∼= TAA(P ). It is already known that the M(P )
inherits a symplectic structure when (M, η) is Lefschetz, that is, when the map
H1(M,R)󰋵 H2n−1(M,R)
α 󰀁󰋵 α ∧ [ω]n−1
is an isomorphism. It is with respect to thisinduced symplectic structureMG(M) that
we compute the volume. We also note that a Riemannian structure on M induces
a Riemannian structure on MG(M), and that our arguments remain valid for the
metric-induced volume of MG(M).
We first address the case in which the structure group G is abelian. The proof of
this result serves as a model for the more technical second case we consider.
Theorem. (10.1) Let M be a symplectic (resp. Riemannian) manifold and let T be
12
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a compact abelian Lie group equipped with an Ad-invariant metric. Then
volMT (M) = vol(T )b1(M) volH1(M,Z) |Hom(H1(M,Z)Tor, T )|
where volH1(M,Z) denotes the lattice covolume of H1(M,Z) ≤ H1(M,R) with re-
spect to the symplectic (resp. Riemannian) structure on M and Ch(H1(M,Z)Tor) is
the finite set of characters of H1(M,Z)Tor.
In Section 10.4 we compute the volume of MG(M) when the structure group G
is semisimple and the fundamental group π1(M) is free abelian.
Theorem. (10.2) Let M be a symplectic (resp. Riemannian) manifold with free
abelian fundamental group π1(M), G a compact connected semisimple Lie group of
dimension k and rank ℓ, 〈 , 〉 an Ad-invariant metric on the Lie algebra g, H a max-
imal torus of G with Lie algebra h, W the Weyl group, {α} ⊆ H∗ the root system,
and ρ = 1
2
󰁓
α>0 α the half sum of a subsystem of positive roots. Then
volMG(M) =
󰀓 volG√
2π
k−ℓ
󰁜
α>0
αρ
󰀔b1(M) 1
|W |volH
1(M,Z)
where volH1(M,Z) denotes the covolume the lattice H1(M,Z) in H1(M,R).
We list in Figure 1.1.2 the volumes of the moduli space MG(M) for compact
semisimple groups G.
In Chapter 11 we study the relation between the moduli spaces MG(M) and
13
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G volMG(M)
SU(r + 1) 1
(r+1)!
󰀅
πr(2r + 2)r(r+2)/2(r + 1)3/2
󰀆b1(M) volH1(M,Z)
SO(2r + 1) 1
2rr!
󰀅
4πr(4r − 2)r(2r+1)/2 󰀆b1 ...
Sp(2r) 1
2rr!
󰀅
2πr(4r + 4)r(2r+1)/2
󰀆b1
SO(2r) 1
2r−1r!
󰀅
πr2(4r − 4)r(2r−1)/2 󰀆b1
E6
1
3·4! 6!
󰀅
33/2π6 2439
󰀆b1
E7
1
4! 4! 7!
󰀅
23/2π7 6133
󰀆b1
E8
1
4! 6! 8!
󰀅
π8 60124
󰀆b1
F4
1
2! 4! 4!
󰀅
2π4 1826
󰀆b1
G2
1
12
󰀅
31/2π2 2412
󰀆b1
Figure 1.2: The volume of the moduli space MG(M) for free abelian π1(M) under
the conventions of [6, Ch. VII §13].
MG(Σ) when Σ is an embedded surface in M . Our main result is that, for a suitable
choice of Σ ⊆M , there is a symplectic immersion of MG(M) into MG(Σ).
Theorem. 11.2 If n ≥ 2, then there is a compact, connected embedded surface Σ ⊆M
such that [Σ] ∈ H2(M) is the Poincare` dual of η. The inclusion i : Σ ↩󰋵 M yields
a symplectic immersion i∗ : MG(M) 󰋵 MG(Σ). At a connection A on M , the
codimension of the image is equal to
dimker
󰀃
H2A(M,Σ; ad g) −󰋵 H
2
A(M, ad g)
󰀄
1.2 Background and Motivation
The moduli space of flat connections found its inception in early twentieth-century
physics, when it was realized that certain physical fields F could be profitably stud-
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ied by the introduction of unphysical degrees of freedom corresponding to intrinsic
pointwise symmetries of F . Mathematically, this corresponds to the extension of an
underlying manifold M to a G-principal bundle P over M .
The aim of this section is to illustrate some of the interplay between geometry
and physics, insofar as it relates to the spaces MG(M). We begin with the notion of
a gauge field theory and conclude with the significance of the symplectic volume of
MG(M) and an overview of some previous work on its computation.
1.2.1 Gauge Theory and Low Dimensional Geometry
Very generally, a classical gauge field theory is a mathematical model of a dynamical
process occurring over space-time, which is invariant under the action of a Lie group G
of gauge symmetries. This dynamical process frequently takes the form of a diﬀerential
equation, determined by an action functional, on the space of connections on a G-
principal bundle P over a manifold M . The base M represents space-time and the
connections are the gauge fields. The gauge group G is the automorphism group
Aut(P ) = P ×c Aut(G) where c : G󰋵 Aut(G) is the action of conjugation.
An elegant first example is Yang-Mills theory, where the action YM is given by
the L2-norm of the curvature,
YM(A) =
󰁝
M
󰀂FA󰀂2 dvol
15
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The solutions of the associated Euler-Lagrange equations, that is, the stationary
points of the Yang-Mills functional, are called the Yang-Mills connections. Note that
the space MG(M) is a subspace of the moduli space of G-Yang Mills connections
over M .
In a landmark paper [2], Atiyah and Bott noted that YM is an AdG-equivariant
Morse function on the space of all connections on a fixed G-principal bundle P . They
also noted that MG(Σ) can be given as the symplectic reduction of AG(Σ), equipped
with a natural symplectic form.
Gauge theory is also relevant to pure mathematics. For example, in his work on
instatons, Donaldson [15,18] employed an SU(2)-gauge theory to obtain smooth non-
topological invariants with which he proved the existence of topological 4-manifolds
possessing non-diﬀeomorphic smooth structures. In fact, by his own account, the
“application of gauge theory to 4-manifold topology” is one of only two approaches
he takes to nearly all his work [17]
Many of Donaldson’s proofs were later simplified with the advent of Seiberg-Witten
theory. Witten [101] recognized the potential of his work in theoretical physics with
Seiberg [77] to address general questions in 4-manifold topology. The resulting the-
ory quickly yielded deep results [68]. In his original paper [101] he showed that a
broad class of smooth 4-manifolds do not admit metrics of positive scalar curvature.
Kronheimer and Mrowka [?] applied this theory to prove the Thom conjecture, which
stated that a holomorphically embedded complex curve Σ ⊆ CP 2 attains the mini-
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mum genus over all embedded curves in its homology class. As an application to the
study of pseudoholomorphic curves, Taubes [86] used Seiberg-Witten theory to prove
the existence of embedded symplectic representatives of certain homology classes on
4-manifolds.
1.2.2 Topological Quantum Field Theory
It can happen that the meaningful information of a gauge theory on M is entirely
determined by the homeomorphism type of M . One such case is described here,
though it should be noted that this section is largely descriptive.
Definition 1.1. (see [3]) Let Bordn denote the category of oriented n-dimensional
manifolds-with-boundary and cobordisms, and let Λ-Mod be the category of Λ-
modules for a unital commutative ring Λ. A topological quantum field theory (TQFT)
is a functor
Z : Bordn 󰋵 Λ-Mod
which is multiplicative, that is
Z(M1 ∪M2) = Z(M1)⊗ Z(M2), for objects Mi
Z(N1 ◦N2) =
󰀍
Z(N1), Z(N2)
󰀎
, for morphisms Ni
and involutory, that is
Z(M∗) = Z(M)∗
17
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where M∗ is the underlying space of M with the opposite orientation. Note that
various further conditions are applied throughout the literature.
As a first example, Chern-Simons theory is a TQFT which considers 3-manifolds.
Witten [98] established a connection between Chern-Simons theory on the 3-sphere
and the Jones polynomial, thus drawing a connection between gauge theory and knot
invariants.
When ωMG(M) is integral, general considerations show that there is a complex
line bundle with connection (L,∇) over MG(M) such that ωMG(M) is equal to the
curvature F∇. The bundle Λ is called a prequantum bundle associated to ωMG(M).
The holomorphic sections of L⊗k are known as the G-theta functions of level k. More
generally, for G nonabelian, ωMG(M) is integral. In the context of surfaces Σ, the
assignment
Z(Σ) = H0(MG(Σ),Lk)
is essentially the object map of a TQFT for each k ≥ 1. In addition to their role in
TQFT, the spaces H0(MG(Σ),Lk) also appear in conformal field theory (CFT) as
the conformal blocks [76]. The volume of MG(M) thus encodes the rate of growth of
certain quantities arising from physics.
An interesting “real world” application of TQFTs is the theory of topological
quantum computation. The underlying idea is to consider the morphisms Z(M) :
Z(Σ1) 󰋵 Z(Σ2) as information processes [92]. Recent developments in the study
18
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of topological phases of matter, resulting in the 2016 Nobel Prize in physics, gives
positive evidence for the realization of an actual topological quantum computer in
the physical world.
1.2.3 The Volume of the Moduli Space
When ωMG(M) ∈ Ω2(MG(M),R) is integral, and under suitable conditions on the
space MG(M), an application of the Riemann-Roch theorem yields,
volMG(M) = lim
k󰋵∞
k−n dimH0(MG(M),Lk)
More generally, we may replace MG(M) with any union of suitably regular compo-
nents. This establishes a connection between geometry, number theory, and quantum
field theory.
Closely related to these notions is the Verlinde formula for surfaces Σ, which
computes the dimensions of the spaces H0(Σ,Lk) for compact orientable surfaces Σ
with certain additional data. Hence, the volume of the moduli space describes the
asymptotics of the Verlinde formula.
We conclude this section with a few notes on the development of the computation
of the symplectic volume of MG(M).
In the language of an SU(2) conformal field theory, the Wess-Zumino-Witten
model, Thaddeus [88] derived an expression for the volume of certain subspaces of
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MSU(2)(Σ) corresponding to appropriate choices of principal bundles. He also applied
the Verlinde formula to nearly determine the rational cohomology of these spaces.
Donaldson [16] applied the theory of universal bundles to obtain a purely topological
proof with the same results.
Taking a combinatorial approach, Witten [99] used the Reidemeister torsion of an
oriented surface Σ to define a volume form on MG(Σ), with which he computed the
volume of components ofMG(Σ) for compact connected semisimpleG. Employing his
notion of a symplectic complex, he established the equality of his combinatorial volume
form and the standard symplectic volume. He also determined the combinatorial
volume of MG(Σ) for nonorientable surfaces Σ.
Using his approach to nonabelian localization [51], Liu [52] applied the theory of
heat flow on a compact connected semisimple Lie group G to compute the volume of
MG(Σ), for a oriented surface Σ with fixed holonomy of [A] ∈ MG(Σ) around the
nonempty connected boundary ∂Σ. Using the same methods, he also determined the
intersection numbers of MG(Σ), thus obtaining the required data for the Verlinde
formula.
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Background
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These first few chapters are designed to provide motivation, supporting material,
and context for Parts II and III. The reader who is so inclined may proceed directly to
Part II and refer back to Chapters 2 and 3 as needed for results on principal bundles
and symplectic geometry, respectively. Chapter 4 presents a well-known construction
that serves as a model for the later development of this work. In anticipation of
the symplectic generalization of Part II, Chapter 5 touches briefly on a few other
symplectic variants that have already appeared in the literature.
As it is not possible toprovide a review of every subject to be encountered, we
give below an outline of suitable references. The portions of this text that require
each topic are indicated parenthetically.
• All of the required background on Lie groups and Lie algebras (every chapter),
and in particular the theory of compact semisimple Lie groups (Ch. 7 and Part
3), can be found in [7] and [27].
• Characteristic classes (Ch. 9) are treated in [43].
• For general background on complex geometry (Part 3), see [96] and [69]; for
more specialized results (Ch. 9) refer to [43].
• Local systems (Chs. 10 and 11) are addressed in [29] and [5].
We close this introduction by way of a warning. Throughout this work, we regu-
larly cite Kobayashi and Nomizu’s excellent two-volume reference, Foundations of Dif-
ferential Geometry [42,43]. However, the formulas that we quote here do not appear
23
as they are written in the original text. The discrepancy arises from the diﬀerence be-
tween the traditional definition of the wedge product ∧ : Ωk(M)⊗Ωℓ(M)󰋵 Ωk+ℓ(M)
found in [42, 43], which includes the normalizing factor 1
(k+ℓ)!
, and the modern defi-
nition, which does not. In this text, we follow the latter convention. Lee [49] notes
that the normalized convention is more prevalent in complex geometry.
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Chapter 2
Review of Diﬀerential Geometry
This chapter provides a reference for certain geometric prerequisites that we shall need
later on in the text. The reader in search of a more basic introduction to the field
might beneficially consult [49]. For principal bundles, connections, and curvature, we
recommend [42]. Banach and Hilbert manifolds are treated in the brief exposition [47].
Throughout this chapter, all manifolds and vector spaces are assumed to be real.
2.1 Banach and Hilbert Manifolds
As the conditions for smoothness will be apparent in the given contexts, we will
not have need to invoke the language of Banach and Hilbert manifolds beyond this
section. Nonetheless, it is interesting to consider explicitly the theory that identifies,
for example, spaces of connections, as infinite dimensional manifolds. As we will show,
such manifolds are modeled locally on vector spaces endowed with suitable additional
25
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structure.
Definition 2.1. A topological vector space is a locally convex, Hausdorﬀ vector space
(U,+, ·) equipped with a topological structure with respect to which the operations
+ : U × U 󰋵 U
and
· : R× U 󰋵 U
are continuous.
Definition 2.2. A Banach Space (U, 󰀂 · 󰀂) is a a topological vector space U that is
equipped with a norm 󰀂 · 󰀂 : U 󰋵 R which is both continuous and complete. If 󰀂 · 󰀂
is induced by an inner product 〈 , 〉 : U ⊗ U 󰋵 R, then the pair 󰀃U, 〈 , 〉󰀄 is called a
Hilbert space
Definition 2.3. Let (Ui, 󰀂 · 󰀂i) (i = 0, 1) be Banach spaces and consider the function
f : U0 󰋵 U1. When it exists, the derivative of f is the map f ′ : U0 󰋵 Hom(U0, U1)
such that
lim
h󰋵0
󰀂 f(u+ h)− f(u)− f ′(u)h 󰀂1
󰀂h󰀂0 = 0
for every u ∈ U0. For k ≥ 1, we iteratively define the kth derivative f (k) :
U0 󰋵 Hom(Uk0 , U1) of f to be the derivative of f
(k−1). Here we identify the spaces
Hom
󰀃
U0,Hom(U0, U1)
󰀄
and Hom(U20 , U1) as U0, U1 are Banach spaces. The function
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f is said to be smooth if f (k) exists for all k ≥ 1.
It is also possible to define diﬀerentiation, and hence smoothness, when U is only
a topological vector space. This notion, however, is too weak for our purposes.
Definition 2.4. A smooth manifold M modeled on the Banach manifold (V,+, ·) is
a topological space equipped with a collection (Oi,φi)i∈I , called an atlas, such that
(i) {Oi}i is an open cover of M ,
(ii) φi : Oi 󰋵 V is a homeomorphism onto its image for each i ∈ I,
(iii) φjφ
−1
i : φ(Oi ∩Oj)󰋵 φj(Oi ∩Oj) is smooth for each i, j ∈ I with Oi ∩Oj ∕= ∅.
We define manifolds modeled on Hilbert spaces similarly. The equivalence of all
norms on a finite-dimensional vector space U shows that the class of finite-dimensional
Banach manifolds is identical to that of classical manifolds modeled on Rn. The role
of the Banach and Hilbert theories is thus to function as an extension of the classical
theory of manifolds to the infinite-dimensional context. In this regard the extended
theory is rather successful. In fact, in the comprehensive introduction to classical
diﬀerential geometry [48] set entirely in the context of Banach manifolds, it is not
until the tenth chapter, on volume forms, that the text specializes to finite dimensions.
Key examples of Banach manifolds include functions spaces and spaces of maps
and sections of bundles. The motivating example for our consideration is the space of
connections on a principal bundle over a compact manifold, possibly with boundary.
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2.2 Fiber and Principal Bundles
Definition 2.5. Let M and F be manifolds and let AutF be any Lie subgroup of
DiﬀF . A fiber bundle modeled on (F,AutF ) over M is a smooth map π : E 󰋵 M
such that
(i) E is a smooth manifold,
(ii) every point x ∈M has a neighborhood O ⊆M for which
π−1O ∼= O × F
Any such local diﬀeomorphism is called a local trivialization.
(iii) Given local trivializations over O,O′ ⊆M with O∩O′ nonempty, the transition
function
φ : O ∩O′ 󰋵 Diﬀ(F )
takes its values in AutF .
We call AutF the structure group of the fiber bundle E.
For the benefit of the reader, we note that it is not the case that every definition
of a fiber bundle utilizes the structure group AutF . Our construction might be
reasonably termed a structured fiber bundle; however, we will adhere to the present
terminology. We typically relax notation and refer to a fiber bundle E modeled on
F , and we occasionally call E an F -fiber bundle.
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Definition 2.6. Define the automorphism bundle AutE of the F -fiber bundle E to
be the group of fiberwise automorphisms of E. That is,
AutxE = Aut(Ex)
This bundle is occasionally called the Adjoint bundle of E and denoted AdE, about
which we will have more to say below. The gauge group of E is defined to be the
group GE of sections of AutE.
The natural action of GE on the space ΓE of sections of E will be important later
on.
Definition 2.7. Let G be a Lie group. A G-principal bundle P is a G-topological
fiber equipped with a free right action of G, the orbits of which coincide with the
fibers of P .
Note in the definition above that a G-topological fiber bundle is fiberwise equiv-
alent to G in the category of manifolds. This does not endow the fibers of P with a
group structure.
Definition 2.8. Let P be a G-principal bundle and let F be a topological space
equipped with an action λ : G↷ F . Define the associated bundle P ×λ F to P with
typical fiber F to be the bundle
P ×λ F = (P × F )/G
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where G acts diagonally on P × F by
g · (u, f) = (ug−1, gf)
Lemma 2.1. 1. Let X be a right G-principal homogeneous space. Then AutX ∼=
G and the isomorphism is canonical precisely if and only if G is abelian.
2. Suppose that the action λ : G 󰋵 AutG is eﬀective, and that λ commutes with
the right regular representation r : Gop 󰋵 AutG. Then λ is equivalent to the
left regular representation ℓ : G󰋵 AutG.
3. The left regular action ℓ : G󰋵 AutG is a group isomorphism.
Proof. 1. Fix x ∈ X. We will show that φ : AutG󰋵 G, given by
α(x) = x · φ(α)
is a group homomorphism. The map φ is well-defined since the right action of
G on X is free and transitive. Moreover, φ is a homomorphism since
x · φ(αβ) = αβ(x)
= α
󰀅
x · φ(β)]
= α(x) · φ(β)
= x · φ(α)φ(β)
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Injectivity follows as α(x) = x · 1G implies α(x · g) = x · g for every g ∈ G,
whence α = 1Aut(X). Finally, since the assignment αg : x ·h 󰀁󰋵 x · gh determines
an automorphism of X, and since φ(αg) = g, we deduce that φ is surjective.
2. We will show that the map φ : G󰋵 G given by
φ(g) = λg(1)
intertwines λ and ℓ. First note that φ is a homomorphism, since
λgh(1) = λg
󰀅
λh(1)
󰀆
= λg(1)λh(1)
using in turn the facts that λ is a homomorphism and that λ commutes with
right multiplication. As
λg
󰀅
φ(h)
󰀆
= λgh(1) = φ
󰀅
ℓg(h)
󰀆
we deduce that φ is a morphism from λ to ℓ. Since λ is eﬀective, it follows that
φ is injective. We conclude that φ is an automorphism of G and, consequently,
an intertwiner from λ to ℓ.
3. By part 1. there is an isomorphism φ : G
∼
−󰋵 AutG. Under this identification,
the usual action of Aut(G) on G is also given by φ. By part 2. φ is equivalent
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to the left regular action ℓ, yielding an isomorphism ψ : AutG −󰋵 AutG such
that the following diagram commutes,
G AutG
AutG AutG
φ
ℓ
ψ
1
Since φ and ψ are isomorphisms, we conclude that that ℓ is an isomorphism as
well.
We deduce from Lemma 2.1 that the structure group of a G-principal bundle is
G.
Proposition 2.1. Let P be a G-principal bundle. The automorphism bundle AutP
is naturally isomorphic to P ×c G, where c : G󰋵 AutG is the action of conjugation.
Proof. Let X be a right G-principal space and observe that the assignment x 󰀁󰋵 [x, 1]ℓ
determines a canonical isomorphism i : X 󰋵 X×ℓG of right G-principal spaces from
X to X ×ℓ G. Since X ×c G acts naturally on X ×ℓ G by
[x, g]c · [x, h]ℓ = [x, gh]ℓ
there is a natural homomorphism m : X ×c G󰋵 Aut(X ×ℓ G). For fixed x ∈ X, the
maps φ : g 󰀁󰋵 [x, g]c and ψ : g 󰀁󰋵 [x, g]ℓ yield a commutative square
G AutG
X ×c G Aut(X ×ℓ G) AutX
φ
ℓ
ψ
m i∗
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where i∗ = Aut(i−1). Since φ,ψ and ℓ are isomorphisms and sincem and i are natural,
we deduce that
i∗ ◦m : X ×c G ∼−󰋵 AutX
is a natural isomorphism. By applying this fact to each fiber of P , we obtain a family
of isomorphisms
χx : Px ×c G ∼−󰋵 AutxP
which is easily seen to be smoothly varying and thus to yield a canonical identification
χ : P ×c G ∼−󰋵 AutP
Henceforth, we shall identify the bundles P ×c G and AutP . In the literature,
this bundle is sometimes called the Adjoint bundle of P and denoted by AdP [42].
The Adjoint bundle AdP is equipped with a natural group structure; its Lie algebra
adP = P ×Ad g is called the adjoint bundle. Note that the initial letter of the former
bundle is capitalized, while that of the latter is not.
Example 2.1. Let π : E 󰋵 M be a fiber bundle modeled on F . The frame bundle
PE of E is the AutF -principal bundle of fiberwise identifications of F with E. That
is,
PxE =
󰀋
u : F
∼
−󰋵 Ex
󰀌
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The right action of AutF on PE is given by
(u · g)(f) = u(gf)
for u ∈ PE, g ∈ AutF , and f ∈ F .
Example 2.2. If E is a V -vector bundle, then the frame bundle PE is isomorphic
as an AutV -principal bundle to the bundle FE of fiberwise bases of E,
FxE = {(σi)i ⊆ Ex
󰀏󰀏 (σi)i is a basis of Ex}
If V = Rk then this isomorphism is natural and we identify PE and FE.
The following example shows that the class of frame bundles and the class principal
bundles coincide.
Example 2.3. If P ′ is a G-principal bundle on a manifold M , then the frame bundle
PP ′ is canonically isomorphic to P ′. To see this, observe that for any x ∈M the fiber
PxP
′ consists of all isomorphisms φx : G
∼
󰋵 P ′x of G-principal homogeneous spaces.
Since this collection is itself a principal homogeneous space under the action of the
structure group G ∼= AutG, we deduce that P ′ and PP ′ have equivalent fibers. As
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φx is G-equivariant, it is determined by its evaluation at 1 ∈ G and the global map
ε1 : PP
′ −󰋵 P ′
φ 󰀁−󰋵 φ(1)
yields an isomorphism of G-principal bundles.
2.3 Connections and Related Structures
Definition 2.9. Let E be an fiber bundle over a manifold M . The vertical tangent
distribution V E ≤ TE consists of those vectors X ∈ TE tangent fibers of E. More
precisely,
VuE = Tu(Eπu) ≤ TuE, u ∈ E
Alternatively, V E is the kernel distribution for the projection π∗ : T (TE)󰋵 TE. A
distribution A ≤ TE is said to be horizontal ifA complements the vertical distribution
V P , that is, TE = V E ⊕ A. If A is both horizontal and structure preserving, in
the sense that the lift of any X ∈ X(M) to A preserves AutF , then A is called a
connection.
Heuristically, a connection on a fiber bundle E is an identification of adjacent
fibers.
Example 2.4. Let G be a Lie group and suppose P is a G-principal bundle on a
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manifold M . At each point x ∈ M , the fiber AutxP coincides with the image of the
right action ρ : G󰋵 DiﬀxP . Thus, a horizontal distribution A ≤ TP is a connection
precisely when A is invariant under the right action of G.
Definition 2.10. Let P be a G-principal bundle. A connection 1-form α ∈ Ω1(P, g)
on P is g-valued 1-form such that
(i) for each u ∈ P and Y ∈ g, we have αu(Y u) = Y , where Y ∈ X(P ) is the
action-induced vector field of Y on P .
(ii) α : TP 󰋵 g intertwines the right action of G on TP and the inverse adjoint
action Ad−1 on g.
A diﬀerential form β ∈ Ωk(M,P ) is said to be horizontal if β(Xi)i = 0 whenever
Xi = 0 for some i ≤ k.
Definition 2.11. Let π : E 󰋵M be a fiber bundle modeled on F , let I = [0, 1], and
let IsoE denote the space of fiber identifications Ex
∼
󰋵 Ey, x, y ∈ M . A system of
parallel transport, or a parallelism, on E is a smooth map
τ : C∞(I,M)󰋵 IsoE
such that
τγ : Eγ(0) 󰋵 Eγ(1)
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and
τγ·γ′ = τγ ◦ τγ′
where γ · γ′ denotes the concatenation of γ and γ′. That is, τ is a morphism of Lie
groupoids. We call τγ the parallel transport map, or parallel displacement, along γ.
Definition 2.12. A covariant derivative on an F -fiber bundle E on a manifold M is
a map ∇ : ΓE 󰋵 Ω1(M,TE) which is compatible with the structure group AutF in
the sense that
∇X σg = σ(LXg) + (∇Xσ)g
for any sections X ∈ X(M), σ ∈ ΓE, and g ∈ C∞(M,AutF ).
Remark 2.1. If E is a finite-dimensional vector bundle modeled on Rk then sections
of AutRk consist of matrices (fij)i,j≤k with fij ∈ C∞(M). By invoking the natural
identification TuE ∼= Eπu, u ∈ E, and the linearity inherent in AutRk, we consider a
covariant derivative as an assignment
∇ : ΓE 󰋵 Ω1(M,E)
subject to the condition that
∇fσ = (Xf) · σ + f ∇Xσ
for any X ∈ X(M), σ ∈ ΓE, and f ∈ C∞M .
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Theorem 2.1. Let E be an F -fiber bundle over M , and put G = AutF . There is a
natural equivalence between the following sets:
(i) Ω1ver(PE, g)G, connection 1-forms on P ,
(ii) A(PE), connections on the frame bundle PE,
(iii) A(E), connections on E,
(iv) PT (E), systems of parallel transport on E,
(v) Cov(E), covariant derivatives on E,
Proof. We will sketch the correspondences between these sets; the details are not
diﬃcult to supply.
(i) ∼= (ii). If α ∈ Ω1(PE, g) is a connection 1-form, then the kernel distribution
ker α ≤ T (PE) is horizontal and G-invariant, and therefore forms a connection on
PE.
For the reverse inclusion, observe that the connection A ≤ T (PE) induces a
family of fiberwise projections onto the vertical bundle V P , the fibers of which are
canonically identified with g by the action of G.
(ii) ∼= (iii). This is a consequence of the natural identification E ∼= PE ×AutF F .
(iii) ∼= (iv). Suppose A ∈ A(E) is a connection on E and γ : I 󰋵 M is a path.
For each x ∈ Eγ(0), let γ˜x : I 󰋵 E be the unique lift of γ to E such that γ˜(0) = x
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and γ˜ is tangent to A. The assignment
τγ : Eγ0 −󰋵 Eγ(1)
x 󰀁−󰋵 γ˜x(1)
defines a system of parallel transport τ on E.
Now suppose τ is a system of parallel transport on E. Then the assignment
which sends a point x ∈ E to the horizontal subspace of TxE which is tangent to all
horizontal curves through x defines a connection on E.
(iv) ∼= (v). Suppose τ is a system of parallel transport on E. Let X ∈ X(M)
and σ ∈ ΓE. Choose a path φ : I 󰋵 Diﬀ(M) so that X is tangent to φ at 0, and
let τ t0 : E 󰋵 E denote the parallel transport along the flow of φ from 0 to t. The
assignment of the derivative of σ − τ t0σ at 0 to the pair (X, σ) defines a covariant
derivative ∇ on E.
Now suppose ∇ is a covariant derivative on E and γ : I 󰋵 M is a path. Similar
to an argument above, for each x ∈ Eγ(0) denote by γ˜x : I 󰋵 E the lift of γ to E
such that ∇γ˙ γ˜ = 0. Then the assignment τγ : x 󰀁󰋵 γ˜x(1) defines a system of parallel
transport.
Remark 2.2. It is interesting to note that, appearing in the early twentieth century,
the first of these equivalent notions was that of parallel transport on vector bundles,
specifically in the presence of a Riemannian structure as motivated by considerations
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from physics. It was Weyl who first abstracted the idea of parallel transport from
the underlying metric structure. See [90] for a brief but thorough history of the
development of the theory of connections and, in particular, for references for this
remark.
Remark 2.3. In light of Theorem 2.1, it is commonplace to refer to a covariant deriva-
tive ∇ on a vector bundle E as a “connection” on E. See, for example, [14]. We will
occasionally follow this convention, and we will write A(E) for the space Cov(E) of
covariant derivatives on E.
Henceforth, we shall only consider covariant derivatives in the context of vector
bundles.
Proposition 2.2. Let M be a smooth manifold, let G be a Lie group, and suppose that
P is a G-principal bundle on M . The space of connections A(P ) on P is naturally
an Ω1(M, adP )-aﬃne space.
Proof. Let α,α′ ∈ Ω1(P, g) be connection 1-forms and let α ∈ Ω1(M, adP ), which
we identify with the space of G-equivariant horizontal 1-forms on P . Being the
linear combination of G-equivariant 1-forms, it follows that α + β and α − α′ are
G-equivariant. Moreover,
(α + β)u(Y u) = Y
from which we deduce that the action of Ω1(M, adP ) preserves the space of connection
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1-forms, and
(α− α′)u(Y u) = 0
which implies that α − α′ ∈ Ω1(M, adP ) and, consequently, that the action of
Ω1(M, adP ) is transitive. The result follows by the natural equivalence A(P ) ∼=
Ωver(P, g)G of Theorem 2.1.
2.4 Curvature and Holonomy
Definition 2.13. Let E be a fiber bundle modeled on F over M , let A ∈ A(E) be
a connection on E, and fix x ∈ M . The holonomy group HolA,x is defined to be the
subgroup of AutEx ∼= AutF which is generated by the parallel transport of the fiber
Ex around all closed curves γ ∈ C∞(I,M) based at x, that is, γ(0) = γ(1) = x.
If G ≤ AutxE and HolA,x ≤ G, then A is said to be a G-connection on E.
We note that the isomorphism AutPx ∼= AutF is natural only up to the action
of conjugation on AutF . Additionally, by an implicit and noncanonical identification
of an arbitrary fiber Ex, x ∈ M , with F , we occasionally refer to G-connections
A ∈ A(E), where G ≤ AutF .
In light of Theorem 2.1, we also note that we may refer to the holonomy of any
of the connection-equivalent structures on E or PE.
Definition 2.14. Let M be a manifold, let G be a Lie group, and let P be a G-
principal bundle over M . The exterior covariant derivative with respect to the con-
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nection A ∈ A(P ) is the operator
dA : Ω
∗(P )󰋵 Ω∗+1(P )
given by
dβ(hX1, . . . , hXk+1)
where β ∈ Ωk(P ) is a diﬀerential k-form on P and h : TP 󰋵 A is the horizontal
projection of the fibers of TP to the distribution A ≤ TP .
The curvature FA ∈ Ω2(P, g) of A is the exterior covariant derivative dAα of the
connection 1-form α ∈ Ω1(P, g) with respect to A. The connection A is said to be
flat if FA = 0.
Remark 2.4. Some authors, for example, [42], define a flat connection A ∈ A(P ) to
be one which is locally equivalent to the canonical flat connection π∗2TG ≤ TP on the
product G-principal bundle P = M×G. This condition is equivalent to the vanishing
of the curvature FA of A.
Yet another equivalent condition is that the distribution A ≤ TP is integrable.
Consequently, flat connections are occasionally called integral connections.
We also state the familiar definition of curvature of a covariant derivative.
Definition 2.15. Let M be a manifold and let E be a vector bundle on M . The
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curvature R∇ ∈ Ω2(M,EndE) of a covariant derivative ∇ on E is defined to be
R∇(X, Y ) = ∇X∇Y −∇Y∇X −∇[X,Y ]
Remark 2.5. Of course, it is not immediately clear from the defining expression that
R∇ is indeed a 2-form with values in EndE. However, this is well-known and in
particular we presume it to be familiar to the reader. If not, the text [14] will be a
helpful resource.
We also refrain from establishing the appropriate equivalence between the curva-
ture of the covariant derivative ∇ on E and that of the corresponding connection A
on the frame bundle PE. For this, we refer to [42].
Let us collect now a few results which we will have cause to apply later in the
text.
Lemma 2.2. Let P be a G-principal bundle on a manifold M , and let A be a con-
nection on P .
(i) For any X,X ′ ∈ X(P ) and g ∈ G, we have FA(g∗X, g∗X ′) = Adg FA(X,X ′).
(ii) The curvature FA ∈ Ω2(P, g) on P descends to a form π∗FA ∈ Ω2(M, adP ) on
M , where we recall that adP = P ×Ad g.
(iii) The exterior covariant derivative dA : Ω
∗(P, g) 󰋵 Ω∗+1(P, g) descends to an
operator π∗dA : Ω∗(M, adP )󰋵 Ω∗(M, adP ).
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(iv) If the connection A is flat, then d2A : Ω
∗(P, g)󰋵 Ω∗+2(P, g) is the zero operator.
(v) If A if flat, then (π∗dA)2 = 0 on Ω∗(M, adP ).
Proof. (i) We adapt the approach of Chapter 2, Section 5, of [42]. Since the action
ofG preserves the fibers of P , it follows thatG preserves the vertical distribution
V P ≤ TP . Thus, if either of X or X ′ is vertical, then
dα(hg∗X, hg∗X ′) = 0 = Adg dα(hX, hX ′)
If, on the other hand, both X and X ′ are horizontal, then so too are g∗X and
g∗X ′. In this case, each of X,X ′, g∗X, g∗X ′ is fixed by h and vanishes under α,
so that
dα(hg∗X, hg∗X ′) = α
󰀃
g∗[X,X ′]
󰀄
= Adg α
󰀃
[X,X ′]
󰀄
= dα(X,X ′)
In either of these two cases, we have FA(g∗X, g∗X ′) = Adg FA(X,X ′). The
result follows as every vector field X ∈ X(P ) splits as the sum of its vertical
and horizontal components, and since FA is multilinear.
(ii) This follows from (i) and the definition of adP .
(iii) This immediately from the identification of adP with the space of G-invariant
horizontal g-valued forms on P . For details on this identification, see, for ex-
ample, Chapter 2, Section 5, of [42].
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(iv) Let us first recall Proposition 3.11 of Chapter 1 in [42]: namely, that if N is a
manifold, η ∈ Ωk(N), and Xi ∈ X(N) for 0 ≤ i ≤ k, then
dω(X0, . . . , Xk) =
k󰁛
i=0
(−1)i Xi ω(X0, . . . , 󰁥Xi, . . . , Xk)
+
󰁛
0≤i<j≤k
ω
󰀃
[Xi, Xj], X0, . . . , 󰁥Xi, . . . , 󰁥Xj, . . . , Xk󰀄
Note that we omit the factor of 1
k+1
that appears in [42], and which arises as
the normalization factor for the traditional definition of the wedge product on
forms, to conform with the currently more popular convention which does not
include it.
Now suppose that the connection A ∈ A(P ) is flat, that β ∈ Ωk(P, g), and that
Xi ∈ X(P ), i ≤ k. As d2A(Xi)i vanishes if any Xi is vertical, suppose that each
Xi is horizontal. Invoking an equivalent characterization of flatness, we consider
A ≤ TP as an integral distribution on TP , and we deduce that [Xi, Xj] ∈ A
for each i, j ≤ k. Consequently, the horizontal projection map h fixes each
Xi, [Xi, Xj] ∈ X(P ), and we conclude that the expansion of d2Aβ(Xi)i, by means
of two applications of the above formula, is identical to the corresponding ex-
pansion of d2β(Xi)i = 0.
(v) This follows from (iii) and (iv).
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Remark 2.6. The forms π∗FA and π∗dA are usually denoted simply by FA and dA. In
fact, we will usually consider the curvature and exterior covariant derivative as maps
F : A(P ) −󰋵 Ω2(M, adP )
and
dA : Ω
∗(M, adP ) −󰋵 Ω∗+1(M, adP )
2.5 Flat Connections and Character Varieties
We are now ready to define one of the central constructions of this dissertation.
Definition 2.16. Let M be a manifold, let E be a fiber bundle on M modeled on
F , and suppose that G ≤ AutF . Define the moduli space of flat G-connections on E
to be the quotient MG(E) = A(E)F=0/GE of the space of flat connections A(E)F=0
by the action of the gauge group GE.
Definition 2.17. Fix a manifold M and a Lie group G. Let PG(M) = {Pi}i denote
a fixed collection of G-principal bundles on M such that PG(M) contains precisely
one representative from each isomorphism class of G-principal bundles on M . Let
AG(M) =
󰁖
i A(Pi) denote the union of the spaces of connections, and define the
moduli space of flat G-connections on M to be the union MG(M) =
󰁖
i M(Pi) be
the disjoint union of the moduli spaces M(Pi).
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Remark 2.7. We sometimes heuristically characterize MG(M) as the moduli space
of all flat connections from any G-principal bundle P over M . This characterization
is not literally true as, for example, the class of all G-principal bundles over M does
not even form a set.
The choice of representatives involved in our definition of MG(M) may be taken
to be problematic, as there is no natural identification between the space of connec-
tions A(P ) and A(P ′) for distinct isomorphic G-principal bundles P and P ′ on M .
However, the ambiguity inherent in the construction of MG(M) will not be relevant
for our purposes, and we refer to MG(M) as the moduli space of flat G-connections
on M .
Fix a connected manifold M and a Lie group G. Our present aim is to establish
a natural equivalence between the moduli space MG(M) to the character variety
Hom(π1M,G)/G, where G acts on Hom(π1M,G) by conjugation. More precisely,
(g · ρ)(γ) = gρ(γ)g−1
for g ∈ G, ρ ∈ Hom(π1M,G), and γ ∈ π1M . As M is connected, we will tend to
leave implicit the basepoint x ∈ M for the fundamental group π1M . The particular
choice of x ∈M will have no bearing on our results.
We will prove this result for a linear group G, in the classical context of vector
bundles. The treatment of an arbitrary Lie group, and in the context of principal
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bundles, is both analogous and notably more straightforward. A partial treatment
can be found in Chapter 2, Section 9, of [42].
Theorem 2.2. Let G be a linear group. There is a well-defined map
Hol : MG(M) −󰋵 Hom(π1M,G)/G󰀅
(∇, E)󰀆G 󰀁−󰋵 [Hol∇]G
which assigns to each gauge-equivalence class of a G-connection ∇ the holonomy
representation Hol∇ ∈ Hom(π1M,G).
Proof. Fix a basepoint x ∈ M and identify the structure group G as a subgroup of
AutEx.
First, we will show that Hol∇ a well-defined map on π1M . Second, we will prove
that Hol∇ depends only on the gauge-equivalence class of ∇.
Fix a basepoint x ∈ M , let γ(t) be a loop in M based at x, and let γr(t) be a
smooth variation of γ(t). Write ∂r for the variational vector field along γ and observe
that
0 = R(∂r, γ
′) = ∇∂r∇γ′ −∇γ′∇∂r
Denoting by sr(t) = τγr|[0,t] the parallel transport of any v ∈ Ex along γr, we have
∇γ′∇∂rs = ∇∂r∇γ′s = 0
48
2.5. FLAT CONNECTIONS AND CHARACTER VARIETIES
and so
∇∂rs|t=1 = τγ(∇∂rs|t=0) = 0
Thus τγ ∈ G is constant as a function on [γ] ∈ π1(M,x). We conclude that the
holonomy of ∇ is a well-defined homomorphism from π1(M,x) to G.
Again let γ : I 󰋵 M be a loop based at x, and let s(t) be a parallel section of E
over γ. We deduce that for any u ∈ GE,
∇uγ′ us = u∇γ′s = 0
It follows that us(1) is the parallel transport of us(0) around γ. Since u, s, and γ are
arbitrary, we have
τuγ s = (τγs)
u(x)
and hence Hol(∇u) = Hol(∇)u(x). This completes the proof.
Theorem 2.3. Let G be a linear group. The holonomy map Hol : MG(M) 󰋵
Hom(π1M,G)/G establishes a bijection between the moduli space of flat G-connections
MG(M) and the character variety Hom(π1M,G)/G.
Proof. Suppose that ∇, ∇¯ induce identical holonomy Hol∇ = Hol∇¯ and define the
section u ∈ ΓE by
u(y) = τ¯ατ
−1
α
where α is any path connecting x to y. To see that u(y) is independent of α, consider
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a second path β joining x to y, and note that Hol∇ = Hol∇¯ implies that
τ−1β τα = τ¯
−1
β τ¯α
which yields
τ¯βτ
−1
β = τ¯ατ
−1
α
Using the relation τ¯α = uτα and writing τ (resp. τ¯) for the parallel transport operators
with respect to ∇ (resp. ∇¯) along α, we deduce that
∇¯α′s = lim
h󰋵0
τ¯ t0(τ¯
t+h
0 )
−1s− s
t
= lim
h󰋵0
uτ t0(τ
t+h
0 )
−1u−1s− s
t
= u lim
h󰋵0
τ t0(τ
t+h
0 )
−1u−1s− u−1s
t
= u∇α′u−1s
for any section s ∈ ΓE. Therefore, the Hol is injective.
Now suppose that ρ ∈ Hom(π1M,G) is a representation. We will construct a flat
connection ∇ on E with holonomy ρ−1. Consider the action of π1M on the trivial
vector bundle M˜ × V given by
σ · (x˜, v) = 󰀃σx˜, ρ(σ)v󰀄
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where π1M acts on M˜ in the first factor by deck transformations. Since the action
of π1M on M˜ is free and proper, it follow that the action of π1M on M˜ × V is free
and proper as well and, consequently, that the quotient E is a smooth manifold.
Moreover, as the projection p1 : M˜ × V 󰋵 M˜ is π1M -equivariant, it descends to a
projection π : E 󰋵M . Since π1M preserves the G-structure on the fibers of M × V ,
it follows that π : E 󰋵M is a G-vector bundle on M .
Fix s ∈ ΓE and X ∈ X(M), and let s˜ : M˜ 󰋵 V and X˜ ∈ X(M˜) be the
corresponding lifts to M˜ . Since
σ · (X˜s˜) = (σ · X˜)(σ · s˜) = X˜s˜
for all σ ∈ π1M , it follows that X˜s˜ descends to a section of E. As the assignment
(X, s) 󰀁󰋵 ∇Xs = X˜s˜ is tensorial in X and linear in s, it follows that ∇ is a connection
on E. Moreover, the curvature of∇ vanishes as R(X, Y )s is represented by the section
X˜Y˜ s˜− Y˜ X˜s˜−󰁩[X, Y ]s˜ = 0
of the trivial bundle M˜ × V .
Let γ be a loop based at x ∈M and let s be a parallel section of E over γ. Hence,
γ˜′s˜ = 0
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where γ˜ is any lift of γ. It follows that s˜ : M˜ 󰋵 V is a constant function on γ˜.
Consequently,
s(1) =
󰀅
γ˜(1), s˜(1)
󰀆
=
󰀅
γ · γ˜(0), s˜(0)󰀆
=
󰀅
γ˜(0), γ−1 · s˜(0)󰀆
= γ−1 · s(0)
and we conclude that Hol∇ = ρ−1. Since ρ ∈ Hom(π1M,G) is arbitrary, it follows
that Hol is surjective.
We note that this bijection is in fact a diﬀeomorphism on the regular parts, when
each space is equipped with the natural smooth structure.
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Chapter 3
Symplectic Geometry and
Reduction
This chapter comprises a whirlwind review of symplectic geometry. We begin with
symplectic vector spaces and finish with remarks on the structure theory of symplectic
reduced spaces.
Excellent introductions to this material are [8], [65], and [4]. The latter is es-
pecially useful as it also presents a thorough treatment of the moduli space of flat
connections on a compact oriented surface. Also highly recommended is the exposi-
tory paper [94], which takes a high-level perspective and provides motivation for and
insight into much of the material. For an advanced reference, the monograph [93] is
recommended. For mathematically-complete expositions with a view towards classi-
cal mechanics, the reader may find the introductory treatise [62] or the more more
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advanced notes [60] useful.
3.1 Historical Remarks
The setting for symplectic geometry originated in the mid–eighteenth- and early
nineteenth-century work of mathematicians on the Kepler problem (see [58] for this
and the following paragraph), the aim of which is the determination of the motion
of n planets as they orbit around the sun. Contemporary mathematicians took a
two-step approach. First, they observed that the space of simplified solutions, that
is, the elliptic solutions for the unrealistic model in which it is only the sun that exerts
a gravitational pull, locally forms a 6n-dimensional smooth manifold, which we shall
call M . Second, they approximated the original problem as that of the determination
of the evolution on M of a simplified solution p under the eﬀects of the mutual grav-
itational interaction of the planets. Up to this approximation, the Kepler problem
was thus reduced to the solution of a diﬀerential equation on M .
In a paper of 1808 [46] Joseph-Louis Lagrange published a breakthrough discov-
ery: that, when suitably expressed in terms of certain functions of the coordinates,
the previously intractable equations of motion become considerably simplified. These
functions of the coordinates, now called the Lagrange parentheses, formed the com-
ponents of a natural symplectic structure on M , though we note that Lagrange did
not identify it as such. In 1811 he incorporated his work on the Kepler problem in
54
3.1. HISTORICAL REMARKS
the second addition of his hugely impactful Me´chanique Analytique1 [45] in which
he purports to reduce all mechanical phenomena to pure numerics. We present the
vector-valued counterpart of this mechanical formalism in Chapter 8.
Inspired by the work of Lagrange, William Rowan Hamilton sought to extend
his methods to the field of optics (see [21]). In this pursuit, he discovered that the
solutions to the guiding equations were implicit in a single function, the knowledge of
which would suﬃce to determine the path of a luminous ray. When he later returned
to mechanics, this insight undoubtedly facilitated his realization, published in his
First Essay on a General Method in Dynamics [28] of 1834, that the dynamics of a
mechanical system are also encoded in a single function – the Hamiltonian function
of the system. As it transpired, Hamilton’s proofs were soon to be challenged by
Carl Gustav Jacob Jacobi ; and it was Jacobi who was ultimately responsible for the
classical form of the theory [21].
Motivated by the success of Galois theory in the study of algebraic equations,
Sophus Lie undertook to develop a theory of symmetry that would play a similar
role for diﬀerential equations [30]. His eﬀorts in this regard initiated the study of Lie
groups. While not primarily interested in mechanics, it has been noted [62, 95] that
many of the key results in symplectic geometry were prefigured in the second volume
of Lie’s Theorie der Transformationsgruppen2 [50] of 1890. This includes the Poisson
structure on the dual of a Lie algebra as well as the moment map for an action on
1Analytical Mechanics
2Theory of Transformation Groups
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R2n.
It was not until Hermann Weyl published The Classical Groups [97] in 1939 that
the term “symplectic” first appeared in mathematics, in reference to the symplectic
group (see [93]). Weyl, who regretted the confusion which inevitably followed his
original choice of “complex group”, settled on “sym-plectic” as the Greek etymological
equivalent of “com-plex” [97]. The first component of each corresponds to “together”,
the second to “plait”, that is, a braid. It is noted in [8] that the term “symplectic”
had already acquired a meaning in English, prior to Weyl’s intervention: it refers to
a bone in the head of a fish.
Beginning in the 1960s, Bertram Kostant [44], Jean-Marie Souriau [83] and
Alexandre Kirillov [40] were interested in applying symplectic geometry to problems
in quantization and linear representations. This was the first time the moment map
was explicitly identified; Souriau called it l’application moment3. We refer to [62] for
further details on this topic.
In his Topology and Mechanics [81] of 1970, Stephen Smale saw himself in the
legacy of Emmy Noether when he defined the angular momentum J : TM 󰋵 g∗ of
a mechanical system (M,K, V ) with symmetries G, and showed it to be preserved
by the dynamics. Here, M is a configuration space with Riemannian metric K, and
V : M 󰋵 R represents the potential energy of the system. Under the identification
K : TM
∼
󰋵 T ∗M , the assignment J is the canonical moment map for the induced
3the application of momentum
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action of G on the cotangent bundle T ∗M with the standard symplectic structure.
Smale chose the Kepler problem as his motivation [81, 82], an example which has
already proven instrumental in the field. To avoid confusion, we also note that, in
this text, the configuration space M will be denoted by Q, and the cotangent bundle
T ∗M will be denoted by M .
The current forms of the reduction theorems were first obtained in 1974 by Jerrold
Marsden and Alan Weinstein [59], and independently by Kenneth Meyer [67], as a
synthesis of the previous work of Kostant and Smale. Marsden and Weinstein define
a moment ψ : M 󰋵 g∗ of a symplectic manifold (P,Ω) under the compatible action
of G via the equivalent condition of Proposition 3.2. They credit their definition to
Souriau [84] and they show that, under the appropriate smoothness conditions, there
is a canonical symplectic structure on the reduced phase space Pµ = ψ
−1(µ)/Gµ. This
is precisely the Stabilizer Reduction Theorem below. Their use of the term “moment”,
which coincides with our notion of a “weak moment map”, was a direct transcription of
Souriau’s “application moment”; the English translation “momentum map” remains
a popular alternative today. It has been lightheartedly claimed [63] that a given
mathematician’s preference between the two is correlated with the North American
coast by which they might reside: “moment” on the east coast, “momentum” on
the west. In the same paper, Marsden and Weinstein consider the comoment map
󰁥ψ : g 󰋵 C∞(P ), which they do not name but only characterize as the “dual” of the
moment ψ : M 󰋵 g, thus accounting for its present nomenclature.
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For additional historical details, see [58] for the early stages of the field, and
see [62] for subsequent progress. We refer to [21] for a comprehensive treatment of
the parallel development of classical mechanics. Chapter 5 of this text outlines a few
of the advances following the work of Marsden, Weinstein, and Meyer.
3.2 Symplectic Vector Spaces
Definition 3.1. A symplectic structure on a vector space U is an alternating bilinear
form ω : Λ2U∗ 󰋵 R which is nondegenerate in the sense that the map
U −󰋵 U∗
u 󰀁−󰋵 ω(u, ·)
is nondegenerate, that is, injective.
Remark 3.1. There is another notion of nondegeneracy of ω, which is equivalent for
finite-dimensional U , but strictly stronger in the infinite dimensional case. Specifi-
cally, we could alternatively require that the assignment u 󰀁󰋵 ω(u, ·) constitute an
isomorphism U
∼
−󰋵 U∗. Let us call this strong nondegeneracy. As it is this latter
condition that is utilized by the symplectic reduction theorems, we may reasonably
conclude this to be the proper notion of nondegeneracy. There are two justifications
for our formulation in Definition 3.1. Firstly, our present choice conforms with the
conventions of most of the literature; though we note that, in the original paper on
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symplectic reduction, Marsden and Weinstein refer to our symplectic structure as a
weak symplectic structure. Secondly, and more importantly for our purposes, it is
easily seen that the class of alternating V -valued forms ω ∈ Λ2U∗⊗V which establish
an isomorphism U
∼
−󰋵 U∗ ⊗ V is empty when dimV ≥ 2.
Remark 3.2. In fact, strong nondegeneracy is not required, even for infinite-
dimensional applications. The interested reader can refer to [59] for the appropriate
conditions in the infinite-dimensional context.
Example 3.1. Let W be a vector space and put U = W ⊕W ∗. Then U possesses a
natural symplectic structure ω given by
ω(u+ α, u′ + α′) = α′(u)− α(u′)
for u, u′ ∈ U and α,α′ ∈ U∗.
When U = Rn, this is typically presented as follows. Equip R2n with linear
coordinates (x1, . . . , xn, y1, . . . , yn) and put ω =
󰁓n
i=1 dx
i ∧ dyi. The pair (R2n,ω)
forms a symplectic vector space. In terms of the coordinate basis corresponding to
our choice of coordinates, the symplectic structure ω takes the form
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󰀳󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁃
1
1
. . .
1
−1
−1
. . .
−1
󰀴󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁄
In fact, up to linear equivalence, this is the only symplectic structure on a finite-
dimensional vector space.
This is in a certain sense the primary example of a symplectic structure, as it
naturally evokes the canonical symplectic form on the cotangent bundle of a manifold
modeled on U , which itself formed the original motivation for the field of symplectic
geometry. We will return to this key example in the vector-valued context in Chapter
8.
Example 3.2. Let Σ be an oriented closed surface and consider the infinite-
dimensional vector space Ω1(Σ). The wedge product and integration yield a sym-
plectic structure ω ∈ Λ2Ω1(Σ)∗,
ω(α, β) =
󰁝
Σ
α ∧ β, α, β ∈ Ω1(Σ)
The pair
󰀃
Ω1(Σ),ω
󰀄
is the prototypical example of an infinite-dimensional symplectic
vector space.
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Definition 3.2 (symplectic orthogonal). Let ω be a symplectic structure on U and
let U¯ ≤ U be a linear subspace. The symplectic orthogonal of U¯ is the subspace
U¯ω = {u ∈ U |ω(u, u¯) = 0 for all u¯ ∈ U¯}
Lemma 3.1. If U ≤ V and V is finite-dimensional, then Uωω = U .
Proof. First observe that
u ∈ U =⇒ ∀v ∈ Uω : ω(u, v) = 0 =⇒ u ∈ Uωω
yields U ≤ Uωω. The result will follow by establishing the equality of the dimensions
of U and Uωω.
Note that U is the pullback by ι ω : V 󰋵 V ∗ of the annihilator U0 ≤ V ∗. Now if
{ui}i is a basis U and {ui, vj}i,j is a basis of V , then {v∗j}j ⊆ V ∗ is a basis of U0 ≤ V ∗.
Thus dimU + dimU0 = dimV , and so U and Uω have complementary dimension in
V . We thus obtain the pair of equalities
dimU + dimUω = dimV
dimUωω + dimUω = dimV
whence dimU = dimUωω, as required.
Definition 3.3. Let (V,ω) be a symplectic vector space and U ≤ V a subspace. We
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define the following terms by the corresponding conditions,
term condition
isotropic U ≤ Uω
coisotropic Uω ≤ U
Lagrangian U is maximal isotropic
symplectic (U,ω|U) symplectic
Thus, ω is isotropic when ω vanishes on U ; coisotropic when ω vanishes on Uω, that
is, when Uω is isotropic; Lagrangian when U is minimal coisotropic or, equivalently,
when U is both isotropic and coisotropic; and symplectic when ω is nondegenerate
on U .
We will assume, for the remainder of this chapter, that all vector spaces are finite-
dimensional.
Lemma 3.2. Let (V,ω) be a symplectic vector space and let U ≤ V be a coisotropic
subspace. Then there is a unique symplectic bilinear form ω0 on U
ω/U such that
i∗ω = q∗ω0
Proof. First of all, U ≤ Uω since U is coisotropic. Let v, v ∈ Uω, u, u′ ∈ Uω, and
observe that
ω(u+ v, u+ v′) = 0
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by the bilinearity of ω. Thus ω descends to a unique form ω0 on U
ω/U . Now suppose
that v ∈ Uω and ω(v, u) = 0 for all u ∈ U . It follows that v ∈ (Uω)ω = U , and hence
ω0 is nondegenerate on U
ω/U .
3.3 Symplectic Manifolds
Let M be a smooth manifold.
Definition 3.4. A symplectic structure on M is a closed 2-form ω ∈ Ω2(M) which is
nondegenerate in the sense that ιXω ∕= 0 for all X ∈ X(M). The pair (M,ω) is called
a symplectic manifold.
In Parts II and III, we will sometimes refer to this construction as a classical
symplectic structure so as to diﬀerentiate it from its vector-valued extension.
Kirillov [41] identifies three primary sources of symplectic manifolds:
1. algebraic submanifolds of the complex projective space CPN .
2. the coadjoint orbits of a compact semisimple Lie group,
3. the phase space (T ∗Q,−dθ) of a smooth manifold Q.
The first of these has no clear extension to our eventual vector-valued formalism,
and we will not discuss it further in this chapter. The coadjoint orbits are central to
the theory of reduction, though the construction is moderately technical and we defer
to [41] for three independent constructions of the natural symplectic structure. Phase
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spaces arise from the theory of dynamics, and historically formed the first examples
of symplectic manifolds. We reserve our treatment of these spaces for Chapter 8,
where they will fit into a broader class of more general vector-valued examples.
Example 3.3. Equip R2n with coordinates (xi, yi)i≤n and let
ω =
󰁛
i≤n
dxi ∧ dyi
Since ω is invariant under translations, it follows that it is parallel with respect to
the standard metric on R2n and hence is closed. In terms of the basis (xi, yi), ω has
the form of the symplectic structures of Example 3.1 and thus ω is nondegenerate. It
follows that ω is a symplectic structure on R2n.
Example 3.4. Consider the unit sphere S2 ⊆ R3 and define the 2-form ω ∈ Ω2(S2)
by
ωv(Xv, Yv) = 〈v,X × Y 〉, v,X, Y ∈ R3
Put diﬀerently, ωv(Xv, Yv) is the signed area of the parallelepiped described by X
and Y . Since ω is preserved under the group of isometries Iso(S2, gR3) it follows that
ω is parallel and hence closed. To see that ω is nondegenerate, let v ∈ S2 and let
Xv ∈ TvS2 be nonzero. It follows that (v ×X)v ∈ TvS2 and
ω(X, v ×X) = 󰀂X󰀂2 ∕= 0
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Thus ω is a symplectic form on S2.
A symplectic manifold possesses a canonical volume form.
Definition 3.5. Let (M2n,ω) be a symplectic manifold. The symplectic volume of
M is the quanitity
volM =
1
n!
󰁝
M
ωn
The (2n)-form 1
n!
ωn ∈ Ω2n(M) is called the symplectic volume form.
Since the integral only depends on the top-level component of 1
n!
ωn, the notation
volM =
󰁝
M
eω
is occasionally seen. Here we interpret eω =
󰁓
k≥0
1
k!
ωk as a polynomial in ω; the
series terminates as ωk = 0 for k > 2n.
The symplectic volume form returns the value of 1 when evaluated on any sym-
plectic basis. That is, 1
n!
ωn(e1, . . . , en, f1, . . . , fn) = 1 where {ei, . . . , en, f1, . . . , fn} is
a basis corresponding to the columns of the matrix in Example 3.1 with respect to
the symplectic structure given by that matrix. Moreover, the symplectic volume form
is equal to the metric volume form on a Ka¨hler manifold (M, g,ω).
Definition 3.6. Suppose (M,ω) is a symplectic manifold. The Hamiltonian vector
field Xf ∈ X(M) of the function f ∈ C∞(M) is the symplectic dual of the 1-form df .
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That is,
df(Y ) = ω(Y,Xf )
for all vector fields Y ∈ X(M).
Definition 3.7. Let (M,ω) be a symplectic manifold. The Poisson bracket { , } on
the algebra of functions C∞(M) is given by
{f, f ′} = −ω(Xf , Xf ′)
Note that { , } is both a Lie bracket on and a bi-derivation, that is, a derivation
in both arguments, on C∞(M).
Definition 3.8. The vector field X ∈ X(M) is called
1. symplectic if the flow of X preserves ω,
2. Hamiltonian if X is the Hamiltonian vector field for some function f ∈ C∞(M),
3. locally Hamiltonian if every point of M has a neighborhood U on which X|U is
Hamiltonian.
Remark 3.3. Note that the assignment
s-grad : C∞(M) −󰋵 X(M)
f 󰀁−󰋵 { , f}
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which sends a function f ∈ C∞(M) to its Hamiltonian vector field { , f} called the
symplectic gradient, is an anti -homomorphism of Lie algebras. Also note that, as a
derivation on the algebra of germs at each point x ∈M , the expression { , f} is indeed
a vector field on M .
Proposition 3.1. The vector field X ∈ X(M) is locally Hamiltonian if and only if
X is symplectic.
Proof. Since ω is closed, an application of Cartan’s formula yields
dιXω = LXω
Consequently, there is a locally-defined function f ∈ C∞(U) with df = ιXω precisely
when LXω = 0.
3.4 Hamiltonian Actions
Definition 3.9. A comoment map for the action of G on M is a function µ : g 󰋵
C∞(M) which satisfies the following two properties
(i) µ˜ is a lift of the induced map Y 󰀁󰋵 Y , that is, Xµ˜(Y ) = Y .
(ii) µ˜ is a morphism of Lie algebras, that is,
µ˜
󰀃
[Y, Z]
󰀄
=
󰀋
µ˜(Y ), µ˜(Z)
󰀌
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We will call µ˜ a weak comoment map if it satisfies condition (i). The moment map
associated to µ˜ is the assignment
µ : M 󰋵 g∗
given by interchanging the arguments of µ˜,
µ(x)(Y ) = µ˜(Y )(x), x ∈M, Y ∈ g
The action of G is called Hamiltonian (resp. weakly Hamiltonian) if it admits a
moment map (resp. weak comoment map). In this case, the quadruple (M,ω, G, µ)
is referred to as a Hamiltonian system (resp. weakly Hamiltonian system).
Remark 3.4. Strictly speaking, our Hamiltonian system (M,ω, G, µ) should instead
be a quadruple (M,ω,λ, µ), where λ is an action a Lie group G on M . We will follow
the usual conventions and replace λ by the group G. As we will only consider eﬀective
actions, the reader who objects to our admittedly informal shorthand is welcome to
identify G with its image in DiﬀM .
Observe that action of G on (M,ω) is weakly Hamiltonian exactly when the
induced vector fields X ∈ X(M) are Hamiltonian. The additional criterion that
µ˜ be a morphism of Lie algebras is essential to the proof of the reduction theorems
to follow.
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When we wish to establish that a particular function µ : M 󰋵 g is a moment
map for a given action of G on (M,ω), we frequently invoke the following equivalent
condition.
Proposition 3.2. Let (M,ω) be a symplectic manifold equipped with a symplectic
action of the connected Lie group G. Then the function µ : M 󰋵 g∗ is a moment
map if and only if
〈µ∗X, Y 〉 = ωx(X, Y x)
for all x ∈M , X ∈ TxM , and Y ∈ g.
Proof. Define the map µ˜ : g󰋵 C∞(M) by
µ˜(Y )(f) = µ(f)(Y )
for Y ∈ g and f ∈ C∞(M). Given X ∈ TxM and Y ∈ g, we have
〈µ∗X, Y 〉 = d
dt
µ(xt)Y
󰀏󰀏󰀏
t=0
=
d
dt
µ˜(Y )(xt)
󰀏󰀏󰀏
t=0
= d
󰀅
µ˜(Y )
󰀆
(X)
where xt : I 󰋵 M is any path tangent to X at 0. It follows that µ is weakly
Hamiltonian precisely when
〈µ∗X, Y 〉 = d
󰀅
µ˜(Y )
󰀆
(X) = ωx(X, Y x)
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for all X ∈ TxM and Y ∈ g.
It is readily shown that if in addition µ : M 󰋵 g∗ is equivariant with respect to
the actions of G, then µ is a moment map.
Example 3.5. Equip the unit sphere S2 ⊆ R3 ∼= C × R ∼= R3 with the symplectic
structure of Example 3.4. Let U(1) act on the unit sphere S2 by rotations about the
z-axis, that is,
e2πit · (z, x) = (e2πitz, x)
and define the height map,
µ : S2 −󰋵 R ∼= u(1)
(z, x) 󰀁−󰋵 x
Then µ is a moment map for the action of U(1) on S2, with image [−1, 1] ⊆ R ∼= u(1).
Example 3.6. Consider the torus T = R2/Z2 with the symplectic structure ω ∈
Ω2(T ) descending from dx ∧ dy on R2. Then the action of U(1) on T given by
e2πit · [x, y] = [t+ x, y], x, y ∈ R2 g ∈
it symplectic but not Hamiltonian. In fact, this action does not admit a weak moment
map. To see this, observe that any Hamiltonian function f ∈ C∞(M) for the induced
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vector field ∂
∂x
∈ X(T ) of 1 ∈ u(1) ∼= R must satisfy the equation df = dy, but
dy ∈ Ω1(T ) is not exact and so there can be no such function f ∈ C∞(T ).
Example 3.7. The coadjoint action Ad∗g : G ↷ g∗ of a Lie group G on the dual g∗
Lie algebra g is defined by
(g · α)(Y ) = α(Ad−1g Y )
for g ∈ G, α ∈ g∗, and Y ∈ g. The orbits O ⊆ g∗ of this action possess a canonical
symplectic structure. Though we decline to outline the construction of this symplectic
structure, referring instead to [41], we do note that the inclusion i : O ↩󰋵 g∗ is a
moment map for the restricted action Ad∗ : G↷ g∗.
We record the following proposition which ensures that Hamiltonian actions de-
scend to subgroups in a predictable way.
Proposition 3.3. Let (M,ω, G, µ) be a Hamiltonian system, let H ≤ G be a subgroup
of G, and let i : h 󰋵 g be the inclusion of Lie algebras. Then the restriction µ|h :
M 󰋵 h∗ where, specifically
µ|h(x) = µ(x)|h ∈ h∗
is a moment map for the action of H on M .
Proof. Let µ˜ : g 󰋵 C∞(M) be the comoment map associated to µ. Since µ˜ : g 󰋵
C∞(M) is a Lie group morphism which lifts the induced vector fields of G in X(M) to
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C∞(M) by the symplectic gradient, it follows that its restriction to any Lie subalgebra
h ≤ g is as well. Thus µ˜|h is a comoment map for the action of H, and
µ|h(x)(Y ) = µ(x)(Y ) = µ˜|h(Y )(x), x ∈M, Y ∈ h
implies that µ|h is the corresponding moment map.
We might alternatively denote the map µ|h : M 󰋵 h by i∗µ, where i : h󰋵 g is the
inclusion. However, whereas the symbol µ|h is clear, the notation i∗µ is ambiguous
as it falsely appears to be a pullback of µ.
Not only is it true that moment maps need not exist, it is also the case that when
they do exist they are not always unique. Our next result addresses the structure of
the space of moment maps for a Hamiltonian action.
Proposition 3.4. The set of moment maps (resp. weak moment maps) for a Hamil-
tonian action λ : G ↷ M is an aﬃne space modeled on the annihilator [g, g]0 ≤ g∗
(resp. the dual g∗).
Proof. Let M′ and M˜′ denote the sets of weak moment and comoment maps, respec-
tively, for the action λ. For µ, ν ∈ M˜′ and Y ∈ X(M), we have
Xµ˜(Y ) = Y = Xν˜(Y )
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from which
dµ˜(Y ) = ιY ω = dν˜(Y )
and thus µ˜(Y ) = ν˜(Y ) + C(Y ) for some constant function C(Y ) ∈ R. As µ˜, ν˜ :
g∗ 󰋵 C∞(M) are linear, it follows that C : g 󰋵 R is linear as well, that is, C ∈ g∗.
Conversely, for any α ∈ g∗,
Xµ˜(Y )+α(Y ) = Xµ˜(Y ) = Y
and thus µ˜ + α is a weak comoment map for λ. We deduce that M′ ∼= M˜′ is a
g∗-aﬃne space.
Now let M and M˜ denote the sets of moment and comoment maps, respectively,
for λ and let α ∈ g∗. We have established that µ˜ + α is a weak comoment map.
It remains to determine the conditions under which µ˜ + α preserves the Lie algebra
structures of g and C∞(M). Observe that µ˜+ α is a comoment map precisely when
µ˜
󰀃
[Y, Z]
󰀄
+ α
󰀃
[Y, Z]
󰀄
=
󰀋
µ˜(Y ) + α(Y ), µ˜(Z) + α(Z)
󰀌
=
󰀋
µ˜(Y ), µ˜(Z)
󰀌
= µ˜
󰀃
[Y, Z]
󰀄
for all Y, Z ∈ g, where the second equality follows as α(Y ) and α(Z) are constant
functions. We conclude that µ˜+ α is a comoment map precisely when α vanishes on
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[g, g] ≤ g.
Corollary 3.1. If (M,ω, G, µ) is a Hamiltonian system and G is semisimple, then µ
is the unique moment map for the action of G on (M,ω).
We will require the following result for the proof of the symplectic reduction
theorem. In particular, we need to ensure that the action of G on M preserves the
0-level set of the moment map µ : M 󰋵 g∗.
Lemma 3.3. If G is connected then the moment map µ is G-equivariant.
Proof. For Y, Z ∈ g, we have
µ˜(adYZ) =
󰀋
µ˜(Y ), µ˜(Z)
󰀌
= Xµ˜(Y )µ˜(Z)
= Y µ˜(Z)
Since G is connected, it follows that µ˜(AdgZ) = g · µ˜(Z). Now fix x ∈M and observe
that
µ(g · x)(Y ) = µ˜(Y )(g · x)
=
󰀅
g−1 · µ˜(Y )󰀆(x)
= µ˜(Ad−1g Y )(x)
=
󰀅
Ad∗g µ(x)
󰀆
(Y )
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Thus µ is equivariant.
If G has multiple components, then we must include the additional condition that
the moment map µ : M 󰋵 g∗ is equivariant. In this dissertation, we will always
assume that this is the case.
3.5 Symplectic Reduction
We now present the fundamental theorem of Hamiltonian systems.
Theorem 3.1 (Marsden-Weinstein, Meyers). Let (M,ω, G, µ) be a Hamiltonian sys-
tem. If M0 = µ
−1(0)/G is a manifold, then there is a unique 2-form ω0 ∈ Ω2(M) on
M0 such that
π∗ω0 = i∗ω
where π : µ−1(0) 󰋵 M0 is the quotient map, and i : µ−1(0) ↩󰋵 M is the inclusion.
Moreover, the 2-form ω0 is symplectic.
For clarity, we illustrate below the relevant spaces and forms, as well as the rela-
tions between them.
i∗ω ω
q∗ω0 µ−1(0) M
ω0 µ
−1(0)/G
q
i
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Proof. Suppose M0 is a manifold. As µ : M 󰋵 g∗ is equivariant, G preserves the level
set µ−1(0) and thus g ≤ kerµ∗ on µ−1(0). Since
X ∈ kerµ∗ ⇐⇒ ∀Y ∈ g : 〈µ∗X, Y 〉
⇐⇒ ∀Y ∈ g : ω(X, Y )
⇐⇒ X ∈ gω
we deduce from Lemma 3.1 that
g = gωω = (kerµ∗)ω =
󰀅
Tµ−1(0)
󰀆ω
and we conclude from Lemma 3.2 that ω ∈ Ω2󰀃µ−1(0)󰀄 descends to a unique nonde-
generate form on M0 = µ
−1(0)/G.
Remark 3.5. It should be emphasized that the reduced space (M0,ω0) of a Hamilto-
nian system (M,ω, G, µ) depends nontrivially on the choice of moment map µ. That
is, distinct moment maps can yield inequivalent reduced spaces. It is also possible for
the preimage µ−1(0), and hence the reduction µ−1(0)/G, to be empty.
We note that the designation reduction may both to the process by which a Hamil-
tonian system is rendered a symplectic manifold, as well as to the reduced symplectic
manifold itself.
We will at times write (M//G,ω//G) for the reduction of (M,ω, G, µ). This no-
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tation is useful when multiple groups are involved; see, for example, Theorem 3.3
below.
The symplectic reduction theorem is occasionally stated in greater generality, as
follows.
Theorem 3.2 (Stabilizer Reduction). Let (M,ω, G, µ) be a Hamiltonian system and
fix α ∈ g∗. If Mα = µ−1(α)/Gα is a manifold, where Gα is the Ad∗-stabilizer of α,
then there is a unique 2-form ωα ∈ Ω2(M) on M0 such that π∗ωα = i∗ω. Moreover,
the 2-form ωα is symplectic.
For a proof of this result, see, for example, [4,65] or, less directly, Proposition 3.5
below. With the aim of generalizing to the vector-valued theory of Part II, we present
a similar result as a corollary of Theorem 3.1.
Corollary 3.2 (Stabilizer Reduction, II). Suppose that (M,ω, G, µ) is a Hamiltonian
system, fix α ∈ g∗, let Gα ≤ G be the stabilizer of α under the coadjoint action, and let
gα ≤ g be the Lie algebra of Gα. Put µα = µ|gα : M 󰋵 g∗α. When Mα = µ−1α (α)/Gα
is a manifold, there is a unique 2-form ωα ∈ Ω2(Mα) which satisfies π∗ωα = i∗ω.
Moreover, ωα is symplectic.
Proof. Proposition 3.3 implies that µ|gα is a moment map for the action of Gα on M .
Since
α [Y, Z] = (ad∗Zα)(Y ) = 0, Y, Z ∈ gα
we have α ∈ [gα, gα]0 ≤ g∗. As the inclusion gα ↩󰋵 g is a morphism of Lie algebras,
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it follows that α|gα ∈ [gα, gα]0 ≤ g∗α and Proposition 3.4 implies that (µ − α)|gα is a
moment map for Gα. The result follows by an application of Theorem 3.1.
It follows from the proofs of Theorem 3.2 and 3.2 that
kerµ∗ = gω = ker(µα)∗
from which we deduce that µ−1(0)/Gα = µ−1α (0)/Gα. This equality, which obtains in
the classical case, justifies our use of the notation (Mα,ωα) to refer to either space.
Since µ is G-equivariant, and since G acts by symplectomorphims, it follows that
µ−1(g · α) = gµ−1(α) ∼= µ−1(α)
as symplectic manifolds when they are smooth. Since Ggα = (Gα)
g, there is a canon-
ical symplectic identification of reduced spaces Mα ∼= Mgα given by
µ−1(α)/Gα
∼
−󰋵 µ−1(g · α)/Ggα
Gα · x 󰀁−󰋵 g · (Gα · x) = Ggα · gx
In this way, the reduction Mα depends only on the coadjoint orbit Oα. We now
present a method for reducing the entire preimage µ−1(Oα) by G. We will later show
that this reduction is canonically isomorphic to the stabilizer reduction µ−1(α)/Gα
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for any α ∈ Oα.
Corollary 3.3 (Orbit Reduction). Let (M,ω, G, µ) be a Hamiltonian system and let
Oα ⊆ g∗ denote a coadjoint orbit. If MO = µ−1(Oα)/G is smooth, then there is a
unique 2-form ωO ∈ Ω2(MO) such that π∗ωO = µ∗η + i∗ω where η is the standard
symplectic form on O. Moreover, ωO is symplectic.
Proof. First extend the action of G on M to the natural action of G on M ′ =
(O− ×M,ω′), where O− denotes the orbit O equipped with the symplectic struc-
ture −η. Note that the moment map for the action of G on M ′ is −id + µ. Since the
diﬀeomorphism
φ : µ−1(O) −󰋵 (−id + µ)−1(0)
x 󰀁−󰋵
󰀃
µ(x), x
󰀄
is equivariant, we deduce that
µ−1(O)/G ∼= (O− ×M)//G
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Let ω0 = φ
∗
/G ω
′
0 and observe that the equivariance of φ yields
π∗ω0 = φ∗(π′∗ω′0)
= φ∗(i′∗ω′)
= φ∗ω′
= µ∗η + ω
Since φ maps into (−id + µ)−1(0), it follows that i′ ◦ φ = φ, and the result follows by
the equality
π∗ω0 = φ∗ω′
Proposition 3.5. Let (M,ω, G, µ) be a Hamiltonian system and let α ∈ g∗. Then
there is a canonical symplectic isomorphism
µ−1(α)/Gα ∼= µ−1(Oα)/G
Proof. Consider the maps
i : µ−1(α) −󰋵M
π : µ−1(α) −󰋵 µ−1(α)/Gα
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on µ−1(α) and
i′ : µ−1(Oα) −󰋵M
π′ : µ−1(Oα) −󰋵 µ−1(α)/G
on µ−1(Oα), and denote the inclusion by
j : µ−1(α) −󰋵 µ−1(Oα)
Finally, write ω0,α and ω0,Oα for the reduced forms on µ
−1(α) and µ−1(Oα), respec-
tively.
By the equivariance of µ, every G-orbit in µ−1(Oα) has a representative in µ−1(α).
We thus obtain a morphism between Gα-principal bundles π and π
′ ◦ j, given by
µ−1(α) µ−1(α)
µ−1(α)/Gα µ−1(Oα)/G
Gα · x G · x
id
π π′ ◦ j
∼
Applying the action of Gα to the equality
i∗ω = j∗(µ∗η + ω) = (π′ ◦ j)∗ω0,Oα
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we conclude that ω0,α = ω0,Oα .
Theorem 3.3 (Reduction by Stages). Let φ : K 󰋵 AutH be a Lie group morphism
and suppose that the semidirect product G = H ⋊φ K acts on M in a Hamiltonian
fashion. Then K acts on M//H and
M//(H ⋊φ K) = (M//H)//K
Proof. As manifolds, G = H ×K and thus any corresponding moment map is of the
form
µ+ ν : M 󰋵 h∗ + k∗
Consider the maps
µ˜ : h −󰋵 C∞(M)
X 󰀁−󰋵 µ( · )(X)
and
ν˜ : k −󰋵 C∞(M)
X 󰀁−󰋵 ν( · )(X)
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and observe that the comoment map associated to µ+ ν is given by
󰁩µ+ ν (Y, Z)(x) = (µ+ ν)(x)(Y, Z)
= µ(x)(Y ) + ν(x)(Z)
= µ˜(Y )(x) + ν˜(Z)(x)
= (µ˜+ ν˜)(Y, Z)(x)
Since µ˜ + ν˜ : h + k 󰋵 C∞(M) is a comoment map, it follows that the restrictions
µ˜ : h󰋵 C∞(M) and µ˜ : k󰋵 C∞(M) are comoment maps as well. We conclude that
µ and ν are moment maps for the actions of H and K, respectively.
Since µ + ν is G-equivariant, it follows that the subgroup K preserves the set
(µ+ ν)−1k = µ−1(0). Moreover, as
k · (H · x) = φk(H) · (k · x) = H · (k · x)
we deduce that the action of K descends to µ−1(0)/H = M//H.
It remains to show that (M//H)//K = M//(H⋊K). Since µ+ν is G-equivariant,
and since K fixes the subspace h∗ ≤ h∗ + k∗, it follows that ν descends to a map
ν/H : M/H 󰋵 k∗. Restriction to µ−1(0)/H yields a map ν//H : M//H 󰋵 k. Since ν//H
and ω//H are defined in terms of their action on representatives, it follows that
󰀍
(ν//H)∗X, Y
󰀎
= ω//H(X, Y )
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for all X ∈ T (M//H) and Y ∈ k. Thus ν//H is a moment map for the action of K on
M//H. Using the fact that K acts on M/H, we obtain
(µ+ ν)−1(0)/(H ⋊K) =
󰀅
µ−1(0)/H ∩ ν−1(0)/H󰀆 /K
=
󰀅
M//H ∩ ν−1/H(0)
󰀆
/K
= ν−1//H(0)/K
and thus
M//(H ⋊K) = (M//H)//K
as required.
3.6 The Topology of the Reduced Space
We turn very briefly to the case in which M0 = µ
−1(0)/G is not assumed to be
smooth. The investigation of singular reductions has been an active area of research
and there is much to be said, though this is not the primary line of development that
we take in this work. Our approach will be to present an interesting and well-known
result in the singular case, and then mention the more general theory.
First we establish a technical lemma.
Lemma 3.4. Let (M,ω, G, µ) be a Hamiltonian system. The following are equivalent,
(i) 0 ∈ g∗ is a regular value of µ : M 󰋵 g∗,
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(ii) The stabilizer Gx ≤ G is discrete for every x ∈ µ−1(0).
If G is compact, then we may replace discrete with finite in Condition (ii).
Proof. First suppose that x ∈ µ−1(0) is a singular point of µ, so that µ∗ : TxM 󰋵 g∗
is not surjective. Thus the annihilator (µ∗TxM)0 ≤ g is nontrivial and there is a
Y ∈ g with
ωx(TxM,Y x) = 〈µ∗TxM,Y 〉 = 0
As ωx is nondegenerate, we infer that Y x is zero and, consequently, that Y is tangent
to Gx, which is therefore continuous.
We trace back our steps to obtain the reverse implication. The assertion regarding
compact G is clear.
We immediately obtain the following theorem.
Theorem 3.4. Let (M,ω, G, µ) be a Hamiltonian system with compact Lie group G,
and suppose that 0 ∈ g∗ is a regular value of the moment map µ : M 󰋵 g∗. Then M0
has at most orbifold singularities.
Proof. By Lemma 3.4, the group G acts on µ−1(0) with finite stabilizers, and thus
the quotient µ−1(0)/G is an orbifold.
In the general case, in which we suppose only that G is compact, the reduction of
(M,ω, G, µ) is shown to have at most conic singularities [65]. In [80] it is shown that
M0 is a stratified symplectic space, that is, M0 admits a structured decomposition into
symplectic manifolds which refines the orbit-type decomposition of M0.
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Chapter 4
The Space of Connections on a
Surface
This short chapter, which forms a synthesis of the previous two, is independent from
those to follow. We include it here both for its intrinsic interest and as an exposition
of the classical material which is to form the catalyst for the later development of
this work.
Let Σ denote a closed compact oriented surface, let G be a compact Lie group,
and let E be the trivial vector bundle on Σ with fiber V . Combining the theories
of curvature and symplectic geometry, we will show that the space of connections
A(E) on E inherits the structure of an infinite-dimensional symplectic manifold with
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symplectic form ω ∈ Ω2󰀃A(P )󰀄, given by
ωA(α, β) =
󰁝
Σ
α ∧ β (∗)
for A ∈ A(P ) and α, β ∈ Ω1(Σ, adP ) ∼= TAA(P ). Moreover, we will show that the
action of the gauge group G on A(E) is Hamiltonian, with moment map induced by
the curvature
R : A(E)󰋵 Ω2(Σ, adE)
We refer to Part 3 for the treatment of an arbitrary principal bundle P on Σ,
which will arise as a special case of more general constructions.
4.1 Cohomology as Symplectic Reduction
We will take as our manifold the space of 1-forms Ω1(Σ). Note that there is a canonical
isomorphism
TAΩ
1(Σ) ∼= Ω1(Σ), A ∈ Ω1(Σ)
and that
ωA(α, β) =
󰁝
Σ
α ∧ β
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defines a symplectic structure on Ω1(Σ). Consider the group
󰀃
C∞(Σ),+
󰀄
of smooth
functions on Σ under the operation of addition. Let f ∈ C∞(Σ) act on A ∈ Ω1(Σ) by
f · A = df + A
and observe that induced vector fields of this action are given by
d
dt
tf · A󰀏󰀏
t=0
=
d
dt
tdf + A
󰀏󰀏
t=0
= df ∈ TAΩ(Σ)
for f ∈ C∞(Σ) and A ∈ Ω1(Σ).
Further observe that we may identify the smooth dual g∗ of the Lie algebra g =
C∞(M) = Ω0(M) with the space Ω2(Σ) of 2-forms by assigning to each η ∈ Ω2(Σ)
the covector given by
f 󰀁󰋵
󰁝
Σ
fη, f ∈ C∞(Σ)
An application of Stokes’ theorem yields
󰁝
Σ
dα ∧ f =
󰁝
Σ
α ∧ df
which, under the identification g∗ = Ω2(M), implies that
〈d∗α, f〉 = 〈dα, f〉 = ωA(α, fA)
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for A ∈ Ω1(Σ), α ∈ Ω1(Σ) ∼= TAΩ1(Σ), and f ∈ C∞(Σ), where the first equality
follows as the exterior derivative is a linear map. We conclude that the exterior
derivative d : Ω1(M) 󰋵 Ω2(M) is a moment map for the action of G = C∞(M) on
Ω1(M). Since G acts via translations of Ω1(Σ) by coboundaries df ∈ B1(Σ), the
reduced space is
Ω1(Σ)0 = µ
−1(0)/G = Z1(Σ)/B1(Σ) = H1(Σ)
where Z1(Σ) is the space of cocycles on Ω1(Σ).
The reduced symplectic structure ω0 on H
1(Σ) can be expressed in terms of the
H1(Σ)-module structure of H1(Σ) by
ω0,[A]
󰀃
[α], [β]
󰀄
= [α] ∩ [β] ∩ [Σ] ∈ H0(Σ) ∼= R
for [A] ∈ H1(Σ) and [α], [β] ∈ TAH1(Σ), and where Σ ∈ H2(Σ,Z) ↩󰋵 H2(Σ) is the
fundamental class and ∩ denotes the cap product. See [29] or [85] for a comprehensive
overview of these topics.
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4.2 The Reduction of the Space of Connections on
a Surface
Let E = Σ × V be the trivial vector bundle over Σ modeled on V , let G ≤ Aut(V ),
and let AG(E) denote the space of G-connections on E. Fix an Ad-invariant metric
〈·, ·〉g on g.
In light of the canonical identification T∇AG(E) ∼= C∞(Σ, g) of Proposition 2.2,
there is a natural symplectic structure ω on AG(E), given by
ω∇(α, β) =
󰁝
Σ
α ∧ β
for ∇ ∈ AG(E), α, β ∈ Ω1(Σ, g) ∼= T∇AG(E). Note that we define
∧ : Ω∗(Σ, g)⊗ Ω∗(Σ, g) ∧Ω∗(Σ)−−−−󰋵 Ω∗(Σ, g⊗ g) 〈 ,〉g−−󰋵 Ω∗(Σ)
Since the exterior derivative is itself a connection on E, Proposition 2.2 also implies
that the connections ∇ ∈ AG(E) on E are precisely the operators
∇ = d + A
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for A ∈ Ω1(Σ, g). Since E is trivial, the gauge group GE is equivalent to
G = C∞(Σ, G)
and the Lie algebra and dual Lie algebra of GE are naturally identified with
g = C∞(Σ, g) = Ω0(Σ, g)
g∗ = Ω2(Σ, g)
This second identification arises by identifying the form η ∈ Ω2(Σ) with the assign-
ment X 󰀁󰋵
󰁕
Σ
η ∧X. The induced action of G on AG(E) is given by
g ·∇ = g∇g−1
We will show that this action is Hamiltonian.
Lemma 4.1. If ∇ = d +A ∈ AG(E), α ∈ Ω1(Σ, g) ∼= T∇AG(E), and X ∈ C∞(Σ) ∼=
g, then
(i)
R∗α = dα + [α, A]
(ii)
X∇ = dX + [X,A]
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Proof. (i) Recall that
Rd+A = dA+ A ∧ A
so that
R∇+tα = dA+ A2 + t
󰀅
dα + α ∧ A+ A ∧ α󰀆+ t2α ∧ α
and thus
R∗α = dα + [α, A]
(ii) Let gt be a path in G = C∞(Σ, G) which is tangent to X at t = 0. Then
Xd+A =
d
dt
gt(d + A)g
−1
t
󰀏󰀏
t=0
=
d
dt
gtdg
−1
t + gtAg
−1
t
󰀏󰀏
t=0
Since
d
dt
gtAg
−1
t
󰀏󰀏
t=0
= [X,A]
and
d
dt
gtdg
−1
t
󰀏󰀏
t=0
s =
d
dt
gtd(g
−1
t s)
󰀏󰀏
t=0
= X(ds)− d(Xs)
= d(Xs)
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we conclude that
Xd+A = dX + [X,A]
Theorem 4.1. The curvature map
R : AG(E) −󰋵 Ω2(Σ, g) ∼= g∗
d + A 󰀁−󰋵 dA+ A ∧ A
is a moment map for the action of GE on AG(E), and the reduced space is the moduli
space MG(E) of flat connections on E.
Proof. Fix ∇ = d + A, α ∈ Ω1(Σ, g) ∼= T∇AG(Σ), and X ∈ Ω0(Σ, g) ∼= g. A direct
computation yields
󰁝
Σ
α ∧X∇ =
󰁝
Σ
α ∧ 󰀃dX + [X,A]󰀄
=
󰁝
Σ
󰀃
dα + [α, A]
󰀄 ∧X
=
󰁝
Σ
R∗α ∧X
That is,
〈R∗α, X〉 = ω∇(α, X∇)
and we deduce that R is a moment map. It immediately follows that the reduced
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space AG(M)0 is equal to R−1(0)/G = MG(E).
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Chapter 5
Variations on the Classical
Formalism
Before proceeding to our exposition of vector-valued symplectic geometry, we first
survey a few variations of the classical formalism that have already appeared in the
literature.
Among the omissions are Dirac structures, which interpolate the role of a Pois-
son bracket and a symplectic form [13]; contact and cosymplectic manifolds, which
may be interpreted as odd-dimensional analogues of symplectic manifolds, and have
applications to physics [9]; cylinder-valued moment maps, taking values in certain
holonomy-induced lattices of the dual Lie algebra g∗ and satisfying the property
that, unlike the classical moment map, they always exist [12, 72]; and the theory
of multi-moment maps, which treats compatible group actions preserving closed and
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nondegenerate 3-forms c ∈ Ω3(M) [55]. Given the duration of the period spanning the
advent of symplectic geometry at the start of the eighteenth century to the present
day, and in light of the practical and mathematical applications of the material, there
has been a substantial amount of work closely related to, but not properly contained
in, the classical theory. Indeed, the ostensibly complete reference on moment maps
and reduction [72] dedicates a full twenty-three pages to listing those topics that it
will not discuss.
It is worth noting that all of the theories mentioned above, as well as all that
are to follow, possess an appropriately-adapted version of the Hamiltonian reduction
theorem. This reinforces the essential status of reduction processes to symplectic
geometry.
5.1 Hyperka¨hler Manifolds
Being equipped with complex-valued symplectic structures, hyperka¨hler manifolds
provides the most proximate extension to our vector-valued theory. Our main refer-
ence for this section is [33].
Definition 5.1. A Quaternionic manifold (M, I, J,K) is a smooth manifold M
equipped with three almost-complex structures I, J,K ∈ End(TM) such that IJK =
−1. If I, J,K are complex structures, then (M, I, J,K) is called a hypercomplex
manifold.
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Quaternionic manifolds are so named as the almost complex structures I, J,K
endow the fibers of TM with the structure of a quaternionic vector space. As such,
the tangent fibers, and hence the underlying manifold M , are necessarily of dimension
divisible by 4. As an admissible pairing of a complex and Riemannian structure yields
a Ka¨hler structure, so too does a hypercomplex and Riemannian structure yield a
hyperka¨hler manifold.
Definition 5.2. A hyperka¨hler manifold is a Riemannian manifold
󰀃
M, 〈 , 〉󰀄 equipped
with three parallel, metric-compatible complex structures I, J,K ∈ Aut(TM) such
that IJK = −1.
By defining the 2-form ω ∈ Ω2(M,C) to be
ω(X, Y ) = 〈JX, Y 〉+ i〈KX, Y 〉
we obtain a complex-valued symplectic form on M which is holomorphic with respect
to the complex structure I. Naturally, by a complex valued symplectic structure,
we mean a closed 2-form ω ∈ Ω2(M,C) which is nondegenerate in the sense that
ιXω ∈ Ω1(M,C) is nonzero for all X ∈ X(M). Conversely, it follows from the
Calabi-Yau theorem that a compact Ka¨hler manifold (M, I, 〈 , 〉) equipped with a
holomorphic symplectic structure ω ∈ Ω2(M,C) induces a unique hyperka¨hler struc-
ture (M, I, J,K) on M [91]. When we wish to emphasize role of ω, we occasionally
speak of holomorphic symplectic manifolds.
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Hitchin [33] identifies two primary sources of hyperka¨hler manifolds:
1. twistor theory , a transference of the hyperka¨hler formalism to classical holo-
morphic geometry;
2. hyperka¨hler quotients , an analogue of symplectic reduction to the hyperka¨hler
context.
Hyperka¨hler manifolds are comparatively sparse. These include coadjoint orbits of
complex Lie groups, K3 surfaces of Ka¨hler type [36], various moduli spaces arising
from physics [102], as well as cotangent spaces over certain complex manifolds [22].
Hyperka¨hler structures have also been linked to the theory of supersymmetry from
mathematical physics [32].
5.2 Multisymplectic Geometry
Multisymplectic geometry generalizes the theory of symplectic manifolds (M,ω) by
relaxing the requirement that the degree of ω ∈ Ω∗(M) be 2.
Definition 5.3. Fix a smooth manifoldM and an integer k ≥ 1. A k-plectic structure
on M is a closed k-form ω ∈ Ωk(M) which is nondegenerate in the sense that ιXω ∕= 0
for all X ∈ X(M). More generally, the form ω ∈ Ω∗(M) is said to be a multisymplectic
structure if ω is k-plectic for some k ≥ 1.
A multisymplectic structure is thus nothing more than a closed and nondegenerate
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diﬀerential form on a smooth manifold M . When M is of dimension n + 1, the 1-
plectic structures ω ∈ Ω2(M) on M are precisely the symplectic structures on M ; the
n-plectic structures coincide with the volume forms.
Example 5.1. Let G be a semisimple Lie group with Maurer-Cartan form θ ∈
Ω2(G, g) and Killing metric 〈 , 〉, which may be indefinite. The Cartan 3-form
χ = 1
12
󰀍
θ, [θ, θ]
󰀎 ∈ Ω3(G) is a 2-plectic form on G.
Example 5.2. Let Q be a smooth manifold of dimension n, fix a positive integer
k ≤ n, and define the multicotangent bundle to be ΛkT ∗Q. The canonical k-form
θ ∈ Ωk(Λk) is given by
θα(Xi)i≤k = α(π∗Xi)i, X ∈ TαΛkT ∗Q
The exterior derivative ω = −dθ ∈ Ωk+1(ΛkT ∗Q) is a k-plectic structure on ΛkT ∗Q.
Multisymplectic structures abound. In fact, given a smooth manifold M of di-
mension at least 7, for each integer k between 3 and n − 2, every cohomology class
Hk(M) contains a multisymplectic representative [64].
We note that there is a companion Lagrangian theory as well as a theory of
Hamiltonian dynamics. In the multisymplectic realization of Hamiltonian actions,
the moment map
µ : M 󰋵 Hom(g,Λk−1T ∗M)
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takes values in a bundle on M [71]. Note that Λk−1T ∗M is the constant bundle R
when k = 1 and M is connected. In this case, Hom(g,Λk−1T ∗M) = g∗ and the
construction exhibits the classical theory.
The roots of multisymplectic geometry can be traced back to the late nineteenth-
century work of Volterra on extensions of Hamilton’s equations to higher-dimensional
systems, and first appeared in their modern form in 1973 in two papers, on classical
field theory [39] and the calculus of variations in multiple variables [26]. We refer
to [31] for further historical remarks. A major application of the multisymplectic
formalism is to provide a finite-dimensional Hamiltonian counterpart for certain La-
grangian variational problems which otherwise yield infinite-dimensional Hamiltonian
systems under the classical framework [74].
5.3 Lie-Group Valued Moment Maps
The theory of Lie-group valued moment maps begins with the action of a Lie group
G on a manifold M and a smooth equivariant map µ : M 󰋵 G and, from this point,
imposes the requisite compatibility conditions on a 2-form ω ∈ Ω2(M) to obtain a
quadruple (M,ω, G, µ) which evokes a classical Hamiltonian system.
We note that this section is based on [1], [66], and [72]. The fundamental objects
of study in this theory are the quasi-Hamiltonian systems which are defined as follows.
Definition 5.4. A quasi-Hamiltonian manifold is a quadruple (M,ω, G, µ) where
102
5.3. LIE-GROUP VALUED MOMENT MAPS
G acts on M , the form ω ∈ Ω2(M) is G-invariant, and µ : M 󰋵 G is an smooth
G-equivariant map, such that
(i) dω = −µ∗χ
(ii) ιY ω =
1
2
µ∗〈θ + θ¯, Y 〉
(iii) kerω ∩ kerµ∗ = 0
Here θ and θ¯ are the left and right Maurer-Cartan forms onG, respectively, we suppose
〈 , 〉 is an Ad-invariant metric on the Lie algebra g, and χ = 1
12
󰀍
θ, [θ, θ]
󰀎 ∈ Ω3(G) is
corresponding the Cartan 3-form on G.
Perhaps the most natural examples of a quasi-Hamiltonian manifolds are the con-
jugacy classes of Lie groups.
Example 5.3. Consider a Lie group G, with Ad-invariant metric 〈 , 〉, acting on a
fixed conjugacy class C ⊆ G by conjugation. The inclusion µ : C ↩󰋵 G provides a
G-valued moment map and the associated 2-form ω ∈ Ω2(G) is given by
ωg(Y , Z) =
1
2
󰀓
〈Z,AdgY 〉 − 〈Y,AdgZ〉
󰀔
for Y, Z ∈ g.
The motivation behind quasi-Hamiltonian manifold has its roots in early attempts
to construct a finite-dimensional symplectic G-manifold M¯, containing the space of
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homomorphism Hom(π1M,G) of flat connections on a principal bundle P over a
surface Σ, with moment map related to the holonomy map, in such a way that the
symplectic reduction of M¯ yields the character variety Hom(π1M,G)/G ∼= M¯ with
the canonical symplectic form ω0 [35,37,66]. Complications relating to the definition
of this moment map required that M¯ be noncompact, precluding the application of
much of the classical Hamiltonian theory. By taking the moment map to be instead
an extension of the holonomy itself, the space M can be taken to be compact [1].
5.4 Bihamiltonian Systems
A bihamiltonian system encodes a special 2-parameter family of Poisson structures
on a smooth manifold M .
Definition 5.5. A bihamiltonian system
󰀃
M, { , }0, { , }1
󰀄
is a manifold M equipped
with two Poisson brackets, { , }0 and { , }1, which are compatible in the sense that
every nonzero linear combination
c0{ , }0 + c1{ , }1, c0, c1 ∈ R
is a Poisson bracket on C∞(M).
The name may be understood from the notion of bihamiltonian manifolds as by
a single fixed Poisson bracket { , } on M and two functions f0, f1 ∈ C∞(M) which
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determine the same Hamiltonian vector field X ∈ X(M), called a bihamiltonian vector
field [23].
Bihamiltonian systems were introduced, in the language of the “two-fold Hamilto-
nian equations”, in [56] for the purpose of analyzing of the Korteweg-de Vries (KdV)
equation, a nonlinear wave equation of general interest. They have since evolved into
a general method for approaching integrable Hamiltonian systems [10].
To prefigure material from the following chapters, we remark that a bihamiltonian
system
󰀃
M, { , }0, { , }1
󰀄
may be alternatively considered as an R2-valued bi-derivation,
{ , } : C∞(M)× C∞(M) −󰋵 C∞(M,R2)
{f, f ′} 󰀁−󰋵 {f, f ′}0 ⊕ {f, f ′}1
such that
c · { , } = c1{ , }0 + c2{ , }1
is Poisson bracket for all nonzero c = (c1, c2) ∈ R2.
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Part II
Vector-Valued Symplectic
Geometry
107
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Though our motivation arises from the moduli space of flat connections, we de-
velop the theory of vector-valued symplectic geometry entirely independently. It is
not until Part III that we return to apply the vector-valued symplectic formalism to
the space of connections.
This part comprises three chapters. Chapter 6 introduces the local theory, that of
vector-valued symplectic vector spaces. This chapter is mainly technical and primar-
ily serves to support more interesting results on the global theory to follow. Chapter 7
explores the consequences of extending the space of coeﬃcients of a classical symplec-
tic structure. From the symplectic form, to Hamiltonian vector fields and actions, to
the moment map and the reduced space; the parallel theory to Chapter 3 is delineated
in Chapter 7. Finally, in Chapter 8 we return to the historical roots of symplectic
geometry, and investigate the vector-valued counterpart of classical mechanics. See
Section 1.1 for a detailed outline of the main results of this part.
A word on notation. When describing vector-valued symplectic vector spaces, we
will denote the base by U and the space of coeﬃcients by V . We will carry this
convention over to the global theory and consider V -valued symplectic forms on a
manifold M modeled on a vector space U . See Section 2.1 for background on Banach
manifolds. To avoid confusion, we will usually denote tangent vectors to M by X,
and elements of the Lie algebra g by Y and Z.
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Chapter 6
Vector-Valued Symplectic Vector
Spaces
In this chapter, we introduce the key entity of vector-valued symplectic geometry: the
vector-valued symplectic vector space. Our treatment begins with the rudimentary
definitions and culminate in a reduction theorem. Thus, this chapter is the vector-
valued counterpart of Section 3.2, though we shall see that there is a richer structure
in the present context than in the classical case.
Throughout this exposition U and V will denote real vector spaces of diﬀering
roles. The space U will represent the underlying space on which a vector-valued form
ω is defined, while V represents the space of coeﬃcients. This notation is consistent
with that of the following chapters, where we consider manifolds modeled on U and
vector-valued forms with coeﬃcients in V .
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6.1 Introduction and First Results
The fundamental construction of this chapter is as follows.
Definition 6.1. A V -valued symplectic vector space is a pair (U,ω) where U is a
vector space and ω : Λ2U 󰋵 V is an alternating V -valued bilinear form on U which is
nondegenerate as a bilinear map, that is, if u ∈ U with ιuω = ω(u, ·) = 0 then u = 0.
The map ω is called a V -valued symplectic form or V -valued symplectic structure on
U .
To illustrate the subsequent development, we will consider three recurring exam-
ples:
1. An even-dimensional vector space V equipped with the direct sum ⊕iωi of
symplectic structures ωi,
2. The euclidean space R3 with the cross product ×,
3. A centerless Lie algebra g with Lie bracket [ , ].
Example 6.1. Every symplectic vector space in the classical sense is an R-valued
symplectic vector space in the vector-valued sense. More generally, let (U,ωi)i≤N be a
family of symplectic structures on U and define the RN -valued map ⊕iωi : Λ2U 󰋵 RN
by
(⊕iωi)(X, Y ) =
󰀃
ωi(X, Y )
󰀄
i≤N
Then (U,⊕iωi) is an RN -valued symplectic vector space.
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The requirement that ω must be alternating and bilinear implies that the di-
mension of U is at least 2. However, in contrast to the classical case, dimU is not
necessarily even, as the following example shows.
Example 6.2. The cross product, ×, is an R3-valued symplectic structure on R3.
The map × is an alternating and bilinear. To see that it is nondegenerate, fix an
arbitrary X ∈ R3\{0} and take Y ∈ R3\{0} with X ⊥ Y . It follows that 󰀂X × Y 󰀂 =
󰀂X󰀂 · 󰀂Y 󰀂 > 0 whence X × Y ∕= 0.
Recall that (R3,×) can be identified with the Lie algebra so(3). To generalize this
example, we recall the following definition.
Definition 6.2. The center z of a Lie algebra
󰀃
g, [ , ]
󰀄
is the ideal
z =
󰀋
X ∈ g 󰀏󰀏 [X, · ] = 0󰀌
If z = 0, then g is said to be centerless.
We see that z is an ideal as it is evidently a linear subspace and, if X ∈ z and
Y ∈ g, then [X, Y ] = 0 ∈ z. We thus obtain a quotient Lie algebra 󰀃g/z, [ , ]g/z󰀄 which,
as we will show, provides another class of examples of vector-valued symplectic vector
spaces.
Example 6.3. Suppose that
󰀃
g/z, [ , ]g/z
󰀄
is the quotient of a Lie algebra
󰀃
g, [ , ]
󰀄
by its
center z. The quotient Lie bracket [ , ]g/z is a g/z-valued symplectic structure on g/z.
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To see that [ , ]g/g is nondegenerate, let X ∈ g/z be arbitrary and suppose [X, ·]g/g = 0
so that X is in the center of g/z. Since g/z itself is readily seen to be centerless, we
conclude that X = 0.
If
󰀃
g, [ , ]
󰀄
is centerless then [ , ] is a g-valued symplectic structure on g. Since the
center is an abelian ideal, this includes every semisimple Lie algebra.
Example 6.4. For an infinite-dimensional example, suppose M is a smooth manifold
of dimension at least 2. The wedge product ω : Ω1(M) ⊗ Ω1(M) 󰋵 Ω2(M) is an
Ω2(M)-valued symplectic structure on the vector space Ω1(M). We will revisit this
example in Chapter 9 as a first step towards analyzing the natural vector-valued
symplectic structure on spaces of connections.
Definition 6.3. The symplectic orthogonal of a subspace A ≤ U is the subspace
Aω = {v ∈ U |ω(A, v) = 0}
Example 6.5. Let (U,Π≤Nωi) be the RN -valued symplectic vector space from Ex-
ample 6.1. For A ≤ U , we have
u ≤ A⊕iωi ⇐⇒ ∀u′ ∈ U : (⊕iωi)(u, u′) = 0
⇐⇒ ∀u′ ∈ U : ∀i ≤ N : ωi(u, u′) = 0
⇐⇒ ∀i ≤ N : u ∈ Aωi
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We conclude that
A⊕iωi =
󰁗
i A
ωi
Example 6.6. Consider the R3-valued symplectic vector space (R3,×), where ×
denotes the cross product, and let e1, e2, e3 be the standard coordinate basis vectors.
Then
〈e1〉ω = {v ∈ R3 | v × e1 = 0} = 〈e1〉
and
〈e1, e2〉ω = {v ∈ R3 | v × e1 = v × e2 = 0} = 0
Thus we have
A Aω
0 R3
ℓ ℓ
w 0
R3 0
for any 1- and 2-dimensional subspaces ℓ, w ≤ R3, respectively.
This example illustrates the fact that, in contrast to the real-valued case, it is not
true in general that Aωω = A.
Proposition 6.1. Let a be a subspace of a centerless Lie algebra (g, [ , ]).
(i) The symplectic orthogonal aω is a Lie subalgebra of g.
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(ii) If
󰀃
g, [ , ]
󰀄
is semisimple and a ≤ g is an ideal, then aω is also an ideal of g and
aωω = a
Proof. (i) For any Y, Z ∈ aω and any X ∈ a, we have
[X, [Y, Z]] = −[Z, [X, Y ]]− [Y, [Z,X]] = 0
Thus [Y, Z] ∈ aω and, consequently, aω is a Lie subalgebra.
(ii) Recall that if g is semisimple, then there is a decomposition g =
󰁏
j≤N Ij where
each Ij ≤ g is a simple ideal of g. As ideals are preserved under intersection,
a∩ Ij ≤ Ij is an ideal of g. Since Ij is simple, we have a∩ Ij = Ij or 0. Thus, a
is of the form
󰁏
j∈P Ij for some P ⊆ {1, . . . , N}. It follows that
aω =
󰀃󰁏
j∈P Ij
󰀄ω
=
󰁏
j∈P ′ Ij
where P ′ = {1, . . . , N}\P . Applying this procedure twice yields aωω = a.
It follows from Proposition 6.1 and Lemma 6.1, below, that if a ≤ g is not a Lie
subalgebra, then the containment a ≤ aωω is proper.
Let us now collect various properties on the symplectic orthogonal in vector-valued
symplectic vector spaces.
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Lemma 6.1. For a V -valued vector space (U,ω) and subspaces A,Ai, B,Bi ≤ U
(i ≤ N), we have
(i) Uω = 0 and 0ω = U .
(ii) If A ≤ B, then Aω ≥ Bω.
(iii) A ≤ Aωω.
(iv) Aω = Aωωω.
(v)
󰁗
i A
ω
i =
󰀃󰁓
i Ai
󰀄ω
.
(vi)
󰁓
i A
ω
i ≤
󰀃󰁗
i Ai
󰀄ω
.
(vii) ω descends to a symplectic structure on the quotient A/(Aω ∩ A).
Proof. (i)–(iii) are straightforward.
(iv) Apply (ii) to (iii) to obtain Aω ≥ (Aωω)ω and note that (iii) alone yields Aω ≤
(Aω)ωω.
(v) A direct computation yields
u ∈ 󰀃󰁓iAi󰀄ω ⇐⇒ ∀u ∈ 󰀃󰁓i Ai󰀄 : ω(u, u′) = 0
⇐⇒ ∀i ≤ N : ∀ui ∈ Ai : ω(u, ui) = 0
⇐⇒ ∀i ≤ N : u ∈ Aω
⇐⇒ u ∈ 󰁗i Aωi
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(vi) Applying (ii) to the inclusion
󰁗
i Ai ≤ Aj, we deduce that Aωj ≤
󰀃󰁗
i Ai
󰀄ω
for
all j ≤ N . We conclude that 󰁓j Aωj ≤ 󰀃󰁗i Ai󰀄ω.
(vii) Let u, u′ ∈ A, and observe that
ω(u+ C, u′ + C) = ω(u, u′) + ω(u, C) + ω(C, u′) + ω(C,C)
= ω(u, u′)
implies that ω descends to a well-defined form on A/(Aω ∩ A). Moreover, if
ω(u,A) = 0 then u ∈ Aω and so u ∈ Aω ∩ A. Thus the reduced form on
A/(A ∩ Aω) is nondegenerate.
Definition 6.4. Let V be a vector space and suppose that ω ∈ Ω2(V ). For each
α ∈ V ∗, the real-valued 2-form α ◦ ω ∈ Λ2V ∗ is called the α-component of ω.
Example 6.7. Consider again the space (U,⊕iωi)i≤N of Example 6.1. Denote by
{ei}i≤N the standard basis of RN and let {αi}i≤N be the dual basis. Since
(αj ⊕i ωi)(X, Y ) = αj(ωi(X, Y ))i = ωj(X, Y )
we have that the αi-component of ⊕iωi is the ith component, ωi. For general α ∈
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(RN)∗ the α-component of ω is a weighted sum of the forms (ωi)i,
ωα =
󰁛
i
ciωi
where the coeﬃcients are given by ci = α(ei).
Example 6.8. Fix a vector v ∈ R3. Under the standard identification of R3 with its
dual, the v-component of the cross product × on R3 is given by the so-called triple
product,
v · (u1 × u2)
where · denotes the dot product on R3. Equivalently, the v-component of × evaluated
at (u1, u2) ∈ (R3)2 is the volume of the parallelepiped with side edges v, u1, u2.
Recall that the rank of a bilinear form ω : U⊗2 󰋵 R is its rank as a map U 󰋵 U∗.
Equivalently, the rank of ω is the dimension of any subspace Uˆ ≤ U which is maximal
subject to the condition that ω|Uˆ is nondegenerate.
Example 6.9. Let ω be a R-valued symplectic structure on the vector space U and
consider the R2-valued symplectic vector space (U,ω ⊕ 0). For v ∈ R2, we have
rank (v · ω ⊕ 0) =
󰀻󰁁󰁁󰁁󰀿󰁁󰁁󰁁󰀽
0 if v ∈ 0⊕ R
dimU otherwise
Observe that the generic component of ω⊕ 0 has maximal rank. As the following
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result establishes, this property is true in general.
Proposition 6.2. Let (U,ω) be a V -valued symplectic vector space. The typical
component of ω has maximal rank.
Proof. Let α ∈ V ∗. Then αω is nondegenerate on some k-dimensional subspace U ⊆
T , where k is the rank of α. Fix a basis (ei)i of U and let (cij)ij be the corresponding
V -valued matrix representation of ω on U . Since the assignment β 󰀁󰋵
󰀃
β(cij)
󰀄
ij
is
linear, it follows that φ : V ∗ 󰋵 R, β 󰀁󰋵 det
󰀃
β(cij)
󰀄
ij
is analytic. As φ(α) ∕= 0, it
follows that φ is vanishes on a set of positive codimension. Since βω is degenerate on
U precisely when φ(β) = 0, we conclude that the generic βω is nondegenerate on U
and thus has rank at least k.
The rank of the typical component of (U,⊕iωi) is dimU , and the rank of every
nonzero component of (R3,×) is 2.
Recall the classification scheme of subspaces A ≤ U from Definition 3.3.
term condition
isotropic A ≤ Aω
coisotropic Aω ≤ A
Lagrangian Aω = A
symplectic Aω ∩ A = ∅
We will adapt this terminology to the theory of vector-valued symplectic vector
spaces without alteration, save for an implicit reading of “symplectic” as “V -valued
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symplectic”. Due to the fact that Aωω ≤ A is not in general an equality, there is
no longer a symmetry between isotropic and coisotropic subspaces. If A ≤ U is
coisotropic, that is, that A ≤ Aω, then Lemma 6.1 implies that Aω ≥ Aωω, that is,
that Aω is isotropic. The reverse implication obtains precisely when A = Aωω.
Thus, in contrast to the classical case, where the involution A 󰀁󰋵 Aω yields a bijec-
tion between isotropic and coisotropic subspaces, a vector-valued symplectic vector
space (U,ω) has only at least as many isotropic subspaces as coisotropic subspaces.
Every isotropic subspace A yields a coisotropic subspace Aω but not necessarily vice
versa.
6.2 Quotients and Refinements
Definition 6.5. Let (U,ω) and (U ′,ω′) be V and V ′-symplectic vector spaces, re-
spectively. A weak morphism of vector-valued symplectic vector spaces,
f : (U,ω)󰋵 (U ′,ω′)
is a pair of linear maps
f0 : U 󰋵 U
′
f1 : V 󰋵 V
′
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such that f ∗0ω
′ = f1 ◦ ω. We call f an automorphism when V = V ′ and f1 = 1V .
Note that if q : (U, V )󰋵 (U, V ′) is a morphism with q0 and q1 surjective, then for
any W -valued vector space (T, ν) and any morphism f : U 󰋵 T , there is a unique
morphism f¯ : U ′ 󰋵 T such that the following diagram commutes:
U T
U ′
q
f
∃!f¯
This motivates the following definition.
Definition 6.6. A morphism q : (U,ω)󰋵 (U ′,ω′) of vector-valued symplectic vector
spaces is said to be a quotient map if q0 and q1 are surjective. If additionally U
′ ≤ U ,
V ′ ≤ V , and q0 and q1 extend the identity on U ′ and V ′, respectively, then (U ′,ω′) is
called a quotient of (U,ω). If U = U ′, we say that q is a reduction of coeﬃcients.
The dual notion is that of a refinement. We say that (U ′,ω′) refines (U,ω) if there
is an injection i : U 󰋵 U ′ with ω′ = i∗ω.
Example 6.10. Each (U,ωi) is obtained by reducing the coeﬃcients of (U,⊕iωi) from
RN to R. Equivalently, (U,⊕iωi) refines each (U,ωi).
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6.3 Reduction of V -Symplectic Vector Spaces
Lemma 6.2. Let V be a vector space, let (U,ω) be a V -valued symplectic vector space,
and let A ≤ U be an isotropic subspace. Then
A ≤ Aωω ≤ Aω
and ω descends to a well-defined V -valued form ω0 on A
ω/A. Moreover, ω0 is a
V -valued symplectic structure on Aω/A precisely when Aωω = A.
Proof. Since A ≤ Aω, Lemma 6.1, part (ii), yields Aωω ≤ Aω. Lemma 6.1, part (iii),
implies that A ≤ Aωω. Thus we obtain the chain of inclusions
A ≤ Aωω ≤ Aω
Consequently, for u, u′ ∈ Aω, the fact that A is contained in Aω yields
ω(u+ A, u′ + A) = ω(u, u′) + ω(u,A) + ω(A, u′) + ω(A,A)
= ω(u, u′)
which in turn implies that ω descends to a well-defined form ω0 on A
ω/A. The kernel
of ω0 consists of precisely those elements u+ A ∈ Aω/A for which
0 = ω(u+ A,Aω) = ω(u,Aω)
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that is, u ∈ Aωω. Thus kerω = Aωω/A, which is trivial precisely when A = Aωω.
We call (Aω/A,ω0) the reduced vector space for the isotropic space A, and ω0 is
said to be the reduced form or reduced structure on Aω/A. We emphasize that, unlike
in the classical case, ω0 is not guaranteed to be nondegenerate
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Chapter 7
The V -Hamiltonian Formalism
Having developed the basic theory of vector-valued symplectic vector spaces, we turn
our attention to the global setting. This chapter parallels much of the exposition in
the Chapter 3, beginning with the definition of a vector-valued symplectic structure
and culminating with a symplectic reduction theorem.
7.1 V -Symplectic Manifolds
We begin with the fundamental definition of vector-valued symplectic geometry.
Definition 7.1. Let V be a vector space. A V -valued symplectic manifold, or V -
symplectic manifold is a smooth manifold M equipped with a closed 2-form ω ∈
Ω2(M,V ), called a V -valued symplectic structure or a V -symplectic structure, which
is nondegenerate in the sense that ιXω ∕= 0 for every X ∈ X(M).
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When we wish to emphasize the distinction, we will refer to a symplectic structure
in the usual sense as a classical symplectic structure. When the diﬀerence between
the two is clear or irrelevant, we refer to either construction as a symplectic structure.
As for V -symplectic vector spaces, we will consider three primary examples.
1. The direct sum ⊕iωi ∈ Ω1(M,RN) of a collection of symplectic forms {ωi}i≤N
on M .
2. A compact connected semisimple Lie group G, equipped with the g-valued 2-
form −dθ, where θ ∈ Ω1(G, g) is the Maurer-Cartan form on G.
3. The space Hom(TQ, V ) equipped with the V -valued 2-form −dθ, where θ ∈
Ω1
󰀃
Hom(TQ, V ), V
󰀄
is the fundamental 1-form on Hom(TQ, V ).
We will explore the first two in this exposition; the third is treated extensively in
Chapter 8.
It is interesting to compare this list to Kirillov’s [41] three sources of finite-
dimensional classical symplectic manifolds,
1. algebraic submanifolds of the complex projective space CPN .
2. the coadjoint orbits of a compact semisimple Lie group,
3. the phase space (T ∗Q,−dθ) of a smooth manifold Q.
We will see that the coadjoint orbits are obtained from the Hamiltonian reduction of
(G,−dθ) by a suitable action of a maximal torus T ≤ G. The classical phase space
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(T ∗Q,−dθ) is simply the R-valued instance of 󰀃Hom(TQ, V ),−dθ󰀄. By contrast,
there is no apparent candidate for the vector-valued generalization of the projective
space CPN . This stems from the fact that CPN is the reduction of T ∗RN by a circle
action which does not preserve the base RN , whereas such actions on Hom(TQ, V )
do not generally yield symplectic spaces under Hamiltonian reduction.
Example 7.1. Let M be a smooth even-dimensional manifold and suppose that
{ωi}i≤N is a collection of symplectic forms on M . Then the map ⊕iωi ∈ Ω2(M,RN),
given by
(⊕iωi)(X, Y ) = ⊕i
󰀅
ωi(X, Y )
󰀆
is evidently an RN -valued symplectic form on M . The components of ω consist of
the linear combinations
󰁓
i ciωi of the symplectic forms {ωi}i.
Note that it is not necessary for each component ωi ∈ Ω2(M) to be nondegenerate;
it suﬃces that for each point p ∈M at least one component ωi is nondegenerate. This
condition is far from necessary, as the following example illustrates.
Example 7.2. Let (M1,ω1) and (M2,ω2) be symplectic manifolds and let πi : M1 ×
M2 󰋵Mi be the ith projection map. The form π∗i ωi ∈ Ω2(M1×M2) is nondegenerate
on the subbundle π∗i TMi ≤ T (M1 ×M2) and zero on the complementary subbundle
π∗jTMj ≤ T (M1 ×M2) (i ∕= j). Thus, while neither π∗1ω1 nor π∗2ω2 is a symplectic
form on M1 ×M2, the product π∗1ω1 × π∗2ω2 is a R2-valued symplectic form.
This example can be extended to the product of any number of factors (Mj,ωj).
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Let G be a Lie group and recall that the Maurer-Cartan form θ ∈ Ω1(G, g) is
defined by
θg(X) = (λg−1)∗X ∈ g
where g ∈ G, X ∈ TgG, and λ : G↷ G is the left regular representation. When G is
compact and semisimple, the Cartan 3-form χ ∈ Ω3(G,R) is defined to be
χ(X, Y, Z) =
1
12
〈X, [θ(Y ), θ(Z)]〉
where 〈 , 〉 denotes the Killing metric on G.
Example 7.3. Let G be a semisimple Lie group and let θ ∈ Ω1(M, g) denote the
Maurer-Cartan form on G. The Maurer-Cartan theorem asserts that −dθ = θ∗[ , ],
which is nondegenerate by the semisimplicity of G. Thus ω = −dθ is a g-valued
symplectic form on G. When G is compact and Y ∈ g, the Y -component of ω is
given by
〈Y,ω〉 = 12 ιY¯ χ
where Y¯ ∈ X(G) is the unique left-invariant extension of Y .
Observe that −dθ is nondegenerate precisely when the Lie algebra g is centerless.
We impose the additional condition of semisimplicity to obtain stronger results on the
reduced space later on. This example demonstrates that it is possible for a vector-
valued symplectic form on a compact manifold to be exact, which constitutes a further
128
7.1. V -SYMPLECTIC MANIFOLDS
diﬀerence with the real-valued case. In fact, as it is a consequence of Theorem 21.2
of [11] that a compact semisimple Lie group G never admits a symplectic structure,
this example is particularly representative of the diﬀerence of behavior between the
classical and vector-valued cases.
There are two natural generalizations of the classical notion of symplectomor-
phism.
Definition 7.2. Let (M,ω) and (M ′,ω′) be V and V ′-symplectic manifolds, respec-
tively. A weak symplectomorphism
f : (M,ω)󰋵 (M ′,ω′)
consists of a smooth map f0 : M 󰋵 M ′ and a linear map f1 : V 󰋵 V ′ such that
f ∗0ω
′ = f1 ◦ ω. We say that f is a symplectomorphism when V = V ′ and f1 = 1V .
We will be particularly interested in the case where M ′ = M .
Example 7.4. The map f : M 󰋵 M is a symplectic transformation of (M,⊕iωi) if
and only if f is symplectic with respect to each ωi, that is, f
∗ωi = ωi.
Example 7.5. Fix g ∈ G and let λg : G 󰋵 G be the transformation given by
left-multiplication. For any X ∈ ThG, we have
λ∗gθgh(X) = (λ(gh)−1)∗(λg)∗X = θh(X)
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from which λ∗gθ = θ. We conclude that left-multiplication is symplectic with respect
to −dθ.
Remark 7.1. There is an analogue of the classical symplectic volume on a 2n-
dimensional V -valued manifold (M,ω),
volM =
1
n!
󰁝
M
ωn ∈ V ⊗n
The designation is purely formal; volM does not in general behave like a volume. For
example, considering (G,−dθ), we have
volG =
1
n
󰁝
G
(−dθ)n = 0
where n = dimG/2. More generally, for an even V -symplectic manifold (M2n,ω), we
see that volM = 0 if and only if ωn ∈ Ω2n(M,V ⊗n) is exact. The symplectic volume
of an odd manifold vanishes by default.
7.2 Special Submanifolds
Definition 7.3. Let (M,ω) be a V -valued symplectic manifold, and let N ⊆ M
be a submanifold. Then N is said to be Lagrangian (resp. isotropic, coisotropic,
symplectic) when the subspace TxN ≤ TxM is Lagrangian (resp. isotropic, coisotropic,
symplectic) for every x ∈ N .
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Proposition 7.1. Suppose that (M,ω) is a V -valued symplectic manifold and that
ω′ ∈ Ω2(M,V ′) refines ω ∈ Ω2(M,V ). Then if N ⊆ M is symplectic (resp.
coisotropic) with respect to ω, then N is symplectic (resp. coisotropic) with respect to
ω′.
Proof. Fix x ∈ N . Since ω′ is a refinement of ω, it follows that
TxN
ω′ ≤ TxNω
Thus, if N is symplectic with respect to ω, then
TxN ∩ TxNω′ ≤ TxN ∩ TxNω = 0
and N is symplectic with respect to ω′. If N is coisotropic with respect to ω, then
TxN
ω′ ≤ TxNωTxN
and N is coisotropic with respect to ω.
Proposition 7.2. If L is a Lagrangian submanifold of a V -valued symplectic man-
ifold (M,ω), then L is not contained in any Lagrangian manifold of strictly greater
dimension.
Proof. Suppose that L¯ ⊆M is a Lagrangian submanifold with L ⊆ L¯ and let x ∈ L.
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Since L and L¯ are Lagrangian, and TxL ≤ TxL¯, Lemma 6.1 implies that
TxL = TxL
ω ≥ TxL¯ω = TxL¯
We conclude that TxL = TxL¯ and thus dimL = dim L¯.
7.3 Symplectic and Hamiltonian Actions
We continue the analogy with the classical situation with the introduction of V -
symplectic actions, Hamiltonian actions, comoment maps, and moment maps.
Definition 7.4. Let (M,ω) be a V -symplectic manifold. The action λ : G ↷ M is
called a symplectic action when λ : G󰋵 Sym(M,ω), where Sym(M,ω) ≤ Diﬀ(M) is
the group of symplectic transformations of M . The vector field X ∈ X(M) is said to
be a symplectic vector field when X is tangent to a symplectic action. Equivalently,
X is symplectic when LXω = 0.
Definition 7.5. Let (M,ω) be a V -symplectic manifold and suppose that f ∈
C∞(M,V ) and X ∈ X(M) satisfy
−ιXω = df
Then X is called the Hamiltonian vector field of f , and f is called the Hamiltonian
function of X. We also call X the symplectic gradient of f and denote it by s-grad f .
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More generally, f (resp. X) is said to be Hamiltonian if it possesses a Hamiltonian
vector field (resp. Hamiltonian function).
We summarize the primary vector-valued constructions beside their classical coun-
terparts in the table below.
classical V -valued
symplectic form ω ∈ Ω2(M,R) ω ∈ Ω2(M,V )
Hamiltonian v.f. f ∈ C∞(M) f ∈ C∞(M,V ) ω( ·, Xf ) = df
comoment map µ˜ : g󰋵 C∞(M) µ˜ : g󰋵 C∞(M,V )
moment map µ : M 󰋵 g∗ µ : M 󰋵 Hom(g, V )
Proposition 7.3. Let (M,ω) be a V -symplectic manifold and let X ∈ X(M) be a
Hamiltonian vector field with Hamiltonian function f ∈ C∞(M).
(i) The vector field X is symplectic.
(ii) The flow of X preserves f .
Proof. This follows as
(i) LXω = dιXω = −ddf = 0, and
(ii) Xf = df(X) = ω(X,X) = 0.
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In contrast to the real-valued case, it is not in general true that every function
f ∈ C∞(M,V ) is Hamiltonian. This is apparent by observing that the assignment
ι ωx : TxM 󰋵 T
∗
xM ⊗ V, x ∈M
X 󰀁󰋵 ιXωx
cannot be an isomorphism when dimV ≥ 2. The function f ∈ C∞(M,V ) is Hamil-
tonian precisely when dfx lies in the image of ι ωx for every x ∈M . The vector field
X ∈ X(M) is Hamiltonian when (ι ω)−1X ∈ Ω1(M,V ) is exact.
We will denote by C∞H (M) the vector space of Hamiltonian functions.
Definition 7.6. We define the Poisson bracket { , } on the space of Hamiltonian
functions C∞H (M) by
{f, f ′} = −ω(Xf , Xf ′)
Just as in the classical situation, the Poisson bracket is a Lie bracket on C∞H (M,V )
and the symplectic gradient s-grad : C∞H (M,V ) 󰋵 X(M) is a Lie algebra anti-
homomorphism.
Example 7.6. The function f = (fi)i ∈ C∞(M,RN) is Hamiltonian on (M,⊕iωi),
with Hamiltonian vector field X ∈ X(M), if and only if X is the Hamiltonian vector
field of fi with respect to ωi for each i ≤ N .
Example 7.7. Consider (G,−dθ), where θ ∈ Ω1(G, g) is the Maurer-Cartan form.
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Fix Y ∈ g and let Y¯ ∈ X(G) be the right invariant extension of Y . Since the integral
flow of Y¯ corresponds to left multiplication by exp(tY ), and since we have shown left
multiplication to preserve θ, it follows that LY¯ θ = 0. Therefore,
−ιY¯ ω = ιY¯ dθ = −dθ(Y¯ )
Now, for every g ∈ G,
θg(Y¯ ) = (λg−1ρg)∗Y = Ad
−1
g Y
It follows that the function
Ad−1 Y : G −󰋵 g
g 󰀁−󰋵 Ad−1g Y
is Hamiltonian, with associated Hamiltonian vector field −Y¯ .
Definition 7.7. Suppose the Lie group G acts on the V -symplectic manifold (M,ω).
A weak comoment map is any linear map
µ˜ : g󰋵 C∞H (M,V )
which lifts the fundamental vector fields of λ to the space of Hamiltonian functions
C∞H (M,V ), as indicated in the following diagram.
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C∞H (M,V )
g X(M)
s-grad
λ∗
µ˜
If µ˜ is a morphism of Lie algebras, then it is called a comoment map. The (weak)
moment map associated to a (weak) comoment map µ˜ is the assignment
µ : M 󰋵 Hom(g, V )
given by
µ(x)(Y ) = µ˜(Y )(x)
for x ∈ M and Y ∈ g. When the action of G admits a moment map µ, the action
is said to be Hamiltonian and the quadruple (M,ω, G, µ) is a V -valued Hamiltonian
system or a V -Hamiltonian system.
Definition 7.8. The coadjoint action Ad∗ : G↷ Hom(g, V ) is given by
(Ad∗gα)(Y ) = α(Ad
−1
g Y )
for g ∈ G, α ∈ Hom(g, V ), and X ∈ g.
Lemma 7.1. Let (M,ω, G, µ) be a V -Hamiltonian system.
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(i) If α ∈ Hom(g, V ), then the assignment
µ+ α : M 󰋵 Hom(g, V )
x󰋵 µ(x) + α
is a weak moment map. In particular, the set of weak moment maps compatible
with (M,ω, G) is a Hom(g, V )-aﬃne space. If additionally α vanishes on com-
mutators [Y, Z] ∈ g (Y, Z ∈ g) then α is a moment map. Consequently, the set
of moment maps is a [g, g]0-aﬃne space, where [g, g]0 denotes the annihilator of
[g, g] ≤ g in Hom(g, V ).
(ii) The assignment µ′ : M 󰋵 Hom(g, V ) is a moment map for (M,ω, G) precisely
when
〈µ∗X, Y 〉 = ω(X, Y x)
for all x ∈ M , X ∈ TxM , and Y ∈ g. The map 〈 , 〉 : Hom(g, V ) ⊗ g 󰋵 V
denotes the natural pairing.
(iii) If G is connected, then the moment map µ intertwines the actions of G ↷ M
and Ad∗ : G↷ Hom(g, V ).
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(iv) Let H ≤ G be a Lie subgroup and define the restricted moment map
µ|h : M 󰋵 Hom(h, V )
x 󰀁󰋵 µ(x)|h
Then (M,ω, H, µ|h) is a V -Hamiltonian system.
The proofs of these statements are so similar to their classical counterparts that
it would be redundant to present them here. We refer instead to the corresponding
proofs in Chapter 3.
Example 7.8. The action of G on (M,⊕iωi) is Hamiltonian if and only if it is
Hamiltonian with respect to each ωi (i ≤ N). In this case, a moment map is given
by ⊕iωi : M 󰋵 (g∗)N ∼= Hom(g,RN), where µi : M 󰋵 g∗ is a moment map for the
action of G on (M,ωi).
Proposition 7.4. The left regular action of G on (G,−dθ) is Hamiltonian with
moment map −Ad−1 : G󰋵 Aut g.
Proof. Let Y ∈ g and let Y¯ be the right invariant extension of Y to X(G). We
have already shown that −Ad−1 Y : G 󰋵 g is a Hamiltonian function for Y¯ . Since
Y¯ is also the induced vector field λ∗Y for the left regular action λ, it follows that
Y 󰀁󰋵 −Ad−1 Y is a weak moment map for λ. For Y, Z ∈ g, we have
{−Ad−1 Y,−Ad−1 Z} = −[θY¯ , θZ¯] = −[AdY,AdZ] = −Ad [Y, Z]
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and thus −Ad−1 is a morphism of Lie algebras. We conclude that Ad is a moment
map for λ.
7.4 Vector-Valued Symplectic Reduction
Theorem 7.1 (Vector-valued symplectic reduction). Let (M,ω, G, µ) be a V -valued
Hamiltonian system. If G is connected and the reduced space M0 = µ
−1(0)/G is
smooth, then there is a unique V -valued 2-form ω0 ∈ Ω2(M0, V ) such that
π∗ω0 = i∗ω
for the inclusion i : µ−1(0) ↩󰋵 M and projection π : µ−1(0) 󰋵 M0. Moreover, ω0 is
closed and the kernel of ω0 at πx ∈M0 is equal to
kerx ω0 = π∗
󰀃
Txµ
−1(0)ω/g
x
󰀄 ≤ TπxM0
Proof. Fix x ∈ µ−1(0). Since Lemma 7.1 implies that
ω(X, Y x) = 〈µ∗X, Y 〉
for all X ∈ TxM and Y ∈ g, we have
gω
x
= dµ−1x (0) = Txµ
−1(0)
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Lemma 7.1 also asserts that µ : G󰋵 Hom(g, V ) is equivariant, so that
µ(G · x) = Ad∗G 0 = 0
and thus G · x ⊆ µ−1(0) and gx ≤ Tµ−1(0). Consequently, gωx ≤ Txµ−1(0), and thus
Lemma 6.2 ensures that ωx descends to a unique V -valued symplectic structure ω0,x
on the vector space Tπx(µ
−1(0)/G) ∼= Txµ−1(0)/gx. Thus we have shown that i∗ω
descends to a unique 2-form ω0 ∈ Ω2(M,V ).
Taking the exterior derivative of both sides of the equality π∗ω0 = i∗ω yields
π∗dω0 = i∗dω = 0
Thus, as π : µ−1(0) 󰋵 M0 is a submersion, we conclude that dω0 = 0 and kerω0 ≤
TM0 is a distribution whenever it has constant rank. Since the fiberwise description
of the kernel of ω0 at πx ∈ M0 is an immediate consequence of Lemma 6.2, this
completes the proof.
Theorem 7.2 (Vector-Valued Stabilizer Reduction). Let (M,ω, G, µ) be a V -
Hamiltonian system, fix α ∈ Hom(g, V ), and let Gα be the Ad∗-stabilizer of α. Put
µα = µ|gα : M 󰋵 Hom(g, V ). If the reduced space Mα = µ−1α (α)/Gα is smooth, then
there is a unique V -valued 2-form ωα ∈ Ω2(Mα, V ) such that
π∗ωα = i∗ω
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where i : µ|−1gα (α) ↩󰋵 M is the inclusion and π : µ|−1gα (α) 󰋵 Mα is the projection.
Moreover, ωα ∈ Ω2(M,V ) is closed.
Proof. Lemma 7.1 implies that (M,ω, Gα, µ|gα) is a V -Hamiltonian system. For any
Y, Z ∈ gα we have
α [Y, Z] = (ad∗Zα)(Y ) = 0
Thus α ∈ [gα, gα]0 and a second application of Lemma 7.1 implies that µ|gα − α is a
moment map for the action of G. The result follows by Theorem 7.1, since
µ|−1gα (α) = (µ|gα − α)−1(0)/Gα
Example 7.9. The underlying space of the reduction of the Hamiltonian sys-
tem (M,⊕iωi, G,⊕iµi) is equal to the intersection of the reduced spaces of each
(M,ωi, G, µi). That is,
M0 =
󰀓󰁟
i
µ−1i (0)
󰀔
/G =
󰁟
i
󰀃
µ−1i (0)/G
󰀄
Example 7.10. Since the adjoint action is always an automorphism, the reduction
of (G,−dθ, G,−Ad−1) at 0 ∈ Aut g is empty. Thus let us determine the reduction at
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the identity transformation 1 ∈ Aut g. For g ∈ G, we have
Ad∗g 1 = 1 ⇐⇒ Adg = 1 ⇐⇒ g ∈ Z(G)
and hence the stabilizer G1 of 1 ∈ Aut g is equal to the center Z(G). Since G is
semisimple, it follows that Z is discrete and thus the Lie algebra z = 0g is trivial. We
conclude that
µ|−1g1 (1Aut g) = −Ad−1|0g(1) = G
and so the reduced space at 1 ∈ Aut g is the adjoint group
µ|−1g1 (1)/G1 = G/Z
The reduced form is equal to −dθ¯, where θ ∈ Ω1(G/Z, g) is the Maurer-Cartan form
on G/Z. In contrast to the previous example, the reduced space is symplectic.
Example 7.11. Now suppose that T ≤ G is a maximal torus, with Lie algebra t ≤ g,
and consider the g-Hamiltonian system (G,−dθ, T,−Ad−1|t). Once again, the 0-level
set
µ−1(0) = −Ad|−1t 0Hom(t,g)
is empty, as Adg ∈ Aut g is an automorphism for all g ∈ G. Let us determine the
reduction at the negativ inclusion −i ∈ Hom(t, g). For every t ∈ T , the adjoint
transformation Adt ∈ Aut t acts trivially on t. Consequently, the stabilizer T−i ≤ T
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of −i under the action Ad∗ : T ↷ Hom(t, g) is all of T . Now,
µ(g) = −i ⇐⇒ Ad−1g |t = 1Aut t ⇐⇒ g ∈ CG(T )
where CG(T ) is the centralizer of T . Since T is a maximal torus, it follows that
CG(T ) = T and thus µ
−1(0) = T . Therefore, the reduced space
µ|−1gi (i)/Gi = T/T = 1
is a point.
Example 7.12. Consider R3 with the R3-valued symplectic form ω ∈ Ω2(R3,R3)
defined by
ω(Xp, Yp) = (X × Y )p
for p ∈ R3 and Xp, Yp ∈ TpR3. The action of R by vertical translations is Hamiltonian
with respect to ω and a moment map for this action is
µ : R3 󰋵 Hom(R,R3)
p 󰀁󰋵 idR · p× zˆ
where zˆ is the unit vertical vector field on R3. For each A ∈ µ(R3), the reduced space
µ−1(A)/R is a point.
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Example 7.13. If T ≤ G is a maximal torus of the compact semisimple Lie group G.
As above let θ be the Maurer-Cartan form on G, and let πT : g󰋵 t be the projection
induced by the Adjoint representation of G on g. Then ω = d(πT θ) is a t-valued
presymplectic form on G and the right regular action of T on (G,ω) is Hamiltonian
with moment map identically zero. The reduced space is G/T and the form ω0 is
nondegenerate, thus (G/T,ω0) is a t-valued symplectic space. For each α ∈ g∗, the
α-component of the reduced space (G/T,α ◦ ω) is canonically symplectomorphic to
canonical symplectic structure on the coadjoint orbit Oα.
Proposition 7.5. Let (M,ω, G, µ) be a V -valued Hamiltonian system and suppose
that the reduced form ω0 = 0. Then the regular part of µ
−1(0) ⊆ M is a Lagrangian
submanifold of M .
Proof. Let x ∈ µ−1(0). Since ωx descends to the zero form on Txµ−1(0)/gx, it follows
that ωx is the zero form on Txµ
−1(0). Thus Txµ−1(0) ≤ Txµ−1(0)ω. An application
of Lemma 6.1 to the relations
g
x
≤ gω
x
= Txµ
−1(0)
yields
Txµ
−1(0) = gω
x
≥ gωω
x
= Txµ
−1(0)ω
Therefore, Txµ
−1(0) = Txµ−1(0)ω.
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We complete this chapter with a result on the topology of the reduced space.
Theorem 7.3. Let (M,ω, G, µ) be a G-Hamiltonian system with compact Lie group
G, and suppose that 0 ∈ g∗ is a regular value of the moment map µ : M 󰋵 g∗. Then
M0 has at most orbifold singularities.
The proof is precisely analogous to that of the corresponding classical theorem.
See Theorem 3.4 of Section 3.6.
Though we do not do so here, it is interesting to consider the topological question
for more general V -Hamiltonian systems.
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Chapter 8
Classical Mechanics in the
V -Symplectic Setting
As briefly outlined in Section 3.1, symplectic geometry first arose in order to express
and facilitate early developments in classical mechanics. It is thus a natural that we
should seek to determine the extent to which the vector-valued formalism parallels
the classical theory. It transpires that the analogy is very strong. Not only is there
a vector-valued Hamiltonian formalism on the phase space Hom(TQ, V ), but there is
also a corresponding theory of vector-valued Lagrangian dynamics on TQ. Indeed, a
suitable Lagrangian function L : TQ 󰋵 V induces a V -valued symplectic structure
on TQ, and yields a fiber-preserving immersion FL : TQ󰋵 Hom(TQ, V ) as well.
In addition to the similarities, there are notable qualitative diﬀerences between
the classical theory and its vector-valued counterpart. For example, in the traditional
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paradigm, the fiber derivative FL : TQ󰋵 T ∗Q of a strongly convex Lagrangian is a
diﬀeomorphism whenever it is proper. In contrast, the fiber derivative FL : TQ 󰋵
Hom(TQ, V ) of a V -valued Lagrangian is never a diﬀeomorphism when dimV ≥
2. Thus, we obtain a distinguished class of immersed V -symplectic submanifolds of
Hom(TQ, V ). It is interesting to observe that, as exhibited in Example 8.1 below, it
is possible that the image of the fiber derivative be compact.
The phase space Hom(TQ, V ) also provides a setting for a stronger version of the
V -symplectic reduction theorem. More specifically, there is a standard moment map
µ for any basic action of Hom(TQ, V ), with respect to which the reduced space is
symplectic. We leverage this property to obtain Theorem 8.4 below. Examples of V -
symplectic manifolds to which the result applies are the spaces (G,−dθ) of Example
7.3 and the spaces obtained via the Lagrangian formalism in Sections 8.3 and 8.4.
The interested reader may wish to consult Chapters 2 and 3 of [60] for a thorough
treatment of the real-valued theory.
8.1 The V -Symplectic Structure on Hom(TQ, V )
Our present order of business is to show that the phase space Hom(TQ, V ) possesses
a canonical V -symplectic structure which generalizes that on the cotangent bundle
T ∗Q. We begin with an examination of the model V -symplectic structure on the
typical fiber.
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Proposition 8.1. Let U and V be vector spaces of dimension at least 1. The assign-
ment
ω :
󰀃
U ⊕ Hom(U, V ))× 󰀃U ⊕ Hom(U, V ))󰋵 V
given by
ω(u+ φ, u′ + φ′) = φ′(u)− φ(u′)
is a V -valued symplectic structure on U ⊕ Hom(U, V ).
Proof. Let u1, u2, u
′ ∈ U , φ1,φ2,φ′ ∈ Hom(U, V ), and observe that
ω
󰀃
(u1 + φ1) + (u2 + φ2), u
′ + φ′
󰀄
= φ′(u1 + u2)− (φ1 + φ2)(u′)
=
󰀅
φ′(u1)− φ1(u′)
󰀆
+
󰀅
φ′(u2)− φ2(u′)
󰀆
= ω(u1 + φ1, u
′ + φ′) + ω(u2 + φ2, u′ + φ′)
As a similar computation shows ω to be linear in the second argument, we deduce
that ω is bilinear. Since
φ′(u)− φ(u′) = −󰀃φ(u′)− φ′(u)󰀄
it follows that ω is alternating. If u+ φ ∈ U ⊕ Hom(U, V ) is nonzero, we can choose
u′ ∈ U and φ′ ∈ Hom(U, V ) so that precisely one of φ(u′) and φ′(u) is nonzero. It
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follows that
ω(u+ φ, u′ + φ′) = φ′(u)− φ(u′) ∕= 0
from which we conclude that ω is nondegenerate.
To simplify notation, we will consider U and Hom(U, V ) as subspaces of U ⊕
Hom(U, V ) and take ⊕ to denote the internal direct sum.
It is evident that U and Hom(U, V ) are Lagrangian subspaces of U ⊕Hom(U, V ).
Lemma 8.1. If W ≤ Hom(U, V ), then U ⊕ W is symplectic precisely when the
annihilator W 0 ≤ U is trivial.
Proof. For u ∈ U , we have
u ∈ W ω ⇐⇒ ∀φ ∈ W : ω(u,φ) = φ(u) = 0 ⇐⇒ u ∈ Uˆ0
so that U ∩W ω = U ∩W 0 = W 0. As U is Lagrangian in U ⊕Hom(U, V ), Lemma 6.1
yields
(U ⊕W )ω = U ∩W ω = W 0
from which we deduce
(U ⊕W )ω ∩ (U ⊕W ) = Uˆ0 ∩ (U ⊕W ) = W 0
Thus, U ⊕W is symplectic if and only if W 0 = 0.
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Lemma 8.2. Let T ≤ U and W ≤ Hom(U, V ), define the subspace
I(T ) = {φ |φ(T ) = 0} ≤ Hom(U, V )
and let W 0 ≤ U be the annihilator of W . Then,
(i) T ω = U ⊕ I(T )
(ii) W ω = W 0 ⊕ Hom(U, V )
(iii) T ωω = T
Proof. (i) For φ ∈ Hom(U, V ), we have
φ ∈ T ω ⇐⇒ ∀u ∈ T : ω(u,φ) = φ(u) = 0 ⇐⇒ φ ∈ I(T )
From ω(U, T ) = 0, it follows that
U ≤ T ω ≤ U ⊕ Hom(U, V )
Therefore,
T ω = U ⊕ 󰀃T ω ∩ Hom(U, V )󰀄 = U ⊕ I(T )
(ii) For any u ∈ U ,
u ∈ W ω ⇐⇒ ∀φ ∈ W : ω(u,φ) = φ(u) = 0 ⇐⇒ u ∈ W 0
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Now, ω
󰀃
Hom(U, V ),W
󰀄
= 0 yields
Hom(U, V ) ≤ W ω ≤ U ⊕ Hom(U, V )
so that
W ω = (W ω ∩ U)⊕ Hom(U, V ) = W 0 ⊕ Hom(U, V )
(iii) Applying parts (i) and (ii) in succession, and recalling Lemma 6.1, we obtain
T ωω =
󰀃
U ⊕ I(T )󰀄ω
= U ∩ I(T )ω
= U ∩ 󰀃I(T )0 ⊕ Hom(U, V )󰀄
= I(T )0
For any u ∈ U , we have
u ∈ T =⇒ ∀φ ∈ I(T ) : φ(u) = 0 ⇐⇒ u ∈ I(T )0
Conversely, if u /∈ T then there is a φ ∈ I(T ) with φ(u) ∕= 0, and thus u /∈ I(T )0.
Remark 8.1. There is not an analogous result for the double orthogonal W ωω when
dimV > 1. While it is readily shown that W ωω = I(W 0) ≤ Hom(U, V ), this space
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can be strictly larger than W .
Let Q be a smooth manifold and suppose V is a vector space. The vector bundle
Hom(TQ, V ), with fibers Hom(TxQ, V ), inherits a natural V -symplectic form.
Given a smooth manifold Q, we would like to equip the tangent fibers
TφHom(TQ, V ) ∼= TqQ⊕ Hom(TqQ, V ), q = π(φ)
with a symplectic structure ωφ that corresponds to ω on the right-hand side. As
the identification of fibers is noncanonical, our present task is to show that ωφ does
not depend on our choice of splitting. To this end, we will utilize the following
construction.
Definition 8.1. Define the canonical 1-form θ ∈ Ω1󰀃Hom(TQ, V ), V 󰀄 by
θφ(X) = φ(π∗X)
where φ ∈ Hom(TQ, V ), X ∈ TφHom(TQ, V ), and π : Hom(TQ, V ) 󰋵 Q is the
projection map.
Note that θ is well-defined as π∗X ∈ TxQ and φ ∈ Hom(TqQ, V ), for q = π(φ).
Theorem 8.1. The form ω = −dθ is a V -valued symplectic structure on
Hom(TQ, V ). Moreover, the form ωψ on the vector space TψHom(TQ, V ) is equiv-
alent to the canonical V -valued symplectic structure on TψQ ⊕ Hom(TψQ, V ) under
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any local trivialization of Hom(TQ, V ).
Proof. All that remains to be shown is nondegeneracy. As this is a local condition, it
suﬃces to consider the case that Q is the model space U = Rn. Consider the natural
identification
TψHom(TU, V ) ∼= U ⊕ Hom(U, V ), ψ ∈ Hom(TU, V )
and consider u + φ, u′ + φ′ ∈ U ⊕ Hom(U, V ) as constant tangent vector fields on
Hom(TU, V ). Under this identification, the canonical 1-form θ¯ ∈ Ω1(Hom(TU, V ), V )
is given by
θ¯ψ(u+ φ) = ψ(u), ψ ∈ Hom(U, V )
Using the fact that constant tangent vector fields commute, we obtain
dθ¯ψ(u+ φ, u
′ + φ′) =
d
dt
(ψ + tu+ tφ)(u′)
󰀏󰀏
t=0
− d
dt
(ψ + tu′ + tφ′)(u)
󰀏󰀏
t=0
= φ(u′)− φ′(u)
= −ω(u+ φ, u′ + φ′)
This establishes both claims of the theorem.
Remark 8.2. We could instead have noted that the form ω on the vector space U is
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invariant with respect to the natural action of AutU ,
ω
󰀃
g · (u+φ), g · (u′+φ′)󰀄 = φ′g−1(gu)−φg−1(gu′) = ω(u+φ, u′+φ′), g ∈ AutU
and consequently that the constant form ω on the trivial bundle π∗Hom(TQ,V )P (TQ)×󰀃
U ⊕ Hom(U, V )󰀄 descends to a well-defined form ω on
T Hom(TQ, V ) ∼= π∗P (TQ)×AutU
󰀃
U ⊕ Hom(U, V )󰀄
where we note that the identification is natural. It immediately follows that ω ∈
Ω2
󰀃
Hom(TQ, V ), V
󰀄
is fiberwise equivalent to ω and consequently is nondegenerate.
That ω is closed follows readily from the fact that it is the quotient of a constant form.
On the other hand, it is not clear from this argument that ω is the exterior derivative
of the canonical 1-form θ ∈ Ω1󰀃Hom(TQ, V ), V 󰀄, a fact that we will recurrently
invoke.
Remark 8.3. If Y ∈ TφHom(TQ, V ) is vertical, then
ωφ(X, Y ) = Y (X)
where on the left-hand side we identify Y with an element of Hom(TxQ, V ).
Proposition 8.2. Given f ∈ Diﬀ(Q), with induced transformation f¯ = f ∗ on
155
CHAPTER 8. CLASSICAL MECHANICS IN THE V -SYMPLECTIC SETTING
Hom(TQ, V ), we have
f¯ ∗θ = θ
and
f¯ ∗ω = ω
That is, θ and ω are fixed by the right action of Diﬀ(Q) on Hom(TQ, V ).
Proof. Fix φ ∈ TQ and X ∈ Tf¯φTQ. From
f ◦ π = π ◦ f¯−1
we obtain
θf¯φ(X) = f¯φ(π∗X)
= φ(f∗π∗X)
= φ(π∗f¯−1∗ X)
= θφ(f¯
−1
∗ X)
and thus
f¯ ∗θφ = θf¯φ
The result follows as ω = −dθ.
Definition 8.2. A basic function on Hom(TQ, V ) is the lift π∗f ∈ C∞(Q, V ) of any
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function f ∈ C∞(Q, V ).
As the next result establishes, basic functions are Hamiltonian and the associated
flows restrict to linear translations on the fibers of Hom(TQ, V ).
Proposition 8.3. If f ∈ C∞(Q), then the pullback π∗f ∈ C∞󰀃Hom(TQ, V ), V 󰀄 is
Hamiltonian with Hamiltonian vector field df ∈ Ω1(Q, V ). Here we identify df with
the corresponding vertical vector field on Hom(TQ, V ).
Proof. For any point φ ∈ Hom(TU, V ), we have
d(π∗f)(X) = df(π∗X) = ωφ(X, dfq)
where x = πφ and where we identify dfq with the corresponding vertical vector at
φ.
Now suppose that G is a Lie group with a right action ρ : Gop 󰋵 Diﬀ(Q) on Q,
and consider the induced left action
λ : G󰋵 Diﬀ
󰀃
Hom(TQ, V )
󰀄
on Hom(TQ, V ).
Theorem 8.2. The induced action of G on Hom(TQ, V ) is Hamiltonian, with mo-
ment map
µ : Hom(TQ, V )󰋵 Hom(g, V )
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given by
µ(φ)(Y ) = −θ(Y φ)
for φ ∈ Hom(TQ, V ) and Y ∈ g. Moreover, the reduced space is a V -valued symplectic
manifold whenever it is smooth.
Proof. As Proposition 8.2 asserts that θ is fixed by G, it follows that
d θ(Y ) = LY θ − ιY dθ = ιY ω
for all Y ∈ g. Evaluating both sides at −X ∈ T TQ, we obtain
dµ(X)(Y ) = −󰀅d θ(Y )󰀆(X) = ω(X, Y )
from which it follows that µ is a moment map for the action of G.
As the reduced form ω0 on µ
−1(0)/G is always closed, we have only to show that it
is nondegenerate. Since the image g
φ
≤ TφHom(TQ, V ) corresponds to the subspace
−(ρ∗g)q ⊕ 0 ≤ TqQ⊕ Hom(TqQ,U), q = πφ
under a coordinate-induced local trivialization of Hom(TQ, V ), Lemma 8.2 implies
that gωω
φ
= g
φ
and the result follows by Lemma 6.1.
We note that there is an equivalent characterization of this moment map, which
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we will call the standard moment map for the basic action of G, given by
µ(φ)(Y ) = φ(ρ∗Y )
8.2 Darboux Manifolds
We first recall a well-known theorem of Darboux.
Theorem 8.3 (Darboux). Let (M,ω) be a classical symplectic manifold. Then M is
locally symplectomorphic to a cotangent bundle T ∗Q for some manifold Q.
This foundational result, which eﬀectively resolves any question relating to the
local structure of classical symplectic manifolds, motivates the following definition.
Definition 8.3. A V -symplectic manifold (M,ω) is said to be Darboux if M is locally
symplectomorphic to a smooth subbundle of π : Hom(TQ, V )󰋵 Q for some space Q
Evidently, any symplectic submanifold of a Darboux manifold is itself Darboux.
We will show that this property is also preserved under symplectic reduction.
Definition 8.4. Let (M,ω) be a Darboux manifold, locally isomorphic to
Hom(TQ, V ). The action λ : G󰋵 Diﬀ(M) is said to be basic if λ is locally equivalent
to an action G↷ Hom(TQ, V ) which is induced by a right action G↶ Q.
Definition 8.5. We will say that the V -Hamiltonian system (M ′,ω′, G, µ′) is locally
equivalent to the V -Hamiltonian system (M,ω, G, µ) if for each point x ∈ M ′ there
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is a symplectomorphism f : O′ 󰋵 O ⊆ M , from a neighborhood O′ of x to O ⊆ M ,
such that
(i) µ′|O = f ∗µ, and
(ii) f intertwines the action of g on X(O′) and X(O).
Observe that the relation of local equivalence of V -Hamiltonian systems is not an
equivalence relation; in particular, it is not reflexive. Also note that, while we have
no use for such generality, there is a natural extension of this construction for the
actions of distinct groups G′ and G on M ′ and M , respectively.
Definition 8.6. A Hamiltonian subsystem of (M,ω, G, µ) is any Hamiltonian system
of the form (N,ω|N , G, µ|N), where N ⊆M .
Equipped with this terminology, we are now ready to state a version of the V -
symplectic reduction theorem which ensures the nondegeneracy of the reduced 2-form.
Theorem 8.4 (Basic reduction of Darboux manifolds). If the V -Hamiltonian
system (M ′,ω′, G′, µ′) is locally equivalent to a Hamiltonian subsystem of󰀃
Hom(TQ, V ),ω, G, µ
󰀄
for a basic action of G and standard moment map µ, then
the reduced space (M0,ω0) is Darboux. In particular, (M0,ω0) is symplectic.
Proof. As local equivalence is clearly preserved under reduction, it suﬃces to consider
a symplectic submanifold i : M ↩󰋵 Hom(TQ, V ) and an basic action of G. As µ is
the standard moment map for the action on G on Hom(TQ, V ), it follows that µ−1(0)
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is a vector subbundle of Hom(TQ, V ) over Q with fibers given by
µ−1(0)q = g0q
∼= Hom(TqQ/gq, V )
∼= Hom󰀃Tq·G(Q/G), V 󰀄
Dividing by the action of G, we obtain a smooth equivalence
µ−1(0)/G ∼= Hom󰀃T (Q/G), V 󰀄
which is readily seen to be a symplectomorphism. Now, µM = µ ◦ i, so that
µ−1M (0)/G = µ
−1(0)/G ∩M/G
is diﬀeomorphic to a smooth subbundle of Hom
󰀃
T (Q/G), V
󰀄
. That µ−1M (0)/G is
symplectic follows by an argument similar to the proof of Theorem 8.2. Using the
fact that the symplectic structure on M is the restriction of that on Hom(TQ, V ), we
conclude that the inclusion of µ−1M (0)/G in Hom
󰀃
T (Q/G), V
󰀄
is symplectic.
We present two primary examples of the basic reduction of Darboux manifolds.
The first is our familiar g-symplectic space (G,−dθ), which we establish shortly. The
second example is that of manifold with a Lagrangian-induced V -symplectic form,
under any Hamiltonian action of a Lie group G. These latter spaces are the subject
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of Sections 8.3 and 8.4.
Theorem 8.5. Let G be a compact semisimple Lie group and θ ∈ Ω1(G, g) the
Maurer-Cartan form on G. Then (G,−dθ) is a Darboux g-symplectic manifold.
Proof. To avoid a conflict of notation, we will denote by α ∈ Ω1(G, g) the Maurer-
Cartan form, and by θ : Ω1
󰀃
Hom(TG, g), g
󰀄
the fundamental 1-form on Hom(TG, g).
Consider the map
f : G󰋵 Hom(TG, g)
g 󰀁󰋵 αg
It follows that f is a section of π : Hom(TQ, g)󰋵 G, so that π ◦ f = 1 and thus
θfg(f∗X) = (fg)
󰀅
(α ◦ π)∗X
󰀆
= αg(X)
for any g ∈ G and X ∈ TgG. We conclude that α = f ∗θ.
Remark 8.4. Since dimHom(TG, g) = dimG(dimG + 1), the map f : G 󰋵
Hom(TG, g) is a diﬀeomorphism only when dimG = 0.
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8.3 The Lagrangian Function and the Fiber
Derivative
Let U and V be vector spaces and let L : U 󰋵 V be a smooth function. Under the
natural identification TU ∼= U×U , the derivative dL : TU 󰋵 V yields a smooth map
FL : U 󰋵 Hom(U, V )
u 󰀁󰋵 dLu
More concretely,
FL(u)w = dLu(w) =
d
dt
L(u+ tw)
󰀏󰀏
t=0
∈ V, u, w ∈ U
Note that when the dimension of V is strictly greater than 1, the fiber derivative FL
cannot be a diﬀeomorphism. This constitutes a substantive diﬀerence between the
classical context, in which V = R, and the present construction for arbitrary V .
The second derivative of L at u,
d2Lu : U × U 󰋵 Hom(U, V )
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is given by
d2Lu(w,w
′) =
d
dt
d
ds
L(u+ tw + sw′)
󰀏󰀏
s=0,t=0
, w, w′ ∈ U
and defines a symmetric bilinear Hom(U, V )-valued form on U .
Lemma 8.3. For a smooth function L : U 󰋵 Hom(U, V ), we have,
(i) ker d(FL)u = ker d2Lu
(ii) FL is an immersion if and only if d2Lu is nondegenerate at every point u ∈ U .
(iii) The annihilator of d(FL)u(U) ≤ Hom(U, V ) is equal to the kernel of d(FL)u :
U 󰋵 Hom(U, V ).
The fiber derivative FL is an immersion if and only if the second derivative is non-
degenerate at every point u ∈ U .
Proof. (i) Given u, w ∈ U , a direct computation yields
d(FL)u(w) = 0 ⇐⇒ d
dt
FL(u+ tw)
󰀏󰀏
t=0
= 0
⇐⇒ ∀w′ ∈ U : d
dt
FL(u+ tw)(w′)
󰀏󰀏
t=0
= 0
⇐⇒ ∀w′ ∈ U : d
dt
d
ds
L(u+ tw + sw′)
󰀏󰀏
s=0,t=0
= 0
⇐⇒ ∀w′ ∈ U : d2Lu(w,w′) = 0
(ii) This follows immediately from (i).
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(iii) Let u, w ∈ U . By extending the computation from (i), we obtain
d(FL)u(w) = 0 ⇐⇒ ∀w′ ∈ U : d
dt
d
ds
L(u+ tw + sw′)
󰀏󰀏
s=0,t=0
= 0
⇐⇒ ∀w′ ∈ U : d
ds
FLu+sw′(w)
󰀏󰀏
s=0
⇐⇒ ∀w′ ∈ U : d(FL)u(w′)w = 0
from which we conclude,
ker d(FL)u = d(FL)u(U)0
Now suppose that Q is a manifold and L : TQ 󰋵 V is smooth. By applying FL
at each fiber TqQ, with respect to the fiber restrictions Lq : TqQ 󰋵 V , we obtain a
global map
FL : TQ󰋵 Hom(TQ, V )
which we will call the fiber derivative associated to L : TQ 󰋵 V . As above, if
dimV ≥ 2, the map FL cannot be a diﬀeomorphism.
Definition 8.7. Let Q be a manifold and L : Q 󰋵 V a smooth map. Define the
Lagrangian 2-form ωL ∈ Ω2(TQ, V ) to be the pullback by FL of the canonical V -
symplectic structure ω ∈ Ω2󰀃Hom(TQ, V ), V 󰀄 to TQ.
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Lemma 8.4. The Lagrangian 2-form ωL ∈ Ω2(TQ, V ) is nondegenerate at x ∈ TQ
if and only if the diﬀerential
d(FLq)x : TxTqQ󰋵 V, q = πx
is injective.
Proof. First note that the nondegeneracy of FL∗ω at x is equivalent to the condition
that FL∗(TxTQ) be a symplectic subspace of TFL(x)Hom(TQ, V ). Since FL preserves
fibers, we have
FL∗(TxTQ) ∼= TqQ⊕ FL∗(TqTqQ)
with respect to any fiber trivialization TFL(x)Hom(TQ, V ) ∼= TqQ ⊕ Hom(TqQ, V ).
Now, Lemma 8.1 asserts that TqQ⊕FL∗(TxTqQ) is symplectic precisely when the an-
nihilator FL∗(TxTqQ)0 ≤ TqQ vanishes. Since TxTqQ is tangent to TqQ, an application
of Lemma 8.3 yields
FL∗(TxTqQ) = F(Lq)∗(TxTqQ) = ker d(FLq)x
and we conclude that TqQ⊕ FL∗(TxTqQ) is symplectic precisely when ker d(FLq)x =
0.
We are now ready to present the main result of this section.
Theorem 8.6. The following are equivalent.
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(i) The image of FL is an immersed symplectic submanifold of Hom(TQ, V ).
(ii) The Lagrangian 2-form ωL is symplectic.
(iii) The fiber derivative FL : TQ󰋵 Hom(TQ, V ) is an immersion.
(iv) The second derivative of L is nondegenerate along the fibers of TQ.
Proof. Condition (i) implies (ii) since ωL = FL∗ω.
As ωL is the pullback of a closed 2-form, it is symplectic if and only if it is
nondegenerate. Moreover, since FL preserves fibers, L is immersive if and only if Lq
is immersive for all q ∈ Q, and thus an application of Lemma 8.4 implies that (ii)
and (iii) are equivalent.
The result follows as the equivalence of (ii) and (iii) is an immediate consequence
of Lemma 8.3, and since (ii) and (iii) together imply (i).
Note that by an immersed submanifold, we mean the image of a manifold by an
immersion.
Definition 8.8. A V -mechanical system (Q,L) is a pair consisting of a manifold Q
and a proper map L : TQ 󰋵 V which satisfies one, and hence all, of the conditions
of Theorem 8.6.
Example 8.1. Consider the circle S1 = R/Z, with tangent bundle TS1 ∼= R/Z⊕R,
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and define the Lagrangian
L : TS1 −󰋵 C
(q, x) 󰀁−󰋵 eix
Given q ∈ S1, and x, y ∈ TqS1 ∼= R, we have
d(Lq)x(y) =
d
dt
ei(x+ty)
󰀏󰀏
t=0
= ieixy
from which we determine that
FL : TS1 −󰋵 Hom(TS1,C)
(q, x) 󰀁−󰋵 (q, ieix)
under the identification Hom(TS1,C) ∼= S1 × C. The image of TS1 under FL is
FL(TS1) = S1 × S¯ ⊆ Hom(TS1,C) ∼= S1 × C
where S¯ ⊆ C is the unit circle. Since FL is an immersion, it follows by Theorem 8.6
that the torus S1 × S¯ is a C-valued symplectic submanifold of Hom(TS1,C).
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8.4 Vector-Valued Lagrangian Dynamics
Let Q be a smooth manifold, let C(Q) be the space of paths τ : I 󰋵 Q for some fixed
interval I = [a, b] ⊆ R, and let L : TQ󰋵 V be a smooth function which we will call
the Lagrangian. The aim of this section is to investigate those paths τ : I ⊆ R󰋵 Q
which constitute the critical points of the V -valued Lagrangian action,
S(τ) =
󰁝 b
a
L(τ˙) dt, τ ∈ C(Q)
As a matter of terminology, a critical point of the action S is any path γ ∈ C(Q) for
which d
ds
S(γs)
󰀏󰀏
s=0
= 0 with respect to every variation γs that fixes the endpoints of
γ.
Our approach is to consider instead the space C ′(Q) ⊆ C(TQ) of paths γ : I 󰋵 TQ
which arise as the velocity vector field τ˙ for some curve τ ∈ C(Q). That is, C ′(Q) is
the image of the space of paths C(Q) by the map
C(Q) −󰋵 C(TQ)
τ 󰀁−󰋵 τ˙
Note that this map is injective and thus forms an equivalence between C(Q) and
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C ′(Q). Under this identification, we consider the Lagrangian action on C ′(Q),
S(γ) =
󰁝 b
a
L(γ) dt, γ ∈ C ′(Q)
and we aim to find the stationary points of S in C ′(Q), under variations γs of γ with
fixed πγs(a) and πγs(b).
Theorem 8.7. Given any path γ ∈ C ′(Q) and any variation X : I 󰋵 TγTQ tangent
to C ′(Q) at γ, we have
dS(X) =
󰁝 b
a
dL˙(π∗X) dt − FL∗θ(X)
󰀏󰀏b
a
where L˙ = γ˙(L) is the derivative of L along γ. Consequently, X ∈ TxTQ is the
velocity of a critical point of S at x ∈ TQ if and only if
dL˙(π∗X) = 0
whenever this expression is well-defined.
Proof. Diﬀerentiating both sides of τ = πγ yields γ = τ˙ = π∗γ˙. Consequently,
X =
d
ds
γs
󰀏󰀏
s=0
=
d
ds
π∗γ˙s
󰀏󰀏
s=0
= π∗X˙
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and thus
dS(X) =
󰁝 b
a
dL(π∗X˙) dt =
󰁝 b
a
dL˙(π∗X) dt − dL(π∗X)
󰀏󰀏b
a
If X is tangent to a variation with fixed endpoints, then the boundary term vanishes
and dL˙(π∗X) = 0 for all variations X tangent to C ′(Q) along a critical point γ of the
action S. The boundary term at t = a is
dLγ(a)(π∗Xa) = FL
󰀃
γ(a)
󰀄
(π∗Xa) = FL∗θ(Xa)
and likewise for t = b.
Theorem 8.8. Let γ ∈ C ′(Q) be a critical point of S. Define the map
H : TQ󰋵 V
by
H(x) = FL(x) x− L(x)
Then −H is a Hamiltonian function for the vector field γ˙ along γ.
Proof. We will adapt the approach of [61] to our V -valued context. Define the function
S : I 󰋵 V by
S(t) =
󰁝 t
a
L
󰀃
γ(r)
󰀄
dr
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Since γ˙ is an infinitesimal variation of γ, Theorem 8.7 implies that
dS(t) = θL
󰀃
γ˙(a)
󰀄− θL󰀃γ˙(t)󰀄
where θL = FL∗θ. Thus,
Lγ˙θL = − d
dt
θL
󰀃
γ(t))
󰀄
=
d
dt
dS(t) = dL
󰀃
γ(t)
󰀄
and so
−ιγ˙ωL = ιγ˙dθL = Lγ˙θL − dιγ˙ωL = d(L− ιγ˙θL)
We conclude that L− ιγ˙θL = L− FL(γ) γ is a Hamiltonian function for γ˙ along γ.
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Part III
The Moduli Space of Flat
Connections
173
174
In the final part of this dissertation, we turn our attention once more to the space
of connections. While Chapter 9 employs the framework of Part II, and Section 10.1
requires Chapter 3, the remaining material can be read immediately after Chapter 2
and a knowledge of only the definition of the symplectic volume.
In Chapter 9 we apply the theory of Part II to characterize the space of connections
A(P ) on a G-principal bundle P over a manifold M of dimension at least 3. In
particular, we show that A(P ) possesses a natural vector-valued symplectic structure,
that the moduli space of flat connections M(P ) is the symplectic reduction of A(P )
with respect to the action of the gauge group, and that the reduced form takes values
in H2(M). Utilizing the language of characteristic forms, we obtains similar results
for a variant of this vector-valued symplectic structure. In Chapter 10 we compute
the volume of the moduli space MG(M) of flat G-connections on M , first in the case
that G is abelian, and second in the case that G is semisimple and π1M is free abelian.
In Chapter 11 we show that if Σ ⊆ M is a distinguished embedded surface in M ,
then there is a symplectic immersion of the moduli space MG(M) into MG(Σ), thus
yielding information on the possible structure of MG(M). We refer to the second
half of Section 1.1 for an outline of the main results.
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Chapter 9
The Reduction of the Space of
Connections
Let M be a smooth manifold of dimension greater than 2, let G be a Lie group with
Ad-invariant metric 〈 , 〉 on its Lie algebra g, and let P be a fixed G-principal bundle
on M .
Before proceeding, let us briefly review the relevant notation from Chapter 9. We
denote byA(P ) the Ω1(M, adP )-aﬃne space of connections on P . For each A ∈ A(P ),
we frequently utilize the identification
Ω1(M, adP )
∼
−󰋵 TAA(P )
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given by
αA =
d
dt
A+ tα
󰀏󰀏
t=0
, A ∈ A(P ),α ∈ Ω1(M, adP )
where + denotes the action of Ω1(M, adP ) on A(P ). In other words, we identify
α ∈ Ω1(M) ∼= T0Ω1(M) with the induced vector field α ∈ X(A(P )).
The exterior covariant derivative dA : Ω
k(M, g)󰋵 Ωk+1(M, g) is given by
dAσ(X1, . . . , Xk+1) = dσ(hAX1, . . . , hAXk+1SS)
where hA : TP 󰋵 A is the fiberwise projection induced by the splitting A ⊕ V (P ),
where V (P ) is the vertical tangent bundle of P . Since dA preserves the subspace of
tensorial forms in Ω∗(P, g) of type AdP , we may also consider dA : Ωk(M, adP ) 󰋵
Ωk+1(M, adP ). Many of the results of this chapter rely on the property that
d(α ∧ β) = dAα ∧ β + (−1)degαα ∧ dAβ
See [2]. Finally, we write Bk(M) for the space of k-coboundaries on M . That is,
Bk(M) = dΩk−1(M) ≤ Ωk(M)
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9.1 The Model Space
󰀃
Ω1(M),∧󰀄
In this section we will consider two distinct vector-valued symplectic structures on
Ω1(M).
Let Σ be a compact oriented surface. We have seen that the vector space Ω1(Σ)
carries a natural symplectic structure: namely,
ω(α, β) =
󰁝
Σ
α ∧ β, α, β ∈ Ω1(Σ)
The aim of this chapter is to determine a suitable generalization of this symplectic
form to the case where dimM ≥ 3.
The most natural vector-valued symplectic structure on Ω1(M) is the wedge prod-
uct ∧. The following proposition establishes that ∧ is indeed a Ω2(M)-valued sym-
plectic form on Ω1(M).
Proposition 9.1. Let M be a manifold with boundary of dimension at least 2. The
wedge product
∧ : Ω1(M)⊗ Ω1(M) −󰋵 Ω2(M)
is an Ω2(M)-valued symplectic structure on Ω1(M).
Proof. As ∧ is clearly a skew-symmetric Ω2(M)-valued form on Ω1(M), we have only
to show that it is nondegenerate. Thus let α ∈ Ω1(M) and suppose that α∧β = 0 for
all β ∈ Ω1(M). Let (xi)i≤n (n = dimM) be a system of coordinates on a neighborhood
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U ⊆M , and let αi ∈ C∞(U) be given by
α =
󰁛
i
αi dx
i
For each k ≤ n,
0 = α ∧ dxk =
󰁛
i
αi dx
i ∧ dxk
Since n ≥ 2, for each i ≤ n there is a k ≤ n with k ∕= i, and thus dxi ∧ dxk ∕= 0 so
that αi = 0. Since our choice of U was arbitrary, we conclude that α = 0.
It turns out that this symplectic structure is too fine for our purposes. The action
of C∞(M) on Ω1(M) given by
f · α = df + α
is not in general Hamiltonian with respect to symplectic structure ω obtained by lifting
∧ to the fibers of TΩ1(M). The issue is settled by reducing the space of coeﬃcients
from Ω2(M) to Ω2(M)/B2(M). To show this, we first establish a technical lemma.
Lemma 9.1. (i) Let U be a vector space with dimU ≥ 3 and let w ∈ Λ2U . If
u ∧ w = 0 for all u ∈ U then w = 0.
(ii) Let M be a manifold with dimM ≥ 3. If θ ∈ Ω2(M) satisfies d(fθ) = 0 for all
f ∈ C∞(M), then θ = 0.
Proof. (i) Fix a basis {ei}i≤n (n = dimU) of U and choose constants wij ∈ R
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(i, j ≤ n) so that
w =
󰁛
i,j≤N
wij ei ∧ ej
For each k ≤ n, we have
0 = ek ∧ ω =
󰁛
i,j≤n
wijek ∧ ei ∧ ej
Since n ≥ 3, for every pair of distinct i, j ≤ n we can find a k ≤ n with k ∕= i, j.
Consequently, ek ∧ ei ∧ ej ∕= 0 and thus wij = 0.
(ii) Since d(1 · θ) = 0, we have
df ∧ θ = d(fθ) = 0
for all f ∈ C∞(M). Fix p ∈ M and observe that α ∧ θp = 0 ∈ Λ3(T ∗pM) for all
α = dfp ∈ T ∗pM . Now part (i) yields θp = 0.
Proposition 9.2. Let M be a compact manifold of dimension at least 3. The assign-
ment
ω : Ω1(M)⊗ Ω1(M) −󰋵 Ω2(M)/B2(M)
defined by
ω(α, β) = α ∧ β +B2(M), α, β ∈ Ω1(M)
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is an Ω2(M)/B2(M)-valued symplectic structure on Ω1(M) if and only if dimM ≥ 3
or M is a closed orientable surface.
Proof. The cases where dimM = 0, 1 are clear. Suppose for the moment that
dimM ≥ 3. Let α ∈ Ω1(M) and assume that α ∧ γ ∈ B2(M) for all γ ∈ Ω1(M). Let
β ∈ Ω1(M) and observe that
d(α ∧ fβ) = d󰀅f(α ∧ β)󰀆 ∈ B2(M)
for all f ∈ C∞(M). Thus α ∧ β = 0 by Lemma 9.1. Since our choice of β was
arbitrary, the nondegeneracy of the wedge product yields α = 0.
Finally, suppose that M = Σ is a closed compact orientable surface and equip Σ
with an orientation and a Riemannian structure g. Let ∗ : Ω1(Σ) 󰋵 Ω1(Σ) denote
the Hodge star operator. Let α ∈ Ω1(Σ) and observe that if
α ∧ β ∈ B2(Σ)
for all β ∈ B2, then, in particular,
󰀂α󰀂2 dvol = α ∧ ∗α ∈ B2(Σ)
and thus 󰁝
Σ
󰀂α󰀂2 dvol = 0
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so that α = 0, as required.
If M = Σ is a connected surface which is nonorientable, noncompact, or has
nonempty boundary, then the space of coeﬃcients Ω2(Σ)/B2(Σ) = 0 is trivial and ω
is the zero form. The case for disconnected Σ is similar.
9.2 Cohomology as Ω2(M)/B2(M)-Symplectic Re-
duction
Let M be a smooth manifold with boundary, let ω be the Ω2(M)/B2(M)-valued
2-form on Ω1(M) be given by
ωA(α, β) = α ∧ β +B2(M), A ∈ Ω1(M), α, β ∈ Ω1(M) ∼= TAΩ1(M)
and let C∞(M) act on Ω1(M) by
f · α = df + α
The aim of this section is to show that the symplectic reduction of
󰀃
Ω1(M),ω
󰀄
is the
first cohomology H1(M) with the wedge product ∧H1 .
Proposition 9.3. The space
󰀃
Ω1(M),ω
󰀄
is an Ω2(M)/B2(M)-valued symplectic
manifold.
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Proof. The form ω is closed as it is constant on Ω2(M). For every A ∈ Ω1(M),
Proposition 9.2 ensures that the restriction of ω to the fiber Ω1(M) ∼= TAΩ1(M) of
the tangent bundle TΩ1(M) is nondegenerate. This completes the proof.
Theorem 9.1. The action of C∞(M) on Ω1(M), given by f · α = df + α, is Hamil-
tonian with respect to ω. A moment map
µ : Ω1(M) −󰋵 Hom
󰀃
C∞(M), Ω2(M)/B2(M)
󰀄
is given by
µ(A)(f) = dA ∧ f +B2(M)
The reduced space is
󰀃
H2(M),ω0
󰀄
where, for each A¯ ∈ H1(M), the reduced symplectic
form
ω0 : TA¯H
2(M)⊗ TA¯H2(M) −󰋵 H2(M) ≤ Ω2(M)/B2(M)
is given by
ω0
󰀃
α¯A¯, β¯A¯
󰀄
= α¯ ∧ β¯, α¯, β¯ ∈ TA¯H2(M) ∼= H2(M)
Proof. For α ∈ Ω1(M), f ∈ C∞(M), the equality
d(α ∧ f) = dα ∧ f − α ∧ df
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implies that 󰀅
dα ∧ f󰀆
Ω2/B2
=
󰀅
α ∧ df󰀆
Ω2/B2
Since d : Ω1(M) 󰋵 Ω2(M) is linear, the induced map d∗ : TΩ1(M) 󰋵 TΩ2(M) is
given by
d∗αA = (dα)dA ∈ TdAΩ2(M)
for every A ∈ Ω1(M). Thus,
󰀍
d∗αA, f
󰀎
= dα ∧ f +B2(M)
= α ∧ df +B2(M)
= ω(αA, fA)
and we conclude that d : Ω1(M)󰋵 Ω2(M) is a moment map for the action of C∞(M)
on Ω1(M). Since
µ(A) = 0 ⇐⇒ ∀f ∈ C∞(M) : dA ∧ f +B2 = 0 ⇐⇒ dA = 0
we conclude that the reduced space is µ−1(0)/C∞(M) = Z2(M)/B2(M) = H2(M).
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9.3 The Reduction of the Space of Connections
Let M be a smooth manifold with boundary, G a compact connected Lie group and
let 〈 , 〉 be an Ad-invariant metric on the Lie algebra g, P a G-principal bundle on M ,
〈 , 〉g an Ad-invariant metric on the Lie algebra g, and A(P ) the Ω1(M, adP )-aﬃne
space of G-connections on P . Recall that 〈 , 〉g induces a metric 〈 , 〉adP on the fibers
of adP , and the wedge product on Ω∗(M, adP ) is given as the composition
∧ : Ω∗(M, adP )⊗ Ω∗(M, adP ) ∧Ω∗(M)−−−−󰋵 Ω∗(M, adP ⊗ adP ) 〈 ,〉adP−−−󰋵 Ω∗(M)
Define the 2-form ω ∈ Ω2󰀃A(P ),Ω2(M)/B2(M)󰀄 by
ωA(α, β) = α ∧ β +B2(M) ∈ Ω2(M)/B2(M)
for A ∈ A(P ) and α, β ∈ Ω2(M, adP ) ∼= TAA(P ).
Theorem 9.2. The form ω is a Ω2(M)/B2(M)-valued symplectic structure on A(P )
if and only if dimM = 0, dimM ≥ 3, or M is a closed compact orientable surface.
Proof. Closedness follows from the fact that ω is constant on A(P ). It remains to
prove ω is nondegenerate. Again, the cases where dimM = 0, 1 are clear.
First suppose dimM ≥ 3. Fix A ∈ A(P ) and assume that α ∈ Ω1(M, adP ) ∼=
TAA(P ) is nonzero at x ∈ M . Let U ⊆ M be a closed trivializing neighborhood for
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adP containing x, so that U is a submanifold with boundary and
Ω1(U, adP ) ∼= Ω1(U, g) ∼= Ω1(U)dim g
As α is nonzero on U , Proposition 9.2 yields a β ∈ Ω1(U, adP ) with
α|U ∧ β /∈ B2(U)
Since U is closed, there is an extension β¯ ∈ Ω1(M, adP ) of β to M , and B2(U) =
B2(M)|U . Therefore,
α ∧ β /∈ B2(M)
and we conclude that ω is nondegenerate.
Now suppose M = Σ is a closed compact orientable surface. Equip Σ with an
orientation and a Riemannian structure g. Let ∗ : Ω1(Σ, adP )󰋵 Ω1(Σ, adP ) denote
the Hodge star operator determined by g and 〈 , 〉adP . If α ∈ Ω2(Σ, adP ) ∼= TAA(P )
satisfies
α ∧ β ∈ B2(Σ)
for all β ∈ Ω2(Σ, adP ) ∼= TAA(P ), then
󰁝
Σ
󰀂α󰀂2 dvol =
󰁝
Σ
α ∧ ∗α = 0
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and thus α = 0. It follows that ω is nondegenerate.
Now suppose that M = Σ is a surface which is nonorientable, noncompact, or
has nonempty boundary If Σ is connected, then Ω2(Σ)/B2(Σ) = 0 and thus ω ∈
Ω2(A(P ),Ω2/B2) is the zero form. The case for disconnected Σ is similar.
Theorem 9.3. Let M be either a smooth manifold of dimension at least 3, or a
compact orientable surface. Fix a G-principal bundle P on M and let A(P ) be the
space of connections on P . The natural pairing
µ : A(P ) −󰋵 Hom󰀃g,Ω2/B2󰀄
given by
µ(A)(f) = F (A) ∧ f +B2(M)
where F : A(P ) 󰋵 Ω2(M, adP ) is the curvature, is a moment map for the action of
the gauge group G(P ) on A(P ) with respect to the symplectic structure ω ∈ Ω2(M),
defined by
ω(α, β) = α ∧ β +B2(M)
for α, β ∈ Ω1(M,Ω2/B2). The reduced space A(P )0 is the moduli space of flat con-
nection M(P ) = F−1(0)/G on P , and the reduced form ω0 takes values in the finite-
dimensional vector space H2(M).
Proof. Fix A ∈ A(P ), α ∈ Ω1(M, adP ) ∼= TAA(P ) and f ∈ Ω0(M, adP ) ∼= g(P ).
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Since
d(α ∧ β) = dAα ∧ β − α ∧ dAβ
we have 󰀅
dAα ∧ f
󰀆
Ω2/B2
=
󰀅
α ∧ dAf
󰀆
Ω2/B2
As F∗α = dAα and fA = dAf , we obtain
〈µ∗α, f〉 = ωA
󰀃
α, f
A
󰀄
Therefore, F is a moment map. For any A ∈ A(P ), we have
µ(A) = 0 ⇐⇒ ∀f ∈ Ω0(M, adP ) : F (A) ∧ f ∈ B2 ⇐⇒ F (A) = 0
and we conclude that µ−1(0)/G = F−1(0)/G.
If A ∈ µ−1(0) and α, β ∈ Ω1(M, adP ) ∼= TAA are tangent to µ−1(0), then dAα =
F∗α = 0 and so α ∧ β ∈ Z2(M) is a cocycle. It follows that the reduced form ω0 on
M(P ) takes values in Z2(M)/B2(M) = H2(M).
Remark 9.1. Suitable adjustments are required when the base spaceM is noncompact,
since in this case the Banach-manifold structure of A(P ) encounters complications.
This diﬃculty can be overcome by, for example, replacing A(P ) with the subspace of
asymptotically flat connections on P . We will not address such considerations in this
exposition and, in the following, we will implicitly assume M to be compact.
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Corollary 9.1. If H2(M) = 0, then Theorem 9.3 and Proposition 7.5 together im-
ply that regular part of space of flat connections F−1(0) ⊆ A(P ) is a Lagrangian
submanifold of A(P ).
Proof. If the second cohomology H2(M) vanishes, then the reduced form ω0 ∈
Ω2
󰀃M(P ), H2(M)󰀄 is necessarily zero, and Proposition 7.5 implies that µ−1(0) is
a Lagrangian submanifold of A(P ). The result follows as F−1(0) = µ−1(0).
Remark 9.2. If M = Σ is a surface, A ∈ A(P ), α ∈ Ω1(Σ, adP ) ∼= TAA, and
f ∈ Ω0(Σ, adP ) ∼= g, then the equality
0 = d(α ∧ f) = dAα ∧ f − α ∧ dAf
implies that the function µ : M 󰋵 Hom
󰀃
g,Ω2(M)
󰀄
given by
µ(A)(f) = F (A) ∧ f = d2Af
is a moment map for the action of G on A(P ) with respect to the Ω2(Σ)-valued
symplectic form ω given by
ωA(α, β) = α ∧ β
The reduced space A(P )0 is again the moduli space of flat connections M(P ). How-
ever, the reduced form ω0 takes values in the infinite-dimensional vector space Z
2(M)
of 2-cocycles on M .
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9.4 Characteristic Forms of Degree 2 and Ricci
Curvature
Let M be closed manifold with dimM ≥ 2, let G be a Lie group, and let P be a
G-principal bundle on M . We first recall a formula from [42].
Lemma 9.2 ( [42] II.5.5). Let A ∈ A(P ) be a connection, let η ∈ Ω1(P, g) be the
connection 1-form for A, and let α ∈ Ω1(P, g) be a tensorial 1-form of type AdG.
Then
dAα(X, Y ) = dα(X, Y ) +
1
2
󰀅
α(X), η(Y )
󰀆
+
1
2
󰀅
η(X),α(Y )
󰀆
for X, Y ∈ TuP , u ∈ P .
This will be a key tool in the following result.
Lemma 9.3. Suppose that α ∈ Ω1(M, adP ). If φ ∈ g∗ is invariant under the coad-
joint action of G, then
(i) the assignment
adP −󰋵 R
[u, Y ] 󰀁−󰋵 φ(Y )
is well-defined and fiberwise linear. We denote this assignment, as well as the
induced maps Ωk(M, adP )󰋵 Ωk(M), by φ.
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(ii) φ(dAα) = d(φα)
(iii) d(φα ∧ φβ) = φ dAα ∧ φβ − φα ∧ φ dAβ
Proof. (i) Let (u, Y ) and (u′, Y ′) ∈ P × g represent the same element in adP =
P ×Ad G. That is, we suppose there is a g ∈ G with u′ = ug−1 and Y ′ = AdgY .
Since φ is Ad∗-invariant, φ(Y ) = φ(Y ′) and φ¯ is well defined.
(ii) Let Y, Z ∈ g be arbitrary and observe that
φ[Y, Z] =
d
dt
φ Adexp(tY )Z
󰀏󰀏
t=0
= 0
Thus, by Lemma 9.2 and the linearity of φ, we obtain
φ(dAα) = φ(dα) +
1
2
φ[α,ω] +
1
2
φ[ω,α] = d(φα)
as required.
(iii) By part (ii), we have
d(φα ∧ φβ) = dφα ∧ φβ − φα ∧ dφβ
= φ dAα ∧ φβ − φα ∧ φ dAβ
Remark 9.3. For any connection A ∈ A(P ), the image of the curvature FA under
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the induced map φ : Ω2(M, adP ) 󰋵 Ω2(M) represents the characteristic class cor-
responding to the Ad-invariant multilinear map φ : g 󰋵 R. That is, [φFA]H2 is the
image of φ : g 󰋵 R under the Chern-Weil homomorphism. We will call φFA the
characteristic form of A associated to φ.
Corollary 9.2. Let V be a real (resp. complex) vector space, M a smooth manifold,
E a V -vector bundle over M with structure group GL(V ), and tr : gl(V )󰋵 R (resp.
tr : gl(V )󰋵 C) the trace map on gl(V ) ∼= End(V ). We have
tr(dAα) = d(trα)
and
d(trα ∧ tr β) = tr dAα ∧ tr β − trα ∧ tr dAβ
We are now ready to present the main result of this section.
Theorem 9.4. Let M be a manifold with dimM ≥ 3, G a Lie group with dimG ≥ 2,
P a G-principal bundle on M , and suppose that φ ∈ g∗ is nonzero and Ad∗-invariant.
The assignment
(ωφ)A(α, β) = φα ∧ φβ +B2(M), A ∈ A(P ), α, β ∈ Ω1(M, adP ) ∼= TAA(P )
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defines a closed 2-form
ωφ ∈ Ω2
󰀃A(P ), Ω2(M)/B2(M)󰀄
on the space A(P ) of connections on P . The kernel of ωφ at A ∈ TAA(P ) is
ker (ωφ)A = ker
󰀅
φ : Ω1(M, adP )󰋵 Ω1(M)
󰀆
Moreover, the action of the gauge group G on (A,ωφ) is Hamiltonian, with moment
map
µφ : A(P )󰋵 Ω2(M)/B2(M)
given by
µφ(A)Y = φF (A) ∧ φY +B2(M), X ∈ Ω0(M, adP )
and the reduced space is
A(P )0 = (φF )−1(0)/G
Proof. Closedness follows as ωφ is constant on A(P ).
Fix a connection A ∈ A(P ) and a tangent vector α ∈ Ω1(M, adP ) ∼= TAA(P ).
If α ∈ kerφ, then it immediately follows that α ∈ kerωφ. If, on the other hand,
α ∈ kerωφ then
φα ∧ φβ ∈ B2(M)
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for all β ∈ Ω1(M, adP ) ∼= TAA(P ). Since φ : Ω1(M, adP )󰋵 Ω1(M) is surjective and
∧Ω1(M) is nondegenerate, we deduce that φα = 0. Thus, ker(ωφ)A = kerφ.
For f ∈ Ω0(M, adP ) ∼= g and α ∈ Ω1(M, adP ), Lemma 9.3 implies that
󰀍
(µφ)∗αA, f
󰀎
= φdAα ∧ φf +B2(M)
= φα ∧ φdAf +B2(M)
= ω(αA, fA)
and thus µA is a moment map for the action of G on A(P ). Finally,
µφ(A) = 0 ⇐⇒ ∀f ∈ Ω0(M, adP ) : φF (A) ∧ φf ∈ B2 ⇐⇒ F (A) ∈ kerφ
so that µ−1φ (0)/G = (φF )−1(0)/G.
Consider a complex manifold M and a holomorphic vector bundle E over M .
Recall that the first Chern class c1(E) is represented by the form
c1(A) =
−1
2πi
trFA ∈ Ω2(M)
where tr denotes the complex trace of FA ∈ Ω2(M,EndCE), and where A is any
connection on the holomorphic frame bundle PE. We will call c1(A) the first Chern
form of A. If A is the Chern connection of a hermitian structure h : E⊗E 󰋵 C, then
c1(A) is proportional to the Ricci form ρ(h) of h [43]. This motivates the following
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terminology,
Definition 9.1. The connection A ∈ A(E) is said to be Ricci flat if c1(A) = 0.
The following corollary follows immediately from
Corollary 9.3. Let M be a complex manifold and let E be a holomorphic vector
bundle over M with c1(E) = 0. The moduli space of Ricci flat connections is the
symplectic reduction of the space of connections A(E) equipped with the symplectic
form ωtr and moment map given by A 󰀁󰋵 trFA.
Remark 9.4. Consider the map f : Met(E) 󰋵 A(PE) from the space of hermitian
structure on E to the space of connections on PE, which sends a hermitian structure
h to its Chern connection f(h). Then f is equivariant under the action of the gauge
group, f ∗ωtr is an Ω2(M)/B2(M)-valued 2-form on Met(E), and the symplectic re-
duction of
󰀃
Met(E), f ∗ωtr
󰀄
with respect to the moment map f ∗µtr is the moduli space
of Ricci flat hermitian structures on E.
In the case that E = TMC is the complexified tangent bundle, then the reduced
space is the moduli space of Ricci flat Ka¨hler metrics on M .
Remark 9.5. It is significant in the preceding material that tr denotes the complex
trace. Indeed, the argument cannot be adapted to Riemannian structures as trRFA =
0 for any metric connection A.
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The Volume of the Moduli Space
Let (M2n, η) be a symplectic manifold, G a compact Lie group with Ad-invariant inner
product 〈 ·, · 〉 on the Lie algebra g, and P a G-principal bundle on M . In section 10.1,
we will use the symplectic form η ∈ Ω2(M) to define a classical symplectic structure
ω ∈ Ω2󰀃A(P )󰀄 on the space of connections A(P ), and to show that 1
(n−1)!F ∧ ηn−1 is
a moment map for the action of the gauge group G on A(P ) with respect to ω. This
construction is well-known and already appears in the literature; see, for example, [76].
The remainder of this chapter, which comprises original scholarship, is devoted
to computing the volume of the moduli space MG(M) of flat G-connections on M
with respect to the induced symplectic structure on MG(M). While the volume of
the moduli space MG(Σ) over a surface Σ has seen active progress in recent decades,
see, for example, [34, 52, 53, 78, 79, 99, 100], the case for a higher dimensional base M
has received little attention.
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Recall that, in Theorem 8.4, we established that the holonomy map establishes
a diﬀeomorphism on the regular parts of the moduli space MG(M) and the repre-
sentation variety Hom(π1M,G)/G. For each generating set {γi}i of π1G, there is a
natural corresponding realization of Hom(π1M,G), and hence Hom(π1M,G)/G, as a
manifold with singularities. As there is no convenient representation in terms of repre-
sentatives of MG(M), the question naturally arises as to the purpose of retaining the
construction MG(M) at all; why not work entirely with the more accessible represen-
tation variety? The relevant answer in our present context is that, unlike the moduli
space MG(M) for a Lefschetz symplectic manifold (M, η), the space Hom(π1M,G)/G
does not possess a canonical volume form independent of the choice of generating set
{γi}i. We refer to [24] for an analysis of the volume in the surface case, and [70] for
a discussion of volume forms on character varieties in general.
Another application that expressly invokes the symplectic structure on MG(M)
is the proof that the induced action of the mapping class group of Σ on MG(Σ) is
ergodic with respect to the symplectic volume [25].
While they do not address the moduli space of flat connections, the papers [19,20]
may also be of interest as they investigate the extension of gauge theoretic techniques
to higher dimensions.
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10.1 The Classical Symplectic Structure on the
Space of Connections
For notational convenience, throughout this section we assume that dimM = 4 and
that P is trivial.
We will regularly pair elements of Ω∗(M, g) with those of Ω∗(M). This operation
can be formalized by considering both spaces to be included in Ω∗(M,Tg), the space of
diﬀerential forms with values in the tensor algebra Tg. We will adopt the convention,
however, that for any α, β ∈ Ω∗(M, g) the form α ∧ β will will be implicitly followed
by the metric 〈 ·, · 〉 on the g⊗ g component, and will thus lie in Ω∗(M,R) and not in
Ω∗(M, g⊗ g).
Let α, β ∈ Ω1(M, g) and define the bilinear form ω : Ω1(M, g)⊗Ω1(M, g)󰋵 R by
ω(α, β) =
󰁝
M
α ∧ β ∧ η
Proposition 10.1. The form ω is a classical symplectic structure on the vector space
Ω1(M, g).
Proof. As ω is clearly bilinear and antisymmetric, it remains to show that it is non-
degenerate.
Choose β ∈ Ω1(M, g) with β ∕= 0. Let U ⊆M be an open set such that
(i) The form β is nonvanishing on U ; and
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(ii) There is a system of symplectic coordinates (x, y, s, t) : U 󰋵 R4, explicitly,
η = dx ∧ dy + ds ∧ dt.
Now write
β = f dx+ g dy + h ds+ k dt, f, g, h, k ∈ C∞(U, g)
and observe that
β ∧ η = (f dx+ g dy + h ds+ k dt) ∧ (dx ∧ dy + ds ∧ dt)
= f dx ∧ ds ∧ dt+ g dy ∧ ds ∧ dt+ h ds ∧ dy ∧ dx+ k dt ∧ dx ∧ dy
is nonvanishing on U , for (β ∧ η)(p) = 0 implies f(p) = · · · = k(p) = 0 and thus
β(p) = 0. Suppose then, without loss of generality, that g ∕= 0. Let f ∈ C∞(M)
satisfy both f ≥ 0 and supp(f) ⊆ U , and put α = fg dx. Then
ω(α, β) =
󰁝
U
fg dx ∧ β ∧ η
=
󰁝
(fg dx) ∧ (g dy ∧ ds ∧ dt)
=
󰁝
f 〈g, g〉 dx ∧ dy ∧ ds ∧ dt
=
󰁝
U
f 〈g, g〉 dvolη
> 0
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as required.
As P is trivial, it follows that the space A(P ) of connections on P is an aﬃne
space modeled on Ω1(M, g). Consequently, for any A ∈ A(P ), the tangent space
TAA(P ) is canonically isomorphic to Ω1(M, g). Define the the 2-form ω ∈ Ω2
󰀃A(P )󰀄
by
ωA(α, β) =
󰁝
M
α ∧ β ∧ η
for A ∈ A(P ) and α, β ∈ Ω1(Σ, adP ) ∼= TAA(P ).
Proposition 10.2. The form ω is a symplectic structure on the space of connections
A(P ).
Proof. It follows from Propostion 10.1 that ω is nondegenerate. We will show that it
is closed.
Fix α0, β0, γ0 ∈ Ω1(M) and let α ∈ X
󰀃A(P )󰀄 be given by
αA(f) =
d
ds
f(A+ sα0)
󰀏󰀏󰀏
s=0
, A ∈ A(P ), f ∈ C∞󰀃A(P )󰀄
and similarly for β, γ. We will denote the collection of vector fields of this type by
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X0
󰀃A(P )󰀄 ≤ X󰀃A(P )󰀄. We have
αA
󰀅
β(f)
󰀆
=
d
ds
βA+sα0(f)
󰀏󰀏󰀏
s=0
=
d
ds
d
dt
f(A+ sα0 + tβ0)
󰀏󰀏󰀏
t=0
󰀏󰀏󰀏
s=0
=
d
dt
d
ds
f(A+ sα0 + tβ0)
󰀏󰀏󰀏
s=0
󰀏󰀏󰀏
t=0
= βA
󰀅
α(f)
󰀆
As ω(α, β) = ω(α0, β0) ∈ C∞
󰀃A(P )󰀄 is constant, it follows by Proposition 3.10 of [42]
that
(dω)(α, β, γ) = γ(ω(α, β))− β(ω(γ,α)) + γ(ω(α, β))
− ω([α, β], γ)− ω([β, γ],α)− ω([γ,α], β)
= 0
Since the elements of X0
󰀃A(P )󰀄 span the fibers of TA(P ) we conclude that dω =
0.
Thus ω is a symplectic form on Ω1
󰀃A(P )󰀄. Since P is trivial, we can identify the
gauge group G with C∞(M,G), as noted in [4]. Recall that the right action ρ of G
on A(P ) is given by
A · g = Ag + dg, A ∈ A(P ), g ∈ G
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where A 󰀁󰋵 Ag is the adjoint action and dg is the induced map taking values in g.
We will make use of the facts that the Lie algebra g of G can be naturally identified
with C∞(M, g), and that the fundamental vector field of an element Y ∈ g is
Y A = dA(Y )
where
g ∼= Ω0(M, g) dA−−−󰋵 Ω1(M, g) ∼= TAA
is the exterior covariant derivative corresponding to A ∈ A(P ). This mapping extends
uniquely to a degree-1 derivation on Ω∗(M, g). Recall, for example, from Section V
of [4], that the action of the curvature form F (A) ∈ Ω2(M, g) is equivalently expressed
by
F (A) · Y = (dA ◦ dA)(Y ) = [dAA, Y ], Y ∈ Ω0(M, g) ∼= g
Finally, Proposition V.1.1. of [4] asserts that for any α0 ∈ Ω1(M, g), we have
F (A+ α0) = F (A) + dAα0 + [α0,α0] (∗)
Proposition 10.3. The action of G on A(P ) is Hamiltonian with comoment map
µ˜ : g 󰋵 C∞
󰀃A(P )󰀄 defined by
µ˜(Y )(A) =
󰁝
M
Y ∧ F (A) ∧ η
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for Y ∈ g and A ∈ A(P ).
Proof. We take this opportunity to illustrate a direct proof by means of constructing
a comoment map. We will first show that µ˜ is a morphism of Lie algebras, and second
that it makes the above diagram commute.
Claim 1. The map µ˜ is a morphism of Lie algebras.
Let Y, Z ∈ g ∼= Ω0(M, g) and A ∈ A(P ) be arbitrary. By the Ad-invariance of
〈 ·, · 〉, we have
[Y, Z] ∧ F (A) = adYZ ∧ F (A)
=
󰀓 d
ds
AdesY Z
󰀏󰀏
s=0
󰀔
∧ F (A)
=
d
ds
AdesY Z ∧ F (A)
󰀏󰀏󰀏
s=0
=
d
ds
Z ∧ Ade−sY F (A)
󰀏󰀏󰀏
s=0
= −Z ∧ [Y, dAA]
= Z ∧ (dA ◦ dA)Y
204
10.1. THE CLASSICAL SYMPLECTIC STRUCTURE ON A(P )
Thus,
H[X,Y ](A) =
󰁝
M
[X, Y ] ∧ F (A) ∧ η
=
󰁝
Z ∧ (dA ◦ dA)Y ∧ η
=
󰁝
dAY ∧ dAZ ∧ η + d(Z ∧ dAY ) ∧ η
=
󰁝
dAY ∧ dAZ ∧ η
= ωA(Y A, ZA)
= {HY , HZ}(A)
Note that
󰁕
d(Z ∧ dAY ) ∧ η = 0 since η is closed. This establishes Claim 1.
Claim 2. The following diagram commutes.
g ∼= Ω0(M, g)
C∞
󰀃A(P )󰀄
X
󰀃A(P )󰀄
µ˜
f 󰀁󰋵 Hf
Y 󰀁󰋵 (dAY )A
Fix Y ∈ g ∼= Ω0(M, g) and A ∈ A(P ). It remains to show,
dAY = Hµ˜(Y )(A)
205
CHAPTER 10. THE VOLUME OF THE MODULI SPACE
We will prove an equivalent condition: that for any α ∈ X󰀃A(P )󰀄
ωA(αA, dAY ) = αA
󰀃
µ˜(Y )
󰀄
Let α ∈ Ω1(M, g) so that
αA(f) =
d
ds
f(A+ sα0)
󰀏󰀏󰀏
s=0
, f ∈ C∞󰀃A(P )󰀄
Then,
αA(µ˜(Y )) =
d
ds
󰁝
M
Y ∧ F (A+ sα0) ∧ η
󰀏󰀏󰀏
s=0
=
d
ds
󰁝
Y ∧
󰀓
F (A) + s dAα0 + s
2 [α0,α0]
󰀔
∧ η
󰀏󰀏󰀏
s=0
, by (∗)
=
󰁝
Y ∧ dAα ∧ η
=
󰁝
αA ∧ dAY ∧ η + d(αA ∧ Y ) ∧ η
=
󰁝
αA ∧ dAY ∧ η
= ωA(αA, dAY )
This establishes Claim 2.
We thus obtain the following corollary.
Corollary 10.1. The moment map µ : A 󰋵 g∗ of the action of G on A(P ) is given
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by
µ(A)(Y ) =
󰁝
M
F (A) ∧ Y ∧ η
for A ∈ A(P ) and Y ∈ g. We abbreviate this as
µ(A) = F (A) ∧ η
when the pairing under integration is understood.
The Marsden-Weinstein symplectic reduction theorem ensures that there is a
unique reduced symplectic form ω0 on the regular part of
A(P )0 = µ−1(0)/G
which satisfies the conditions in Theorem 3.1. While the reduced space A(P )0 con-
tains the moduli space M(P ) = F−1(0)/G of flat connections on P , the two are not
in general equal. However, it does transpire that if the symplectic form η ∈ Ω2(M)
is Lefschetz, then the regular part of M(P ) is a symplectic submanifold of A(P )0.
Recall that a symplectic manifold (M2n,ω) is said to be Lefschetz when
H1(M,R)󰋵 H2n−1(M,R)
α 󰀁󰋵 α ∧ [ω]n−1
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is an isomorphism.
We refer to Appendix A for further details on the reduced space A(P )0.
10.2 Local Systems and the Space of Connections
Let M be a manifold with a symplectic structure ω (resp. Riemannian structure g).
Note that ω (resp. g) induces a volume form on M and H1(M,R). Moreover, if G
is a Lie group with an Ad-invariant inner product on the Lie algebra g, then there is
an induced volume form on H1(M, g).
For ρ ∈ Hom(π1, G) and k ∈ N, define the chain groups
Cρ,k(M, ad g) = Ck(M˜,Z)⊗Z[π1] g
where Z[π1] acts on M˜ by deck transformations, and on g by the linear extension of
γ · Y = Adρ(γ)Y (γ ∈ π1)
The boundary operator
∂ρ : Cρ,k(M, ad g)󰋵 Cρ,k−1(M, ad g)
208
10.2. LOCAL SYSTEMS AND THE SPACE OF CONNECTIONS
is induced by
∂ : Ck(M˜,Z)󰋵 Ck−1(M˜,Z)
and the identity transformation on g. We will denote the homology of this complex
by Hρ,k(M, g). The cohomology H
k
ρ (M, g) is defined similarly, with cochain groups
Ckρ (M, ad g) = HomZ[π](Ck(M˜), g)
Refer to section 3.H of [29] for further details.
Now suppose that PG(M) is a G-principal bundle on M , let A be a flat connection
on P . Let
Ωk(M, ad g) = Ωk(M,R)⊗ C∞(M, ad g)
be the collection of vertical G-invariant k-forms on PG. The exterior covariant deriva-
tive dA is a coboundary operator on the complex (Ω
k(M, ad g), dA), and we denote
the cohomology by HA(M, ad g).
If the connection A corresponds to the representation ρ, then there is a canonical
identification Hkρ (M, ad g)
∼= HkA(M, ad g).
As it forms the central construction of this and the following chapter, let us recall
the definition of the moduli space of flat G-connections on M .
Definition. Fix a compact manifold M and a Lie group G. Let PG(M) = {Pi}i
denote a fixed collection of G-principal bundles on M such that PG(M) contains
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precisely one representative from each isomorphism class of G-principal bundles on
M . Let AG(M) =
󰁖
i A(Pi) denote the union of the spaces of connections, and define
the moduli space of flat G-connections on M to be the union MG(M) =
󰁖
i M(Pi)
be the disjoint union of the moduli spaces M(Pi).
10.3 Abelian Structure Group G
Before we begin, let us first recall the definition of the
Definition. Let (M2n,ω) be a symplectic manifold. The symplectic volume of M is
the quanitity
volM =
1
n!
󰁝
M
ωn
The (2n)-form 1
n!
ωn ∈ Ω2n(M) is called the symplectic volume form.
We first consider the relatively straightforward case in which the structure group
G is abelian. The approach developed here will later be adapted to the more sophis-
ticated context of Section 10.4.
Theorem 10.1. Let M be a symplectic (resp. Riemannian) manifold and let T be a
compact abelian Lie group equipped with an Ad-invariant metric. Then
volMT (M) = vol(T )b1(M) volH1(M,Z) |Hom(H1(M,Z)Tor, T )|
where volH1(M,Z) denotes the lattice covolume of H1(M,Z) ≤ H1(M,R) with re-
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spect to the symplectic (resp. Riemannian) structure on M and Ch(H1(M,Z)Tor) is
the finite set of characters of H1(M,Z)Tor.
Proof. Let B be a basis of H1(M,Z)modTor. Since T is abelian, we have the following
diﬀeomorphisms,
MT (M) ∼= Hom(π1, T )/T
∼= Hom(H1(M,Z), T )
∼= Hom(H1(M,Z)modTor, T )⊕ Hom(H1(M,Z)Tor, T )
∼= C∞(B, T )× F
where F is a finite set. Denote this identification by
φ : Hom(H1(M,Z), T )󰋵 C∞(B, T )× F
Let A be a T -connection on M and let ρ ∈ Hom(π1, T ) be the associated π1-
representation on T . Since T is abelian the adjoint action on t is trivial, and so
H1ρ(M, t)
∼= Hom(H1(M,Z)modTor, t)
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Under this identification, the induced map φ∗ is given by
φ∗ : Hom(H1(M,Z)modTor, t) −󰋵 C∞(B, t)
α 󰀁−󰋵 α|B
Denote by dvolt ∈ det t the metric volume form on t and let ν ∈ C∞(B, det t) ∼=
detC∞(B, t) be the map with constant value dvolt. Note that
󰁝
C∞(B,T )
ν = vol(T )b1(M)
Let Λ ≤ t be a lattice with volt(Λ) = 1 and let ΛB = C∞(B,Λ). Since φ∗H1(M,Λ) =
ΛB, it follows that
φ∗ν H1(M,Λ) = ν(ΛB) = 1
From this and the equality vol(Λ) = 1, we have
〈dvolMT (M), ν〉 = dvolMT (M)(H1(M,Λ)) = dvolH1(M,R) H1(M,Z)
and we conclude that
vol(MT (M)) =
󰁝
C∞(B,T )×F
〈dvolMT (M), ν〉 ν
= vol(T )b1(M) volH1(M,Z) |Hom(H1(M,Z)Tor, T )|
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Corollary 10.2. The moduli space of complex line bundles over M with flat connec-
tion has volume
vol(MU(1)(M)) = (2π)b1(M) volH1(M,Z) |Ch(H1(M,Z)Tor)|
where Ch(H1(M,Z)Tor) is the set of characters of H1(M,Z)Tor.
Corollary 10.3. The volume of the moduli space of Ka¨hler metrics on the torus T 2
is
vol(MU(1)(T 2)) = 4π2
10.4 Free Abelian Fundamental Group π1(M) and
Semisimple Structure Group G
Let G be a compact connected semisimple Lie group. Recall that an element g ∈ G
is called general if g generates a maximal torus T ≤ G.
Lemma 10.1. Let k ≥ 1 and define S(k) = 󰀋(gi)i ∈ Gk 󰀏󰀏 [gi, gj] = 1󰀌. Let U (k) ⊆ S(k)
consist of those elements (gi)i≤k ∈ S(k) for which there exists a unique maximal torus
T ≤ G with 〈gi〉i = T .
(i) The set U (k) has full measure in S(k).
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(ii) U (k) contains a dense open subset of S(k).
(iii) Let g¯ = (gi)i ∈ U (k) and let gg¯ ≤ Tg¯S(k) be the induced image of g at g¯ under
the action of G on S by conjugation. Then Tg¯S
(k) ∼= Tg¯Hk ⊕ gg¯ with respect to
the Killing metric.
Proof. (i) When k = 1, U (1) is the collection of general elements in G, and U (1)
has full measure in G = S(1) by Theorem 2.11 of [7]. Now suppose the claim is
true for k ≥ 1 with U (k) ⊆ S(k) the corresponding set of full measure, and let
pk : S
(k+1) 󰋵 S(k)
be the projection onto the first k coordinates. Choose (gi)i ∈ U (k) and let T ≤ G
be the corresponding maximal torus. Observe that
(g1, . . . , gk, h) ∈ S(k+1)
precisely when h ∈ T , and note that 〈h〉 = T for almost every h ∈ T . Thus
U (k+1) has full measure along the fibers of pk|U(k) . It follows that U (k+1) has full
measure in the preimage p−1k U
(k), which in turn has full measure in S(k+1). Thus
for almost every (gi)i ∈ S(k) there is a maximal torus T which is generated by
each component gi. According to Theorem 2.11 of [7], it follows that for each
gi, T is the unique maximal torus containing gi.
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(ii) This follows from (i) and an argument from smoothness.
(iii) Since Hk ⊆ S(k) we have Tg¯Hk ≤ Tg¯S(k). Now suppose that (Xi)i ∈ (Tg¯Hk)⊥ ≤
Tg¯S
(k). Let Φ contain the roots of g = T1G with respect to H, and note that
the root-space decomposition
g = h⊕
󰁐
α∈Φ
gα
implies that for each i = 1, . . . , k, there is a Yi ∈ g such that Xi = Y¯i,gi . Since
any variation of g¯ induces a variation of H, it follows that Yi = Yj for each
i, j ≤ k. Thus X = Y¯i,g¯ and we conclude that (Tg¯H)⊥ = gg¯.
Theorem 10.2. Let M be a symplectic (resp. Riemannian) manifold with free abelian
fundamental group π1M , G a compact connected semisimple Lie group of dimension k
and rank ℓ, 〈 , 〉 an Ad-invariant metric on the Lie algebra g, H a maximal torus of G
with Lie algebra h, W the Weyl group, {α} ⊆ H∗ the root system, and ρ = 1
2
󰁓
α>0 α
the half sum of a subsystem of positive roots. Then
volMG(M) =
󰀓 volG√
2π
k−ℓ
󰁜
α>0
αρ
󰀔b1(M) 1
|W |volH
1(M,Z)
where volH1(M,Z) denotes the covolume the lattice H1(M,Z) in H1(M,R).
Proof. As we are only interested in the metric volume form dvol〈 ,〉 on G, we will
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assume, without loss of meaningful generality, that 〈 , 〉 is proportional to the Killing
metric.
Let B be a basis for H1(M,Z) and let
C∞0 (B, G) =
󰀋
f ∈ C∞(B, G) 󰀏󰀏 [f(B), f(B)] = 0󰀌
so that
Hom(π1M,G)/G ∼= Hom(H1(M,Z), G)/G
∼= C∞0 (B, G)/G
Let U0(B, G) ⊆ C∞0 (B, G) contain precisely the elements f : B 󰋵 G for which there
is a maximal torus Tf ≤ G such that, for each σ ∈ B, Tf is the unique maximal
torus containing f(σ). Fix f ∈ U0(B, G), let H =
󰀍
f(B)󰀎 ≤ G be the maximal torus
generated by f(B), and let h ≤ g be the Cartan subalgebra corresponding to H.
Denote by g
f
≤ Tf C∞0 (B, G) the action-induced image of g at f . It follows from
Lemma 10.1 that
Tf C
∞
0 (B, G) = TfC∞(B, H)⊕ gf
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Thus, for f¯ = [f ]G,
Tf¯
󰀃
C∞0 (B, G)/G
󰀄 ∼= TfC∞(B, H)
∼= C∞(B, h)
Let dvolh ∈ det h be the volume form induced by the Killing metric and let νf ∈
detC∞(B, h) ∼= C∞(B, det h) correspond to the function with constant value dvolh.
Let
UH(B, G) = {f ∈ U0(B, G) | 〈f(B)〉 = H}
As the action of G identifies all maximal tori, there is an isometry
U0(B, G)/G ∼= UH(B, G)/WH
where we recall that WH is the Weyl group of H. Since Lemma 10.1 provides that
UH(B, G) ⊆ Hb1(M) has full measure, and since WH acts by isometries, we have
vol
󰀃
C∞0 (B, G)/G
󰀄
= vol
󰀃
UH(B, G)/WH
󰀄
=
1
|W |vol(H)
b1(M)
Fix f ∈ UH(B, G) and let ρ ∈ Hom(π1, G) be the corresponding representation.
As
󰀍
f(B)󰀎 = H, it follows that
(Ad ◦ ρ)(π1) = Ad(H) = 1 ∈ Aut(h)
217
CHAPTER 10. THE VOLUME OF THE MODULI SPACE
and thus
H1ρ(M, ad h)
∼= H1(M, h)
∼= Hom(H1(M,Z), h)
∼= C∞(B, h)
Proceeding as in the proof of Theorem 10.1, we obtain
〈dvolMG(M), νf〉 = volH1(M,Z)
from which we deduce
volMG(M) = 1|W |
󰁝
UH(B,G)
〈dvolMG(M), νf〉 νf
=
1
|W | vol(H)
b1(M) volH1(M,Z)
The result follows from the fact, established in [54], that
volH =
volG√
2π
k−ℓ
󰁜
α>0
αρ
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Remark 10.1. It may appear that we have claimed that the volume of the torus
H scales linearly with the volume of the group G. This apparent inconsistency is
accounted for by the fact that the metric 〈 , 〉 appears in the pairing ρα.
Remark 10.2. The eﬀect of the requirement that π1M be free abelian is to ensure that
the generic representation ρ ∈ Hom(π1M,G) satisfy ρ(π1M) ≤ Tρ for some maximal
torus Tρ ≤ G. In fact, it is this latter condition which enables the computation of the
volume, as it implies that we may replace Hom(π1M,G)/G with Hom(π1M,T )/W ∼=
Hom
󰀃
H1(M), T
󰀄
/W . This may enable the computation of volMG(M) for a broader
class of π1M and G.
Using Table 1 of [57], we obtain the following numerical formulas for volume of
the moduli space with respect to the metric conventions of Chapter VII §13 of [6].
G volMG(M)
SU(r + 1) 1
(r+1)!
󰀅
πr(2r + 2)r(r+2)/2(r + 1)3/2
󰀆b1(M) volH1(M,Z)
SO(2r + 1) 1
2rr!
󰀅
4πr(4r − 2)r(2r+1)/2 󰀆b1 ...
Sp(2r) 1
2rr!
󰀅
2πr(4r + 4)r(2r+1)/2
󰀆b1
SO(2r) 1
2r−1r!
󰀅
πr2(4r − 4)r(2r−1)/2 󰀆b1
E6
1
3·4! 6!
󰀅
33/2π6 2439
󰀆b1
E7
1
4! 4! 7!
󰀅
23/2π7 6133
󰀆b1
E8
1
4! 6! 8!
󰀅
π8 60124
󰀆b1
F4
1
2! 4! 4!
󰀅
2π4 1826
󰀆b1
G2
1
12
󰀅
31/2π2 2412
󰀆b1
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The corresponding volume for an arbitrary choice of Ad-invariant metric 〈 , 〉 on g
can be obtained by noting that volMG(M) scales linearly with 〈 , 〉b1(M) rankG/2. We
also observe that volMG(M) also scales linearly with vol(G)b1(M) rankG/ dimG.
Corollary 10.4. If M = T k is a k-dimensional torus with Riemannian metric g,
then
volMG(T k) =
󰀓 volG√
2π
k−ℓ
󰁜
α>0
αρ
󰀔b1(M) 1
|W | volT k
Proof. Let ATk = H1(T
k,R)/H1(T k,Z) be the Albanese variety of T k. Then ATk ∼=
T k and vol(ATk) = vol(T
k) with the induced volume on ATk . Thus
volH1(M,Z) = volH1(M,Z)−1
= vol(ATk)
−1
= vol(T k)−1
and the result follows by Theorem 10.2.
Remark 10.3. At the opening of this chapter, we cited the ergodicity of the action of
the mapping class group of a surface Σ on the moduli space MG(Σ) [25]. It would be
interesting to adapt this argument to the context of a higher dimension base space
M , either with respect to the classical symplectic volume reviewed in this chapter,
or the vector-valued volume of Chapter 7. In the latter case, the notion of ergodicity
would require a suitable interpretation in the setting of a vector-valued measure.
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Immersions of the Moduli Space
We turn now to relate the moduli spacesMG(M) andMG(Σ) when Σ is an embedded
submanifold of M . This chapter follows Section 10.1, but is otherwise independent
of Chapter 10. In brief, we let (M4, η) be a symplectic manifold, G a Lie group
admitting an Ad-invariant metric 〈 , 〉 on the Lie algebra g, P a G-principal bundle
on M , ω( ·, · ) = 󰁕
M
· ∧ · ∧ η the induced classical symplectic structure on A(P ), G
the gauge group, A(P )0 the reduction of A(P ) by the action of G, and M(P ) the
moduli space of flat connections.
11.1 Ka¨hler Embeddings and Volume Comparison
Recall that a Riemannian manifold (M, g) is said to be formal when the subspace of
harmonic forms H∗(M) ≤ Ω∗(M) is an subalgebra under the wedge product.
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Theorem 11.1. Let (M, g,ω) be a formal Ka¨hler manifold, let (Σ, gΣ,ωΣ) be a Ka¨hler
surface, and suppose that i : Σ ↩󰋵 X is a Ka¨hler embedding. Note that the Lefschetz
condition implies that the induced map i∗ : H1(M)
∼
−󰋵 H1(Σ) is a bijection. Let
ΩM and ΩΣ be the induced symplectic structures on H
1(M) and H1(Σ), respectively.
Define νΣ ∈ H2
󰀃
H1(X)
󰀄
to be the form given by
νΣ(α, β) =
󰁝
Σ
〈α ∧ β,ω⊥〉
where ω⊥ is the fiberwise projection of ω onto the normal fibers NxΣ ⊆ TxM |Σ along
Σ. Then
vol(M)
n vol(Σ)
ΩM = i
∗ΩΣ + νΣ
Proof. Let ft ∈ C∞(M) be a solution to the heat equation
d
dt
ft = ∆ft
with initial data
lim
t󰋵0
󰁝
M
φft dvolM =
󰁝
Σ
φ dvolΣ, φ ∈ C∞(M)
Write η = 1
(n−1)!ω
n−1 and let α, β ∈ H1(M). It follows that α ∧ β ∧ η is harmonic,
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and
d
dt
󰁝
M
α ∧ β ∧ η ft =
󰁝
α ∧ β ∧ η∆ft
=
󰁝 󰀍 ∗ (α ∧ β ∧ η), d∗dft󰀎 dvolX
= 0
We conclude that
vol(Σ)
n vol(M)
ΩM(α, β) =
vol(Σ)
n vol(M)
󰁝
M
α ∧ β ∧ η
=
1
n
lim
t󰋵∞
󰁝
M
α ∧ β ∧ ftη
=
1
n
lim
t󰋵0
󰁝
M
α ∧ β ∧ ftη
= lim
t󰋵0
󰁝
M
〈α ∧ β,ω〉ft dvolM
=
󰁝
Σ
〈α ∧ β,ω〉ω
=
󰁝
Σ
〈α ∧ β,ωΣ〉ω +
󰁝
Σ
〈α ∧ β,ω⊥〉ω
= (i∗ΩΣ)(α, β) + νΣ(α, β)
Remark 11.1. Note that,
(i) If (M, g,ω) is not formal, then, without loss of meaningful generality, we may
replace α ∧ β with the harmonic representative of its cohomology class.
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(ii) The inequality
󰀂ΩM󰀂 ≤ 󰀂i∗󰀂 󰀂ΩΣ󰀂+ 󰀂ν󰀂
can be used to compare the symplectic the volumes of M(PM) and M(PΣ) for
U(1)-principal bundles PM and PΣ. This approach could potentially be adapted
to the case of nonabelian structure groups G.
11.2 Canonical Immersions of MG(M) in MG(Σ)
We first show that the moduli space construction M : P 󰀁󰋵M(P ) satisfies a prop-
erty akin to that of a contravariant functor with respect to smooth and equivariant
embeddings f : P 󰋵 P ′.
Lemma 11.1. Let G be a Lie group, let PN and PM be G-principal bundles on N
and M , respectively, and let f : PN 󰋵 PM be a G-equivariant smooth map. Then f
pulls back connection 1-forms from M to N and, moreover, the curvature
Ff∗α = f
∗Fα ∈ Ω2(N, ad g), α ∈ Ω1(PM , g)G
In particular, f pulls back flat connections to flat connections. If f is an embedding,
then there is an induced map f ∗ : MG(P (M))󰋵MG(P (N)).
Proof. Let α ∈ Ω1(PM , g)G be a connection 1-form on PM . Since α and f are G-
equivariant, it follows that f ∗α is also G-equivariant. Thus, for X ∈ g and p ∈ PN ,
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we have
(f ∗α)(p ·X) = (f ∗α)
󰀓 d
dt
etX · p
󰀏󰀏󰀏
t=0
󰀔
= α
󰀓 d
dt
etX · f(p)
󰀏󰀏󰀏
t=0
󰀔
= α
󰀃
f(p) ·X󰀄
= X
Hence f ∗α is a connection 1-form on PN . The structure equation [42, Theorem 5.2]
yields
f ∗Fα = d(f ∗α)− 1
2
[f ∗α, f ∗α] = Ff∗α
and it follows that flat connections pull back to flat connections. Consider the adjoint
bundles
AdPN = PN ×ℓ G, AdPM = PM ×ℓ G
and the gauge groups
GPN = C∞(N,AdPN), GPM = C∞(M,AdPM)
Now suppose f is an embedding and note that the induced map f∗ : AdPN 󰋵 AdPM
yields
f ∗ : G(PM)󰋵 G(PN)
225
CHAPTER 11. IMMERSIONS OF THE MODULI SPACE
which is the composition of
C∞(M,AdPM) −󰋵 C∞(N,AdPN) −󰋵 C∞(N,AdPN)
where the first factor is the pullback by f¯ : N 󰋵 M and the second is induced by
f−1∗ : AdPN |imf∗ 󰋵 AdPN . For x ∈ N , u ∈ (PN)x and gx ∈ AdxPN , we have
f(ugx) = f(u) · f∗gx
Thus, for any g ∈ G(PN) and any Xu ∈ TuP ,
f∗(Xug) = (f∗Xu) · f∗g
Therefore, for any connection A ≤ TP ,
f∗(Ag) = (f∗A) · f∗g
Dually, for any connection 1-form α ∈ Ω1(PM , g) and any g ∈ G(PM), we have
f ∗(αg) = (f ∗α) · f ∗g
and so f ∗ preserves gauge-equivalence classes.
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We will apply Lemma 11.1 to the case where N = Σ ⊆M is an embedded surface
and f : P |Σ ↩󰋵 P is the inclusion, for a G-principal bundle P on M .
Theorem 11.2. Suppose that (M2n,ω) is a symplectic manifold and that 1
(n−1)!ω ∈
H2n−2(M,Z) is indivisible. If n ≥ 2, then there is a compact, connected embedded
surface Σ ⊆ M such that [Σ] ∈ H2(M) is the Poincare´ dual of [η] ∈ H2n−2(M).
Moreover, the inclusion i : Σ ↩󰋵 M yields a symplectic immersion i∗ : MG(M) 󰋵
MG(Σ) and, at a point [A] ∈MG(M), the codimension of the image is equal to
dimker
󰀃
H2A(M,Σ; ad g) −󰋵 H
2
A(M, ad g)
󰀄
Proof. Put η = 1
(n−1)!ω
n−1 ∈ H2n−2(M). The existence of Σ follows from the
indivisibility of η ∈ Hn−2(M,Z) by [89]. Fix a connection A on M and let
α, β ∈ H1A(M, ad g) ∼= TAMG(M). Since Σ represents the Poincare dual of η, it
follows that 󰁝
M
α ∧ β ∧ η =
󰁝
Σ
α ∧ β
and so the derivative d(i∗)A : TAMG(N) 󰋵 Ti∗AMG(M) is symplectic and hence
injective. Note that d(i∗)A forms a part of the long exact sequence on cohomology
induced by an inclusion,
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H2A(M,Σ; ad g) H
2
A(M, ad g) H
2
A(Σ, ad g)
H1A(M,Σ; ad g) H
1
A(M, ad g) H
1
A(Σ, ad g)
j
0 d(i∗)A
dA
The initial map is 0 since d(i∗)A is injective. The proof is complete by observing
that
corank i∗ = dimH1A(Σ, ad g)− rank d(i∗)A
= dimH1A(Σ, ad g)− null dA
= rank dA
= null j
Remark 11.2. Observe that the immersion i∗ is invariant under local deformations
of Σ. It would be interesting to determine the extent to which i∗ depends on the
particular choice of representative Σ ⊆M of the Poincare´ dual [η]∗ ∈ H2(M).
Theorem 11.2 implies that the unknown spaces MG(M) can be understood in
terms of the familiar spaces MΣ(M). For example, if MG(M) is closed, then the
possible values of volMG(M) are restricted to the pairings of the class 1k! [ωMG(Σ)] ∈
H∗
󰀃MG(Σ)󰀄, k ∈ N, with the homology classes on MG(Σ).
Another consequence of Theorem 11.2 is that if MG(Σ) admits a prequantum line
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bundle LMG(Σ), then MG(M) admits a prequantum line bundle LMG(M) as well. For
example, we may take LMG(M) to be the pullback of LMG(Σ) by the immersion of
MG(M) in MG(Σ).
Note that the conditions of Theorem 11.2 did not require that (M,ω) satisfy the
Lefschetz condition, that is, that the assignment
H1(M,R)󰋵 H2n−1(M,R)
α 󰀁󰋵 α ∧ [ω]n−1
be an isomorphism, and hence that MG(M) inherits a natural symplectic structure.
In fact, it turns out that this condition is in fact already ensured.
Proposition 11.1. Any symplectic manifold (M2n,ω) that satisfies the hypotheses of
Theorem 11.2 is Lefschetz.
Proof. Let Σ ⊆ M be as in Theorem 11.2. By the nondegeneracy of the symplectic
form,
(α, β) 󰀁󰋵 [Σ] ∩ (α ∪ β) = [Σ] ∩ α ∩ β, α, β ∈ H1(M,R)
Consequently the
[Σ]∩ : H1(M,R)󰋵 H1(M,R)
α 󰀁󰋵 [Σ] ∩ α
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is injective, and hence an isomorphism. Since the Poincare´ duality map [M ]∩ :
H2n−1(M,R)󰋵 H1(M,R) is an isomorphism, and since
[M ] ∩ (η ∪ α) = [Σ] ∩ α
we deduce that α 󰀁󰋵 η ∪ α is an isomorphism.
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The Reduced Space A(P )0
The purpose of this appendix is to investigate the reduction of the space of connections
by the action of the gauge group, with respect to the symplectic structure developed
in Section 10.1.
Let us recall the relevant data. Let (M4, η) be a symplectic manifold, G a Lie
group admitting an Ad-invariant metric 〈 , 〉 on the Lie algebra g, P a G-principal
bundle on M , ω( ·, · ) = 󰁕
M
· ∧ · ∧ η the induced classical symplectic structure on
A(P ), G the gauge group, A(P )0 the reduction of A(P ) by the action of G, and
M(P ) the moduli space of flat connections. See Section 10.1 for further details.
A.1 The Inclusion M(P ) ⊆ A(P )0
We first substantiate our claim, asserted in Section 10.1, that the reduced spaceA(P )0
contains M(P ).
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Proposition A.1. There is an inclusion
i : M(P ) ↩−󰋵 A(P )0
of the moduli space of flat connections M(P ) into the reduced space A(P )0.
Proof. Let [A] ∈ A¯, where [ · ] represents the residue class modulo the action of G.
Then
µ(A) = F (A) ∧ η = 0
so that A ∈ µ−1(0) and thus [A] ∈ A(P )0. Consequently, A¯ ⊆ A(P )0.
The next lemma will be useful for investigating the tangent bundle TA(P )0.
Lemma A.1. The map
µ∗ : TA(P )󰋵 T g∗ ∼= g∗
is given by
µ∗(αA)(Y ) =
󰁝
M
dAα ∧ Y ∧ η
for A ∈ A(P ) and Y ∈ Ω0(M, g) ∼= g.
Proof. From Section III.1 of [4], we know that
µ∗(αA)(Y ) = ω(αA, Y A)
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Hence,
µ∗(αA)(Y ) =
󰁝
M
αA ∧ Y A ∧ η
=
󰁝
M
αA ∧ dAY ∧ η
=
󰁝
M
dAαA ∧ Y ∧ η
as required.
Proposition A.2. For [A] ∈ A(P )0, we have
T[A]A(P ) ∼= H1(CA)
where CA is the complex
Ω0(M, g) Ω1(M, g) Ω4(M, g)
dA η
∧ ◦ dA
and where the map η∧ : Ω∗(M, g)󰋵 Ω∗(M, g) is defined by
η∧(α) = η ∧ α, α ∈ Ω∗(M, g)
Proof. The tangent space of µ−1(0) at A consists of all αA ∈ TAA(P ) for which
µ∗(αA) = 0. That is,
TA µ
−1(0) = (µ∗)−1A (0)
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It follows that the tangent space of µ−1(0)/G at [A] is isomorphic to
(µ∗)−1A (0)/gA
where
g
A
= {Y A}Y ∈g
is the space of action-induced vectors at A. By Lemma A.1, we have
(µ∗)−1A (0) = ker (η
∧ ◦ dA)
The result follows as
g
A
= {dAY }Y ∈g = im dA
Now suppose that A ∈ F−1(0). An analogous argument to that of Proposition
A.2 establishes that
T[A]M(P ) ∼= C¯A
where C¯A is the complex
Ω0(M, g) Ω1(M, g) Ω2(M, g)
dA dA
This is similar to the complex Ca in [52] Section 4. The complexes CA and C¯A are
related by the chain map,
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Ω0(M, g) Ω1(M, g) Ω2(M, g)
dA dA
Ω0(M, g) Ω1(M, g) Ω4(M, g)
dA η
∧ ◦ dA
1 1 η∧
C¯A
CA
As the first two arrows are identies, the induced map
H1(C¯A) ↩−󰋵 H1(CA)
is injective and, in particular, is the derivative of the inclusion i : M(P ) 󰋵 A(P )0
from Proposition A.1,
(i∗)A¯ : TA¯M(P ) ↩−󰋵 TA¯A(P )0
A.2 The Dimension of A(P )0
We turn now to consider the dimension of A(P )0. It is well-known that dimM(P )
is finite-dimensional. Our aim is to show that dimA(P )0 is finite-dimensional as
well. This is not of particular importance to the main lines of inquiry taken in this
dissertation, though it would be interesting to understand
1. how the manifold structure of M(P ) relates to that of A(P )0, and
2. the dependence of A(P )0 on the choice of η ∈ Ω2(M),
when dimA(P )0 is finite-dimensional.
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As a matter of notation, all chain complexes should be understood to be extended
by zero on either side.
Perhaps the most straightforward route to determine dimA(P )0 would be to ex-
tend the sequence C¯A 󰋵 CA (A ∈ F−1(0)) to a short exact sequence of complexes,
B 󰋵 C¯A 󰋵 CA, or C¯A 󰋵 CA 󰋵 B
for some complex B, and then to use the associated long exact sequence on cohomol-
ogy to determine the dimension of H1(CA) ∼= T[A]A(P )0. However, since η∧ is not
surjective (resp. injective), the sequence C¯A 󰋵 CA cannot extend on the left (resp.
right). Therefore, this abstract homological approach is not available to us.
We will instead attempt a more direct proof based on the Hodge theory of the
complex CA. Our primary reference in this section is Chapter IV, Sections 2 and 5,
of [96].
Definition A.1. Let N be a manifold. A diﬀerential complex E is a chain complex
Γ(E1) Γ(E2) · · · Γ(En)
L1 L2 L3
where each Ei is a vector bundle over N , and where each map
Li : Γ(Ei) −󰋵 Γ(Ei+1)
is a diﬀerential operator. Let π : T ∗N 󰋵 N be the cotangent-bundle projection map.
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The complex E is called elliptic if the corresponding symbol sequence
π∗(E1) π∗(E2) · · · π∗(En)
σ(L1) σ(L2) σ(L3)
is an exact sequence.
Example A.1. The complex CA is a diﬀerential complex:
Γ(Λ0M ⊗ g) Γ(Λ1M ⊗ g) Γ(Λ4M ⊗ g)dA η
∧ ◦ dA
Under the assumption that CA is elliptic, a standard argument for dimA0 < ∞
would proceed as follows.
1. Ellipticity implies that the space of CA-harmonic sections is finite dimensional.
2. The space of CA-harmonic sections on Ω1(M, g) is isomorphic to H1(CA) ∼=
T[A]A.
3. Steps 1 and 2 yield dimT[A]A <∞.
4. Thus A0 is finite-dimensional by the arbitrariness of A ∈ µ−1(0).
However,
Proposition A.3. The complex CA is not elliptic for any A ∈ µ−1(0).
We require the following two lemmas.
Lemma A.2. Fix i ∈ N and consider the maps
dA, η
∧ : Γ(ΛiM ⊗ g)󰋵 Γ(Λi+1M ⊗ g)
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For any x ∈M and α ∈ T ∗xM\{0},
1. σ(dA)α = α
∧
2. σ(η∧)α = η∧
Proof. Choose f ∈ C∞(M) such that f(x) = 0 and (df)x = α, and let θ ∈ Ω∗(M, g)
be arbitrary. For the first-order operator dA, we have
σ(dA)α θx =
󰀅
dA(f · θ)
󰀆
x
=
󰀅
(df) ∧ θ + f · (dAθ)
󰀆
x
= α ∧ θx
For the zeroth-order operator η∧,
σ(η∧)α θx =
󰀅
η∧(f 0 · θ)󰀆
x
= η ∧ θx
This proves the claim.
Lemma A.3. Fix x ∈M and α ∈ Λ1xM\{0}. Consider the maps
α∧ : Λ0xM ⊗ g󰋵 Λ1xM ⊗ g
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and
(η ∧ α)∧ : Λ1xM ⊗ g󰋵 Λ4xM ⊗ g
We have
dim
󰀃
ker (η ∧ α)∧󰀄 > dim 󰀃imα∧󰀄
Proof. Put k = dim g. Since α ∕= 0, the assignment
g󰋵 Λ1xM ⊗ g
Y 󰀁󰋵 α⊗ Y
is injective and hence
rankα∧ = dim(Λ0xM ⊗ g)− nullα∧ = k
Since dim(ΛkxM ⊗ g) = k, it follows that rank (η ∧ α)∧ ≤ k. Consequently
null (η ∧ α)∧ = dim(Λ1M ⊗ g)− rank (η ∧ α)∧ ≥ 4k − k
This completes the proof.
We are now ready to prove Proposition A.3.
Proof of Proposition A.3. We will show that the sequence of symbols
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π∗(Λ0M ⊗ g) π∗(Λ1M ⊗ g) π∗(Λ4M ⊗ g)σ(dA) σ(η
∧ ◦ dA)
is not exact. Let x ∈ M and α ∈ T ∗xM\{0}. By Lemma A.2 and the composition
rule for symbols, we have
ker σ(η∧ ◦ dA)α = ker σ(η∧)α ◦ σ(dA)α = ker (η ∧ α)∧
and
im σ(dA)α = imα
∧
Thus, it suﬃces to show
ker (η ∧ α)∧
imα∧
∕= 0
which is an immediately consequence of Lemma A.3.
Thus, if it is indeed the case that the reduced space A(P )0 is finite-dimensional,
then a more sophisticated argument is required to show this.
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