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Introduction
The concept of detectability plays an important role in the theory of deterministic time-invariant linear systems, see [11] , deterministic linear time-varying systems, see [1] or [2] , and Markov jump linear systems (MJLS), see [6] , [8] , [10] and [12] . Thanks to these developments, a number of wellestablished results concerning detectability and the good behavior of solutions of filtering and control problems exists nowadays, which can be found in a literature that spans for more than four decades.
The paper introduces a weak observability (W-observability) concept, which is more general than other concepts found in the literature, see [10] . An associate set of N matrices that resembles observability matrices of deterministic linear systems is also presented, which provides a simple testable condition for W-observability.
A concept of weak detectability (W-detectability) is also developed. We characterize W-detectability by means of a MSdetectability condition involving a MJLS made up with the set of observability matrices. This result allows us to show that the new concept generalizes MS-detectability and at same time, it provides a testable condition for W-detectability, see Section 5. We show that W-detectability generalizes and can retrieve each of the well-known properties of detectability for deterministic linear systems, namely, that every non-observed trajectory corresponds to stable modes of the system, see Lemma 6 , and that every such trajectory remains confined in the kernel of the corresponding observability matrix, see Lemma 7. For the controlled MJLS, we show that the W-detectability concept assures that finite cost implies stable trajectories in the mean square sense and, in particular, that the solution to the coupled algebraic Riccati equation (CARE) arising in optimal control problems is unique and stabilizing. The result generalizes previous characterizations in [8] , [10] and [12] .
The paper is organized as follows. In section 2 basic results and relevant definitions of stochastic stability, observability and detectability are introduced, and in section 3 we present the related concept of observability. In section 4 some characterizations of W-detectability are presented, and in section 5 it is shown that W-detectability generalizes MS-detectability. In section 6 we set up the link between W-detectability and stabilizing quadratic control.
Notation, Concepts and Basic Results
Let R n be the n-th dimensional Euclidean space. Let R n,q (respectively, R n ) represent the normed linear space formed by all n × q real matrices (respectively, n × n) and R n0 (R n+ ) the closed convex cone {U ∈ R n : U = U ≥ 0} (the open cone {U ∈ R n : U = U > 0}) where U denotes the transpose of U;
Let M n,q denote the linear space formed by a number N of matrices such that
It is known that M n,q with the inner product
forms a Hilbert space. Let us define the norm U =<
Consider the MJLS written as
defined in a fundamental probability space (Ω, F, {F t }, P). The variables x and y are the state and the output, respectively; the mode θ is the state of an underlying continuous-time homogeneous Markov chain Θ = {θ(t);t ≥ 0} having S = {1, . .. , N} as state space and Λ = [λ i j ], i, j = 1, . . . , N as the transition rate matrix. The initial distribution of Θ is determined by
Let t 0 ≥ 0; for i = 1, . . . , N we define
We usually set t 0 equal to zero. With this notation we can write, for instance, E{|x(t)| 2 |F 0 } =< X(t), I >= X(t) . We also define the functional
whenever X i (t 0 ) = X i ; notice that
. We simply denote W T (·) when t 0 is set equal to zero. Now, let us introduce the operators L and T :
Let also L(t), t ≥ 0, be defined by the matrix linear differential equationsL
The following results are adapted from [5] and [10] ; the proof is omitted.
Definition 1 (MS-stability). The system Φ is mean square sta-
Remark 1. Feng et al. in [9] have shown that MS-stability concept is equivalent to other stability concepts, such as exponential stability. Thus, the system is MS-stable if and only if there exist 0 < ξ < 1 and α ≥ 1 such that X(t) ≤ αξ t X(0) for every X(0) ∈ M n0 . It is also known that if the system is not MS-stable, then there exists X(0) ∈ M n0 such that X(t) ≥ βζ t X(0) for some ζ > 1 and 0 ≤ β ≤ 1
Definition 2 (MS-detectability).
We say that (A,C) is MSdetectable when there exists G ∈ M n,q for which the systeṁ
W-Observability and Observability Matrices
Definition 3 (W-observability). Consider system Φ. We say that (A,C) is W-observable when there exist a positive integer T d and a scalar γ > 0 such that
Let us introduce the matrices O i ∈ R n(n 2 N),n , defined for each i = 1, . . . , N as
where each matrix O i (·) belongs to the sequence of matrices on M n0 defined as
with
is called the set of observability matrices of system Φ. In fact, O resembles observability matrices of linear deterministic systems in many aspects, as we shall see in this section. Next we present preliminary results.
For V ∈ R n , let us identify the columns of
For U = (U 1 , . . . ,U N ) and following [7] , we introduce the linear and invertible operator ϕ : M n0 → R n 2 N as:
Let V ⊗ Z represent the Kronecker tensor product of matrices V and Z. From (4), using basic properties of the Kronecker product [3] , we obtain
and one can check that
where A ∈ R n 2 N is the matrix defined by ⎡
Applying the operator ϕ to (5) and employing (9) we obtaiṅ
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where (t) ∈ R n 2 N and q ∈ R n 2 N are defined by
Notice by inspection of (10) 
We also introduce the following representation for the expression
We shall need the following preliminary results; the proof is omitted for brevity.
Lemma 1. Consider x ∈ R n and i ∈ S; define X ∈ M n0 as X i = xx and X j = 0, ∀ j = i. Set w ∈ R n 2 N as w =φ(X). The following assertions are equivalent:
The next lemma establishes a counterpart for the well-known result about the largest attainable dimensionality of observability matrices; the proof is omitted for brevity.
Lemma 2. N{O
Next we present a simple rank test for W-observability.
Theorem 1. Consider system Φ. (A,C) is W-observable if and only if O i has full rank for each
Proof. From Proposition 1 (i) we can write the condition in the Definition 3 equivalently as
This is equivalent to require that
The equivalences (i) and (v) of Lemma 1 complete the proof. Example 1. Let N = 2, n = 1 and set
From (7) 
Weak Detectability Definition (W-detectability).
Consider system Φ and let
Notice that W-detectability only requires positivity of W T d (·) when the condition X(t d ) ≥ δ X is satisfied. The next result is immediate; the proof is omitted.
Lemma 3. If (A,C) is W-observable, then (A,C) is Wdetectable
The concept of W-detectability resembles standard concepts of detectability for linear discrete time-varying systems, e.g. see [1] . Notice that every MS-stable MJLS is W-detectable with T d and γ arbitrary and δ and t d such that δ = αξ t d < 1, where α and ξ are as in Remark 1.
In the sequel, the initial condition X(0) ∈ M n0 is denoted by X; W s (X(t)) = W 0,s (X) whenever X = X(t), solution of (6).
Lemma 4.
Let T > 0 and assume that W T (X) = 0; then, W s (X(t)) = 0 for all s, t ≥ 0.
Proof. Part 1. In this part we show that W s (X) = 0 for all s ≥ 0, provided that W T (X) = 0. In view of (11) and Proposition 1, we can write ϕ(X) (T ) =< X, L(T ) >= 0 and Lemma 1 leads to ϕ(X) (s) = 0, ∀s ≥ 0. From (11) again we can write < X, L(s) >= ϕ(X) (s) = 0.
Part 2. We set s to t + s in part 1 to conclude that W t+s (X) = 0. Then, from the definition of W in (3) we can write that
As we shall see in Lemma 5, the concept retrieves the idea that every non-observed state corresponds to stable modes of the system. The proof is omitted for brevity and, in some extension, it is an adaptation of the results of [4] .
Lemma 5. Consider system Φ and let T > 0. (A,C) is Wdetectable if and only if X(t)
The next lemma presents a second version of the previous result, coined here in terms of the set of observable matrices O; the proof is omitted for brevity.
Lemma 6. The pair (A,C) is W-detectable if lim t→∞ E{|x(t)|
2 } = 0 whenever x(0) ∈ N(O θ(0) ).
Corollary 1. If the pair (A,C) is not W-detectable, then there exist i ∈ S and x
The next lemma presents a result on the pathwise invariance of a non-observed trajectory; it establishes further connections between the set of matrices O and the role that the observability matrix plays in deterministic linear systems.
Lemma 7. If x(t)
∈ N{O θ(t) }, then x(s) ∈ N{O θ(s) } ∀s ≥ t.
Proof. We assume that t = 0 with no loss of generality. Let us deny the assertion and assume that O θ(0) x(0) = 0 and
From (13) and Lemma 1 we have that x(s) L θ(s) (T )x(s) > 0. Let us set t 0 = s in (2) and define X(s) ∈ M n0 as X i (s) = 0 for all i = θ(s) and X θ(s) (s) = x(s)x(s) . From Proposition 1, we evaluate
which leads to
Then, in a similar manner to (14), by setting t 0 = 0 in Proposition 1 we can evaluate
and Lemma 1 provides that x(0) / ∈ N(O θ(0) ), which is a contradiction in view of (13).
W-detectability and MS-detectability
Consider the following closed-loop version of the MJLS:
For each i = 1, . . . , N, we set
where O + i denotes the pseudo-inverse of O i . Let us present some properties of system Φ o with the control given in (16). Notice that O + i O i x is the orthogonal projection of x onto R{O i }. We can write x(t) as x(t) =x(t) +x(t) wherê
Now, let us consider, at time instant t, that t 1 , · · · , t n t ≤ t are the jump time instants and {θ(0), θ(t 1 ), · · · , θ(t n t )} is the associate sample path. It is a simple matter to check that, between the jumping time instants,ẋ(t) = −x(t), in such a manner thatx(·) approaches exponentially the origin. In a jump time instant t n , the value of the euclidean norm ofx(t n ) is decreased, since the componentx(t n ) − is projected onto the range of O θ(t n ) . Thus, we conclude that
As regardsx, it is easy to check that, between the jumping time instants,ẋ(t) = A θ(t)x (t) and this component evolves according to the open loop version of system Φ o . The following result is presented without proof, for sake of brevity.
Lemma 8. Assume that (A,C) is W-detectable. Then, lim t→∞ E{x(t) x(t)} = 0
Now we are ready to present the main result of the section.
Theorem 2. The pair (A,C) is W-detectable if and only if the pair (A, O) is MS-detectable.
Proof. Necessity. Let G be defined as in (16) and consider system Φ o . From (17), (18) and Lemma 8 we evaluate:
Sufficiency. We show that (A, O) is not MS-detectable provided the pair (A,C) is not W-detectable. Consider i ∈ S and x 0 ∈ N(O i ) as in Corollary 1. For the initial condition x(0) = x 0 and θ(0) = i, we have from Lemma 7 that O θ(t) x(t) = 0, t ≥ 0. Then, the term G θ(t) O θ(t) x(t) vanishes in (15) and x(t) evolves according toẋ(t) = A θ(t) x(t) for any G ∈ M n , in such a manner that the system Φ o behaves as its open-loop version Φ no matter how G is chosen. Finally, from Corollary 1 we have that lim t→∞ E{|x(t)| 2 } = 0, and we conclude that there is no G ∈ M n such that the system Φ o is MS-stable, hence (A,C) is not MS-detectable.
The next result is immediate from Theorem 2 and the fact that N{O i } ⊂ N{C i }, which follows from the definition of O.
Theorem 3. If (A,C) is MS-detectable then (A,C) is Wdetectable.
Example 2. Consider again the system in Example 1. In this example, N{O i } = {0} for i = 1, 2 and the condition in Lemma 6 is trivially satisfied. One can also check that there are no positive scalars P 1 , P 2 and scalars L 1 , L 2 such that
holds; indeed, for i = 2, the above inequality yields P 1 < −3P 2 . Thus, from [5, proposition 2] we have that there is no L ∈ M r,n satisfying the condition on the definition of MS-detectability of (A,C), and hence, (A,C) is W-observable despite the fact that it is not MS-detectable. Remark 2. Theorem 2 and an adaptation of the results of [12] allows us to present the following test: W-detectability of (A, O) is equivalent to feasibility of the set
in the unknowns X i ∈ R n0 and L i of appropriate dimensions, i = 1, . . . , N.
W-Detectability and the LQ Problem
We start the section with some preliminary results for the openloop system Φ. Consider the cost functional,
defined whenever X(0) = X, where S ∈ M n0 . Notice that the functionals J T and W T are closed related.
Let us consider the following coupled equation in the unknown
with S ∈ M n0 . The next results are derived from [5] and [10] .
Proposition 2. Consider system Φ and the set of equations (21). Then the following assertions hold:
(i) If there exists P ∈ M n0 satisfying (21), then
(ii) Assume Φ is MS-stable. Then there exists a unique P ∈ M n0 satisfying (21). Moreover,
Consider the system Φ, assume that (A, S 1/2 ) is W-detectable and there exists P ∈ M n0 such that J ∞ (X) << X, P >. Then the system is MS-stable.
Proof. Let T d , t d , δ, γ be as in Definition 4. For sake of argument we assume that the system is not MS-stable. In this situation, there exists X(0) = 0 such that 
In view of the W-detectability, we can evaluate
where k is the largest integer for which n m k t d +T d ≤ T , in such a manner that k → ∞ as T → ∞ and we conclude that J ∞ (X) = ∞, which from Proposition 2 (i) contradicts the hypothesis that there exists P ∈ M n0 satisfying (22).
Now we consider the closed-loop version of system Φ,
where B ∈ M n,r is given and G ∈ M r,n can be regarded as a linear state feedback control. The associated infinite horizon cost functional is
where Q ∈ M n0 and R ∈ M r+ . The system Φ c is said to be MSstabilizable when there exists G ∈ M r,n such that the closedloop version Φ c is MS-stable. In the sequel, L G refers to the operator L associated to the closed-loop system with gain G,
where
A question that arises is whether a W-detectable open-loop pair (A,C) can turn into a non-W-detectable closed-loop pair ((A + BG),C). The answer is positive in general; however, if
. , N, then the answer is negative. The next lemma formalizes the result in a form convenient for later reference; the proof parallels the discrete-time case of [4] in some extension and it is omitted for brevity. 
then the system is MS-stable.
Proof. Set S = Q + G RG and notice from Lemma 10 and the assumption in the theorem, that (Â, S 1/2 ) is W-detectable, where A = (A+BG). Then, from Proposition 2 (i) we have that J ∞ G (X) ≤< X, P > and Lemma 9 completes the proof.
Theorem 5.
Consider the systeṁ
the associated linear quadratic cost J ∞ (X) and the coupled algebraic Riccati equation (CARE) in the unknown P ∈ M n0 : 
and from Theorem 4 we have that the system is MS-stable. This argument completes the proof of assertion (i) and also part of the assertion (ii), the one regarding the MS-stability of the closed-loop system defined by (30). Let us show now that P is unique. Suppose thatP ∈ M n0 is a solution of (29). ThenP also satisfies (31) withḠ i = −R −1 i B iP i ; notice that from Theorem 4 the system with gainḠ is also MS-stable. Subtracting (32) written forP from (32) written for P, we get after some manipulations that
and we identify S i = (G i −Ḡ i ) R i (G i −Ḡ i ) in (21) to get from Proposition 2 (ii) that P −P ∈ M n0 , that is, P i −P i ≥ 0, i = 1, . . . , N. Now, subtracting (31) from (32) we get similarly that P i − P i ≥ 0, i = 1, . . . , N, and we conclude thatP = P. The optimality of the feedback control (30) is a well known result, see for instance [10] .
Conclusions
The paper introduces the concept of W-observability and Wdetectability for continuous-time MJLS, which generalize the previous concepts encountered in the literature and play the same role in the quest for stabilizing solutions of quadratic control problems. The new concepts reproduce the geometric and qualitative properties of the deterministic concepts within the MJLS setting. Testable conditions for the concepts are developed.
