With the irreversible trend of the convergence and cooperation among heterogeneous networks, there emerge some important issues for network evolution. One of them is to reconfigure network elements such as cellular base stations (BSs) or access points (APs) of wireless local area networks (WLANs) according to the real-time network environment, in order to maximize the cooperation gain of different networks. In this paper, we consider cognitive pilot channel (CPC) as an assistant to enable cooperation among heterogeneous networks. Based on the widely used reinforcement learning algorithm, this paper has proposed the heterogeneous network self-optimization algorithm (HNSA) to solve the adaptation problem in reconfigurable systems. In the algorithm, distributed agents perform reinforcement learning, and make decisions cooperatively with the help of CPC in order to reduce the system blocking rate and improve network revenue. Finally our simulation proves the anticipated goal is achieved.
Introduction
Numerous new wireless standards have emerged to join in the wireless communication world. Accordingly, different technologies have been developed and employed to fulfill the requirement of these standards. As a result, the heterogeneity of these standards and technologies has made interconnection between different networks difficult. However, it is an essential future requirement that users can be served by a ubiquitous wireless communication system compatible to different standards and technologies. Software defined radio (SDR) solution has shown the promising capability of reconfiguration for cross network interconnection to most wireless access networks [1, 2] . However, it should be noted that, it requires a practical and effective selforganizing function to maintain the required quality of service (QoS) over different network technologies without significantly increasing the overhead for maintenance and optimization.
Based on the big challenge and great demand for self-configuration and self-optimization technolo-gies for heterogeneous networks, the self-organizing network (SON) concept is proposed in the white paper of E3 project [3] with self-x functions, enabling network monitoring, network parameters optimizing and network parameters configuration in a self-x cycle. As the key functions in SON, the self-configuration and self-optimization abilities on network side will decrease the cost and complexity of network maintenance extremely, providing good performance to user terminals. In the standardization and literature, many research works have been done with self-x functions. In ref. [4] , the GANDALF project focuses on the network monitoring, advanced RRM rules, identifying malfunctions and performing healing actions in a multi-system environment. Self-organizing methods including self-optimization, self-configuration and self-healing algorithms are proposed in the SOCRATES project [5] , in order to improve network capacity, coverage, service quality and reducing OPEX at the same time. As one of the key concepts in NGMN [6] , the SON concept is considered and the automated self-optimizing functionality and self-organizing mechanisms are also taken into account to offer cost-effective wireless broadband services to customers. Considering the standardization process in self-x field, there are some proposals and draft standards under revision. In order to meet the requirements of next-generation mobile networks (4G), self organization concept is proposed in the standardization of IEEE 802.16 m in refs. [7, 8] . As shown in TS 32.500 [9] , both the requirements and architecture for the SON functions within the OAM system are presented. Besides, the use case and solutions with regards to self-configuration and self-optimizing networks are defined and described in TR 36.902 [10] . Considering the self-healing system in ref. [11] , this survey provides a strategy of synthesis and classification of research works in this field. Furthermore, a much clearer view of self-healing concept, which attempts to recover from faults and regain normative performance levels independently, is also presented in this survey.
One of the highlight in E3 project is the research of cognitive pilot channel (CPC). CPC is proposed as an information channel to collect information from heterogeneous networks which will be sent to users in a broadcast or on-demand way [12] . As we know, the information is not available for exchange between different RAT systems under the current architecture of legacy system. In the cognitive wireless network architecture [13] , CPC can collect network information, such as system load and coverage deployment, from heterogeneous and store them in its data base and broadcast the information to end users to assist their network selection and reconfiguration. The CPC concept was first proposed by the E2R project [14] and continued to be one of the research hotspots within the E3 project [13] , which shows a remarkably application value to be the enabler of heterogeneous network convergence.
As an important aspect in self-x research, the dynamic optimization and management of radio resources with reconfigurable network elements have been investigated comprehensively. In refs. [2, [15] [16] [17] , centralized algorithms for the dynamic management of heterogeneous networks have been proposed which are based on exhaustive search. However, these algorithms must simultaneously consider a large number of QoS optimization variables, and also a large number of users and radio access technologies (RATs). Thus it is hard to provide stable QoS performance. Also, the complexity of these algorithms is high, even if the techniques such as artificial intelligence are introduced to solve resource allocation problems. In ref. [18] , the reinforcement learning (RL) algorithm was implemented in heterogeneous RATs to accomplish joint radio resource management (JRRM), i.e., RAT selection based on the Q-learning algorithm. However, the results in ref. [18] are limited to WLAN terminals which are reconfigurable. In this paper, we consider a more practical network environment where both the base stations and WLAN terminals are reconfigurable. The reinforcement learning (RL) algorithm and mode reconfiguration operations are integrated into the proposed scheme, Q-learning based heterogeneous network self-optimizing algorithm (Q-HNSA) for heterogeneous networks, so that the network can be dy-namically adjusted and a favorable network performance can be achieved.
System model
In our investigated system, widely used universal mobile telecommunications system (UMTS) and wireless local area networks (WLANs) are taken into consideration. The former RAT has greater coverage range and prefers to serve for voice service than data service while the latter has greater capacity and opposite preference. Figure 1 illustrates a typical system deployment. As shown, UMTS cell and WLAN network coexist in the area, where users are randomly distributed. All access points of the WLANs and UMTS BSs can be reconfigured. In addition, the access networks are assisted by the CPC server, which provides the interconnection between the UMTS BS and WLAN AP. As shown in the figure, the operation parameters of base stations are exchangeable in CPC data base through fixed lines (e.g., cable) enabling the cooperative optimization among different RAT networks. And CPC uses a dedicated channel to send users the coverage information corresponding to their location so that UEs can know which base station and what RAT are available to access and if necessary UEs will perform mode reconfiguration. With the assistance of CPC, the system model is made up of K reconfigurable systems composed of several overlapped RATs and supported by a CPC system, where all base stations and terminals are reconfigurable. BS coverage, service quality and cell capacity are distinct under different RAT modes. To sum up, the system model variables conclude:
(U, B) denotes the set of users and base stations; (R, S, Q S , R b ) denotes the set of RAT types, service types and QoS for service S, RAT base stations that network t can support respectively; uf s (q) ((s, q) ∈ (S, Q s ))-the utility gained when service s is provided with QoS level q. This indicates the user satisfaction with the QoS provided;
res usrt (q)((u, s, r, b, q) ∈ (U, S, R, B, Q s ))-the system resources consumed by user u with service class s when accessing network b using RAT r (r ∈ R) and provided with QoS q (q ∈ Q s ); covtr(b, r) ∈ (B, R))-the coverage of transceiver t using RAT r; captr((b, r ∈ (B, R))-the system capacity of base station b using RAT r. We aim to choose a RAT type for each base station, and find a suitable access network for each reconfigurable terminal to maximize system efficiency and users QoS
( 1 )
where A T R represents the set of RATs assigned to wireless transmit receivers, and r(b), (r(b) ∈ R) is the RATs base station b can support. A USQ represents the QoS provided for service s of user u, and
, is the QoS level that base station b provides to user u with service s. Therefore, our objective is to maximize the following function:
In (3), OF (A T R , A USQ ) is the objective function, and (4) is the constraint to guarantee that the load of each wireless transceiver is within its capacity limit. (5) ensures that a user has no utility outside the coverage area of the network, and (6) ensures that the QoS of each user is met. (7) ensures that the RAT assigned to each transceiver is available.
Reinforcement learning model
This section introduced the Q-learning scheme derived from the basic reinforcement learning (RL) model for heterogeneous network. Characterized with various RAT elements with different transmit locations, states and QoS requirements, it is hard to establish synchronization or centralized control. And the RL model can well circumventing this problem with the assumption that the intelligent entities could independently learn with an absence of a priori knowledge or training [19] . Figure 2 presents the flow chat of the reinforcement learning [19] . Firstly, the agent makes an action decision resulting from the current state of the environment. Then the environment gives positive or negative feedback information as the reinforcement signal (reward). The probability of action to be chosen next time is increased according to the positive feedback or decreased receiving a negative one. Before we design the RL scheme a target function [20] should be defined to valuate the state transition shown as follows [8] :
The basic reinforcement learning model
where γ ∈ (0, 1) is the discount factor, r t is the reward returned by the environment when it makes a transition from the state s t to s t+1 . Once the target function (8) is defined, the optimal behavior policy can be determined,
We can see that RL scheme has an advantage over the supervised learning that RL can acquire the optimal policy by the system feedback instead of training sequences.
The Q-learning algorithm
RL algorithms use iterative computation methods for a Markov decision process problem to calculate the state value function V and state-action func-
. (10) In (10), the learning rate α decreases over time putting a descending weight on history influence. The value of state s is calculated based on the current state value, the current reward value and the subsequent state value. We assume that the environment is a finite-state discrete-time Markov process. The RL system can choose an action from a limited action set. The environment changes the state after an action occurs and at the same time returns feedback r t . The probability of a transfer from the current state to state s t+1 is
We use the total expected discounted reward as the indicator whether the optimal policy is found. The value of state s t under policy π in (8) can be rewritten as
Dynamic planning theory proves that at least one policy π * satisfies
The essence of Q-learning algorithm is to iterate the Q-value function according to the feedback signal without knowing r(π(s t )) and p[s t , a t , s t+1 ]. Q(s t , a t ) reprents the Q-value when action a t is executed at s t state followed by a series of actions obeying the optimal policy π * :
The equation in (15) shows how to iterate the Q-value as the system progresses forward
where Q(s t+1 , a t ) is the Q-value at time t + l, and l is the smallest scale of time interval, and the error function ΔQ is
ΔQ recursively reduces the error by adjusting the network weight. Then as t → ∞, Q(s t , a t ) converges to V π * (s t ) with probability 1, so that the optimal policy π * is obtained.
The Q-HNSA scheme
The paper accomplishes the self-optimization of the dynamic network based on an enhanced Qlearning algorithm. Each access network contains an intelligent self-optimizing controller (ISOC), which cooperate with each other to gather load information of neighbor BSs and select actions which correspond to the resulting optimization.
With the help of CPC, terminals can know which RAT network is providing service at its location. In areas where several RATs overlap, terminals can arbitrarily choose any access network to initiate session request. Once a session demand is received, ISOC perform the network self-optimization to choose an action of acceptance, redirection to another network or rejection of the request.
Q-HNSA scheme, like other self-organizing systems, uses a loop of observation, learning, decision making and execution to manage the system autonomously. Basically it can be divided into two stages: 1) Q-learning access control stage: Usually, the system operates in this stage, with ISOC dealing with session requests based on the Q-learning algorithm. 2) When ISOC perceives the insufficiency of bandwidth for a new session request, ISOC acquires the network information of others from the CPC data base to estimate whether more terminal can be served at that moment after reconfiguration. If so, it changes its mode otherwise the request is rejected. And then the system returns to stage 1). More details are shown in Figure 3 and the following section.
The Q-learning access control stage
In the reconfigurable system we apply the Q-HNSA scheme. There are K heterogeneous networks, as shown in Figure 4 . Base stations and terminals can be reconfigured as any mode in set R, which has M elements each representing an available mode. Each ISOC maintains M K Q-value tables, one for each possible mode combination of the K networks. Each ISOC updates these tables based on the current mode of the system.
In this stage, two major procedures are executed, "Q-value update" and "action selection". "Q-value update" is the Q-value table maintenance procedure executed by each ISOC. A Q-value table is two-dimensional. One dimension is the index of all possible states, while the other dimension represents all possible actions. Each unit of the Q-value table, Q(s, a), represents the Q-value of action a at state s. "Action selection" is the ISOC procedure to choose an action from the action set with probabilities based on the Q-value table.
A flow chart of this stage is shown in the upper part of Figure 3 . All ISOCs interact regularly and prepare load information for action selection. However, each ISOC entity carries out its action selection independently. The implementation is given below: a) Initialization. Each entity sets all the Qvalues to 0. b) Q-value renew. At the arrival of a new access request, ISOC builds the state vector s based on the content of the request and load information of the network. State s includes four elements (d, c, g, L) , where d represents whether the request has been redirected (with an original request as 0, a redirected request as 1); c represents the base stations which cover the terminal; g ∈ {1, 2, . . . , G} is the service type of the access request; L = [l 1 , . . . , l i , . . . , l K ] is the vector of load levels of all access networks, l i ∈[0,1] denotes the current load level of network i. According to (15) and (16), the corresponding Q-value will be updated using the state-action values in the previous round and the instant reward. c) Action selection. Action selection is randomized during the initial learning phase. It was shown in ref. [18] that the system sometimes rejects an access request in the initial learning stage, even when the load is easy. To avoid this problem, only two options are provided: acceptance or redirection to another RAT if enough bandwidth could be provided, and when both are unavailable mode reconfiguration will be initiated.
When a terminal is covered by several RATs, it randomly chooses a RAT to send an access request. This RAT computes the Q-value of the two actions and selects one of them, a, according to the corresponding probabilities. If "accept" is chosen and enough bandwidth is available, the RAT computes the respond reward and records (s, a). If "redirect to another RAT" is chosen, the terminal randomly chooses another RAT and sends the access request again. If all RAT decisions are "redirect to another RAT", the mode reconfiguration stage described in section 4.2 is triggered.
In each round, ISOC computes the revenue (reward) based on the result of action a. For the request accepted without redirection, the revenue is: r t (s, a) = ζ(g)τ, in which τ is the duration of the session, and ζ(g) is the service revenue factor. And for the accepted requested redirected from another RAT, the access network shares its revenue with the source network, r(s, a)ω for the source RAT and r(s, a)(1 − ω) for the other. Here, ω ∈ (0, 1) is the revenue share factor. It can be seen that a network will benefit more from accessing the request directly than from revenue sharing as either the redirecting side or the redirected side. Such rewarding mechanism encourages each network to serve for more session request on its own.
The mode reconfiguration stage
When all the RATs are in short of bandwidth resource and thus no new terminal can be accommodated. The ISOC of the resource network initiates a reconfiguration request and communicates with other ISOCs. A flow chart of mode reconfiguration can be seen from the lower part of Figure 3 . The algorithm is designed as follows:
When a mode reconfiguration initiation is made, the initiating ISOC read from the CPC data base, other networks' information of network load, work mode, terminal locations, etc. With the information, this ISOC calculates the number of acceptable terminals and maximum system revenue under all possible mode combination. If the revenue under one of the mode combination is higher than the current one, this ISOC sends a reconfiguration request to the other ISOCs followed by the execution of mode reconfiguration. Then it initiates the Qvalue table under the new configuration combination and returns to the Q-learning access control stage.
Performance results
The simulation considers a reconfigurable system composed of UMTS and WLAN networks. Handovers (HO) in the same RAT are not considered. The simulation parameters are shown in Table 1 .
The UMTS BS is located at (0, 0), and the WLAN AP at (250, 250) lying in the coverage area of the UMTS BS. Both the base stations and all users are reconfigurable, supporting the UTRAN and WLAN. All users are distributed in an area centered at (0, 0) with a radius of 450 m. Here, both the uniformly distributed and the centralized distributed scenarios of users are considered. When configured in UMTS mode, the BS has a coverage area of 600 m and a cell capacity of 800 kbps, and when configured in WLAN mode, the BS (AP) has a coverage area of 200 m and a cell capacity of 2000 kbps. All terminals have no preference to access to any of the two base stations. That is to say, in the overlapped area, terminals request service from any base station randomly. Both voice and data services are considered, with each request having the same bandwidth requirements. The request arrival rates of both classes are identical following a Poisson distribution. The session durations follow the exponential distribution with mean 1/μ. Two JRRM algorithms [2,15−17] for heterogeneous networks are present here to be compared with Q-HNSA which neglects the reconfigurability of base stations and terminals. The first one is Non-control JOSAC (Non-JOSAC), in which an access request is accepted or rejected depending on whether there is spare capacity of the RAT received the request. The second is LB-JOSAC, in which an access request is randomly accepted when all RATs have a light load. When the RAT receiving the request is full-loaded, LB-JOSAC will redirect the request to the RAT with the lightest load covering the terminal. RAT's load is uniformly quantified to 10 levels according to the ratio of its occupied bandwidth to its total capacity, with 1 meaning an extremely low load and 10 denoting a fully loaded system.
The call blocking ratio and system average revenue rate using the algorithms are shown in Figures 5 and 6 respectively. Figure 5 demonstrates that with a heavy load up to 1800 calls/h, Q-HNSA can maintain a blocking ratio of less than 1% both for users and uniformly distributed and centralized distributed, while LB-JOSAC and Non-JOSAC have ratios of more than 5% and 30% respectively in the latter scenario and even worse in the former scenario. As the load increases, Q-HNSA has a moderate increase in call blocking ratio, while the performance of the others deteriorate considerably. Compared to Non-JOSAC and LB-JOSAC, Q-HNSA greatly reduces the blocking rate under heavy loads, because BS reconfiguration enhances system flexibility. When the current mode combination cannot satisfy user access requests, the system can adjust its configuration to allow access to more users. Thus radio resources are utilized more efficiently. Figure 6 shows the average revenue for the three algorithms. At low request arrival rates (approximately 600-700 calls/h), revenue does not differ because JRRM is not required in low load situations. However, when the request arrival rate increases to 1300 calls/h or more, Q-HNSA can provide a significant increase in revenue compared to the other approaches. This is because the reconfiguration of network elements and the learning algorithm can accomplish real-time adaptation to the operator's benefit.
Compare the two different scenarios that the users are uniformly distributed and centralized distributed, it could be found that the performance of the centralized distributed are better than the performance of the uniformly distributed. The reason is that when users are concentrated in hot spots, Q-HNSA algorithm can select the small coverage and high capacity mode, so for the centralized scenario the average revenue system obtained is higher and blocking ratio is lower.
The results obtained show that Q-HNSA performs better than the other algorithms under heavy load situations because it can meet the QoS demands of a maximum number of users. This is a result of mode reconfiguration and real-time selfoptimization.
Better performance is achieved according to the simulation results. On the other hand, compared to traditional network management method, the extra cost of the scheme is additional information exchanges between different RAT base stations. However, in our proposed network architecture the information exchange is supported by the fixed line interconnection, besides, the information only consists of system load, user information and a series of handshake signal, which is too trivial to increase the burden of the fixed-line link. And as all schemes implementing reinforcement learning, in the operation-start period the proposed scheme needs a period of learning to get the optimal decision policy, during which the performance of Q-HNSA may fall below the other two schemes. Nevertheless, the simulations show that our algorithm can converge quickly using self-trained algorithm to land on the optimal policy, and in a long-term view, the average revenue is much higher than the other two schemes.
Conclutions
This paper analyses the network self-optimization problem in the heterogeneous wireless environment. Then, this paper proposes the heterogeneous system architecture assisted by CPC which enables the heterogeneous cooperation. Besides, it represents a distributed reconfiguration algorithm: the Q-learning based heterogeneous selfoptimization algorithm (Q-HSNA). This algorithm adopts reinforcement learning algorithm and regards the intelligent heterogeneous network selfoptimization controller of each radio access network as an independent agent. Multiple agents perform the optimization cooperatively to reduce the system blocking rate and improve network revenue. In the proposed algorithm, the dynamic network self-optimization problem is transformed into a multi-agent reinforcement learning problem, which has much lower complexity and better performance. Numeric experimental results validate the rationality and effectiveness of the proposed self-optimization algorithm. 
