Emails today are often encrypted, but only between mail serversthe vast majority of emails are exposed in plaintext to the mail servers that handle them. While better than no encryption, this arrangement leaves open the possibility of attacks, privacy violations, and other disclosures. Publicly, email providers have stated that default end-to-end encryption would conflict with essential functions (spam filtering, etc.), because the latter requires analyzing email text. The goal of this paper is to demonstrate that there is no conflict. We do so by designing, implementing, and evaluating Pretzel. Starting from a cryptographic protocol that enables two parties to jointly perform a classification task without revealing their inputs to each other, Pretzel refines and adapts this protocol to the email context. Our experimental evaluation of a prototype demonstrates that email can be encrypted end-to-end and providers can compute over it, at tolerable cost: clients must devote some storage and processing, and provider overhead is roughly 5× versus the status quo.
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. And network connections between the user and the provider are often encrypted, for example using HTTPS (in the case of webmail providers) or VPNs (in the case of enterprise email accounts).
However, emails are not by default encrypted end-to-end between the two clients: intermediate hops, such as the sender's and receiver's provider, handle emails in plaintext. Since these providers are typically well-run services with a reputation to protect, many users are willing to just trust them. This trust however, appears to stem more from shifting social norms than from the fundamental technical safety of the arrangement, which instead seems to call for greater caution.
Reputable organizations have been known to unwittingly harbor rogue employees bent on gaining access to user email accounts and other private user information [27, 103, 140] . If you were developing your latest startup idea over email, would you be willing to bet its viability on the assumption that each employee within the provider acts properly? And well-run organizations are not immune from hacks [127, 128] -nor from the law. Just in the first half of 2013, Google [64] , Microsoft [97] and Yahoo! [131] collectively received over 29,000 requests for email data from law enforcement, and in the vast majority of cases responded with some customer data [96] .
End-to-end email encryption can shield email contents from prying eyes and reduce privacy loss when email providers are hacked; and, while authorities would still be able to acquire private email by serving subpoenas to account owners, they would not gain unfettered access to someone's private correspondence without that party's knowledge.
Why then are emails not encrypted end-to-end by default? After all, there has long been software that implements this functionality, notably PGP [144] ; moreover, the large webmail providers offer it as an option [63, 130] (see also [23, 113, 115, 126] ). A crucial reason-at least the one that is often cited [41, 42, 55, 65, 112] is that encryption appears to be incompatible with value-added functions (such as spam filtering, email search, and predictive personal assistance [28, 39, 49, 102] ) and with the functions by which "free" webmail providers monetize user data (for example, topic extraction) [67] . These functions are proprietary; for example, the provider might have invested in training a spam filtering model, and does not want to publicize it (even if a dedicated party can infer it [117] ). So it follows that the functions must execute on providers' servers with access to plaintext emails.
But does that truly follow? Our objective in this paper is to refute these claims of incompatibility, and thus move a step closer to the animating ideal that we stated at the outset, by building an alternative, called Pretzel.
In Pretzel, senders encrypt email using an end-to-end encryption scheme, and the intended recipients decrypt and obtain email contents. Then, the email provider and each recipient engage in a secure two-party computation (2PC); the term refers to cryptographic protocols that enable one or both parties to learn the output of an agreed-upon function, without revealing the inputs to each other. For example, a provider supplies its spam filter, a user supplies an email, and both parties learn whether the email is spam while protecting the details of the filter and the content of the email.
The challenge in Pretzel comes from the 2PC component. There is a tension between expressive power (the best 2PC schemes can handle any function and even hide it from one of the two parties) and cost (those schemes remain exorbitant, despite progress in lowering the costs; §3.2). Therefore, in designing Pretzel, we decided to make certain compromises to gain even the possibility of plausible performance: baking in specific algorithms, requiring both the algorithms' logic and the model features to be exposed (model parameters are hidden), and incurring per-function design work. The paper's central example is classification, which Pretzel applies to both spam filtering and topic extraction (Pretzel also implements elementary keyword search). Pretzel's first step is to compose (a) a relatively efficient 2PC protocol ( §3.2) geared to computations that consist mostly of linear operations [19, 30, 75, 100, 106] , (b) linear classifiers from machine learning (Naive Bayes, SVMs, logistic regression), which fit this form and have good accuracy ( §3.1), and (c) mechanisms that protect against adversarial parties. Although the precise protocol ( §3.3) has not appeared before, we don't claim it as a contribution, as its elements are well-understood. This combination is simply the jumping-off point for Pretzel.
The work of Pretzel is adapting and incorporating this baseline into a system for end-to-end encrypted email. In this context, the costs of the baseline would be, if not quite outlandish, nevertheless too high. Pretzel responds, first, with lower-level protocol refinements: revisiting the cryptosystem ( §4.1) and conserving calls into it by applying a packing technique [59] ( §4.2). Second, for topic extraction, Pretzel rearranges the setup, by decomposing classification into a non-private step, performed by the client, which prunes the set of topics; and a private step that further refines this candidate set to a single topic. Making this work requires a modified protocol that, roughly speaking, selects a candidate maximum from a particular subset, while hiding that subset ( §4.3). Third, Pretzel applies well-known ideas (feature selection to reduce costs, various mechanisms to guard against misuses of the protocol); here, the work is demonstrating that these are suitable in the present context.
We freely admit that not all elements of Pretzel are individually remarkable. However, taken together, they produce the first (to our knowledge) demonstration that classification can be done privately, at tolerable cost, in the email setting.
Indeed, evaluation ( §6) of our implementation ( §5) indicates that Pretzel's cost, versus a legacy non-private implementation, is estimated to be up to 5.4×, with additional client-side requirements of several hundred megabytes of storage and per-email cpu cost of several hundred milliseconds. These costs represent reductions versus the starting point ( §3.3) of between 1.8× and 100× ( §6).
Our work here has clear limitations ( §7). Reflecting its prototype status, our implementation handles only the three functions mentioned (ideally, it would handle predictive personal assistance, virus scanning, and more); also, Pretzel does not hide metadata, and it focuses on applying classifiers, not training or retraining them. More fundamentally, Pretzel compromises on functionality; by its design, both user and provider have to agree on the algorithm, with only the inputs being private. Most fundamentally, Pretzel cannot achieve the ideal of perfect privacy; it seems inherent in the problem setup that one party gains information that would ideally be hidden. However, these leaks are generally bounded, and concerned users can opt out, possibly at some dollar cost ( §4.4, §7).
The biggest limitation, though, is that Pretzel cannot change the world on its own. As we discuss later ( §7), there are other obstacles en route to the ultimate goal: general deployment difficulties, key management, usability, and even politics. However, we hope that the exercise of working through the technical details to produce an existence proof (and a rough cost estimate) will at least shape discourse about the viability of default end-to-end email encryption.
ARCHITECTURE AND OVERVIEW 2.1 Design ethos: (non)requirements
Pretzel would ideally (a) enable rich computation over email, (b) hide the inputs and implementations of those computations, and (c) impose little overhead. But these three ideals are in tension. Below we describe the compromises that form Pretzel's design ethos.
• Functionality. We will not insist that Pretzel replicate exactly the computations that providers such as Google perform over email; in fact, we don't actually know in detail what they do. Rather, we aim to approximate the value-added functions that they provide.
• Provider privacy. Related to the prior point, Pretzel will not support proprietary algorithms; instead, Pretzel will protect the inputs to the algorithms. For example, all users of Pretzel will know the spam filtering model (both its structure and its features), but the parameters to the model will be proprietary.
• User privacy. Pretzel will not try to enshroud users' email in complete secrecy; indeed, it seems unavoidable that computing over emails would reveal some information about them. However, Pretzel will be designed to reveal only the outputs of the computation, and these outputs will be short (in bits).
• Threat model and maliciousness. Pretzel will not build in protection against actions that subvert the protocol's semantics (for example, a provider who follows the protocol to the letter but who designs the topic extraction model to recover a precise email); we will deal with this issue by relying on context, a point we elaborate on later ( §4.4, §7). Pretzel will, however, build in defenses against adversaries that deviate from the protocol's mechanics; these defenses will not assume particular misbehaviors, only that adversaries are subject to normal cryptographic hardness.
• Performance and price. Whereas the status quo imposes little overhead on email clients, Pretzel will incur network, storage, and computation overhead at clients. However, Pretzel will aim to limit the network overhead to small multiples of the overhead in the status quo, the storage cost to several hundred megabytes, and the cpu cost to a few hundred milliseconds of time per processed email. For the provider, Pretzel's aim is to limit overheads to small multiples of the costs in the status quo.
• Deployability and usability. Certain computations, such as encryption, will have to run on the client. However, web applications are permitted to consume client-side resources, including storage [40] . Furthermore, Pretzel will aim to be configuration-free. Also, Pretzel must be backwards compatible with existing email delivery infrastructure (SMTP, IMAP, etc.).
Architecture
Figure 1 shows Pretzel's architecture. Pretzel comprises an e2e module and function modules. The e2e module implements an end-to-end encryption scheme; a function module implements a computation over the email content (spam filtering, etc.). The e2e module is client-side only, while a function module has a component at the client and another at the provider. At a high level, Pretzel works as follows. An email sender uses its e2e module to encrypt and sign an email for an email recipient (step ➀). The recipient uses its e2e module to authenticate and decrypt the email (step ➁). The e2e module can implement any end-to-end encryption scheme; Pretzel's current prototype uses OpenPGP [1, 37] . Next, the recipient passes the decrypted email contents to the client-side components of the function modules (step ➂), which then participate in a protocol with their counterparts at the provider (step ➃). At the end of the protocol, either the client or the provider learns the output of the computation (for example, a bit encoding whether the email is spam or not). Finally, the client processes the decrypted email according to the output (for example, labels it as spam), and delivers it to the recipient (step ➄).
Pretzel's e2e module requires cryptographic keys for encrypting, decrypting, signing, and verifying. Thus, Pretzel requires a solution to key management [2, 31, 93, 126] . However, this is a separate effort, deserving of its own paper or product and (as noted in the introduction) is one of the obstacles that Pretzel does not address. Later ( §7), we discuss why we are optimistic that it will ultimately be overcome.
The main work for Pretzel surrounds the function modules; the challenge is to balance privacy, functionality, and performance ( §2.1). Our focus will be on two modules: spam filtering and topic extraction ( §3, §4). We will also report on an elementary keyword search module ( §5). But before delving into details, we walk through some necessary background on the class of computations run by these modules and the cryptographic protocols that they build on.
BACKGROUND, BASELINE, RELATED WORK 3.1 Classification
Spam filtering and topic extraction are classification problems and, as such, require classifier algorithms. Pretzel is geared to linear classifiers. So far, we have implemented Naive Bayes (NB) [68, 92, 95, 104] classifiers, specifically a variant of Graham-Robinson's NB [68, 104] for spam filtering (we call this variant GR-NB), 1 and multinomial NB [92] for topic extraction; Logistic Regression (LR) classifiers [57, 62, 86, 98] , specifically binary LR [86] and multinomial LR [57] for spam filtering and topic extraction respectively; and linear Support Vector Machine (SVM) classifiers [32, 45, 78, 109] , specifically two-class and one-versus-all SVM [32] for spam filtering and topic extraction respectively. These algorithms, or variants of them, yield high accuracy [44, 62, 68, 71, 78, 141] (see also §6.1, §6.2), and are used in popular open-source software packages for spam filtering, classification, and general machine learning [3] [4] [5] [6] [7] 57] .
The three types of classifiers differ in their underlying assumptions and how they learn parameters from training data. However, when applying a trained model, they all perform analogous linear operations. We will use Naive Bayes as a running example, because it is the simplest to explain.
Naive Bayes classifiers. These algorithms assume that a document (an email, in our context) can belong to one of several categories (for example, spam or non-spam). The algorithms output a prediction of a document's category.
Documents are represented by feature vectors ⃗ x = (x 1 , . . . , x N ), where N is the total number of features. A feature can be a word, a group of words, or any other efficiently computable aspect of the document; the algorithms do not assume a particular mapping between documents and feature vectors, only that some mapping exists. In the GR-NB spam classifier [68, 104] , x i is Boolean, and indicates the presence or absence of feature i in the document; in the multinomial NB text classifier, x i is the frequency of feature i.
The algorithms take as input a feature vector and a model that describes the categories. A model is a set of vectors {(⃗ v j , p(C j ))} (1 ≤ j ≤ B), where C j is a category (for example, spam or nonspam), and B is the number of categories (two for spam; 2208 for topics, based on Google's public list of topics [8] ). p(C j ) denotes the assumed a priori category distribution. The ith entry of ⃗ v j is denoted p(t i | C j ) and is, roughly speaking, the probability that feature i, call it t i , appears in documents whose category is C j . 2 The GR-NB spam classification algorithm labels an email, as represented by feature vector ⃗ x, as spam if p(spam | ⃗ x) is greater than some fixed threshold. To do so, the algorithm computes α = 1/p(spam | ⃗ x) − 1 in log space. One can show [70, Appx A.1] that log α is equivalent to:
where C 1 represents spam and C 2 represents non-spam. 1 The original Graham-Robinson NB protects against spam emails that hide a short message within a large non-spam text [69] . We do not implement that piece; the resulting change in classification accuracy is small ( §6.1). 2 In more detail, the GR-NB spam classifier assumes that the {x i } are realizations of independent Bernoulli random variables (RVs), with the probabilities of each RV, p(t i | C j ), depending on the hypothesized category. The multinomial NB text classifier assumes that the {x i } follow a multinomial distribution, with N bins and i x i trials, where the bin probabilities are p(t i | C j ) and depend on the hypothesized category.
Yao+gllm
• The protocol has two parties. Party X begins with a matrix; Party Y begins with a vector. The protocol computes a vector-matrix product and then performs an arbitrary computation, ϕ, on the resulting vector; neither party's input is revealed to the other.
• The protocol assumes an additively homomorphic encryption (AHE) scheme (Gen, Enc, Dec), meaning that Enc(pk, m 1 ) · Enc(pk, m 2 ) = Enc(pk, m 1 + m 2 ), where m 1 , m 2 are plaintext messages, + represents addition of two plaintext messages, and · is an operation on the ciphertexts. This also implies that given a constant z and Enc(pk, m 1 ), one can compute Enc(pk, z · m 1 ).
Setup phase (1) Party X forms a matrix with columns ⃗ v 1 , . . . , ⃗ v B ; each vector has N components. It does the following:
(a) Generates public and secret keys (pk, sk) ← Gen(1 k ), where k is a security parameter. (a) (dot products) Computes encrypted dot product for each matrix column:
, this abuses notation, since the encryption function is not deterministic. The computation relies on the homomorphic property.
(b) (blinding) Blinds d j by adding random noise n j ∈ R {0, 1} b+δ . That is, computes Enc(pk, d j + n j ) = Enc(pk, d j ) · Enc(pk, n j ). Here b is the bit-length of d j and δ ≥ 1 is a security parameter. Pretzel's design and implementation apply this protocol to the linear classifiers described in §3.1. The provider is Party X, and the client is Party Y. Pretzel's instantiation of this protocol incorporates several additional elements ( §3.3): a variant of Yao [77, 81] that defends against actively adversarial parties; amortization of the expense of this variant via precomputation in the setup phase; a technique to defend against adversarial key generation (for example, not invoking Gen correctly); and a packing technique ( §4.2) in steps 1b and 2a.
For the multinomial NB text classifier, selection works by choosing the category C j * that maximizes likelihood: j * =argmax j p(C j | ⃗ x). One can show [70, Appx A.2] that it suffices to select the C j for which the following is maximal:
For LR and SVM classifiers, the term log p(t i | C j ) is replaced by a "weight" term w i,j for feature x i and category C j , and log p(C j ) is replaced by a "bias" term b j for category j.
Secure two-party computation
To perform the computation described above within a function module ( §2.2) securely, that is, in a way that the client does not learn the model parameters and the provider does not learn the feature vector, Pretzel uses secure two-party computation (2PC): cryptographic protocols that enable two parties to compute a function without revealing their inputs to each other [61, 133] . Pretzel builds on a relatively efficient 2PC protocol [19, 30, 75, 100, 106] that we name Yao+gllm; we present this below, informally and bottom up (for details and rigorous descriptions, see [60, 72, 88, 107] ).
Yao's 2PC. A building block of Yao+gllm is the classic scheme of Yao [133] . Let f be a function, represented as a Boolean circuit (meaning a network of Boolean gates: AND, OR, etc.), with n-bit input, and let there be two parties P 1 and P 2 that supply separate pieces of this input, denoted x 1 and x 2 , respectively. Then Yao (as the protocol is sometimes known), when run between P 1 and P 2 , takes as inputs f and x 1 from P 1 , x 2 from P 2 , and outputs f (x 1 , x 2 ) to P 2 , such that P 1 does not learn anything about x 2 , and P 2 does not learn anything about x 1 except what can be inferred from f (x 1 , x 2 ).
At a very high level, Yao works by having one party generate encrypted truth tables, called garbled Boolean gates, for gates in the original circuit, and having the other party decrypt and thereby evaluate the garbled gates.
In principle, Yao handles arbitrary functions. In practice, however, the costs are high. A big problem is the computational model. For example, 32-bit multiplication, when represented as a Boolean circuit, requires on the order of 2,000 gates, and each of those gates induces cryptographic operations (encryption, etc.). Recent activity has improved the costs (see [66, 73, 81, 83, 87, 114, 138, 139] and references therein), but the bottom line is still too expensive to handle arbitrary computations. Indeed, Pretzel's prototype uses Yao very selectively-just to compute several comparisons of 32-bit numbers-and even then it turns out to be a bottleneck ( §6.1, §6.2), despite using a recent and optimized implementation [137, 138] .
Secure dot products. Another building block of Yao+gllm is a secure dot product protocol, specifically GLLM [60] . Many such protocols (also called secure scalar product (SSP) protocols) have been proposed [21, 25, 51-54, 60, 76, 111, 118, 120, 129, 143] . They fall into two categories: those that are provably secure [51, 60, 129] and those that either have no security proof or require trusting a third party [21, 25, 52-54, 76, 111, 118, 120, 143] . Several protocols in the latter category have been attacked [38, 60, 74, 80, 84] . GLLM [60] is in the first category, is state of the art, and is widely used.
Hybrid: Yao+gllm. Pretzel's starting point is Yao+gllm, a hybrid of Yao and GLLM. It is depicted in Figure 2 . One party starts with a matrix, and encrypts the entries. The other party starts with a vector and leverages additive (not fully) homomorphic encryption (AHE) to (a) compute the vector-matrix product in cipherspace, and (b) blind the resulting vector. The first party then decrypts to obtain the blinded vector. The vector then feeds into Yao: the two parties remove the blinding and perform some computation ϕ.
Yao+gllm has been applied to spam filtering using LR [100] , face recognition using SVM [19] , and face and biometric identification using Euclidean distance [30, 75, 106] .
Other related work. There are many works on private classification that do not build on Yao+gllm. They rely on alternate building blocks or hybrids: additively homomorphic encryption [33, 89] , fully homomorphic encryption [82] (FHE), or a different Yao hybrid [36] . For us, Yao+gllm appeared to be a more promising starting point. For example, in contrast to the protocol of Khedr et al. [82] , Yao+gllm reveals only the final output of the computation rather than intermediate dot products. As another example, the resource consumption in Yao+gllm is considerably lower than in Bost et al. [33] . 3 Another related line of research focuses on privacy and linear classifiers-but in the training phase. Multiple parties can train a global model without revealing their private inputs [121, 123, 132, [134] [135] [136] , or a party can release a trained "noisy" model that hides its training data [79, 122, 142] . These works are complementary to Pretzel's focus on applying trained models.
Baseline protocol
Pretzel begins by applying the Yao+gllm protocol (Figure 2,  §3. 2) to the algorithms described in Section 3.1. This works because expressions (1) and (2) are dot products of the necessary form. Specifically, the provider is party X and supplies (⃗ v j , p(C j )); the client is party Y and supplies (⃗ x, 1), which it obtains from an email using a feature extraction algorithm supplied by the provider ( §2.1); and the protocol computes their dot product. Then, the threshold comparison (for spam filtering) or the maximal selection (for topic extraction) happens inside an instance of Yao. For spam filtering, the client receives the classification output; for topic extraction, the provider does. Note that storing the encrypted model at the client is justified by an assumption that model vectors change infrequently [43, 108, 109] .
In defining this baseline, we include mechanisms to defend against adversarial parties ( §2.1). Specifically, whereas under the classical Yao protocol an actively adversarial party can obtain the other's private inputs [77] , Pretzel incorporates a variant [77, 81] that solves this problem. This variant brings some additional expense, but that expense can be incurred during the setup phase and amortized. Also, Yao+gllm assumes that the AHE's key generation is done honestly, whereas we would prefer not to make that assumption; Pretzel incorporates the standard response. 4 While the overall baseline is literally new (Yao+gllm was previously used in weaker threat models, etc.), its elements are wellknown, so we do not claim novelty.
PRETZEL'S PROTOCOL REFINEMENTS
The baseline just described is a promising foundation for private classification. But adapting it to an end-to-end system for encrypted email requires work. The main issue is costs. As examples, for a spam classification model with N = 5M features, the protocol consumes over 1 GB of client-side storage space; for topic extraction with B = 2048 categories, it consumes over 150 ms of provider-side cpu time and 8 MB in network transfers ( §6). Another thing to consider is the robustness of the guarantees.
This section describes Pretzel's refinements, adjustments, and modifications. The nature of the work varies from low-level cryptographic optimizations, to architectural rearrangement, to applications of known ideas (in which case the work is demonstrating that they are suitable here). We begin with refinements that are aimed at reducing costs ( §4.1- §4.3), the effects of which are summarized in Figure 3 ; then we describe Pretzel's robustness to misbehaving parties ( §4.4).
Replacing the cryptosystem
Both Pretzel and the baseline require additively homomorphic encryption (Figure 2 ). The traditional choice for AHE-it is used in prior works [19, 75, 100, 106 ]-is Paillier [99] , which is based on a longstanding number-theoretic presumed hardness assumption. However, Paillier's Dec takes hundreds of microseconds on a modern CPU, which contributes substantially to provider-side cpu time.
Instead, Pretzel turns to a cryptosystem based on the Ring-LWE assumption [90] , a relatively young assumption (which is usually a disadvantage in cryptography) but one that has nonetheless received a lot of recent attention [18, 34, 46, 91, 101, 105] . Specifically, Pretzel incorporates the additively homomorphic cryptosystem of Brakerski and Vaikuntanathan [34] , as implemented and optimized by Melchor et al. [20] in the XPIR system; we call this xpir-bv. This change brings the cost of each invocation of Dec down by over an order of magnitude, to scores of microseconds ( §6), and similarly with Enc. The gain is reflected in the cost model (Figure 3) , in replacing d pail with d xpir (likewise with e pail and e xpir , etc.) However, the change makes ciphertexts 64× larger: from 256 bytes to 16 KB. Yet, this is not the disaster that it seems. Network costs do increase (in Figure 2, step 2c ), but by far less than 64×. Because the domain of the encryption function (that is, the size of the plaintext space) grows, one can tame what would otherwise be a large increase in network and storage, and also gain further cpu savings. We describe this next. 
Packing in Pretzel
The basic idea is to represent multiple plaintext elements (for example, model parameters) in a single ciphertext; this opportunity exists because the domain of Enc is much larger than any single element that needs to be encrypted. Using packing, one can reduce the number of invocations of Enc and Dec in Figure 2 , specifically in step 1b, step 2b, and step 3. The consequence is a significant reduction in resource consumption, specifically client storage for spam filtering, and provider cpu time for topic extraction. A common packing technique-it is used in GLLM [60] , Pretzel's baseline ( §3.3), and the works that build on GLLM [19, 75] traverses each row in the matrix from left to right and encrypts together sets of elements, while restricting the packing to be within the given rows. Although better than no packing, this technique does not always fully utilize the space in a ciphertext. For example, when the number of elements in a matrix row is two (as in the spam filtering application) and the number of elements that can be packed together is 1024 (as in the xpir-bv ciphertexts), then 1022 "slots" remain unutilized.
Recent packing techniques, proposed in the context of aggregation queries on encrypted databases [119] and homomorphic evaluation of AES-128 encryption [59] , address the limitation described above, by packing across both columns and rows. These techniques traverse the matrix in row-major order without restricting the packing to be within a row (see the rightmost matrix in Figure 4 ), thereby utilizing the "empty slots" in a ciphertext.
Pretzel incorporates both types of techniques described above. Below, we describe the relevant details on how and where these techniques are incorporated.
Details. Let p be the number of elements that can be packed together in a ciphertext, and let b be the number of semantically useful bits in a dot product output. Then, in step 1b in Figure 2 , Pretzel splits (not depicted in the figure) the matrix {(⃗ v j , p(C j ))} into zero or more sets of p column vectors plus up to one set with fewer than p vectors as depicted in Figure 4 . For the sets with p vectors, it packs together all p elements of a row [60] . For the last set, it packs elements in row-major order under one constraint: elements in the same row of the matrix must not be put into different ciphertexts [59, 119] .
Then, to compute dot products (in step 2a in Figure 2 ) for all columns except those in the rightmost matrix (Figure 4) , Pretzel uses the fact that that the elements that need to be added are aligned [60] . For example, if the elements in the first row (v 1,1 , . . . , v 1,p ) are to be added to those in the second row (v 2,1 , . . . , v 2,p ), then the ciphertext space operation applied to c 1 = Enc(pk, v 1,1 ∥ . . . ∥v 1,p ) and c 2 = Enc(pk, v 2,1 ∥ . . . ∥v 2,p ) yields c 3 = c 1 · c 2 = Enc(pk, v 1,1 + v 2,1 ∥ . . . ∥v 1,p + v 2,p ). For this to work, the individual sums (for example, v 1,p + v 2,p ) cannot overflow b bits.
For the columns that are in the rightmost matrix (Figure 4 ), Pretzel performs dot products by exploiting the homomorphism to cyclically rotate the packed elements in a ciphertext [59] . For example, assume c = Enc(pk, v 1,1 ∥ . . . ∥v 1,k ∥v 2,1 ∥ . . . ∥v 2,k ) is a packed ciphertext, where v 1,1 , . . . , v 1,k are elements from the first row, and v 2,1 , . . . , v 2,k are from the second row. To add each v 1,i with v 2,i for i ∈ {1, . . . , k}, one can left-shift elements in c by k positions to get c ′ = Enc(pk, v 2,1 ∥ . . . ∥v 2,k ∥ . . .); this is done by applying the "constant multiplication" operation ( Figure 2 , bullet 2), with z = 2 k ·b . At this point, the rows are lined up, and one can operate on c and c ′ to add the plaintext elements.
We haven't yet said how the values of p and b are determined. Let G denote the number of bits in the domain of the encryption algorithm Enc, b in denote the number of bits required to represent an element that would be encrypted (a model parameter in our case), The arrangement in matrices with p columns follows GLLM [60] ; the matrix with < p columns follows Gentry et al. [59] .
and f in denote the number of bits for the multiplier of an encrypted element (frequency of a feature extracted from an email in our case). Then, the output of a dot product computation-assuming a sum of L products, each formed from a b in -bit element and a f in -bit element-has b = log L + b in + f in bits (in our context, L would be the number of features extracted from an email). This means that there is "room" to pack p = ⌊G/b⌋ elements into a single ciphertext.
Cost savings. Here we give rough estimates of the effect of the refinements in this subsection and the previous; a more detailed evaluation is in Section 6. For the spam filtering module, the provider's cpu drops by 5× and the client-side storage drops by 7×, relative to the baseline ( §3.3). However, cpu at the client increases by 10× (owing to the cyclic shifts), and the network overhead increases by 5.4×; despite these increases, both costs are not exorbitant in absolute terms, and we view them as tolerable ( §6.1, §6.2). The provider-side costs for spam filtering are comparable to an arrangement where the provider classifies plaintext emails non-privately. For the topic extraction module, the cost improvements relative to the baseline ( §3.3) are smaller: provider cpu drops by 1.37×, client cpu drops by 3.25×, storage goes up by a factor of 2, and the network cost goes up slightly. Beyond that, the non-private version of this function is vastly cheaper than for spam, to the point that the private version is (depending on the resource) up to two orders of magnitude worse than the non-private version. The next subsection addresses this. Pretzel's response is a technique that we call decomposed classification. To explain the idea, we regard topic extraction as abstractly mapping an email, together with a set S of cardinality B (all possible topics), down to a set S * of cardinality 1 (the chosen topic), using a model with proprietary parameters. Pretzel decomposes this map into two:
Pruning in topic extraction
(i) Map the email, together with the set S, to a set S ′ of cardinality B ′ (for example, B ′ = 20); S ′ comprises candidate topics. The client does this by itself. (ii) Map the email, together with S ′ , down to a set S ′′ of cardinality 1; ideally S ′′ is the same as S * (otherwise, accuracy is sacrificed).
This step relies on a proprietary model and is done using secure two-party machinery. Thus, the costs of the expensive part of the protocol are now proportional to B ′ rather than to B (the gain is reflected in Figure 3 , the last two columns of the "per-email" rows). For this arrangement to make sense, several requirements must be met. First, the client needs to be able to perform the map in step (i) locally. Here, Pretzel exploits an observation: topic lists (the set S) are public today [8] . They have to be, so that advertisers can target and users can set interests. Thus, a client can in principle use some non-proprietary classifier for step (i). Pretzel is agnostic about the source of this classifier; it could be supplied by the client, the provider, or a third party.
Second, the arrangement needs to be accurate, which it is when S ′ contains S * . Pretzel observes that although the classifier used in step (i) would not be honed, it doesn't need to be, because it is performing a far coarser task than choosing a single topic. Thus, in principle, the step (i) map might reliably produce accurate outputs-meaning that the true topic, S * , is among the B ′ candidates-without much training, expertise, or other proprietary input. Our experiments confirm that indeed the loss of end-to-end accuracy is small ( §6.2).
Finally, step (ii) must not reveal S ′ to the provider, since that would be more information than a single extracted topic. This rules out instantiating step (ii) by naively applying the existing protocol ( §3.3- §4.2), with S ′ in place of S. Pretzel's response is depicted in Figure 5 . There are some low-level details to handle because of the interaction with packing ( §4.2), but at a high level, this protocol works as follows. The provider supplies the entire proprietary model (with all B topics); the client obtains B dot products, in encrypted form, via the inexpensive component of Yao+gllm (secure dot product). The client then extracts and blinds the B ′ dot products that correspond to the candidate topics. The parties finish by using Yao to privately identify the topic that produced the maximum.
Feature selection. Protocol storage is proportional to N (Figure 2 , "setup phase"). Pretzel's response is the standard technique of feature selection [116] : incorporating into the model the features most helpful for discrimination. This takes place in the "setup phase" of the protocol (the number of rows in the provider's matrix reduces from N to N ′ ; for the resulting cost reductions, see the last two columns of the "setup" rows in Figure 3 ). Of course, one presumes that providers already prune their models; the proposal here is to do so more aggressively. Section 6.2 shows that in return for large drops in the number of considered features, the accuracy drops only modestly. In fact, reductions of 75% in the number of features is a plausible operating point. 
Robustness to misbehaving parties
Pretzel aims to provide the following guarantees, even when parties deviate from the protocol:
(1) The client and provider cannot (directly) observe each other's inputs nor any intermediate state in the computation.
(2) The client learns at most 1 bit of output each time spam classification is invoked.
(3) The provider learns at most log B bits of output per email. This comes from topic extraction.
Guarantee (1) follows from the baseline protocol, which includes mechanisms that thwart the attempted subversion of the protocol ( §3.3). Guarantee (2) follows from Guarantee (1) and the fact that the client is the party who gets the spam classification output. Guarantee (3) follows similarly, provided that the client feeds each email into the protocol at most once; we discuss this requirement shortly.
Before continuing, we note that the two applications are asymmetric. In spam classification, the client, who gets the output, could conceivably try to learn the provider's model; however, the provider does not directly learn anything about the client's email. With topic extraction, the roles are reversed. Because the output is obtained by the provider, what is potentially at risk is the privacy of the email of the client, who instead has no access to the provider's model.
Leakage.
Despite its guarantees about the number of output bits, Pretzel has nothing to say about the meaning of those bits. For example, in topic extraction, an adversarial provider could construct a tailored "model" to attack an email (or the emails of a particular user), in which case the log B bits could yield important information about the email. A client who is concerned about this issue has several options, including opting out of topic extraction (and presumably compensating the provider for service, since a key purpose of topic extraction is ad display, which generates revenue). We describe a more mischievous response below (in "Integrity").
In the spam application, an adversarial client could construct emails to try to infer model parameters, and then leak the model. Such leakage would not only undermine the proprietary nature of the model but also make it easier for spammers to bypass the spam filter [29, 125] . A possible defense would be for the provider to periodically revise the model (and maintain different versions).
Repetition and replay. An adversarial provider could conceivably replay a given email to a client k different times, each time with a unique topic model. The provider would then get k log B bits from the email, rather than log B. Our defense is simply for the client to regard email transmission from each sender's device as a separate asynchronous-and lossy and duplicating-transmission channel. Solutions to detecting duplicates over such channels are well-understood: counters, windows, etc. Something to note is that, for this defense to work, emails have to be signed, otherwise an adversary can deny service by pretending to be a sender and spuriously exhausting counters.
Integrity. Pretzel does not offer any guarantees about which function Yao actually computes. For topic extraction, the client could, rather than garbling argmax ( §3.2), instead garble an arbitrary function. Similarly, a client could input bogus candidate topics in step (ii) of decomposed classification ( §4.3). In such cases, the aforementioned guarantees continue to hold (no inputs are disclosed, etc.), though of course this misbehavior interferes with the ultimate functionality. Pretzel does not defend against this case, and in fact, it could be considered a feature-it gives the client a passive way to "opt out", with plausible deniability (for example, the client could garble a function that produces an arbitrary choice of index).
The analogous attack, for spam, is for the provider to garble a function other than threshold comparison. This would undermine the spam/nospam classification and would presumably be disincentivized by the same forces incentivizing providers to supply spam filtering as a service in the first place.
IMPLEMENTATION
Our prototype fully implements the design described in Section 4. In addition, it includes an elementary keyword search module in which the client maintains and queries a client-side search index. The modules, written in 5,300 lines of C++ and 160 lines of Python, glue the code we borrow from existing libraries: GPGME [9] for OpenPGP encryption, Obliv-C [137] for Yao's 2PC protocol, 5 XPIR [20] for the xpir-bv AHE scheme, liblinear [24, 57] to train LR and SVM classifiers, and SQLite FTS4 [10] for the search index.
EVALUATION
Our evaluation answers the following questions:
(1) What are the provider-and client-side overheads of Pretzel?
For what configurations (model size, email size, etc.) are they low? (2) How much do Pretzel's optimizations ( §4) help in reducing the overheads? (3) How accurate are Pretzel's functions: how accurately can they filter spam emails or extract topics of emails? A summary of evaluation results is as follows: • Pretzel's provider-side cpu consumption for spam filtering and topic extraction is, respectively, 0.65 and 1.03-1.78× of a nonprivate arrangement, and, respectively, 0.17× and 0.01-0.02× of its baseline ( §3.3). (One of the reasons that provider-side cpu consumption is low-and sometimes lower than in a non-private arrangement-is that the protocols shift work to the client.) • Network transfers in Pretzel are 2.7-5.4× of a non-private arrangement, and 0.024-0.048× of its baseline ( §3.3).
• Pretzel's client-side cpu consumption is less than 1s per email, and storage space use is a few hundred MBs. These are a few factors lower than in the baseline ( §3.3).
• For topic extraction, the potential coarsening effects of Pretzel's classifiers ( §4.3) are a drop in accuracy of between 1-3%.
Method and setup. We consider spam filtering, topic extraction, and keyword search separately.
For spam filtering and topic extraction, we compare Pretzel to its starting baseline, which we call Baseline (this baseline is described in detail in Section 3.3 and Figure 2) , and NoPriv, which models the status quo, in which the provider locally runs classification on plaintext email contents. For the keyword search function, we consider only the basic client-side search index based scheme ( §5).
We vary the following parameters: number of features (N ) and categories (B) in the classification models, number of features in an email (L), and the number of candidate topics (B ′ ) in topic extraction. For the classification models, we use synthetic datasets for measuring resource overheads, and real-world datasets for measuring accuracies. To generate synthetic emails, we use random words (between 4 to 12 letters each), and consider each word as one feature. For real-world data, we use the Ling-spam [22] We measure resource overheads in terms of provider-and clientside cpu times to process an email, network transfers between provider and client, and the storage space used at a client. The resource overheads are independent of the classification algorithm (NB, LR, SVM), so we present them once; the accuracies depend on the classification algorithm, so we present them for each algorithm. To measure accuracies for spam classification, we use 10-fold cross validation experiments [35] ; for topic extraction, we train a model on the training part of the datasets, and then apply it to the documents in the testing part.
Our testbed is Amazon EC2. We use one m3.2xlarge machine for the provider and one machine of the same type for a client. At the provider, we use an independent cpu for each function module ( §2.2). Similarly, the client uses a single cpu.
Microbenchmarks. Figure 6 shows the cpu and network costs for the common operations (Figure 3 ) in Pretzel and the baselines. We will use these microbenchmarks to explain the performance evaluation in the next subsections.
Spam filtering
This subsection reports the resource overheads (provider-and clientside cpu time, network transfers, and client-side storage space use) and accuracy of spam filtering in Pretzel.
We Provider-side cpu time. Figure 7 shows the per-email cpu time consumed by the provider. For emails with fewer features (L = 200), the cpu time of Pretzel is 2.7× NoPriv's and 0.17× Baseline's. Pretzel's is more than NoPriv's because in NoPriv the provider does L feature extractions, map lookups, and float additions, which are fast operations (Figure 6 ), whereas in Pretzel, the provider does relatively expensive operations: one additively homomorphic decryption of a xpir-bv ciphertext plus one comparison inside Yao (Figure 3 and §4.1). Pretzel's cpu time is lower than Baseline's because in Pretzel, the provider decrypts a xpir-bv ciphertext whereas in Baseline the provider decrypts a Paillier ciphertext (Figure 6 ).
As the number of features in an email increases (L = {1000, 5000}), the provider's cpu time in both Pretzel and Baseline does not change, as it is independent of L (unlike the client's) while NoPriv's increases since it is linear in L (see Figure 3) . A particular point of interest is L = 692 (the average number of features per email in the Gmail dataset), for which the cpu time of Pretzel is 0.65× NoPriv's (as noted at the beginning of this section, the number is lower than in the status quo in part because Pretzel shifts computational work to the client).
Client-side overheads. Figure 8 shows the size of the spam model for the various systems. We notice that the model in Pretzel is approximately 7× smaller than the model in Baseline. This is due to the difference in packing in the two systems: "across rows and columns" (in Pretzel) versus "across columns" (in GLLM [60] , implemented in Baseline ( §4.2). We also notice that, given the refinement of replacing the cryptosystem ( §4.1), packing across both rows and columns is essential in Pretzel, to prevent a manifold increase in the model size (the Pretzel-withGLLMPacking row in the figure) . In terms of client-side cpu time, Pretzel takes ≈ 358 ms to process an email with many features (L = 5000) against a large model (N = 5M). This time is dominated by the L left shift and add operations in the secure dot product computation ( §4.2). Our microbenchmarks ( Figure 6 ) explain this number: 5000 of the left shift and add operation takes 5000 × 70µs = 350ms. A large L is an unfavorable scenario for Pretzel: client-side processing is proportional to L (Figure 3) .
Network transfers. Both Pretzel and Baseline add network overhead relative to NoPriv. It is, respectively, 19.6 KB and 3.6 KB per email (or 26.1% and 4.8% of NoPriv, when considering average email size as reported by [14] ). These overheads are due to transfer of a ciphertext and a comparison inside Yao's framework (Figure 2 ). Pretzel's overheads are higher than Baseline's because the xpir-bv ciphertext in Pretzel is much larger than the Paillier ciphertext.
Accuracy. 
Topic extraction
This subsection reports the resource overheads (provider-and clientside cpu time, network transfers, and client-side storage space use) and accuracy of topic extraction in Pretzel.
We experiment with N = {20K, 100K}) 6 and B = {128, 512, 2048}. These parameters are based on the total number of features in the topic extraction datasets we use and Google's public list of topics (2208 topics [8] ). For the number of candidate topics for Pretzel ( §4.3), we experiment with B ′ = {5, 10, 20, 40}.
Provider-side cpu time. Percentage of the total training dataset 1% 2% 5% 10% Network transfers. Client-side overheads. Figure 12 shows the model sizes (before feature selection; §4.3) for the various systems for different values of N and B = 2048. Pretzel's model is bigger than Baseline's for two reasons. First, its model comprises a public part and an encrypted part that comes from the provider. Second, the ciphertextto-plaintext size ratio in xpir-bv is twice that of Paillier.
In terms of client-side cpu time, as in spam filtering, Pretzel (with or without decomposed classification) takes less than half a second to process an email with many features (L = 5000).
Loss of accuracy. Recall that classification accuracy for topic extraction in Pretzel could be affected by decomposed classification and feature selection ( §4.3). Figure 13 shows the variation in classification accuracy due to decomposed classification. (The depicted data are for the RCV1 dataset and NB classifier; the qualitative results are similar for the other datasets and classifiers.) The data suggest that an effective non-proprietary classifier can be trained using a small fraction of training data, for only a small loss in end-to-end accuracy. Figure 14 shows classification accuracy for classifiers trained with and without feature selection, and while varying the degree of feature selection (using the Chi-square selection technique [116] ). It appears that even after a high degree of feature selection, accuracy drops only modestly below its peak point. (This would reduce the client-side storage cost presented in Figure 12 .) , and RCV1 (RCV) datasets. 20N and REU come pre-split into training and testing parts: 60%/40% and 75%/25% for the two respectively, whereas we randomly split RCV into 70%/30% training/testing portions. Pretzel can operate at a point where number of features selected N ′ is roughly 25% of N ; this would result in only a marginal drop in accuracy. Figure 15 : Client-side search index sizes, cpu times to query a keyword in the indexes (that is, retrieve a list of emails that contain a keyword), and cpu times to index a new email.
6.3 Keyword search and absolute costs Figure 15 shows the client-side storage and cpu costs of Pretzel's keyword search module ( §5). We now consider whether the preceding costs, in absolute terms, would be acceptable in a deployment. We consider an average user who receives 150 emails daily [124] of average size (75 KB) [14] , and owns a mobile device with 32 GB of storage.
To spam filter a long email, the client takes 358 ms, which would be less than a minute daily. As for the encrypted model, one with 5M features occupies 183.5 MB or 0.5% of the device's storage. For network overheads, each email transfers an extra 19.33 KB, which is 2.8 MB daily.
For topic extraction, the client uses less than half a second of cpu per email (or less than 75s daily); a model with 2048 categories (close to Google's) and 20K features occupies 720.7MB or 2.2% of the device's storage (this can be reduced further using feature selection). Also, the client transfers an extra 59 MB (5.4 times the size of the emails) over the network daily, when the number of candidate topics (B ′ ) is 20.
Overall, these costs are certainly substantial-and we don't mean to diminish that issue-but we believe that the magnitudes in question are still within tolerance for most users.
DISCUSSION, LIMITATIONS, FUTURE WORK
Pretzel is an improvement over its baseline ( §3.3) of up to 100×, depending on the resource ( §6). Its absolute overheads are substantial but, as just discussed ( §6.3), are within the realm of plausibility.
Pretzel's prototype has several limitations. It handles only the functions we presented (spam filtering, topic extraction, and keyword search) and only using specific algorithms (linear classifiers). Extending Pretzel to include other functions (predictive personal assistance, virus scanning, etc.), other algorithms (neural networks, etc.), or other (potentially cheaper) theoretical machinery [26] is future work. So is adapting Pretzel to hide metadata.
A fundamental limitation of Pretzel is information leakage ( §2.1). Section 4.4 discussed this issue and potential remedies. To elaborate slightly, providers can protect their models (in the spam function) by periodically revising the model parameters and maintaining different versions for different clients; hiding classifier algorithms, which is another line of future work, would also help [125] . And clients who wish to do so can protect their emails (in topic extraction) by opting out with plausible deniability; also, providers cannot expose all or even a substantial fraction of clients this way, as that would forfeit the original purpose of topic extraction. Nevertheless, defaults being defaults, most clients would probably not opt out, which means that particular clients could indeed be targeted by a sufficiently adversarial provider.
If Pretzel were widely deployed, we would need a way to derive and retrain models. This is a separate problem, with existing research [121, 123, 132, [134] [135] [136] ; combining Pretzel and this literature is future work.
There are many other obstacles between the status quo and default end-to-end encryption. In general, it's hard to modify a communication medium as entrenched as email [58] . On the other hand, there is reason for hope: TLS between data centers was deployed over just several years [56] . Another obstacle is key management and usability: how do users share keys across devices and find each other's keys? This too is difficult, but there is recent research and commercial attention [2, 31, 93, 126] . Finally, politics: there are entrenched interests who would prefer email not to be encrypted.
Ultimately, our goal is just to demonstrate an alternative. We don't claim that Pretzel is an optimal point in the three-way tradeoff among functionality, performance, and privacy ( §2.1); we don't yet know what such an optimum would be. We simply claim that it is different from the status quo (which combines rich functionality, superb performance, but no encryption by default) and that it is potentially plausible.
