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Abstract
Recent advances in nuclear structure theory have significantly enlarged the accessible part of the nuclear landscape via
ab initio many-body calculations. These developments open new ways for microscopic studies of light, medium-mass
and heavy nuclei as well as nuclear matter and represent an important step towards a systematic and comprehensive un-
derstanding of atomic nuclei across the nuclear chart. While remarkable agreement has been found between different
many-body methods for a given nuclear Hamiltonian, the comparison with experiment and the understanding of theo-
retical uncertainties are still important open questions. The observed discrepancies to experiment indicate deficiencies
in presently used nuclear interactions and operators. Chiral effective field theory (EFT) allows to systematically de-
rive contributions to nucleon-nucleon (NN), three-nucleon (3N) and higher-body interactions including estimates of
theoretical uncertainties. While the treatment of NN interactions in many-body calculations is well established, the
calculation of 3N interactions and their incorporation in ab initio frameworks is still a frontier.
This work reviews in detail recent and current developments on the derivation and implementation of improved
3N interactions and provides a comprehensive introduction to fundamental methods for their practical calculation
and representation. We further give an overview of novel and established methods that facilitate the inclusion and
treatment of 3N interactions in ab initio nuclear structure frameworks and present a selection of the latest calculations
of atomic nuclei as well as nuclear matter based on state-of-the-art nuclear NN and 3N interactions derived within
chiral EFT. Finally, we discuss ongoing efforts, open questions and future directions.
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List of Symbols and Abbreviations
~ = c = 1 = ~c = 197.326 MeV fm unit system
Momenta (see Table 2 for details):
aˆ = a/|a| = a/a unit vector
ki single-particle momentum of particle i
k(k′) initial (final) state momentum
Qi = k′i − ki momentum transfer
p,q Jacobi momenta
Angular momentum coupling coefficients (using the conventions of Ref. [1]):
C j3m3j1m1 j2m2 =
〈
j1m1 j2m2|( j1 j2) j3m3〉 Clebsch-Gordan coefficients{
j1 j2 j3
j4 j5 j6
}
6 j symbols
j1 j2 j3
j4 j5 j6
j7 j8 j9
 9 j symbols
Ylm(aˆ) =
〈
aˆ|lm〉,Y∗lm(aˆ) = 〈lm|aˆ〉 = (−1)mYl−m(aˆ) spherical harmonics
Yl3m3l1l2 (aˆ, bˆ) =
∑
m1,m2 Cl3m3l1m1l2m2 Yl1m1 (aˆ)Yl2m2 (bˆ) coupled spherical harmonics
Lˆ = 2L + 1
Three-body partial-wave states:∣∣∣pqα〉 = ∣∣∣pq; [(LS )J(ls) j]J(Tt)T 〉 states in J j-coupling scheme∣∣∣pqβ〉 = ∣∣∣pq; [(Ll)L(S s)S]J(Tt)T 〉 states in LS -coupling scheme
L,S ,J,T two-body quantum numbers: relative orbital angular
momentum, spin, total relative angular momentum and
isospin of the particles with Jacobi momentum p
l,s = 12 , j,t =
1
2 orbital angular momentum, spin, total angular momentum
and isospin of the particle with Jacobi momentum q
L,S,J ,T three-body quantum numbers: total orbital angular mo-
mentum, spin, total angular momentum and isospin
Abbreviations:
NN nucleon-nucleon 3N three-nucleon
EFT effective field theory LEC low-energy coupling
LO leading order NLO next-to-LO
N2LO next-to-next-to-LO N3LO next-to-next-to-next-to-LO
MS momentum space CS coordinate space
PNM pure neutron matter SNM symmetric nuclear matter
RG renormalization group SRG similarity renormalization group
IM-SRG in-medium SRG MR-IM-SRG multi-reference IM-SRG
NCSM no-core shell model IT-NCSM importance-truncated NSCM
CC coupled cluster QMC quantum Monte Carlo
MBPT many-body perturbation theory BMBPT Bogoliubov-MBPT
SCGF self-consistent Green’s function GSCGF Gorkov-SCGF
HO harmonic oscillator QCD quantum chromodynamics
3
1. Introduction and Overview
One of the central goals of ab initio nuclear theory is the microscopic understanding of the structure of atomic
nuclei and dense matter starting from the properties of the fundamental degrees of freedom and their interactions.
According to our present understanding, at the most fundamental level the strong interaction is governed by the
quark-gluon dynamics described by quantum chromodynamics (QCD). However, even though it is now possible to
correctly predict properties of single-nucleon states via Lattice QCD [2–4], the accurate and realistic description
of multi-nucleon systems directly based on QCD has so far remained an elusive goal [5–14]. An alternative path
from the principles of QCD to low-energy nuclear structure observables consists in employing low-energy effective
theories and quantum many-body methods (see Figure 1). The fundamental principle of any effective low-energy
description is based on the fact that details at small distance scales are not resolved when a physical system is probed
at low energies. This makes it possible to introduce low-energy degrees of freedom that encapsulate the complex
high-energy dynamics.
The radius of an average atomic nucleus is of the order of a few femtometers (1 fm = 10−15m). Hence, the un-
certainty principle implies typical momenta in nuclei to be on the order of the pion mass mpi ≈ 135 MeV. At this
scale the relevant degrees of freedom are not quarks and gluons but colorless hadrons, like neutrons, protons and pi-
ons. Chiral effective field theory (EFT) allows to systematically derive contributions to interactions between nucleons
within a given power counting expansion scheme [15–17], which are parametrized in terms of long-range pion ex-
change contributions and short-range couplings (see Section 2). These contributions include nucleon-nucleon (NN),
three-nucleon (3N) and even higher-body interactions. The presence of three- and higher-body nuclear interactions
is a natural consequence of the composite nature of nucleons since for any non-elementary particle its constituents
can be distorted by the presence of external forces. This phenomenon is well known in classical systems consisting
of extended objects interacting via gravitational or electromagnetic interactions. For example, the orbit of a satellite
around the earth is affected by the location of the moon due to the induced tides on earth, which in turn affect the
gravitational force between earth and the satellite. If earth, moon and the satellite are all parametrized as point parti-
cles, such an effect can only be described via three-body forces. In the case of the gravitational force such effects are
typically rather small. In contrast, for nuclear systems 3N contributions play a central role for, e.g., the shell structure
of atomic nuclei, the bulk properties of nuclear matter and the evolution of systems towards the limits of stability (see
Section 5).
Nuclear structure and
reaction observables
Lattice QCD
Quantum chromodynamics
Nuclear structure and
reaction observables
Ab initio many-body frameworks
Renormalization group methods
Chiral effective field theory
nuclear interactions
Quantum chromodynamics
Figure 1: Two different paths from quantum chromodynamics (QCD), the fundamental theory of the strong interaction, to low-energy nuclear
structure observables. The left panel shows the direct approach from first principles, by explicitly simulating the quark-gluon dynamics on a discrete
lattice and extracting single- and multi-nucleon observables from such calculations. The right panel shows the path based on low-energy effective
degrees of freedom, i.e., neutrons, protons and pions. The nuclear interaction between neutrons and protons is constrained by the symmetries and
the symmetry-breaking patterns of QCD. The resulting chiral EFT interactions represent the microscopic input for ab initio many-body frameworks.
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Figure 2: Illustration of the scope of ab initio many-body calculations of nuclei from the year 2009 (upper left) to 2018 (lower right) using NN and
3N interactions. Studied nuclei are highlighted in red. The figures include calculations for which converged results with respect to the basis size
have been achieved. Credits to Heiko Hergert for providing the figures, see also Ref. [18].
The interactions derived within chiral EFT represent the fundamental microscopic input for ab initio many-body
frameworks. In the following we consider all frameworks as “ab initio” which only use free-space nuclear interactions
as basic input and can be systematically improved such that in the limit of infinite basis size and infinite order in the
many-body expansion one can in principle recover results of exact calculations (see Table 1). In Figure 2 we illustrate
the part of the nuclear chart studied within such approaches in the years 2009, 2012, 2015 and 2018 [18, 19]. Evidently,
in recent years there has been a dramatic increase in the scope of such ab initio frameworks. These advances were
driven by developments in different sectors (see also the right panel of Figure 1):
1. Nuclear interactions: The predictive power of nuclear many-body calculations is naturally limited by the quality
of the employed nuclear interactions. Even results of virtually exact calculations can only be as good as the underlying
input. During the recent years several new families of interactions have been derived at different orders in the chiral
expansion. These efforts include the exploration of various different regularization schemes and fitting strategies for
the short-range low-energy couplings as well as the investigation of different methods for estimating uncertainties due
to neglected higher-order terms of the chiral expansion. Most of these investigations are still ongoing. In Section 2
we give a more detailed overview of these developments.
2. Renormalization Group methods: Renormalization Group (RG) techniques allow to systematically decouple
low- and high-momentum components of nuclear interactions while preserving low-energy observables [20]. Such
RG transformations to lower resolution scales help to reduce the scheme dependence of nuclear interactions, offer new
tools to assess many-body uncertainties by studying residual resolution scale dependencies, and, most importantly for
practical calculations, can dramatically improve the convergence of many-body calculations and generate much less
correlated wave functions. This improved perturbativeness is in particular key for all many-body frameworks based
on harmonic oscillator basis expansions (see Table 1). In fact, many of the calculations illustrated in Figure 2 have
only been possible thanks to the use of low-resolution interactions obtained within the Similarity Renormalization
Group (SRG) [21, 22] (see also Section 4.2).
3. Improved and novel many-body frameworks: Advances in many-body theory have led to various new improved
frameworks that allow to study nuclear matter as well as nuclei in different regions of the nuclear chart. In Table 1
5
atomic nuclei
method type/representation mass∗
Faddeev(-Yakubovsky) equations momentum/coordinate space basis 3-5 [25–33]
hyperspherical harmonics (HH) momentum/coordinate space basis 3-6 [34–38]
no-core shell model (NCSM) harmonic oscillator configuration basis . 12 [39–46]
quantum Monte Carlo (QMC) eucl. time prop. in coordinate basis . 16 [47–55]
importance-truncated NCSM (IT-NCSM) harmonic oscillator configuration basis . 25 [56–60]
lattice EFT eucl. time prop. on a discrete lattice . 28 [61–74]
valence-shell diagonalization harmonic oscillator configuration basis . 100 [75–83]
in-medium SRG (IM-SRG) harmonic oscillator configuration basis . 100 [18, 24, 84–93]
coupled cluster (CC) harmonic oscillator configuration basis . 100 [58, 93–106]
self-consistent Green’s function (SCGF) harmonic oscillator configuration basis . 100 [107–114]
many-body perturbation theory (MBPT) harmonic oscillator configuration basis . 100 [23, 115–120]
∗The given mass number limits include constraints from limitations regarding the storage of three-body matrix elements, which currently
prevent converged results for systems beyond the mass number regime A ≈ 100.
infinite nuclear matter
method type/representation
many-body perturbation theory momentum basis [121–130]
self-consistent Green’s function momentum basis [111, 131, 132]
diagrammatic hole-line expansion momentum basis [133–137]
coupled cluster momentum basis on a discrete lattice [94, 138–142]
quantum Monte Carlo eucl. time prop. in coordinate space [49, 143–146]
lattice EFT eucl. time prop. on a discrete lattice [147]
Table 1: Summary of different microscopic many-body frameworks for atomic nuclei and matter including selected developments and applications
based on NN and 3N interactions derived within chiral effective field theory.
we give an overview of currently used and actively developed many-body frameworks for atomic nuclei and nuclear
matter. Each of the listed methods has its own benefits and drawbacks, determined by factors like the required compu-
tational resources, the scaling behavior as a function of mass number, the nature and level of many-body truncations,
the flexibility regarding which nuclear interactions can be used, as well as the accessibility of different observables
of closed- and/or open-shell systems. The availability of various different methods offers new possibilities for cross-
benchmarks and for studying in detail the validity of different many-body truncations for a given Hamiltonian. In
particular, given that various frameworks generally can differ quite substantially in terms of computational cost, it is
now possible to test novel nuclear interactions in an efficient and reliable way by using computationally inexpensive
methods and by validating the results for a few systems using more precise and costly methods. Furthermore there are
active ongoing efforts to combine the advantages of different methods by developing mixed and hybrid methods (see,
e.g., Refs. [23, 24]).
4. Increased computational resources: Finally, advances in the hardware equipment of present high-performance
computer clusters contributed to the increased scope of present many-body calculations. These developments include
improved floating point performance as well as the availability of large-memory machines, which are in particular key
for handling matrix elements of 3N interactions (see Section 4).
We stress that Figure 2 illustrates only the scope of converged many-body calculations without quantifying the
degree of agreement with experimental data. Typically, results based on present nuclear interactions can lead to good
agreement with experiment for specific observables (like, e.g., ground-state energies, excited states or charge radii)
in a restricted area of the nuclear chart (see Section 5 for a detailed discussion). The agreement, however, generally
depends on details of the nuclear forces and on the observables that have been included in the fitting process of the
interaction (see Section 2). A typical example is shown in Figure 3, where we compare theoretical results for the
ground-state energies and two-neutron separation energies of the oxygen (left panel), calcium (middle panel) and
nickel (right panel) isotopic chain with experimental data [117]. All the calculations have been performed based on
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Figure 3: Ground-state energies (top) and two-neutron separation energies (bottom) for nuclei of the oxygen, calcium and nickel isotopic chains.
Shown are results of second-order BMBPT (), perturbatively-improved no-core shell model (NCSM-PT) (l), IT-NCSM (F), Gorkov-SCGF
(GSCGF-ADC(2)) ( H), MR-IM-SRG ( ) and coupled cluster (CR-CC) ( ). Black lines show the experimental values [149]. Figure taken from
Ref. [117].
the same SRG-evolved NN plus 3N interaction [148]. While the results of the theoretical calculations show excellent
agreement with experimental values for the oxygen chain (left panel), the agreement deteriorates significantly for
isotopic chains of heavier elements. However, it is remarkable that the agreement between the predictions of different
many-body methods is excellent for all shown nuclei, given that the many-body truncations are quite different in the
various approaches. Based on these observations we can draw the following general conclusions:
a) The agreement between the results of state-of-the-art many-body frameworks is excellent for a given low-
resolution Hamiltonian. This implies that the many-body uncertainties are small for such interactions and
possible disagreement with experimental results can be mainly attributed to deficiencies of currently used inter-
actions and operators.
b) The agreement between theoretical predictions and experimental results sensitively depends on the studied
observable, the system under investigation and the details of the employed nuclear interactions. Presently, there
exist no nuclear interactions that exhibit a systematic convergence pattern in the chiral expansion and are able
to correctly predict simultaneously different few- and many-body observables of nuclei over the full range of
mass number within theoretical uncertainties.
Clearly, these findings emphasize the urgent need for improved nuclear interactions which are able to correctly
reproduce empirical properties of known atomic nuclei as well as nuclear matter and can be applied in a reliable and
controlled way to systems in still unknown territory of the nuclear chart. While the implementation of NN interactions
in a form suitable for application in many-body frameworks is straightforward and well established, the calculation
of 3N interactions is much more intricate and still involves major challenges. This is true for both the conceptual
development as well as their practical implementation. The present work provides a comprehensive introduction
into methods for the practical implementation of 3N interactions and their incorporation in microscopic many-body
calculations. Even though the techniques presented in this work can be applied to arbitrary 3N interactions, in this
work we will mainly focus on interactions derived within chiral effective field theory (EFT).
Specifically, in Section 2 we review recent efforts to derive NN plus 3N interactions within chiral EFT with a
particular focus on 3N interactions and summarize different strategies to fit the unknown LECs. In Section 3 we
discuss in detail how 3N interactions can be practically represented and computed in a form suitable for ab initio
many-body frameworks. In addition, we summarize different currently employed regularization schemes and illustrate
the degree of scheme dependence of these interactions. In Section 4 we present novel methods that help to simplify
the incorporation and treatment of 3N interactions in practical calculations. In particular, we focus here on the SRG
and normal ordering. In Section 5 we give a selection of state-of-the-art calculations of atomic nuclei and dense matter
based on the most recent chiral EFT interactions. Finally, in Section 6 we conclude and give an outlook.
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2. Nuclear interactions and chiral effective field theory
In this section we review recent developments and the current status of deriving NN, 3N and higher-body forces
based on EFT principles. Compared to more phenomenological approaches EFT provides a framework that allows to
derive contributions more systematically in a low-energy expansion scheme and to estimate theoretical uncertainties
due to neglected higher-order terms. In this work we will not discuss the underlying concepts of chiral EFT, but rather
focus on providing an overview of recent developments and strategies to derive novel and improved NN and 3N inter-
actions for state-of-the-art calculations of atomic nuclei and nuclear matter, with a particular focus on 3N interactions.
For details on the underlying concepts of chiral EFT to nuclear forces we refer the reader to Refs. [15–17, 150] and
references therein. We also note that all “high precision” chiral interactions developed so far and discussed below are
based on the power counting scheme originally suggested by Weinberg [151, 152]. There are ongoing discussions
regarding alternative EFT expansion schemes [17] which involve the promotion of short-range couplings to lower
orders in the chiral expansion for improved RG invariance (see, e.g., Refs. [17, 153–161]) and the perturbative many-
body treatment of all interaction contributions beyond leading order in the chiral expansion (see, e.g., Ref. [162]).
However, so far no interactions suitable for practical nuclear structure calculations have been developed within these
alternative schemes. This is currently work in progress. We stress that the techniques discussed in Sections 3 and 4
on the calculation and treatment of 3N interactions for many-body calculations are general and can be applied to
interactions derived in any power counting scheme and also to phenomenological 3N interactions.
2.1. Chiral expansion of nuclear forces
Chiral EFT represents a systematic framework to describe the strong interaction at momentum scales of the order
of the pion mass Q ≈ mpi, constrained by the symmetries and symmetry-breaking patterns of QCD. In chiral EFT
the interaction between nucleons is parametrized in terms of long-range pion-exchange interactions and short-range
contact interactions. These contributions to the nuclear interactions can be organized in a systematic expansion in
powers of Q/Λb, where Λb denotes the breakdown scale of the EFT. The expansion of any effective theory is based
on a separation of scales. Chiral EFT in particular exploits the mass separation between the lightest meson, the pion
with mpi ≈ 135 MeV, and the next lightest meson, the ρ meson with mρ ≈ 770 MeV. This mass separation is rooted in
the chiral symmetry breaking pattern of QCD which requires the existence of an unnaturally light Goldstone boson in
the form of the pion. Since only pion contributions are treated explicitly in chiral EFT while the contributions from
heavier mesons are captured implicitly in terms of short-range interactions, the breakdown scale is expected to be
below the ρ mass and usually chosen to be around Λb ≈ 500 MeV. This results in an effective expansion parameter
Q/Λb ≈ 13 .
The values of the short-range interactions cannot be determined within the EFT but need to be fixed either based
on the underlying theory, i.e., QCD, or by fitting them to observables. In the case of chiral EFT the short-range
couplings entering the NN interactions are usually fit to elastic two-nucleon scattering cross sections and properties
of the deuteron. In the future it might be possible to connect nuclear forces directly to the underlying theory through
Lattice QCD [5, 9]. It is important, however, to keep in mind that nuclear forces are generally non-observable, and
in particular the values of the short-range couplings are strongly scale and scheme dependent, which can be made
manifest in RG frameworks [20] (see Section 4.2).
In Figure 4 we show the contributions to NN, 3N and 4N interactions from one- or multi-pion exchanges, which
govern the long- and intermediate-range forces, as well as from short-range contact interactions at different orders
in the chiral expansion. The short-range couplings are fit to low-energy data and thus capture all short-range effects
relevant at low energies. The leading-order (LO) contributions were derived by Weinberg [151, 152]. These seminal
works represent the foundation of the chiral expansion of nuclear forces that is still being used today. At LO the
NN interaction consists of a long-range pion exchange interaction, which corresponds to the empirically well-known
Yukawa interaction [163] and two short-range interactions parametrized by the coupling CS and CT . In the following
years this framework was extended to higher orders in the expansion. At next-to-leading order (NLO) and next-
to-next-to-leading order (N2LO) 2pi exchange interactions and higher-order short-range couplings contribute to NN
forces [164, 165]1. For 3N interactions it was shown that contributions at NLO cancel exactly [166–169], while
1We note that there exist different schemes to count contributions from relativistic corrections, indicated by the white circles in Figure 4 (see,
e.g., Ref. [15]).
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Figure 4: Contributions to NN, 3N and 4N interactions in chiral EFT at different orders in the chiral expansion within Weinberg’s power counting
without explicit ∆ degrees of freedom for intermediate states. Solid and dashed lines denote nucleon and pion propagators, respectively. In each
panel we give the years when the terms were first derived, with corresponding references and the number of new couplings (in naive dimensional
analysis) in the upper right corner. The low-energy coupling constants that enter the 3N interactions are highlighted by vertices of different colors
and shapes. The following couplings show up first at N2LO: the long-range pion-nucleon couplings ci (l), the intermediate-range coupling cD ()
and the short-range 3N coupling cE ( ). The 3N and 4N interactions at N3LO are parameter-free in the sense that they only depend on short-range
couplings that appear already at lower orders, like, e.g., the leading-order NN couplings CS and CT (u). The derivation of the 3N interactions at
N4LO is still work in progress, in particular the short-range contributions (formally indicated by the couplings ). Higher-order couplings that only
enter NN interactions up to the shown orders are indicated by white vertices. See main text for details.
the first nonvanishing contributions to 3N interactions appear at N2LO [167, 170]. The 3N interactions at this order
include long-range two-pion exchange interactions V2pi3N, an intermediate-range one-pion plus contact interaction V
1pi
3N
and a pure contact interaction Vcontact3N (see Figure 5). Since these 3N interactions play a central role in this work as
well as in many recent and current nuclear structure studies, we discuss them in more detail now. The interactions are
given by the following expressions [170]:
V2pi3N =
1
2
( gA
2 fpi
)2 ∑
i, j,k
(σi ·Qi)(σ j ·Q j)
(Q2i + m
2
pi)(Q2j + m
2
pi)
Fαβi jk τ
α
i τ
β
j , (1)
where Qi = k′i − ki denotes the momentum transfers, i.e., the difference between the initial and final single-particle
momenta (ki and k′i respectively), with i, j and k = 1, 2, 3, σ
a
i (τ
a
i ) the Cartesian component a of the spin (isospin)
operators of particle i and
Fαβi jk = δ
αβ
[
−4c1m
2
pi
f 2pi
+
2c3
f 2pi
Qi ·Q j
]
+
∑
γ
c4
f 2pi
αβγ τ
γ
k σk · (Qi ×Q j) . (2)
The 1pi-exchange and contact interactions are given respectively by
V1pi3N = −
gA
8 f 2pi
cD
f 2pi Λχ
∑
i, j,k
σ j ·Q j
Q2j + m
2
pi
(τi · τ j) (σi ·Q j) , Vcontact3N =
cE
2 f 4pi Λχ
∑
j,k
(τ j · τk) . (3)
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Figure 5: 3N interactions at N2LO in the chiral expansion. The long-range pion-nucleon couplings ci (l) also enter the NN interactions at this and
higher orders and can hence be constrained by NN observables and piN scattering data. The short-range couplings cD () and cE ( ) need to be
fixed in three- or higher-body systems.
In Ref. [170] the values gA = 1.29, fpi = 92.4 MeV, mpi = 138 MeV and Λχ = 700 MeV were chosen. Similarly
to the LO one-pion exchange interactions, the long-range two-pion exchange contribution V2pi3N resembles features of
previously developed phenomenological 3N forces [171–173]. However, we stress that in contrast to these interac-
tions, the V2pi3N interactions formally do not contain any new parameters since the subleading pion-nucleon couplings
c1, c3 and c4, which characterize the strength of V2pi3N (see Figure 5), also appear in the NN interaction at N
2LO (see
Figure 4) and play also a key role in pi-nucleon (piN) scattering. In fact, currently the most robust extraction of the
values of these long-range couplings was achieved based on the Roy-Steiner-equation analysis of piN scattering [174–
176]. This demonstrates that contributions to NN and 3N interactions as well as terms determining the pion-nucleon
scattering dynamics are treated on equal footing in chiral EFT, in contrast to most phenomenological approaches. The
3N interactions V1pi3N and V
contact
3N on the other hand depend on two low-energy couplings cD and cE that encode pion
interactions with short-range NN pairs and short-range three-body physics, respectively [167, 170]. These genuine
three-body couplings do not appear in NN interactions and hence need to be fixed in few- or many-body systems (see
Section 2.3).
Even though nuclear forces are not observable, there are natural sizes of two- and many-body-force contributions
that are made manifest in the EFT power counting (see Figure 4) and which explain the phenomenological hierarchy
of contributions from NN and many-body forces to observables, i.e., schematically VNN > V3N > V4N [15, 16].
Although it might be tempting to neglect contributions from 3N interactions in cases when calculations based on only
NN forces already provide a good description of experimental data (see, e.g., Ref. [140]), EFT power counting dictates
the inclusion of all many-body forces up to a given order. In fact, explicit calculations show that 3N forces typically
provide important contributions in nuclei and matter [178] (see also Sections 2.3 and 5).
The evaluation of the contributions to NN interactions at next-to-next-to-next-to-leading-order (N3LO) is quite
involved as they include two-loop pion contributions, three-pion exchange contributions as well as relativistic correc-
tions [179–182]. The 3N interactions at this order also include many new structures as shown in Figure 6, but are
predicted in a parameter-free way since they only depend on the leading NN contact interactions proportional to the
LECs CS and CT [183–185] (see the 2pi-contact contributions (f) and the relativistic corrections (g) in Figure 6). In
addition, the first nonvanishing contributions to 4N interactions appear at this order [186], which are also predicted
in a parameter-free way. Remarkably, for systems consisting of only neutrons, the N2LO 3N interactions V1pi3N and
Vcontact3N do not contribute for unregularized or nonlocally regularized interactions [122] (see Section 3.7 for details).
Therefore, chiral EFT predicts all three-neutron and four-neutron forces up to N3LO.
Due to the involved analytical structure of the 3N interactions at N3LO the implementation has only been com-
1/m
(a) (b) (c) (d) (e) (f) (g)
Figure 6: Different topologies contributing to chiral 3N interactions up to N3LO (and N4LO). Nucleons and pions are represented by solid and
dashed lines, respectively. The vertices denote the amplitudes of the corresponding interaction. Specifically, the individual diagrams are: (a) 2pi
exchange, (b) 1pi-contact, (c) pure contact, (d) 2pi-1pi exchange, (e) ring contributions, (f) 2pi-contact and (g) relativistic corrections. Figure taken
from Ref. [177].
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Figure 7: Additional diagrams contributing to NN and 3N interactions at different orders in ∆-full chiral EFT compared to the terms shown in
Figure 4. Double solid lines denote intermediate states of the ∆ resonance. We use the same notation as in Figure 4.
pleted relatively recently [130, 177, 187]. However, the development and implementation of optimized regularization
schemes is still work in progress (see Section 3.7). The practical calculation of all topologies shown in Figure 6 in a
form suitable for few- and many-body calculations is a nontrivial task but is key for improved many-body calculations
and a systematic investigation of chiral power counting in the 3N sector. Due to the large amounts of required com-
putational resources using traditional methods, the available 3N matrix elements were at first restricted to small basis
spaces [187], insufficient for converged many-body calculations. In Section 3 we discuss in detail a more efficient
method for decomposing 3N forces in a momentum partial-wave basis [177]. The new framework makes explicit use
of the fact that all unregularized contributions to chiral 3N forces are either local, i.e., they depend only on momen-
tum transfers, or they contain only polynomial nonlocal terms (see Section 3.3). These new developments allow to
calculate matrix elements of all N3LO 3N contributions for large basis spaces, opening the way to ab initio studies of
nuclei and nucleonic matter.
Recently the derivation of the NN contributions has been extended to N4LO [188, 189]. The corresponding 3N
contributions at this order have been worked out for the long- and intermediate-range parts [190–192], while the
derivation of all short-range parts is still work in progress. In contrast to the N3LO contributions new short-range
couplings appear at this order and need to be fixed based on properties of few- or many-body systems, in addition to
the couplings cD and cE . The 4N contributions at N4LO have not been worked out yet.
All the discussed developments above were performed in the so-called ∆-less chiral EFT formulation. Since it is
known that the ∆ resonance of the nucleon at the excitation energy of ∆ = m∆ − mN ≈ 300 MeV plays an important
role in nucleon scattering, it is argued that the chiral EFT expansion might be more efficient and exhibit a faster
converging pattern by treating the ∆ explicitly in intermediate states rather than implicitly in low-energy couplings.
By introducing this new degree of freedom an additional small energy scale appears in the EFT expansion and the
power counting has to be adjusted. As a consequence additional diagrams with new couplings appear at different
orders, while a specific types of diagrams in the ∆-less formulation get promoted to lower orders (see Figure 7). In
particular, if Ref. [193] it was shown that the contributions from intermediate ∆ excitations expanded in powers of
1/∆ can be absorbed via a shift in the couplings in ∆-less EFT. The ∆ contributions in the subleading pion-nucleon
couplings take the following form: c∆3 = −2c∆4 = −4h2A/(9∆), with the piN∆ axial coupling hA. Comparing the values of
these shifts with the typical numerical values of the ci couplings in ∆-less EFT demonstrates that indeed a significant
part of the ci contributions can be attributed to the ∆ resonance [193].
The first additional contributions to NN and 3N interactions in ∆-full theory show up at NLO [167, 194–196].
These diagrams can all be interpreted as promoted diagrams at N2LO and N3LO in Figure 4 by replacing the sub-
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leading couplings ci by intermediate ∆ resonance states. The fact that 3N interactions already contribute at NLO in
this EFT indicates that the effects of 3N interactions might be formally underestimated in ∆-less theory and that 3N
contributions get enhanced due to unnaturally large LEC values and might also lead to a slower convergence of the
expansion series. At N2LO various new NN contributions appear [193] while no new 3N contributions are gener-
ated [196]. This implies that up to N2LO the 3N interaction topologies are identical to those of ∆-less EFT, apart from
a reshuffling of some contributions to NLO. Finally, the derivation of contributions at N3LO is still work in progress.
In the case of 3N interactions the long-range contributions have been developed [197] while the intermediate-range
and short-range parts are still under development.
In the next subsections we will give an overview of recent developments of new interactions within these two
chiral EFT formulations for many-body calculations. An important open question concerns how to fit the NN and 3N
LECs up to a given order. In particular, given that several low-energy couplings appear on equal footing in NN and
many-body forces, it may be beneficial to fit several different two- and few-body observables simultaneously within
theoretical uncertainties or to also include information beyond few-nucleon systems in the fits. In the following we
will summarize recent explorations of these different strategies and briefly discuss advantages and disadvantages of
each approach.
2.2. A brief history of chiral EFT NN interactions
The first “high-precision” NN interactions derived within chiral EFT including contributions up to N3LO were
constructed in the years 2002 to 2005 in Refs. [29, 198] and [199]. The low-energy couplings of these two families
of interactions were fitted to neutron-proton and proton-proton scattering phase shifts and the resulting interactions
were provided in a partial-wave decomposed form, suitable for applications in many-body frameworks. Even though
both interactions are derived within the same power counting framework they differ in several ways, particularly in the
choice of regularization (see discussion in Ref. [29] for details). The accuracy of the reproduction of NN scattering
phase shifts of the interaction presented in Ref. [199] was comparable to the best available phenomenological NN
interactions at this time up to laboratory energies of about 290 MeV. These features made this force the interaction of
choice for many-body calculations in the following years.
It took about 10 years until the next generation of NN interactions was developed. First, the NN interaction
“N2LOopt” was constructed [140] by fitting the LECs up to N2LO to phase shifts up to 125 MeV using the auto-
mated derivative-free POUNDERS method [200] for the χ2 minimization. First calculations of few-body systems
based on only NN interactions showed remarkable agreement with experimental results, suggesting that the missing
3N contributions might be small. However, explicit calculations including 3N interactions showed that they provide
significant contributions [201]. Within the same year another novel chiral EFT NN interaction up to N2LO was de-
veloped [50, 51]. In contrast to the previous chiral EFT interactions this interaction was local, including the choice
for the regulator (see also Section 3.3), which made this force particularly suitable for Quantum Monte Carlo appli-
cations [47]. Following these developments, another “minimally nonlocal” interaction was developed in 2015 [202]
and later reduced to a fully local potential in 2016 by discarding the nonlocal terms [203]. These forces contain
contributions from the ∆ degree of freedom to 2pi exchange interactions up to N2LO.
In 2014 a new NN interaction including contributions up to N3LO was presented [204]. One new feature of
this interaction compared to its predecessor published in Ref. [29] was the use of a local coordinate-space regulator
(see Section 3.7) for the long-range parts of the interaction, similar to the interactions of Refs. [50, 51]. It was
argued that this choice of regulator reduces finite cutoff artifacts and preserves the analytic structure of the scattering
amplitude (see Ref. [204] for details). In addition, a novel method for quantifying theoretical uncertainties due to the
truncation of the chiral expansion was proposed. The same year contributions at N4LO were included for the first
time [189], while it was shown that long-range parameter-free terms at this order lead to a significant improvement
of the reproduction of scattering phase shifts. The interactions were made available for different cutoff scales and
at different orders in the chiral expansion, allowing for a more systematic study of the theoretical uncertainties of
many-body observables. In 2017 a second set of NN interactions up to N4LO was presented [188]. Similarly to the
potential of Ref. [189] a whole set of interactions with different regularization cutoff scales and chiral orders were
provided. On the other hand, a nonlocal momentum regulator was used like in Ref. [199]. Finally, in 2018 a local
momentum-space regularized N4LO interaction was presented [205]. This new interaction combines the advantages
of the previously developed interaction of Ref. [204] with simplified calculations of many-body forces and current
operators in the novel regularization scheme (see Section 3.7 for details). In addition, it was demonstrated that the
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Figure 8: Three-nucleon couplings cD and cE , fit to the 3H binding energy using the NN potentials of Ref. [188] with Λ = 450 MeV (dashed) and
Λ = 500 MeV (solid line) at N2LO (red) and N3LO (blue), combined with consistent 3N interactions at these orders using Λ = ΛNN, 3N. Figure
taken from Ref. [130].
removal of redundant short-range couplings leads to simplified fits of scattering observables and softer interactions.
Finally, in Ref. [142] a nuclear NN interaction (plus 3N interaction) with explicit contributions from the ∆ isobar was
constructed. Interactions at different orders up to N2LO were fitted to NN scattering phase shifts and by using the
pion-nucleon LECs from the Roy-Steiner analysis of piN scattering phase shifts [174, 175]. Calculations of heavier
nuclei as well as matter based on these interactions at N2LO, plus corresponding 3N interactions (see Section 2.3.2),
showed remarkable agreement with experimental results, which might be an indication for an improved and more
natural convergence of the chiral expansion (see Section 2.1).
2.3. Chiral EFT three-nucleon interactions and fitting strategies
Parallel to the developments of new NN interactions as outlined in the previous section first steps towards simul-
taneous fits of NN and 3N interactions up to a given order in the chiral expansion were achieved [141, 206]. While
the determination of the 3N-interaction LECs is effectively a two-parameter problem (determination of cD and cE),
a simultaneous fit of all LECs in NN and 3N interactions is obviously of much higher complexity due to the large
number of parameters. We will first discuss different strategies that have been pursued in recent years to determine the
values for cD and cE for a given NN interaction based on few-body observables (see also Ref. [207]) and then discuss
the simultaneous construction of NN and 3N interactions.
2.3.1. Fits of 3N interactions based on fixed NN interactions (∆-less)
One of the most natural observables for constraining the LECs of 3N interactions is the binding energy of 3N
systems. In fact, for most 3N interactions developed in recent years the three-body ground-state energy has been used
as one of the fitting observables. Calculations based on only NN interactions typically lead to a reasonable agreement
with the experimental ground-state energies of 3H and 3He (E3H = −8.482 MeV and E3He = −7.781 MeV [149]), with
a total net effect of 3N interactions typically of the order of 1 MeV or less. Due to subtleties connected to the precise
treatment and infrared regularization of the Coulomb interaction for calculations of 3He, usually the 3N couplings are
fitted to the ground-state energy of 3H. Such fits provide a relation between the two couplings, i.e., formally a function
of the form cE(cD). Figure 8 shows an example of such relations for interactions at N2LO and N3LO for the recently
developed NN interactions of Ref. [188]. It can be argued if the perfect reproduction of the experimental ground-state
energy is useful, given that the interactions contain inherent uncertainties due to truncation effects of neglected higher
order terms of the chiral expansion. It might be more natural and meaningful to take into account these uncertainties at
a given order in the chiral expansion by fitting the LECs to some range around the experimental value. Such a fit would
result in a correlation band between cD and cE instead of a correlation line. Such a strategy would allow to investigate
to what degree fits to different observables are consistent at a given order in the chiral expansion. Work along these
directions is currently in progress. For the full determination of both 3N couplings, cD and cE , a second few-body
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FIG. 2: (Color online) Determination of the LEC cD from the di↵erential cross section in elastic pd scattering, total nd cross
section and the nd doublet scattering length 2a for the cuto↵ choices of R = 0.9 fm and R = 1.0 fm. The smaller (blue) error
bars correspond to the experimental uncertainty while the larger (orange) error bars also take into account the theoretical
uncertainty estimated as described in Ref. [20]. The violet (green) bands show the results from a combined fit to all observables
(to observables up to EN = 108 MeV).
observables we consider [48].
As shown in Fig. 2, the strongest constraint on cD results from the cross section minimum at the lowest considered
energy of EN = 70 MeV. While the di↵erential cross section data at EN = 135 MeV have the same statistical and
systematic errors, the significantly larger theoretical uncertainty at this energy leads to a less precise determination
of cD. It is also interesting to see that the doublet scattering length
2a, whose experimental value is known to a
high accuracy of ⇠ 1%, does not constrain cD at N2LO. This is in line with the known strong correlation between
2a and the 3H binding energy (the so-called Phillips line [49]), see also Ref. [35] for a similar conclusion. Performing
a  2 fit to all considered observables, we obtain the values of cD = 1.7 ± 0.8 for R = 0.9 fm and cD = 7.2 ± 0.7 for
R = 1.0 fm. When including the data only up to 108 MeV, the resulting cD values read cD = 2.1± 0.9 for R = 0.9 fm
and cD = 7.2 ± 0.9 for R = 1.0 fm. The corresponding cE values are cE =  0.329+0.103 0.106 (cE =  0.381+0.117 0.122) for
R = 0.9 fm and cE =  0.652± 0.067 (cE =  0.652+0.086 0.087) for R = 1.0 fm using experimental data up to 135 MeV (up
to 108 MeV).
It is important to address the question of robustness of our approach to determine the constants cD and cE . To
this end, we performed fits to the Nd di↵erential cross section data in a wider range of center-of-mass (c.m.) angles.
In Fig. 3 we show the resulting description of the data along with the corresponding  2 as a function of cD for the
already mentioned pd data at E = 70 [41], 108 [42] and 135 MeV [41]. The actual calculations have been performed
for R = 0.9 fm using five di↵erent cD values namely cD =  2.0, 0.0, 2.0, 4.0 and 6.0. In all cases, the cE-values are
taken from the correlation line shown in Fig. 1. The shown  2 does not take into account the estimated theoretical
uncertainty of our calculations. Notice further that in all cases, we have taken into account the systematic errors in
addition to the statistical ones as given in Refs. [41, 43]. While the resulting cD values at 70 MeV and 108 MeV
are close to each other and also to the recommended value of cD ⇠ 2.1 from the global fit quoted above, the fit to
the E = 135 MeV data prefers a value of cD ⇠  0.7. However, taking into account the relatively large theoretical
uncertainty at E = 135 MeV, the extracted values of cD at all three energies are still compatible with each other, see
the left graphs of Fig. 2 and left panels of 3.
III. ND SCATTERING
We are now in the position to discuss our predictions for nucleon-deuteron (Nd) scattering observables. To this aim,
we calculate a 3N scattering operator T by solving the Faddeev-type integral equation [39, 50–52] in a partial wave
momentum-space basis. Throughout this section, we restrict ourselves to the harder regulator value of R = 0.9 fm in
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already mentioned pd data at E = 70 [41], 108 [42] and 135 MeV [41]. The actual calculations have been performed
for R = 0.9 fm using five di↵erent cD values namely cD =  2.0, 0.0, 2.0, 4.0 and 6.0. In all cases, the cE-values are
taken from the correlation line shown in Fig. 1. The shown  2 does not take into account the estimated theoretical
uncertainty of our calculations. Notice further that in all cases, we have taken into account the systematic errors in
addition to the statistical ones as given in Refs. [41, 43]. While the resulting cD values at 70 MeV and 108 MeV
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III. ND SCATTERING
We are now in the position to discuss our predictions for nucleon-deuteron (Nd) scattering observables. To this aim,
we calculate a 3N scattering operator T by solving the Faddeev-type integral equation [39, 50–52] in a partial wave
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Figure 9: Left: Neutron-deuteron scattering length 2and as function of the LEC cD. The relation between cD and c has been determined by fits of
the 3H binding energy based on he NN interactions of Ref. [198] for two diff rent cut ff values. The sh d d band indicat s the un rtainty of the
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to E = 108 MeV). Figure adapted from Ref. [33].
observable is needed. Ideally both observables should be as uncorrelated as possible. Examples of quantities that
exhibit significant correlations are the binding energy of 3He/3H and 4He (“Tjon line” [208, 209]) or between 3He/3H
binding energy and the neutron-deuteron (nd) scatt ring length (“Phillips line” [210]). The correlation manifests itself
in the form of a mild sensitivity of the results for the correlated observables as a function of the remaining coupling
constant.
In the left panel of Figure 9 we show as an example the results for the nd-scattering length as a function of the
LEC cD after the cE coupling has been fixed to the exp rimental 3H binding energy for ea h value of D [170]. Th
results show that the nd scattering length is rather insensitive to cD since the theoretical results are compatible with
the experimental constraints over a w de range of c lues. In addition, minor vari tions of the cutoff, regularization
schemes and inclusion of higher-order terms tend to lead to significant changes in the values of the extracted LECs.
This makes it hard or even mp ssible to extract ti ht a d robust constr ints on thi LEC from a fit to the scattering
length alone. One possibility to improve such a fit is to include additional scattering observables and perform a global
fit. An example of such an analysis is shown in the right panel of Figure 9. Th figure shows the constraints on cD
resulting from the reproduction of the proton-deuteron differential cross section data at E = 70 and 135 MeV based
on interactions at N2LO of Refs. [189, 204] (see Ref. [33] for details). Such a more global analysis allows to improve
the significance and robustness of a fit based on three-body scattering observables.
Another three-body scattering observable sensitive to 3N i teraction co tributions is connected to th long-
standing “Ay puzzle” [26, 211]. This puzzle refers to the observed large discrepancy between theoretical predictions
and experimental measurements of a particular polarization observable, the so called vector analyzing power, in elas-
tic nucleon-deuteron scattering in the region of its maximum around the center-of-mass angle Θcm ≈ 120◦ and for
incoming nucleon energies below E ≈ 20 MeV [26, 212, 213]. So far, no satisfactory resolution of this puzzle has
been found. However, it should be emphasized that the low-energy vector analysing power is a fine-tuned observable
which is very sensitive to changes in 3P j NN force components [187]. Thus, it is not obvious if the observed discrep-
ancies can be mainly attributed to deficiencies of presently used NN interaction or to genuine three-body effects (see
also Figure 64).
In Figure 10 we show as another example the results of 3N interaction fits using quantum Monte-Carlo methods
to the binding energy of 4He and the spin-orbit splitting in the nα P-wave phase shifts, i.e., a five-body scattering
observable [52]. These calculations are based on the NN interactions presented in Refs. [50, 51] and use a purely
local coordinate-space regularization scheme (see Section 3.7 for details). These calculations demonstrate that the
employed NN and 3N interactions derived from chiral EFT up to N2LO are capable of correctly predicting nα scat-
tering phase shifts and properties of light nuclei within theoretical uncertainties. The inclusion of nα scattering phase
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shifts in the fitting process was triggered by the inability of previous phenomenological 3N interactions like the Ur-
bana IX interaction [214] to correctly describe the spin-orbit splitting in neutron-rich systems, which in turn motivated
the inclusion of three-pion exchange diagrams in the Illinois 3N models [215]. Since the nα scattering phase shifts
are sensitive to three-neutron forces, this strategy might constrain this part of the 3N interactions and lead to a better
agreement in neutron-rich systems. In addition, the results of Ref. [52] investigated the impact of the Fierz-ambiguity
on observables when using local regulators (see Section 3.7.4 and also Ref. [216]) and showed that the fitted NN plus
3N interactions lead to pure neutron matter results in good agreement with other works [178].
For comparison to the results shown in Figure 9 we show in Figure 11 3N fits based on observables that are less
correlated, in this case the 3H binding energy and the β decay half-life of 3H. The latter observable was first sug-
gested in Ref. [217] in the year 2006 as a suitable observable to constrain 3N forces, while it was first implemented
in Ref. [148] three years later. Such fits based on electroweak reactions take advantage of one of the key strengths
of chiral EFT, that nuclear interactions and nuclear currents are derived from the same Lagrangian and hence contain
the same low-energy couplings. In particular, for the calculations in Ref. [148] and later in Refs. [37, 218, 219] the
dependence of the axial two-body current on the 3N coupling cD was exploited2. This dependence leads a strong
sensitivity in the predictions of the 3H half-life, which can be measured quite accurately [221]. The two panels of
Figure 11 show the ratio of the theoretical and experimental values of the reduced Gamow-Teller transition matrix
elements for different interactions as a function of cD (see also Section 5.7). The shaded region indicate the experi-
mental uncertainty of the transition matrix element (see Refs. [148, 219] for details). Of course, the specific values of
cD that are consistent with the experimental value sensitively depend on the employed NN interactions. However, it
is generally true that the sensitivity of the 3H half-life on the 3N coupling is much stronger than for more correlated
observables like in Figure 9 and hence in principle allows for tighter constraints on this coupling.
However, we note that contributions from the leading one-body currents already contribute about 98% of the total
transition strength for the shown NN interaction in Figure 11, which implies that the 3N coupling cD is effectively fit-
ted to a 2% discrepancy to experimental values. In addition, such fits based on electroweak currents involve additional
sources of uncertainty that are not present in pure nuclear structure calculations. These uncertainties concern the way
the nuclear current operators are regularized. The right panel of Figure 11 shows that a variation in the current cutoff
2We note that in all original publications an incorrect factor of −4 was included in the coefficient multiplying the coupling cD in the nuclear
current [220]. This error was corrected later in all those references.
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It was recently brought to our attention [1] that Eq. (2) contains an erroneous factor of −4 in the coefficient multiplying
the cD low-energy constant (LEC). The correct expression for the strength dˆR of the contact term of the meson-exchange
currents (MEC) is given by
dˆR ¼ − MN4ΛχgA cD þ
1
3
MNðc3 þ 2c4Þ þ 16 : ð2Þ
This mistake affects the determination of the LEC cD entering the one-pion exchange plus the contact term of the three-
nucleon (NNN) force at next-to-next-to-leading order (N2LO) from the triton β decay, i.e., the results shown in Fig. 3. The
correct results are shown in the figure below, where the shaded area represents a 2σ tolerance band. Agreement with the
empirical value based on a 2σ error bar is found for cD ¼ 0.83% 0.24. The corresponding cE values are given by
cE ¼ −0.052þ0.033−0.034 . As in the original Letter, the computed hEA1 itheor=hEA1 iemp ratio is rather insensitive to the NNN force.
However, due to the roughly factor of −4 rescaling of cD, the difference with respect to results obtained using A ¼ 3 wave
functions produced by the phenomenological AV18 nucleon-nucleon (NN) potential and by the next-to-next-to-next-to-
leading order (N3LO) NN potentials of Epelbaum et al. [30] is now amplified. Similarly, calculations (without NNN force)
carried out by setting c4 to 3.4 GeV−1 in the axial-vector current, while the A ¼ 3 wave functions are obtained from the
N3LO NN potential of Ref. [22] produces a shift of about −1.2 in the cD values.
Table I displayed the 3H, 3He, and 4He ground state (g.s.) energies and point-proton radii obtained using the N3LO NN
potential [22] with and without the local N2LO NNN interaction [23] with cD ¼ −0.2 and cE ¼ −0.205. The updated table
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scale can lead to a strong variation of the extracted cD values. These results indicate that the uncertainties of the LECs
due to the regulator dependence of the nuclear forces and currents can lead to significant uncertainties for nuclear
structure observables. The observed dependence may also be related to possible inconsistencies in the power counting
in the currents due to the non-trivial enhancement of some contributions [158]. In order to systematically reduce these
uncertainties more detailed studies are required to find a consistent way of regularizing nuclear interactions and cur-
rents ensuring also the validity of the continuity equation. In Ref. [222] it was shown that the currents and interactions
indeed fulfill the continuity equation at the operator level, i.e., for infinite cutoffs. Generalizing this analysis to regu-
larized matrix elements will provide additional nontrivial constraints for a consistent way of regularizing electroweak
currents.
In Ref. [123] another set of few-body observables was used to fit the 3N interactions, the 3H binding energy and
the charge radius of 4He. The main focus of this work was to explore properties of symmetric nuclear matter (see
also Section 5.1) based on NN plus 3N interactions which are only constrained by two- and few-body physics. The
historical route to heavy nuclei is through infinite nuclear matter, a theoretical uniform limit that first turns off the
Coulomb interaction, which otherwise drives heavier stable nuclei toward an imbalance of neutrons over protons and
eventually, instability. However, predicting nuclear matter based on microscopic nuclear forces has proved to be an
elusive target for a long time. In particular, few-body fits have not sufficiently constrained 3N interactions around
saturation density such that nuclear matter calculations are predictive. Nuclear matter saturation is very delicate,
with the binding energy resulting from cancellations of much larger potential and kinetic energy contributions. When
a quantitative reproduction of empirical saturation properties was obtained, it was imposed by hand through the
adjustment of short-range three-body forces (see, e.g., Refs. [225, 226]).
It is not unnatural to expect a correlation between theoretical predictions for heavier nuclei and nuclear matter.
Naively, one might be tempted to expect that nuclear interactions that predict a saturation point in good agreement
with the empirical saturation point E/A = −16 MeV and n0 = 0.16 fm−3 should also lead to a reasonably realistic
descriptions of heavier nuclei. In Ref. [123] the nuclear matter many-body calculations were simplified by an RG
evolution of the NN interaction to lower resolution scales [20] (see also Section 4.2). Given that at the time of that
work no consistent evolution of 3N interactions in momentum space was possible yet, a hybrid approach for the
determination of the 3N interactions was employed instead. While the NN interaction of Ref. [199] was SRG-evolved
to lower resolution scales λSRG, the 3N interactions were fitted to the 3H binding energy and 4He charge radius at
each resolution scale with a fixed cutoff scale Λ3N. This strategy is implicitly based on the assumption that the ci
coefficients of the long-range two-pion-exchange part are not modified by the RG and the N2LO 3N interactions serve
as a truncated “basis” for low-momentum 3N interactions. In Section 5.1 we compare this approach to calculations
based on consistently-evolved NN plus 3N interactions and present the new results based on the framework presented
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in Section 4.2.
The left panel of Figure 12 shows the results for symmetric nuclear matter energy per particle as a function of
the Fermi momentum kF with n = 2k3F/(3pi
2) and in particular illustrates the role and importance of 3N interactions
for saturation when using low-resolution NN interactions. While calculations based on only NN interactions do not
exhibit saturation in the shown density region (dashed lines), the inclusion of contributions from 3N interactions
lead to saturation properties in reasonable agreement with the empirical region (grey rectangle) even though the 3N
interactions have been fit to only few-body systems. The right panel shows the detailed results for the saturation
points of different NN plus 3N interactions at different orders in the many-body expansion (see Ref. [130] for details),
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while the results based on the forces derived in Ref. [123] are indicated by the labels λSRG/Λ3N. Evidently, there is a
pronounced linear correlation between the density and energy similar to the “Coester line” [229]. In contrast to the
original Coester line with NN potentials only, however, the green band encompassing all shown theoretical saturation
points overlaps with the empirical saturation region because of the inclusion of 3N forces.
Furthermore, a systematic trend towards higher saturation densities and larger binding energies was found with
decreasing NN resolution scale λSRG. This trend translates in a systematic way to the ground-state energies and radii of
finite nuclei over a wide mass range, from 4He to much heavier nuclei up to 78Ni as shown in Figure 13. Remarkably,
all calculated ground-state energies based on the “1.8/2.0” interaction are in very good agreement with experiment,
except for the neutron-rich oxygen isotopes 22,24O. The other three shown interactions follow the same pattern but
are shifted by as much as 1.5 MeV/A in the case of the “2.0/2.0 (PWA)” interaction (see Ref. [123] for details). The
experimental charge radii are enclosed by the “2.2/2.0” and “2.0/2.0 (PWA)” results, but the trend observed for the
closed-shell nuclei studied in detail already above appears to hold at least up to 78Ni. That is, radii with “1.8/2.0” to
“2.2/2.0” are too small, but “2.0/2.0 (PWA)” gives slightly too large radii. As in the case of ground-state energies, the
radius systematics is similar for all Hamiltonians, with mainly only a constant shift for the different interactions. This
behavior for the ground-state energy and charge radii is clearly reminiscent of the Coester-like line for the saturation
points of the four Hamiltonians considered, as shown in the right panel of Figure 12. However, the reason why in
particular interaction “1.8/2.0” leads to such an excellent agreement with experimental ground-state energies remains
an open question. Nevertheless, thanks to these promising results for heavier nuclei this set of interactions has been
used quite intensively in recent years in ab initio studies of medium-mass nuclei. We will present a selection of these
results in more detail in Section 5.
The results discussed above highlight the importance of realistic saturation properties of infinite matter for nuclear
forces, even though a deeper and more quantitative understanding of the connection between properties of matter and
finite nuclei is still lacking. This suggests that it might be useful to include information about saturation properties in
the construction of the interactions. However, the explicit incorporation of nuclear matter properties in the fit process
of nuclear forces has not been achieved until recently [130]. In Figure 14 we show results form the saturation point
based on NN interactions of Ref. [188] at N2LO and N3LO as a function of the LEC cD (annotated numbers of the data
points), while the relation between cD and cE was determined via the 3H binding energy (see Figure 8). Note that for
such fits to nuclear matter properties effectively two LECs are fitted to three observables, E3H, the saturation energy
E(n0)/A, and the saturation density n0. Hence it is a priori not obvious that a reasonable simultaneous reproduction
of all observables can be achieved. Remarkably, for the shown cases in Figure 14 a reasonable reproduction can be
achieved for all four interactions. These best fits are indicated by the black diamonds in each panel. In Section 5 we
will present first results for finite nuclei based on these interactions.
Finally, properties of light and medium-mass nuclei have also been investigated based on chiral NN and 3N
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TABLE IV. Binding energies (E) in MeV, charge radii (Rch) in fm, for 2,3H and 3,4He at LO, NLO, and NNLO with ! = 500 MeV, with
and without the" isobar and compared to experiment. For the ground state of 2H we also present the quadrupole moment (Q) in e fm2 and the
D-state probability (PD) in %. Experimental charge radii are from Ref. [54]. Estimates of the EFT truncation errors given in the parenthesis,
and at LO we report the truncation error belonging to the "-full expansion.
LO(500) NLO(500) "NLO(500) NNLO(500) "NNLO(500) Expt.
E(2H) 2.04(16) 2.04(12) 2.12(5) 2.16(3) 2.18(2) 2.2245
Rch(2H) 2.15(16) 2.164(16) 2.153(7) 2.149(4) 2.1459(19) 2.1421(88)
PD(2H) 7.80(3.97) 3.55(1.17) 3.82(1.09) 3.93(32) 3.97(30) –
Q(2H) 0.317(42) 0.273(12) 0.276(11) 0.275(3) 0.276(3) 0.27a
E(3H) 10.47(1.97) 8.42(56) 8.91(43) 8.49(16) 8.50(12) 8.48
Rch(3H) 1.54(21) 1.71(5) 1.71(5) 1.75(1) 1.75(1) 1.7591(363)
E(3He) 9.50(1.80) 7.66(51) 8.11(40) 7.72(14) 7.70(11) 7.72
Rch(3He) 1.68(30) 1.93(7) 1.92(7) 1.97(2) 1.98(2) 1.9661(30)
E(4He) 37.00(8.69) 29.22(2.15) 30.70(2.38) 28.31(60) 28.31(65) 28.30
Rch(4He) 1.39(28) 1.60(7) 1.62(6) 1.68(2) 1.67(2) 1.6755(28)
aCD-Bonn value [22].
To assess the impact of the " isobar in finite nuclei we
calculated the binding energies and charge radii for 4He,
16O, and 40Ca order-by-order, i.e., at LO, NLO, and NNLO.
Figure 5 shows the results using the "-full interactions with a
momentum cutoff ! = 450 MeV. The ground-state energies
are E(16O) = −108.8(11.4), −120.3(6.4), and −117.0(1.8)
MeV and E(40Ca) = −216(97), −312(52), and −309(14)
MeV at LO, NLO, and NNLO, respectively. The charge radii
are Rch(16O) = 1.96(0.76), 2.63(0.36), and 2.73(0.10) fm and
Rch(40Ca) = 2.29(1.25), 3.41(0.61), and 3.55(0.17) fm at LO,
NLO, and NNLO, respectively. Before we analyze the results,
we estimate the systematic uncertainties from the truncation
of the EFT. Again we follow Refs. [17,66], use Eq. (1), and set
the momentum scale p = mπ for our low-energy observables.
The predicted charge radii are accurate at each order within
−11
−9
−7
−5
−3
E
/A
[M
eV
]
4He 16O 40Ca
1.5
2.5
3.5
R
ch
[f
m
]
FIG. 5. Ground-state energy (negative of binding energy) per
nucleon and charge radii for selected nuclei computed with coupled
cluster theory and the "-full potential (! = 450 MeV). For each
nucleus, from left to right as follows: LO (red triangle), NLO (green
square), and NNLO (blue circle). The black bars are data. Vertical bars
estimate uncertainties from the order-by-order EFT truncation errors
σ (LO), σ (NLO), and σ (NNLO). At NLO and NNLO we estimate a
conservative 95% confidence interval, i.e., 1.96× σ . See the text for
details.
uncertainties. Already at NLO, which is independent of the
subleading 2π -exchange LECs ci , we obtain an accurate
description of both radii and binding energies of 4He, 16O,
and 40Ca. At NNLO, the charge radii also exhibit a first
sign of convergence in terms of the chiral expansion. Binding
energies exhibit a nearly identical order-by-order increase in
precision but somewhat underbind nuclei at NNLO. These
results demonstrate that the " isobar can play an important
role also in low-energy nuclear structure and nuclear saturation
[14,50].
The" degree of freedom also impacts the stability of nuclei
with respect to breakup into alpha particles. At LO, 16O and
40Ca are not stable with respect to alpha emission. Similar
results were observed in pionless EFT [67–69] and nuclear
lattice EFT [25]. However, the " modifies the 2π exchanges
between nucleons, and we observe that the"-full interactions
at NLO and NNLO yield nuclei that are stable with respect to
alpha emission. This is in stark contrast to results we obtained
here using the "-less NLO and NNLO interactions at cutoff
! = 450 MeV, and to those of Ref. [20].
Table V summarizes binding energies, radii, and also the
neutron skins of nuclei with closed subshells up to 48Ca. Note
that the lack of a spin-orbit (LS) force at LO results in energy
degeneracies that hamper CC calculations of non-LS-closed
nuclei. Therefore, we can obtain EFT truncation errors only
for 16O and 40Ca using Eq. (1). For 48Ca we predict a neutron
skin of Rskin = 0.15 fm at "NLO and "NNLO, consistent
with the recent ranges 0.14–0.20 fm and 0.12–0.15 fm from
Ref. [70] and Ref. [7], respectively.
Figure 6 shows the charge form factor at "NLO and
"NNLO, compared to NNLOsat [18] and data. The charge
form factor is obtained by a Fourier transform of the intrinsic
charge density [7,72], and agrees with data for momentum
transfers up to about q ≈ 2.5 fm−1. Also for this quantity,
the "NLO results indicate an improved convergence of chiral
expansion compared to the "-less formulation.
We also computed spectra of various nuclei. These explo-
rations exhibited mixed results: While the low-lying states in
17O were in good agreement with data, 25O is bound at"NNLO
024332-6
natural for all models, while cD only for models Ib and IIa.
Lastly, in the Supplemental Material [46], we show that the
NV2þ 3 chiral interactions developed here do not resolve
the discrepancies between the calculated and measured
polarization observables in low-energy pd elastic scatter-
ing, including the well-known “Ay puzzle” [56,57].
Before presenting the GFMC predictions for the spectra
of larger nuclei, it is worthwhile comparing the HH and
GFMC results for the three- and four-nucleon bound states.
The GFMC-calculated ground-state energies with model
NV2þ3-Ia are E0ð3HÞ¼−8.463ð9Þ, E0ð3HeÞ¼−7.705ð9Þ,
and E0ð4HeÞ ¼ −28.24ð3Þ, where the Monte Carlo stat-
istical errors are given in parentheses. The small differences
(≲0.5%) between the HH results listed in Table I and the
GFMC ones are due in part to intrinsic numerical inaccur-
acies of these methods, and in part to the fact that the HH
wave functions include small admixtures with total isospin
T ¼ 3=2 for A ¼ 3 nuclei, and T ¼ 1 and 2 for A ¼ 4,
beyond their corresponding dominant isospin components
with T ¼ 1=2 and T ¼ 0. These admixtures are induced by
ISB terms present in the NV2 interaction models, which are
negl ct d in the present GFMC calculations.
The GFMC energy results calculated with the NV2þ
3-Ia model are shown in Fig. 2 for 37 different nuclear
states in A ¼ 4–12 nuclei. They are compared to results
from the older AV18þ IL7model [1] and experiment [54].
The agreement with experiment is impressive for both
Hamiltonians, with absolute binding energies very close to
experiment, and excited states reproducing the observed
ordering and spacing, indicating reasonable one-body spin-
orbit splittings. The rms energy deviation from experiment
for these states is 0.72 MeV for NV2þ 3-Ia compared to
0.80 MeV for AV18þ IL7 (note that 11B has not been
computed with AV18þ IL7). The signed average devia-
tions, þ0.15 and −0.23 MeV, respectively, are much
smaller, indicating no systematic over- or underbinding
of the Hamiltonians. For both Hamiltonians, the inclusion
of the 3N interactions is in many cases necessary to get
ground states that are correctly bound against breakup; e.g.,
6He is not bound with just the NN interaction [36], but is in
the current work. The lowest 3þ and 1þ states of 10B are of
particular interest. For both AV18 and NV2-Ia without 3N
interactions, the 1þ state is incorrectly predicted as the
ground state (for NV2-Ia by 1.9 MeV) but including the 3N
interactions gives the correct 3þ ground state. However, it is
important to emphasize that in the AV18þ IL7 model the
four parameters in the 3N interaction are fitted to the
energies of many nuclear levels up to A ¼ 10.
Twelve of the states shown are stable ground states,
while another six are particle-stable low-lying excitations;
i.e., they decay only by electroweak processes. The
remaining states are particle-unstable; i.e., they can decay
by nucleon or cluster emission, which is much more rapid
than electroweak decay, but about half of these have narrow
decay widths ≤ 100 keV. Because the GFMC method does
not involve any expansion in basis functions, it correctly
includes effects of the continuum. If the energy propagation
is continued to large enough imaginary time τ, the wave
function will evolve to separated clusters and the energy to
the sum of the energies of those clusters. For the physically
narrow states, the GFMC constrained-path propagation
starting from a confined variational trial function reaches
FIG. 2. The energy spectr of A ¼ 4–12 nuclei obtained with the NV2þ 3-Ia chiral interactions are compared to experimental data
[54]. Also shown are results obtained with the phenomenological AV18þ IL7 interactions [1].
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Figure 15: Left: Ground-state energy per nucleon and charge radii of selected nuclei b sed on the ∆-full interactions of Ref. [142] at LO (red
triangle), NLO (green square), and N2LO (blue circle). The black bars show the experimental data. Error bars are esti ated from the order-by-
order EFT truncation errors following Ref. [204] (see also Section2.4). Figure taken from Ref. [142]. Right: Energy spectra of selected nuclei
obt ined with the int raction of Ref. [54] compared to experimental data [232]. Figure taken from Ref. [54].
interactions using Lattice EFT methods [63, 70–72]. For these studies the rel tion between the couplings cD and cE
was fixed via the 3H binding energy [64], while the value for cD could only be constrained to the regime cD ∼ O(1)
using the spin-doublet nucleon-deuteron scattering phase shifts [65]. For the practical calculations, like those of the
Hoyle state in 12C [67], the authors set cD = 0, while they studied the sensitivity of the results to changes cD ± 1.
Generally, the effects of this modification were found to be minor [230]. In Ref. [70] results for nuclei up to 28Si were
presented based on NN and 3N interactions up to N2LO and using a low cutoff scale. For heavier systems, A ≥ 16,
a significant overbinding was observed which was attributed to too attractive 3N interactions at this order and for the
employed low cutoff scale, which in turn leads to the formation of alpha clusters on single lattice points. The addition
of a single empirical repulsive 4N interaction allowed to fix this overbinding effect. This additional interaction was
argued to mimic the effects of higher-order interactions that should become particularly important when using low
resolution interactions, similar to those generated by SRG transformations (see Section 4.2).
2.3.2. Fits of ∆-full 3N interactions
In Ref. [142] NN and 3N interactions were constructed with and without explicit inclusion of the ∆-isobar degree
of freedom up to N2LO, following exactly the same fitting protocol for both formulations. The 3N LECs were fitted
to the binding energy and point-proton radius of 4He, respectively. Based on these interactions, properties of medium-
mass nuclei and also matter were investigated, which in particular allowed to study in detail the differences between
∆-less and ∆-full nuclear interactions. While the results for radii and binding energies turn out to be in remarkable
agreement with experiment based on the ∆-full interaction (see left panel of Figure 15), the ∆-less interactions produce
nuclei that are not bound with respect to breakup into α particles. In addition, the saturation properties of symmetric
nuclear matter are also significantly improved for the ∆-full interaction.
In Ref. [54] 3N interactions within ∆-full chiral EFT were fitted to the ground-state energy of 3H and the central
value of the neutron-deuteron scattering length 2and based on the NN interactions presented in Ref. [203]. Even
though these two observables exhibit a strong correlation (see Section 2.3.1) these fits lead to a good reproduction of
ground state states and excited states of light nuclei up to A = 12 (see right panel of Figure 15). The agreement with
experiment is of the same quality as calculations based on the phenomenological Argonne v18 interaction, augmented
with 3N interactions that were fit to observables of nuclei beyond A = 3. In Ref. [137] the 3N LECs cD and cE were
fitted to properties of symmetric nuclear matter based on the same local NN interaction of Ref. [203]. The obtained
values for the LECs differ quite significantly from the values found in Ref. [54]. Some of the difference can most likely
be attributed to the approximate treatment of the angular dependence of the momentum transfer in the local regulator
during the incorporation of the 3N interactions in the many-body calculations via normal-ordering (see discussions in
Section 4.3.1 and also Ref. [231]).
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Figure 15: Comparison between selected NN and N experimental data sets and theoretical calculations for chiral interactions at LO, NLO and
NNLO. The bands indicate the total errors (statistical plus model errors). (a) np total cross section for the sequentially optimized interactions
with no clear signature of convergence with increasing chiral order. All other results are for the simultaneously optimized interactions: LOsim,
NLOsim and NNLOsim. (b) np total cross section; (c) np di↵erential cross section; (d) N charge-exchange, di↵erential cross section; (e) N elastic,
di↵erential cross section.
Accordingly, in a momentum representation the three particles can be characterized by three single-particle mo-
menta k1, k2 and k3 or by the corresponding relative and total center-of-mass momenta:
p{12} =
m2k1   m1k2
m1 + m2
P{12} = k1 + k2
q{12} =
1
M
⇥
(m1 + m2)k3   m3P{12}⇤
P3N = k1 + k2 + k3. (5)
The kinetic energy of the system can then be expressed in terms of single-particle momenta or relative Jacobi
momenta:
T =
3X
i=1
k2i
2mi
=
P23N
2M
+
p2{12}
2µ1
+
q2{12}
2µ2
(6)
with the reduced masses
µ1 =
m1m2
m1 + m2
, µ2 =
m3(m1 + m2)
M
. (7)
Corresponding relations can be derived in the basis representations {31} and {23} (see Figure 18). Since each choice
of variables represents a complete basis to describe the relative motion of the three particles, the di↵erent variables
are all related by linear transformations. These relations can be derived very easily and are summarized in Table 1 for
the case of equal masses, m1 = m2 = m3.
The di↵erent basis representations are related by a cyclic (or anticyclic) permutation of particles. Lets consider
a generic three-body state |abci with some arbitrary single particle quantum numbers a, b and c. Now consider the
following permutation operators
P123 = P12P23, P132 = P13P23, (8)
whereas Pi j are the two-body transposition operators that exchange the particle labels of particles i and j, e.g.:
P12 |abci = |baci , P13 |abci = |cbai , etc. (9)
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Figure 16: Left: Comparison b tween neutron-proton total cro s section for the seque tially optimized interactions ((a), upper panel) and the
simultaneously-optimized interactions ((b), lower panel) at LO, NLO and N2LO. The bands show the total uncertainties, including statistical and
model uncertainties. Right: Ground-state energies of (a) 4He and (b) 16O using different optimization parameters for the maximal kinetic energy
Tlab and regularization cutoff scales Λ for the interaction N2LOsim. For reference, the experimental binding energies are E(4He) ≈ −28.3MeV,
indicated by the grey band in the upper panel and E(16O) ≈ −127 MeV, which is not visible on the shown scale. Figures adapted from Ref. [206].
2.3.3. Simultaneous fits of NN and 3N int ractions
For all fits discussed in the previous section, the determinati n of the 3N coupling consta ts amounts to an opti-
mization probl m i a t o-dim nsio al para eter space si ce ll LECs in th NN interaction have been fixed using
two-nucleon observables plus pion-nucleon d ta. Furthermo e, in cases when nly tw few-body observables are
used, the fitting p oblem of th 3N intera tions has by construction a unique solution if theoretical and experime tal
uncertainties are neglected. If more observables are considered (as, e.g., in the right panel of Figure 9) some kind of
χ2 minimization can be employed to find the optimal values for the LECs cD and cE .
However, within chiral EFT all contributions to NN and 3N interactions are derived on equal footing at each
order in the chiral expansion and thus depend on the same LECs. Hence it can be argued that it might be more
natural and consistent to determine the LECs of NN and 3N interaction as well as the underlying couplings of piN
scattering simultaneously instead of sequentially up to a given order. Of course, such a simultaneous fit is much
more challenging since the number of couplings and hence the dimension of the parameter space for the optimization
process obviously increases significantly. For example, the NN interactions derived within Weinberg’s power counting
scheme (see Section 2.1) in naive dimensional analysis contain 2,7,0,12,0 new unknown short-range couplings at LO,
NLO, N2LO, N3LO and N4LO respectively [205] (see also Figure 4), while 3N interactions contain 2 new couplings
at N2LO and the terms at N3LO are predicted in a parameter free way3. The precise number of new 3N LECs at N4LO
is still unknown. That means the parameter space dimension involving 3N couplings increases from 2 to 11 at N2LO
and from 2 to 23 at N3LO for simultaneous fits of NN and 3N interactions, which requires powerful and efficient
few-body and optimization frameworks.
In Ref. [206] a first automated optimization fra ework for NN and 3N interactions was presented using scattering
and bound-state observables in the pion-nucleon, nucleon-nucleon, and few-nucleon sectors. The framework allows
to perform parameter optimizations in large spaces, study correlations between the different parameters and perform
3Note that in Ref. [205] it was shown that the number of LECs in NN interaction terms at N3LO can be reduced by three due to the presence of
redundant couplings.
20
20
0
20
40
60
80
δ(
1 S
0
) 
(d
e
g
)
1S0
50
40
30
20
10
0
10
20
δ(
3 P
0
) 
(d
e
g
)
3P0
Nijm M.E.S.
NNLOsat
E.G.M. N2LO
0 50 100 150 200
TLab (MeV)
50
0
50
100
150
200
δ(
3 S
1
) 
(d
e
g
)
3S1
0 50 100 150 200 250
TLab (MeV)
30
25
20
15
10
5
0
δ(
3 D
1
) 
(d
e
g
)3D1
9
8
7
6
5
4
E
/A
 (
M
e
V
)
Expt.
4 He 8 He 14 C 16 O 40 Ca
0.6
0.4
0.2
0.0
∆
r c
h
 (
fm
)
NNLOsat
a
b
c
d
e
f
g
h
i
Figure 17: Left: Neutron-proton scattering phase shifts obtained from the interaction N2LOsat (red diamonds) compared to the Nijmegen phase
shift analysis (black squares). The green bands shows the results of the N2LO interactions of Ref. [233] for comparison. Right: Ground-state
energies per nucleon (top panel), and differences between computed and experimental charge radii (bottom panel) for selected nuclei computed
with different chiral interactions. Figures taken from Ref. [141].
a statistical analysis of systematic uncertainties. Furthermore it is possible to in- and exclude observables and adapt
the weighting of scattering observables at different energies in a straightforward and flexible way. The framework
was used to construct a set of NN plus 3N interactions at different orders in the chiral expansion and using different
regularization scales. In particular, the effects of a simultaneous fit of NN and 3N couplings compared to a sequential
treatment was investigated. The left panel of Figure 16 shows the uncertainty bands for the total neutron-proton cross
sections at different orders for these two approaches. While the results for the sequential fit (upper panel) show no
clear sign of convergence with increasing chiral order, the simultaneous fits lead to a reproduction of the scattering
observables with systematically reduced uncertainty bands towards higher orders. The right panel of the figure shows
the predictions for the ground-state energies of 4He and 16O based on the derived potentials at N2LO for different cutoff
scales and different values of T maxlab , which controls the upper energy limit of the included NN scattering observables
in the fit (see Ref. [206] for details). While the energy variation for all considered potentials is only about 2 MeV
for 4He, it increases significantly to about 35 MeV for 16O. In addition, the obtained energy range for 16O does not
include the experimental value E ≈ 127 MeV (not visible in the shown Figure). These results raise some fundamental
questions concerning the size of theoretical uncertainties and the predictive power for many-mody observables when
the underlying nuclear interactions are only constrained by two- and few-nucleon observables.
The traditional paradigm for the construction of NN and 3N interactions has been to determine short-range cou-
plings in the lightest systems in which they contribute. According to this approach the 3N couplings cD and cE should
be determined based on three-body observables. This approach has several advantages:
1. Uncertainties of the many-body calculations are minimized since few-body systems can be solved exactly up to
numerical uncertainties.
2. Effects from four- and even higher-body forces can be cleanly disentangled as they do not contribute in three-
body systems.
3. For few-body systems it is possible to include nuclear structure as well as scattering observables in the fitting
process.
However, this strategy also has practical disadvantages, in particular for applications to medium-mass or even heavier
systems. For example, for interactions such as those used in Figures 12, 13 and 16, the calculation of many-body
systems like 16O involves a significant extrapolation in particle number from the systems that have been used to fit
the underlying interactions and the system under investigation. It is a priori not obvious how sensitive many-body
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Figure 18: Left: Posterior distribution functions for the NLO fit in the 3S1 channel to the np phase shifts with Emax = 100 MeV. The values of
the EKM NN interactions of Ref. [204] are denoted by the grey squares and lines. Right: The red band shows the propagated prediction for the
deviation of the phase shifts and mixing angle to the partial-wave analysis of Ref. [234]. The cyan dotted line shows the EKM result. Figure taken
from Ref. [235].
observables are to small changes in interactions when fitted only to few-body systems. This question is particularly
relevant since fits of LECs up to a given chiral order generally involve inherent uncertainties due to truncation effects
of the chiral expansion. In order to avoid such an extrapolation, it might be more efficient and stable to include
information about heavier systems in the construction of the interactions. By using properties of the heaviest nuclei
of interest as anchor points the extrapolation problem can be effectively changed into an interpolation problem, which
mathematically is typically much better behaved.
A first interaction, “N2LOsat”, following this strategy was presented in Ref. [141]. For the practical fit of the NN
and 3N LECs the automated optimization framework of Ref. [206] was employed. Again, all LECs were fitted simul-
taneously while binding energies and charge radii of 3H, 3,4He, 14C, and 16,22,24,25O were included in the optimization.
The implementation of such an optimization including many-body calculations requires significant computational
optimizations in order to make such calculations feasible. The maximum energy for the NN scattering observables
had to be limited to 35 MeV in order find a reasonable simultaneous reproduction of experimental scattering phase
shifts as well as many-body observables. The detailed theoretical results for scattering phase shifts and many-body
observables are shown in Figure 17. We note that the results for 40Ca are also in good agreement with experiment
even though the fit included only information up to oxygen. In addition, the saturation properties of symmetric nuclear
matter based on N2LOsat are in reasonable agreement with the empirical constraints (see Figure 12).
2.3.4. Bayesian parameter estimation
The fits of NN and 3N interactions discussed in the previous sections were all based on some kind of χ2 min-
imization procedures. That means the set of low-energy couplings of the interactions are determined such that a
given objective function, which encodes the deviation between some given input data and their theoretical predic-
tions, gets minimized. Recently, alternative strategies for estimating the couplings based on Bayesian statistics were
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Figure 19: Left: Consistency plot for the total np scattering cross section at different orders in the chiral expansion and based on the NN interactions
of Ref. [204]. The degree-of-beliefs (DoBs) were determined at energies Elab = 20, 40, . . . , 340 MeV. Figure taken from Ref. [238]. Right:
Estimated theoretical uncertainty for the chiral EFT results for np differential cross section (left) and polarization transfer coefficient Dt (right) at
laboratory energy of Elab = 143 MeV. The top and bottom rows correspond to different Bayesian models. The light- (dark-) shaded yellow, green,
blue and red bands show the 95% (68%) DoB intervals at NLO, N2LO, N3LO and N4LO, respectively. Dashed lines show the LO predictions.
Open circles refer to the results of the Nijmegen partial-wave analysis [234]. Figure adapted from Ref. [239].
proposed [236, 237]. Instead of extracting specific values for each of the couplings, such a framework allows to
determine posterior probability distributions for each coupling (see Figure 18), opens ways to systematically study
correlations between different couplings and observables and to naturally incorporate statistical and systematic uncer-
tainties in the analysis. Furthermore, the determination of the parameters can be guided by theoretical expectations,
such as naturalness, through the specification of Bayesian priors, which allows to avoid problems connected to the
overfitting of parameters. In Ref. [235] the framework was first applied to the NN interactions of Ref. [204] and
two major issues could be identified as part of the analysis. First, indications for degenerate couplings were found,
which were also validated and fixed in Ref. [205]. Furthermore, the incorporation of correlations between observables
in different kinematical regimes via Gaussian processes was discussed (see also Ref. [237]) and the stability of the
extraction with respect to the inclusion of data at higher energies was investigated.
2.4. EFT uncertainty quantification
One of the key benefits of calculations based on nuclear forces derived within a systematic EFT expansion is the
possibility to estimate theoretical uncertainties of results due to neglected interaction contributions at higher orders.
Calculations performed at different orders in the EFT expansion provide expansion coefficients for observables and
allow to study the convergence of the EFT expansion, which can in turn be used to estimate the size of the unknown
higher order terms. To be specific, let us consider an observable at a typical momentum scale p, for example, a
scattering cross section at a given energy. Then this observable is expected to take the following form within the EFT
expansion [240]:
X(p) = Xref(p)
∞∑
n=0
cn(p)Qn . (4)
Here Xref is a natural size of the considered observable and defines the scale of the observable. The parameter Q is the
expansion coefficient with Q = p/Λ, where Λ is the breakdown scale of the EFT. The coefficients cn are dimensionless
quantities which in general also depend on the momentum scale p, but are expected to be of order one since the scaling
factor Xref has been factored out. Some coefficients can also vanish due to symmetry reasons. If the series is truncated
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at order k then the truncation error is given by (see Ref. [240]):
∆X(k)(p) = ∆kXref(p) = Xref(p)
∞∑
n=k+1
cn(p)Qn . (5)
Different strategies have been developed to obtain an estimate for ∆X(k)(p) for chiral EFT given information on the
size of the computed coefficients c0, c1, ..., ck. In Ref. [204] a conservative prescription for the estimate was proposed
which at N3LO takes the following form:
∆XN
3LO(p) = max
(
Q5
∣∣∣XLO(p)∣∣∣,Q3∣∣∣XLO(p) − XNLO(p)∣∣∣,Q2∣∣∣XNLO(p) − XN2LO(p)∣∣∣,Q∣∣∣XN2LO(p) − XN3LO(p)∣∣∣) . (6)
The corresponding uncertainties at other orders follow accordingly. This estimate is based on the assumption that all
coefficients cn are of the same order of magnitude, which in turn allows to estimate the contributions at order n as the
leading order result Xrefc0 times the factors Qn. In particular, the differences of results at successive orders provide
various ways to estimate the leading order term in Eq. (5), for example:
Q3
(
XNLO(p) − XLO(p)) = Xref(p)c2(p)Q5 ≈ Xref(p)c5(p)Q5 ≈ ∆XN3LO(p) . (7)
The maximum of all available differences represents a conservative estimate for the truncation error and leads to
Eq. (6). It should be noted, however, that this prescription is also based on the assumption that the leading order
result XLO(p) already provides a reasonable description of a given observable. If that is not the case the first term in
Eq. (6) will typically dominate the uncertainty bands and the resulting estimates will not necessarily be reasonable
(see, e.g., Ref. [241]).
Another drawback of the strategy above is that it does not provide a statistical interpretation of uncertainty esti-
mates. A more systematic and quantitative determination of truncation errors can be achieved by employing Bayesian
frameworks instead [239, 240, 242, 243]. Such Bayesian analyses allow to extract statistical degree-of-belief (DoB)
intervals based on results up to a given order (see Figure 19), to study the consistency of a chosen breakdown scale
Λ (see, e.g. Ref. [238]) and also to explore the parameter estimation of the LECs in EFTs (see Refs. [235, 236, 238]
and Section 2.3.4). First Bayesian analyses of various NN and nucleon-deuteron scattering observables found that un-
certainties based on the Eq. (6) were in good agreement with 68% DoB intervals for particular prior choices [238, 239].
The generalization and improvement of these Bayesian analyses is presently a very active field of research. Cur-
rent work aims at improving the treatment of correlations between observables in different physical regimes via, e.g.,
Gaussian processes [243] or the extension of the analyses to heavier nuclei, including contributions from 3N inter-
actions. One additional challenge when investigating bound-state observables of atomic nuclei is the question how
to exactly determine the scale p in Eqs. (4) and (5) given that wave functions generally contain contributions from
various different momentum scales (see, e.g., the discussion in Ref. [244]). Such global analyses will open new ways
to benchmark NN and 3N interactions more systematically in different regimes of the nuclear chart, explore and test
different fitting strategies for the LECs, benchmark various regularization schemes (see also Section 3.7) and isolate
possible deficiencies of interactions regarding the description of specific observables of nuclei and matter (see also
Section 5).
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3. Representation and calculation of 3N interactions
In this section we give a comprehensive overview of fundamental techniques for the calculation of 3N interac-
tion matrix elements in a partial-wave basis representation. Many state-of-the-art few- and many-body frameworks
in nuclear physics like, e.g., Faddeev(-Yakubovsky), hyperspherical harmonics, no-core shell model, valence-shell
diagonalization, in-medium similarity renormalization group, coupled cluster, self-consistent Greens-Function and
many-body perturbation theory (see Table 1) are formulated in such a basis representation. That means the matrix
elements obtained from the methods discussed in this section can be incorporated in a straightforward way in all
these frameworks. On the other hand, frameworks based on Quantum Monte Carlo techniques or lattice effective field
theory require different representations of 3N interactions.
Specifically, in this section we discuss in detail how to efficiently calculate and represent 3N interactions in a
three-body partial-wave momentum representation. This basis representation has several conceptual advantages:
• The momentum representation does not contain an implicit infrared cutoff scale, in contrast to, e.g, a harmonic
oscillator (HO) representation (see, e.g., Refs. [245, 246]). This ensures that the long-range part of the interac-
tions is fully captured in this representation.
• The ultraviolet cutoff scale of the momentum representation can be specified explicitly by appropriate choices
of the discrete momentum meshes. Note that the ultraviolet momentum cutoff scale can vary significantly,
depending of the specific choice of regularization scheme and cutoff scale (see Section 3.7).
• The transformation from a momentum basis to a HO partial-wave representation can be performed in a straight-
forward and numerically stable way (see Section 3.9), whereas the inverse transformation is problematic since
a large number of HO states is required to represent a plane-wave state. This implies that a momentum repre-
sentation allows to apply the same interactions to few- and many-body frameworks that are formulated directly
in the momentum basis (like, e.g, the Faddeev(-Yakubovsky) equations or MBPT for nuclear matter) as well as
to frameworks for medium-mass nuclei, which are typically formulated in a HO representation (see Table 1).
3.1. Definition of coordinates
We consider a system of three interacting point particles with mass m1, m2 and m3 located at the coordinates x1,
x2 and x3. Starting from these single-particle coordinates we can introduce relative coordinates via the following
definitions [25, 247]:
r{12} = x1 − x2
R{12} =
m1x1 + m2x2
m1 + m2
s{12} = x3 − R{12}
R3N =
1
M
(
m1x1 + m2x2 + m3x3
)
, (8)
with the total mass M = m1 + m2 + m3. Here, r{12} represents the relative distance between particle 1 and 2, and R{12}
is the two-body center-of-mass coordinate of the subsystem consisting of particles 1 and 2, indicated in the following
by the index {12}. Of course, this choice is only one possible alternative. The choices {31} and {23} are equally valid
and are discussed in more detail below. The second relative coordinate s{12} is defined by the distance of the third
particle to the center-of-mass coordinate of subsystem {12}. These definitions can be generalized straightforwardly to
arbitrary particle numbers [25]. Parametrizing three particles in terms of relative coordinates r{12} and s{12} instead of
single-particle coordinates x1, x2 and x3 allows to explicitly factor out the total center-of-mass coordinate R3N. Thanks
to this factorization the total number of coordinates required for the description of translational invariant system can
be reduced from 3 to 2, which is of crucial importance for the practical representation of 3N interactions.
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Accordingly, in a momentum representation the three particles can be characterized by three single-particle mo-
menta k1, k2 and k3 or by the corresponding relative and total center-of-mass momenta:
p{12} =
m2k1 − m1k2
m1 + m2
P{12} = k1 + k2
q{12} =
1
M
[
(m1 + m2)k3 − m3P{12}]
P3N = k1 + k2 + k3 . (9)
The relative momenta p and q are also called Jacobi momenta. The kinetic energy of the system can then be
expressed in terms of single-particle momenta or Jacobi momenta:
T =
3∑
i=1
k2i
2mi
=
P23N
2M
+
p2{12}
2µ1
+
q2{12}
2µ2
, (10)
with the reduced masses
1
µ1
=
1
m1
+
1
m2
,
1
µ2
=
1
m1 + m2
+
1
m3
. (11)
Corresponding relations can be derived in the basis representations {31} and {23} (see Figure 20). Since each choice
of variables represents a complete basis to describe the relative motion of the three particles, the different variables are
all related by linear transformations. These relations can be derived straightforwardly and are summarized in Table 2
for the case of equal masses, m1 = m2 = m3.
The different basis representations are related by a cyclic (or anticyclic) permutation of particles. Let us consider
a generic three-body state |abc〉 with some arbitrary single-particle quantum numbers a, b and c. Now consider the
following permutation operators
P123 = P12P23 and P132 = P13P23 , (12)
where Pi j are the two-body transposition operators that exchange the labels of particles i and j, e.g.:
P12 |abc〉 = |bac〉 , P13 |abc〉 = |cba〉 , etc. (13)
It is easy to verify that the following relations hold:
P123 |abc〉 = P12P23 |abc〉 = P12 |acb〉 = |cab〉 , (14)
P132 |abc〉 = P13P23 |abc〉 = P13 |acb〉 = |bca〉 = P−1123 |abc〉 . (15)
That means P123 (P132) represent the cyclic (anticyclic) permutation operators for three-body states. These operators
play a key role for the treatment of 3N interactions as we will discuss in detail the following sections.
If we now consider specifically a three-body state in a momentum representation, we can parametrize it via the
single-particle momenta in the form |k1k2k3〉 or in a relative momentum representation |pqP3N〉{ab}. Here the total
three-body momentum P3N is identical for all basis representations {ab} and just characterizes boosts of the three-body
system. As we will discuss in more detail in Section 3.2, microscopic nuclear forces do not depend on the three-body
center-of-mass momentum. This implies that the entire structure of 3N interactions is encoded in their dependence on
the Jacobi momenta p and q. For that reason, we suppress in the following the center-of-mass quantum number P3N
in the three-body states and write them in the form |pq〉{ab}, while we choose the following normalization convention
(see also AppendixA):
〈
p′q′|pq〉{ab} {ab} = (2pi)6δ(p′ − p)δ(q′ − q), ∫ dp(2pi)3 dq(2pi)3 ∣∣∣pq〉{ab} {ab}〈pq∣∣∣ = 1 . (16)
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Figure 20: Definition of the three-body Jacobi momenta p and q in the representations {12} (left), {23} (center) and {31} (right) for equal masses
(m1 = m2 = m3). The dashed arrows denote the single-particle momenta k1, k2 and k3. The relations between the momenta in the different
representations are summarized in Table 2.
ki {12} {23} {31}
p{12} 12 (k1 − k2) p{12} − 12 p{23} + 34 q{23} − 12 p{31} − 34 q{31}
q{12} 23
[
k3 − 12 (k1 + k2)
]
q{12} −p{23} − 12 q{23} p{31} − 12 q{31}
p{23} 12 (k2 − k3) − 12 p{12} − 34 q{12} p{23} − 12 p{31} + 34 q{31}
q{23} 23
[
k1 − 12 (k2 + k3)
]
p{12} − 12 q{12} q{23} −p{31} − 12 q{31}
p{31} 12 (k3 − k1) − 12 p{12} + 34 q{12} − 12 p{23} − 34 q{23} p{31}
q{31} 23
[
k2 − 12 (k3 + k1)
]
−p{12} − 12 q{12} p{23} − 12 q{23} q{31}
k1 k1 p{12} − 12 q{12} + 13 P3N q{23} + 13 P3N −p{31} − 12 q{31} + 13 P3N
k2 k2 −p{12} − 12 q{12} + 13 P3N p{23} − 12 q{23} + 13 P3N q{31} + 13 P3N
k3 k3 q{12} + 13 P3N −p{23} − 12 q{23} + 13 P3N p{31} − 12 q{31} + 13 P3N
Table 2: Relations between the single-particle momenta ki and the Jacobi momenta p and q for a three-body system with equal masses in the
different representations {12}, {31} and {23} (see Figure 20).
Since the representations {12} and {23} are related by the transformations (see Table 2)
k1 → k2, k2 → k3, k3 → k1 . (17)
the following relations hold:
|pq〉{23} = P123 |pq〉{12} , |pq〉{31} = P123 |pq〉{23} and |pq〉{12} = P123 |pq〉{31} . (18)
Hence, the momentum matrix elements of the permutation operator can be expressed as (see Table 2):〈
p′q′|P123|pq〉{12} {12} = 〈p′q′|pq〉{12} {23}
= (2pi)6δ
(
p′{12} +
1
2 p{23} − 34 q{23}
)
δ
(
q′{12} + p{23} +
1
2 q{23}
)
(19a)
= (2pi)6δ
(
p{23} + 12 q{23} + q
′
{12}
)
δ
(
p′{12} − 12 q′{12} − q{23}
)
(19b)
= (2pi)6δ
(
p{23} + 12 p
′
{12} +
3
4 q
′
{12}
)
δ
(
q{23} − p′{12} + 12 q′{12}
)
. (19c)
From Eq. (18) it follows immediately that〈
p′q′|pq〉{12} {23} = 〈p′q′|pq〉{23} {31} = 〈p′q′|pq〉{31} {12} , (20)
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and, consequently, the representation of the permutation operator is identical in all basis representations:〈
p′q′|P123|pq〉 = 〈p′q′|P123|pq〉{ab} {ab} . (21)
The corresponding relations to Eq. (18) for the bra states can be derived by using the relations〈
p′q′|pq〉{12} {12} = 〈p′q′|P−1123P123|pq〉{12} {12} = 〈p′q′|P−1123|pq〉{12} {23} . (22)
Hence:
〈pq|{23} = 〈pq|{12} P−1123 , (23)
and accordingly:
〈pq|{31} = 〈pq|{23} P−1123, 〈pq|{12} = 〈pq|{31} P−1123 . (24)
In Section 3.5 the matrix elements of the permutation operator for particles with spin and isospin are evaluated
explicitly in a partial-wave representation. These elements are a key quantity for the representation of 3N interac-
tions and three-body wave functions as well as for the implementation of the SRG flow equations for NN and 3N
interactions.
3.2. Momentum basis representation of three-nucleon forces
Now we discuss how to represent 3N interactions in a momentum plane wave basis. To this end, we first neglect
spin and isospin degrees of freedom of the nucleons in order to simplify the notation and discussion. We will discuss
the general case including all internal degrees of freedom in Section 3.3.
For spinless particles the matrix elements of a general three-body operator Oˆ have the following form:〈
k′1k
′
2k
′
3|O|k1k2k3
〉
, (25)
where ki (k′i) are the single-particle momenta in the initial (final) state. The computation of these matrix elements is a
highly nontrivial task, given that they depend on six vector variables. For our purposes, however, we can simplify the
task considerably since microscopic free-space 3N interactions have the following symmetry properties:
• conservation of the center-of-mass momentum, i.e., P3N = ∑3i=1 ki = ∑3i=1 k′i ,
• independence on P3N (Galilean invariance),
• rotational invariance, i.e., the interaction transforms like a scalar under spatial rotations.
The first two symmetries follow from the basic symmetries of QCD in the non-relativistic limit, while the third
symmetry holds since there is no preferred direction in the absence of external fields. In the following we will study
the representation of such an interaction, V3N, for the case of equal masses, m1 = m2 = m3. This is an excellent
approximation for practical calculations, given that the relative mass difference of the proton and neutron is smaller
than one per mille. For 3N interactions the matrix elements in Eq. (25) can be significantly simplified by using a
representation in terms of Jacobi momenta and explicitly factorizing out the trivial dependence on the center-of-mass
motion: 〈
p′q′P′3N|V3N|pqP3N
〉
{ab} {ab} =
〈
p′q′|V3N|pq〉{ab} {ab} δ(P′3N − P3N) , (26)
where {ab} represents one of the three basis choices {12}, {31} or {23}. This factorization drastically reduces the
complexity of 3N interaction matrix elements as the number of vector variables gets reduced from 6 to 4. Instead of
computing matrix elements 〈p′q′|V3N|pq〉{ab} {ab} directly in the vector representation, for practical applications it is
usually most convenient and efficient to compute the matrix elements in a partial-wave representation4. For such a
4In Section 4.4 we discuss a novel approach that allows to evaluate matrix elements in an efficient way in this vector representation of Eq. (25)
for calculations of nuclear matter.
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representation the angular dependence of the Jacobi vectors is expanded in terms of spherical harmonics. Specifically,
we define (see also AppendixA):
〈
p′q′|pq(Ll)LML〉{ab} {ab} ≡ (2pi)3 δ(p − p′)pp′ δ(q − q′)qq′ YLMLLl (pˆ′, qˆ′) (27)
with
Ylmlalb (aˆ, bˆ) =
∑
ma,mb
Clmlamalbmb Ylama (aˆ)Ylbmb (bˆ) . (28)
Here all momenta are defined in a chosen representation {ab}, while L denotes the relative angular momentum corre-
sponding to momentum p′ and l denotes the angular momentum corresponding to momentum q′. From Eqs. (16) and
(27) follows: 〈
p′q′(L′l′)L′M′L|pq(Ll)LML
〉
=
δ(p′ − p)
pp′
δ(q′ − q)
qq′
δLL′δll′δLL′δMLM′L . (29)
In Eqs. (27) and (29) we couple both angular momenta to the total angular momentum L, which is a conserved
quantum number in the absence of spin degrees of freedom. Since free-space 3N interactions are invariant under
spatial rotations the resulting matrix elements are proportional to δLL′δMLML′ and independent of the quantum number
ML. Using Eq. (27) we obtain the following relation for the partial-wave matrix elements of 3N interactions for
spinless particles:
〈
p′q′(L′l′)L|V3N|pq(Ll)L〉{ab} {ab} = 1(2pi)6 12L + 1 ∑ML
∫
dpˆdqˆdpˆ′dqˆ′Y∗LMLL′l′ (pˆ′, qˆ′)
〈
p′q′|V3N|pq〉{ab} {ab}YLMLLl (pˆ, qˆ) .
(30)
It is convenient to parametrize the partial-wave decomposition of 3N interactions in the form of the following function:
FmLmlmL′ml′LlL′l′ (p, q, p
′, q′) =
1
(2pi)6
∫
dpˆ′dqˆ′dpˆdqˆY∗L′mL′ (pˆ
′)Y∗l′ml′ (qˆ
′)YLmL (pˆ)Ylml (qˆ)V3N(p,q,p
′,q′) (31)
for fixed values of p = |p|, q = |q|, p′ = |p′|, q′ = |q′| and the angular momentum quantum numbers. Apart from
some additional straightforward extensions this function will also be the key quantity for the general case of spin-
and isospin-dependent interactions (see Section 3.4). Equation (31) shows that for each value of momenta and orbital
quantum numbers an 8-dimensional angular integral needs to be computed. By using rotational symmetries of the
interaction, it is possible to reduce the dimensionality of the angular integrals from 8 to 5. Traditional methods
have been based on an explicit discretization and numerical evaluation of these 5 integrals [248, 249]. Due to the
large number of external quantum numbers and momentum mesh points such algorithms require a huge amount of
computational resources for calculating all matrix elements necessary for many-body studies. As a result, the number
of matrix elements of chiral N3LO interactions have been insufficient for studies of nuclei as well as matter and
were limited to three-body systems [250, 251], while scattering calculations were limited to low energies [252]. In
the following sections we will discuss an improved framework that allows to compute matrix elements much more
efficiently, which in turn makes it possible to reach basis sizes sufficient for large-scale many-body calculations.
3.3. Partial-wave decomposition of local 3N interactions
As shown in Section 3.2, a general translationally invariant 3N interaction depends on the four Jacobi momenta
p,q,p′ and q′. However, in addition to the two properties discussed in Section 3.2, most contributions to 3N interac-
tions have an additional property, locality, which can be used to further simplify the calculations.
The concept of locality is illustrated most naturally in coordinate space. For this consider first a free-space two-
body nucleon-nucleon interaction. Following the arguments of the previous sections it is easy to show that a Galileian-
invariant NN interaction can be written in the following form〈
k′1k
′
2|VNN|k1k2
〉
=
〈
p′|VNN|p〉 δ(P′{12} − P{12}) , (32)
with p = p{12} and p′ = p′{12}. Let us analyze such interactions in coordinate space. To this end, we consider two
particles located at the coordinates x1 and x2 when they interact via the exchange of a meson. Here it is important to
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x1=x′1 x2=x
′
2r = r′ x1 x2
x′1 x
′
2
Figure 21: Examples of a local (left) and a nonlocal (right) contribution to an NN interaction in coordinate representation. The dashed line in the
left panel indicates an instantaneously exchanged pion, i.e., both single-particle coordinates are the same before and after the interaction and the
interaction is therefore local. In the right panel we show a contact interaction that is regularized via a regulator of the form fΛ(p2) fΛ(p′2) (see
Eq. (37) and also Section 3.7). This regularization induces a nonlocality, i.e., xi , x′i .
note that we work in a non-relativistic limit and neglect any retardation effects, which means that the interaction is
instantaneous. In this case the center-of-mass coordinate of the two particles before and after the interaction process
is identical, R{12} = R′{12}, and the interaction can only depend on the relative distance r ≡ r{12} = r′{12} ≡ r′ (see also
Figure 21): 〈
x′1x
′
2|V localNN
∣∣∣x1x2〉 = 〈r′|VNN|r〉 δ(r′ − r) δ(R′{12} − R{12}) = V localNN (r) δ(r′ − r) δ(R′{12} − R{12}) . (33)
This is the definition of a local NN interaction5. Fourier transform to momentum space of such an interaction leads
to: 〈
k′1k
′
2|V localNN |k1k2
〉
=
∫
dx1dx2dx′1dx
′
2e
−i(k′1·x′1+k′2·x′2−k1·x1−k2·x2)〈x′1x′2|V localNN |x1x2〉
=
∫
dx1dx2e−i(k
′
1−k1)·x1−i(k′2−k2)·x2 V localNN (r)
=
∫
drdR{12}e−i(p
′−p)·r−i(P′{12}−P{12})·R{12}V localNN (r) . (35)
This implies that the interaction depends in momentum space only on differences of Jacobi momenta, i.e., on momen-
tum transfers (see Eq. (32)):
〈
p′|V localNN |p
〉
=
∫
dre−i(p
′−p)·rV localNN (r) = V
local
NN (p
′ − p) . (36)
Examples of local interactions are the instantaneous meson exchanges and (unregularized) contact interactions (see
left panel of Figure 21).
Let us consider in comparison a local interaction that is regularized via a cutoff function fΛ in the following way:〈
p′|V regNN|p
〉
= fΛ(p′)V localNN (p
′ − p) fΛ(p) . (37)
This regularization has been extensively used for chiral EFT NN interactions (see Section 3.7.1). The resulting
regularized interaction obviously does not only depend on the momentum difference, p′−p, but rather on the individual
momenta p and p′, which implies in coordinate space xi , x′i . Such a interaction is nonlocal (see right panel of
Figure 21).
The arguments above can be extended straightforwardly to 3N interactions. Specifically, this implies that local 3N
forces only depend on the difference of the two Jacobi momenta:
V local3N = V
local
3N (p
′ − p,q′ − q) ≡ V local3N (p˜, q˜) . (38)
5We note that the antisymmetrization of the interaction leads to an exchange term with interchanged coordinates x′1 ⇔ x′2 in the final state, i.e.,
r{12} = −r′{12}: 〈
x′1x
′
2 |VexNN |x1x2
〉
= VNN(r) δ(r′ + r) δ(R′{12} − R′{12}) . (34)
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Using the rotational symmetry of the potential V local3N we can write the 3N interaction as a function of only three
independent variables:
V local3N (p˜, q˜) = V
local
3N ( p˜, q˜, cos θp˜q˜) , (39)
where cos θp˜q˜ =
p˜·q˜
p˜q˜ , p˜ = |p˜|, q˜ = |q˜|. Note that this statement refers to unregularized forces. The regularization is
discussed in detail in Section 3.7.
The relation (39) shows that the original eight-dimensional integral in Eq. (31) actually contains only three non-
trivial integrations for local interactions, while the other five integrations are purely geometric. In fact, after employing
some integral transformations they can all be performed analytically. The details of this calculation are presented in
AppendixB. The final result for the function F defined in Eq. (31) can be written in the following form:
FmLmlmL′ml′LlL′l′ (p, q, p
′, q′)
= δmL−mL′ ,ml′−ml
(−1)mL+ml′
(2pi)6
2(2pi)4
pp′qq′
min(L′+L,l′+l)∑
l¯=max(|L′−L|,|l′−l|)
Cl¯−mL′+mLL′−mL′ LmLC
l¯−ml′+ml
l′−ml′ lml
2l¯ + 1
×
∫ p′+p
|p′−p|
dp˜ p˜
∫ q′+q
|q′−q|
dq˜ q˜ Yl¯0L′L( ˜̂pez + p, pˆ)
∣∣∣∣
φp=0, pˆ·ez= p′2−p2− p˜22 p˜p
Yl¯0l′l( ˜̂qez + q, qˆ)
∣∣∣∣
φq=0,qˆ·ez= q′2−q2−q˜22q˜q
×
∫ 1
−1
d cos θp˜q˜Pl¯(cos θp˜q˜)V
local
3N (q˜, p˜, cos θp˜q˜) . (40)
This reduction from a five-dimensional numerical integral to a three-dimensional one represents a dramatic differ-
ence for practical calculations. In the next chapter we discuss in more detail the corresponding speedup factors for
the calculation of matrix elements and the connected increase in accessible basis sizes. In essence, this new frame-
work allows to compute matrix elements of 3N interactions at N2LO about 1000 more efficiently than the traditional
approach for typical basis sizes and discrete momentum mesh systems.
3.4. Generalization to spin- and isospin-dependent 3N interactions
Realistic nuclear forces also depend on the spin and isospin quantum numbers of the nucleons. In this section we
generalize the arguments of the previous sections to a general spin- and isospin-dependent local 3N interaction. For
this we choose the standard J j-coupled three-body partial-wave basis of the form [25]:∣∣∣pqα〉{ab} ≡ ∣∣∣pq; [(LS )J(ls) j]JMJ (Tt)TMT 〉{ab}
=
∑
ML,MS ,MJ ,ml,ms,m j
CJMJJMJ jm jCJMJLMLS MSC
jm j
lml sms
∑
MT ,mt
CTMTT MT tmt |pq; LMLS MS lmlsms〉{ab} |T MT tmt〉{ab} , (41)
where L, S , J and T denote the relative orbital angular momentum, two-body spin, total angular momentum and total
isospin of particles a and b with Jacobi momentum p. The quantum numbers l, s = 12 , j and t =
1
2 label the orbital
angular momentum, spin, total angular momentum and isospin of the remaining particle relative to the center-of-mass
of the pair with relative momentum p (see Section 3.1). The quantum numbers J and T define the total three-body
angular momentum and isospin. The orbital angular momentum partial-wave states are normalized like in Eq. (27).
Hence, we immediately obtain the following normalization for the partial-wave states (see AppendixA):
〈
p′q′α′|pqα〉{ab} {ab} = δ(p′ − p)pp′ δ(q′ − q)qq′ δαα′ ,
∫
dpp2
∫
dqq2
∑
α
|pqα〉{ab} 〈pqα|{ab} = 1 . (42)
Note that, even though the basis states in Eq. (41) contain the quantum numbersMJ andMT , the matrix elements of
3N interactions do not depend on them. Hence we omit these quantum numbers in the basis states in the following.
That means the collective index α in Eq. (41) defines a set of six quantum numbers α = {L, S , J, l, j,T } for a given
three-body partial wave specified by {J ,T ,P}, where P is the three-body parity P = (−1)L+l. The basis contains only
states that are antisymmetric in subsystem {ab}, i.e., we require (−1)L+S +T = −1. For illustration we list in AppendixE
all configurations for the three-body channel with J = 12 , T = 12 and P = +1 for J ≤ 8.
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Jmax = 5 Jmax = 6 Jmax = 7 Jmax = 8
J T Nα dim(V3N) Nα dim(V3N) Nα dim(V3N) Nα dim(V3N)
1
2
1
2 42 7 × 108 50 1 × 109 58 1 × 109 66 2 × 109
3
2
1
2 78 2 × 109 94 3 × 109 110 5 × 109 126 6 × 109
5
2
1
2 106 4 × 109 130 7 × 109 154 9 × 109 178 1 × 1010
7
2
1
2 126 6 × 109 158 1 × 1010 190 1 × 1010 222 2 × 1010
9
2
1
2 138 7 × 109 178 1 × 1010 218 2 × 1010 258 3 × 1010
11
2
1
2 142 8 × 109 190 1 × 1010 238 2 × 1010 286 3 × 1010
1
2
3
2 20 2 × 108 26 3 × 108 28 3 × 108 34 5 × 108
3
2
3
2 37 5 × 108 49 9 × 108 53 1 × 109 65 2 × 109
5
2
3
2 50 1 × 109 68 2 × 109 74 2 × 109 92 3 × 109
7
2
3
2 59 1 × 109 83 3 × 109 91 3 × 109 115 5 × 109
9
2
3
2 64 2 × 109 94 3 × 109 104 4 × 109 134 7 × 109
11
2
3
2 65 2 × 109 101 4 × 109 113 5 × 109 149 9 × 109
Table 3: Basis sizes and dimensions of 3N interaction matrix elements for the different three-body partial waves as a function of Jmax, the total
angular momentum corresponding to the Jacobi momentum p. For the dimension estimates we have used a typical value for the number of mesh
points for the two Jacobi momenta p and q, Np = Nq = 25. Nα denotes the number of partial-wave channels in the J j-coupled partial-wave basis
defined in Eq. (41) for a given three-body channel {J ,T }. All given values apply to both three-body parities P = (−1)L+l.
In Table 3 we list typical basis sizes for the different three-body channels {J ,T ,P} for practical calculations.
Here we define the truncation by choosing a maximal value of the total two-body angular momentum J. Note that, as
we will illustrate in Section 4.1, usually it is sufficient to include all partial waves up to the total three-body angular
momentum J = 92 and Jmax = 5. Typically, matrix elements beyond this truncation have only small effects on
observables for finite nuclei and nuclear matter (see Section 4.1). However, the size of these contributions depends in
general on the employed NN interaction and the regularization scheme (see Section 3.7).
Due to the explicit momentum dependence of spin-momentum operators, the relation for the fundamental function
F in Eq. (31) needs to be generalized. This can be achieved in a straightforward way by factorizing out the momentum
dependence of the spin operators. For illustration let us consider a simple operator of the form σ ·a, where a represents
one of the Jacobi momenta. First, we rewrite this scalar product in a spherical representation:
σ · a =
√
4pi
3
a
1∑
µ=−1
Y∗1µ(aˆ)σ · eµ . (43)
This factorization of the momentum dependence allows to combine the additional spherical harmonic function with
those in Eq. (31) by using [1]:
Ylm(aˆ)Y1µ(aˆ) =
l+1∑
L¯=|l−1|
√
3
4pi
2l + 1
2L¯ + 1
CL¯0l010CL¯m+µlm1µ YL¯m+µ(aˆ) . (44)
This strategy is completely general and can be used to reduce the expressions for arbitrary spin-dependent interactions
to the expression for spin-independent interactions times some momentum-independent spin operators. This step
has to be performed for each momentum vector in the spin-momentum operators. Obviously, the efficiency of the
algorithm decreases with each additional sum over the quantum numbers µ and L¯ in Eqs. (43) and (44). Note, however,
that each of these sums contains only three terms at most.
In order to factorize the momentum, spin and isospin space, it is most convenient to perform the calculations of
the matrix elements in an LS -coupled basis:
|pqβ〉{ab} ≡ |pq; [(Ll)L(S s)S]J(Tt)T〉{ab} , (45)
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and recouple only at the end to the J j-coupled basis defined in Eq. (41). Here the quantum numberL denotes the total
orbital angular momentum as in Eq. (27) and S is the total three-body spin. Each time the factorization in Eq. (43) is
applied, the spin matrix element acquires a dependence on the quantum number µ. Consequently, the matrix element
in spin space can be formally written in the form〈
(S s)SMS|Oˆσ({µi})|(S ′s′)S′MS′〉{ab} {ab} , (46)
where the index i counts the number of momentum vectors in the spin operator. In the same way the function F in
Eq. (31) becomes a function of the quantum numbers µi, i.e., it takes the form F
mLmlmL′ml′ {µi}
LlL′l′ . To be explicit, if we
consider, the case a = p in Eq. (43), the function F takes the form
FmLmlmL′ml′µLlL′l′ (p, q, p
′, q′) = p
L+1∑
L¯=|L−1|
√
2L + 1
2L¯ + 1
CL¯0L010CL¯mL+µLmL1µF
mLmlmL′ml′
L¯lL′l′ (p, q, p
′, q′) , (47)
where we included the factor
√
4pi
3 p from the spin operator factorization in Eq. (43) in this function.
For an efficient implementation it is important to note that all quantities that depend on the projection quantum
numbers m and µ are independent of the momenta. Hence, it is useful to factorize this dependence in the function F.
Specifically, for the example shown in Eq. (47) we can write
FmLmlmL′ml′µLlL′l′ (p, q, p
′, q′) ≡ δmL−mL′ ,ml′−ml (−1)mL+ml′
∑
l¯
Cl¯−mL′+mLL′−mL′ LmLC
l¯−ml′+ml
l′−ml′ lml
∑
L¯
CL¯0L010CL¯mL+µLmL1µ F˜ l¯L¯LlL′l′ (p, q, p′, q′) . (48)
For general interactions, the function F˜ depends on multiple quantum numbers L¯i, hence the function takes formally
the form F˜ l¯{L¯i}LlL′l′ (p, q, p
′, q′). Using this decomposition we can first precalculate all sums over the projection quantum
numbers m and µi and prestore the result in a function of the form A
l¯{L¯i}
ββ′ , where β labels the LS -coupled partial-wave
channels (see Eq. (45)). Then the final matrix element in LS -coupling can be calculated very efficiently via:〈
p′q′β′|V3N|pqβ〉{ab} {ab} = ∑
l¯
∑
{L¯i}
Al¯{L¯i}ββ′ F˜
l¯{L¯i}
LlL′l′ (p, q, p
′, q′) , (49)
where values of the quantum numbers L, L′, l and l′ are specified by the LS -coupling partial-wave indices β and β′.
Similar to the J j-coupled basis, here the collective index β defines a set of six quantum numbers β = {L, l,L, S ,S,T }
for a given three-body partial wave {J ,T ,P}. Finally, the recoupling to the J j-basis is achieved by applying the
standard recoupling relation [1, 253]
|pqα〉 {ab} =
∑
L,S
√
LˆSˆJˆ jˆ

L S J
l 12 jL S J
 |pqβ〉 {ab} , (50)
with aˆ = 2a+1 and the 9 j-symbol {...}. Note that by deriving Eq. (49) the original problem of numerically calculating a
5-dimensional integral for each matrix element as in Eq. (31) has been reduced to the evaluation of a few discrete sums.
The calculation and prestorage of the matrix elements of F˜ l¯{L¯i}LlL′l′ (p, q, p
′, q′) can be performed relatively efficiently
since only three internal integrals have to be performed numerically. The exact speedup factor of the present method
compared to the conventional approach of Refs. [248, 249] depends on the number of internal sums over µi and L¯i,
i.e., on the specific form of the interaction. For example, the matrix elements of the chiral long-range interactions at
N2LO proportional to the couplings c1 and c3 can be calculated with speedup factors of greater than 1000. In practical
terms, that means that it is possible to calculate the matrix elements of all interaction terms up to N3LO on a local
computer cluster for sufficiently large basis sizes needed for converged studies of few-nucleon scattering processes,
light and medium mass nuclei and nuclear matter.
Despite the fact that the present algorithm makes explicit use of the local nature of the 3N interaction, it is also
possible to treat polynomial nonlocal terms. This is of immediate practical importance since, e.g., the relativistic cor-
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Figure 22: The six contributions to a general 3N interaction resulting from the sums over the particle indices in Eq. (53).
rections to 3N interactions at N3LO have precisely this form [183, 184]. Consider, for example, a nonlocal momentum
structure in the center-of-mass frame of the type
(k3 + k′3) · (k3 − k′3) = (q′{12} + q{12}) · (q′{12} − q{12}) . (51)
Such terms can be treated by factorizing the momentum dependence like in Eq. (43), for example:
q · q′ = qq′ 4pi
3
1∑
µ1,µ2=−1
Y∗1µ1 (qˆ)Y
∗
1µ2 (qˆ
′) eµ1 · eµ2 , (52)
and then following exactly the steps after Eq. (43). Obviously, the algorithm becomes less efficient for nonlocal
interactions, but this framework turns out to be still more efficient than the conventional approach for the relativistic
corrections to chiral 3N interactions at N3LO.
3.5. Decomposition of 3N interactions and antisymmetrization
A local contribution to 3N interactions can generically be written in the form
V3N =
∑
i, j,k
fQ(Qi,Q j,Qk) fσ(Qi,Q j,Qk,σi,σ j,σk) fτ(τi, τ j, τk) , (53)
with i, j, k ∈ {1, 2, 3}, the momentum transfers Qi = k′i − ki and spin (isospin) operators σi (τi) of particle i. The
function fQ includes all scalar momentum dependence, fσ denotes the spin-momentum operators and fτ the isospin
operators. Since the latter one is momentum independent it can be treated straightforwardly in the partial-wave
decomposition. Here and in the following we focus only on the dynamical degrees of freedom of the particles and
suppress all physical constants like, e.g., gA or mpi.
The interaction V3N in Eq. (53) is by construction totally symmetric in all particle labels. In total there are six
contributions, which are illustrated in Figure 22. It is important to note that we can always pick a subset of two terms
which are not related by a cyclic or anticyclic permutation of the states, such that the remaining four diagrams can
then be generated by the application of the 3-body permutation operators P123 and P132. In order to illustrate this point
let us make a particular choice and define V (1)3N to be those two diagrams in Figure 22 in which the central fermion line
carries label “1”, i.e., diagrams (c) and (e). Note that this interaction term is by construction symmetric in particles
2 and 3, which follows directly from the total symmetry of V3N. Then it is straightforward to show that the total
interaction can be written in the form
V3N = V
(1)
3N + P
−1
123V
(1)
3N P123 + P
−1
132V
(1)
3N P132 . (54)
The quantity V (1)3N is commonly called the Faddeev component of the interaction. To verify this relation note that the
permutation operator P123 permutes the ket states cyclically and the inverse operator P−1123 leads to a cyclic permutation
of the bra states (see discussion after Eq. (17) in Section 3.1). Obviously, we could have chosen another subset of
diagrams by selecting another particle label i or another fermion line. However, the chosen contributions will by
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construction always be symmetric in two particle labels j and k. For each possible choice we obtain a different
decomposition of the 3N interaction in Eq. (54). The practical usefulness of this decomposition for our present
purposes relies on the fact that it is sufficient to only compute V (i)3N explicitly for a chosen decomposition and to
generate the other terms by the application of the permutation operators.
By employing the algorithm discussed in Section 3.3 we obtain as the final result the partial-wave matrix elements〈
p′q′α′|V (i)3N|pqα
〉
{ab} {ab} (55)
for a given decomposition and in a specific basis representation {ab}. We emphasize that the specific values of the
matrix elements depend on the choice of the decomposition Eq. (54) and on the chosen basis representation of the
interaction. In this sense the matrix elements in Eq. (55) are scheme dependent and we cannot expect the results of
independent implementations for a given interaction to agree. However, when computing expectation values of these
interactions with respect to wave functions the results, of course, have to be unique and scheme independent.
In order to see that this is indeed the case consider the expectation value of the total 3N interaction V3N with
respect to a 3-body wave function ψ:
〈V〉 ≡ 〈ψ|V3N |ψ〉 , (56)
using the normalization 〈ψ|ψ〉 = 1. Since we consider nucleons as identical fermions the wave function is totally
antisymmetric, i.e., Pi j |ψ〉 = − |ψ〉 for two arbitrary particles i and j, with Pi j being the two-body transposition
operators (see Section 3.1). Let us make the antisymmetry of the wave function explicit by inserting the three-body
antisymmetrizer [247]:
A123 = 1 − P12 − P13 − P23 + P123 + P132 = (1 − Pi j)(1 + P123 + P132) , (57)
where i and j are two arbitrary particle indices. Then the expectation value can be written in the form
〈V〉 = 1
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〈ψ| A123V3NA123 |ψ〉 = 19 〈ψ| (1 + P123 + P132)V3N(1 + P123 + P132) |ψ〉 . (58)
The last identity follows directly from the antisymmetry of ψ, i.e., (1 − Pi j)/2 |ψ〉 = |ψ〉. Now we insert the decompo-
sition from Eq. (54) and use the relations
P123(1 + P123 + P132) = P132(1 + P123 + P132) = (1 + P123 + P132) , (59)
which follow directly from relations P123 = P−1132 = P
2
132 and P
3
123 = P
3
132 = 1. From Eq. (59) it follows that each term
in the decomposition (54) gives the same contribution to the expectation value with the final result:
〈V〉 = 1
3
〈ψ| (1 + P123 + P132)V (i)3N(1 + P123 + P132) |ψ〉 . (60)
The arguments above are independent of the specific choice of the decomposition and also on the chosen basis repre-
sentation {ab}. In fact, the matrix elements of the antisymmetrized 3N interaction〈
p′q′α′|Vas3N|pqα
〉
=
〈
p′q′α′|(1 + P123 + P132)V (i)3N(1 + P123 + P132)|pqα
〉
{ab} {ab} (61)
are unique and scheme independent. Hence, in the following we can neglect the basis indices {ab} for the antisym-
metrized interaction.
The practical computation of antisymmetrized matrix elements involves two steps: First, the calculation of the 3N
interaction components defined in Eq. (54) and, second, the application of the permutation operators in Eq. (61). The
latter operation is usually performed in a partial-wave representation by inserting a complete set of states, e.g.:
〈
p′q′α′|P123V (i)3N|pqα
〉
{ab} {ab} =
∫
dp′′p′′2dq′′q′′2
∑
α′′
〈
p′q′α′|P123|p′′q′′α′′〉{ab} {ab} 〈p′′q′′α′′|V (i)3N|pqα〉{ab} {ab} . (62)
The matrix elements of the permutation operator P123 can be derived directly based on their definitions in momentum
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space, Eqs. (19a) to (19c), and by taking into account the spin- and isospin exchange parts. These definitions show
that, in essence, the matrix elements 〈p′q′α′|P123|pqα〉 provide two relations of the four Jacobi momenta p,q,p′ and
q′, which depend in general on all angular momentum quantum numbers. There are different possible representations,
for example:
1. p′ = f1(p, q), q′ = f2(p, q) (see Eq. (19a)),
2. p = f1(q, q′), p′ = f2(q, q′) (see Eq. (19b)),
3. p = f1(p′, q′), q = f2(p′, q′) (see Eq. (19c)).
Note that we suppressed all angular, spin and isospin dependence in these schematic relations. The preferred choice
depends on the context. For our purposes it is most convenient to choose option 3, because this choice makes it pos-
sible to implement products like P123V3N in Eq. (62) very efficiently as a matrix product as we will now demonstrate.
The definition of the partial-wave matrix elements of P123 follows from a generalization of Eqs. (20) and (21):〈
p′q′α′|P123|pqα〉 = 〈p′q′α′|pqα〉{12} {23} = 〈p′q′α′|pqα〉{23} {31} = 〈p′q′α′|pqα〉{31} {12} . (63)
The derivation of the explicit expression for the partial-wave matrix elements of the permutation operator is straight-
forward but somewhat tedious. The calculation is presented in detail in AppendixC. The final result can be written in
the following form: 〈
p′q′α′|P123|pqα〉{ab} {ab}
=
∑
L,S
√
Jˆ jˆJˆ′ jˆ′Sˆ

L S J
l 12 jL S J


L′ S ′ J′
l′ 12 j
′
L S J

× (−1)S
√
Sˆ Sˆ ′
{ 1
2
1
2 S
′
1
2 S S
}
(−1)T
√
Tˆ Tˆ ′
{ 1
2
1
2 T
′
1
2 T T
}
× 8pi2
∫
d cos θp′q′
δ(p − |p|)
p2
δ(q − |q|)
q2
∑
ML
Y∗LMLL′l′
(
pˆ′, qˆ′
)YLMLLl (pˆ, qˆ)
≡
∫
d cos θp′q′Gαα′ (p′, q′, cos θp′q′ )
δ(p − |p|)
p2
δ(q − |q|)
q2
, (64)
with
p = p(p′, q′, cos θp′q′ ) = − 12 p′ − 34 q′ ,
q = q(p′, q′, cos θp′q′ ) = p′ − 12 q′ . (65)
In the last step in Eq. (64) we factorized the total matrix element into the radial delta functions and the geometric
function Gαα′ (p′, q′, cos θp′q′ ), which contains all the remaining terms (see also Ref. [25]). One of the main differences
to other expressions (see, e.g., Refs. [25, 26]) is the fact that we directly perform the angular integrals in Eq. (64)
without decomposing the angular dependence of the spherical harmonic functions any further. This implementation
turns out to be numerically more efficient and, most importantly, very stable even for large values of angular momenta
L and l.
We note that the partial-wave matrix elements of the anticyclic permutation operator P132 = P−1123 with respect to
antisymmetric states are also given by Eq. (64). However, applying the operator product P123P132 = 1 in this partial-
wave representation to an operator or wave function ψ(p, q, α) = 〈pqα|ψ〉 will generally not result in an identity:∑
α
∫
dp′p′2dq′q′2dp′′p′′2dq′′q′′2
〈
pqα|P123|p′q′α′〉 〈p′q′α′′|P132|p′′q′′α′′〉 〈p′′q′′α′′|ψ〉 , 〈pqα|ψ〉 . (66)
This is because the permutation operator generally couples states of different symmetries with respect to the exchange
of particles. This can be seen by expressing the permutation operator in the following form (see Section 3.1 and also
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the discussion in Ref. [25]):
P132 = P13P23 = P23P12P23P23 = P23P123P23 , (67)
and compute the following overlap matrix elements〈
p′q′α′|P132|pqα〉{23} {23} = 〈p′q′α′|pqα〉{23} {12}
=
〈
p′q′α′|P23P123P23|pqα〉{23} {23}
=
〈
p′q′α′|P123|pqα〉{23} {23} (−1)L+S +T (−1)L′+S ′+T ′ . (68)
If the initial and final states are antisymmetric with respect to the exchange of particles 2 and 3 (like all states in
the definition of the basis in Eq. (41)) the phase factors cancel and we obtain 〈p′q′α′|P123|pqα〉 = 〈p′q′α′|P132|pqα〉.
However, in general there will be contributions from couplings to symmetric intermediate states when computing
auxiliary quantities. When the operator is eventually applied to physical states, the symmetric contributions of the
operator decouple and do not contribute to observables. However, for intermediate steps it is key to extend the basis
state by “unphysical” states that are symmetric under exchange of two particles. This point will become important for
the regularization of 3N interactions (see Section 3.7.5).
For the practical evaluation of the radial delta functions in Eq. (64) we employ a method based on global splines,
which was originally developed for solving the Faddeev equations for few-body systems [253]. This basic idea of this
method is to construct continuous spline functions S i(p) for some given mesh system {pi} of size Np such that the
value of a function f at an arbitrary point p is given by the following global sum over all mesh points:
f (p) =
Np∑
i=1
f (pi)S i(p) . (69)
The spline functions are constructed such that the interpolated function values agrees exactly with the original values
f (pi) at the mesh points. One possible parametrization of the spline functions S i(p) is given in Ref. [253].
This interpolation method allows to express the product of the permutation operator with another operator in an
elegant and efficient way as a matrix product. Consider as an example the product in Eq. (62), which can be written
in the following form (x ≡ cos θp′q′ ):
〈
p′q′α′|P123V (i)3N|pqα
〉
=
∑
α′′
∫
dp′′p′′2dq′′q′′2
〈
p′q′α′|P123|p′′q′′α′′〉〈p′′q′′α′′|V (i)3N|pqα〉
=
∑
α′′
∫ 1
−1
dxGα′α′′ (p′, q′, x)
〈
p¯q¯α′′|V (i)3N|pqα
〉
=
∑
i, j,α′′
∫ 1
−1
dxS i(p¯)S j(q¯)Gα′α′′ (p′, q′, x)
〈
p′′i q
′′
j α
′′|V (i)3N|pqα
〉
, (70)
where p′′i and q
′′
j are the mesh points of some chosen interpolation grid systems, and p = p¯(p
′
i′ , q
′
j′ , x) and q =
q¯(p′i′ , q
′
j′ , x), given in Eq. (65). Since for practical calculations all quantities need to be tabulated on a finite momentum
mesh system anyway it is most natural to choose the same mesh system for the Jacobi momenta in the initial and final
states in Eq. (70). This defines a common discrete matrix representation for all quantities in the chosen three-body
basis. In particular, the permutation operator can be precalculated and prestored for each three-body partial wave by
defining the discrete matrix of dimension NpNqNα:
〈
p′i′q
′
j′α
′|P123|piq jα〉 = ∫ 1
−1
dx S i( p¯)S j(q¯)Gα′α(p′i′ , q
′
j′ , x) . (71)
This matrix can then be applied to arbitrary operators in a three-body momentum representation via efficient BLAS
(Basic Linear Algebra Subprograms) [254] matrix multiplication routines. For the application of P123 from the right
hand side in Eq. (61) we just apply the transposed matrix.
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3.6. Example: Calculation of two-pion exchange 3N interactions
In this section we illustrate the calculation of partial-wave 3N matrix elements using the algorithm discussed above
by considering as an example the leading-order long-range 3N interactions in chiral EFT. At this point we neglect any
regulators. We will discuss the regularization in detail in the next section.
Specifically, we consider the two-pion exchange interaction at N2LO proportional to the low-energy couplings c1
and c3:
V3N =
1
2
(
gA
2 fpi
)2 ∑
i, j,k
(σi ·Qi)(σ j ·Q j)
(Q2i + m2pi)(Q
2
j + m
2
pi)
τi · τ j
[
−4c1m
2
pi
f 2pi
+
2c3
f 2pi
Qi ·Q j
]
, (72)
where Qi denote as usual the momentum transfers, Qi = k′i −ki (with the single-particle momenta ki). This interaction
has a compact form but is nevertheless general enough to serve as an illustration of the efficient framework discussed
in Section 3.4 as this interaction contains all the fundamental complications of more intricate interactions like those
at higher orders in chiral EFT.
As a first step we choose a particular subset of the six interaction terms (see Figure 22). Here we select again,
without loss of generality, those two diagrams in which the central fermion line caries label “1”, again denoted by
V (1)3N in the following. This uniquely defines the decomposition shown in Eq. (54) of the 3N interaction, where in the
present example this interaction term takes the form
V (1)3N =
(
gA
2 fpi
)2 (σ2 ·Q2)(σ3 ·Q3)
(Q22 + m2pi)(Q
2
3 + m
2
pi)
τ2 · τ3
[
−4c1m
2
pi
f 2pi
+
2c3
f 2pi
Q2 ·Q3
]
. (73)
Note that this interaction term is, as discussed in the previous section, symmetric in particles 2 and 3. In fact, in the
present case both terms are identical, so we just obtain a factor 2.
As a next step we choose one of the three basis representations for the Jacobi momenta (see Section 3.1). To be
specific, we choose here the basis {23} (see Table 2), i.e.:
k1 = q{23} = q, k2 = p{23} − 12q{23} = p −
1
2
q, k3 = −p{23} − 12q{23} = −p −
1
2
q , (74)
where we have defined p{23} = p and q{23} = q for the sake of simplifying the notation for the rest of this section.
Hence for the momentum transfers we obtain:
Q1 = k′1 − k1 = q˜, Q2 = k′2 − k2 = p˜ −
1
2
q˜, Q3 = k′3 − k3 = −p˜ −
1
2
q˜ , (75)
with p˜ = p′ − p and q˜ = q′ − q like in Eq. (38). Now we can factorize the interaction into a momentum-dependent
scalar function V local3N (p˜, q˜) times spin- and isospin operators (see Eq. (53)):
V (1)3N = fQ(p˜, q˜) fσ(p,q,p
′,q′) fτ , (76)
with
fQ(p˜, q˜) =
1
f 2pi
(
gA
2 fpi
)2 −4c1m2pi + 2c3Q2 ·Q3
(Q22 + m2pi)(Q
2
3 + m
2
pi)
, fσ(p,q,p′,q′) = (σ2 ·Q2)(σ3 ·Q3), fτ = τ2 · τ3 . (77)
The function fQ(p˜, q˜) enters as the kernel in Eq. (40) after extending it by contributions from the momentum depen-
dence of the spin operators fσ as described in Section 3.4. Isospin operators like fτ can be treated very easily since
they do not depend on any momenta and hence do not explicitly affect the partial-wave decomposition. For the spin
operators we first expand the momentum dependence explicitly in terms of the Jacobi momenta
fσ(p,q,p′,q′) =
[
σ2 · (p′ − p − 12 q′ + 12 q)
] [
σ3 · (−p′ + p − 12 q′ + 12 q)
]
, (78)
and then apply the factorizations shown in Eq. (43) and Eq. (44) to each of the terms. For example, for the contribution
[σ2 · (−p)][σ3 · p] the generalized function F needs to be extended twice by the quantum numbers of momentum p in
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momentum space coordinate space
nonlocal nonlocal MS [170]
regulators:
long-range f long
Λ
(p,q) = exp
[−((p2 + 34 q2)/Λ2)n]
short-range f short
Λ
(p,q) = f long
Λ
(p,q) = fR(p,q)
regularization:
〈
p′q′|V reg3N |pq
〉
= fR(p′,q′)
〈
p′q′|V3N|pq〉 fR(p,q)
local local MS [224] local CS [52]
regulators:
long-range f long
Λ
(Qi) = exp
[−(Q2i /Λ2)2] f longR (r) = 1 − exp[−(r2/R2)n]
short-range f short
Λ
(Qi) = f longΛ (Qi) = fΛ(Qi) f
short
R (r) = exp
[−(r2/R2)n]
regularization:
〈
p′q′|V reg3N |pq
〉
=
〈
p′q′|V3N|pq〉∏i fR(Qi) Vpi,reg3N (ri j) = f longR (ri j)Vpi3N(ri j)
Vδ,reg3N (ri j) = αn(R) f
short
R (ri j)
semilocal semilocal MS [239] semilocal CS [33]
regulators:
long-range f long
Λ
(Qi) = exp
[−(Q2i + m2pi)/Λ2] f longR (r) = (1 − exp[−r2/R2])n
short-range f short
Λ
(p) = exp
[−p2/Λ2] f short
Λ
(p) = exp
[−p2/Λ2]
regularization:
〈
p′q′|Vpi,reg3N |pq
〉
=
〈
p′q′|V3N|pq〉∏i f longR (Qi) Vpi,reg3N (ri j) = f longR (ri j)Vpi3N(ri j) FT→ 〈p′q′|Vpi,reg3N |pq〉〈
p′q′|Vδ,reg3N |pq
〉
= f short
Λ
(p′δ)
〈
p′q′|Vδ3N|pq
〉
f short
Λ
(pδ)
〈
p′q′|V reg3N |pq
〉
= f short
Λ
(p′δ)
〈
p′q′|Vpi,reg3N |pq
〉
f short
Λ
(pδ)
Table 4: Different regularization schemes for 3N interactions. We have suppressed all spin and isospin quantum numbers for the sake of simple
notation. For all shown schemes only spin- and isospin-independent regulator functions have been applied so far. For each choice we list the
reference in which the scheme was first proposed. We stress that a chosen regularization should be applied consistently to NN and 3N interactions.
Vpi3N denotes the long-range part of a given interaction contribution, like pion-exchange interactions, whereas V
δ
3N denotes the short-range contact
contributions. The total unregularized and regularized interactions are then given by V3N = Vpi3NV
δ
3N and V
reg
3N = V
pi,reg
3N V
δ,reg
3N , respectively. pδ
denotes the momenta of the particles that interact via the short-range force Vδ3N (see also Figure 24), αn(R) is a normalization constant, and “FT”
denotes the Fourier transform to momentum space.
the way shown in Eq. (47). Accordingly, all the other remaining 15 terms in Eq. (78) can be treated. As a next step, we
can calculate the function F˜ l¯{L¯i}LlL′l′ (p, q, p
′, q′) as discussed in Section 3.4. The spherical components of the momentum-
independent spin operators shown in Eq. (46) can either be prestored or directly computed on the fly. Combining
all these results allows the calculation of the function Al¯{L¯i}ββ′ and eventually of the LS -coupled and J j-coupled 3N
interaction matrix elements (see Eqs. (49) and (50)).
3.7. Regularization of 3N interactions
The framework discussed in Section 3.3 allows to perform efficiently a partial-wave decomposition in momentum
basis states for 3N interactions that are local or only contain polynomial nonlocal terms. However, so far we have
neglected the problem of regularizing the interaction. In general, all interactions for nuclear structure calculations are
parametrized in terms effective low-energy degrees of freedom, i.e., neutrons, protons and pions (see Section 2). That
means the description is, at least implicitly, based on some low-energy approximation of the underlying quark-gluon
dynamics described by QCD. However, as with any low-energy effective theory, this description becomes inefficient
beyond some ultraviolet momentum scale, or, equivalently, below a certain interparticle distance scale. The presence
of this breakdown scale implies that the interaction matrix elements need to be regularized in order to separate the low-
energy from the high-energy part. While the low-energy part is described in terms of the dynamics of the effective
degrees of freedom, the contributions from high-energy physics is implicitly encoded in the low-energy couplings.
In practice, the regularization is achieved by the multiplication of the interaction matrix elements with a regulator
function fΛ ( fR), which suppresses the contributions beyond a momentum scale Λ (below a distance scale R).
There are currently active ongoing discussions about over which range of values these scales should be varied and
to which extent the effects from these variations can be absorbed in changes of the effective low-energy couplings.
These questions are directly connected to fundamental questions regarding the power counting of the underlying
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chiral EFT and renormalizability. However, in this work we will not discuss these conceptual questions but refer the
interested reader to, e.g., Ref. [17], for details. Instead, we will in the following discuss the practical implementation
of different type of regularization schemes for 3N interactions. These are independent of any particular underlying
power counting scheme.
The different regularization strategies can be characterized by the nature of the regulator function:
• First, we can categorize the regularization into a momentum-space or coordinate-space formulation. In the first
case the regulator function is a general function of all Jacobi momenta in some chosen basis representation {ab}:
fΛ = fΛ(p,q,p′,q′) . (79)
This regulator function is then applied as a simple multiplicative factor to leading-order 3N contributions (see,
e.g. Eq. (54)):
V reg3N = V
reg
3N (p,q,p
′,q′) fΛ(p,q,p′,q′) . (80)
For higher-order 3N contributions involving loop structures the regulator functions can in general also be applied
to internal loop momenta.
Accordingly, in coordinate space the regulator function depends in general on all relative coordinates
fR = fR(r, s, r′, s′) . (81)
In the present work we will not discuss methods to directly apply regulator functions in coordinate space since
the calculation and decomposition of the 3N interactions is performed in momentum space. Instead, we perform
a Fourier transform of the coordinate-space regulators shown in Eq. (81) to momentum space and apply them
in the basis discussed in Section 3.4 via convolution integrals (see below for details).
• Second, the regulator function can be categorized into local and nonlocal regulator functions. According to the
discussion in Section 3.3, in momentum space local regulator functions are functions of momentum transfers
only, i.e., differences of Jacobi momenta:
f localΛ = fΛ(p
′ − p,q′ − q) = fΛ(p˜, q˜) , (82)
while in coordinate space the regulator function is only a function of the relative distances r′ = r and s = s′:
f localR = fR(r, s) . (83)
Nonlocal regulator functions can depend on more general combinations of Jacobi coordinates. In practice also
combinations of local and nonlocal regulator functions within one scheme have been applied to the short- and
long-range contributions to 3N interactions (see Table 4).
Table 4 summarizes different regularization schemes for 3N interactions that have been developed and applied in
recent years. Ideally, a chosen regularization prescription should be used consistently for NN and 3N interactions. In
the following we discuss the different regularization schemes and their practical implementation in the partial-wave
momentum basis defined in Section 3.3 in more detail.
3.7.1. Nonlocal momentum-space regularization
Nonlocal momentum regularizations were originally applied to the first generation of “high-precision” NN inter-
actions developed within chiral EFT [29, 199, 255]. For these interactions the following regulator form was used:
V regNN = fΛ(p
′)V regNN(p,p
′) fΛ(p) , (84)
with
fΛ(p) = exp
[−(p2/Λ2)n] = fΛ(p) . (85)
Here Λ is some chosen momentum cutoff scale, n some exponent and p = |p|. This prescription is a natural choice in
the sense that the square of the Jacobi momentum is proportional to the relative kinetic energy of the initial and final
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states and hence serves as a natural measure to characterize the high-energy part of the Hilbert space. In Ref. [170]
a natural extension of this regulator to three-body interactions was proposed. From Eq. (10) it follows that the three-
body intrinsic kinetic energy in the center-of-mass reference frame for m = m1 = m2 = m3 takes the following
form:
Trel =
1
2m
 3∑
i=1
k2i −
1
3
( 3∑
i=1
ki
)2 = 16m [(k2 − k1)2 + (k3 − k2)2 − (k1 − k3)2] = 1m
[
p2{ab} +
3
4
q2{ab}
]
, (86)
for any basis representation {ab}. This leads to the following natural extension of Eq. (85) to the three-body case:
fΛ(p,q) = exp
[−((p2 + 34 q2)/Λ2)n] = fΛ(p, q) , (87)
with p = |p| and q = |q|. In this case, the regularization of the initial and final states again factorizes and the regularized
interaction is given by:
V reg3N = fΛ(p
′, q′)V3N fΛ(p, q) . (88)
The choice in Eq. (87) is particularly convenient since this nonlocal regulator only depends on the absolute values of
the Jacobi momenta. Consequently, the regulator does not affect the partial-wave decomposition and the regularized
matrix elements can be obtained by a trivial multiplicative factor to the unregularized partial-wave matrix elements
shown in Eq. (55): 〈
p′q′α′|V (i),reg3N |pqα
〉
{ab} {ab} = fΛ(p
′, q′)
〈
p′q′α′|V (i)3N|pqα
〉
{ab} {ab} fΛ(p, q) . (89)
Since the expression for the relative kinetic energy Eq. (86) is identical in all basis representations {ab}, i.e., invariant
under application of the permutation operators P123 and P132, we can also equivalently apply the regulator functions
to the antisymmetrized interaction defined in Eq. (61):〈
p′q′α′|Vas,reg3N |pqα
〉
= fΛ(p′, q′)
〈
p′q′α′|Vas3N|pqα
〉
fΛ(p, q) , (90)
i.e., the regularization commutes with the antisymmetrization operation for this type of regulator.
Applying the regulator on the operator level like in Eq. (88) or at the level of the partial-wave matrix elements as
shown in Eqs. (89) and (90) all lead to identical results. This is a particular property of the specific regulator choice
Eq. (87). This property has the great practical advantage that it is sufficient to explicitly calculate only unregularized
matrix elements. The regulator functions, i.e., the values for the exponent n and the cutoff scale Λ in Eq. (87), can be
specified at a later stage after the partial wave decomposition in a very flexible and convenient way.
3.7.2. Local momentum-space regularization
In contrast to the nonlocal regulator discussed in the previous section local regulators depend by definition on
momentum transfers and hence also on the angles between Jacobi momenta. As a consequence, local regulators
naturally couple different partial waves in the basis defined in Eq. (41), which makes it necessary to incorporate the
regulators before the partial-wave decomposition. We start from a particular choice for the Faddeev component i and
incorporate the regulator functions:
V (i),reg3N = V
(i)
3N
N j∏
j=1
fΛ(Q j) , (91)
where Q j = k′j−k j are the momentum transfers and the index j runs over one or multiple momentum transfer variables
of a given 3N interaction. Typically, exponential forms were chosen for fΛ, similarly to the nonlocal regulator Eq. (87).
For example, in Ref. [224] the form fΛ(Q) = exp
[−(Q2/Λ2)2] and N j = 2 was used, and in Ref. [239] the regulator
function fΛ(Q) = exp
[−(Q2 + m2pi)/Λ2] was applied to each long-range pion exchange interaction of a given diagram,
where Q j is the momentum carried by the pion.
The regularized interaction defined in Eq. (91) can be straightforwardly decomposed in a partial-wave represen-
tation using the algorithm discussed in Section 3.3 since the regulator preserves the local nature of the interaction.
Note, however, that the regularization in Eq. (91) does in general not commute with the antisymmetrization operation,
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Figure 23: Phase-space weights of the local regulator function f local
Λ
(p,p′) = exp
[
−(p′ − p)2/Λ2)
]
= exp
[
−(p′2 + p2 − 2p′px)/Λ2
]
with
x = cos θpp′ and Λ = 500 MeV. The different panels show the phase-space contributions for different angles x. The case x = 0, i.e., θpp′ = pi2
(central panel), corresponds to the nonlocal regulator.
in contrast to the nonlocal regulator in Eq. (87). This leads to ambiguities regarding the choice of operators for the
three-body interactions, which are absent for unregularized interactions or nonlocally regularized interactions using a
function of the form Eq. (87). Consider as an example a pure contact interaction, which can be parametrized in terms
of different spin-isospin operators:
Vcontact3N =
∑
i, j,k
[
β1 + β2σi · σ j + β3τi · τ j + β4σi · σ jτi · τ j + β5σi · σ jτ j · τk + β6
(
(σi × σ j) · σk
) (
(τi × τ j) · τk
)]
= Vβ13N + V
β2
3N + V
β3
3N + V
β4
3N + V
β5
3N + V
β6
3N . (92)
Antisymmetrization leads to the following relations:
A123Vβ23N = A123Vβ33N = −A123Vβ13N
A123Vβ43N = −A123Vβ53N = −3A123Vβ13N
A123Vβ63N = −12A123Vβ13N . (93)
These relations imply that all operators are linearly dependent and it is hence sufficient to choose just one of the
operators Vβi3N (see also discussion in Ref. [170]). By convention, the interaction V
β3
3N is usually chosen to define
the low-energy constant cE (see Eq. (56)). However, for local regulators this symmetry, usually referred to as Fierz
rearrangement freedom of Fierz symmetry, is generally not fulfilled anymore. This is in particular the case when
the local regulator is not applied in a symmetric way to all momentum transfers in 3N interactions. In Ref. [256]
the effects of this ambiguity in NN interactions was studied in few-body systems and neutron matter, whereas in
Ref. [224] the effect of different coordinate choices in the local regulators for the 3N interactions was studied based
on ground-state energies of 3H. Ref. [216] studied the impact of this ambiguity for local 3N interactions for nuclear
matter. Generally, these ambiguities at a given order should be absorbable by operators at higher orders in the chiral
expansion, but more detailed studies are needed to demonstrate this explicitly.
The local and nonlocal regulators discussed above can differ quite substantially, depending on the kinemati-
cal regime. We illustrate this in Figure 23 by showing the phase space contributions of a local regulator of form
f local
Λ
(p,p′) = exp
[−(p′ − p)2/Λ2)] = f local
Λ
(p, p′, cos θpp′ ) for different angles θpp′ and for the cutoff scale Λ = 500
MeV. Obviously, for cos θpp′ = 0, i.e., θpp′ = pi/2, the local regulator agrees by construction with the nonlocal reg-
ulator defined in Eq. (85) with n = 1. Furthermore, in the kinematical regime with small x both regulators agree
reasonably well. However, when both Jacobi momenta, p and p′, are getting close to being aligned or antialigned with
each other, the regulators show significant differences. In particular for the case x = 1, i.e., p = p′ the local regulator
exhibits a band diagonal structure and does not suppress contributions at large Jacobi momenta at all.
Besides such technical differences between local and nonlocal regulators, there are also conceptual differences. In
Ref. [204] it is argued that nonlocal cutoff functions of the form Eq. (85) lead to distortions of the analytic structure
of the partial-wave scattering amplitude around the threshold since it affects the discontinuity across the left-hand
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cuts (see also discussion in Refs. [257, 258]). Local regulators, in contrast, can remove the short-range parts of the
pion-exchange interactions and hence make an additional spectral function regularization obsolete. In addition, it is
argued that locally regularized interactions lead to a better description of scattering phase shifts even at relatively high
energies due to reduced finite-cutoff artifacts (see Refs. [204, 205] for details).
3.7.3. Semilocal momentum-space regularization
The semilocal regularization scheme first presented in Refs. [205, 239] combines features of the nonlocal and
local regularizations discussed in the previous two sections. Specifically, in the semilocal regularization approach
the long-range pion-exchange contributions are regularized via local regulator functions, whereas the short-range
point couplings are regularized nonlocally (see also Ref. [259] for details). This has the practical advantage that the
regularization of the short-range parts does not induce a coupling of partial waves and hence the low-energy couplings
in the NN interaction can be fixed independently in different partial waves, e.g. by fitting them to extracted scattering
phase shifts in the corresponding channel.
We illustrate the semilocal regularization by applying it to the 3N contributions at N2LO in chiral EFT for the
interaction terms shown in Figure 24. The regularization of the purely long-range leading-order two-pion exchange
contributions is formally identical to the local regularization of Ref. [224]. In diagram (a) of Figure 24 the pions carry
the momenta Q1 and Q3. Hence the regularized interaction is given by
Vci,reg3N (Q1,Q3) = V
ci
3N(Q1,Q3) f
long
Λ
(Q1) f
long
Λ
(Q3) . (94)
In Ref. [239] the particular form f long
Λ
(Q) = exp
[−(Q2 + m2pi)/Λ2] was chosen (see also Table 4).
The intermediate-range diagram (b) in Figure 24, proportional to the coupling cD, consists of a long-range pion-
exchange part and short-range coupling. Here, the pion exchange is regularized via the local long-range regulator
f long
Λ
(see above) and the short-range two-point coupling via a nonlocal regulator of the form f short
Λ
= exp
[−(p2δ/Λ2)],
where the momenta pδ (p′δ) are the initial (final) state relative momenta of the two particles interacting via the point
coupling. For the practical calculation we choose a particular basis {ab}. In the present case it is most convenient to
choose basis {23} since in this case the momentum pδ is given by (see Table 2)
pδ =
k2 − k3
2
= p{23} , (95)
i.e., the argument of the regulator functions is independent of any angles. On the other hand, choosing another basis
representation, e.g. {12}, leads to
pδ =
k2 − k3
2
= −p{12} − 34q{12} , (96)
and the application of the nonlocal regulators obviously becomes much more intricate due to the dependence on
the angle between the vectors p{12} and q{12}. Of course, both choices eventually lead to identical results for the
antisymmetrized interaction.
That means in total we obtain for the regularized interaction:
VcD,reg3N (Q1,pδ,p
′
δ) = V
cD
3N(Q1) f
long
Λ
(Q1) f shortΛ (pδ) f
short
Λ (p
′
δ) . (97)
In Ref. [239] the regulator form was chosen to be f short
Λ
(p) = exp
[
−(p2/Λ2)
]
.
The regularization of the purely short-range interaction, proportional to the coupling cE (diagram (c) in Figure 24),
reduces to the nonlocal regularization. Here all three particles participate in the short-range interaction, i.e.,
p2δ =
1
6
[
(k2 − k1)2 + (k3 − k2)2 + (k1 − k3)2] = p2 + 34q2 , (98)
and for the regularized interaction we obtain:
VcE ,reg3N (pδ,p
′
δ) = f
short
Λ (pδ)V
cE
3N f
short
Λ (p
′
δ) . (99)
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Figure 24: Semilocal momentum-space regularization of the 3N interactions at N2LO. The pion exchange contributions (blue) to all interactions are
regularized locally via the long-range regulator f longR (Qi), whereas the short-range parts (red) are regularized nonlocally by the regulator f
short
Λ
(p2δ).
Here, the momentum pδ denotes the momentum scale related to the relative kinetic energy in the initial and final states of those particles that interact
via the short-range coupling, i.e., specifically, for diagram (b) p2δ = ((k2 − k3)/2)2 and for diagram (c) p2δ = 16
[
(k2−k1)2 + (k3−k2)2 + (k1−k3)2] =
p2 + 34 q
2.
In Ref. [239] a Gaussian form was chosen, i.e.:
f shortΛ (pδ) = exp
[−(p2 + 34 q2)/Λ2] = f shortΛ (p, q) . (100)
Since the argument does not depend on any angles between Jacobi momenta this regularization can directly be applied
to the partial-wave matrix elements:〈
p′q′α′|VcE ,reg3N |pqα
〉
{ab} {ab} = f
short
Λ (p
′, q′)
〈
p′q′α′|VcE3N|pqα
〉
{ab} {ab} f
short
Λ (p, q) . (101)
The regularization of the 3N contributions at N3LO that involve loop structures is more involved since the regula-
tors can also be applied to internal momenta.
3.7.4. Local coordinate-space regularization
Local interactions formulated in coordinate space play a key role for Quantum Monte Carlo methods [47]. In
recent years there has been significant progress towards incorporating chiral EFT interactions in these frameworks
(see, e.g., Refs. [50, 51, 54, 146, 260]). Here we discuss strategies that allow to apply regulator functions defined in
coordinate space, i.e., fR = fR(r, s, r′, s′), to matrix elements of 3N interactions. Generally there are two options to
calculate regularized matrix elements
〈
p′q′α′|V (i),reg3N |pqα
〉
:
1. Calculation of the Fourier transform of the regulator function fR to momentum space and application of the
regulator to the unregularized momentum-space partial-wave matrix elements of Eq. (54).
2. Computation of the coordinate-space partial-wave matrix elements of the regularized 3N interaction
V reg3N = V3N(r, s, r
′, s′) fR(r, s, r′, s′) , (102)
and Fourier transform of the result to momentum space. The Fourier transform of the chiral EFT 3N interactions
at N2LO can be performed to a large extent analytically and can be expressed in terms of a few elementary
functions which can be computed numerically in a straightforward way (see, e.g., appendix of Ref. [261]).
The second option has the advantage that the application of the regulator function is just a simple multiplicative
operation. On the other hand, the expressions for various 3N contributions have so far only been derived in momentum
space (see Ref. [183, 184]). In this sense the first option is more general and we will hence focus on this method in
the following.
We consider a local interaction regularized by a local function in coordinate space. For the sake of simple notation
we parametrize all quantities as a function of the interparticle distances ri j = xi − x j or the momentum transfers
Qi = k′i − ki. In coordinate space the regularized Faddeev component is given by
V (i),reg3N = V
(i)
3N(r12, r23) fR(r12, r23) . (103)
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Here we arbitrarily selected the two variables r12 and r23 = −r32. Since there are only two independent relative
distance variables (r12 + r23 + r31 = 0) we could have equally well chosen any other two independent interparticle
distance variables. The momentum-space representation of the regulator is then given by
f˜R(Q1,Q3) =
∫
dr12dr23e−iQ1·r12 e−iQ3·r23 fR(r12, r23) , (104)
or equivalently the coordinate-space representation by
fR(r12, r23) =
∫
dQ1
(2pi)3
dQ3
(2pi)3
eiQ1·r12 eiQ3·r23 f˜R(Q1,Q3) . (105)
The role of the regulator function fR(r12, r23) is to suppress contributions to the interaction at small interparticle
distances, while leaving the interaction unchanged in the low-energy regime at large distances. Consequently the
Fourier transform cannot be directly computed in the form given in Eq. (104) since the integration kernel is not
suppressed at large interparticle distances. Instead we first need to subtract the identity:
f˜R(Q1,Q3) =
∫
dr12dr23e−iQ1·r12 e−iQ3·r23
[
fR(r12, r23) − 1] + (2pi)6δ(Q1)δ(Q3) = f˜R,subtr(Q1,Q3) + (2pi)6δ(Q1)δ(Q3) .
(106)
Inserting the Fourier representation Eq. (104) and its inverse for the regulator and the interaction we obtain:
V (i),reg3N (Q1,Q3) =
∫
dr12dr23e−iQ1·r12 e−iQ3·r23 V (i)3N(r12, r23) fR(r12, r23)
=
∫
dQ¯1
(2pi)3
dQ¯3
(2pi)3
V (i)3N(Q¯1, Q¯3) f˜R(Q1 − Q¯1,Q3 − Q¯3) (107a)
= V (i)3N(Q1,Q3) +
∫
dQ¯1
(2pi)3
dQ¯3
(2pi)3
V (i)3N(Q¯1, Q¯3) f˜R,subtr(Q1 − Q¯1,Q3 − Q¯3) , (107b)
where we inserted the Fourier representation of the regulator and the interaction (Eq. (105)) in the second step. The
key point of this result is the fact that the regularized interaction is given by a sum of two terms. While the first
term is just the unregularized interaction, the second term is a well-defined integral, which in general needs to be
computed numerically. This step involves some intricate numerical problems that are most obvious in the regime
of large momenta. Since the regulator cuts off high-energy physics at small distances the regularized interaction in
momentum space should be suppressed at large momentum transfers. However, note that in general the unregularized
interaction V3N(Q1,Q3) is not suppressed at large momenta, which means that also the second term in Eq. (107b)
cannot be suppressed in this kinematical region. Eventually, a very delicate cancellation between these two terms is
required in order to obtain a regularized interaction that has no contributions at large momenta. In fact, the direct
implementation of Eq. (107b) can lead to significant numerical noise contaminations, in particular at large momenta.
However, there is a more clever way to apply coordinate-space local regulators. The basic idea of this method is
to insert an identity in the definition Eq. (103) of the following form6
V (i),reg3N = V
(i)
3N(r12, r23)
Q(r212)Q(r
2
23)
Q(r212)Q(r
2
23)
fR(r12, r23) , (108)
where Q(r2) is at this point an arbitrary function that depends on the square of the interparticle distance, which we
will specify further below. We then define a pre-regularized interaction in momentum space by inserting the functions
Q in the numerator (compare Eq. (104)):
V (i),prereg3N (Q1,Q3) =
∫
dr12dr23e−iQ1·r12 e−iQ3·r23 Q(r212)Q(r
2
23)V
(i)
3N(r12, r23) = Q(−∆Q1 )Q(−∆Q3 )V (i)3N(Q1,Q3) , (109)
6This method was originally developed by Hermann Krebs.
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where ∆Q denotes the Laplacian with respect to vector Q. Accordingly, we define a pre-regularized regulator in
momentum space by incorporating here the functions Q in the denominator:
f˜ preregR (Q1,Q3) =
∫
dr12dr23e−iQ1·r12 e−iQ3·r23
fR(r12, r23)
Q(r212)Q(r
2
23)
. (110)
Choosing the function Q(r2) in a suitable way allows to render the integral Eq. (110) finite and well defined, without
the need to subtract the identity like in the original integral in Eq. (104). For example, the choices Q(r2) = r2 or
Q(r2) = r4 have the desired properties. In addition, in cases where the original regulator function factorizes and
only depends on the absolute values of the interparticle distances, i.e., fR(r12, r23) = fR(|r12|) fR(|r23|), then also the
pre-regularized regulator factorizes and can be calculated in a particularly simple way. For example, for Q(r2) = r4
we obtain:
f˜ preregR (Q) =
∫
dre−iQ·r
1
r4
fR(r) = 4pi
∫ ∞
0
dr
r2
fR(r) j0(Qr) , (111)
where jl are the spherical Bessel functions. However, also for non-factorizable regulator functions the computation of
the Fourier transform poses no serious problems. Finally, the regularized interaction can then be obtained by
V (i),reg3N (Q1,Q3) =
∫
dQ¯1
(2pi)6
dQ¯3
(2pi)6
V (i),prereg3N (Q¯1, Q¯3) f˜
prereg
R (Q1 − Q¯1,Q3 − Q¯3) . (112)
In contrast to Eq. (107a) this integral can be directly evaluated and no subtractions with delicate cancellations are
required for the regularization of the interaction. By choosing a basis representation {ab} it is now straightforward to
express Eq. (112) in terms of Jacobi momenta:
〈
p′q′|V (i),reg3N |pq
〉
{ab} {ab} =
∫
dp′′
(2pi)6
dq′′
(2pi)6
〈
p′q′|V (i),prereg3N |p′′q′′
〉
{ab} {ab}
〈
p′′q′′| f˜ preregR |pq
〉
{ab} {ab} , (113)
and after including spin and isospin degrees of freedom we obtain the following results in the momentum partial-wave
representation:
〈
p′q′α′|V (i),reg3N |pqα
〉
{ab} {ab} =
∫
dp′′p′′2dq′′q′′2
∑
α′′
〈
p′q′α′|V (i),prereg3N |p′′q′′α′′
〉
{ab} {ab}
〈
p′′q′′α′′| f˜ preregR |pqα
〉
{ab} {ab} .
(114)
The key steps for the application of Eq. (114) consist in the computation of the pre-regularized interaction as defined in
Eq. (109) and the momentum-space partial-wave decomposition of the interaction Vprereg3N and the regulator f
prereg
R . We
will discuss these steps in more detail in the next section, where we apply the framework presented here to semilocally
regularized 3N interactions, corresponding to the NN interactions presented in Refs. [189, 204] and later extended by
contributions from 3N interactions [33].
3.7.5. Semilocal coordinate-space regularization
The underlying idea of the semilocal coordinate-space regularization is the same as for the semilocal momentum-
space regularization (see Section 3.7.3), with the only difference being that the local regulator functions for the long-
range parts of the interactions are now given in coordinate space. Specifically, in Ref. [33] the following form was
chosen:
f longR (r) =
(
1 − exp[−r2/R2])6 . (115)
Here R is a coordinate cutoff scale which is typically chosen to be in the range R = 0.8 − 1.2 fm. As shown in
Figure 25, this regulator function is virtually vanishing at r = 0, which implies that all short-range coupling contribu-
tions are projected out by the local regulator and only long range contributions from the pion exchange terms remain.
However, the figure also demonstrates that this regulator function differs quite significantly from the regulators chosen
in Refs. [50, 51] for the same values of coordinate-space cutoff scales R (see also Ref. [262]). This emphasizes that
some care has to be taken when comparing interactions with the same regularization cutoff scales but different forms
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Figure 25: Coordinate-space regulator functions of the “semilocal CS” regularization [189, 204] (solid lines, see Eq. (115)) compared to those of
the “local CS” regularization [50, 51] (dashed lines) for the coordinate-space regularization scales R = 0.8 − 1.2 fm. Note the different effective
form and effective cutoff scales of these two sets of regulators even when using formally the same regularization scale R.
of the regulators.
For interaction contributions with multiple pion-exchange interactions each contribution is regularized via the
regulator f longR (r). The short-range parts of the interaction are regularized in the same way as for the semilocal
momentum-space regularization by nonlocal regulators in momentum space. In Ref. [33] a Gaussian form was chosen:
f shortΛ (p) = exp
[−p2/Λ2] . (116)
We again illustrate the regularization scheme explicitly using the 3N interaction contributions at N2LO (see Figure
26) as discussed in Section 2.1. We start with the long-range 2pi exchange topologies, given in Eqs. (1) and (2). For
the diagram shown in panel (a) of Figure 26 we need to apply two long-range regulators:
Vci,reg3N (r12, r32) = V
ci
3N(r12, r32) f
long
R (r12) f
long
R (r32) . (117)
For the practical calculation of the momentum-space elements of the regularized interaction
〈
p′q′α′|V2pi,reg3N |pqα
〉
we
follow the strategy discussed in Section 3.7.4. As a first step we need to calculate the pre-regularized interactions:
Vci,prereg3N (Q1,Q3) = Q(−∆Q1 )Q(−∆Q3 )Vci3N(Q1,Q3) . (118)
Starting from the unregularized expressions Eqs. (1) and (2) these can be calculated in a straightforward way. To be
(a)
x1 x3
x2
r12 r32
(b)
x1 x2 = x3r12
(c)
x1 = x2 = x3
Figure 26: Semilocal coordinate-space regularization of the 3N interactions at N2LO. The pion exchange contributions (blue) to all interactions are
regularized locally via the long-range regulator f longR (ri j), whereas the short-range parts (red) are regularized nonlocally in momentum space via
the regulator f short
Λ
(p2δ) (see caption of Figure 24). Since all interactions terms are local, the relation xi = x
′
i holds.
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explicit we give the results for the 3N contributions at N2LO for Q(−∆Q) = −∆Q.
Vc1,prereg3N (Q1,Q3) = −
2c1g2Am
2
pi
f 4pi
τ1 · τ3
(5m2pi + Q21)(5m
2
pi + Q23) σ1 ·Q1 σ3 ·Q3
(Q21 + m2pi)3(Q
2
3 + m
2
pi)3
,
Vc3,prereg3N (Q1,Q3) =
c3g2A
f 4pi
τ1 · τ3
 σ1 · σ3
(Q21 + m2pi)(Q
2
3 + m
2
pi)
− (3Q
2
1 + 7m
2
pi)σ1 ·Q1 σ3 ·Q1
(Q21 + m2pi)3(Q
2
3 + m
2
pi)
− (3Q
2
3 + 7m
2
pi)σ1 ·Q3 σ3 ·Q3
(Q21 + m2pi)(Q
2
3 + m
2
pi)3
+
(3Q21 + 7m
2
pi)(3Q23 + 7m
2
pi)Q1 ·Q3 σ1 ·Q1 σ3 ·Q3
(Q21 + m2pi)3(Q
2
3 + m
2
pi)3
 ,
Vc4,prereg3N (Q1,Q3) =
c4g2A
2 f 4pi
τ1 · τ2 × τ3
− σ1 · σ2 × σ3
(Q21 + m2pi)(Q
2
3 + m
2
pi)
− (3Q
2
1 + 7m
2
pi)σ1 ·Q1 σ3 · σ2 ×Q1
(Q21 + m2pi)3(Q
2
3 + m
2
pi)
+
(3Q23 + 7m
2
pi)σ3 ·Q3 σ1 · σ2 ×Q3
(Q21 + m2pi)(Q
2
3 + m
2
pi)3
+
(3Q21 + 7m
2
pi)(3Q23 + 7m
2
pi)σ1 ·Q1 σ3 ·Q3 σ2 ·Q1 ×Q3
(Q21 + m2pi)3(Q
2
3 + m
2
pi)3
 ,
(119)
and the corresponding pre-regularized regulator term (cf. Eq. (111)):
f˜ preregR (Q) = 4pi
∫ ∞
0
dr
(
1 − e−r2/R2)6 j0(Qr) . (120)
These pre-regularized quantities can be straightforwardly decomposed in a partial-wave representation using the
framework discussed in Section 3.3. The decomposition of the regulator
f˜ preregR (Q1,Q3) = f˜
prereg
R (|Q1|) f˜ preregR (|Q3|) (121)
is particularly simple as it does not depend on any spin and isospin quantum numbers. However, note that the regulator
does not factorize anymore if the long-range regulator is applied to pion-exchange contributions that involve all three
interparticle distances (like, e.g. for the ring contributions at N3LO) due to the relation r12 + r23 + r31 = 0. After the
decomposition the matrix elements of the regularized interaction can be computed via Eq. (114).
The regularization of the intermediate-range diagram (b) in Figure 26 is somewhat more intricate as it involves
long-range and short-range pieces. Since this interaction contains only one pion-exchange interaction the long-range
regularization takes the following form:
V1pi,reg3N (r12) = V
1pi
3N(r12) f
long
R (r12) . (122)
Accordingly, the pre-regularized interaction reads
VcD,prereg3N (Q1) = −∆Q1 VcD3N(Q1) = −
gAcD
4 f 4pi Λχ
τ1 · τ3
− σ1 · σ3Q21 + m2pi +
(7m2pi + 3Q21)σ1 ·Q1σ3 ·Q1
(Q21 + m2pi)3
 , (123)
and the pre-regularized regulator
f˜ preregR (Q1,Q3) =
∫
dr12dr23e−iQ1·r12 e−iQ3·r23
f longR (r12)
Q(r212)
= (2pi)3δ(Q3) f˜
prereg
R (Q1) . (124)
The partial-wave decomposition of the regulator in Eq. (124) can be simplified significantly by a clever choice of
coordinates. If we choose the basis representation {12} the momentum transfer Q3 is given by Q3 = q′{12} − q{12}, and
the argument of the delta function does not depend on any angles. As a result, it is straightforward to show that the
partial-wave matrix elements of the regulator take the following form:
〈
p′q′α′| f˜ preregR |pqα
〉
{12} {12} =
δαα′
(2pi)6
2piδ(q′ − q)
∫ 1
−1
dxPL(x) f˜
prereg
R
(
y
)
with y2 = p2 + p′2 − 2pp′x , (125)
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and L denotes the relative orbital angular momentum quantum number (see Eq. (41)). Any other basis choice, {13}
or {23}, leads to nontrivial angular dependencies of the delta function and significantly complicates the partial wave
decomposition. Using the representation Eq. (125) makes the application of the long-range regulator straightforward,
but complicates significantly the application of the nonlocal regulator to the short-range coupling. To see this, note
that the nonlocal regulator takes the form f short
Λ
(pδ) f shortΛ (p
′
δ) with pδ = (k2−k3)/2 (see Section 3.7.3). In Ref. [33] the
values of the local coordinate-space scale R and nonlocal scale Λ are chosen to be connected via the relation R = Λ/2.
However, in the basis representation {12} the momentum pδ depends on angles between Jacobi momenta:
pδ =
1
2
(k2 − k3) = −12p{12} −
3
4
q{12} = p{23} , (126)
which makes the application of the nonlocal regulator nontrivial. On the other hand, using basis {23} reduces the
nonlocal regularization to a simple factor after the partial-wave decomposition.
One way out of this dilemma is to perform the regularization in the basis {23} and compute the corresponding
matrix elements of the long-range regulator by applying permutation operators to the expression Eq. (125) (see also
Section 3.1): 〈
p′q′α′| f˜ preregR |pqα
〉
{23} {23} =
〈
p′q′α′|P−1123 f˜ preregR P123|pqα
〉
{12} {12} . (127)
It is important to note that the practical calculation of the matrix products in Eq. (127) requires the calculation of
the permutation operator as well as the regulator for both the physical partial waves with (−1)L+S +T = −1, as well
as unphysical partial waves with (−1)L+S +T = +1 (see also discussion in Section 3.5). The unphysical partial waves
eventually decouple when the regulator is applied to the interaction via Eq. (114). However, for the calculation of
products of auxiliary quantities as in Eq. (127) it is crucial to retain them. Finally, the regularized interaction can be
computed via〈
p′q′α′|V (i),prereg3N |pqα
〉
{23} {23}
= f shortΛ (p
′) f shortΛ (p)
∫
dp′′p′′2dq′′q′′2
∑
α′′
〈
p′q′α′|V (i),prereg3N |p′′q′′α′′
〉
{23} {23}
〈
p′′q′′α′′| f˜ preregR |pqα
〉
{23} {23} . (128)
Obviously, the preferred basis {ab} is determined by the particular choice of the interaction decomposition (see dis-
cussion in Section 3.5).
Finally, the regularization of the purely short-range diagram (c) in Figure 26 again reduces to a purely nonlocal
momentum regularization, i.e., a simple multiplicative factor of the partial-wave matrix elements:〈
p′q′α′|VcE ,reg3N |pqα
〉
{ab} {ab} = f
short
R (p
′, q′)
〈
p′q′α′|VcE3N|pqα
〉
{ab} {ab} f
short
R (p, q) , (129)
as discussed in Section 3.7.3.
3.8. Visualization and comparison of matrix elements
In this section we illustrate and visualize the form of the partial-wave matrix elements of different topologies
within chiral EFT using the different regularization schemes discussed in Section 3.7. Since the matrix elements
effectively depend on six variables, p, q, α, p′, q′ and α′, it is necessary to reduce the dimensionality of the parameter
space. First, we will focus here only on the most important partial-wave channels. Specifically, we select the channel
with α¯ = 0 for the three-body channel with J = 12 ,T = 12 and P = +1, i.e., L = 0, S = 0, J = 0,T = 1, l = 0 and
j = 12 for both initial and final states (see AppendixE). In this channel all orbital angular momenta are zero, which
means that it is possible to study the effect of pure S -wave short-range couplings. Second, we re-parametrize the
momentum dependence by introducing the hypermomentum ξ and the hyperangle θ via the following definition (see
also Figure 27):
{p, q} →
{
ξ2 = p2 +
3
4
q2, tan θ =
p√
3/4q
}
. (130)
This transformation of variables is useful since the hypermomentum is directly related to the relative three-body kinetic
energy and hence serves as a measure for the energy of the initial and final states. Since the role of the regulators
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Figure 27: Definition of the hypermomentum ξ2 = p2 + 34 q
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.
is to separate the low-energy from the high-energy part of the Hilbert space the new variable set {ξ, θ} is particularly
suited to study the nature and properties of different regulators. In the following we visualize the matrix elements
as a function of the initial and final state momenta ξ and ξ′ for a fixed value of the hyperangle. In the following we
arbitrarily choose θ = pi4 , i.e., tan θ = 1 for the initial and final states. The global features of the results presented in
the following are insensitive to this particular choice.
Here we illustrate the matrix elements of individual 3N topologies in chiral EFT using the following four different
regularization schemes (see also Table 4):
• Nonlocal MS: Nonlocal momentum-space regularization (see Section 3.7.1).
• Local MS: Local momentum-space regularization (see Section 3.7.2).
• Semilocal MS: Semilocal momentum-space regularization (see Section 3.7.3).
• Semilocal CS: Semilocal coordinate-space regularization (see Section 3.7.5).
Based on the power counting of chiral EFT, the sum of all contributions to observables at a given order in the chiral
expansion should be suppressed compared to contributions at lower order. However, we stress that studying the matrix
elements of individual topologies separately may be misleading due to possible cancellation effects when computing
observables. In particular, we stress that the definition of individual topologies is in general scheme-dependent and
not unique (compare discussion in Ref. [191]).
Figure 28 shows the matrix elements for the five leading-order (N2LO) 3N interaction topologies for typical cutoff
values: Λ = 500 MeV for momentum-space regulators and R = 0.9 fm for coordinate-space regulators. Clearly, the
values and structure of the matrix elements are quite sensitive to the employed regularization scheme. In general,
the values are largest for the “nonlocal MS” (first row) regularization, while the elements for the “local MS” and
“semilocal MS” schemes look qualitatively similar, but tend to be more strongly suppressed. In particular, the long-
range topologies (first three columns) of the “local MS” and “semilocal MS” regularized matrix elements are equal up
to an additional suppression factor exp
[−2m2pi/Λ2] (see Table 4). The “semilocal CS” matrix elements (bottom row)
on the other hand show a very different qualitative form compared to all momentum-space regularization schemes.
Here the coordinate-space regulator f longR (r) completely suppresses all short-range contributions of the pion exchange
interactions (see discussion in Section 3.7.5) as the regulator function virtually vanishes at r = 0. The remaining con-
tributions shown in the bottom row of Figure 28 only contain long-range contributions to the 2pi-exchange topologies.
For the momentum-space regulators on the other hand the pion exchange interactions still contain the short-range
contact terms. This qualitative difference in the matrix elements is also reflected in observables as we demonstrate in
Section 4.1 based on nuclear matter properties.
In Figure 29 we show the corresponding matrix elements for the subleading topologies at N3LO for the same
parameters and regularization schemes as in Figure 28. We can observe some striking differences between the different
regularization schemes. First, the matrix elements of the individual topologies at N2LO and N3LO for the shown
partial-wave channel are of the same order of magnitude for both the “nonlocal MS” and “local MS” regularization
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Figure 28: Matrix elements of the antisymmetrized interaction
〈
p′q′α¯|Vas3N |pqα¯
〉
for the individual topologies at N2LO (columns, indicated by the
corresponding LEC) and different regularization schemes (rows, see main text and Table 4) as a function of the hypermomentum ξ2 = p2 + 34 q
2
at the hyperangle tan θ = p/(
√
3/2q) = pi4 and in the partial wave with α¯ =
{
L = 0, S = 0, J = 0,T = 1, l = 0, j = 12
}
. For the long-range LECs, we
choose the values of the Roy-Steiner analysis of Refs. [174, 175]: c1 = −0.74 GeV−1, c3 = −3.61 GeV−1 and c4 = 2.44 GeV−1. The short-range
couplings are chosen for optimized visibility: cD = 2.0 and cE = 0.5. For the momentum-space regularization scales we set Λ = 500 MeV and
R = 0.9 fm for the semilocal coordinate-space regularization (corresponding to Λ = 2R ≈ 355 MeV for the nonlocal regulators).
scheme. This is per se not a problem for power counting as the contributions can still add up to a relatively small
total contribution. However, the cancellation becomes more and more fine-tuned as the size of the matrix elements
for the individual topologies increase, which might eventually lead to serious practical problems. Second, there is a
significant difference between the semilocal regularization schemes and the nonlocal and purely local regularization
schemes. This indicates that the chosen regularization scheme could have some significant impact on the convergence
of the chiral expansion.
Finally, in Figure 30 we show the matrix elements of the pure contact interaction topology proportional to the
LEC cE for different configuration channels in the three-body channel with J = 12 ,T = 12 and P = +1. Note that for
the regularization schemes “nonlocal MS”, “semilocal MS” and “semilocal CS” the matrix elements always vanish
for all channels with L > 0 or l > 0 due to the nonlocal regularization of this topology in these schemes. In contrast,
for the “local MS” scheme a finite range is induced, which leads to finite contributions in channels with nonvanishing
angular momenta.
3.9. Transformation of matrix elements to harmonic oscillator basis
Most many-body frameworks based on partial-wave expansion methods are developed in harmonic oscillator
(HO) bases. It is straightforward to transform momentum-space matrix elements of the form 〈p′q′α′|V3N|pqα〉 to the
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Figure 29: The matrix elements for the individual N3LO topologies for the same parameters and plot ranges as in Figure 28. For optimized visibility
of the 2pi-contact matrix elements we set CT = 0.2. In the right column we show the relativistic corrections to the two-pion exchange contributions.
The relativistic corrections to the one-pion exchange interactions are of the same order of magnitude and vanishingly small on the shown plot scale.
The N3LO contributions in the “semilocal MC” regularization scheme are not yet fully developed.
corresponding Jacobi HO basis. Since the partial-wave expansion of the angular dependence is identical in both bases,
the transformation can be performed individually for the different partial-wave channels:
〈
N′n′α′|V3N|Nnα〉 = ∫ dpp2dp′p′2 ∫ dqq2dq′q′2RN′L′ (p′, b)Rn′l′ (q′, b) 〈p′q′α′|V3N|pqα〉 RNL(p, b)Rnl(q, b) , (131)
with the radial harmonic oscillator wave functions7
Rnl(p, b) =
√
2n!b3
Γ(n + l + 32 )
(pb)le−p
2b2/2L
l+ 12
n (p2b2) . (132)
Here b denotes the oscillator parameter b−1 =
√
mΩ with the nucleon mass m and the oscillator frequency Ω and Lkn
are the generalized Laguerre polynomials.
In the limit of infinite basis size many-body results become independent of Ω. For practical calculations the
frequency Ω is usually chosen such that the ground-state energy results are minimized for a given basis size (see
Figure 40).
We note that some care has to be taken regarding the value of the oscillator parameter due to different conventions
of Jacobi coordinates. In the coordinate system introduced in Section 3.1 the isotropic oscillator Hamiltonian for three
particles of mass m takes the following form:
H =
k21 + k
2
2 + k
2
3
2m
+
1
2
mΩ2(x21 + x
2
2 + x
2
3) =
P23N
2M
+
p2{12}
2µ1
+
q2{12}
2µ2
+
1
2
MΩ2R23N +
1
2
µ1Ω
2r2{12} +
1
2
µ2Ω
2s2{12} , (133)
7There exist different phase conventions for the harmonic oscillator wave functions. In some conventions an additional phase (−1)n is added.
This phase is either present in the coordinate-space wave function or in the momentum space representation.
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Figure 30: Matrix elements of the antisymmetrized interaction
〈
p′q′α¯|Vas3N |pqα¯
〉
for the short-range interaction proportional to cE using the nonlocal
regularization (a) and the “local MS” regularization (b, c and d) using Λ = 500 MeV at the hyperangle tan θ = pi4 . In the different panels
we show the partial waves with α¯a = α¯b =
{
L = 0, S = 0, J = 0,T = 1, l = 0, j = 12
}
, α¯c =
{
L = 1, S = 0, J = 1,T = 0, l = 1, j = 32
}
and α¯d ={
L = 2, S = 0, J = 2,T = 1, l = 2, j = 52
}
(see AppendixE). The matrix elements for L > 0 or l > 0 vanish for the nonlocal regularization for this
interaction topology. Note the different plot scales in panels c and d.
with M = 3m, µ1 = m2 , µ2 =
2
3 m. An alternative common choice of Jacobi coordinates is a more symmetric choice of
factors in momentum and coordinate space:
p˜{12} =
k1 − k2√
2
, q˜{12} =
√
2
3
(
k3 − 12(k1 + k2)
)
, P˜3N =
k1 + k2 + k3√
3
r˜{12} =
x1 − x2√
2
, s˜{12} =
√
2
3
(
x3 − 12(x1 + x2)
)
, R˜3N =
x1 + x2 + x3√
3
. (134)
In this representation the harmonic oscillator Hamiltonian takes the following form, as can be easily verified:
H =
P˜23N
2m
+
p˜2{12}
2m
+
q˜2{12}
2m
+
1
2
mΩ2
(
R˜23N + r˜
2
{12} + s˜
2
{12}
)
. (135)
By comparing of Eqs. (133) and (135) we can identify the relations between the oscillator frequencies and oscillator
parameters in both Jacobi coordinate representations for the transformation Eq. (131) for the three Jacobi variables:
b˜cm =
1√
3
b, b˜p =
√
2b, b˜q =
√
3
2
b , (136)
where b is the value of the oscillator parameter in representation (133), and b˜p and b˜q are the oscillator parameters in
the momentum p and q, respectively.
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4. Incorporation of 3N interactions in many-body frameworks
In Section 3 we discussed the representation and practical calculation of 3N interaction matrix elements in a
partial-wave momentum basis. These matrix elements represent the microscopic input of most ab initio many-body
frameworks for finite nuclei as well as dense matter. However, the step from interaction matrix elements to the
extraction of many-body observables involves several challenges, in particular since the required many-body basis
sizes grow with the particle number of the studied nuclei. In this section we discuss different novel and established
techniques that facilitate the incorporation of 3N interactions in many-body frameworks and help to push the reach
of ab initio methods towards heavier nuclei. Specifically, in Section 4.1 we illustrate the partial-wave convergence
of results for nuclear-matter energies. In addition we demonstrate that the choice of the regularization scheme has
a significant impact on the size of contributions from 3N interactions. In Section 4.2 we discuss the Similarity
Renormalization Group (SRG) evolution of NN and 3N interactions to a lower resolution scale in the partial-wave
momentum basis, which helps to significantly accelerate the convergence of many-body calculations of matter and
atomic nuclei. In Section 4.3 we review recent and ongoing developments for the normal ordering of 3N interactions.
This method allows to incorporate the main contributions from 3N interactions in many-body calculations at the cost
of NN interactions. This technique is now used in basically all basis-expansion many-body methods that aim at
studying properties of medium-mass and heavy nuclei. Typically, SRG evolution and normal ordering are combined
in most many-body frameworks. Finally, we discuss in Section 4.4 a novel method to apply 3N interactions in
many-body perturbation theory without partial-wave expansion. This method is particularly suited for calculations of
nuclear matter, as it drastically simplifies the calculation of individual diagrams in MBPT compared to conventional
approaches based on partial-wave decomposed 3N interactions. In addition, the developed framework can also be
combined with a recently developed coupled cluster framework for nuclear matter [139].
For all these applications we will consider a general Hamiltonian in the center-of-mass reference frame, including
contributions from the kinetic energy, NN and 3N interactions. For all the applications discussed in the following, it
is most convenient to represent all quantities in second quantized form (see, e.g. Ref. [121]):
Hˆ = Tˆrel + VˆNN + Vˆ3N , (137)
with
Tˆrel =
∑
i j
〈i|T | j〉 aˆ†i aˆ j,
VˆNN =
1
(2!)2
∑
i jkl
〈
i j|VasNN|kl
〉
aˆ†i aˆ
†
j aˆlaˆk,
Vˆ3N =
1
(3!)2
∑
i jklmn
〈
i jk|Vas3N|lmn
〉
aˆ†i aˆ
†
j aˆ
†
k aˆnaˆmaˆl . (138)
Here all interactions are represented in terms of antisymmetrized matrix elements:〈
i j|VasNN|kl
〉
=
〈
i j|A12VNN|kl〉 = 〈i j|VNN|kl〉 − 〈 ji|VNN|kl〉〈
i jk|Vas3N|lmn
〉
=
〈
i jk|A123V3N|lmn〉
= 〈i jk|V3N|lmn〉 − 〈 jik|V3N|lmn〉 − 〈ik j|V3N|lmn〉 − 〈k ji|V3N|lmn〉 + 〈 jki|V3N|lmn〉 + 〈ki j|V3N|lmn〉 ,
(139)
with the two- and three-body antisymmetrizers (see Section 3.5):
A12 = 1 − P12, A123 = 1 − P12 − P13 − P23 + P123 + P132 . (140)
The matrix elements are assumed to fulfill the general symmetries under simultaneous interchange of particles in the
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Figure 31: The two contributions to the antisymmetrized NN interaction VasNN. On the right hand side we show for illustration a long-range
1pi-exchange contribution.
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V3N
1′ 2′ 3′
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Figure 32: The six contributions to the antisymmetrized 3N interaction Vas3N. On the right hand side we choose for illustration a 2pi-exchange
contribution.
initial and final states:
〈i j|VNN|kl〉 = 〈 ji|VNN|lk〉
〈i jk|V3N|lmn〉 = 〈 jik|V3N|mln〉 = 〈k ji|V3N|nml〉 etc. (141)
These relations are obviously fulfilled for 3N interactions of the form Eq. (53). The individual contributions to the
antisymmetrized interactions VasNN and V
as
3N are illustrated in Figures 31 and 32.
4.1. Partial-wave convergence of 3N interaction in dense matter
As a first illustration we apply the 3N interactions computed in Section 3 to calculate the energy of nuclear matter
in the Hartree-Fock approximation at zero temperature. Even though this many-body approximation is usually not
sufficient to obtain converged results, such calculations are instructive for several reasons:
1.) In this approximation the contributions from NN and 3N interactions decouple completely. In addition, the
contributions of the individual 3N topologies do not mix. This allows to study the typical scale of the different
3N contributions to the energy of dense matter, independent of a particular chosen NN interaction.
2.) Even though higher order terms in the many-body expansion provide non-negliglible contributions (depending
on the regularization scheme and properties of the NN interactions), for several recently developed chiral NN
interactions like, e.g., those of Refs. [140, 141, 188, 205, 264], the interactions behave perturbatively, at least for
neutron-rich matter and smaller regularization cutoff scales. For such interactions, calculations in the Hartree-
Fock approximation provide a reasonable estimate of the fully converged results.
3.) In the Hartree-Fock approximation it is also possible to calculate the 3N contributions exactly without em-
ploying a partial-wave decomposition of the interactions [124, 263]. These results represent an independent
benchmark of the partial-wave matrix elements and also provide insight into the nature of the partial-wave
convergence and the required partial-wave basis sizes (see Table 3) at the mean-field level. Typically these
convergence patterns extend reasonably well to calculations at higher orders in the many-body expansion or
also for calculations of finite nuclei such as those discussed in Section 5.
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PNM
SNM
Figure 33: Partial-wave contributions to the energy per particle to pure neutron matter (top panel) and symmetric nuclear matter (lower panel) in
the Hartree-Fock approximation at nuclear saturation density for the individual unregularized 3N interaction contributions and all topologies up
to N3LO. For the shown results we use the Fermi momenta knF = 1.7 fm
−1 for PNM and knF = k
p
F = 1.35 fm
−1 for SNM. For the LECs we use
the values cD = cE = 1, CS = CT = 1 fm2 and ci = 1 GeV−1. All results show the accumulated energies including contributions up to the given
partial-wave channel using Jmax = 5 for each three-body partial wave. The exact benchmark results are calculated based on Refs. [124, 263].
Figures adapted from Ref. [177].
In the Hartree-Fock approximation, the 3N interaction contributions to the energy per volume of nuclear matter is
given by [121, 122]:
EHF
V
=
1
6
3∏
i=1
Trσi Trτi
∫
dki
(2pi)3
〈
123|Vas3N|123
〉
nσ1τ1k1 n
σ2τ2
k2 n
σ3τ3
k3 , (142)
where nστk are the zero-temperature occupation numbers for particles with spinσ and isospin τ: n
στ
k = Θ(k
στ
F −|k|), with
the Fermi momenta kστF . For the matrix elements we introduced the short-hand notation |123〉 =
∣∣∣k1σ1τ1k2σ2τ2k3σ3τ3〉.
In the following we consider only spin-saturated systems, i.e., nστk = n
τ
k. In particular, in this section we will focus on
pure neutron matter (PNM, npk = 0) and symmetric nuclear matter (SNM, n
p
k = n
n
k).
The sums and integrals in Eq. (142) can be either performed directly based on the operator form of the interactions
by performing all momentum integrals analytically in a three-dimensional vector representation (see Refs. [124, 263])
or numerically [130] (see also Section 4.4). The analytical approach is in principle straightforward, but requires
some work for antisymmetrizing the interactions. The final results can be expressed in a rather compact way for the
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Figure 34: Partial-pave contributions to the energy per particle of PNM in the Hartree-Fock approximation at nuclear saturation density, knF =
1.7 fm−1, for the individual 3N interaction contributions of all topologies at N2LO for the different regularization schemes (compare to top panel
of Figure 33). As in Figure 33 we use the LEC values ci = 1 GeV−1 and cD = cE = 1. Note that the contributions from cE in the top panel have
been scaled by a factor 15 for optimized visibility. For both semilocal regularization schemes all contributions from the c4, cD and cE topology
vanish. The cutoff values Λ = 500 MeV and R = 0.9 fm were chosen for the momentum-space and coordinate-space regulators, respectively, and
the truncation Jmax = 5 has been employed for each three-body partial wave.
individual 3N topologies up to N3LO (see Ref. [263] for details). Another alternative for evaluating Eq. (142) is to
make use of the partial-wave representation of the 3N interactions. Here we need to represent the spin- and isospin
sums as well as the momentum integrals in Eq. (142) in the partial-wave momentum basis discussed in Section 3.4.
For example, for PNM the expression for the HF energy per volume takes the following form [265]:
EPNMHF (kF)
V
=
1
3pi
1
(4pi)2
∫
dpp2dqq2
∫
d cos θpq
∫
dP3NP23N
∫
d cos θP3N
∫
dφP3N
×
∑
α,α′
δS S ′
∑
L¯,S,L,J
SˆLˆJˆ
√
Jˆ jˆJˆ′ jˆ′LˆLˆ′ lˆlˆ′(−1)l+l′+LCL¯0l′0l0CL¯0L′0L0PL¯(pˆ · qˆ)
× np−q/2+P3N/3 np+q/2−P3N/3 nq+P3N/3
×
{
L′ L L¯
l l′ L
}
L S J
l 12 jL S J


L′ S J′
l′ 12 j
′
L S J
 〈pqα′|Vas,reg3N |pqα〉 , (143)
with xˆ ≡ 2x + 1. The corresponding relation for SNM is identical up to an isospin factor 2T + 1 plus an additional
sum over the three-body isospin quantum number T .
Figure 33 illustrates the partial-wave convergence of 3N contributions to the energy per particle in PNM and SNM
based on unregularized 3N interactions compared to exact results calculated in Refs. [124, 263]. Since the Fermi
momenta serve as natural ultraviolet cutoffs (see Eq. (143)), we do not need to regularize the interactions for these
benchmark calculations. The plots show the accumulated 3N interaction contributions to the energy per particle of
PNM (upper panel) and SNM (lower panel) as a function of the three-body quantum number J for the individual
3N interaction topologies up to N3LO in chiral EFT. Specifically, for the PNM results shown in the upper panel of
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Figure 35: Partial-wave contributions to the energy per particle of SNM in the Hartree-Fock approximation at nuclear saturation density (knF = k
p
F =
1.35 fm−1) for the individual 3N interaction contributions of all topologies at N2LO for the different regularization schemes (compare with lower
panel of Figure 33). The same LEC and cutoff values as in Figure 34 have been used. Note that the contributions from cE have been scaled by a
factor 12 for optimized visibility.
Figure 33 we use kF = 1.7 fm−1 for the neutron Fermi momentum, which corresponds to a neutron number density of
n ' 0.166 fm−3. In neutron matter only matrix elements in the three-body isospin channel T = 32 contribute, while
the N2LO topologies that include the low-energy coupling constants c4, cD and cE vanish exactly for unregularized
3N interactions [122]. The results of Figure 33 show that matrix elements up to the partial-wave channel with J = 52
and both three-body parities P = (−1)L+l can provide significant contributions to the energy, whereas higher partial
waves give only small corrections. Overall, we find that the results including all contributions up to J = 92 are well
converged and show excellent agreement with the exact results.
For symmetric nuclear matter we find a very similar convergence pattern. In contrast to neutron matter, here all 3N
interaction topologies and also both three-body isospin channels, T = 12 and T = 32 , contribute to the energy. For the
results shown in the lower panel of Figure 33 we fix the neutron and proton Fermi momenta to knF = k
p
F = 1.35 fm
−1,
which again corresponds to a total number density of n ' 0.166 fm−3. We show the accumulated contributions to
the energy for the individual partial-wave channels, where each [J ,T ] channel includes contributions from both
three-body parity channels P = ±1. Again, we observe excellent partial-wave convergence and essentially perfect
agreement with the exact Hartree-Fock results.
In Figures 34 and 35 we show for comparison the corresponding partial-wave contributions from the 3NF topolo-
gies at N2LO to PNM and SNM for the regularization schemes “local MS”, “semilocal MS” and “semilocal CS”
(see Section 3.7). Overall, we find that in these schemes the overall size of the contributions in PNM tend to be
suppressed compared to the “nonlocal MS” or unregularized scheme. For SNM the size of the contributions are of
similar size for the “local MS” scheme and the unregularized case. Moreover, for the “local MS” scheme we find
nonzero contributions for PNM for the short-range topologies proportional to the LECs cD and cE . This is due to the
local nature of the regulator, which induces a finite range for the short-range couplings in these interaction topologies
(see also Figure 30 and related discussion). In particular, we find significant contributions from the pure short-range
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interaction cE . The qualitative trends of the contributions from the long-range topologies are remarkably similar in all
shown regularization schemes, except for the c4 topology, which gives very small contributions in the “semilocal CS”
scheme.
In summary, the results of this section demonstrate that the partial-wave contributions to the Hartree-Fock energy
contributions to nuclear matter show an excellent agreement with exact mean-field results for unregularized 3N inter-
actions by summing up all contributions up to the total three-body angular momentum J = 92 . In addition, for the
other studied regularization schemes the results are reasonably well converged in this model space. Even though cer-
tain qualitative trends appear universal, the specific size of the individual contributions can depend quite significantly
on the employed regularization scheme.
4.2. SRG evolution in momentum basis
4.2.1. Flow equations
One of the key challenges of all basis-expansion ab initio many-body frameworks is achieving convergence of
observables as a function of the basis size. The total number of required basis states is mainly determined by two
factors:
1.) The total number of particles in the system, plus possible additional challenges like, e.g., the need to include
scattering states in the basis if the system is only loosely bound as one approaches the drip lines of the nuclear
chart (see, e.g. Refs. [98, 266]).
2.) The coupling strength of the nuclear interactions between low-energy states to high-energy intermediate virtual
states.
The first factor is predetermined by the system under investigation and there is a priori no freedom for optimization
within a given many-body framework, except for possibly switching to more suitable single-particle bases (see, e.g.
Ref. [267]). Since different methods exhibit different scaling behaviors as a function of particles (see Section 1),
frameworks like IM-SRG, MBPT, CC are more suited for studying medium-mass and heavier nuclei than conceptually
exact methods like, e.g, NCSM. The second factor, on the other hand, is determined by properties of the employed
nuclear interactions. If the NN or 3N interactions have sizable coupling strength of low- and high-energy states,
the many-body basis needs to be large enough such that these virtual excitations induced by these couplings can be
captured. This is the case even if we are eventually only interested in low-energy properties of nuclei, like ground-
state energies, radii, quadrupole moments or low-lying excited states [20]. The Similarity Renormalization Group
(SRG) provides a framework to systematically decouple low- and high-energy states via a unitary transformations
that consistently renormalize all operators, including many-body forces, while preserving low-energy observables [21,
268, 269].
The basic underlying idea of the SRG consists of the construction of a unitary operator U(s) that transforms the
Hamiltonian Hˆ (as well as other operators, see Refs. [270–273]):
Hˆ(s) = Uˆ(s)HˆUˆ†(s) ≡ Tˆrel + VˆNN(s) + Vˆ3N(s) . (144)
At this point s is an arbitrary parameter and will be specified further below. Since the relative kinetic energy is effec-
tively a two-body operator (see Eq. (86)), the separation of contributions from the kinetic energy and NN interactions
of the transformed Hamiltonian is in general ambiguous. The transformed NN and 3N interactions VˆNN(s) and Vˆ3N(s)
can be defined uniquely as done in Eq. (144) by choosing the relative kinetic energy to be independent of s. Taking
the derivative of Eq. (144) with respect to the parameter s we obtain the following flow equation
dHˆ(s)
ds
=
dVˆNN(s)
ds
+
dVˆ3N(s)
ds
=
[
ηˆ(s), Hˆ(s)
]
, (145)
with the anti-unitary generator
ηˆ(s) =
dUˆ(s)
ds
Uˆ†(s) = −ηˆ†(s) . (146)
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Here ηˆ(s) specifies the unitary transformation and can be chosen in a suitable way in order to achieve particular
decoupling patterns. By far the most common choice for practical applications of the SRG in the context of nuclear
structure has been the choice
ηˆ(s) =
[
Tˆrel, Hˆ(s)
]
, (147)
which leads to the flow equation
dHˆ(s)
ds
=
dVˆNN(s)
ds
+
dVˆ3N(s)
ds
=
[[
Tˆrel, Hˆ(s)
]
, Hˆ(s)
]
. (148)
In this flow equation the parameter s plays the role of a resolution scale [20]. It is also customary to introduce an
alternative parameter λ, which has units of momenta:
λ = s−1/4 . (149)
This parameter serves as a measure of the degree of decoupling in NN interactions as λ2 is directly related to the
width of the band-diagonal structure in NN matrix elements as a function of the square of the relative momenta [21].
This implies that the evolution of NN interactions via Eq. (148) leads to a decoupling of low and high momenta as
they are evolved to lower resolution scales λ and to significantly less correlated wave functions, which means that the
nuclear many-body problem becomes more perturbative [20, 115, 274]. The SRG flow for a given initial NN and 3N
interaction is completely determined by the generator ηˆs defined in Eq. (146). We emphasize that SRG transformations
generally reshuffle strength within a given many-body sector in Fock space like NN or 3N interactions, but also couple
to other sectors like four- and higher-body forces, even when such forces are initially absent (see discussion below).
Since SRG transformations need to be truncated in practice at a given order in many-body operators, the chosen
generator should ideally not induce strong contributions in a regime beyond a given truncation scheme. The study
of alternative efficient generators rather than the canonical choice Eq. (147) is presently an active field of research.
Several choices have been explored (see, e.g., Refs. [275–277]), but so far no more powerful generator has been found,
and the generator shown in Eq. (147) still represents the preferred choice for many state-of-the-art calculations. Hence,
in the following we will stick for illustration to the particular flow equation Eq. (148), but stress that the framework
discussed below can be straightforwardly extended to alternative generators.
We also emphasize that Eqs. (145) and (148) are operator identities and can hence be represented in arbitrary
bases. In recent years two different strategies have been employed to evolve NN and 3N interactions via these flow
equations:
(a) Starting from realistic nuclear NN and 3N interactions it is possible to systematically evolve the full Hamiltonian
Hˆ(s) as defined in Eq. (138). This has been achieved by representing Eq. (145) in a discrete three-body harmonic
oscillator basis [22, 43, 44, 278–280] or hyperspherical momentum basis [281]. The sum of all contributions
of the initial Hamiltonian at s = 0 are represented in the chosen three-body basis and then evolved via the flow
equation (148). After the evolution the matrix elements of the evolved NN and 3N interactions can be extracted
by suitable subtractions from the full Hamiltonian.
(b) The approach (a) involves fundamental problems for continuous bases like the momentum basis in Eq. (41)
due to the presence of delta functions for two-body operators, related to spectator particles (see Ref. [21] and
discussion below). Instead, for continuous bases the evolution of NN and 3N forces needs to be separated
explicitly, which allows to avoid the need for subtractions of NN interactions from the total Hamiltonian in a
three-body basis completely. In practice that means Eq. (148) is being reformulated in terms of two explicit flow
equations for VˆNN(s) and Vˆ3N(s) (see Refs. [282, 283]). Since SRG transformations are usually characterized by
the coupling patterns of momentum eigenstates, the momentum basis is a well-suited basis in which to construct
the SRG generator η(s).
In the following we discuss in detail the implementation of approach (b) using the partial-wave momentum repre-
sentation discussed in detail in Section 3. The approach (a) is well established by now and details can be found,
e.g., in Ref. [280]. However, evolution in a momentum basis has several advantages compared to a discrete oscillator
basis. First, the oscillator basis has intrinsic infrared and ultraviolet cutoffs that depend on the basis size and oscilla-
tor parameter Ω [280], which could lead to convergence issues for 3N forces. This problem can be avoided by first
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evolving in momentum space and then using a straightforward transformation to an oscillator basis with any Ω (see
Section 3.9). Second, the momentum-space interactions can be used directly in calculations of infinite matter (see
Section 5.2 for first results). This allows tests of whether consistently-evolved NN plus 3N forces, initially fit only to
few-body properties, predict empirical nuclear saturation properties within theoretical errors, as found previously for
evolved NN forces combined with fitted 3N forces [123] (see Section 2.3.1). Finally, since SRG transformations are
usually characterized by the decoupling of momentum eigenstates, the momentum basis is a natural basis in which
to construct the SRG generator ηˆs. In particular, momentum-diagonal generators such as Trel (as chosen here) can be
implemented very efficiently in a momentum basis and it is straightforward to generalize to the Hamiltonian-diagonal
form advocated by Wegner [269]. The possibility of using the generator to suppress the growth of many-body forces
is also under active investigation.
For the derivation of the flow equation in momentum space we make, as a first step, the representation of Eq. (148)
more explicit by adapting the notation of Ref. [21] and representing all quantities as matrix elements in a generic three-
body basis |123〉 = aˆ†1aˆ†2aˆ†3|0
〉
,
〈
1′2′3′| = 〈0|aˆ3′ aˆ2′ aˆ1′ and 〈1′2′3′|123〉 = δ11′δ22′δ33′ . Evaluating the matrix elements
of the second-quantized operators in this basis by employing Wick’s theorem [284] results in:
〈
1′2′3′|VˆNN|123〉 = ∑
i jkl
〈
i j|VasNN|kl
〉[〈
1′2′3′|aˆ†i aˆ†j aˆlaˆk |123
〉
+
〈
1′2′3′|aˆ†i aˆ†j aˆlaˆk |123
〉
+
〈
1′2′3′|aˆ†i aˆ†j aˆlaˆk |123
〉]
=
〈
2′3′|VasNN|23
〉
δ11′ +
〈
1′3′|VasNN|13
〉
δ22′ +
〈
1′2′|VasNN|12
〉
δ33′
≡ V23 + V13 + V12 , (150)
where we used the fact that there are four contractions for each of the three terms. Each of these four contractions
provide identical contributions due to the antisymmetry of the matrix elements. This combinatorial factor cancels
the factor 14 in Eq. (138). Note that the two-body interactions Vi j between particles i and j include an implicit delta
function δkk′ with k , i, j, corresponding to the spectator particle k (see Figure 36). For the antisymmetrized 3N
interaction we obtain 36 possible contractions8, each providing the same contribution:
〈
1′2′3′|Vˆ3N|123〉 = ∑
i jklmn
〈
i jk|Vas3N|lmn
〉〈
1′2′3′|aˆ†i aˆ†j aˆ†k aˆnaˆmaˆl|123
〉
=
〈
1′2′3′|Vas3N|123
〉 ≡ V123 . (151)
The kinetic energy can be decomposed in the following way [21] (see also discussion in Section 3.1):〈
1′2′3′|Tˆrel|123〉 = T23 + T1 = T31 + T2 = T12 + T3 = Trel , (152)
where the kinetic energy terms Ti j and Tk correspond to the relative kinetic energy between particles i and j and the
contribution of particle k, respectively.
Note that there exist natural basis representations for each of the kinetic energy contributions and the NN inter-
action terms when using the Jacobi momentum basis defined in Eq. (41). For example, the NN interaction term V12
takes the following form in basis representation {12} (see AppendixA):
〈
p′q′α′|V12|pqα〉{12} {12} = 〈p′α′12|VNN|pα12〉 δ(q − q′)qq′ δα3α′3 , (153)
where α12 = {L, S , J,T } represents all quantum numbers of the subsystem consisting of particles 1 and 2 and accord-
ingly α3 = {l, j} those of particle 3 (see Section 3.4). According representations can be obtained for the interaction
contributions V23 and V31 in the representations {23} and {31}, respectively. Using other basis representations makes
the embedding of NN interactions into the three-body basis more complicated. However, eventually we need to rep-
resent all the terms of the flow equation (148) in a single chosen three-body basis. This step will be discussed further
8As a first step pick one creation operator. There are three possible single-particle final states to contract it with. For the second creation operator
there are two states left, whereas for the last one there is just a single contraction left, giving a total factor of 6. The same factor is obtained for the
annihlilation operators, giving a total factor of 36.
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Figure 36: The three contributions of two-body interactions Vi j in a three-body basis. The vertices denote antisymmetrized interactions, where we
also included the spectator particle in each diagram. The different diagrams are related by permutation of states, specifically V23 = P123V12P−1123
and V13 = P−1132V12P132 (see main text).
below.
Similarly we obtain for the kinetic energy:
〈
p′q′α′|T12|pqα〉{12} {12} = p2m δ(q − q′)qq′ δαα′ , 〈p′q′α′|T3|pqα〉{12} {12} = δ(p − p′)pp′ 34 q2m δαα′ , (154)
and accordingly for the other terms in their natural basis representations. Note that from the relations above the
following commutator relations follow:
[V12,T3] = [V23,T1] = [V13,T2] = 0 . (155)
The representations in Eqs. (150) and (152) allow to recast Eq. (148) as separate SRG flow equations for the two- and
three-body interactions [21]:
dVi j
ds
=
[[
Ti j,Vi j
]
,Ti j + Vi j
]
, (156)
dV123
ds
= [[T12,V12] ,V31 + V23 + V123]
+ [[T31,V31] ,V12 + V23 + V123]
+ [[T23,V23] ,V12 + V31 + V123]
+ [[Trel,V123] ,Hs] . (157)
Equation (156) follows directly from representing Eq. (148) in a two-body basis for the subsystem consisting of
particles i and j. In this case the kinetic energy only consists of the term Ti j and three-body interactions do not
contribute. Eq. (157) can then be derived by representing Eq. (148) including all terms of the Hamiltonian in the three-
body basis, making use of the commutator relations (155) and the flow equation (156) for the two-body interactions.
Equation (157) demonstrates explicitly that 3N forces are being induced even if they are initially absent at s = 0
or λ = ∞, respectively. The same is true for all higher-body forces. That means, for maintaining unitarity for a
N-body system, in general N − 1 flow equations for the two-body to N-body forces need to be solved. In practice this
hierarchy of equations is typically truncated at the three-body level. Some attempts to extend it to four-body forces
have been pursued [285], but reaching sufficiently large model spaces is currently still out of reach. A more promising
and feasible approach for dealing with higher-body forces seems to be a more suitable choice of generators which
only induce weak higher-body interactions. This is work in progress.
Compared to Eq. (148), the system of differential equations (156) and (157) has the important advantage that terms
resulting from spectator particles in two-body interaction processes have been eliminated explicitly. That means the
flow equation for Vi j only involves particles i and j, whereas in the evolution equation for V123 every term on the
right hand side involves interaction processes involving all three particles. The flow equation (156) can be easily
represented in two-body partial-wave bases by inserting complete sets of states. For example, for Vi j = V12 (see
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Eq. (153)):
d
ds
〈
p′α′12|VNN|pα12
〉
= −
(
p2 − p′2
m
)2 〈
p′α′12|VNN|pα12
〉
+
∑
α′′12
∫ ∞
0
dp′′p′′2
p2 + p′2 − 2p′′2
m
〈
p′α′12|VNN|p′′α′′12
〉 〈
p′′α′′12|VNN|pα12
〉
, (158)
where we used the normalization9 (see AppendixA)
〈
p′α′12|pα12
〉
=
δ(p − p′)
pp′
δα12α′12 ,
∑
α12
∫
dpp2 |pα12〉 〈pα12| = 1 . (159)
For the representation of Eq. (157) we choose a three-body basis representation {ab}. Let us choose without loss of
generality representation {12}. One key step represents the embedding of the NN interactions V23 and V13 in this three-
body basis. For this step, note that all three NN interaction terms are related by cyclic (or anticyclic) permutations of
the initial and final states, i.e. (see Section 3.1):〈
p′q′α′|V23|pqα〉{23} {23} = 〈p′q′α′|V12|pqα〉{12} {12}
=
〈
p′q′α′|P−1123P123V12P−1123P123|pqα
〉
{12} {12}
=
〈
p′q′α′|P123V12P−1123|pqα
〉
{23} {23} , (160)
which implies
V23 = P123V12P−1123, and accordingly V31 = P132V12P
−1
132 = P
−1
123V12P123 . (161)
Corresponding relations hold for the kinetic energy. Hence we can rewrite Eq. (157) in the following form:
dV123
ds
=
[
[T12,V12] , P−1123V12P123 + P123V12P
−1
123 + V123
]
+
[
P−1123 [T12,V12] P123,V12 + P123V12P
−1
123 + V123
]
+
[
P123 [T12,V12] P−1123,V12 + P
−1
123V12P123 + V123
]
+
[
[Trel,V123] ,Trel + V12 + P123V12P−1123 + P
−1
123V12P123 + V123
]
. (162)
Equation (162) can be further simplified by noting that the kinetic energy Trel, as well as the sum of all three NN
interactions, V12 + V23 + V31, and also the 3N interaction V123 are each invariant under the multiplication with the
sum of permutation operators
(
1 + P123 + P−1123
)
/3 from the left or from the right. This follows directly from the
relations (161) and the representation Eq. (61) for the antisymmetrized 3N interaction. After evaluating the products
of permutation operators we finally obtain the following flow equation in the partial-wave momentum representation:
d
ds
〈
p′q′α′|V123|pqα〉 =
2
3
〈
p′q′α′|(1 + 2P123)([T12,V12] P123V12 − V12P123 [T12,V12])(1 + 2P123)|pqα〉
+
〈
p′q′α′|(1 + 2P123) [T12,V12] V123 − V123 [T12,V12] (1 + 2P123)|pqα〉
+
〈
p′q′α′| [Trel,V123] V12(1 + 2P123) − (1 + 2P123)V12 [Trel,V123] |pqα〉
+
〈
p′q′α′| [[Trel,V123] ,Trel + V123] |pqα〉 . (163)
For the derivation of Eq. (163) we used that the permutation operators P123 and P132 = P−1123 have the same momentum-
9Note that the normalization 2pi
∑
α12
∫
dpp2 |pα12〉 〈pα12 | = 1 is more common in the literature (see, e.g., Ref. [20]). The normalization of
Eq. (159) leads to more compact expressions and represents a natural reduction of the three-body state normalization in Eq. (42), see AppendixA.
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space representation (see Section 3.5). Note, again, that this property can only be used after all products of permutation
operators have been evaluated due to the coupling to unphysical intermediate states (see discussion in Section 3.7.5).
Once all products are evaluated and each permutation operator is acting on interactions or kinetic energy terms, con-
tributions from these unphysical states decouple and both operators have identical representations within the physical
subset of states. Finally, we also suppressed the basis index {ab} in Eq. (163) since the matrix elements of antisym-
metrized 3N matrix elements are invariant under this choice (see Eq. (61)). However, for our particular choice here it
is most convenient to choose basis {12}, the natural basis for the two-body interaction V12. Of course, we could have
equally well represented all NN interactions in terms of V23 or V31. It is now straightforward to represent the different
terms in Eq. (163) by inserting complete sets of states, for example:
〈
p′q′α′| [[Trel,V123] ,V123] |pqα〉 = ∫ dp′′p′′2dq′′q′′2 ∑
α′′
[
p2 + p′2 − 2p′′2
m
+
3
4
q2 + q′2 − 2q′′2
m
]
× 〈p′q′α′|V123|p′′q′′α′′〉 〈p′′q′′α′′|V123|pqα〉 . (164)
For a consistent evolution of NN and 3N interactions Eqs. (158) and (163) need to be solved simultaneously. This
task is in principle straightforward, but it involves some practical challenges [283]. First, it is necessary to define a
model space for the calculations. This step consists of a choice for the maximal value of the three-body total angular
momentumJ and a truncation for each three-body channel, e.g., by choosing a maximal value for the relative angular
momentum J (see Section 3.4). Since three-body interactions are diagonal in the quantum numbers J ,T and P, all
three-body channels can be treated separately. The basis size choices determine the dimension of the matrices as
shown in Table 3, which in turn define the runtime and memory requirements. Both can become quite substantial.
In order to provide a sense of scales, we consider as an example a typical truncation: Jmax = 5,Np = Nq = 25 and
all three-body channels up to J = 92 . This basis is usually sufficient for well-converged many-body calculations of
heavier nuclei as well as matter (see Section 4.1). For J = 92 the matrix dimension is about 7 × 109 in this case (see
Table 3), which amounts to about 50 gigabytes of memory for the storage of a single 3N interaction matrix in double
precision (64 bit). Since a typical differential equation solver requires several (up to about 10) copies of the kernel,
the total memory requirement can reach about 0.5 terabyte. In addition, the calculation of matrix products of this
dimension can become quite time consuming even when using highly optimized BLAS routines as done for the code
implementation used in Ref. [283] and used for the results shown in the following section.
4.2.2. Application to state-of-the-art chiral NN and 3N interactions
Apart from the many-body convergence, the model space choice also controls the degree of unitarity of the SRG
transformation when solving Eq. (163). This is because a finite basis of the form shown in Eq. (41) is not complete
under cyclic and anticyclic permutations of particles, as the permutation operator P123 couples in general all partial
waves (see Eq. (64)). As a consequence, non-vanishing matrix elements in all three-body partial waves are induced
when two-body operators are embedded in a three-body momentum basis via Eq. (161). This problem is absent in
one dimension [282] or in a discrete oscillator basis [22], where the permutation operator is block-diagonal in a given
model space of size Nmax. However, in practice this violation of unitarity can be reduced to a negligible degree as we
demonstrate now.
We illustrate the degree of unitarity using the ground-state energy of 3H, i.e., we set J = 12 , T = 12 and P = +1.
Such studies of three-body systems are particularly instructive since four- and higher-body forces cannot contribute
and it is possible to cleanly disentangle effects from neglected higher-body forces and model space truncations for
NN and 3N interactions. In Figure 37 we show the ground-state energy of 3H for different values of Jmax as a function
of the resolution scale. The calculations are based on the nonlocal NN interaction of Ref. [188] at N2LO for the
cutoff value of Λ = 500 MeV and the ground-state energies have been obtained from the T-matrix solutions of the
momentum-space Faddeev equations. The three-body force has been fitted to reproduce the experimental binding
energy of 3H with Egs = −8.482 MeV. Specifically, we used the values c1 = −0.74 GeV −1, c3 = −3.61 GeV −1,
c4 = 2.44 GeV −1, cD = 1.0, cE = −0.384 and a regulator of the form shown in Eq. (87) with n = 4. However, we
stress that these particular values are rather arbitrary and the general features shown in this figure are independent of
these specific choices. The figure demonstrates that the results converge rapidly as a function of Jmax for the present
Hamiltonian. We find that the variation of the energy for model spaces Jmax ≥ 2 is smaller than 4 keV over the shown
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Figure 37: Ground-state energy of 3H as a function of resolution scale λ = s−1/4 based on consistently-evolved NN and 3N interactions for different
model spaces defined by Jmax (for both NN and 3N interactions), obtained from solutions of the Faddeev equations [253]. We employed the NN
interaction of Ref. [188] at N2LO with Λ = 500 MeV plus 3N interactions at N2LO fitted to the experimental ground-state energy Egs = −8.482
MeV (black dashed lines). The precise values of the LECs and the regulator form are given in the main text. The upper panel shows the results for
Jmax=1, whereas the lower panel shows the results for higher values of Jmax. Note the different scales of the y axis in both panels. The lower panel
shows the very narrow energy range around the experimental value, indicated by the grey band in the upper panel.
range of resolution scales, while the variation decreases systematically with increasing model space. When reaching
a level of less than 1 keV (like for Jmax = 5), results start to become sensitive to numerical truncation effects due to
the finite discretization of the momentum basis when representing the flow equation Eq. (163) using Np = Nq = 25.
In Figure 38 we demonstrate the decoupling of low- and high-energy components of 3N interactions as a function
of resolution scale λ (columns) for different regularization schemes. The panels show the matrix elements as a function
of the hypermomentum ξ2 = p2 + 34 q
2 for a fixed hyperangle tan θ = p/(
√
3/2q) = pi4 (see Section 3.8) for the
partial wave with α¯ = 0, i.e., L = 0, S = 0, J = 0,T = 1, l = 0 and j = 12 (see AppendixE). The values of the
LECs of the 3N interactions are chosen such that the experimental binding energy of 3H is reproduced. The precise
values are given in Table 5. The figure shows that the initial matrix elements at λ = ∞ differ quite substantially in
the different regularization schemes. However, as the resolution scale λ is lowered, attractive components at small
momenta are generated for all interactions, while the off-diagonal contributions get systematically suppressed. Here,
the width of the diagonal band is also approximately given by the scale λ2, similarly to NN interactions [21]. These
features are general and hold for matrix elements at different hyperangles and partial waves. In addition, the overall
effects of the SRG evolution are stronger for initial potentials with stronger off-diagonal couplings. In addition, it
is quite remarkable that at the lowest shown resolution scale λ = 1.7 fm−1, all interactions are very similar for the
regularization c1 [GeV −1] c3 [GeV −1] c4 [GeV −1] cD cE Ref.
nonlocal MS -0.74 -3.61 2.44 −1.5 -0.61 [130]
local MS -0.81 -3.2 5.4 0.83 -0.052 [148]
semilocal MS -0.74 -3.61 2.44 2.0 0.23
semilocal CS -0.81 -4.69 3.4 1.0 -0.25 [33]
Table 5: LEC values of 3N interactions at N2LO in the different regularization schemes discussed in Section 3.7. The couplings cD and cE have
been fitted to the 3H binding energy plus another observable (details can be found in the given references). Except for the “local MS” scheme,
according NN interactions at N2LO with the same cutoff scale as for the 3N interactions have been employed. For the momentum-space and
coordinate-space cutoff scales Λ = 500 MeV and R = 0.9 fm have been chosen, respectively.
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Figure 38: Matrix elements of the antisymmetrized interaction
〈
p′q′α¯|Vas3N |pqα¯
〉
at different resolution scales λ (columns) for the different regular-
ization schemes (rows, see Section 3.7). In contrast to the figures of Section 3.8 we show the matrix elements as a function of the square of the
hypermomentum ξ2 = p2 + 34 q
2. As in Figure 28, we choose the hyperangle tan θ = p/(
√
3/2q) = pi4 and the partial wave with the quantum numbers
α¯ = 0 ≡
{
L = 0, S = 0, J = 0,T = 1, l = 0, j = 12
}
(see AppendixE). The values of the LECs for the interactions within the different regularization
schemes are shown in Table 5. For optimized visibility we multiplied the matrix elements for the “local MS” interactions by 2 and those of the
“semilocal MS” and “semilocal CS” regularization scheme by 3.
shown hyperangle and partial-wave channel, at least qualitatively. This property has already been observed for NN
Interactions and is usually referred to as “universality” [20, 21]. This universality of NN interactions can be attributed
to common long-range pion physics and phase-shift equivalence of all realistic potentials, which is reflected in the
matrix elements at low resolution. It is an interesting question to what extent the same is true for 3N forces since
there are important differences: First, 3N forces up to N3LO are fixed by fitting only two low-energy constants cD
and cE , in contrast to numerous couplings in NN interactions. Second, 3N forces give only subleading contributions
to observables. Since universality is only approximate in NN interactions, it is not obvious to what extent 3N forces
are constrained by long-range physics at low resolution. The results shown in Figure 38 indicate that universality also
holds for 3N interactions at low resolution scales, even though not to such a quantitative degree as for NN interactions
(see also Ref. [283]). However, more detailed investigations are needed to draw more robust conclusions.
In Figure 39 we demonstrate the improved perturbativeness and the accelerated convergence of many-body cal-
culations based on interactions at lower resolution scales. The different panels show the binding energy of 3H for
different resolution scales λ as a function of the model space indicated by Nmax, obtained by a diagonalization of the
Hamiltonian in a Jacobi harmonic oscillator three-body basis [40]10. It is obvious that the convergence properties of
10Credits to Andreas Ekstro¨m for providing the diagonalization code.
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Figure 39: Ground-state energies of 3H based on the Hamiltonians specified in Table 5 as a function of SRG resolution scale λ and the harmonic
oscillator basis size Nmax. For all calculations the oscillator parameter Ω = 20 MeV and Jmax = 5 was used. Note the different energy scale in the
panel for the “semilocal MS” interaction.
the initial interactions at λ = ∞ differ quite significantly for the different regularization schemes and the shown oscil-
lator parameter Ω = 20 MeV. However, note that the optimal frequency is not the same for all interactions and also
depends on the resolution scale. In particular, for the “semilocal MS” and “semilocal CS” interactions in the bottom
row the calculations converge much faster for an oscillator parameter of about Ω = 40 MeV at λ = ∞, while the
optimal frequency gets shifted systematically to lower values as we evolve to lower resolution scales (see Figure 40).
This shift represents a challenge when performing the SRG evolution in an oscillator basis at a given frequency. In
order to ensure a converged SRG evolution, a frequency conversion method was employed [44]. In contrast, at low
scales the many-body convergence is quite similar for all shown interactions and we are able to obtain converged
results using only moderate model space sizes of about Nmax = 16.
Note that such three-body calculations can be performed without any fundamental constraints on the resolution
scale λ since it is possible to solve the SRG flow equations exactly up to numerical effects. For systems with A > 3,
however, the evolution will not be unitary anymore since contributions from four- and higher-body interactions tend
to become stronger with decreasing resolution scale. This puts some implicit constraints on the range of the resolution
scales:
• First, the resolution scale λ needs to be sufficiently small, such that the low- and high-momentum components
are sufficiently decoupled and it is possible to converge the many-body calculations.
• Second, the resolution scale should be sufficiently large, such that contributions from induced four- and higher-
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Figure 40: Ground-state energies of 3H based on the “semilocal MS” NN plus 3N interactions specified in Table 5 at three different resolutions
scales λ as a function of the oscillator frequency Ω and the basis size Nmax.
body interactions remain small.
These two conditions define a range of resolution scales that are particularly useful for practical calculations, given
the currents basis size constraints and the typical strength of induced four- and higher-body interactions for presently
used generators and interactions. This region typically comprises the range λ ≈ 1.6 − 2.4 fm−1 or, equivalently,
s ≈ 0.03 − 0.15 fm4 for modern interactions derived within chiral EFT (see, e.g., Refs. [20, 43]). A practical way to
check if both conditions are met is to perform calculations at different resolution scales and investigate the dependence
of the results on this scale and on the many-body basis size. We will present an overview of recent state-of-the-art
calculations in Section 5.
4.3. Normal ordering of 3N interactions
Normal ordering is a powerful and well-established method that allows to transform the representation of a given
Hamiltonian in an exact way, such that contributions from 3N interactions can approximately be incorporated in many-
body calculations at the computational cost of two-nucleon interactions. The underlying idea of normal ordering is to
rewrite the Hamiltonian given in Eq. (138) by using Wick’s theorem [284, 286]:
AˆBˆCˆDˆEˆFˆ... = N(AˆBˆCˆDˆEˆFˆ...)
+
∑
singles
N(AˆBˆCˆDˆEˆFˆ...) +
∑
doubles
N(AˆBˆCˆDˆEˆFˆ...) + ... + N(AˆBˆCˆDˆEˆFˆ...) . (165)
Here the operators Aˆ, Bˆ, etc. represent some generic creation or annihilation operators, N(..) denotes the normal-
ordering of the these operators with respect to a chosen reference state |ψref〉, such that
〈
ψref|N(AˆBˆCˆDˆEˆFˆ...)|ψref〉 = 〈ψref|N(AˆBˆCˆDˆEˆFˆ...)|ψref〉 = 0 (166)
for all non-fully-contracted strings of operators, where the contraction is defined by
AˆBˆ = AˆBˆ − N(AˆBˆ) . (167)
We emphasize that normal ordering generally depends on the definition of the reference state |ψref〉 since creation
and annihilation operators are only defined with respect to a particular state. If we consider, e.g., a Hartree-Fock
reference state |ψHF〉 in which all the lowest A single-particle orbitals are occupied, normal ordering involves the
anticommutation of all creation operators aˆ†i with i ≤ A to the left, and all annihilation operators aˆi with i > A to the
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na na† NN nNN 3N n3N ζ
0 0 N
( 1
4 VNNaˆ
†aˆ†aˆaˆ
)
2 N
( 1
36 V3Naˆ
†aˆ†aˆ†aˆaˆaˆ
)
6 13
1 1 N
( 1
4 VNNaˆ
†aˆ†aˆaˆ
)
4 N
( 1
36 V3Naˆ
†aˆ†aˆ†aˆaˆaˆ
)
18 12
2 2 N
( 1
4 VNNaˆ
†aˆ†aˆaˆ
)
1 N
( 1
36 V3Naˆ
†aˆ†aˆ†aˆaˆaˆ
)
9 1
0 0 N
( 1
4 VNNaˆ
†aˆ†aˆaˆ
)
1 N
( 1
36 V3Naˆ
†aˆ†aˆ†aˆaˆaˆ
)
9 1
2 0 N
( 1
4 VNNaˆ
†aˆ†aˆaˆ
)
1 N
( 1
36 V3Naˆ
†aˆ†aˆ†aˆaˆaˆ
)
9 1
0 2 N
( 1
4 VNNaˆ
†aˆ†aˆaˆ
)
1 N
( 1
36 V3Naˆ
†aˆ†aˆ†aˆaˆaˆ
)
9 1
Table 6: Combinatorial factors of the Wick contractions including normal contractions (upper half) and anomalous contractions (lower half). For
the three-body terms only contributions including at least one normal contraction are shown. na denotes the number of uncontracted annihilation
operators, na† the according number of creation operators, nNN the number of possible contractions for NN interactions (or number of terms if there
are no contractions) and n3N the corresponding number of contractions for 3N interactions.
right. As a result, only one type of contraction is nonvanishing and takes the simple form:
aˆ†i aˆ j = δi j − aˆ jaˆ†i = niδi j with ni =
{
1 for i ≤ A
0 for i > A . (168)
Evaluating the contractions in Eq. (165), we obtain:
Hˆ = Γ(0)HF + Γˆ
(1)
HF + Γˆ
(2)
HF + Γˆ
(3)
HF , (169)
with
Γ
(0)
HF =
∑
i
ni
〈
i|T |i〉 + 1
2
∑
i j
nin j
〈
i j|VasNN|i j
〉
+
1
6
∑
i jk
nin jnk
〈
i jk|Vas3N|i jk
〉
,
Γˆ
(1)
HF =
∑
i j
〈i|T | j〉 + ∑
k
nk
〈
ik|VasNN| jk
〉
+
1
2
∑
kl
nknl
〈
ikl|Vas3N| jkl
〉 N(aˆ†i aˆ j),
Γˆ
(2)
HF =
∑
i jkl
〈i j|VasNN|kl〉 + ∑
m
nm
〈
i jm|Vas3N|klm
〉 N(aˆ†i aˆ†j aˆlaˆk),
Γˆ
(3)
HF =
∑
i jklmn
〈
i jk|Vas3N|lmn
〉
N
(
aˆ†i aˆ
†
j aˆ
†
k aˆnaˆmaˆl
)
. (170)
The non-trivial prefactors in Eq. (170) result from the combinatorial factors associated with number of possible
contractions nNN and n3N for the zero-body term Γ(0), the one-body term Γˆ(1) and the two-body term Γˆ(2). The factors
are shown in detail in Table 6. From Eq. (170) it follows that normal ordering allows to combine contributions from
free-space two-body interactions with normal-ordered three-body contributions in the form of an effective two-body
vertex function Veff (see Figure 41): 〈
i j|Vaseff|kl
〉
=
〈
i j|VasNN|kl
〉
+ ζ
〈
i j|V3N|kl〉 , (171)
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1 2
V3N
1′ 2′
=
1 2
V3N
1′ 2′
1 2
Veff
1′ 2′
=
1 2
VNN
1′ 2′
+ ζ
1 2
V3N
1′ 2′
Figure 41: Diagrammatic representation of the integration over single-particle states as defined in Eq. (172) as part of the normal ordering operation
(left panel) and the definition of the resulting effective two-nucleon interaction (see Eq. (171). Note the presence of the nontrivial combinatorial
factor ζ (see discussion in Section 4.3).
with 〈
i j|V3N|kl〉 ≡∑
m
nm
〈
i jm|Vas3N|klm
〉
. (172)
It is important to stress two crucial properties of the vertex function Veff, defined in Eq. (171):
a) The value of the combinatorial factor ζ depends on the quantity of interest, as can be seen explicitly in Eq. (170).
For example, for the calculation of Hartree-Fock energies the factor takes the value ζ = 13 (as in Γ
(0)
HF), whereas
for the calculations of self energies Σ in the Hartree-Fock approximation we obtain ζ = 12 (see Γ
(1)
HF).
b) In contrast to the free-space NN interaction VasNN, the effective interaction V
as
eff is in general not Galileian invari-
ant, i.e., it depends on the two-body center-of-mass momenta (see also discussion in Section 3.2). This property
is a consequence of the fact that the reference state defines a specific reference frame for the single-particle
states m in Eq. (172) and hence violates translational symmetry.
The type and number of nonvanishing contractions depends on the type of reference state. For example, for superfluid
and open-shell systems it is convenient to choose the BCS ground state [284, 287]:
|ψBCS〉 =
∏
i
(ui + viaˆ
†
i aˆ
†
−i) |0〉 , (173)
with u2i + v
2
i = 1, u−i = ui and v−i = −vi. The BCS state is a vacuum state with respect to the Bogoliubov-transformed
operators:
αˆi |ψBCS〉 = 0 with αˆi = uiaˆi − viaˆ†−i . (174)
Hence, in the present case normal ordering involves the anticommutation of all αˆ† operators to the left and all αˆ to the
right. By using Eq. (174) it follows aˆi = uiαˆi + viαˆ
†
−i and it is straightforward to verify that the contractions take the
following form:
aˆ†i aˆ j = viv jαˆ−iαˆ
†
− j = v
2
i δi j,
aˆiaˆ
†
j = uiu jαˆiαˆ
†
j = u
2
i δi j = (1 − v2i )δi j,
aˆiaˆ j = uiv jαˆiαˆ
†
− j = uiv jδ−i j = −uiviδ−i j,
aˆ†i aˆ
†
j = viu jαˆ−iαˆ†j = viu jδ−i j = uiviδ−i j . (175)
Clearly, in the present case the number of nonvanishing contractions is larger than for a Hartree-Fock reference state
(see Eq. (168)). In particular, we find nonvanishing contributions from anomalous contractions, i.e., contractions of
two creation or two annihilation operators. This is a consequence of the fact that the BCS state is not a state with a
fixed particle number. Hence the normal-ordered Hamiltonian takes a more complicated form than for a Hartree-Fock
reference state [103, 288]:
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Hˆ = Γ(0)BCS + Γˆ
(1)
1,BCS + Γˆ
(1)
2,BCS + Γˆ
(1)
3,BCS + Γˆ
(2)
BCS + Γˆ
(3)
BCS + ... , (176)
with
Γ
(0)
BCS =
∑
i
v2i 〈i|T |i〉 +
1
2
∑
i j
v2i v
2
j 〈i j|VNN|i j〉 +
1
6
∑
i jk
v2i v
2
jv
2
k 〈i jk|V3N|i jk〉
− 1
4
∑
i j
uiviu jv j 〈i−i|VNN| j− j〉 − 14
∑
i jk
uiviu jv jv2k 〈i−ik|V3N| j− jk〉 + ... ,
Γˆ
(1)
1,BCS =
∑
i j
〈i|T | j〉 + ∑
k
v2k 〈ik|VNN| jk〉 +
1
2
∑
kl
v2kv
2
l 〈ikl|V3N| jkl〉 + ...
 N(aˆ†i aˆ j),
Γˆ
(1)
2,BCS =
1
4
∑
i j
∑
k
ukvk 〈k−k|VNN|i j〉 +
∑
kl
ukvkv2l 〈k−kl|V3N|i jl〉 + ...
 N(aˆiaˆ j),
Γˆ
(1)
3,BCS =
1
4
∑
i j
∑
k
ukvk 〈i j|VNN|k−k〉 −
∑
kl
ukvkv2l 〈i jl|V3N|k−kl〉 + ...
 N(aˆ†i aˆ†j),
Γˆ
(2)
BCS =
∑
i jkl
〈i j|VNN|kl〉 + ∑
m
v2m 〈i jm|V3N|klm〉
 N(aˆ†i aˆ†j aˆlaˆk),
Γˆ
(3)
BCS =
∑
i jklmn
〈i jk|V3N|lmn〉N(aˆ†i aˆ†j aˆ†k aˆnaˆmaˆl) , (177)
where we have neglected terms involving only anomalous contractions in the 3N interactions in Eqs.(176) and (177).
Generally, anomalous contractions include only contributions around the Fermi surface in nuclear matter and conse-
quently provide typically only small contributions to bulk properties of matter compared to normal contractions. In
finite nuclei such contributions might be more relevant. In addition to Hartree-Fock and BCS reference states it is also
possible to use reference states including additional many-body correlations (see, e.g., Ref. [132]).
The effectiveness of normal ordering relies on the assumption that the reference state is sufficiently close to the
exact ground state of the system, such that the contributions from the vertex functions Γˆ(1), Γˆ(2) and Γˆ(3) only give
small contributions when evaluating expectation values with respect to the real ground state |ψ0〉:〈
ψ0|Hˆ|ψ0〉 . (178)
Obviously, if the normal-ordering reference state agrees with the exact ground state, all contributions from the vertex
functions Γˆ(1,2,3) vanish, while the zero-body term Γ(0) takes the value of the exact ground-state energy for a given
Hamiltonian. In particular, for the practical usefulness of normal ordering it is key to choose a reference state such
that contributions from the three-body vertex function Γˆ(3) (also called residual 3N contributions) are small compared
to the lower-body operators and can be neglected to good approximation. In this case the total Hamiltonian Hˆ can
be written only in terms of operators up to the two-body level, which obviously simplifies calculations tremendously.
In fact, the smallness of the contributions from Γˆ(3) has been demonstrated explicitly for calculations of ground-state
energies of atomic nuclei for specific NN and 3N interactions derived within chiral EFT in Refs. [96, 289] using
a Hartree-Fock reference state and recently also for multi-reference calculations of ground and excited states [59].
However, we stress that the choice of a useful reference state generally depends on the employed Hamiltonian and
the system. For example, interactions that are highly non-perturbative, such as, e.g., the Argonne v18 potential [223],
induce stronger high-energy virtual excitations, and the Hartree-Fock wave function will most likely not be a suitable
reference state for normal ordering. Instead a state with more many-body correlations most likely needs to be chosen
for such interactions.
4.3.1. Normal ordering in nuclear matter
In this section we discuss normal ordering for nuclear matter, i.e., for a reference state defined in terms of mo-
mentum eigenstates. If we denote the single-particle states by momentum ki, spin σi and isospin τi, |i〉 = |kiσiτi〉,
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Eq. (172) takes the following form:
〈
1′2′|V3N|12〉 = ∑
σ3
∑
τ3
∫
dk3
(2pi)3
nτ3k3
〈
1′2′3|Vas3N|123
〉
, (179)
which involves sums over spin and isospin projection quantum numbers σ3 and τ3, as well as an integration over
all momentum states, weighted by the momentum distribution functions nτ3k for a given neutron and proton density.
Here we choose, without loss of generality, to integrate over particle state 3. Due to the antisymmetry of Vas3N we
have the freedom to choose any other single-particle state. In addition, we assumed for the sake of simplicity that the
distribution function does not depend on spin, i.e., we consider spin-unpolarized matter. However, the generalization
to spin-polarized systems is straightforward [290]. The simplest and most common choice for the reference state is
a Hartree-Fock wave function, for which all single-particle levels up to a Fermi momentum kF are occupied. For the
following examples, we consider for the sake of simplicity matter at zero temperature, i.e., the distribution function
takes the following form: nτk = θ(k
τ
F − |k|). We stress, however, that the treatment can be extended to more general
distribution functions (see e.g. Refs. [132, 291]) or finite temperatures in a straightforward way.
Normal ordering takes the simplest form when expressed in single-particle coordinates, like Eq. (179). However,
since the 3N interaction matrix elements are most efficiently expressed in a relative coordinate basis (see Section 3.2)
it is desirable to perform the normal ordering in a Jacobi momentum representation. Since we chose to integrate over
particle 3 in Eq. (179), it is most convenient to choose basis representation {12} (see Section 3.1). By expressing all
single-particle momenta in terms of the Jacobi momenta and the two-body center-of-mass momentum P = P{12} =
k1 + k2 = k′1 + k
′
2 we obtain [128]:
〈
p′|V3N(P)|p〉 = (32
)3 ∑
σ3
∑
τ3
∫
dq
(2pi)3
nτ3(3q+P)/2
〈
p′q|Vas3N|pq
〉
{12} {12} . (180)
Here we suppressed the spin and isospin quantum numbers in the matrix elements in order to keep the notation simple
and transparent. It is important to note that, in contrast to the 3N interaction, the distribution function nτp is not
Galileian invariant as it depends on the two-body center-of-mass momentum P. This in turn leads to a center-of-mass
dependence of the effective interaction V3N (see discussion in Section 4.3), which makes the calculation of normal
ordering technically quite challenging.
An exact calculation of partial-wave matrix elements for the effective NN interaction V3N in nuclear matter for
general values and angles of the center-of-mass momentum P has not been achieved so far.11. Note that even if such an
exact calculation would be available, the application of the resulting effective interaction in many-body frameworks
becomes significantly more involved than free-space NN interactions in Eq. (171) due to the dependence on the
vector P. In most many-body frameworks for nuclear matter the interaction matrix elements are expressed in a Jacobi
partial-wave momentum basis, consisting of the Jacobi momenta p and p′. This representation needs to be extended
for general normal-ordered 3N interactions by the center-of-mass momentum P plus corresponding additional angular
quantum numbers, which usually requires significant modifications of existing frameworks that have been designed
only for free-space NN interactions.
Due to these complications the dependence on the momentum P is usually approximated for nuclear matter cal-
culations. So far, the following two strategies have been employed:
• The simplest approximation consists of working in the center-of-mass reference frame, i.e., setting P = 0. This
approximation has been first employed in the Refs. [122, 123, 292] using a Hartree-Fock reference state. It was
shown that this approximation leads to remarkable agreement with exact energy results at the Hartree-Fock level
up to nuclear saturation density (see Figure 42), which indicates that even this rather crude approximation cap-
tures the most important contributions from 3N interactions rather well, at least at this order in the many-body
expansion. In addition, in this approximation scheme the normal ordered 3N interaction takes exactly the same
form as free-space NN interactions, which makes the application to many-body frameworks straightforward.
However, some care has to be taken for the correct treatment of the combinatorial factor ζ in Eq. (172).
11In Section 4.4 we present a novel method that allows to perform the normal order operation in Eq. (179) exactly, using a framework that does
not rely on a partial-wave basis.
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Figure 42: Comparison of 3N Hartree-Fock energies for the P = 0 (red dashed) and P-average approximation (blue solid line) for the effective
interaction V3N. Results are shown as difference to the exact Hartree-Fock energy for three proton fractions x = np/(np + nn), with the proton and
neutron densities np and nn respectively. The three panels show the results for x = 0 (left), x = 0.3 (center), and x = 0.5 (right panel). The P = 0
values give larger deviations above saturation density, whereas the P-average approximation behaves more systematic over the entire density range.
Figure taken from Ref. [128].
• In Ref. [128] the normal ordering procedure was extended to finite values of P by averaging this vector over all
directions:
nτ(3q+P)/2 −→ Γτ(q, P) =
1
4pi
∫
dPˆ nτ(3q+P)/2 . (181)
Within this approximation the effective interaction V3N acquires an additional dependence on the absolute value
of P, while its partial-wave structure is still sufficiently simple so that it can be combined in a straightforward
way with contributions from free-space NN interactions in many-body calculations. In addition, this approxi-
mation reduces to the P = 0 approximation for P = |P| → 0 in Eq. (181).
We now discuss and compare both approximations above in more detail. For P = 0 the analytical structure of the
effective NN interaction is sufficiently simple so that normal ordering can performed in a semi-analytical way, at least
for simple 3N interactions like those at N2LO in chiral EFT. In Refs. [122, 123] V3N was derived via an automated
implementation of the momentum- and spin-exchange operations by representing all spin and isospin operators in
matrix form. The antisymmetrized 3N force was then represented in this three-particle basis for general single-
particle momenta ki. The traces over spin and isospin degrees of freedom can then be performed in a straightforward
way. In the last step the resulting interaction was projected on a complete set of two-body spin and isospin operators.
For completeness, we provide in AppendixD the complete expressions for the effective interaction V3N in neutron
matter (nprotonp = 0) and symmetric nuclear matter (n
proton
p = nneutronp ) in operator form for the N
2LO 3N interactions
in chiral EFT for angularly independent regulators. The interaction includes all spin structures that are invariant
under combined rotations in spin and space in a spin-saturated system. In addition to the central spin-independent
and spin-spin σ1 · σ2 interactions, it also includes tensor forces S 12, spin-orbit interactions and additional tensor
structures, which can be expressed in terms of S 12 and quadratic spin-orbit interactions. The resulting expression
can be decomposed into partial-wave states in a straightforward way. Obviously, for finite values of P the number of
possible operators increases significantly, such that this analytical treatment becomes very tedious and impractical.
In Ref. [292] an alternative but related approach for the derivation of the partial-wave matrix elements was fol-
lowed. Here semi-analytical expressions for the partial-wave momentum matrix elements for |p| = |p′| were derived
for the N2LO 3N topologies using a Hartree-Fock reference state. These analytical approaches have the advantage that
they do not require any large input files of 3N matrix elements, but quickly become tedious when trying to generalize
them to more complicated 3N interactions [293–295], angularly-dependent regulators [231], more general reference
states or more sophisticated treatments of the center-of-mass momentum dependence.
A more general and flexible approach is to make use of partial-wave representations of 3N interactions. In this
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Figure 43: Diagonal momentum-space matrix elements of the effective interaction V3N(p, p) in the channel 1S0 resulting from normal ordering
of the leading-order chiral 3N interactions at N2LO in pure neutron matter (PNM) and symmetric nuclear matter (SNM) for two different particle
densities. We present the results for the individual contributions at N2LO for the 4 different regularization schemes discussed in Section 3.7. The
used Fermi momenta correspond approximately to saturation density and half saturation density for neutron matter (nPNM(kF) = k3F/(3pi
2)) and
symmetric matter (nSNM(kF) = 2k3F/(3pi
2)). For the regulator cutoff scales we used Λ = 500 MeV for the momentum-space regulators and R = 0.9
fm for the coordinate-space regularization “semilocal CS”. For the shown results all partial waves up to J = 92 have been included.
case it is possible to derive general relations in different approximations for any 3N interaction that is available in
a partial-wave decomposed form. In Ref. [128] normal ordering was first presented for general isospin-asymmetric
matter using the angular averaging prescription Eq. (181) for the P-dependence. For a Hartree-Fock reference state at
zero temperature we can immediately simplify the angular integrals:
Γτ(q, P) =
1
4pi
∫
dPˆ nτ(3q+P)/2 =

1 (3q + P) 6 2kF,τ ,
0 |3q − P| > 2kF,τ ,
1
2
∫ γ
−1 d cos θ n
τ
(3q+P)/2 otherwise ,
(182)
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Figure 44: Partial-wave convergence of the effective interaction V3N(p, p) resulting from normal ordering of the leading order chiral 3N interaction
proportional to the LEC c3 at N2LO (c3 = 1 GeV−1) in symmetric nuclear matter (SNM) at nuclear saturation density kF = 1.35 fm−1 using a
Hartree-Fock reference state at zero temperature and using a “nonlocal MS” regularization with n = 4 and Λ = 500 MeV (see Eq. (87)). In the
different panels we show the diagonal momentum-space matrix elements for the partial-wave channels 1S0 (left), 1P1 (center) and 3P1 (right). For
comparison we also show the results obtained from the semi-analytical approach of Ref. [122, 123], i.e., by partial-wave decomposing the effective
interaction VSNM3N given in Eq. (D.6) in AppendixD.
with γ = (4k2F,τ − 9q2 − P2)/(6Pq) and cos θ = qˆ · Pˆ. Explicitly, we obtain for the partial-wave matrix elements [128]:〈
p′(L′S ′)J′T ′mT |V3N(P)|p(LS )JTmT 〉
=
3
(4pi)2
(
3
4pi
)3 ∫
dq q2
∑
τ,T
CTmT +τ
TmT
1
2 τ
CTmT +τ
T ′mT
1
2 τ
Γτ(q, P)
∑
l, j,J
2J + 1
2J + 1
δll′δ j j′δJJ′
〈
p′qα′|Vas,reg3N |pqα
〉
, (183)
where Vas,reg3N denote the regularized antisymmetrized matrix elements as defined in Eqs. (61) and (90) for nonlocal
regulators. However, we stress that the relation in Eq. (183) holds for any type of regulator, since the regulators and
their angular dependence are already included in the matrix elements of Vas,reg3N . Note that, except for neutron and
symmetric matter, off-diagonal matrix elements in spin and isospin quantum numbers S and T in general contribute
to the effective potential. In addition, it also depends on the isospin projection mT , as a consequence of the isospin
dependence of the occupation function nτk. For pure neutron matter and symmetric nuclear matter the sum over the
quantum number τ can be performed immediately and the isospin factor simplifies to
∑
τ
CTmT +τ
TmT
1
2 τ
CTmT +τ
T ′mT
1
2 τ
=
 δT , 32 δT,1δmT ,−1 for PNM2T+1
2T+1 for SNM
. (184)
In Figure 42 we compare results for the 3N Hartree-Fock energies based on the different approximations for the
effective NN interaction. The three panels show the energy difference to the exact Hartree-Fock result for proton
fraction x = 0 (left), x = 0.3 (center), and x = 0.5 (right). The effective NN interaction based on the P = 0
approximation reproduces the exact results well up to n ' (0.13 − 0.23) fm−3, depending on the proton fraction.
For higher densities the deviation systematically increases, indicating a breakdown of the P = 0 approximation. In
contrast, the results based on the P-average approximation agree reasonably well with the exact results over the entire
density range.
In Figure 43 we present the results of some representative matrix elements of V3N in the 1S0 channel, computed
via Eq. (183). The normalization of the matrix elements is chosen such that they can be combined with those of the
free-space NN interaction matrix elements for calculations in the Hartree-Fock approximation using a combinatorial
factor of ζ = 13 (see Eq. (171))
12. Like in Figure 28, we show the matrix elements for the individual 3N topologies
12In the used normalization and unit convention the NN partial-wave matrix elements the half on-shell Lippmann-Schwinger equation takes the
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at N2LO for the four different regularization schemes discussed in Section 3.7 for a Hartree-Fock reference state at
zero temperature for pure neutron matter and symmetric nuclear matter at two different densities each. The values of
the long-range LECs c1, c3 and c4 are taken from the Roy-Steiner analysis of Refs. [175, 296], and the short-range
LECs cD and cE are chosen for optimized visibility. The figure shows that the regularization scheme has a significant
impact on the values of the matrix elements. While the overall form is quite similar for the different regularizations, the
precise values are quite sensitive to the regulator. In particular, for pure neutron matter the effective potential is always
vanishing for nonlocal regularizations due to the Pauli principle [122]. Local regulators, in contrast, generally induce
a finite range for this interaction and hence leads to finite contributions in pure neutron matter (see also Figure 30 and
Refs. [52, 146, 231, 297]).
Finally, in Figure 44 we illustrate the partial-wave convergence of the results for the effective potential for the
“nonlocal MS” scheme. For this scheme the normal ordering has been also worked out in a semi-analytical approach
(see AppendixD) and hence it provides some independent benchmark results. We show some representative results for
the diagonal matrix elements for the partial-wave channels 1S0, 1P1 and 3P1 and the N2LO topology proportional to
the LEC c3 = 1 GeV−1. It is manifest that the results obtained in a partial wave representation via Eq. (183) show
excellent agreement with the semi-analytical results for Jmax = 72 .
4.3.2. Normal ordering in finite nuclei
Most many-body frameworks for finite nuclei based on basis expansion representations, like, e.g., IM-SRG or
CC, are formulated in a harmonic oscillator (HO) basis. That means for these frameworks normal ordering of 3N
interactions involves summations over single-particle HO orbitals of the form
|a〉 = |na(lasa) jam ja tamta
〉
, (186)
where na is the radial quantum number, la the single-particle orbital angular momentum quantum number coupled
with the spin sa = 12 to the total angular momentum ja. The isospin projection quantum number mta denotes the
proton (mta = +
1
2 ) and neutron orbitals (mta = − 12 ). In order to distinguish the HO Orbital quantum number from the
occupation numbers ni in Eq. (179), we denote the occupation number in the following by n˜i.
The traditional approach to normal ordering of 3N interactions for applications to finite nuclei consists of the
following steps (see Ref. [44] for more details):
1.) Transformation of 3N interaction matrix elements, calculated as shown in Section 3 from a Jacobi momentum-
space representation to a HO Jacobi representation (see Section 3.9):〈
p′q′α′|V (i),reg3N |pqα
〉→ 〈N′n′α′|V (i),reg3N |Nnα〉 . (187)
Of course, if the interaction matrix elements are calculated directly in HO basis (like, e.g., in Ref. [224]) this
step is not necessary.
2.) Antisymmetrization of matrix elements. This step can either already be performed in the momentum basis (see
Section 3.5) or in the HO basis [40]. Both choices eventually result formally in 3N matrix elements of the form〈
N′n′α′|Vas,reg3N |Nnα
〉
. (188)
3.) Transformation of the Jacobi HO matrix elements to a single-particle HO basis representation via a three-body
Talmi-Moshinski transformation [44, 298]〈
N′n′α′|Vas,reg3N |Nnα
〉→ 〈1′2′3′|Vas,reg3N |123〉 , (189)
form (compare also AppendixA)〈
p′L′ |TNN |pL〉 = 〈p′L′ |VNN |pL〉 + 2
pi
P
∑
L′′
∫
dqq2
〈p′L′ |VNN |p′′L′′〉 〈p′′L′′ |TNN |pL〉
p2 − q2 , (185)
with the units [VNN] = [TNN] = fm. This convention is commonly used in the literature [20] (see also footnote 9).
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Figure 45: Memory required to store the T -coefficients (u), as well as the three-body matrix elements in the antisymmetrized-Jacobi (), JT -
coupled (s) and m-scheme (l) representation as function of the maximum three-body energy quantum number E3max. All quantities are assumed
to be single-precision floating point numbers. Figure taken from Ref. [44].
where the single-particle states are given by Eq. (186). We note that Eq. (189) is only a formal representation. In
practice this m-scheme representation of the 3N interaction can be optimized by angular-momentum recoupling
(see Ref. [44] and Figure 45).
4.) Normal ordering of the single-particle 3N interaction matrix elements by summing over a reference state ex-
panded in the HO basis. As for infinite matter, a common choice is a Hartree-Fock reference state. Then
Eq. (171) takes the form 〈
1′2′|V3N|12〉 = ∑
3
n˜3
〈
1′2′3|Vas3N|123
〉
, (190)
where n˜3 denote the HO orbital occupation numbers of the Hartree-Fock state.
The corresponding normal-ordered one- and zero-body contributions can then be easily obtained by additional summa-
tions over the remaining single-particle states in V3N, as shown in Eq. (170) and (177). Since many-body calculations
for nuclei beyond the light sector are performed in a single-particle representation, all these contributions can then
be incorporated in a straightforward way in many-body frameworks, under consideration of the correct combinatorial
factors ζ (see discussion after Eq. (171)).
Although all steps above are straightforward conceptually, the practical implementation involves some technical
challenges and limitations. In particular the transformation of 3N interactions to single-particle coordinates (step 3)
poses some severe challenges, in particular when studying heavier nuclei. In this regime of the nuclear chart the
required basis sizes for storing and computing the required 3N matrix elements become substantial (see Figure 45)
and pose serious limitations.
These problems can be avoided by performing normal ordering in a Jacobi coordinate representation of the un-
derlying 3N interaction rather than a single-particle representation. We now illustrate a framework that allows to
calculate the effective interaction V3N in a Jacobi momentum representation using a HO reference state. To this end,
we will neglect spin and isospin degrees of freedom for the sake of simple and transparent notation. For details and
the treatment of general 3N interactions we refer the reader to Ref. [299, 300].
As a first step we introduce a short hand notation for the HO quantum numbers: |γa〉 = |nalama〉, and start from
the definition of normal ordering in a single-particle HO representation:〈
γ1′γ2′ |V3N|γ1γ2〉 = ∑
n3l3m3
n˜3
〈
γ1′γ2′γ3|Vas3N|γ1′γ2′γ3
〉
. (191)
By inserting a complete set of two-body single-particle momentum states and projecting on these states this can be
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rewritten in the form〈
k′1k
′
2|V3N|k1k2
〉
=
∑
n3l3m3
n˜3
〈
k′1k
′
2γ3|Vas3N|k1k2γ3
〉
=
∫
dk3
(2pi)3
dk′3
(2pi)3
〈
k′1k
′
2k
′
3|Vas3N|k1k2k3
〉 ∑
n3l3m3
n˜3
〈
γ3|k′3
〉〈
k3|γ3〉 , (192)
with
〈
k|nlm〉 = Rnl(k)Ylm(kˆ). Here we used the completeness of the single-particle momentum states ∫ dki(2pi)3 |ki〉〈ki| = 1
and projected on the momentum states of particles 1, 2, 1′ and 2′ on both sides by using the orthogonality of the HO
wave functions. As a next step we rewrite the single-particle momentum representation of V3N and Vas3N in a Jacobi
representation by using Eq. (26):
〈
p′P′|V3N|pP〉 = ∫ dk3(2pi)3 dk′3(2pi)3 〈p′q′|Vas3N|pq〉 δ(P + k3 − P′ − k′3) ∑
n3l3m3
n˜3
〈
γ3|k′3
〉〈
k3|γ3〉 . (193)
We expressed the effective potential in terms of the Jacobi momentum p and the two-body center-of-mass momentum
P, i.e., P = k1 + k2 and P′ = k′1 + k
′
2. The single-particle momentum of particle 3 can be easily expressed in terms
of these momenta (see Table 2): k3 = 32 q +
P
2 . Note that the two-body center-of-mass momentum P is in general not
conserved since k3 , k′3, in contrast to normal ordering with respect to a momentum eigenstate like for nuclear matter
(see Section 4.3.1). If the orbital occupation numbers n˜3 do not depend on m3 the sum can be performed immediately:
〈
p′P′|V3N|pP〉 = ∫ dk3(2pi)3 dk′3(2pi)3 〈p′q′|Vas3N|pq〉 δ(P + k3 − P′ − k′3) ∑
n3l3
n˜3Rn3l3 (k3)Rn3l3 (k
′
3)
2l3 + 1
4pi
Pl3 (kˆ3 · kˆ′3) . (194)
In the following we stick to this simplified case for illustration. However, the generalization poses no fundamental
problems. Eventually, we are interested in the partial-wave matrix elements of the effective potential V3N. Due to the
non-Galileian invariance the partial-wave structure becomes more complex compared to a free-space NN interaction
(see discussion in Section 4.3). We extend the partial-wave basis by the center-of-mass quantum numbers and project
the interaction in Eq. (194) onto these states (compare Eq. (30)):
〈
p′P′(L′L′cm)L|V3N|pP(LLcm)L
〉
=
1
(2pi)6
∑
ML
∫
dpˆdPˆdpˆ′dPˆ′Y∗LMLL′L′cm (Pˆ′, pˆ′)
〈
p′P′|V3N|pP〉YLMLLLcm (Pˆ, pˆ) . (195)
In Eq. (194) we can finally make use of the partial-wave representation of the 3N interaction such that in total the
relations (194) together with (195) give a relation for the effective interaction. These relations can be generalized to
spin- and isospin-dependent 3N interactions [299, 300] and result in partial wave matrix elements of the form〈
p′P′[(L′S ′)J′L′cm]JtotT |V3N|pP[(LS )JLcm]JtotT
〉
. (196)
The two final steps consist of a transformation of these relative-coordinate momentum matrix elements of V3N to
a relative-coordinate HO basis and a successive transformation to a single-particle coordinate representation for appli-
cations to many-body frameworks. While the first step is straightforward the latter one requires a generalization of the
well-established two-body Talmi-Moshinsky transformation, which usually assumes a Galileian-invariant interaction,
i.e., a trivial dependence on the center-of-mass quantum numbers. The model space in the Jacobi representation is
characterized by the total energy quantum number E, which involves relative and center-of-mass quantum numbers:
E = 2Ncm + Lcm + 2N + L = e1 + e2 . (197)
Here Ncm denotes the radial center-of-mass HO quantum number, N the corresponding quantum number of relative
excitations and ei the according single-particle energy quantum numbers: ei = 2ni + li (see Ref. [44]). In order to take
into account all possible recoupling contributions from the Jacobi representation to a single-particle representation,
matrix elements for sufficiently large values of Lcm and L have to be computed for a given truncation scheme for ei. In
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Figure 46: Comparison of normal-ordered 3N matrix elements in the model space emax = 4 using the established framework formulated in single-
particle representation (V3N,sp) and the new framework in Jacobi momentum representation (V3N,jac) for different 3N topologies at N2LO using
c3 = c4 = 1 GeV−1, cD = cE = 1, Λ3N = ∞ and Ω = 13.53 MeV. For the calculations a harmonic oscillator 16O reference state was used and the
partial-wave truncations L, Lcm ≤ 4. Credits to Johannes Simonis for providing the reference results for V3N,sp. For details see Refs. [299, 300].
practice, however, the matrix elements of V3N get suppressed as the values of L and Lcm increase. A systematic study
of these convergence patterns is work in progress and is key for applications of this framework to realistic many-body
calculations [300].
The framework above relates the partial-wave matrix elements of the effective potential directly to the Jacobi
momentum-space matrix elements of the underlying 3N interactions. Consequently, it is not necessary to represent the
matrix elements in a single-particle basis at any point and we can hence avoid the basis dimension problems illustrated
in Figure 45. In Figure 46 we compare results for V3N obtained in the traditional normal-ordering implementation in
a single-particle basis (V3N,sp) and those obtained in the novel framework formulated in a Jacobi basis (V3N,jac). For
all the shown results we use the model space truncations L, Lcm, ei ≤ 4 and Jtot ≤ 2. Furthermore we include all three-
body channels up to J = 52 . For simplicity we use a harmonic oscillator 16O reference state and Λ3N = ∞ for these
first proof-of-principle calculations. For the pure contact 3N interaction proportional to cE (top left panel) the results
of both approaches show perfect agreement. Here the possible angular momentum couplings are severely restricted
79
by the constraints L = l = L′ = l′ = 0 for the three-body states |α〉. For 3N interactions containing long-range
pion exchange contributions the incorporation of all relevant partial-wave channels becomes more challenging. For
the one-pion exchange interaction proportional to cD the agreement is still excellent. For the long-range topologies
proportional to c3 and c4 (lower panels) the coupling of channels with different angular momenta is stronger than for
the one-pion-exchange interaction. We still find good agreement for results with Jtot ≤ 1, while the agreement is not as
good as for the interactions proportional to cD, indicating that contributions from channels of larger L and Lcm are more
significant. One big advantage of the new framework is the fact that the values for the radial HO quantum numbers
Ncm and N can be increased in a simple and straightforward way since these quantum numbers are only introduced in
the transformation to HO basis after normal ordering in momentum space, which is computationally very cheap. The
main remaining challenges consist in optimizing the normal ordering algorithm such that the accessible partial-wave
model space can be increased and in generalizing the framework to more general reference states such that the resulting
normal-ordered interactions can be applied to state-of-the-art many-body calculations. Both these improvements are
currently work in progress [300].
4.4. Application of 3N interactions without partial-wave decomposition
In Ref. [130] a novel many-body framework was presented for computing the equation of state of dense matter
based on NN and 3N interactions within many-body perturbation theory (MBPT) without employing a partial-wave
decomposition. This approach has some practical advantages compared to traditional approaches based on partial-
wave representation as we illustrate now.
The new framework is formulated in a single-particle basis of the form |kiσiτi〉, where ki are the single-particle
momenta of particle i (see Section 3) and σi (τi) are the corresponding spin and isospin projections. That means NN
and 3N interaction matrix elements take the following form:〈
1′2′|VNN|12〉 = 〈k′1σ′1τ′1k′2σ′2τ′2|VNN|k1σ1τ1k2σ2τ2〉 ,〈
1′2′3′|V3N|123〉 = 〈k′1σ′1τ′1k′2σ′2τ′2k′3σ′3τ′3|V3N|k1σ1τ1k2σ2τ2k3σ3τ3〉 . (198)
Instead of prestoring these interaction matrix elements on a discrete grid of mesh points, they can also be represented
exactly as matrices in spin-isospin space, where the matrix elements are analytic functions of the single-particle
momenta ki. This allows to evaluate matrix elements efficiently on the fly for arbitrary values of momenta, spin and
isospin. This is particularly important when using Monte-Carlo integration routines, because it is impossible to know
a priori which mesh points are being sampled during the many-body calculation.
For the calculations presented in Ref. [130] all NN and 3N interactions up to N3LO (for nonlocal regulators) were
implemented in this vector representation, where the antisymmetrization was performed in an automated way. For the
inclusion of NN and 3N interactions whose operatorial structure is not directly accessible, like RG-evolved potentials
(see Section 4.2), it is also possible to resum the contributions of all partial-wave channels in order to obtain the
interaction matrix elements in momentum vector representation, e.g. for 3N interactions (see Section 3.4):
〈
1′2′3′|V3N|123〉 = ∑
J ,P
1
2J + 1
∑
α,α′
∑
MJ
∑
ML,ml,M′L,m
′
l
MS ,ms,M′S ,m
′
s
∑
MJ ,m j,M′J ,m
′
j
CS MS1
2σ1
1
2σ2
CS ′M′S1
2σ
′
1
1
2σ
′
2
〈
p′q′α′|V3N|pqα〉{ab} {ab}
× CJMJJMJ jm jC
JMJ
J′M′J j′m
′
j
CJMJLMLS MSC
J′M′J
L′M′LS ′M
′
S
C jm j
lml
1
2σ3
C j
′m′j
l′m′l
1
2σ
′
3
Y∗L′M′L (pˆ
′
{ab})Y
∗
l′m′l
(qˆ′{ab})YLML (pˆ{ab})Ylml (qˆ{ab}) ,
(199)
where we have suppressed the isospin quantum numbers in these relations for the sake of a more compact notation.
The Jacobi momenta p, q, p′ and q′ in the chosen representation {ab} are given in terms of the single particle mo-
menta ki and k′i by the relations summarized in Table 2. In practice all calculations are usually performed based on
antisymmetrized interactions, i.e. in terms of Hugenholz diagrams, so that the matrix elements become independent
of the chosen basis representation {ab} (see discussion in Section 3.5).
This representation allows to express and implement individual diagrams in MBPT in a very compact form and
opens the way to efficient calculations in MBPT up to much higher orders than was possible in a partial-wave represen-
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tation. We illustrate the advantage of the new method by considering as an example the second-order NN contribution
in MBPT to the energy of neutron matter (see Figure 47). In order to keep the notation simple we assume without loss
of generality spin-independent occupation numbers nk and single-particle energies εk. In a partial-wave representation
this contribution takes the following form (using the same normalization convention for the NN matrix elements as
for Figure 43, see also footnote on page 76) [122]:
E(2)NN
V
=
1
4pi5
∫
dpp2dp′p′2d cos θpp′
∫
dPNNP2NN
∫
d cos θPNN
∫
dφPNN
∑
L¯
PL¯(pˆ · pˆ′)
× np−PNN/2np+PNN/2(1 − np′−PNN/2)(1 − np′+PNN/2)
εp−PNN/2 − εp+PNN/2 − εp′−PNN/2 − εp′+PNN/2
×
∑
S
∑
J,l,l′
∑
J˜,L˜,L˜′
(−1)L˜+L′+L¯ CL¯0L0L˜′0 CL¯0L′0L˜0
(
1 − (−1)L¯+S +1) (1 − (−1)L˜+S +1)√LˆLˆ′ ˆ˜L ˆ˜L′ Jˆ ˆ˜J
×
{ L S J
J˜ L¯ L˜′
}{ J S L′
L˜ L¯ J˜
} 〈
p′(L˜′S )J˜|VasNN|p(S L˜)J˜
〉〈
p(LS )J|VasNN|p′(L′S )J
〉
, (200)
where PNN is the two-body center-of-mass momentum PNN = k1 + k2 = k′1 + k
′
2. Although this expression can be
implemented in a straightforward way on a computer, it is quite involved already at this low order in MBPT, and the
analytical derivation requires some effort. Furthermore, the implementation and benchmarking of the corresponding
expressions at third order in MBPT becomes quite challenging and tedious [126, 129, 301]. In addition, pushing this
approach to even higher orders becomes eventually impractical.
In contrast, in the single-particle vector representation given in Eq. (198) the same diagram can be expressed in a
much more compact form:
E(2)NN
V
=
1
4
2∏
i=1
Trσi
∫
dki
(2pi)3
dk′i
(2pi)3
(2pi)3δ(k1 + k2 − k′1 − k′2)
∣∣∣〈k′1σ′1k′2σ′2|VˆNN|k1σ1k2σ2〉∣∣∣2 nk1 nk2(1 − nk′1)(1 − nk′2)εk1 + εk2 − εk′1 − εk′2
=
1
4
∑
1,2
∑
1′,2′
〈
1′2′|VNN|12〉 〈12|VNN|1′2′〉 δ1+2,1′+2′ n1n2(1 − n1′ )(1 − n2′ )
ε1 + ε2 − ε1′ − ε2′
=
1
4
∑
i j
αβ
〈αβ|VNN|i j〉 〈i j|VNN|αβ〉
Di jαβ
, (201)
where we suppressed the isospin projection quantum numbers τi = − 12 . In the last steps we introduced a compact
notation via the definition
Di jk...αβγ... = εi + ε j + εk + . . . − εα − εβ − εγ − . . . . (202)
Here, greek indices α, β, γ, . . . denote particle states and latin indices i, j, k, . . . holes, e.g.:∑
β
= Trσβ
∫
dkβ
(2pi)3
(
1 − nkβ
)
,
∑
i
= Trσi
∫
dki
(2pi)3
nki , (203)
with implicit delta functions that enforce the conservation of the center-of-mass momentum in each interaction pro-
cess. For systems with a finite proton fraction these relations can be generalized in a straightforward way by appro-
priate traces over isospin quantum numbers.
Equation (201) shows that the computation of diagrams effectively amounts to the evaluation of high-dimensional
phase-space integrals over the single-particle momenta, restricted by the occupation numbers nk and the cutoff regu-
larization scales of the NN and 3N interactions, plus the computation of discrete sums over spin quantum numbers.
Tracing over spin and isospin states of each particle is straightforward and can be fully automated in the representation
Eq. (198). The integrals over the momenta can be computed efficiently using adaptive Monte-Carlo algorithms [302–
304], which are especially suitable for high-dimensional integrals.
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Figure 47: Diagrammatic representation of the second-order (left) and third-order contributions (three right diagrams) to the energy density from
NN interactions. Arrows pointing up in the propagators indicate particle states and arrows pointing down hole states.
The compact form of the expressions for each diagram makes the implementation of arbitrary energy diagrams
straightforward, even up to high orders in MBPT. Since the number of diagrams at a given order increases rapidly, with
3, 39 and 840 at third, fourth and fifth order for NN-only interactions [305–307], we developed a general framework
that allows to generate the analytic expressions for each diagram in a fully automated way [130]. This framework can
also be combined with other sophisticated automated many-body diagram generation frameworks [308] that allow to
push MBPT calculations to even higher orders.
For example, the expressions for the third order diagrams (see Figure 47) are given by [307]
E(3)NN,pp
V
=
1
8
∑
i j
αβγδ
〈i j|VNN|αβ〉 〈αβ|VNN|γδ〉 〈γδ|VNN|i j〉
Di jαβDi jγδ
,
E(3)NN,hh
V
=
1
8
∑
i jkl
αβ
〈αβ|VNN|kl〉 〈kl|VNN|i j〉 〈i j|VNN|αβ〉
Di jαβDklαβ
,
E(3)NN,ph
V
=
∑
i jk
αβγ
〈i j|VNN|αβ〉 〈αk|VNN|iγ〉 〈βγ|VNN| jk〉
Di jαβD jkβγ
, (204)
where the individual contributions are usually referred to particle-particle (“pp”), hole-hole (“hh”), and particle-hole
(“ph”) excitations, respectively, according to the type of intermediate states connecting the three interaction vertices.
The contribution at second order in the MBPT expansion including one three-body interaction (Figure 48) takes
VNN
V3N
E(2)3N,norm−ord
V3N
V3N
E(2)3N,res
Figure 48: Diagrammatic representation of second-order contributions to the energy density from NN interactions and 3N interactions. Arrows
pointing up in the propagators indicate particle states and arrows pointing down hole states. The left diagram shows a contribution that involves
one normal-ordered 3N interaction (see Figure 41), whereas the right diagram shows the contributions from residual 3N interactions at this order
(see Section 4.3).
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Figure 49: Energy per particle of neutron matter (top row) and symmetric nuclear matter (bottom row) based on the “Hebeler+” [123] and
“N2LOsim” [206] NN and 3N interactions (columns), computed in MBPT including contributions up to 4th order in the many-body expansion.
Results are shown for λ/Λ3N for the interactions of Ref. [123] (see also Section 5.1) and Λ = ΛNN, 3N for those of Ref. [206]. Figure taken from
Ref. [130].
the following form:
E(2)3N,norm-ord
V
=
1
2
∑
i jk
αβ
〈i j|VNN|αβ〉 〈αβk|V3N|i jk〉
Di jαβ
. (205)
Note that this contribution corresponds to a contribution that includes a normal-ordered 3N interaction (see Sec-
tion 4.3). Figure 48 also shows an example of contributions from residual 3N contributions, E(2)3N,res. This diagram is
given by the following expression:
E(2)3N,res
V
=
1
36
∑
i jk
αβγ
〈i jk|V3N|αβγ〉 〈αβγ|V3N|i jk〉
Di jkαβγ
. (206)
In Ref. [130] all the contributions discussed above, plus all NN diagrams up to fourth order have been included. This
new framework offers new paths to check the normal-ordering approximation for 3N interactions in nuclear matter
and allows to push MBPT for nuclear matter to much higher orders and hence allows to estimate uncertainties due
to the many-body expansion in a more systematic way (see also Figure 14). Of course, the Monte-Carlo evaluation
contains inherent statistical uncertainties, which need to be checked for each diagram.
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In Figure 49 we show the results for the energy per particle in symmetric nuclear matter and neutron matter based
on the interactions of Ref. [123] (“Hebeler+”) and the “N2LOsim” [206] NN and 3N interactions (see also discussion
in Section 2.3.1) up to fourth order in MBPT. For symmetric matter we show the empirical saturation region by a gray
box. We also give results for the symmetry energy Esym = E/N − E/A as well as its slope parameter L = 3n0∂nEsym
at nuclear saturation density, n0 = 0.16 fm−3 (dashed vertical line).
Note that the “Hebeler+” potentials include NN (N3LO) and 3N forces (N2LO) up to different orders in the chiral
expansion. Despite being fitted to only few-body data, these interactions are able to reproduce empirical saturation
in Figure 49 within uncertainties given by the spread of the individual “Hebeler+” interactions [123]. In addition,
recent calculations of medium to heavy nuclei based on some of these interactions show remarkable agreement with
experiment [93, 104–106, 228, 309] and thus offer new ab initio possibilities to investigate the nuclear chart. The
second column of Figure 49 shows results for the “N2LOsim” potentials [206] for different cutoff values (see legend).
These interactions were obtained by a simultaneous fit of all low-energy couplings to two-body and few-body data for
ΛNN = Λ3N. We observe a weak cutoff dependence for these potentials in neutron matter over the entire density range
and in symmetric matter up to n . 0.08 fm−3. At higher densities, the variation of the energy per particle increases
up to ≈ 3 MeV at n0 = 0.16 fm−3 with a very similar density dependence. Overall, all the “N2LOsim” interactions turn
out to be too repulsive compared to the empirical saturation region.
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5. Applications to nuclei and matter
In this chapter we present recent results of ab intio calculations of light nuclei, medium-mass nuclei as well as
dense matter based on state-of-the-art chiral NN and 3N interactions. The selection is not intended to be exhaustive,
but is rather supposed to illustrate the current status and open issues in nuclear structure theory. The discussed
results cover various observables of nuclei in different regimes of the nuclear chart and highlight the capabilities as
well as limitations of presently used interactions and many-body frameworks. The employed interactions include
different regularization schemes (see Section 3.7) and fitting strategies for the LECs of the NN and 3N interactions
(see Section 2.3).
5.1. SRG evolution of 3N interactions versus low-resolution fits
Many of the studies discussed in the following sections are based on the NN plus 3N interactions derived in
Ref. [123]. As already discussed in Section 2.3.1, these interactions consist of NN interactions evolved to different
SRG resolution scales λSRG plus 3N interactions fitted to the binding energy of 3H and the point-proton radius of
4He at each scale (see also Table 7). Even though the interactions are only fitted to NN and few-body observables,
the interactions exhibit realistic saturation properties of symmetric matter (see Figure 49). Furthermore, calculations
based on the interaction with λSRG/Λ3N = 1.8/2.0 (“1.8/2.0 (EM)”) show a remarkable agreement with experimental
binding energies for medium-mass nuclei (see also Figure 13). In Table 7 we give the specific values of the 3N
couplings cD and cE for the different values of the SRG resolution scale λSRG and the 3N cutoff scale Λ3N. The listed
values include the results published in Ref. [123] as well as results for additional resolution scales. The fits at different
scales map out a continuous trajectory for the couplings cD and cE . We also provide results for the point charge radius
of 3H and the binding energy of 4He at the different scales. Given that there exists a correlation between the ground-
state energies of three- and four-body systems (“Tjon line”) [208, 209] we expect that the ground state energies for
4He should not change too much when varying λSRG, since the binding energy of 3H is fixed by construction in the fit.
Still, the observed variation is about 800 keV over the full range of scales, while all energies are slightly overbound
NN SRG evolution + 3N fits NN+3N SRG evolution
λSRG (fm−1) Λ3NF (fm−1) cD cE r3H (fm) E4He (MeV) E3H (MeV) r3H (fm) E4He (MeV)
∞ 2.0 +1.5 0.114 1.601 −28.64(4) −8.482 1.601 −28.64(4)
2.8 2.0 [123] +1.278 −0.078 1.604 −28.75(2) −8.482 1.605 −28.72(2)
2.6 2.0 +1.26 −0.099 1.605 −28.77(2) −8.481 1.606 −28.73(2)
2.4 2.0 +1.265 −0.115 1.606 −28.80(2) −8.481 1.608 −28.73(2)
2.2 2.0 [123] +1.214 −0.137 1.608 −28.86(2) −8.480 1.611 −28.74(2)
2.0 2.0 [123] +1.271 −0.131 1.612 −28.95(2) −8.479 1.615 −28.75(2)
1.8 2.0 [123] +1.264 −0.120 1.617 −29.11(2) −8.478 1.622 −28.76(2)
1.6 2.0 +1.25 −0.075 1.626 −29.42(2) −8.476 1.635 −28.79(2)
∞ 2.5 −1.45 −0.633 1.604 −28.65(4) −8.482 1.604 −28.65(4)
2.8 2.5 −1.35 −0.735 1.606 −28.84(2) −8.482 1.608 −28.75(2)
2.6 2.5 −1.2 −0.75 1.606 −28.85(2) −8.482 1.609 −28.76(2)
2.4 2.5 −1.0 −0.725 1.607 −28.89(2) −8.482 1.610 −28.77(2)
2.2 2.5 −0.7 −0.675 1.609 −28.95(2) −8.481 1.613 −28.77(2)
2.0 2.5 [123] −0.292 −0.592 1.612 −29.05(2) −8.481 1.617 −28.77(2)
1.8 2.5 0.05 −0.503 1.617 −29.21(2) −8.480 1.625 −28.77(2)
1.6 2.5 0.55 −0.353 1.626 −29.48(2) −8.478 1.638 −28.77(2)
Table 7: Results for the cD and cE couplings, fit to E3H = −8.482 MeV and to the point charge radius r4He = 1.464 fm (based on Ref. [310]) for
the NN/3N cutoffs and the EM ci values (c1 = −0.81 GeV−1, c3 = −3.2 GeV−1, c4 = +5.4 GeV−1) used, see Ref. [123] for details. The 3H point
charge radius r3H is calculated from the charge form factor solutions of the Faddeev equations and the energies E4He are computed via a Jacobi
NCSM harmonic oscillator diagonalization code (credits to Andreas Ekstro¨m for providing the code). For comparison, the experimental 3H point
charge radius is 1.5978 ± 0.040 [227]. The basis space truncations Jmax = 72 and Jmax = 5 have been used for the four-body calculations (see
Section 3.4). The slight violation of unitarity as seen in the 3H binding energy is mainly due to the treatment of the charge dependence of the NN
interaction in the SRG evolution (see main text and also discussion in Section 4.2.2 for details).
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compared to the experimental ground-state energy Egs = −28.296 MeV [149]. The point charge radius of 3He changes
only by about 0.025 fm for both values of Λ3N.
For comparison, we present the corresponding results for consistently-evolved NN+3N interactions, using the
SRG framework presented in Section 4.2.1. The SRG evolution is performed using an isospin-averaged NN interac-
tion, i.e., the isospin T = 1 channels are treated as
VNN =
VnnNN + V
np
NN + V
pp
NN
3
, (207)
where VnnNN, V
np
NN and V
pp
NN represent the neutron-neutron, neutron-proton and proton-proton interactions, respectively.
We note that this approximation leads to a violation of unitarity for the 3H binding energy, which is determined
from the solutions of the Faddeev equations including the proper treatment of the charge dependence of NN inter-
actions [311]. For the calculations of nuclear matter (see next section) all Coulomb interactions are switched off in
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Figure 50: The energy per particle of pure neutron matter for the interactions specified in Table 7. The plots show results of MBPT calculations
under consideration of all NN and 3N contributions, including residual terms up to 2nd order. The 3N contributions at 3rd order are treated in
normal-ordering approximation (using P = 0). The top panels show the NN-only results at different resolution scales, while the lower two rows
show the results based on the interactions defined in the left and right columns of Table 7.
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Figure 51: The energy per particle of symmetric nuclear matter for the interactions specified in Table 7. See caption of Figure 50 for details
regarding the many-body calculations and the shown results.
the SRG evolution, while for the few-body results in Table 7 the Coulomb contributions are included in VppNN and are
evolved consistently. We emphasize that for the shown results for r3H in Table 7 we did not evolve the radius operator
for these calculations. Due to this and due to the isospin treatment, the radius varies by about 0.03 fm over the shown
resolution scale range. The energy of 4He exhibits a significantly smaller variation for the consistently-evolved 3N
interactions for both cutoff values Λ3N compared to the low-resolution fits shown in the left column.
5.2. Nuclear matter based on consistently SRG-evolved 3N interactions
The consistent evolution of NN and 3N interactions within the SRG has opened new avenues that allowed to
push the scope of various ab initio frameworks for nuclei to heavier masses (see Sections 1 and 4.2). On the other
hand, SRG-evolved NN and 3N forces have not yet been applied to many-body frameworks for nuclear matter since
the SRG evolution of 3N interactions was always performed in an harmonic oscillator representation. Thanks to
the new developments discussed in Section 4.2 it is now possible to perform the SRG evolution in the plane-wave
momentum representation so that a given evolved interaction can now be applied to light nuclei, medium-mass nuclei
as well as nuclear matter. In this section we present first results for pure neutron matter as well as symmetric nuclear
matter based on consistently-evolved NN plus 3N interactions. To this end, we start from the set of interactions
derived in Ref. [123] plus the new fits as specified in Table 7. In particular, we perform matter calculations based
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Figure 52: Theoretical probabilities of isotopes to be bound with respect to one- or two-nucleon separation, indicated by the size and color of the
boxes (see legend). The gray region marks all calculated nuclei within the VS-IM-SRG framework. The inset shows the global agreement with
experimental data. Figure taken from Ref. [312].
on the interactions “NN SRG evolution + 3N fits” and “NN+3N SRG evolution” at the SRG scales in the range
λSRG = [1.6, 2.8]. The many-body calculations are performed within many-body perturbation theory (MBPT), under
consideration of all contributions from NN and 3N interactions up to 2nd order, including residual 3N contributions
(see Section 4.3). The third-order diagrams are taken into account in the normal-ordering approximation setting P = 0
for the two-body center-of-mass momentum (see Section 4.3.1). For the evaluation of the diagrams we use the Monte-
Carlo approach discussed in Section 4.4, while all NN and 3N partial-wave contributions are resummed for each
Monte-Carlo evaluation. The results are shown in Figures 50 and 51. For the discussion of the results it is important
to note the following points:
• The many-body convergence is usually more rapid for PNM than for SNM using typical chiral interactions.
Specifically, the employed many-body truncation leads to almost perfectly converged results for PNM, in par-
ticular at small λSRG for the consistently-evolved interactions, whereas for SNM higher order terms in the
many-body expansion can still contribute significant contributions.
• The relative size of 3N contributions compared to NN terms is typically smaller in PNM than in SNM by a
significant amount. This suggests that effects of induced higher-body forces will typically be more important in
SNM than in PNM.
The results for PNM exhibit only a very mild dependence on the SRG resolution scale for consistently-evolved
interactions, whereas for the fitted 3N interactions we observe a variation of up to about 2 MeV per particle at satu-
ration density (see left panels of Figure 50). The SNM results, on the other hand, sensitively depend on the chosen
regularization scale Λ3N, as shown in Figure 51. While for Λ3N = 2.0 fm−1 we find a significantly smaller dependence
on λSRG for the consistently-evolved 3N interactions compared to the fitted interactions, for Λ3N = 2.5 fm−1 we find
a sizable dependence in both cases. This is an indication that the strength of induced higher-body contributions in-
creases as the regularization cutoff scale Λ3N of the initial 3N interactions gets larger. This trend has also been found
in calculations of atomic nuclei (see, e.g., Refs. [43, 88]). On the other hand, the good invariance of the ground state
energy results of 4He for consistently-evolved NN and 3N interactions suggests that the contributions of induced 4N
interactions are rather small in light nuclei. Furthermore, it is remarkable that for Λ3N = 2.0 fm−1, the rather narrow
uncertainty band includes the phenomenological saturation region. These findings suggest that it could be worthwhile
to apply these consistently-evolved NN and 3N interactions also to many-body frameworks for finite nuclei.
5.3. Ground-state energies of nuclei
In Ref. [312] ground-state energies of nuclei from helium to iron were studied within the VS-IM-SRG framework
(see Section 1) using the interaction “1.8/2.0 (EM)” of Ref. [123] (see previous section). Within this framework an
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2FIG. 1. (Color online) Ground-state energies per nucleon E/A
for selected closed-shell nuclei computed with the closed-shell
IMSRG [34] using the interactions of Ref. [41] in comparison
with experiment (black horizontal lines).
The two low-energy constants of the short-range part of
theNNN forces are adjusted to binding energy of the tri-
ton and the radius of the ↵ particle, following Ref. [59].
These interactions are quite soft (due to the relatively
small cuto↵s), which allows us to achieve reasonably well
converged binding energies and spectra in nuclei up to
neutron-rich 78Ni [47, 50], and in the neutron-deficient
tin isotopes considered in this work.
Figure 1 shows the computed ground-state energies per
nucleon for 4He, 16O, 40,48Ca, 56Ni, 90Zr, and 100Sn with
the single-reference IMSRG [34, 36]. The 1.8/2.0(EM)
interaction consistently yields the best agreement with
data. Presently, it is unclear what distinguishes this in-
teraction from the other similarly obtained interactions;
however this soft interaction puts us in a fortuitous situa-
tion to make theoretical predictions (albeit without rigor-
ous uncertainty quantification) for binding energies and
spectra in nuclei as heavy as 100Sn.
Coupled-cluster calculations use a Hartree-Fock basis
constructed from a harmonic-oscillator basis of up to 15
major oscillator shells. For VS-IMSRG we use a simi-
lar basis, except that the Hartree-Fock reference is con-
structed with respect to an ensemble state above the 80Zr
core following Ref. [52]. All calculations are performed
at oscillator frequencies in the range ~! = 12  16 MeV,
which include the minimum in energy for the largest
model space we consider. We use the normal-ordered
two-body approximation [35, 40, 60] for the NNN in-
teraction with an additional energy cut on three-body
matrix elements e1 + e2 + e3  E3max. When E3max
is increased from 16 to 18, the binding energy of 100Sn
changes by 2% for the hardest interaction 2.0/2.0(PWA),
while for the softest interaction, 1.8/2.0(EM), the change
is less than 1%.
Method – The coupled-cluster method is an ideal
tool to compute doubly magic nuclei and their neigh-
bors [26, 29, 30, 32, 33, 38, 61–63]. This method com-
putes the similarity transform H ⌘ exp ( T )HN exp (T )
of the Hamiltonian HN , obtained by normal order-
ing the free-space Hamiltonian (1) with respect to the
closed-shell Hartree-Fock reference of 100Sn. The clus-
ter operator T includes particle-hole excitations and is
truncated at the coupled-cluster singles-doubles (CCSD)
level. Usually CCSD accounts for about 90% of the corre-
lation energy (i.e., the energy beyond Hartree Fock) [51].
For a higher precision of the ground-state energy, we in-
clude triples excitations of the cluster operator T per-
turbatively within the ⇤-CCSD(T) method [64]. Excited
states in 100Sn are computed with an equation-of-motion
(EOM) method including 3p-3h corrections via a general-
ization of the ground state ⇤-CCSD(T) approximations
to excited states with EOM-CCSD(T) [65]. The neigh-
boring nuclei 101,102Sn are computed as one- and two-
particle attached states [66–68] of the 100Sn similarity
transformed Hamiltonian H. The two-particle attached
states of 102Sn are truncated at the 3p-1h level, while
the particle-attached states of 101Sn are computed at the
2p-1h level with perturbative 3p-2h corrections included
(described below). Further details of the coupled-cluster
approach to nuclei are presented in a recent review [26].
We briefly describe our new approach to include
perturbative 3p-2h corrections to the particle-attached
states of 101Sn. Generalizing the completely renormal-
ized (CR) EOM-CCSD(T) approximation from quantum
chemistry [69, 70] and nuclear physics [38, 62, 71] to
particle-attached excited states yields the correction
 !3p-2h⌫ =
X
i<j
X
a<b<c
Labc⌫,ijRabc⌫,ijMabc⌫,ij . (2)
Here ⌫ denotes the state of interest, i, j (and a, b, c) are
occupied (and unoccupied) orbitals in the 100Sn refer-
ence | i, L⌫ and M⌫ represent the left and right 3p-2h
moments
Labc⌫,ij = h |L2p-1h⌫ H| abcij i , Mabc⌫,ij = h abcij |HR2p-1h⌫ | i ,
| abcij i are 3p-2h excited states, and R⌫ is the resolvent
Rabc⌫,ij = h abcij |(!2p-1h⌫  H) 1| abcij i. (3)
Here !2p-1h⌫ is the 2p-1h energy corresponding to the
states L2p-1h⌫ and R
2p-1h
⌫ of
101Sn. We draw the
reader’s attention to the similar structure between the
bi-variational expression (2) and second-order perturba-
tion theory. This method is the completely renormalized
particle-attached equation-of-motion (CR-PA-EOM). In
our results for 101Sn, we used three di↵erent approxi-
mations (labeled A,B,C) for the energy denominator in
Eq. (3). Approximation A uses in place ofH the Hartree-
Fock single-particle energies, approximation B uses the
one-body part of H, and approximation C uses both the
one- and two-body parts of H. Thus, approximation C
is the most complete choice for the resolvent and most
accurately approximates the full calculation [62].
The IMSRG and its VS-IMSRG variant are e↵ective
tools for computing doubly magic nuclei and for con-
structing valence-space interactions from NN and NNN
4
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FIG. 2. (Color online) Panel (a) shows low-lying states in 100Sn computed with the chiral interaction 1.8/2.0(EM) in the
EOM-CCSD and EOM-CCSD(T) approximations and compar d to LSSM calculations based on phenomenological interactions
[6]. Panel (b) shows the EOM-CCSD results for the B(E2) transition strength in 100Sn with the interactions as indicated, and
the experimental data for all other even tin isotopes. Panel (c) shows the energy of the J⇡ = 2+1 states in even tin isotopes,
with coupled-cluster results for 100,102Sn [labelled as in panel (b)] and VS-IMSRG results for 100 110Sn with interactions as
indic ted, and data for 102 132S (black circles).
(a)
(c)
(b)
FIG. 3. (Color online) Panel (a) shows the energy splitting between the lowest J⇡ = 7/2+ and 5/2+ states in light odd-mass
tin isotopes. Data are black c rcles for isotopes with definite (full) and tentative spin assignments (open symbols). Theoretical
results are from coupled cluster (full) and VS-IMSRG (open symbols) for the interactions as indicated. Panel (b) shows the
correlation between the neutron separation energy Sn and the energy splitting between the lowest J
⇡ = 7/2+ and 5/2+ states
for the interactions and computational method as labeled (symbols with error bars and an encompassing blue uncertainty
band) compared to data (vertical and horizontal green lines). Panel (c) shows the low-lying levels in 101Sn based on the
chiral interaction 1.8/2.0(EM) computed with various coupled-cluster equation-of-motion (EOM) methods, the VS-IMSRG,
and compared to data.
hole excitations in our coupled-cluster calculations. One interaction reproduced both binding energies and the
Figure 53: Left: Ground-state energies per nucle n of closed-shell nuclei computed with the IM-SRG bas d on the interactions of R f. [123]
compared to experiment (black lines), Right: Panel (a) shows the first excited states in 100Sn based on CC calculations using the interaction
“1.8/2.0 (EM)” compared to calculations based on phenomenological interactions (LSSM). Panel (b) shows CC results for the B(E2) transition
strength in 100Sn compared to the experimental data for all other even tin isotop , while p nel (c) shows the experimental and theoretical result for
energy of the Jpi = 2+ s ates in ev tin isotopes. Figure taken from Ref. [93].
effective i teraction is computed via the IM-SRG for a given nucleus and is then used as input for a valence-space
diagonalization, which gives access to observables of closed- and open-shell systems within a given isotopic chain.
A particular focus of this work was put on t location of the drip line, i.e., the point in the nuclear chart beyond
which the nucleons no longer form a bound system. One indication for the drip line is a negative one- and two-body
nucleon separation energy, which involves the decay of a nucleus via nucleon emission. Predicting the location of
the drip line plays a key role for our understanding of r-processes that govern the synthesis of heavy elements in
neutron star mergers [313, 314]. Given the excellent agreement of computed ground-state energies with experimental
data in the known r gime of the nuclear chart (see Figure 52), these calculations are expected to provide reasonable
theoretical predictions beyond the region where data exists, including some uncertainty estimates. While this work
does not ye incl de, e.g., unce tainties from the c iral EFT truncation (see Section 2.4) or many-body uncertainties
from continuum contributions, this work represents a first step towards improved global studies of the nuclear chart
including a more rigo ous estimate of theoretical uncertainties.
In Ref. [93] the structure of nuclei around 100Sn was studied based on the same nuclear interactions within CC and
VS-IM-SRG (se Sectio 1). The nucleus 100Sn is currently the heaviest known doubly-magic nucleus (N = Z = 50),
shows the largest known allowed β decay strength [315], and is located very close to the proton drip line. However,
beyond that not much is known about the structu e of nuclei in this regime of the nuclear chart, in particular regarding
the spectrum of these nuclei [316]. These properties make the tin isotopes a prime target of current theoretical and
experimental investigatio s and also a natural benchma k system for ab initio calculations. The computation of nuclei
in this mass regime poses significant computational challenges due to the required model spaces for the employed
nuclear interactions as well as the many-body truncation. In fact, for these studie a new method was developed that
allows to include perturbatively higher order particle-hole excitations in CC calculations. The left panel of Figure 53
shows the energy per particle of doubly- agic nuclei up to 100Sn and highlights once again the remarkable agreement
with experimental data for the interaction “1.8/2.0 (EM)”. In the right panel first results for the spectrum of 100Sn,
the B(E2) strength in comparison with experimental data, and the theoretical and experimental energies of the excited
Jpi = 2+ states for different isotopes are shown.
The results of Figures 52 and 53 show that calculations based on specific nuclear NN and 3N interactions are able
to reproduce ground-state energies of nuclei in different regimes of the nuclear chart remarkably well. However, so
far it is not clear why the particular interaction “1.8/2.0 (EM)” performs so well for energies, whereas Hamiltonians
with slightly different cutoffs of the same interaction set lead to a significant underbinding of heavier nuclei (see left
panel of Figures 13 and 53). In addition, other observables like radii turn out to be too small compared to experiment
for all these interactions (see, e.g., the right panel of Figure 13). In general, calculations should ideally be performed
based on a set of interactions at different orders of the chiral expansion and also for a range of cutoff scales rather
than just for a single specific interaction. Such calculations at different orders in the chiral expansion allow to extract
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FIG. 3. The same as in Fig. 1 for 11B and 12,13C. Basis sizes Nmax=2 8 are displayed. The importance-truncated NCSM [49, 50]
was used in the Nmax=8 space for carbon isotopes.
p-shell nuclei were performed. In the NCSM, nuclei are
considered to be systems of A nonrelativistic point-like
nucleons interacting via realistic two- and three-body in-
teractions. Each nucleon is an active degree of freedom
and the translational invariance of observables, the an-
gular momentum, and the parity of the nucleus are con-
served. The many-body wave function is expanded over
a basis of antisymmetric A-nucleon harmonic oscillator
(HO) states. The basis contains up to Nmax HO excita-
tions above the lowest possible Pauli configuration. The
basis is characterised by an additional parameter ⌦, the
frequency of the HO well, and may depend on either Ja-
cobi relative [53] or single-particle coordinates [54]. The
convergence of the HO expansion can be greatly accel-
erated by applying an SRG transformation on the 2N
and 3N interactions [55–59]. Except for A=3, 4 nuclei,
here and in the following of the paper an SRG evolution
is applied to the NN+3N(400) and NN+3N(lnl) inter-
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FIG. 4. Ground-state energies of s-shell and selected p-
shell nuclei calculated with theNN+3N(lnl) Hamiltonian (red
lines) compared to experiment (blue lines). The error bars
indicate uncertainties of the NCSM extrapolation. SRG evo-
lution with  =2 fm 1 and HO frequency of ~⌦=20 MeV were
used.
actions down to a scale of  =2 fm 1. On the contrary,
calculations with NNLOsat are performed with the bare
Hamiltonian.
In Figs. 1, 2 and 3 the excitation energy spectra of se-
lected Li, Be, B, and C isotopes are displayed. A correct
ordering of low-lying levels is found for all the consid-
ered lithium and beryllium isotopes, namely 6,7,9Li and
8,9Be. The 2+0 and 1+2 0 states in
6Li as well as some
of the excited states in 7Li and 8,9Be are broad reso-
nances. Here a more realistic description of 6Li and 9Be
would require a better treatment of continuum e↵ects,
see Refs. [60] and [61], respectively, in this regard. The
lowest states in 10B are known to be very sensitive to
the details of nuclear forces, and the 3N interaction in
particular [62]. Here a good description is achieved by
NN+3N(lnl), with only the 1+2 0 state resulting incor-
rectly placed. The correct level ordering is also found in
11B, with the spectrum being overall too compressed as
compared to the experimental one. Finally, worth-noting
is the correct ordering of T=1 states in 12C, also known
to be sensitive to the 3N interaction. On the other hand,
the alpha-cluster dominated 0+0 Hoyle state in 12C can-
not be reproduced in the limited NCSM basis employed
here. In general, NN+3N(lnl) yields spectra that are
in good agreement with experiment. Some underestima-
tion of level-splitting in 9Li, 11B, and 13C emerges, and
could be associated with a weaker spin-orbit interaction
strength. This is comparable to what has been found
with earlier parameterisations of chiral 3N forces (see,
e.g. [62]).
Ground-state energies of 3H, 3,4He, and selected p-shell
nuclei from 6He to 16O are shown in Fig. 4. The calcu-
lated values (red lines) obtained with theNN+3N(lnl) in-
teraction are compared to experiment (blue lines). Theo-
retical error bars represent the NCSM extrapolation un-
certainty. Overall, experimental data are very reasonably
reproduced, with di↵erences of at most a few percent.
The agreement is the best for Tz=0 and |Tz|=1/2 nu-
clei. Some deficiency of the interaction is observed with
increasing |Tz|; for example, while 4He is in a perfect
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troscopic properties, NNLOsat had proven very accurate
in the neutron pf -shell for 34Si and 36S [17]. This is to a
good extent confirmed here in the neutron addition and
removal spectra of 52Ca and 54Ca. The agreement with
experiment however deteriorates when looking at the sd-
shell below N = 20, with this Hamiltonian struggling to
reproduce the observed inversion and re-inversion of the
ground and first excited states along potassium isotopes.
So far, the novel NN+3N(lnl) interaction had been
applied only to specific cases [18, 51], but never tested
in a systematic way. In the present work its main
ground-state properties as well as some selected excita-
tion spectra have been studied extensively in light and
medium-mass nuclei. Results in light systems are very
encouraging, with NCSM calculations in overall good
agreement with experiment even for spectra that are
k own to be particularly sensitive to nuclear forces. To-
tal energies are well reproduced across the whole light
sector of the nuclear chart. In medium-mass nuclei,
present calculations focused on three representative iso-
topic chains. Total binding energies are found to be in
remarkable agreement with experimental values all the
way up to nickel isotopes once ADC(3) correlations are
included, thus correcting for the overbinding generated
with NN+3N(400). ADC(2) calculations of di↵erential
quantities, where ADC(3) contributions essentially can-
cel out, are also very satisfactory and are able to cap-
ture main trends and magic gaps in two-neutron sepa-
ration energies along all three chains. As evidenced in
Fig. 20, although largely improving on NN+3N(400),
rms charge radii obtained with the NN+3N(lnl) inter-
action still underestimate experiment and do not reach
the quality of NNLOsat. On the other hand this interac-
tion yields an excellent spectroscopy, also where NNLOsat
strives to give even a qualitatively correct account of
experimental data. One-nucleon addition and removal
spectra in neutron-rich calcium are well reproduced. Im-
pressively, the evolution of the energy di↵erences between
the ground and first excited states along potassium iso-
topes follows closely the experimental measurements.
Further insight can be gained by gauging the impor-
tance of 3N operators in the two interactions. In Fig. 21
the ratio of 3N over 2N contributions to the total en-
ergy is displayed for a selection of nuclei as a function of
mass number A for NNLOsat and NN+3N(lnl). In the
former, 3N operators are much more relevant, reaching
almost 20% of the 2N contribution in heavier systems.
On the contrary, the ratio stays rather low, around 5%,
for NN+3N(lnl). This has first of all practical conse-
quences, as in the majority of many-body calculations
the treatment of 3N operators is usually not exact, fol-
lowing either a normal-ordered two-body approximation
(see e.g. [27]) or some generalisation of it [66]. Hence a
strong 3N component is in general not desirable. On top
of that, one might worry about the hierarchy of many-
body forces from the standpoint of EFT, and possible
need to include subleading 3N or 4N operators that could
have a sizeable e↵ect.
The present systematic analysis shows that the novel
NN+3N(lnl) Hamiltonian represents a promising alter-
native to existing nuclear interactions. In particular, it
has the favourable features of (i) being adjusted solely
on A = 2, 3, 4 systems, thus complying with the ab initio
strategy, (ii) yielding an excellent reproduction of exper-
imental energies all the way from light to medium-heavy
nuclei and (iii) well behaving under similarity renormal-
isation group transformations, with small induced four-
nucleon forces, thus allowing calculations up to medium-
Figure 54: Left: Ground-state energies of nuclei calculated within the NCSM based on the “NN+3N (lnl)” interaction (red lines) compared to
exp riment (blue lines). The interaction has bee SRG-evolved to λSRG = 2.0 fm−1. The shown error bars indicate many-body uncertainties.
Right: The ratio of theoretical and experimental results for the ground-state energies E, the charge radius rc and one-nucleon separation energies
Ex obtained within the SCGF framework. Figures taken from Ref. [317].
systematic uncertainty bands (see Section 2.4) and to rule out accidental agreement of particular interactions for
specific observables.
In Ref. [317] a new interaction, “NN+3N (lnl)” was introduced. This interaction includes NN contributions up
to N3LO given by the potential of Ref. [199] and 3N contributions up to N2LO. Triggered by the deficiencies of the
local 3N interaction derived in Ref. [224] (see e.g. Ref. [102] and Figure 3) an additional nonlocal regulator was
introduced, leading to a significantly improved description of medium-mass nuclei beyond the oxygen isotopic chain,
while the good agreement with experiment for light systems was maintained by increasing the value of the local cutoff
scale to Λ = 600 MeV. The left panel of Figure 54 illustrates the agreement for ground-state energies of various
s-shell and p-shell nuclei. The right panel shows the results of SCGF calculations for different nuclei and observables
(see caption). Particularly striking is the improvement of the results based on the novel “NN+3N (lnl)” interaction
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Table VII. Ground-state energies and charge radii for A = 3, 4 employing local chiral potentials at N2LO. The E⌧ parametriza-
tion of the 3N force is used. Errors are statistical. GFMC results are from Refs. [23, 27].
Nucleus Cutoff Potential AFDMC GFMC
AZ (J⇡, T ) R0 (fm) E (MeV) rch (fm) E (MeV) rch (fm)
3H( 1
2
+
, 1
2
) 1.0 NN  7.54(4) 1.75(2)  7.55(1) 1.78(2)
3N E⌧  8.33(7) 1.72(2)  8.34(1) 1.72(3)
1.2 NN  7.76(3) 1.74(2)  7.74(1) 1.75(2)
3N E⌧  8.27(5) 1.73(2)  8.35(4) 1.72(4)
3He ( 1
2
+
, 1
2
) 1.0 NN  6.89(5) 2.02(2)  6.78(1) 2.06(2)
3N E⌧  7.55(8) 1.96(2)  7.65(2) 1.97(2)
1.2 NN  7.12(3) 1.98(2)  7.01(1) 2.01(1)
3N E⌧  7.64(4) 1.95(5)  7.63(4) 1.97(1)
4He (0+, 0) 1.0 NN  23.96(8) 1.72(2)  23.72(1) 1.73(1)
3N E⌧  27.64(13) 1.68(2)  28.30(1) 1.65(2)
1.2 NN  25.17(5) 1.69(1)  24.86(1) 1.69(1)
3N E⌧  28.37(8) 1.65(1)  28.30(1) 1.64(1)
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Figure 5. Ground-state energies per nucleon for 3  A  16 with local chiral potentials: (a) R0 = 1.0 fm cutoff (left panel), (b)
R0 = 1.2 fm cutoff (right panel). Results at different orders of the chiral expansion and for different 3N parametrizations are
shown. Smaller error bars (indistinguishable from the symbols up to A = 6) indicate the statistical Monte Carlo uncertainty,
while larger error bars are the uncertainties from the truncation of the chiral expansion. LO and N2LO E⌧ results for 16O with
R0 = 1.2 fm are outside the displayed energy region. Updated from Ref. [33].
For A = 6 the wave function is constructed using up
to sd-shell single-particle orbitals. For 12C instead, cou-
pling p-shell orbitals only already results in a sum of 119
Slater determinants. Including orbitals in the sd-shell
could in principle result in a better wave function for
this open-shell system, but it will sizably increase the
number of determinants to consider, making the calcu-
lation prohibitively time consuming. Another possible
improvement would be to include quadratic terms in the
pair correlations, as shown in Eq. (64). However, first
attempts in 16O lead to just a ⇡ 6(2)MeV reduction of
the total energy in a simplified scenario (see Table III),
with a noticeably increased computational cost.
For the softer interaction (R0 = 1.2 fm), NLO and in
particular LO results are typically more bound compared
to the R0 = 1.0 fm case. Both parametrizations of the
3N force bring the N2LO energies compatible with the
experimental values up to A = 6, and consistent with
those obtained with the hard potential.
For the heaviest system considered here, 16O, the pic-
ture is quite different. At LO, the system is dramatically
overbound (⇡  1GeV), which would imply very large
theoretical uncertainties at NLO and N2LO coming from
the prescription of Eq. (65). Within these uncertainties,
NLO and N2LO two-body energies are compatible with
the corresponding results for the hard interaction (see Ta-
bles VIII and IX). However, the contribution of the 3N
force at N2LO largely depends upon the employed oper-
Figure 56: Left: Ground-state energi s of nuclei using semil cal chiral LO, NLO, and N2LO interactions of Refs. [33, 204, 244] at R = 1.0 fm
(blue symbols) in comparison with experimental values (red lines). For each nucleus the LO, NLO and N2LO results are the left, middle and right
symbols and bars, respectively. The open blue symbols correspond to incomplete calculations at N2LO using NN-only interactions. Blue error bars
indicate the many-body extrapolation. The shaded bars indicate the estimated truncation error at each chiral order following Ref. [204]. Figure
taken from Ref. [33]. Right: Ground-state energies of nuclei obtained from auxiliary-diffusion Monte-Carlo (AFDMC) results using the local chiral
interaction of Ref. [52]. Results at different orders of the chiral expansion and for different 3N parametrizations are shown. Smaller error bars
(barely visible up to A = 6) indicate the statistical Monte Carlo uncertainties, whereas the larger error bars represent the uncertainties from the
chiral EFT truncation following Ref. [204]. Figure taken from Ref. [55].
compared to the purely local 3N interaction “NN+3N (400)” for the description of heavier nuclei.
In Ref. [241] ground-state energies and charge radii of closed-shell medium-mass nuclei were computed in IM-
SRG based on a set of chiral NN and 3N interactions at different orders in the chiral expansion, with a particular
focus on exploring the connection between properties of finite nuclei and nucl ar matter. Specifically, the calculations
were performed using chiral interactions at NLO, N2LO and N3LO [188], where the 3N interactions at N2LO and
N3LO were fit to the empirical saturation point of nuclear matter and to the 3H binding energy [130] (see Figures 8
and 14). It is found that the results for energies and radii of closed-shell systems at N2LO and N3LO overlap within
uncertainties (see Figure 55) and the cutoff variation of the interactions is within the EFT uncertainty band, which has
been determined following the prescription of Ref. [204] (see also Section 2.4). Overall, the ground-state energies are
found to be underbound compared to experiment, as expected from the comparison to the empirical saturation point
(see Figure 14), while the charge radii are systematically too large.
In the left panel of Figure 56 results of NCSM calculations are shown for the ground-state energies of various
nuclei up to 16O using the semilocal NN and 3N interactions of Refs. [33, 244]. Also indicated are the chiral truncation
error estimates for these ground-state energies following Refs. [204]. For most of the 15 nuclei the complete results
at N2LO agree with the experimental values. It is interesting to note that the effect of the 3N interactions is noticeably
larger for 8He and 9Li than for 8Be and 9Be. On the other hand, 16O is noticeably overbound at N2LO, with or without
3NFs, see also Ref. [70] for a related discussion in the context of nuclear lattice simulations. This overbinding starts
at A = 12, where, with 3N interactions, both 12B and 12C are overbound, with the experimental value only slightly
outside the chiral truncation error estimate, and seems to be systematic for the heavier nuclei. In the right panel
of Figure 56 results for ground-state energies of AFDMC calculations are shown for nuclei up to 16O at different
orders in the chiral expansion and different parametrizations for 3N interactions, see Refs. [52, 55]. The shown error
bars include both the Monte Carlo many-body uncertainties and the uncertainties from the truncation of the chiral
expansion. For the shown interactions at the regulator scale R0 = 1.0 fm , the computed binding energies at N2LO are
in good agreement with experiment. For softer interactions (R0 = 1.2, not shown) the agreement is also reasonable,
while the size of the uncertainties become sizable for 16O (see Ref. [55]).
In summary, the results discussed above illustrate that there are now various different interactions available which
provide ground-state energies consistent with experimental data within theoretical uncertainties for nuclei in a re-
stricted sector of the nuclear chart based on order-by-order calculations. For calculations based on specific interactions
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B. Excited states
Given the remarkable description of experimental
ground-state properties from the 1.8/2.0 (EM) interac-
tion, it is also of interest to investigate to what extent
the structure of excited states is captured. In the VS-IM-
SRG approach, all excited states allowed within a given
valence space are obtained directly via diagonalization.
Here we focus on first excited 2+ states and associated
shell closures in the subset of even-even sulfur, calcium,
and nickel isotopes.
Beginning with sulfur, shown in Fig. 13, we see an over-
all good reproduction of the experimental trends in 2+
energies. When neutrons occupy the sd valence space,
however, these energies are systematically several hun-
dred keV too high. Beyond N = 20, when the neutron
valence space changes to the pf shell, agreement with
data improves, including the modest peak at N = 28 in
44S. Given the absence of allowed neutron excitations at
N = 20, the 2+ energy here is artificially too high and is
expected to decrease when such degrees of freedom are
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FIG. 13. First excited 2+ energies of even sulfur isotopes for
the 1.8/2.0 (EM) Hamiltonian (circles) compared to experi-
ment [51]. See text for details on the valence spaces used. The
vertical dotted line marks the end of the sd shell at N = 20.
included in the valence space.
For the calcium isotopes, shown in Fig. 14, the cal-
culated results agree well with data for open-shell cases.
While relative peaks are seen at the N = 28, 32 shell clo-
sures as well as the recently measured N = 34 closure
in 54Ca [52], they are systematically too high, particu-
larly in 48Ca. While we might initially attribute this to
neglected proton excitations due to the choice of valence
space, similar features are also seen in the nickel isotopes,
which allow both proton and neutron excitations except
at N = 40. For the nickel isotopes, a similar picture
to sulfur is seen in Fig. 15. Where when neutrons fill
the pf shell, the 2+ energies reproduce the experimental
trend, but are systematically several hundred keV too
high. When neutrons begin filling the sdg orbits past
68Ni, the results agree very well with data, making pre-
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Figure 2 | Examples of hyperfine structure spectra measured for the Ca
isotopes in the 393-nm 4s 2S1/2!4p 2P3/2 ionic transition. The solid lines
show the fit with a Voigt profile. Frequency values are relative to the centroid
of 40Ca. The position of each hfs centroid is indicated by the dashed lines.
magnitude. It is now possible to routinely perform experiments with
beams of⇠104 ions s 1 (ref. 23).
In this work, we have further optimized the photon detection
sensitivity and at the same time reduced further the photon
background events8, now allowing the study of calcium isotopes
produced with a yield of only a few hundred ions per second. While
preserving the high resolution, this sensitivity surpasses the previous
limit by two orders of magnitude, achieved by an ultrasensitive
particle detection technique employed on Ca isotopes18.
The short-lived Ca isotopes studied in this work were produced
at the ISOLDE on-line isotope separator, located at the European
Center for Nuclear Research, CERN. High-energy proton pulses
with intensities of ⇠3⇥ 1013 protons/pulse at 1.4GeV impinged
every 2.4 s on an uranium carbid target to create radioactive
species of a wide range of chemical elements. The Ca isotopes
were selected from the reaction products by using a three-step
laser ionization s heme provided by the Resonance Ionization Laser
Ion Source (RILIS; ref. 24). A detailed sketch of the di erent
experimental processes from the ion beam production to the
fluorescence detection is shown in Fig. 1.
After selective ionization, Ca ions (Ca+) were extracted from
the ion source and accelerated up to 40 keV. The isotope of
interest was mass-separated by using the High-Resolution Mass
Separator (HRS). The selected isotopes were injected into a gas-
filled radiofrequency trap (RFQ) to accumulate the incoming
ions. After a few milliseconds, bunches of ions of ⇠5 µs temporal
width were extracted and redirected into a dedicated be m
line for collinear laser spectroscopy experiments (COLLAPS). At
COLLAPS, the ion beamwas superimposed with a continuous wav
laser beam fixed at a wavelength of 393 nm (see Methods), close
to the 4s 2S1/2!4p 2P3/2 transition in the Ca+. The laser frequency
was fixed to a constant value, while the ion velocity was varied
inside the optical detection region. A change in the ion velocity
corresponds to a variation of laser frequency in the ion rest frame.
This Doppler tuning of the laser frequency was used to scan the
hyperfine structure (hfs) components of the 4s 2S1/2 ! 4p 2P3/2
transition. At resonance frequencies, transitions between di erent
hfs levels were excited, and subsequently the fluorescence photons
were detected by a light collection system consisting of four lenses
and photomultiplier tubes (PMT) (see ref. 8 for details). The photon
signals were accepted only when the ion bunch passed in front of
the light collection region, reducing the background counts from
scattered laser light and PMT dark counts by a factor of ⇠104. A
sample of the hfs spectra measured during the experiment is shown
in Fig. 2. Isotopes with nuclear spin I =0 do not exhibit hyperfine
structure splitting. Consequently, only a single transition is observed
for 52Ca.
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Figure 3 | Charge radii of Ca isotopes. a, Experimental charge radii
compared to ab initio calculations with chiral EFT interactions NNLOsat,
SRG1, SRG2, as well as DFT calculations with the UNEDF0 functional.
Experimental error bars are smaller than the symbols. The absolute values
were obtained from the reference radius of 40Ca (Rch=3.478(2) fm;
ref. 6). The values of 39Ca and 41,42Ca are taken from refs 45,46,
respectively. A systematic theoretical uncertainty of 1% is estimated for the
absolute values due to the truncation level of the coupled-cluster method
and the finite basis space employed in the computation. b, Experimental
r.m.s. charge radius in 52Ca relative to that in 48Ca compared to the ab initio
results as well as those of representative density functional theory (DFT)
and configuration interaction (CI) calculations. The systematic
uncertainties in the theoretical predictions are largely cancelled when the
di￿erences between r.m.s. charge radii are calculated (dotted horizontal
blue lines). Experimental uncertainties are represented by the horizontal
red lines (statistical) and the grey shaded band (systematic).
The isotope shifts were extracted from the fit of the hfs
experimental spectra, assuming multiple Voigt profiles in the   2-
inimization (see Methods). The measured isotope shift relative
to the reference isotope 40Ca, and the corresponding change in the
mean-square charge radius are shown in Table 1. Statistical errors
(parentheses) correspond to the uncertainty in the determination
of the peak positions in the hfs spectra. The systematic errors in
the isotope shift (square brackets) are mainly due to the uncertainty
in the beam energy, which is also the main contribution to
the uncertainty in the charge radius. Independent high-precision
measurements of isotope shifts on stable Ca isotopes25 were used for
an accurate determination of the kinetic energy of each isotope. The
stability of the beam energy was controlled by measuring the stable
40Ca, before and after the measurement of each isotope of interest.
Our experimental results (Table 1 and Fig. 3) show that the root-
mean-square (r.m.s.) charge radius of 49Ca presents a considerable
increase with respect to 48Ca,  hr 2i48,49 = 0.097(4) fm2, but much
smaller than previously suggested17. The increase continues towards
N = 32, resulting in a very large charge radius for 52Ca, with an
increase relative to 48Ca of  hr 2i48,52=0.530(5) fm2.
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Figure 2 | Examples of hyperfine structure spectra measured for the Ca
isotopes in the 393-nm 4s 2S1/2!4p 2P3/2 ionic transition. The solid lines
show the fit with a Voigt profile. Frequency values are relative to the centroid
of 40Ca. The position of each hfs centroid is indicated by the dashed lines.
magnitude. It is now possible to routinely perform experiments with
beams of⇠104 ions s 1 (ref. 23).
In this work, we have further optimized the photon detection
sensitivity and at the same time reduced further the photon
background events8, now allowing the study of calcium isotopes
produced with a yield of only a few hundred ions per second. While
preserving the high resolution, this sensitivity surpasses the previous
limit by two orders of magnitude, achieved by an ultrasensitive
particle detection technique employed on Ca isotopes18.
The short-lived Ca isotopes studied in this work were produced
at the ISOLDE on-line isotope separator, located a t e European
Center for Nuclear Research, CERN. High-energy proton pulses
with intensities of ⇠3⇥ 1013 protons/pulse at 1.4GeV impinged
every 2.4 s on an uranium carbide target to create radioactive
species of a wide range of chemical elements. The Ca isotopes
were selected from the reaction products by using a three-step
laser ionization scheme provided by the Resonance Ionization Laser
Ion Source (RILIS; ref. 24). A detailed sketch of the di erent
experimental processes from the ion beam production to the
fluorescence detection is shown in Fig. 1.
After selective ionization, Ca ions (Ca+) were extracted from
the ion source and accelerated up to 40 keV. The isotope of
interest was mass-separated by using the High-Resolution Mass
Separator (HRS). The selected isotopes were injected into a gas-
filled radiofrequency trap (RFQ) to accumulate the incoming
ions. After a few milliseconds, bunches of ions of ⇠5 µs temporal
width were extracted and redirected into a dedicated beam
line for collinear laser spectroscopy experiments (COLLAPS). At
COLLAPS, the ion beamwas superimposed with a continuous wave
laser be m fixed at a wavelength of 393 nm (see Methods), close
to the 4s 2S1/2!4p 2P3/2 transition in the Ca+. The laser frequency
was fixed to a constant value, while the ion velocity was varied
inside the optical detection region. A change in the ion velocity
corresponds to a variation of laser frequency in the ion rest frame.
This Doppler tuning of the laser frequency was used to scan the
hyperfin structure (hfs) components of the 4s 2S1/2 ! 4p 2P3/2
transition. At r sonance frequencies, transitions between di erent
hfs levels were excited, and subsequently the fluorescence photons
were detected by a light collection system consisting of four lenses
and photomultiplier tubes (PMT) (see ref. 8 for details). The photon
signals were accepted only when the ion bunch passed in front of
the light collection region, reducing the background counts from
scattered laser light and PMT dark counts by a factor of ⇠104. A
sample of the hfs pectra measured during the experiment is shown
in Fig. 2. Isotopes with nuclear spin I =0 do not exhibit hyperfine
struct re splitting. C nsequently, only a single transition is observed
for 52Ca.
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Figure 3 | Charge radii of Ca isotopes. a, Experimental charge radii
compared to ab initio calculations with chiral EFT interactions NNLOsat,
SRG1, SRG2, as well as DFT calculations with the UNEDF0 functional.
Experimental error bars are smaller than the symbols. The absolute values
were obtained from the reference radius of 40Ca (Rch=3.478(2) fm;
ref. 26). The values of 39Ca and 41,42Ca are taken from refs 45,46,
respectively. A systematic theoretical uncertainty of 1% is estimated for the
absolute values due to the truncation level of the coupled-cluster method
and the finite basis space employed in the computation. b, Experimental
r.m.s. charge radius in 52Ca relative to that in 48Ca compared to the ab initio
results as well as those of representative density functional theory (DFT)
and configuration interaction (CI) calculations. The systematic
uncertainties in the theoretical predictions are largely cancelled when the
di￿erences between r.m.s. charge radii are calculated (dotted horizontal
blue lines). Experimental uncertainties are represented by the horizontal
red lines (statistical) and the grey shaded band (systematic).
The isotope shifts were extracted from the fit of the hfs
experimental spectra, assuming multiple Voigt profiles in the   2-
minimization (see Methods). The measured isotope shift relative
to the reference isotope 40Ca, and the corresponding change in the
mean-square charge radius are shown in Table 1. Statistical errors
(parentheses) correspond to the uncertainty in the determination
of the peak positions in the hfs spectra. The systematic errors in
the isotope shift (square brackets) are mainly due to the uncertainty
in the beam energy, which is also the main contribution to
the uncertainty in the charge radius. Independent high-precision
measurements of isotope shifts on stable Ca isotopes25 were used for
an accurate determination of the kinetic energy of each isotope. The
stability of the beam energy was controlled by measuring the stable
40Ca, before and after the measurement of each isotope of interest.
Our experimental results (Table 1 and Fig. 3) show that the root-
mean-square (r.m.s.) charge radius of 49Ca presents a considerable
increase with respect to 48Ca,  hr 2i48,49 = 0.097(4) fm2, but much
smaller than previously suggested17. The increase continues towards
N = 32, resulting in a very large charge radius for 52Ca, with an
increase relative to 48Ca of  hr 2i48,52=0.530(5) fm2.
596
© 2016 Macmillan Publishers Limited. All rights reserved
NATURE PHYSICS | VOL 12 | JUNE 2016 | www.nature.com/naturephysics
Figure 57: Left: Charge dii of manganese isotopes for the “1.8/2.0 (EM)” (blue circles) and “2.0/2.0 (PWA)” (red circles) interactions of
Ref. [123] computed within the VS-IM-SRG. Figure taken from Ref. [228]. Right: Experimental charge radii of calcium isotopes compared to
ab initio CC calculations with chiral EFT interactions “N2LOsat” [141] and “SRG1/SRG2” [123], as well as DFT calculations with the UNEDF0
functional. Experimental error bars are smaller than the symbols. Figure taken from Ref. [104]. Note that the interaction labeled “SRG1” in the
right panel corresponds to the interaction usually labeled as “2.8/2.0 (EM)” and “SRG2” to “2.0/2.0 (PWA)”.
at a given order, like, e.g., the “1.8/2.0 (EM)” interaction [123] or the “N2LOsat” intera tion [141] (see Figure 17) it is
even possible to reproduce known ground-stat energies over a significant part of the nuclear chart from light systems
to medium-mass nuclei up to A ≈ 100.
5.4. Charge radii of nuclei
The goal of ab initio calculations is to obtain a comprehensive understanding of the structure of nuclei. This
includes ground-state energies, as discussed in the previous section, a well as various additional observables, like
charge and matter radii, quadrupole moments or electromagnetic response functions. A simultaneous and realistic
prediction of several or ideally all of these quantities is a very challenging task (see, e.g., Ref. [318]). As shown
in Figur s 15, 17 and 55 the interactions “N2LOsat” [141] and “N2LO-∆” [142] are able to provide ground state
energies and charge radii in good agreement with experiment (see also Ref. [319] for a recent study), while most
interactions of Ref. [123] give too small radii, in particular the interaction “1.8/2.0 (EM)” (see right panel of Figure 13
and left panel of Figure 57), which on the oth r hand provides an excellent description of ground-state energies (see
S ction 5.3). In Figure 57 we s ow some repr entative results for charge radii based on the interactions of Ref. [123]
for manga ese isotopes computed within the VS-IM-SRG (left) and calcium isotopes computed within the coupled-
cluster framework (right). Apart from the observed overall shifts compared to experiment, the reproduction of the
trends within a isotopic chain like the steep i crease in the radius towards neutron rich systems remains a challenge
for ab ini io nuclear theory [104]. Also shown in the right panel are nuclear DFT results obtained with the Skyrme
energy d nsity functi nal UNEDF0 [320], which fails to describe the details of the experimental trend within the
show isotopic chain.
In the left anel of Figure 58 we sh w charge radius results for oxygen isotopes computed within IM-SRG, the
Dyson-SCGF framework (DGF) [107] and the Gorkov-SCGF (GGF) [109] using the “N2LOsat” [141] and the NN
interaction of Ref. [199] plus 3N interactions [318]. Again, a remarkable agreeme t between results obtained within
different many-body fra eworks is observed (see discussion in Section 1). For a given interaction, the uncertainties
due to the many-body calculations is s all r than the experimental uncertainties and the uncertainty coming from
the use of differ nt interactions. On the other hand, the interaction EM significantly underestimates the experimental
radii, whereas the absolute radii are well r produced by “N2LOsat”. However, e note th t the charge radius of 16O has
been included i th fit of the interaction (see Section 2.3). I the right panel we pr sent the charge radii at differ nt
orders of t e chiral expansion and parametrizati ns of the 3N force for different nuclei up to 16O based on AFDMC
calculations [55]. We emphasize that the m loyed local interactions in these calculations diff r quite si nificantly
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FIG. 3. Experimental values for the rm radii, deduced from
σI , (e,e) and (p,p) measurements (see Table I). Blue lines
show the A1/3 behavior of the liquid drop model.
isotopes, used as a reference, provides rm radii with an
uncertainty of the order of 0.1 fm, we also conclude that
uncertainties deduced from σI are underestimated. Con-
sequently, we focus on results obtained from (e,e) and
(p,p) data for the comparison with theory.
We start by analyzing calculations for proton and
neutron radii, shown in Fig. 4. We notice that, for
each interaction, there is good agreement between the
various methods, which span 0.05 (0.1) fm when EM
(NNLOsat) is used. This shows that different state-of-
the-art schemes achieve, for a given interaction, an uncer-
tainty that is smaller than (i) experimental uncertainty
and (ii) the uncertainty coming from the use of different
interactions. Clear discrepancies are observed between
radii computed with EM and NNLOsat, with the for-
mer being systematically smaller by 0.2-0.3 fm. While
EM largely underestimates data, rp values are well re-
produced by NNLOsat, keeping in mind that rch of
16O
is included in the NNLOsat fit. The performance of the
interactions along the isotopic chain can be seen for mat-
ter radii, where in Fig. 5 the evaluations from the (p,p)
analysis are compared to GGF and MR-IMSRG. Simi-
lar conclusions are drawn by considering other schemes,
e.g., see Fig. 4, where rms radii computed with EM un-
A 16 17 18 20 22
rp 2.59 (7) 2.60 (8) 2.68 (10)
rm (σI) 2.54 (2) 2.59 (5) 2.61 (8) 2.69(3) 2.88(6)
rm (p,p) 2.60 (8) 2.67 (10) 2.77 (10) 2.9 (1) 3.0 (1)
TABLE I. Experimental rms radii (in fm) of O isotopes: rp
for 16−18O are extracted from charge densities [44, 45, 52].
For A = 16, rm is evaluated from (p,p) data [51], and for A
= 17, via heavy-ion scattering [45]. rm from σI are given
in Ref. [53]. For A =18-22, “rm (p,p)” values are from the
present work and are explained in the text.
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Experimental rp values are given in Table I.
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FIG. 5. Matter radii from our analysis and given in Tab. I,
compared to calculations with EM [27–29] and NNLOsat [36].
Bands span results from GGF and MR-IMSRG schemes.
derestimate evaluated data by about 0.3 - 0.4 fm for all
isotopes.
Results significantly improve with NNLOsat, although
the description deteriorates towards the neutron drip
line, with a discrepancy of about 0.2 fm in 22O. Recently,
a similar effect was observed for the calcium isotopes [39].
These results reinforce the progress of nuclear ab ini-
tio calculations, which are able to address systematics
of isotopic chains beyond light systems and, thus, pro-
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Figure 6. Charge radii for 3  A  16 with local chiral potentials: (a) R0 = 1.0 fm cutoff (left panel), (b) R0 = 1.2 fm cutoff
(right panel). The legend and error bars are as in Fig. 5. Updated from Ref. [33].
ator structure. The E⌧ parametrization for the soft po-
tential is very attractive, adding almost 10MeV per nu-
cleon to the total energy, and thus predicting a significant
overbinding with a ground-state energy of ⇡  260MeV.
The E parametrization is instead less attractive, result-
ing in ⇡ 0.30MeV per nucleon more binding with respect
to the two-body case, compatible with the energy expec-
tation values for the hard potential.
Figure 6 shows the charge radii at different orders
of the chiral expansion and for different cutoffs and
parametrizations of the 3N force. The agreement with
experimental data for the hard interaction at N2LO is re-
markably good all the way up to oxygen. One exception
is 6Li, for which the charge radius is somewhat underpre-
dicted. However, a similar conclusion is found in GFMC
calculations employing the AV18+IL7 potential, where
charge radii of lithium isotopes are underestimated [1].
For the soft interaction, the description of charge radii
resembles order by order that for the hard potential up to
A = 6, with the N2LO results in agreement with exper-
imental data, except for 6Li (also shown in Table VII).
The picture changes again for A = 16. The charge ra-
dius of 16O turns out to be close to 2.2 fm with the E⌧
parametrization of the 3N force, smaller than that of 6Li
for the same potential, but consistent with the significant
overbinding predicted for A = 16. The oxygen charge ra-
dius for the E parametrization is instead closer to the
experimental value.
The details of LO, NLO, and N2LO calculations for
A   6 are reported in Tables VIII and IX for R0 = 1.0 fm
and R0 = 1.2 fm, respectively. Results for the con-
strained and unconstrained evolution energies are both
shown, together with the charge radii. Both Monte Carlo
uncertainties and theoretical errors coming from the
truncation of the chiral expansion are reported (where
available). At N2LO the two-body energy is shown to-
gether with that of the two different parametrizations of
the 3N force (E⌧ and E ).
The full calculation of 12C at N2LO required on the
order of 106 CPU hours (on Intel Broadwell cores @
2.1GHz) for a single cutoff (1.0 fm) and 3N parametriza-
tion (E⌧). Due to the high computational cost, no at-
tempts were made for the E parametrization of the 3N
force or for the 1.2 fm cutoff.
As shown in Tables VIII and IX, the overbinding in
16O happens only when the 3N force is included with
the E⌧ parametrization for R0 = 1.2 fm. The alternative
combinations of three-body operators and cutoffs consid-
ered in this work predict instead binding energies com-
patible with the experimental value. A close look at the
energy contributions coming from the 3N force in 6Li
and 16O (Table X) clearly shows the issue. A large neg-
ative VD contribution in 16O for the soft E⌧ potential
drives the system to a strongly bound state. In fact,
even though the total energy at the two-body level is
similar to that of the other soft potentials for A = 16,
the individual expectation values for the kinetic energy
and the two-body potential are severely larger, consis-
tent with a very compact system. The 3N force adds
then ⇡ 13MeV per nucleon, roughly half coming from
the also increased TPE contribution, and half from VD.
In the case of the R0 = 1.0 fm cutoff instead, the 3N force
in both parametrizations adds only < 3MeV per nucleon
to the total two-body energy, with similar TPE contri-
butions and a balance between hVDi and hVEi. This is
still true in 6Li also for R0 = 1.2 fm, but the balance is
broken for the soft E⌧ potential in 16O. The main reason
for such behavior can be attributed to the large value of
cD for this potential (see Table IV), particularly effective
for A > 6.
As has been discussed briefly above and in more detail
in Refs. [23, 46], locally regulated chiral interactions spoil
the Fierz rearrangement freedom used to select one of the
six possible operators that are consistent with the sym-
Figure 58: Left: Proton radius of oxygen isotopes calculated with the IM-SRG and SCGF based on the EM interaction [199] and “N2LOsat” [141].
Figure taken from Ref. [318]. Right: Charge radii of nuclei obtained from auxiliary-field diffusion Monte-Carlo (AFDMC) using the local chiral
interaction of Ref. [52]. Results at different orders of the chiral expansion and for different 3N parametrizations are shown (compare Figure 56).
Figure taken from Ref. [55].
from the interactions shown in Figure 57 in terms of the softness and the nature of the regulator. Overall, a good
agreement with experiment is found for the interaction at R0 = 1.0 fm with a n tural order-by-order con rg nce.
For a softer interaction at R0 = 1.2 fm (not shown, see Ref. [55]), the results resemble those of the hard pot ntial
up to A = 6, while the agreement slightly deteriorates for heavier system and shows a stronger sensitivity to the 3N
parametrization.
In Figure 59 we show ground-state energies and charge radii, obtained from IM-SRG calculations performed in
Ref. [321], based on the NN interactions of Ref. [188] plus 3N interactions up to N3LO. For these calculations the
3N interactions have been regularized nonlocally (see Section 3.7.1) and the v lue of t e coupling cE s a function
of cD is fixed by a fit to the 3H ground state energy, i.e. following the same strategy like in Ref. [241] (se also
Figure 55 and related discussion). The left figure illustrates the dependence of the results on cD (see also Figure 71).
2
which leads to typical many-body uncertainties of 10 keV and
0.001 fm for energies and radii, respectively.
For surveys of ground-state energies and radii of closed-
shell nuclei up into the nickel isotopic chain, we employ a
single-reference formulations of the IM-SRG [24–27]. We use
the Magnus formulation, truncated beyond normal-ordered
two-body terms, for an e cient calculation of radii. We use a
consistent free-space similarity renormalization group (SRG)
evolution of the Hamiltonian (up to three-body terms) and the
radius operator (up to two-body terms) with a typical flow pa-
rameter ↵ = 0.04 fm4, corresponding to a momentum scale
of 2.24 fm 1 [28, 29]. In addition, we use the natural-orbital
single-particle basis extracted for a perturbatively corrected
one-body density matrix of the target nucleus [30].
For the description of open-shell nuclei we employ the
IM-NCSM introduced in Ref. [31]. It is based on a multi-
reference IM-SRG evolution of the Hamiltonian and all other
operators of interest starting from a multi-configurational ref-
erence state from an NCSM calculation in a small reference
space, typically Nrefmax = 0 or 2. This evolution pieces of the A-
body Hamiltonian that couple the reference space to the rest
of the model space, thus, leading to an extremely fast con-
vergence of a subsequent NCSM calculation with the evolved
Hamiltonian. As for the single-reference IM-SRG we employ
a free-space SRG evolution and a natural-orbital basis. For
light p-shell nuclei we also show conventional NCSM calcu-
lations with the harmonic-oscillator basis.
New Family of Non-Local NN+3N Interactio s. In a first
step towards the construction of a family of non-local NN+3N
interactions up to N3LO, we consider the few-nucleon sys-
tems 3H and 4He. We employ the EMN interactions from LO
to N3LO with non-local regulators and cuto↵s ⇤ = 450, 500,
and 550MeV. They are supplemented with the c rresponding
3N interactions at N2LO and N3LO using non-local regula-
tors in the Jacobi momenta p and q of the form exp( ((p2 +
3/4q2)/⇤2)n) with the same ⇤ as in the NN interaction. We
will adopt n = 3 in the following—choosing another value
will lead to slight shifts in the values of the LEC, but will not
change many-body results significantly.
Unlike many previous studies, we do not fix cD in the few-
body domain, e.g., by using the triton half-life or the 4He ra-
dius. We keep cD as parameter and only fix cE for a range
of di↵erent cD by fitting the trit n ground-state energy in con-
verged NCSM calculations. In this way, we can study di↵erent
many-body observables and their dependence on cD, before
deciding on a selection criterion for the optimum cD.
Exploring cD in Few-Body Systems. As first set of observ-
ables for this analysis, we consider the ground-state energy
E and point-proton root-mean-square (rms) radius Rp,rms of
4He obtained in converged NCSM calculations with the bare
NN+3N interactions at N2LO and N3LO. In Fig. 1 we present
the results in form of cD-trajectories in the (E,Rp,rms)-plane
for the three di↵erent cuto↵s. All cD trajectories follow ro-
tated parabolic curves, which shift systematically to lower en-
ergies and radii with increasing cuto↵. There is an upper limit
to the 4He ground-state energy that can be described by ad-
justing cD. In some cases, e.g., for the N3LO interaction at
⇤ = 500MeV, this makes it impossible to reproduce the ex-
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Figure 1. Ground-state energy and rms-radius of 4He as parametric
function of the low-energy constant cD (see labels) for NN+3N in-
t ractions at N2LO (left) and N3LO (right) for cuto↵s ⇤ = 450MeV
(blue), 500MeV (red), 550MeV (green). For each cD, the corre-
sponding cE is determined to reproduce the 3H ground-state energy.
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Figure 2. Ground-state energies and point-proton rms radii for se-
lected medium-mass isotopes obtained in IM-SRG for NN+3N in-
teraction at N3LO with ⇤ = 500MeV for a range of cD parameters
from  3 (blue) to +4 (red) in steps of 1.
perimental ground-state energy—for all cD 4He is overbound.
Another interesting implication relates to the Tjon-line, i.e.
a correlation between the 3H and 4He ground-state energies
[32, 33]. For all interactions and all cD values used here,
the 3H ground state energy is fixed to t e experimental value
through fitting cE. Nevertheless, the cD variation changes the
4He ground-state energy over a substantial range, thus, depart-
ing from the Tjon-line in a systematic way.
Exploring cD in Many-Body Systems. We can repeat this
analysis for ground-state energies and point-proton radii of
heavier nuclei, ranging from the oxygen to the nickel isotopic
chain. For simplicity we limit ourselves to selected closed-
shell i otopes and use single-reference IM-SRG calculations.
The results for a variation of cD for the NN+3N interaction at
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Figure 3. Ground-state energies (top panels) and point-proton rms radii (bottom panels) obtained in IM-SRG calculations for the NLO (solid
gray diamonds), N2LO (blue cricles), N3LO (red boxes), and N3LO’ (open green boxes) interactions with ⇤ = 450MeV (left), 500MeV
(center), and 550MeV (right). The error bands for N2LO (blue) and N3LO (r d) are derived from the order-by-order behavior and include the
many-body uncertainties (see text). Experimental data is indicate by black bars [5, 38, 39].
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Figure 4. Ground-state energies (a), point-proton rms radii (b), and
mass rms radii (c) of even oxygen isotopes obtained in the IM-
NCSM for the LO (open gray diamonds), NLO (solid gray dia-
onds), N2LO (blue cricles), N3LO (red boxes), and N3LO’ (open
green boxes) interactions at⇤ = 500MeV. Experimental data is indi-
cate by black bars, where two sets of data with error bars are shown
for the radii: For proton radii experimental data is taken from [39]
(left-hand symbols) and [13] (right-hand symbols), for mass radii
data extracted from interaction cross-sections (left) and from proton
scattering (right) discussed in Ref. [13] is shown.
from Ref. [13]. Taking into account the di↵erence between
matter radii extracted from interaction cross-sections and pro-
ton scattering as well as the experimental and the theory un-
certainties, we find good agreement with the available data.
Excitation Spectra. Going away from ground-state ob-
servables, Fig. 5 presents the excitation spectra for selected
p-shell nuclei obtained in NCSM. We use the order-by-order
behaviour of the excitation energies to assess the interactions
uncertainties in the same scheme discussed before, the many-
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Figure 5. Excitation spectra of selected p-shell nuclei from NCSM
calculations up to Nmax = 10 for the N2LO and N3LO interactions at
⇤ = 500MeV. The uncertainty bands show the combined interaction
and many-body uncertainty for each state (see text).
body uncertainties are estimated from the di↵erence of results
for the two largest values on Nmax. Generally the spectra agree
very well with experiment, the majority of excitation energies
agree with experiment within uncertainties. One notable ex-
ceptions are the 12
  state in 9Be which appears 1.5 MeV too
high, it was shown in Ref. [41] that this state is strongly af-
fected by continuum degrees of freedom, which are not in-
cluded here. Another interesting case is the second 1+ state in
10B, which appears 1 MeV too high at N2LO and 1 MeV too
low at N3LO with a very large uncertainty. This state is ob-
viously very sensitive to details of the interaction and shows
that spectra and spectroscopy are the obvious next step for
validating this new family of interactions.
Figure 59: eft: Ground-state ene gies and point-proton radii for selected medium-mass sotopes obtained in IM-SRG based on NN+3N interacti n
at N3LO with Λ = 500 MeV for a range of cD parameters from −3 (blue) to +4 (red) in steps of 1. Right: Ground-state energies (top panels) and
point-proton radii (bottom panels) based on interactions at NLO (solid gray diamonds), N2LO (blue circles), N3LO (red boxes), and N3LO’ (open
green boxes) with Λ = 450 MeV (left) and 500 MeV (center). Here, N3LO’ refers to calculations using NN interactions at N3LO combined with
3N interactions at N2LO. The uncertainty bands at N2LO (blue) and N3LO (red) are obtained from the order-by-order analysis first suggested in
Ref. [204] (see also Section 2.4) and also include many-body uncertainties. Figures taken from Ref. [321], right figure modified.
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FIG. 2. (color online) IT-NCSM absolute (top) and relative (bottom)
spectrum of 6Li as function of Nmax for the NN+3N-induced (left)
and NN+3N-full (right) Hamiltonian with the SRG flow parameter
α = 0.08 fm4 and ~Ω = 20MeV. The solid levels connected by a
dashed line correspond to the complete 3N interaction, the circles to
MR-NO2B approximations for a range of Nrefmax parameters: N
ref
max =
0, 2, 4, 6 (from left to right). Experimental excitation energies are
taken from [42].
value obtained with the MR-NO2B eigenstates. The results
for selected cases are shown in the insets in Fig. 1. This cor-
rection does improve the agreement with the full calculation,
but generally cannot remove the difference completely, as evi-
dent from the 16O results. The remaining different has to be at-
tributed to differences in the MR-NO2B eigenstates compared
to the eigenstates of the complete Hamiltonian. Furthermore,
we note that for these and all following cases, the expectation
values of total angular momentum and harmonic-oscillator
center-of-mass Hamiltonian obtained with the MR-NO2B ap-
proximation and with explicit 3N interactions do agree within
the numerical accuracy of the IT-NCSM, indicating rotational
and translational invariance of the MR-NO2B Hamiltonian.
Open-Shell Nuclei. The multi-reference formulation now
allows us to address open-shell nuclei as well. We will in-
vestigate the ground-state and excitation energies of 6Li, 12C
and 10B as a representative set of p-shell nuclei. The reference
state for the MR-NO2B approximation is always the ground
state from full NCSM calculations with small Nrefmax, also for
the calculation of the excited states. Thus, we will address
two aspects: the quality of the MR-NO2B approximation for
the description of the ground-state in open-shell systems and
the quality of the normal-ordering based on the ground state
as reference for the description of excited states.
Figure 2 shows the absolute energies of 6Li for the four
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FIG. 3. (color online) Same as Fig. 2 for 12C with Nrefmax = 0, 2, 4
(from left to right).
lowest natural-parity states as well as the excitation energies
as function of Nmax. The calculations are carried out using the
IT-NCSM for the NN+3N-induced and NN+3N-full Hamil-
tonian with the SRG flow parameter α = 0.08 fm4. As for
the closed-shell cases we use different Nrefmax to vary the com-
plexity of the reference state and compare to direct IT-NCSM
calculations with explicit 3N interactions.
For the absolute energies we observe an excellent agree-
ment of the various levels of the MR-NO2B approximation
with the calculations including the 3N interactions explicitly.
Particularly, there is no difference in the quality of the descrip-
tion of the ground state and the excited states. This point is
important given the fact that the normal ordering is performed
for a reference state that is constructed as an approximation
for ground state and does not include information about the
excited states.
As function of Nrefmax the absolute energies of all states show
the same systematics and, as a result, the excitations show
a smooth and very weak dependence on the reference state.
As for the ground states of closed-shell nuclei, we generally
do not observe a systematic improvement of the MR-NO2B
results with increasing Nrefmax.
To test the MR-NO2B approximation in nuclei with a more
complicated structure, we consider the low-lying natural-
parity states in 12C and 10B shown in Figs. 3 and 4, respec-
tively. Previous investigations have shown that several states
in these nuclei are sensitive to the chiral 3N interaction [4, 43]
and, thus, are critical tests for the MR-NO2B approximation.
Also, these calculations are more challenging from the point
of view of the importance truncation and threshold extrap-
olations. We have benchmarked the IT-NCSM against full
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Nrefmax = 0, 2, 4 (from left to right).
NCSM calculations for 12C in a previous publication [44]
showing that the uncertainties due to the threshold extrapo-
lation in the IT-NCSM are small on the scales discussed here
and that they can be estimated reliably. For the excitation en-
ergies, we expect maximum extrapolation uncertainties on the
order of 0.1 MeV for the largest Nmax c nsidered here. This is
insignificant for 12C but not complet ly negligible for 10B.
For 12C the agreement of the MR-NO2B approximation
with the full calculations is at a similar level as for the sim-
pler nucleus 6Li. The absolute energies show the same trends
for ground and excited states as function of Nrefmax and, conse-
quently, the excitation energies show a mild dependence on
the reference state. As before, larger Nrefmax do not necessarily
improve the MR-NO2B approximation. Generally, the MR-
NO2B approximation works very well and the deviations for
the results with explicit 3N interactions are at the same level
as the uncertainties due to Nmax-convergence and threshold
extrapolation.
At the same time, the computational cost for the IT-NCSM
calculations with the MR-NO2B approximation is an order of
magnitude lower than for the full 3N calculations, because of
a significant reduction of the number of non-zero matrix ele-
ments in the many-bodyHamilton matrix, which entails small
importance truncated spaces. For the Nmax = 10 calculations
shown in Fig. 3 the total CPU time for the IT-NCSM calcula-
tion reduces by a factor 10 and the maximum memory foot-
print by a factor 20.
The most challenging test case is clearly 10B. Being an odd-
odd nucleus, the excitation energies are smaller and deviations
become more significant. Moreover, it is known that for the
present chiral Hamiltonian, the 3N interaction is responsible
for changing the ordering of the two lowest states [45]. Using
the chiral NN interaction only, the 1+ states emerges as ground
state in contradiction to experiment and only the inclusion of
the chiral 3N interaction leads to the correct 3+ ground state.
Thus the 3N force has a drastic impact on the spectrum and
it is unclear whether the MR-NO2B approximation is able to
capture this effect.
The results for 10B depicted in Fig. 4 show that the MR-
NO2B approximation can cope with these situations with a
somewhat reduced accuracy. The absolute energies obtained
in the MR-NO2B approximation deviate by up to 1 MeV from
the full 3N results with uncertainties due to the IT-NCSM
threshold extrapolations up to 0.3 MeV. For the excitation
energies the deviations are significantly smaller, particularly
for the NN+3N-induced Hamiltonian where the absolute de-
viations are at the same level as for the simpler nuclei. For
the NN+3N-full Hamiltonian, the deviations of the excitation
energies reach 0.5 MeV and show a stronger dependence on
Nrefmax. However, the MR-NO2B approximations always give
the correct level ordering and, thus, capture the most impor-
tant effects of the 3N interaction. Moreover, the larger depen-
dence on the reference state and Nrefmax can serve as an indicator
for the reduced quality of the MR-NO2B approximation.
Conclusions. We have introduced and studied the MR-
NO2B approximation for the efficient inclusion of the 3N in-
teractions in nuclear structure calculations for ground and ex-
cited states of open-shell nuclei. Through direct comparison
with IT-NCSM calculations including the full 3N interactions
explicitly we have demonstrated the robustness and accuracy
of this approximation. The absolute energies of ground and
excited states for closed- and open-shell nuclei typically agree
with the full 3N results at the 1% level, with the exception
of very light nuclei (e.g., 4He) and particularly fragile states
(e.g., 10B). The description of excited states exhibits the same
quality and systematics as the ground states although the nor-
mal ordering only involves a reference state representative for
the ground state. This, together with the small dependence
on the specific choice of the reference states, i.e., the Nrefmax,
demonstrates the robustness of the MR-NO2B approximation
for the 3N interaction.
These findings have important implications for a range of
many-body applications. In the context of the NCSM and
IT-NCSM the MR-NO2B approximation gives access to nu-
clei that are computationally out of reach with explicit 3N
interactions. Due to the significant reduction of the num-
ber of non-zero matrix elements in the many-body Hamilton
matrix, nuclei in the lower half of the sd-shell become ac-
cessible in the IT-NCSM at manageable computational cost.
The MR-NO2B approximation for 3N interactions also facili-
tates continuum and reaction calculations in the NCSM/RGM
and NCSMC, which are too demanding with explicit 3N
terms. For medium-mass approaches, particularly the IM-
SRG [25, 46, 47], which are formulated with normal-ordered
operators from the outset, the quality of the MR-NO2B ap-
proximation directly affects the accuracy of the whole many-
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NCSM calculations for 12C in a previous publication [44]
showing that the uncertainties due to the thres old extr po-
lation in the IT-NCSM are small on the scal s discussed h re
and that they can be estimated reliably. For the excitation en-
ergies, we expect maximum extrapolation uncertainties on the
order of 0.1 MeV for the largest Nmax c nsidered here. This is
insignificant for 12C but not completely negligible for 10B.
For 12C the agreement of the MR-NO2B approxi ation
with the full calculations is at a similar level as for the sim-
pler nucleus 6Li. The absolute energies show the same trends
for ground and excited states as functi n of Nrefmax and, conse-
quently, the excitation energies show a mild dependence on
the reference state. As before, larger Nrefmax do not necessarily
improve the MR-NO2B approximation. Generally, the MR-
NO2B approximation works very well and the deviations for
the results with explicit 3N interactions are at the same level
as the uncertainties due to Nmax-convergence and threshold
extrapolation.
At the same time, the computational cost for the IT-NCSM
calculations with the MR-NO2B approximation is an order of
magnitude lower than for the full 3N calculations, because of
a significant reduction of the number of non-zero matrix ele-
ments in the many-bodyHamilton matrix, which entails small
importance truncated spaces. For the Nmax = 10 calculations
shown in Fig. 3 the total CPU time for the IT-NCSM calcula-
tion reduces by a factor 10 and the maximum memory foot-
print by a factor 20.
The most challenging test case is clearly 10B. Being an odd-
odd nucleus, the excitation energies are smaller and deviations
become more significant. Moreover, it is known that for the
present chiral Hamiltonian, the 3N interaction is responsible
for changing the ordering of the two lowest stat s [45]. Using
the chiral NN interaction only, the 1+ states emerges as ground
state in contradiction to experiment and only the inclusion of
the chiral 3N interaction leads to the correct 3+ ground state.
Thus the 3N force has a drastic impact on the sp ctrum and
it is unclear whether the MR-NO2B approximation is able to
capture this effect.
The results for 10B depicted in Fig. 4 show that the MR-
NO2B approximation can cope with these situations with a
somewhat reduced accuracy. The absolute nergies obtained
in the MR-NO2B approximation deviate by up to 1 MeV from
the full 3N results with uncertainties due to the IT-NCSM
threshold extrapolations up to 0.3 MeV. Fo the excitation
energies the deviations are significantly small r, particularly
for the NN+3N-induced Hamiltonian where the absolute de-
viations are at the same level as for the simpler nuclei. For
the NN+3N-full Hamiltonian, the deviations of the excitatio
energies reach 0.5 MeV and show a stronger depend nce on
Nrefmax. However, the MR-NO2B approximations always give
the correct level ordering and, thus, capture th most mpor-
tant effects of the 3N interaction. Moreover, the larger depen-
dence on the reference state and Nrefmax can serve as a indicator
for the reduced quality of the MR-NO2B approximation.
Conclusions. We have introduced and studied the MR-
NO2B approximation for the efficient inclusion of the 3N in-
teractions in nuclear structure calcula for ground and ex-
cited states of open-shell nuclei. Through direct comparison
with IT-NCSM calculations including the full 3N interactions
explicitly we have demonstrated the robustn ss and accuracy
of this approximation. The abs lute energies of gr und and
excited states for closed- and open-sh ll nuclei typically agree
with the full 3N results at the 1% level, with the exception
of very light nuclei (e.g., 4He) and particularly fragile states
(e.g., 10B). The description of excited states exhibits the same
quality and systematics as the gro nd states although the nor-
mal ordering only involves a reference state represe tati e for
the ground state. This, together with the small dependence
on the specific choice of the reference states, i.e., the Nrefmax,
demonstrates the robustness of the MR-NO2B approximation
for the 3N interaction.
These findings have important implications for a range of
many-body applications. In the context of the NCSM and
IT-NCSM the MR-NO2B approximation gives access to nu-
clei that are computationally out of reach with explicit 3N
interactions. Due to the significant reduction of the num-
ber of non-zero matrix elements in the many-body Hamilton
matrix, nuclei in the lower half of the sd-shell become ac-
cessible in the IT-NCSM at manageable computational cost.
The MR-NO2B approximation for 3N interactions also facili-
tates continuum and reaction calculations in the NCSM/RGM
and NCSMC, which are too demanding with explicit 3N
terms. For medium-mass approaches, particularly the IM-
SRG [25, 46, 47], which are formulated with normal-ordered
operators from the outset, the quality of the MR-NO2B ap-
proximation directly affects the accuracy of the whole many-
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FIG. 2. (color online) IT-NCSM absolute (top) and relativ (bottom)
spectrum of 6Li as function of Nmax for the NN+3N-induced (left)
and NN+3N-full (right) Hamiltonian with the SRG flow parameter
α = 0.08 fm4 and ~Ω = 20MeV. The solid levels connected by a
dashed line correspond to the complete 3N interacti n, the circles to
MR-NO2B approximations for a range of refmax parameters: N
ref
max =
0, 2, 4, 6 (from left to right). Experimental excitation energies are
taken from [42].
value obtained with the MR-NO2B eigenstates. The results
for selected cases are shown in the insets in Fig. 1. This c r-
rection does improve the agreement with the full calculation,
but generally cannot remove the difference completely, as evi-
dent from the 16O results. The remaining different has to be at-
tributed to differences in the MR-NO2B eigenstates compared
to the eigenstates of the complete Hamiltonian. Furthermore,
we note that for these and all follo ing cases, the expectation
values of total angular momentum and harmonic-oscillator
center-of-mass Hamiltonian obtained with the MR-NO2B ap-
proximation and with explicit 3N interactions do agree within
the numerical accuracy of the IT-NCSM, indicating rotational
and translational invariance of the MR-NO2B Hamiltonian.
Open-Shell Nuclei. The multi-reference formulation now
allows us to address open-shell nuclei as well. We will in-
vestigate the ground-state and excitation energies of 6Li, 12C
and 10B as a representative set of p-shell nuclei. The reference
state for the MR-NO2B approximation is always the ground
state from full NCSM calculations with small Nrefmax, also for
the calculation of the excited states. Thus, we will address
two aspects: the quality of the MR-NO2B approximation for
the description of the ground-state in open-shell systems and
the quality of the normal-ordering based on the ground state
as reference for the description of excited states.
Figure 2 shows the absolute energies of 6Li for the four
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FIG. 3. (color online) Same as Fig. 2 for 12C with Nrefmax = 0, 2, 4
(from left to right).
lowest natural-parity states as well as the excit tion energies
as function of Nmax. The calculations are arried out using the
IT-NCSM for the NN+3N-induced and NN+3N-full Hamil-
tonian with the SRG flow parameter α = 0.08 fm4. As for
the closed-shell cases we use different Nrefmax to vary the com-
plexity of the reference state and compare to direct IT-NCSM
calculations with explicit 3N interactions.
For the absolute energies we observe an excellent agree-
ment of the various levels of the MR-NO2B approximation
with the calculations including the 3N interactions explicitly.
Particularly, there is no difference in the quality of the descrip-
tion of the ground state and the excited states. This point is
important given the fact that the nor al ordering is performed
for a reference state that is constructed as an approximation
for ground state and does not include information about the
excited states.
As function of Nrefmax the absolute energies of all states show
the same systematics and, as a result, the excitations show
a smooth and very weak dependence on the reference state.
As for the ground st tes of closed-shell nuclei, we generally
do not ob erve a systematic improvement of the MR-NO2B
results with incr asing Nrefmax.
To test the MR-NO2B approximation in nuclei with a more
complicated structur , we consider the low-lying natural-
parity states in 12C and 10B shown in Figs. 3 and 4, respec-
tively. Previous investigation have shown that several states
in these nuclei are sensitive t the chiral 3N interaction [4, 43]
and, thus, are critical tests for the MR-NO2B approximation.
Also, these calculations are more challenging from the point
view of th importance truncation and threshold extrap-
olations. We have benchmarked the IT-NCSM against full
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spectrum of 6Li as function of Nmax for the NN+3N-induced (left)
and NN+3N-full (right) H il onian with the SRG flow parameter
α = 0.08 fm4 and ~Ω = 20MeV. The solid levels connected by a
dashed line correspond to the complete 3N interaction, the circles to
MR-NO2B ap roximations for a range of Nrefmax parameters: N
ref
max =
0, 2, 4, 6 (from left to right). Experimental excitation energies are
taken from [42].
value obtained with the MR-NO2B eigenstates. The results
for selec ed cases are s own in the insets in Fig. 1. This cor-
rection does improve the agreement with the full calculation,
but g nerally cannot remove the difference completely, as evi-
dent from the 16O resul s. The remaining different has to be at-
tributed to differences in the MR-NO2B eigenstates compared
to the eigenst tes of complete Hamiltonian. Furthermore,
we note that for these and all following cases, the expectation
values of total a gular momentum and harmonic-oscillator
ce t r-of-mass Hamiltonian obtained with the MR-NO2B ap-
proxim tion an with explicit 3N interactions do agree within
the numerical accuracy of the IT-NCSM, indicating rotational
and translational invariance of the MR-NO2B Hamiltonian.
Open-Shell Nuclei. The multi-ref rence formulation now
allows us to address open-shell nuclei as well. We will in-
v tigate the ground-state and excitation energies of 6Li, 12C
and 10B as a r presentative set f p-shell nuclei. The referenc
state f r the MR-NO2B approximation is al ays the ground
st te from full NCSM calculati ns with small Nrefmax, also for
the calculati n of the excit d st tes. Thus, we will addres
two aspects: the quality f the MR-NO2B approximation for
the description of the ground-state in open-shell syste s and
the quality of normal-ord ring b sed on the grou d state
as r f rence for the description of excited states.
Figur 2 shows the abs l te energies of 6Li for the four
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FIG. 3. (color online) Same as Fig. 2 for 12C with Nrefmax = 0, 2, 4
(from left to right).
lowest natural-p r ty states as well as the excitation energies
s function of Nmax. The calculations are carried out using the
IT-NCSM for the NN+3N-induced and NN+3N-full Hamil-
tonian with the SRG flow pa ameter α = 0.08 fm4. As for
the closed-shell c ses we use different Nrefmax to vary the com-
plexity of the ref rence state and compare to direct IT-NCSM
calculations with explicit 3N interactions.
For th bsolut ergies we observe an excellent agree-
m nt of the various levels f the MR-NO2B approximation
with the calculations including the 3N interactions explicitly.
Particularly, there is no difference in the quality of the descrip-
tion of the ground state a d the excited states. This point is
import nt give the fact that the normal ordering is performed
for a r ference state that is constructed as an approximation
for ground state and does not include information about the
excited states.
As function of Nr fmax the absolute energies of all states show
the ame systematics and, as a result, the excitations show
a smooth and v ry weak dependence on the reference state.
As for the ground stat s of closed-shell nuclei, we generally
do not observe a systematic improvement of the MR-NO2B
results with increasing Nrefmax.
To test the MR-NO2B app oximation in nuclei with a more
complicated structure, we consider the low-lying natural-
parity states in 12C and 10B shown in Figs. 3 and 4, respec-
tively. Previous investigation have shown that several states
in these nuclei are sensitive to the chiral 3N interaction [4, 43]
and, thus, are critical tests f r the MR-NO2B approximation.
Also, th se calculations are more challenging from the point
of v ew of the importance truncation and threshold extrap-
olations. We have benchmarked the IT-NCSM against full
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NCSM calculations for 12C in a previous publication [44]
showing that the uncertainties due to the threshold extrapo-
ation in the IT- CSM are small on the scales discussed here
and that they can be estimated reliably. For the excitation en-
ergies, we exp c maximum extrapolation uncertainties on the
order of 0.1 MeV fo the largest Nmax c nsidered here. This is
insignifi ant for 12C but not complet ly negligible for 10B.
For 12C the greement of the MR-NO2B approximation
with the full calculations is at a similar level as for the sim-
pl r nucleus 6Li. The absolute energies show the same trends
for grou d and excited states as function of Nrefmax and, conse-
quently, the excitation en rgies show a mild dependence on
the reference state. As before, larger Nrefmax do not necessarily
improve the MR-NO2B approximation. Generally, the MR-
NO2B approximation works very well and the deviations for
the results with explicit 3N interactions are at the same level
as the unc rtainties due to Nmax-convergence and threshold
extrapolation.
At the same tim , the computational cost for the IT-NCSM
calculations with the MR-NO2B approximation is an order of
magnitude lower than for the ull 3N calculations, because of
a significant reduction of the number of non-zero matrix ele-
ments in the many-bodyHamilton matrix, which entails small
importance truncated sp ces. For the Nmax = 10 calculations
shown in Fig. 3 the total CPU time for the IT-NCSM calcula-
tion reduces by a factor 10 and the maximum memory foot-
print by a factor 20.
The most challenging test case is clearly 10B. Being an odd-
odd nucleus, the excitation e ergies ar smalle and d viations
become more significant. Moreove , it is known that for the
prese t chiral Hamiltonian, the 3N interaction is responsible
for changing the ordering of the two lowest states [45]. Using
the chir l NN interaction nly, the 1+ states emerges as ground
state i contradiction to experiment and only the inclusion of
he chiral 3N interaction leads to the correct 3+ ground state.
Thus the 3N force has a drastic impact on the spectrum and
it is unclear whe her the MR-NO2B approximation is able to
capture this effect.
The results for 10B depicted in Fig. 4 show that the MR-
NO2B approx m can cope with these situations with a
somewhat reduced accur cy. The absolute energies obtained
in the MR-NO2B approximation deviate by up to 1 MeV from
the full 3N results with uncertainties due to the IT-NCSM
threshold extrapolations up to 0.3 MeV. For the excitation
energies the deviations are significantly smaller, particularly
f r the NN+3N-induced Hamiltonian where the absolute de-
viations are at the sam level as for the simpler nuclei. For
the NN+3N-full Hamiltonian, the deviations of the excitation
energies reach 0.5 MeV and show a stronger dependence on
Nrefmax. However, the MR-NO2B approximations always give
t e correct l vel ordering and, thus, capture the most impor-
tant eff cts of the 3N interaction. Moreover, the larger depen-
dence on th reference state and Nrefmax can serve as an indicator
for the reduced quality of the MR-NO2B approximation.
Conclusions. We ave introduced and studied the MR-
NO2B approximation for the efficient inclusion of the 3N in-
teractions in nuclear structure calculations for ground and ex-
cited states of open-shell nuclei. Through direct comparison
with IT-NCSM calculations including the full 3N interactions
explicitly we have emonstrated the robustness and accuracy
of this approximation. The absolute energies of ground and
excited states for closed- nd open-shell nuclei typically agree
with the full 3N r sults a the 1% level, with the exception
of very light nuclei (e.g., 4He) and particularly fragile states
(e.g., 10B). The description of excited states exhibits the same
quality and ys ematics as the ground states although the nor-
mal ordering only involves a reference state representative for
the ground tate. This, together with the small dependence
on the specific choice of the reference states, i.e., the Nrefmax,
demonstrates the robustness of the MR-NO2B approximation
for the 3N interaction.
These findings have important implications for a range of
many-body applications. I the context of the NCSM and
IT-NCSM the MR-NO2B approximation gives access to nu-
clei that are computationally out of reach with explicit 3N
nteractions. Due to the significant reduction of the num-
ber of non-zero matrix elements in the many-body Hamilton
matrix, nuclei in the lower half of the sd-shell become ac-
cessible in the IT-NCSM at manageable computational cost.
The MR-NO2B approximation for 3N interactions also facili-
tates c tinuum and reaction calculations in the NCSM/RGM
and NCSMC, which are too demanding with explicit 3N
terms. For medium-mass approaches, particularly the IM-
SRG [25, 46, 47], which are formulated with normal-ordered
operators from the outset, the quality of the MR-NO2B ap-
proximation dir ctly affects the accuracy of the whole many-
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FIG 4. (col r o l n ) Sam as Fig. 2 for 10B with ~Ω = 16MeV nd
ref
max = 0, 2, 4 (fr m left to right).
NCSM calculations for 12C in a previous publication [4 ]
showing that the uncertainties due to the thres old extr po-
lation in the IT-NCSM are small on the scal s discussed h re
and that they can be s mated reliably. For the xcita ion en-
ergies, we xpect maximum extrapolation uncert inties on the
order of 0.1 MeV for the largest Nmax c nsider d her . This is
insignificant for 12C but not complet ly negligible for 10B.
For 12C the greement of the MR-NO2B ap roxi ation
with the full calculations is at a similar level as for the sim-
pler nucleus 6Li. The absolute nergies how the same trends
for ground and excite states as functi n of Nrefmax and, conse-
quently, the xcitation en rgies how a mild dependence on
the ref r nce state. As before, larger Nrefmax do not necessarily
improve the MR-NO2B approximation. Generally, the MR-
NO2B approximation works very well and the deviations for
the results with explicit 3N interactions are at the same level
as the uncertainties due to Nmax-convergence and threshold
extrapolation.
At the same tim , the computational cost for the IT-NCSM
calculations with the MR-NO2B approximation is an order of
magnitude lower than for the ull 3N calculations, because of
a significa t reduction of the number of non-zero matrix ele-
ments in the many-bodyHamilton matrix, which entails small
importance truncated spaces. For the Nmax = 10 calculations
shown in Fig. 3 the total CPU time for the IT-NCSM calcula-
tion reduces by a factor 10 and the maximum memory foot-
print by a factor 20.
The most challenging test case is clearly 10B. Being an odd-
odd nucleus, the excitation e ergies ar smalle and deviations
become more sig ificant. Moreover, it is kn wn that for the
present chiral Hamiltonian, the 3N interaction is responsible
for changing the ordering of the two lowest stat s [45]. Using
the chir l N interaction only, the 1+ states emerges as ground
state in contradiction to experiment and only the inclusion of
the chiral 3N interaction le ds to the correct 3+ ground state.
Thus the 3N force has a drastic impact on the sp ctrum and
it is unclear whe her the MR-NO2B ap roximation is able to
capture this effect.
The results for 10B d picted in Fig. 4 show that the MR-
NO2B ap rox m can cope with these situations with a
somewhat reduced ac ur cy. The absolute nergies obtained
i the MR-NO2B ap roximation deviate by up to 1 MeV from
the full 3N results with uncertainties due to the IT-NCSM
threshold extrapolations up to 0.3 MeV. Fo the excitation
energies the deviations are significantly small r, particularly
for the N +3N-induced Hamiltonian where the absolute de-
viations are at he sam level as for the simpler nuclei. For
t N +3N-full Hamiltonian, the deviations of the excitatio
energies reach 0.5 MeV and show a stronger depend nce on
Nrefmax. However, the MR-NO2B ap roximations always give
the correct l vel ordering and, thus, capture th most mpor-
tant eff cts of the 3N interaction. Moreover, the larger depen-
dence on th reference state and Nrefmax can serve as a indicator
for the reduced quality of the MR-NO2B ap roximation.
Conclusions. We ave introduced and studied the MR-
NO2B ap roximation for the efficient inclusion of the 3N in-
teractions in nuclear structure calcula for ground and ex-
cited states of open-shell nuclei. Through direct comparison
with IT-NCSM calculations including the full 3N interactions
explicitly we have demonstrated the robustn s and ac uracy
of this ap roximation. The abs lute energies of gr und and
excited states for closed- nd open-sh ll nuclei typically agre
with the full 3N r sults at the 1% level, with the exception
of very light nuclei (e.g., 4He) and particularly fragile states
(e.g., 10B). The description of excited states exhibits the same
quality and ys ematics as the gro nd states although the nor-
mal ordering only involves a reference state represe tati e for
the ground state. This, together with the small dependence
on the specific choice of the reference states, i.e., the Nrefmax,
demonstrates the robustness of the MR-NO2B ap roximation
for the 3N interaction.
These findings have important implications for a range of
many-body applications. I the context of the NCSM and
IT-NCSM the MR-NO2B approximation gives access to nu-
clei that re computationally out of reach with explicit 3N
nteractions. Due to the significant reduction of the num-
ber of non-zero matrix elements in the many-body Hamilton
matrix, nuclei in th lower half of the sd-shell become ac-
cessible in the IT-NCSM at manageable computational cost.
The MR-NO2B approximat on for 3N interactions also facili-
tates continuum and reaction calculations in the NCSM/RGM
and NCSMC, which are too demanding with explicit 3N
terms. For medium-mass approaches, particularly the IM-
SRG [25, 46, 47], which are formulated with normal-ordered
opera ors from the outset, the quality of the MR-NO2B ap-
proximation dir ctly affects the accuracy of the whole many-
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FIG. 2. (color online) IT-NCSM absolute (top) and relativ (botto )
spect um of 6Li as function of Nmax for the NN+3N-induced (left)
and NN+3N-full (right) H il onian with the SRG flow parameter
α = 0.08 fm4 and ~Ω = 20MeV. The solid levels connected by a
dashed line correspond to the complete 3N interacti n, the circles to
MR-NO2B ap roximations for a range of refmax parameters: N
ref
max =
0, 2, 4, 6 (from left to right). Experimental excitation energies are
taken from [42].
value obtained with the MR-NO2B eigenstates. The results
for selec ed cases are s own in the insets in Fig. 1. This c r-
rection does improve the agreement with the full calculation,
but g nerally cannot remove the difference comp etely, as evi-
dent from the 16O results. The remaini g different has to e at-
tributed to differences in the MR-NO2B eigenstat s compared
to the eigenst tes of complete Hamiltonian. Fur hermore,
we note that for these and all follo ing cases, the xpectation
values of total a gular mo entu and harmonic-oscillator
ce ter-of-mass Hamiltonian obtained with the MR-NO2B ap-
proxim tion an with xplicit 3N interactions do agree within
the numer cal accuracy of the IT-NCSM, indic ting rotational
and translational invariance of th MR-NO2B Hamiltonian.
Open-Shell Nuclei. The multi-reference formulation n w
allows us to address open-shell nu lei as well. We will in-
vestigate the ground-state and excitation energi s of 6Li, 12C
and 10B as a r presentative set of p- hell nuclei. The reference
state f r the MR-NO2B approxi ation is always the ground
state from full NCSM calculations with small Nrefmax, also for
the calculation of the excit d states. Thus, we will address
two aspects: the quality f the MR-NO2B approximati n for
he description of the ground-state in open-shell systems and
the quality of t normal-ord ring based n the ground state
as r ference for the description of excited states.
Figur 2 shows the abs lute energies of 6Li for the four
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3. (color online) Same as Fig. 2 for 12C with Nrefmax = 0, 2, 4
(from left to right).
lowest natural-par ty states as well as the excit tion energies
s function of Nmax. The calculations are arried out using the
IT-NCSM for the NN+3N-induced and NN+3N-full Hamil-
tonian with the SRG flow parameter α = 0.08 fm4. As for
the closed-shell c ses we use different Nrefmax to vary the com-
plexity of the ref rence state and compare to direct IT-NCSM
calculations with explicit 3N interactions.
For th bsolute ergies we observe an excellent agree-
m nt of the various levels f the MR-NO2B approximation
with the calculations including the 3N interactions explicitly.
Particularly, there is no difference in the quality of the descrip-
tion of the ground state a d the excited states. This point is
import nt give the fact that the nor al ordering is performed
for a r ference state that is constructed as an approximation
for ground state and does not include information about the
excited states.
As function of Nrefmax the absolute energies of all states show
the ame systematics and, as a result, the excitations show
a smooth and v ry weak dependence on the reference state.
As for the ground st t s of closed-shell nuclei, we generally
do not ob erve a systematic improvement of the MR-NO2B
results with incr asing Nrefmax.
To test the MR-NO2B approxi ation i nuclei with a more
complicated structur , we consider the low-lying natural-
parity state in 12C and 10B shown in Figs. 3 and 4, respec-
tively. Previous investigation have shown that several states
in these nuclei are sensitive t the chiral 3N interaction [4, 43]
and, thus, are critical tests for the MR-NO2B approximation.
Also, th se calculations are more challenging from the point
v w of th import nce truncation and threshold extrap-
olations. We have be chmarked the IT-NCSM against full
3
3p-3h excitations is rather small on most of the com-
puted excitation levels (except for the second 1+ excited
state that moves down by about 0.5 MeV). For 24Ne the
agreement between EOM-CCSDT-1 and CCEI is overall
satisfactory. In particular the first 0+ state is in excellent
agreement, and the role of 3p-3h excitations is small. For
the first 2+ and 4+ states we see that 3p-3h are more im-
portant and brings the EOM-CCSDT-1 result in closer
agreement with CCEI. The agreement with data for 24F
and 24Ne is also quite good. For 24F both CCEI and
full-space coupled-cluster yield a ground-state with spin
and parity J⇡ = 3+ in agreement with experiment [57].
Finally, we also compared our results to those computed
with in-medium SRG e↵ective interactions and the recent
measurements of excited states in 24F [57], and found
good agreement.
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FIG. 1. (Color online) Excited states of 24F (left panel) and
24Ne (right panel) computed from the charge-exchange EOM-
CCSD, EOM-CCSDT-1, CCEI, an compared to data.
For the binding e ergies of 24F and 24Ne we obtain
179.4 MeV and 192.9 MeV in CCEI, respectively, in good
agreement wi h the full-space coupled-cluster results of
181.0 M V a d 190.8 MeV, respectively. Both CCEI and
full-s ace coupled-cluster results are in good agreement
with the experimental binding energies of 179.9 MeV
and 191.8 MeV [58]. Finally we checked that our cal-
culations are reasonably well converged with respect to
the mod l-space size. In our full-space charge-exchange
EOM-CCSDT-1 calculations we used Nmax = 12 and an
active sp ce of e3max = 12 for the 3p-3h excitations for
the ground- and excited states in 24F, while for the ex-
cited states in 24Ne we used e3max = 14, and finally for
the ground-state of 24Ne we used e3max = 20. We found
that energies are converged to within a few hundred keV
with respect to these active-s ace truncations. Beyond
the ac ive space truncation, there are also uncertainties
associated with the truncation of the particle-hole exci-
tation level in the EOM-CC approaches used to compute
the full-space charge exchange excitations (see Fig. 1),
and in the construction of the core-, one-body, and two-
body parts of the CCEI defined in Eq. (2). We refer
the reader to [30] for a more detailed discussion on un-
certainties related to the construction of CCEI and the
model-space truncations used.
FIG. 2. (Color onl ) Ground-state energies of neon (red line
marked with diamonds) and magnesium isotopes (blue line
marked with squares). Gray dashed-dotted lines marked with
circles show the experimental values. The inset shows the
CCEI results for the isotope shifts in neon isotopes, relative
to 20Ne, compared to known experimental data.
Figure 2 shows the total binding energies for 18 30Ne
and 20 30Mg obtained from our CCEI calculations and
are compared to data. We find a very good agreement
between the CCEI results and experiment for all magne-
sium isotopes and for neon isotopes up to mass A = 28.
The deviation between the CCEI results and experiment
for 29,30Ne is not unexpected as these nuclei are part of
the well-known island of inversion region [59], for which
intruder states from the fp-shell become important. We
also computed binding energies for all isotope chains in
the sd-shell and found overall very good agreement with
data (see Supplement Material). In the inset, we show
the computed isotope shifts of the charge radii for the
neon isotopes for which experimental data is available
[60]. The CCEI calculations included the core and one-
body contributions to the radii, while the more demand-
ing inclusion of two-body contributions will be explored
in the future. The overall trend, in particular the kink
at N = 24, is reproduced qualitatively.
In Fig. 3, we highlight the level schemes of a subset
of the computed neon and magnesium isotopes, includ-
ing the prototypical deformed nuclei 20Ne and 24Mg, as
well as odd-A and neutron-rich exotic nuclei like 27Ne,
for which little experimental data is known. We ob-
serve a quite reasonable reproduction of the data in all
cases, with a generally consistent compression of the level
scheme. We also observe rotational band structures in
Figur 60: Left: Absolute (top) and elative (bottom) energies of the lowest states of 10B and 12C as a function of basis size parameter Nmax
calcul ted in the importance-truncated NCSM based on SRG-evolved NN plus 3N interactions. The solid lines correspond to the complete 3N
int r cti n, the circles to calcul ions based on normal-ordered 3N interactions. The experimental excitation energies are taken from Ref. [322].
Figure adapted from Ref. [59]. Rig t: Excited st tes of 24F and 24Ne computed within coupled-cluster plus the valence-shell diagonalization.
Figure taken from Ref. [81].
Rem rkab , w ile th ground-st t nergi s d pend qui sensitively n th va e of the coupli g, the charge radius
results remai almost invariant a d are i ve y g od agreem nt with experimental data. This offers the opportunity to
fit cD to the ground stat nergi s without sacrificing the agreement for the radii. In this work, the fit was performed
u ing 16O, which results in cD = +4 for the shown cut ff s ale. The same tr ds wer found for the other studied
cutoff scales Λ = 400 an 550 MeV. Note that LEC values differ quite signific ntly from those obtained from fits
to empirical nucl ar matter proper es bas d on th same ntera ions [130, 241], which in turn lead to a significant
u derbinding of nuclei. The ig t figure sh ws th esultin uncertai ty bands for the en rgies and radii o selected
mediu - ss nuclei. Obviously, the calculations can simultane usly rep duce b th observables from p-shell nuclei
up t the nickel isotopic chain and r solves several deficiencies of previous interacti ns. While t is n w family
of interactions cert inly offer new p rspectives for ab initio studies of medium-mass and heavier nuclei including
estimates of theoretical uncertain ies and also demonstrates that it is possible to derive NN and 3N interactions that
can correctly describe N scatteri g pha e s ifts as well as different many-body observables over a wide range of the
nucle r chart, i still xhibits deficiencies for few-body systems an henc re-emphasizes an ope questio (see also
Section 6.2): How can the ncompatibility of the extracted LEC values, determined based on few-nucleon observables,
medium-mass nucl i and nuclear matter a uration properti s, be reco cil d?
5.5. Spect a of nuclei
The orrect descriptio of the low st exc t d states of nu lei repres nts a other challenge for ab initio nuclear
structure a benchmark for nuclear interactions. The spectrum provides important insight into the geometric nature
of a nucleus, single-par icle a d colle tive excitations, as w ll as p sible cluster structur s. In principle, exci ed st tes
can b acc ssed in a straigh forwa d way by all w ve-f nction-based many-body methods, like, e.g., NCSM, valence-
shell diagonalization or CC (see Section 1). In addition, the IMSRG framework has also been recently extended to
excited states [92]. While the valence-shell model approach was historically based on phenomenological interactions,
nowadays valence-space Hamiltonians can be computed microscopically in ab initio frameworks starting from chiral
EFT NN and 3N interactions using MBPT or IMSRG (see, e.g., Refs. [81–83, 91, 312]). The spectrum of light nuclei
can be computed, e.g., via large scale (IT)-NCSM or QMC methods (see right panel in Figure 15).
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FIG. 10. (Color online) 16O photo-absorption response
function calculated with coupled cluster with singles-and-
doubles using a NN interaction only [35, 52] (dark band) and
NNLOsat [26] (light band). The red circles are the experi-
mental data from Ishkhanov et al. [73] while the white trian-
gles with error bars are the experimental results by Ahrens
et al. [64]. Theoretical curves are shifted on the experimental
threshold.
evolutions as a tool to generate a set of phase-shift equiv-
alent two-body interactions. When adding three nucleon
forces at next-to-next-to-leading order – without consid-
ering the induced three-body forces – the low-energy con-
stants were recalibrated on light nuclei observables [53].
Finally, we also consider the newly developed NNLOsat
interaction [26], which well reproduces radii [7]. Various
binding energies from NNLOsat and other interactions of
interest are shown in Refs. [26] and [42].
We note that a correlation between the electric dipole
polarizability and the nuclear charge radius rch is ex-
pected from the nuclear droplet models [77, 78] in heavy
nuclei. In what follows we investigate correlations be-
tween the dipole polarizability and charge radius in 16O
and 40Ca using a variety of interactions. We base our cal-
culations on NN forces and 3NFs from Refs. [26, 53], and
also consider computations limited to NN forces alone.
Figure 11 shows ↵D – calculated with method (iii) – as
a function of rch in
16O and 40Ca for various interactions.
The charge radii are based on the point-proton radii with
contributions from nucleonic charge radii, see Ref. [7] for
details. Empty symbols correspond to calculations with
NN potentials only. In particular, (a) is obtained from
SRG evolved Entem and Machleidt [52] interaction with
cuto↵ ⇤ = 500 MeV and, in order of decreasing rch val-
ues,   =∞,3.5,3.0,2.5 and 2.0 fm−1, while for (b) we used
the same interaction with cuto↵ ⇤ = 600 MeV and, in or-
der of decreasing rch values,   = 3.5,3.0 and 2.5 fm−1.
The points (c) represented with triangles pointing up
are calculations with the SRG evolved CD-BONN [54]
potential with, in order of decreasing rch value,   = 4.0
FIG. 11. (Color online) ↵D versus rch in
16O and 40Ca.
Empty symbols refer to calculations with NN potentials only:(a) SRG evolved Entem-Machleidt interaction [52] with ⇤ =
500 MeV/c and   = ∞,3.5,3.0,2.5 and 2.0 fm−1, (b) SRG
evolved Entem-Machleidt interaction [52] with ⇤ = 600 MeV/c
and   = 3.5,3.0 and 2.5 fm−1, (c) SRG evolved CD-BONN [54]
interaction with   = 4.0 and 3.5 fm−1, (d) Vlow−k evolved
CD-BONN potentials with   = 3.0,2.5 and 2.0 fm−1 and(e) Vlow−k-evolved AV18 [57] interaction and   = 3.0 and
2.5 fm−1. The red diamonds (f) refer to calculations that
include 3NF: the large one is from NNLOsat [26] and the oth-
ers from chiral interactions as in Ref. [53]. The green bands(exp), show the experimental data [64, 79].
and 3.5 fm−1, while the triangles pointing down (d) are
calculations with the Vlow−k [56] evolved CD-BONN in-
teraction and   = 3.0,2.5 and 2.0 fm−1. The hexagons(e) are calculations with Vlow−k-evolved AV18 [57] inter-
action and   = 3.0 and 2.5 fm−1, in order of decreasing
radius. The red diamonds (f) are calculations including
3NFs. The larger red diamond is the value obtained with
NNLOsat [26], while the smaller ones are the potentials
from Ref. [53] also used for the calculations in 48Ca in
Ref. [7]. The error bars for the calculations represent
uncertainties arising both from the coupled-cluster trun-
expect to be smaller than the one for 48Ca. As shown in
Ref. [57], integrating the data for 40Ca from Ref. [53], one
obtains αDð40CaÞ ¼ 1.95ð26Þ fm3. Here, we combine the
data of Ref. [53] with a r fined s of data in the giant
resonance r gion measured by the sam group [54] and find
αDð40CaÞ ¼ 1.87ð3Þ fm3. We note that a much higher value
was quoted in Ref. [53], which would actually exceed our
result for 48Ca. The preference of the data set from Ref. [54]
is motivated by a preliminary comparison with 40Caðp; p0Þ
results take at Osaka. Although no E1 strength has been
extracted yet, comparison of spec ra at the m st forward
angles [Fig. 3(c)], again shifted by the centroid energy
difference, demonstrates good correspondence of the
Coulomb excitation cross sections and an absolute ratio
similar to the one observed in Fig. 3(b).
Comparison with theory.—First principles calculations of
σγðEXÞ require the solution of the many-body sc tter g
problem at all energiesEX, including those in the continuum,
which is extremely challenging beyond few-nucleon sys-
tems. While an ab initio calculation of the full continuum is
still out of reach for medium-mass nuclei, methods based
on integral transforms that avoid its explicit computation
[58–60] have been successfully applied to light nuclei (see
Ref. [61] for a review) and recently extended to medium-
mass nuclei [57,62,63] using coupled-cluster theory.
Furthermore, it has been shown that energy-dependent
sumrules, such as the polarizability, can be evaluatedwithout
the explicit knowledge of the continuum states or a cross-
section calculation itself [64], and recent developments [18]
have also allowed the calculation of αD as a function of the
upper integration limit of Eq. (1).
We performed ab initio calculations of αD using the
Lorentz integral transform coupled-clustermethod described
in Refs. [18,57]. The theoretical results are compared to
experiment in Fig. 4(b), where the smooth band (blue and
red) shows the running sum of the experimental dipole
polarizability with error bars. The laddered (gray) band is
based on different chiral Hamiltonians, using the same two-
and three- ucleon interactions employed in Ref. [17], which
reproduce well saturation properties of nuclear matter
[19,20,65]. For each interaction, the estimated model-space
dependence and truncation unce tainty is about 4% of αD,
which is also included in the gray band. We find that the
agreement between the experimental and theoretical results
in Fig. 4(b) is better for higher excitation energies. However,
we also observed that the position of the GDR is more
affected by truncations, which could lead to a shift of
≈2 MeV. In addition, we estimated that the contributions
from coupled-cluster triples corrections (due to genuine
three-particle-three-hole correlations) could be important
at low energies. Both of these truncation errors are not
included in the uncertainty shown in Fig. 4(b) because it is
difficult to qu ntify them without explicit calculations. With
these taken into account, the steep rise in the theoretical band
around 20MeVindicates that the position of theGDRpeak is
consistent with the experimental centroid.
In Fig. 5, we present a detailed comparison of the
experimental αD value with predictions from χEFT and
state-of-the-art EDFs. The χEFT predictions (green trian-
gles) are based on a set of chiral two- plus three-nucleon
interactions [19,20], whereas the EDF results are based the
functionals SkM*, SkP, SLy4, SV-min, UNEDF0, and
UNEDF1 [17]. In addition, we show a χEFT prediction
(a)
(b)
FIG. 4. (a) Combined photoabsorption cross sections in 48Ca
from the present Letter (blue circles) for EX ≤ 25 MeV and from
Ref. [53] (red square ) for 25 ≤ EX ≤ 60 M V. (b) Running sum
of the electric dip le pola izability in comparison to χEFT
predictions, where the gray band is based on a set of two- plus
three-nucleon interactions [17] and includes a partial uncertainty
estimate from the many-body method.
FIG. 5. Experimental electric dipole polarizability in 48Ca (blue
band) and predictions from χEFT (green triangles) and EDFs (red
squares, for details on the functionals see [17], error bars from
Ref. [66]). The green and black bars indicate the χEFT prediction
selected to reproduce the 48Ca charge radius [17] and the range of
αD predictions [14] from EDFs providing a consistent description
of polarizabilities in 68Ni [39], 120Sn [37], and 208Pb [36],
respectively.
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Figure 61: Left: Photo-absorption r sponse function for 16O. The red circles show the experimental data from Ref. [325], and the white triangles
plus error bars are the results by Ahre s et al. [3 6]. Calculations are perform with coupled cluster based on the ter ctio of Refs. [141, 199].
Figure taken from Ref. [327]. Right: Experimental constraints for the electric dipole polarizability of 48Ca (blue band) and predictions from ab intio
calculations b sed on c iral NN and 3N interactions (green triangles) and energy density functionals (red squares). Figure taken from Ref. [106].
In the left panel of Figure 60 we show results of IT-NCSM calculations of the lowest excited state with positive
parity of 10B and 12C as a representative set of p-shell nucl i based on a chiral NN and 3N int raction [59]. The results
show a natural convergence pattern and a reasonable agreem nt with experim nt. We n te that excited states in both
nuclei have been shown to be sensitive to contrib tions from 3N inte ctions [42, 43]. Calculations of odd-odd nuclei
like 10B are particularly ch llenging since excitati n energies are typically smaller and the correct reproductio of the
level ordering becomes more tricky. Furthermore, we note that due to the ature of the NCSM configuration basis,
the 0+ resonance state in 12C at about 7.7 MeV excitation energy cannot be properly described in this framework due
to its pronounced cluster structure [66, 67]. This “Hoyle-state” plays a key role for the synthesis of carbon, oxygen,
nitrogen a d other elements, which form th building blocks of complex molecules of living beings [323]. Finally,
the shown re ults also illustrate the accuracy of the normal-ordering approximation for calculations of excited states
(see Ref. [59] for details).
In the right panel of Figure 60 we show the lowest excited states of 24F and 24Ne computed within CC and
the valence-shell model. This plot compares results of CC equation-of-motion calculations (“CCSD”), calculations
including linearized contributions from three-particle-three-hole contribution (“CCSDT-1”), and results from a va-
lence space diagonalization based on effective interactions computed within CC (“CCEI”) [81]. The results of all
the different approa hes are in reasonable agreement. Furthermore, for 24F both CCEI and full-space coupled-cluster
calculations agree well with those calculated with IM-SRG effective interactions and the experimental results from
recent measurements [324].
5.6. Electromagnetic response of nuclei and neutron distributions
The distribution of pr tons i nuclei and the resulting charge radii can b accurately measured in electro scat-
tering experiments via the electromagnetic interaction [227]. The determination of the neutron distribution on the
other hand is much more challenging. However, an accurate knowledge of neutron distributions in atomic nuclei is
key for understanding neutron-rich systems ranging from short-lived isotopes to macroscopically large objects such
as ne tron stars. The distribution of neutrons i nuclei determines t limits of the nuclear stability [328], gives rise to
exotic stru tures in rare isotopes [329] and governs basic properties of neutron s ars [330]. Becaus of its fundamental
importance, experimental efforts worldwide have embarked on a program of measurements of neutron distributions
in nuclei using different pr bes, including hadronic scattering [331], pion photo roduction [332], and parity-violating
electron scattering [333]. Since the weak charge of the neutron, QnW ≈ −1, is much larger than that of the proton,
QpW ≈ 0.07, a easurement of the arity-violating asymmetry Apv offers an opportunity to probe the neutron distribu-
tion [334]. In addition, experiments focus on measuring obs rvables that are related to the neutron di tribution, such
95
ARTICLES NATURE PHYSICS DOI: 10.1038/NPHYS3529
0.15 0.18 0.21
Rskin (fm)
3.2
3.3
3.4
3.5
R p
 (f
m
)
a
3.4 3.5 3.6
Rn (fm)
b
2.0 2.4 2.8
c
D (fm3)α
Figure 2 | Predictions for observables related to the neutron distribution in 48Ca. Neutron skin Rskin (a), r.m.s. point-neutron radius Rn (b) and electric
dipole polarizability ↵D (c) plotted versus the r.m.s. point-proton radius Rp. The ab initio predictions with NNLOsat (red circles) and chiral interactions of
ref. 29 (squares) are compared to the DFT results with the energy density functionals SkM⇤, SkP, SLy4, SV-min, UNEDF0 and UNEDF1 (ref. 20; diamonds).
This is a representative subset of DFT results; for other DFT predictions, the reader is referred to ref. 20. The theoretical error bars estimate uncertainties
from truncations of the employed method and model space (see Methods for details). The blue line represents a linear fit to the data. The blue band
encompasses all error bars and estimates systematic uncertainties. The horizontal green line marks the experimental value of Rp. Its intersection with the
blue line and the blue band yields the vertical orange line and orange band, respectively, giving the predicted range for the ordinate.
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Figure 3 | Weak-charge observables in 48Ca. a, Root mean square point-neutron radius Rn in 48Ca versus the weak-charge form factor FW(qc) at the CREX
momentum qc=0.778 fm 1 obtained in ab initio calculations with NNLOsat (red circle) and chiral interactions of ref. 29 (squares). The theoretical error
bars estimate uncertainties from truncations of the employed method and model space (see Methods for details). The width of the horizontal orange band
shows the predicted range for Rn and is taken from Fig. 2b. The width of the vertical orange band is taken from Supplementary Fig. 2 and shows the
predicted range for FW(qc). b, Weak-charge form factor FW(q) as a function of momentum transfer q with NNLOsat (red line) and DFT with the energy
density functional SV-min21 (diamonds). The orange horizontal band shows FW(qc). c, Charge density (blue line) and (negative of) weak-charge density
(red line). The weak-charge density extends well beyond ⇢ch as it is strongly weighted by the neutron distribution. The weak charge of 48Ca, obtained by
integrating the weak-charge density is QW= 26.22 (for the weak charge of the proton and neutron see Methods).
is 0.12.Rskin . 0.15 fm. Figure 2a shows two remarkable features.
First, the ab initio calculations yield neutron skins that are almost
independent of the employed interaction. This is due to the strong
correlation between the Rn and Rp in this nucleus (Fig. 2b). In
contrast, DFT models exhibit practically no correlation between
Rskin and Rp. Second, the ab initio calculations predict a significantly
smaller neutron skin than the DFT models. The predicted range
is also appreciably lower than the combined DFT estimate of
0.176(18) fm (ref. 20) and is well below the relativistic DFT value of
Rskin=0.22(2) fm (ref. 20). To shed light on the lower values of Rskin
predicted by ab initio theory, we computed the neutron separation
energy and the three-point binding energy di erence in 48Ca (both
being indicators of the N =28 shell gap). Our results are consistent
with experiment and indicate the pronounced magicity of 48Ca
(Supplementary Table 2), whereas DFT results usually significantly
underestimate the N =28 shell gap30. The shortcoming of DFT for
48Ca is also reflected in Rp. Although many nuclear energy density
functionals are constrained to the Rp of 48Ca (refs 18,30), the results
of DFT models shown in Fig. 2a overestimate this quantity.
For Rn (Fig. 2b) we find 3.47.Rn . 3.60 fm. Most of the DFT
results for Rn are outside this range, but fall within the blue
band. Comparing Fig. 2a,b suggests that a measurement of a
small neutron skin in 48Ca would provide a critical test for ab
initio models. For the electric dipole polarizability (Fig. 2c) our
prediction 2.19.↵D.2.60 fm3 is consistent with the DFT value
of 2.306(89) fm3 (ref. 20). Again, most of the DFT results fall
within the ab initio uncertainty band. The result for ↵D will be
tested by anticipated experimental data from the Darmstadt–Osaka
collaboration13,14. The excellent correlation between Rp, Rn and ↵D
seen in Fig. 2b,c demonstrates the usefulness of Rn and ↵D as probes
of the neutron density.
The weak-charge radiusRW is another quantity that characterizes
the size of the nucleus. The CREX experiment will measure the
parity-violating asymmetry Apv in electron scattering on 48Ca
at the momentum transfer qc = 0.778 fm 1. This observable is
proportional to the ratio of the weak-charge and electromagnetic
charge form factors FW(qc)/Fch(qc) (ref. 12). Making some
assumptions about the weak-charge form factor, one can deduce RW
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Figure 62: Left: Point-neutron radius Rn in 48Ca as a func ion of the weak- harge form factor FW(qc) at the CREX momentum qc = 0.778 fm−1
computed in ab initio calculations with “N2LOsat” [141] (red circle) and chiral interactions of Ref. [123] (squares). The width of the horizontal
orange band shows the predicted range for Rn, determined based on a correlation with the proton radius Rp [105]. Center: weak-charge form
factor FW(q) as a function of momentum transfer q with “N2LOsat” (red line) and DFT (diamonds). The orange horizontal band shows FW(qc).
Right: Charge density (blue line) and (negative of) weak-charge density (red line). The weak-charge density extends well beyond ρch as it is tightly
connected to the neutron distribution. Figures taken from Ref. [105].
as the dipole polarizability αD [335]. The dipole polarizability is directly connected to the electromagnetic response
function R(ω) and characterizes the low-energy behaviour of the dipole strength. Specifically, it is defined by (see,
e.g., Ref. [336] for details)
R(ω) =
∑
n
∣∣∣〈ψ0|Θˆ|ψn〉∣∣∣2δ(En − E0 − ω) , (208)
where ψ0 and ψn are the ground- and final-state wave functions of the nucleus with the energies E0 and En, respectively,
and Θˆ denotes the corresponding electromagnetic operator. Based on this response function several different moments
can be defined via: S n =
∫ ∞
ωth
dωR(ω)ωn, with some threshold energy ωth. The dipole polarizability is given by
αD = 2α
∫ ∞
ωth
dω
R(ω)
ω
∼ S −1 , (209)
where α is the electromagnetic coupling constant. Recently, this parameter was accurately measured for 208Pb [337],
120Sn [338], 68Ni [339] and 48Ca [106] (see also right panel of Figure 61). Theoretical calculations of this parameter
involve several challenges because most of the dipole strength lies in the scattering continuum, i.e., the according
final states ψn in Eq. (208) do not correspond to bound states. There have been significant advances in recent years
that allowed to transform this continuum problem into a bound-state problem via the Lorenz integral transform (LIT)
method and make these observables accessible by ab intio many-body frameworks (see, e.g., Refs. [38, 106, 327,
336, 340, 341] and references therein). The left panel of Figure 61 shows experimental and theoretical res lts for the
16O photo-absorption response function obtained from calculations within CC using a N3LO NN interaction [199]
(dark band) and “N2LOsat” [141] (light blue band). The uncertainty band for the “N2LOsat” interaction is larger since
the available model space size for these calculations was smaller than for the NN-only calculations using the N3LO
potential. Generally, it is found that the theoretical results are able to capture the bulk features of the experimental
data and that the dipole polarizability is more sensitive to the distribution of the dipole strength at low energies rather
than to the detailed structure and shape of the response function. The right panel of Figure 61 shows a comparison
of recent experimental αD values for 48Ca with predictions from ab initio calculations based on chiral NN and 3N
interactions of Refs. [123, 141] and state-of-the-art energy-density functionals [106]. These results show that present
calculations based on NN plus 3N interactions can provide a realistic description of the dipole polarizability even
though it is not yet possible to resolve the detailed structure of the response function (see left panel).
The weak-charge radius RW is another quantity that characterizes the size of the nucleus. The CREX experiment
will measure the parity-violating asymmetry Apv in electron scattering on 48Ca at the momentum transfer qc = 0.778
fm−1. By making some assumptions about the weak-charge form factor, one can deduce RW and the neutron radius Rn
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from the single CREX data point [334]. Furthermore, Figure 62 shows that there exists a strong correlation between
Rn and FW(qc), which makes it possible to extract the theoretical constraint 0.195 ≤ FW(qc) ≤ 0.222 [105]. This
range as well as the momentum dependence of the weak-charge form factor (middle panel) show good agreement
with DFT results. As seen in the right panel of Figure 62, the spatial extent of the weak-charge density ρW(r), being
the Fourier transform of the weak-charge form factor FW(q), is significantly greater for 48Ca than that of the electric
charge density ρch. This is a reflection of the fact that there is an excess of eight neutrons over protons in 48Ca.
5.7. Beta decay transitions
Beta decay (β decay) is the predominant decay process of atomic nuclei, especially up to the medium-mass range.
It involves the transformation of a neutron into a proton or vice versa via the weak interaction. Generally, β-decay
transitions can be categorized into Fermi transitions and Gamow-Teller transitions. In the case of Gamow-Teller
transitions the emitted electron-antineutrino or positron-neutrino pair form a relative S = 1 state, such that the total
angular momentum of the nucleus changes by ∆J = −1, 0 or 1. In contrast, for Fermi transitions, the emitted leptons
couple to an S = 0 state and the total angular momentum J of the nucleus is hence conserved.
Specifically, the half-life t for the β decay of, e.g. 3H, can be expressed in the form [219, 342, 343]
(1 + δR)t =
K/G2V
fV 〈F〉2 + fA g2A 〈GT〉2
, (210)
where δR includes radiative corrections that originate from virtual photon exchange between the charged particles, fV
and fA are Fermi functions, which account for the deformation of the electron wave function due to electromagnetic
interactions with the nucleus, and GV = 1 and gA = 1.27 denote the vector and axial-vector couplings. The kinematics
of the process leads to an additional constant K = 2pi3 ln 2/m5e , where me is the electron mass. The half-life depends
on the nuclear matrix elements of the vector and axial-vector currents denoted as Fermi 〈F〉 and Gamow-Teller 〈GT〉
matrix elements, respectively. The Fermi reduced matrix element is given by 〈F〉 = 〈3He‖∑3i=1 τ+i ‖3H〉 , where τ+ =
1
2 (τ
x + iτy) is the isospin-raising operator and the wave functions |3H〉 and |3He〉 denote the ground states of the mother
and daughter nuclei, 3H and 3He. The Gamow-Teller reduced matrix element contains axial-vector one-body (1b) and
two-body (2b) current contributions:
〈GT〉 = 1
gA
〈3He‖
3∑
i=1
J+i,1b +
∑
i< j
J+i j,2b‖3H〉 . (211)
The axial-vector current was derived in chiral EFT to third order [344, 345] (Q3), while more recent derivations
have been extended to order Q4 [222, 346]. Since the typical Q-values of β decays are relatively small, all currents
can be evaluated to good approximation at vanishing momentum transfer. Therefore to order Q0 and Q2, only the
momentum-independent one-body current contributes: J+i,1b = gAτ
+
i σi. The first contributions to two-body currents
enter at order Q3. The corresponding expressions can be found in [219, 344, 345].
Up to now, systematic ab initio studies of β decays were limited to light nuclei [148, 218, 219] (see also Figure 11)
and a few selected isotopes [93, 351, 352] (see also Figure 53). A particularly prominent nucleus is 14C, which is
characterized by an anomalously large half-life of about 5715 years [353]. This property makes this isotope a very
attractive chronometer as it is naturally present in animals and plants and hence allows to reliably date up to about
50000 year-old samples [354]. The left panel of Figure 63 shows results of NCSM calculations for the Gamow-Teller
matrix elements based on solutions for the ground-state wave functions of 14C and 14N using chiral EFT NN and 3N
interactions and including only one-body current contributions Ji,1b [347]. The results show that contributions from
3N interactions lead to a significant suppression of the matrix elements and hence to an enhanced life time of 14C
(see Eq. (210)). We emphasize, however, that the shown contributions from the different harmonic oscillator orbitals
are not observable. That implies that the conclusion is also scheme-dependent and strictly speaking only valid for
the particular employed NN and 3N interactions. Future and current work aim at including also GT transitions to
low-lying excited states of the daughter nucleus (see, e.g., Refs. [352, 355]).
On a quantitative level it is remarkable that theoretical results for Gamow-Teller matrix elements agree reasonably
well with experimental results if the axial coupling constant gA is quenched by a factor of about 0.75 [356–359].
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In order to reproduce the measured half-life of T1=2 ’
5730 yr, the GT matrix element must be anomalously
small, jMMGTj ’ 2! 10"3, in contrast with a conventional
strong GT transition in a light nucleus with jMGTj ’ 1.
In Fig. 2, we present our main results for MGT. We
decomposeMGT at Nmax ¼ 8 into the contributions arising
from each HO shell for two cases with the 3NF (cD ¼
"0:2;"2:0) and one without. The largest effect occurs in
the p shell, where, for both values of cD , the 3NF reduces
the contributions by an order of magnitude from the result
with theNN interaction alone. The contributions of each of
the 9 additional shells is enhanced by up to a factor of 2 by
the 3NF. The cumulative contributions to the GT matrix
element are displayed in the lower panel of Fig. 2, where
one sees clearly the net suppression toMGT due to the 3NF.
Looking into the detailed changes within the p shell, one
finds that the 3NF introduces a systematic shift of strength
away from one-body density matrix terms involving tran-
sitions between the 0p3=2 and the 0p1=2 orbits to one-body
density matrix elements involving transitions within the
0p1=2 orbits. The shift is about 30% of the magnitudes of
these one-body density matrix terms and supports a recur-
ring theme of 3NFs in p-shell nuclei—they play a signifi-
cant role in the spin-sensitive properties of spin-orbit pairs.
We note that our observed shifts within the p shell due to
the 3NF are similar to what Ref. [4] accomplished with a
density-dependent effective NN interaction obtained by
modeling leading contributions from the chiral 3NF.
However, our net contributions from other shells, which
are absent in Ref. [4], overwhelm the net p-shell contribu-
tion as seen in Fig. 2. That is, while the s-shell and sd-shell
contributions nearly cancel, all the shells above the sd shell
contribute about a factor of 2 greater than the now-
suppressed p-shell contribution.
To further understand the role of the 3NF, we can
examine the contributions toMGT in the LS scheme where
the single-particle quantum numbers now involve the orbi-
tal angular momentum projection m l and spin projection
m s replacing the total angular momentum projection m j.
This is a convenient representation for this transition since
m l and m s must be the same for incoming and outgoing
single-particle states. For the p-shell contributions, the
resulting decomposition to the LS scheme yields results
shown in Table I. Note that there is nearly perfect cancel-
lation between the m l ¼ 0 and m l ¼ $1 terms once the
3NF is included.
Given the overall effects onMGT by inclusion of the 3NF
as seen through Fig. 2 and in Table I, one may fine-tune cD
to reproduce the value 2! 10"3 consistent with the 14C
lifetime. This is analogous to the fine-tuning of cD in
Ref. [18] to fit the 3H lifetime. Our estimate that the desired
suppression of MGT occurs with cD ’ "2:0 illustrates this
point. Note that the spectra of 14C and 14N are rather
insensitive to this range of cD values. We show the result-
ing MGT in the final row of Table I.
Next, we studied the sensitivity at ðcD ; cEÞ ¼
ð"2:0;"0:501Þ and at Nmax ¼ 6 by successively setting
one c to zero while keeping the other c fixed. The larger
effect onMGT appears with cD ¼ 0. However, the resulting
shifts in the magnitude of MGT are approximately propor-
tional to the magnitude of the changes in cD and cE which
implies MGT has about the same sensitivity to each. This
sensitivity differs from that of Ref. [4], where the cE term
was found to play a leading role in MGT.
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FIG. 2 (color). Contributions to the 14C beta-decay matrix
element as a function of the HO shell in which they are evaluated
when the nuclear structure is described by the chiral interaction.
The top panel displays the contributions with (two right bars of
each triplet) and without (leftmost bar of each triplet) the 3NF at
Nmax ¼ 8. All contributions are summed within the shell to yield
a total for that shell. The bottom panel displays the running sum
of the GT contributions over the shells included in the sum. Note
the order-of-magnitude suppression of the p-shell contributions
arising from the 3NF.
TABLE I. Decomposition of p-shell contributions to MGT in
the LS scheme for the beta decay of 14C without and with 3NF.
The 3NF is included at two values of cD where cD ’ "0:2 is
preferred by the 3H lifetime and cD ’ "2:0 is preferred by the
14C lifetime. The calculations are performed in the Nmax ¼ 8
basis space with @! ¼ 14 MeV.
ðm l; m sÞ NN only NN þ 3NF cD ¼ "0:2 NN þ 3NF cD ¼ "2:0
ð1;þ 12Þ 0.015 0.009 0.009ð1;" 12Þ "0:176 "0:296 "0:280ð0;þ 12Þ 0.307 0.277 0.283ð0;" 12Þ 0.307 0.277 0.283ð"1;þ 12Þ "0:176 "0:296 "0:280ð"1;" 12Þ 0.015 0.009 0.009
Subtotal 0.292 "0:019 0.024
Total sum 0.275 "0:063 "0:013
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Figure 63: Left: Contributions to the 14C Gamow-Teller matrix element for individual harmonic oscillator shells determined from NCSM calcu-
lations based on chiral NN and 3N interactions. The top panel shows the contributions when only using NN interactions (blue) and including 3N
interactions (red and green). The bottom panel displays the accumulated contributions up to the given shell. The results show that the inclusion of
3N interactions lead to a significant suppression of the p-shell contributions to the matrix element for the employed interactions. Figure taken from
Ref. [347]. Right: (0νββ) beta decay matrix element M0ν as a function of the B(E2:2+1 → 0+1 ) value for 48Ti calculated within the IM-SRG+GCM
framework using different chiral EFT interactions and basis truncations. The bands show the experimental constraints for the B(E2) values of
Refs. [348, 349]. Figure taken from Ref. [350]
Different possible sources for this deviation have been proposed, like missing correlations in the wave functions [360]
or contributions from higher-order nuclear currents [361]. In fact, results from recent ab initio calculations indicate
that the discrepancies can be resolved when both these factors are treated properly [352] (see also discussion in
Section 6.2).
Apart from first-order weak interaction processes like ordinary β decays, also second-order processes have been
observed in specific nuclei. These decays involve a simultaneous transformation of two neutrons into protons, or vice
versa. Such decays can be observed in nuclei for which a single β decay is energetically forbidden, while the isobar
with atomic number two higher or lower has a larger binding energy. Given that second-order processes are strongly
suppressed, such nuclei exhibit very long half lives [362]. All observed double-beta (ββ) decays correspond to the
two-neutrino-ββ (2νββ) decay and need to be distinguished from an even more rare type of ββ decay, which involves
no neutrino emission, the neutrinoless-ββ (0νββ) decay. This process violates lepton number conservation and can
hence only occur if neutrinos are their own antiparticles. The observation of such a decay would have profound im-
plications for our understanding of the nature of neutrinos and the Standard Model [363] and is thus subject of several
experimental searches [362, 364–366]. The theoretical calculation of matrix elements for ββ decays also involves
significant challenges [367–369]. As a result, predictions from calculations using different many-body frameworks
and nuclear interactions for a given transition can vary significantly. This situation is especially unsatisfactory since
precise results are required for the analysis and planning of present and future 0νββ decay experiments. In the right
panel of Figure 63 first results for the 0νββ matrix element M0ν are shown computed with the IM-SRG+GCM frame-
work [370] including a microscopic treatment of collective correlations based on different NN plus 3N interactions of
Ref. [123]. It is found that the matrix element value for the interaction “1.8/2.0 (EM)”, which provides ground-state
energies in excellent agreement with experiment (see Section 5.3), turns out to be around 0.6, a value significantly
smaller than those of more phenomenological approaches [350]. It will be crucial to benchmark these results against
predictions of other many-body approaches and to estimate the theoretical uncertainties due to EFT truncations.
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FIG. 3: (Color online) The nd elastic scattering cross section at the incoming neutron laboratory energies E = 70, 108 and
135 MeV. In the left panel, the solid (red) lines are predictions of the N2LO SCS NN potential with the regulator R = 0.9 fm.
Combining this NN potential with the N2LO 3NF using five di↵erent (cD, cE) combinations leads to results shown by the
(brown) double-dashed-dotted, (magenta) dashed-dotted, (maroon) dotted, (cyan) solid and (red) double-dotted-dashed lines
for cD =  2.0, 0.0, 2.0, 4.0 and 6.0, respectively. The (green) bands show the estimated theoretical uncertainty of predictions
at N2LO with cD = 2.0. The corresponding cE-values are in all cases taken from the correlation line shown in Fig. 1. The
(black) dots depict pd data from Ref. [41] at E = 70 and E = 135 MeV and from Ref. [42] at E = 108 MeV. In the right panel,
the  2 fits to the experimental data in the indicated angular regions based of on these five pairs of (cD, cE) values are shown
by dashed (green) lines. The legends in the right pannel provide the best fit cD values to the data at each laboratory energy
over the indicated angular range.
order to cover a broader kinematical range up to Elab = 250 MeV
2 and focus on a very restricted set of observables. A
more detailed discussion of Nd elastic and breakup scattering at N2LO will be published elsewhere. Since we are going
2 The results for low-energy scattering observables using R = 1.0 fm are comparable to the ones using R = 0.9 fm, see also Ref. [22] for a
similar conclusion for calculations based on NN forces only. More details will be given in a separate publication [29].
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FIG. 4: (Color online) The neutron analyzing power Ay in nd elastic scattering at En = 14.1 MeV. The left panel shows
the predictions based on the phenomenological NN potentials AV18, CD Bonn, Nijm1 and Nijm2 alone (blue band) or in
combination with the TM99 3NFs (cyan band). The dashed (yellow) line is the result based on the AV18 NN potential in
combination with the Urbana IX 3NF. In the right panel, the dashed (red) line is the prediction of the N2LO SCS NN potential
with the regulator R = 0.9 fm. The (magenta) ba d covers th predictions obtained with this N2LO NN potential combined
with the N2LO 3NF using cD =  2.0 . . . 6.0 (and the co respo ding cE values fixed from the correlation line). The (green)
band gives the estimated theoretical uncertainty at N2LO for the value of cD = 2.0. The (black) dots depict pd data from
Ref. [53].
to compa e our 3N scattering predictions with pd data, we have replaced the neutron-neutron (nn) components of the
NN potential with the corresponding proton-proton (pp) ones (with the Coulomb force being subtracted). Further, in
order to provide converged results, we have solved the 3N Faddeev equations by taking into account all partial wave
states with the 2N total angular momenta up to jmax = 5 and 3N total angular momenta up to Jmax = 25/2. The
3NF was included up to Jm x = 7/2.
At low energies, the most interesting observable is the analyzing power Ay for nd elastic scattering with polarized
neutrons. Theoretical predictions of the phenomenological high-precision NN potentials such as the AV18 [12], CD-
Bonn [13], Nijm1 and Nijm2 [14] fail to explain the experimental data for Ay as visualized in Fig. 4. The data are
underestimated by ⇡ 30% in the region of the Ay maximum which corresponds to the c.m. angles of ⇥c.m. ⇡ 125 .
Combining these NN potentials with the 2⇡-exchange TM99 3NF model [54] removes approximately only half of
the discrepancy to the data (see Fig. 4). That e↵ect is, however, model dependent: if the Urbana IX 3NF model
[55] is used instead of the TM99 3NF, one observes practically no e↵ects on Ay, see the left panel of Fig. 4. The
predictions for the Ay based on the chiral NN potentials appear to be similar to those of phenomenological models,
see [22] and references therein. Combining the N2LO SCS chiral potential with the N2LO 3NF only slightly improves
the description of Ay. The behavior is qualitatively similar to the one observed for the TM99 3NF, but the e↵ect
is ⇠ 2 times smaller in magnitude. Interestingly, the theoretical predictions appear to be quite insensitive to the
actual value of cD as visualized by a rather narrow magenta band in the right panel of Fig. 4, which corresponds to
the variation of cD =  2.0 . . . 6.0. In fact, this observable is well known to be very sensitive only to 3Pj NN force
components [56], while both 3NF contact interactions act predominantly in the S-waves. On the other hand, the
theoretical uncertainty at N2LO is rather large and, in fact, comparable in magnitude with the observed deviation
between the predictions and experimental data. It would be interesting to see whether the Ay-puzzle would persist
upon inclusion of higher-order corrections to the 3NF. As for other Nd elastic scattering observables at low energy,
we found the e↵ects of the chiral 3NF at N2LO to be rather small, and the good description of the data, already
reported in Ref. [20] for the calculations based on the NN forces, remains intact after inclusion of the 3NF.
At intermediate energies, the e↵ects of the 3NF start to become more pronounced. In particular, as already discussed
in section II, the di↵erential cross section is significantly underestimated in the minimum region when calculated
based on NN forces only. The same pattern is observed in calculations based on the high-precision phenomenological
potentials as well. The improved description of Nd elastic scattering cross section data up to about 130 MeV upon
inclusion of the N2LO 3NF resembles the situation found in calculations based on phenomenological 3NFs [40, 57]
such as the TM99 [54] and Urbana IX [55] models. On the other hand, the inclusion of the available 3NFs has so far
not provided an explanation of the growing discrepancies between the cross section data and theoretical predictions
at larger energies and backward angles as exemplified in Fig. 5 for EN = 250 MeV. The astonishing similarity of
the predictions based on phenomenological models and chiral interactions can presumably be traced back to the
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FIG. 4: (Color online) The neutron analyzing power Ay in nd elastic scattering at En = 14.1 MeV. The left panel shows
the predictions based o the phenomenological N potentials AV18, CD Bonn, Nijm1 a d Nijm2 alone (blue band) or in
combi atio with the TM99 3NFs (cyan band). The dashed (yellow) line is the r sult based on the AV18 NN potential in
combi ation wi h the Urbana IX 3NF. In the rig t anel, the das ed (red) line is the pr diction of the N2LO SCS NN potential
with the regulator R = 0.9 fm. The (magenta) band covers the predictions ob ined with this N2LO NN potential combined
with the N2LO 3NF using cD =  2.0 . . . 6.0 (and the corresponding cE values fix d f om the correlation line). The (green)
b nd gives the es imated theoretic uncertainty at N2LO for the value of cD = 2.0. The (black) dots depict pd data from
Ref. [53].
to compar our 3N sc tteri predictions with pd data, we have replaced th neutron-neutron (nn) components of the
NN potential with the corresponding proton-proton (pp) ones (wi h th Coulomb force being subtracted). Further, in
order to provide converged results, we h ve solved the 3N Faddeev equations by t king into account all partial wave
states with the 2N total angular momenta up to j ax = 5 and 3N total angular momenta up to Jmax = 25/2. The
3NF was included up to Jmax = 7/2.
A low en gies, the most interesting observable is the analyzing power Ay for nd elastic scattering with polarized
eutrons. The retica predict ons of the phenomenological high-precision NN potentials such as the AV18 [12], CD-
Bonn [13], Nijm1 and Nijm2 [14] fail o explain the experime tal data for Ay s visualized in Fig. 4. The data are
und restima ed by ⇡ 30% in the region of the Ay maximum which corresponds to the c.m. angles of ⇥c.m. ⇡ 125 .
Combining these NN potentials with the 2⇡-exchange TM99 3NF model [54] removes approximately only half of
the discrepancy to the data (s e Fig. 4). That e↵ec is, however, model dependent: if the Urbana IX 3NF model
[55] is used instead of the TM99 3NF, one bserve practically no e↵ects on Ay, s e the left panel of Fig. 4. The
predi tions for the Ay based on the chiral NN p tentials a pear to be similar t those of phenomenological models,
see [22] and references therein. Combi ing the N2LO SCS chiral potential with the N2LO 3NF only slightly improves
the description of Ay. The behavior is qualitatively similar to the one observed for the TM99 3NF, but the e↵ect
is ⇠ 2 tim s smaller in magni ude. Interestingly, the heoretical predictions appear to be quite insensitive to the
actu l value of cD as visualized by a rathe narrow magenta band n the ight panel of Fig. 4, which corresponds to
the variation of cD =  2.0 . . . 6.0. In fact, this observable is well kn wn to be very sensitive only to 3Pj NN force
componen s [56], while bo h 3NF co tact interactions act predominantly in the S-waves. On the other hand, the
theoretical uncertainty at N2LO is rather large a d, in fac , comparable in magn tude with the observed deviation
b twe the predic ions and experime tal data. It would be interesting t see whether the Ay-puzzle would persist
upon inclusi n of higher-orde corrections to the 3NF. As for other Nd elastic scattering observables at low energy,
we found he e↵ec s of the chiral 3NF at N2LO to be rather small, an he good description of the data, already
reported in Ref. [20] for the calculations based on the NN forces, remains intact after inclusion of the 3NF.
At intermediate energies, the e↵ects of the 3NF start to become more pronounced. In particular, as already discussed
in ection II, the di↵erential cross section is significa tly und restimat d in the minimum region when calculated
bas d on NN forces only. The same pattern is observed in cal ulations based on the high-precision phenomenological
potentials as well. The improved description of Nd elastic scattering cross s ction data up to about 130 MeV upon
inclusion of the N2LO 3NF resembles the situation found in calculations based on phenomenological 3NFs [40, 57]
such as the TM99 [54] and Urbana IX [55] model . On the other hand, the inclusion of the available 3NFs has so far
not provided an ex lanation of the growing dis repancies between the cross section data and theoretical predictions
at larg r energies and backward angles as exemplified in Fig. 5 for EN = 250 MeV. The astonishing similarity of
the predictions based on p enomenological models and chiral in eractions can presumably be traced back to the
Figure 64: Left: Neutron-deuteron (nd) elast c scattering cross sectio at different incoming neutron laboratory energies E = 70, 108 nd 135 MeV
(rows). In the left column, the solid (red) li es are predictions of the N2LO NN potential of Refs. [189, 204] with the regulator R = 0.9 fm. This
NN interaction is then combined with the N2LO 3N interactions using five different (cD, cE) combinations. These combinations lead to results
shown by the brown double-dashed-dotted, magenta dashed-dotted, maroon dotted, cyan solid and red double-dotted-dashed lines for cD = −2.0,
0.0, 2.0, 4.0 and 6.0, respectively. The green bands show the estimated theoretical uncertainty of predictions at N2LO with cD = 2.0. The (black)
dots depict experimental proton-deuteron data from Ref. [371] at E = 70 and E = 135 MeV and from Ref. [372] at E = 108 MeV. In the right
column, the χ2 fits to the experimental data in the indicated angular regions based of on these five pairs of (cD, cE) values are shown by dashed
(green) lines. The legends in the right column provide the best fit cD values to the data at each laboratory energy over the indicated angular range.
Right: The neutron analyzing power Ay in nd elastic scattering at En = 14.1 MeV. The dashed (red) line is the prediction of the N2LO NN potential
of Refs. [189, 204] with the regulator R = 0.9 fm. The (magenta) band covers the predictions obtained with this N2LO NN potential combined with
the N2LO 3N interactions using cD = −2.0...6.0. The (green) band gives the estimated theoretical uncertainty at N2LO for the value of cD = 2.0.
The black dots depict the experimental data from Ref. [373]. Figures adapted from Ref. [33].
5.8. Three-body scattering cross sections
Since their advent, numerically exact 3N continuum Faddeev calculations of the elastic neutron-deuteron (nd)
scattering and deuteron breakup reactions have become a powerful tool to test modern nuclear forces [26]. Bench-
marking theoretical predictions for scattering cross sections against precise nd elastic scattering and breakup data
over a wide range of incoming n cleo energies can help to isolate deficiencies of present nuclear forces in a specific
kinematical regime. In particular, for three-body systems effects of four- and higher-body forces in chiral forces can
be cleanly disentangled and uncertainties from the few-body calculations are very small since structure and reaction
observables can be solved virtually exactly.
In the left subfigure of Figure 64 we show results for the differential cross section of lastic nd sc ttering (left
panels) at three different energies for different LEC values of the 3N interaction with the c rresponding χ2 values as a
function of cD (right panels, see also caption). The theoretical results are obtained by solving the Faddeev equations in
99
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FIG. 7. (Color online) Energy per nucleon (in MeV) of symmetric nuclear matter (upper row) and pure neutron matter (lower
row) up to third order in  EFT without (left column) and with (right column) explicit inclusion of the  -isobar in  EFT.
All interaction employ a momentum cuto↵ ⇤ = 450 MeV. Shaded areas indicate the estimated EFT-truncation errors, and the
(square) diamond marks the saturation point in symmetric nuclear matter for ( NLO)  NNLO. The black rectangle indicates
the region E/A =  16± 0.5 MeV and ⇢ = 0.16± 0.01 fm 3.
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Figure 65: Left: Energy per nucleon of symmetric nuclear matter at different orders in ∆-full chiral EFT, computed within CC. The bands show
the estimated EFT-truncation errors, and the square/diamond marks the calculated saturation point in symmetric nuclear matter for ∆NLO/∆N2LO.
The black rectangle indicates the region E/A = −16 ± 0.5 MeV and ρ = 0.16 ± 0.01 fm−3. Figure taken from Ref. [142]. Right: Pressure of
symmetric nuclear matter as obtained from chiral EFT, functional RG (FRG), and perturbative QCD (pQCD) in comparison with different models
(see main text and also Ref. [375]). Figure taken from Ref. [376].
a partial-wave momentum basis as given in Eq. (41) [25, 26]. The actual calculations have been performed for R = 0.9
fm using the NN interaction of Refs. [189, 204] for five different cD values, cD = −2.0, 0.0, 2.0, 4.0 and 6.0 (see also
Ref. [374]). In all cases, the cE-value is taken from a fit to the 3H binding energy. The results show that contributions
from 3N interactions have a significant effect on the agreement of the computed cross sections with the experimental
data, which is also reflected by the pronounced sensitivity of the χ2 values on cD. However, a comparison of the results
at different energies also shows that a χ2 minimization leads to different optimal cD in different regimes, which makes
it necessary to perform a global optimization of the couplings (see also Figure 9 and the discussion in Section 2.3.1).
At low energies, a particularly interesting observable is the analyzing power Ay for nd elastic scattering with
polariz d neutrons (s right panel in Figure 64, see also Section 2.3.1). Theoretical predictions of phenomenological
high-precision NN potentials tend to underestimate the experimental data for Ay by up to 30% [33] in the region of
the maximum, which corresponds to the center-of-mass angles of Θc.m. ≈ 125◦. Combining these NN potentials with
phenomenological 3N interactions reduces the deviation in some cases by about a factor 2, while for other interactions
the addition has practically no effect on Ay [33] (see right panel in Figure 64). The predictions for Ay based on the
chiral NN potentials appear to be similar to those of phenomenological models, see Ref. [244] and references therein.
Combining the N2LO chiral potential with the N2LO 3N interactions only slightly improves the description of Ay.
Interestingly, the theoretical predictions appear to be quite insensitive to the actual value of cD as visualized by a
rather narrow magenta band, which corresponds to the variation of cD = −2.0...6.0. On the other hand, the theoretical
uncertainty at N2LO is rather large and, in fact, comparable in magnitude with the observed deviation between the
predictions and experimental data. It will be interesting to see whether the Ay puzzle persists upon inclusion of
higher-order corrections to the 3N interactions.
5.9. Nuclear equation of state and astrophysical applications
The physics of neutr n-rich matter covers a wide range of regimes. At very low densities, the average interparticle
distance is sufficiently large so that details of nuclear forces are not resolved and all properties of the system are
dominated by the large s-wave scattering length. In this universal regime, neutron matter shares many properties
with cold atomic gases close to the unitary limit [377, 378]. At nuclear densities the properties of neutron and
symmetric nuclear atter are used to guide the development of energy density functionals and to constrain the physics
of neutron-rich systems, which are key for understanding the synthesis of heavy nuclei in the universe (see, e.g.,
Ref. [379]). At very high densities, far beyond nuclear densities, the composition and properties of nuclear matter
are still unknown. Exotic states of matter containing strange particles or quark matter may be present. Furthermore,
neutron matter constitutes a unique laboratory for chiral EFT, because only long-range 3N interactions contribute up to
N3LO, at least for unr gularized interactions (see Sections 2.1 and 3.7). This offers the possibility to derive systematic
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Figure 10
Energy per particle E/N of neutron matter as a function of density n based on di↵erent chiral
EFT interactions and using di↵erent many-body methods The uncertainty bands in the left panel
show the energy range based on the 500 MeV N3LO NN potential of Reference (20) and including
N2LO 3N forces in MBPT (red lines) (106) or in the SCGF approach (107), as well as including
all 3N and 4N interactions to N3LO (108, 109) (cyan band). The blue band shows the results after
RG-evolution of the NN potential (17, 106). In addition, we show results obtained in CC
theory (110) and in MBPT of Corragio et al. (111). When bands are given, these are dominated
by the uncertainties in the ci couplings in 3N forces. Figure adapted from Reference (106). The
right panel shows the energy per particle including NN, 3N and 4N forces at N3LO based on
di↵erent N3LO potentials (cyan, magenta, and black bands). The bands include uncertainty
estimates due to the many-body calculation, the ci couplings, and by varying the 3N/4N cuto↵s.
For details see (108, 109). For comparison, results are shown at low densities (see also the inset)
from NLO lattice (112) and quantum Monte Carlo (QMC) simulations (113), and at nuclear
densities from variational (APR) (114) and auxiliary field di↵usion Monte Carlo calculations
(GCR) (115) based on 3N potentials adjusted to nuclear matter properties.
neutron matter, which are consistent among di↵erent many-body methods and considering
variations of the Hamiltonian. The remarkable overlap of the red lines and the blue band
indicates that neutron matter is, to a good approximation, perturbative for chiral NN
interactions with ⇤ . 500MeV, see Reference (109) for details. This has been benchmarked
by first quantum Monte Carlo calculations with local chiral EFT interactions (118, 119).
In addition, there are calculations of neutron matter using in-medium chiral perturbation
theory approaches with similar results (120, 121).
The right panel of Figure 10 shows the first complete N3LO calculation of the neutron
matter energy, which includes all NN, 3N and 4N interactions to N3LO (108, 109). The
energy range is based on di↵erent NN potentials, a variation of the ci couplings (which
dominates the total uncertainty), a 3N/4N-cuto↵ variation, and the uncertainty in the
many-body calculation. We note that the individual 3N topologies at N3LO (see Figure 2)
give significant contributions to the energy (108, 109). The N3LO range in the right panel
of Figure 10 is in very good agreement with NLO lattice results (112) and quantum Monte
Carlo calculations (113) at very low densities (see inset), where the properties are deter-
mined by the large scattering length and e↵ective range (122). We also find a very good
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The AFDMC EOS of PNM calculated from chiral Hamil on ans at N2LO up to 2n0. The di↵erent
bands correspond to i↵erent choices of the 3N short-range o erator structure and highlight the
impact of regulator artifacts. Each band depicts an uncertainty estimate for the EFT truncation
uncertainty. We also show results at LO and NLO as well as results using the phenomenological
AV80 interaction only or also including UIX 3N forces. Figure taken from Reference (8)
T is the total isospin) while the presence of protons also permits contributions from the
T = 1/2 channel. Nevertheless, the T = 3/2 isospin channel is only weakly accessible by
studying properties of nuclei.
While a complete calculation of nuclear matter with arbitrary proton fractions up to
x = 0.5 is still not possible with QMC methods, the AFDMC method has been widely used
to calculate the EOS of PNM for many di↵erent nuclear interactions in the past years. In
practice, in QMC methods the infinite system is simulated by a fixed number of neutrons in
a periodic box at a given baryon density. In particular, simulations using 66 neutrons (33
spin up and 33 spin down) give results very close to t e th rmodynamic limit (103, 104).
In Figure 6 we present results for PNM using the AFDMC method with local chiral
interactions up to N2LO. The three di↵erent bands correspond to using di↵erent short-range
operator structures for the 3N contact interaction VE at N
2LO as described in Reference (47)
and discussed in Section 2; the di↵erences are due to finite-cuto↵ e↵ects and vanish in
the lim t of large (momentum-sp ce) cu o↵s. Each band depicts a truncation uncertainty
estimate based on the order-by-order results at LO, NLO (both also shown in the figure),
and N2LO. The results are compared to calculations for the phenomenological AV80 NN
interactions and when additionally including the UIX 3N forces. Note, that the blue (lower)
band produces an EOS that is very soft and leads to negative pressure at ⇡ 1.5n0, which
is unphysical. The other two bands, instead, lead to an EOS that is compatible with
calculations using phenomenological Hamiltonians, but provide uncertainty estimates.
To describe N , PNM calculations have to be extended to both   equilibrium as well
as to higher densities. While nuclear Hamiltonians have been used in QMC calculations at
all densities encountered in NSs (106), it is not clear if a description in terms of nucleonic
degrees of freedom remains valid at high densities. Therefore, a more conservative approach
is to use results based on realistic Hamiltonians at small densities, where uncertainties are
18 Lynn et al.
Figure 66: Left: Energy per particle of neutron matter based on different chiral EFT interactions and using different many-body methods. The
uncertainty bands in the left panel show the nergy range based n the 500 MeV N3LO NN potential of Ref. [199] and including N2LO 3N forces
in MBPT (red lines) [380] or in the SCGF approach [132], as well as including all 3N and 4N interactions to N3LO (cyan band) [124, 263]. The
blue band shows the results after RG-evolution of the NN interaction [122]. In addition, we show results obtained in CC [139] and in MBPT [126].
Figure taken from Ref. [178]. Right: Auxiliary-field-diffusi n Monte-Carlo results for neutron matter based on chiral NN and 3N interactions at
N2LO. The bands show the uncertainties from the EFT truncation for different choices of the 3N short-range operator structure. For comparison,
shown are also results at LO and NLO as well as results using the phenomenological AV8’ NN and UIX 3N forces. Figure taken from Ref. [381].
constraints based on chiral EFT interactions for the equation of state (EOS) of neutron-rich matter in astrophysics, for
the symmetry energy and its density dependence, and for the structure of neutron stars, but also makes it possible to
test the chiral EFT power counting and the hierarchy of many-body forces at densities relevant for nuclei.
In Figure 65 we show results for the equation of state of symmetric nuclear matter (see also discussion in Sec-
tion 2.3.1 and Figures 12 and 49). In the left panel results are shown bas d on the recently developed NN and 3N
interactions within ∆-full chiral EFT (see Section 2.3.2) [142]. Even though only observables up to A = 4 were used
in the fit (as in Ref. [123]), the interactions provide results in remarkable agreement with the empirical region. Fur-
thermore, the results indicate that the inclusi n of the ∆ degree of freedom might lead to an acc lerated convergence
consistency of the chiral expansion in the ∆-full formulation. In the right panel results are shown for the pressure of
symmetric nuclear matter based on the chiral EFT interactions of Ref. [123] (blue bands and lines at low density),
results from first nonperturbative functional RG calculations directly based on QCD at higher densities (red band),
as well as various relativistic mean-field calculations (see Ref. [376] for details). Interestingly, the chiral EFT results
show a remarkable consistency with results obtained from the functional-RG calculations and suggest that a simple
interpolation between the two regimes might be possible in order to obtain a comprehensive estimate of EOS uncer-
tainties over the entire density range. In addition, the natural emerg nc of a maximum in the speed of sound cS at
supranuclear densities with a value beyond the symptotic value c2S =
1
3 is found. The existence of such a maximum
has also been predicted for neutron-rich matter, only based on the observation of heavy neutron stars [381–383].
The left panel of Figure 66 shows the energy per particle of neutron matter up to saturation density. The results
are obtained with different many-body methods ( ee caption). For the results shown with bands, the theoretical
uncertainty of the energy is dominated by uncertainties in the low-energy couplings c1 and c3, which specify the
long-range two-pion-exchange parts of 3N forces (see Section 2). These results show that chiral EFT interactions
provide strong constraint for the EOS of neutron ma t r, which are consistent among different many-body methods
and considering variations of the Hamiltonian. The significant overlap of the red lines and the blue band indicates that
neutron matter is, to a good approximation, perturbative for chiral NN interactions with Λ = 500 MeV. These results
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have also been benchmarked against first QMC calculations with local chiral EFT interactions [50, 51] (see also right
panel). In addition, neutron matter calculations using in-medium chiral perturbation theory approaches results provide
similar results [125]. In the right panel we show results for neutron matter using local chiral interactions at LO, NLO,
and N2LO with three different parametrizations for the 3N interactions specified in Ref. [52]. The three different
choices correspond to equivalent parametrizations in the limit of infinite momentum cutoff scale or, equivalently, in
the absence of any coordinate-space regulator functions. However, for finite cutoff scales the different choices clearly
have a significant effect on the results due to the loss of Fierz-arrangement symmetries for the employed local regulator
functions [381] (see also discussion in Section 3.7.2). Furthermore, the results show that the uncertainty estimates for
the energy quickly increase for densities beyond n ≈ n0 = 0.16 fm−3.
The systematic increase of the uncertainty bands indicates that the expansion parameter Q becomes sizable around
n0 such that the chiral EFT expansion gradually becomes inefficient with increasing density. However, for astrophys-
ical applications the equation of state is required over a density regime significantly beyond the range shown in
Figure 66. In order to extend the EOS to densities beyond the regime accessible by chiral EFT interactions, there are
two complementary options:
• Performing microscopic calculations at higher densities using frameworks based on degrees of freedom relevant
at these density scales. Generally, this approach has the advantage providing direct insight into the composition
and properties of matter. On the other hand, the results of such calculations are usually strongly model and
scheme dependent.
• Parametrizing the high-density part in some general way and constraining the values of the free parameters using
astrophysical observations and general considerations like causality. This strategy assumes that the parametriza-
tion is sufficiently complete such that all possible relevant EOSs can be described. Generally, this approach has
the advantage that it does not depend on any assumptions regarding the degrees of freedoms and their interac-
tions in matter at high densities. On the downside, it does not provide any direct insight into the microphysics
of matter at supranuclear densities.
Some examples of the first approach for symmetric nuclear matter are shown in the right panel of Figure 65,
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Figure 2. Comparison of the ranges for the EOS (left panel) and mass-radius relations of neutron stars (right panel) based on the PP
and CS parametrizations after including all constraints discussed in Section 2.1. The black lines show the three representative EOS of
the PP model (Hebeler et al. 2013), the light blue bands show the uncertainty ranges resulting from the PP model and the darker green
bands those from the CS model.
are their use of an exponential function to model the asymp-
totic behaviour of cs at large densities as compared to our
logistic function; and their use of a skewed Gaussian, where
we use a non-skewed Gaussian. We have performed addi-
tional computations with a model that include a skewed
Gaussian and found the results presented in this paper to be
robust. In addition to these di↵erences in the parametriza-
tion, we also apply di↵erent constraints in the low-density
region. In particular, Tews et al. (2018b) used a less conser-
vative value for the upper density limit ncEFT = 2.0 n0 (rather
than ncEFT = 1.1 n0 in this work), which leads to tighter con-
straints for the EOS. The precise value of the breakdown
density scale for nuclear interactions in nuclear matter is
still an open question and subject to current research. Note
that there are certainly other choices for the functional form
of a CS-based parametrization that would meet the physical
criteria we have used in its formulation; we are using this
particular example here to illustrate the e↵ects of di↵erent
choices for the EOS model.
2.1 Definition of the parameter space
2.1.1 Speed of sound parametrization
For the generation of individual EOS based on the CS
parametrization (1) we allow the free parameters to vary
over a wide range of values and retain only those EOS that
fulfil the following physical constraints:
(i) Each EOS is required to be able to support at least
a 1.97 M  neutron star, which is the lower 1  limit
of the heaviest precisely measured neutron star PSR
J0348+0432 (Antoniadis et al. 2013).
(ii) The speed of sound for each EOS must be causal, i.e.,
be lower than the speed of light, for all energy densities
relevant in neutron stars. If the EOS becomes acausal
before the maximum mass is reached, we discard these
parameter values.
(iii) The speed of sound for each EOS must converge to
1/p3 from below at least for asymptotically high den-
sities (⇠ 50 n0) as determined by pQCD calculations
(Fraga et al. 2014).
(iv) Whenever the speed of sound for an EOS is nega-
tive, we set cs = 0. This allows for regions of constant
pressure as would be the case for a first-order phase
transition.
(v) For densities n  1.5 n0 we assume that the bulk prop-
erties of matter can be described as a normal Fermi
liquid. In Landau Fermi liquid theory (FLT) (Baym &
Pethick 2007), the speed of sound is given by:
c2s,FLT(n)/c2 =
1 + F0
m⇤N/mN
1
3m2N
⇣
3⇡2n
⌘ 2
3
, (3)
where F0 denotes the spin-independent and isotropic
(l = 0) Landau parameter characterizing particle in-
teractions. In FLT, nucleons are described in terms of
e↵ective degrees of freedom, so-called quasiparticles,
with e↵ective mass m⇤N. The dimensionless Landau pa-
rameter F0 is expected to be attractive, and calcula-
tions for neutron matter suggest F0 ⇡  0.5(2) as well
as m⇤N/mN ⇡ 0.9(2) at saturation density (Schwenk et al.
2003; Schwenk & Friman 2004). Moreover, both 1+ F0
and m⇤N/mN are of expected to be of order one. Given
the above considerations, it is very conservative to as-
sume 1+F0
m⇤N/mN
 3 up to 1.5 n0. This implies
c2s,FLT(n)/c2 
1
m2
N
⇣
3⇡2n
⌘ 2
3
, (4)
which amounts to c2
s,FLT
 0.163c2 for n = 1.5 n0. We
discard any EOS that exceeds this value for n  1.5 n0.
While this choice is very conservative, we note that it
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Figure 67: Left: Comparison of the ranges for the EOS based on the piecewise polytropic (PP) and speed-of-sound (cS ) high-density parametriza-
tions, after including constraints from causality and neutron star masses (see Ref. [383] for details). The black lines show the three representative
equations of state of Ref. [380], the light blue bands show the uncertainty ranges resulting from the PP parametrization and the darker green bands
those from the cS parametrization. Figure taken from Ref. [383]. Right: Pressure of neutron star matter based on chiral low-momentum interactions
for densities up to nuclear saturation density ρ0. The blue band estimates the theoretical uncertainties from many-body forces and from truncations
in the many-body calculation. At low densities, the results are compared to a standard BPS crust equation of state [384, 385] (red line), while the
green and orange lines show results based on only NN interactions. Figure taken from Ref. [386].
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Figure 2. Marginal posterior distributions of the pressure P conditional on energy density ", p(P | ",d,M), for the PP model
(left) and the CS model (right), and for both the ST+PST model (upper panels) and the ST+CST model (lower panels). At each
value of ", there exist 68% and 95% posterior credible intervals for the pressure P ; we connect these intervals to form the shaded
bands. The black dotted and dashed lines respectively indicate the joined 68% and 95% credible interval bands, but for the
conditional and marginal prior distribution, p(P | ",M). The red contours in each panel indicate the 68% and 95% highest-
density posterior credible regions of central energy density and central pressure. Constraints on the EOS for densities higher
than these contours are only determined by our choice of parameterization and are not directly informed by the mass-radius
likelihood function (and thus in turn, the data). The lower-right inset panels illustrate the evolution of the Kullback-Leibler (KL)
divergence with respect to the energy density, showing that most posterior information is gained for densities below 1015 g/cm3,
not coincidentally the highest possible central density reached in PSR J0030+0451. Note that due to finite sampling noise the
precise features of the evolution of the KL-divergence might be disputed, but the global trend of the curve is una↵ected.
In Figure 3 we show the nuisance-marginalized likeli-
hood function of the mass and radius of PSR J0030+0451.
We also show how the analysis of the dense matter in
this source modifies our population-level prior, when
transformed to mass-radius space (an alternative rep-
resentation of the posterior information on the EOS).
Consider the hypothetical future analysis of some other
observed NS, S, which shares an EOS—from core to
crust—with PSR J0030+0451, and whose central den-
sity "c is drawn from the same population-level density
p("c | EOS) as that of PSR J0030+0451.9 The joint prior
for analysis of S is then based on the PSR J0030+0451
posterior (see the caption for details). The figure clearly
illustrates that after learning about the EOS from
PSR J0030+0451, the prior distribution of mass and ra-
9 Note that this a Bayesian hierarchical model, where the shared
EOS parameters appear in the likelihood function but also e↵ec-
tively appear as hyperparameters of the central density prior dis-
tribution.
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Figure 3. The 68% and 95% highest-density credibl regions of the PSR J0030+0451 likelihood function (normalised by a flat
joint density) are bound d by the blue contou s: the ST+PST model is featured in the upper panels, and the ST+CST model is
featured in the lower panels. The black contours are identical to those shown in Figure 1, being associated with a population-level
prior transformed to mass-radius space; here we show how this prior is updated as a result of our analysis of PSR J0030+0451.
To provide context, we r considering the implications for a hypothetical future analysis of data from a di↵erent pulsar S
(i.e., not PSR J0030+0451). We assume that the EOS of all matter (core to crust) is shared between S and PSR J0030+0451;
s a joint prior for th EOS of matter in S, we t us invoke the joint posterior distribution of EOS parameters conditional on
NICER observations of PSR J0030+0451. We assume the central density of S is drawn from the same population-level density
p("c | EOS) as PSR J0030+0451. We then ransform the joint prior of the EOS parameters and central density of S to the joint
space of the mass and radius of S; we render the two-dimensional regions enclosing 68% and 95% of the updated prior mass in
green. We note at the updated prior distributions are still mostly dominated by the prior for PSR J0300+0451, with slightly
more support for higher radii in the ST+CST model.
dius of S remains dominat d y the original prior infor-
mation invoked for analysis of PSR J0030+0451. Note
that considering the ST+CST model for PSR J0030+0451
shifts the prior mass-radius sequences towards slightly
higher radii.
The posterior distributions on the speed of sound for
the CS model (not shown in this Letter) are similar to
the distributions shown in figure 8 of Greif et al. (2019),
again showi g no evidence of the speed of sound reaching
the asymptotic limit (cs/c)
2 = 1/3 within the range of
energy densities relevant for NSs.
To quantify the information gain (in bits) of the pos-
terior over the prior, we compute for each model the
Kullback-Leibler (KL) divergence, an asymmetric mea-
sure of how di↵erent one probability distribution is from
Figure 68: Posterior distributions for the equation of state (left) and the mass-radius relation (right) for the piecewise polytropic parametrization.
The dark/light green bands show the 68% and 95% posterior credible intervals, while the black dotted and dashed lines respectively indicate the
joined 68% and 95% prior credible intervals. The red contours in the left panel denote the corresponding credible regions of central energy density
and central pressure, while the blue contours in the right panel show the likelihood functions of the PSR J0030+0451 measurement. ST+PST refers
to the employed hot region model. Figure taken from Ref. [388].
in particular the functional-RG results at supranuclear densities, extracted directly from the quark-gluon dynamics
described by QCD. The second approach was applied, e.g., in Refs. [380, 381, 383, 386]. In these works, two
different parametrizations were developed. The first is a piecewise polytropic form, which parametrizes the pressure
as a function of baryon density n in the form P ∼ nΓ [380, 387], where Γ is a free parameter that controls the stiffness
of the EOS in a given density regime. The second parametrization is based on the speed of sound cs [381, 383].
In the left panel of Figure 67 we show the EOS uncertainty bands using these two high-density parametrizations
based on chiral EFT results of Refs. [122, 380] up to around saturation density. The key external constraints that
determine the uncertainty bands at higher density are the mass M = 1.97M of the most massive neutron star measured
to date [389] and causality considerations [380, 383]. Generally, the uncertainty bands are determined by both the low-
density results that act as an anchor point as well as the constraints from causality and neutron star observations. We
note that the results correspond to the EOS constraints of neutron-star matter. Details on how the finite proton fraction
was determined and incorporated in the calculations can be found in Refs. [380]. In neutron stars, matter consists
of nuclei embedded in a sea of electrons at low densities in the outer crust, while the nuclei become increasingly
neutron-rich structures in the inner crust [384, 385]. The transition to homogeneous neutron-rich matter happens
around half nuclear saturation density [380]. In the right panel of Figure 67 the results for the pressure in this density
region are shown. Clearly, for the employed low-resolution interactions the inclusion of 3N interactions is crucial for
a continuous transition between these two states of matter.
Recent breakthroughs like the first detection of the gravitational wave signal of the binary neutron star merger
GW170817 [314, 390] as well as ongoing missions aiming at first direct neutron star radius measurements using x-ray
timing [391–393] are expected to significantly enhance our theoretical understanding of neutron-rich matter under
extreme conditions. Combining information from these ongoing efforts with existing observational data like precise
mass measurements of avy neutron stars low to systematically tighten the EOS uncertainty bands, like those
shown in the left panel of Figure 68. Very recently, the mass and radius of the mill econ pulsar PSR J0030+0451
have been inferred via pulse-profile modelli g of X-ray data obta ned by NASA’s NICER missi n [394]. In Ref. [388]
the implicati ns of this first me surem nt on the EOS cons raints were inves igated using Bayesi n analysis (see
also Ref. [395]). Figure 68 shows the posterior probability distributions for the pressure and the mass-radius relation
obtained from a combination of constraints from chiral EFT interactions at lower densities and information from the
new NICER observations. The posterior distributions show that not much information is gained over the prior from
these first measurements. In particular, from the distributions shown in the left panel of Figure 68 we observe that
the changes from the prior to the posterior are not very significant at nuclear densiti s, so that from this analysis it is
not possible to draw robust conclusions about further constraints on dense matter and interactions within chiral EFT.
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Observations of alternative pulsars, like PSR J0437−4715, which has a tight mass constraint derived via radio-timing,
promise to provide tighter constraints on the EOS of dense matter in the near future.
The most promising approach for deriving stringent constraints on the EOS at supranuclear densities consists in
combining all available observational constraints from neutron star mass observations, gravitational wave detections
and electromagnetic signals. The upper panel of Figure 69 shows the neutron star mass-radius uncertainty bands after
incorporating the recent detection of the heaviest know neutron star with mass M = 2.14M [396] (left), the updated
posterior distributions after incoporating the constraints from the GW170817 signal (center) and finally the posterior
after inclusion of the NICER signals (right) [397]. The results show that most information is gained from including the
2.14M pulsar. The binary merger GW170817 favours softer EOS than the prior, but the measured radius from PSR
J0030+0451 favors stiffer EOS, resulting in a final posterior distribution very similar to the prior (see Ref. [397] for
details). The lower panel of Figure 69 shows the radius posterior distributions of a 1.4M neutron star after including
constraints from GW170817 and from the constraint that the estimated total mass Mtotal to be less than the threshold
mass for prompt collapse Mthresh (see Ref. [398] for details). The shown results in particular highlight the importance
of the value for the critical upper density up to which the microscopic calculations based on NN and 3N interactions
are being trusted, i.e. nsat (blue) versus 2nsat (orange) (see also discussion in Sect. 6.2).
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Figure 69: Upper panel: Mass-radius posterior distributions conditional the PP model (compare Figure 68) and given: (i) the 2.14 M pulsar alone
(left panel); (ii) inclusion of the GW170817 measurements (middle panel); and (iii) inclusion of the mass and radius of PSR J0030+0451 inferred
by the NICER data of Ref. [394] (right panel). The panels show how the posterior distributions update the prior distributions. The contours indicate
the 68% and 95% credible intervals as in Figure 68. Figure taken from Ref. [397]. Lower panel: Posterior distributions for the radius of a 1.4M
neutron star based on microscopic calculations (left) and after incorporating information from gravitational-wave analyses and from constraints on
the total mass being smaller than the threshold mass Mthresh for a prompt collapse after merging (see Ref. [398] for details). The blue bands show
the results based on microscopic calculation up to nuclear saturation density, while for the the orange bands the calculations are extended to twice
nuclear saturation density. Figure taken from [398].
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6. Summary and outlook
In this work we discussed in detail fundamental techniques for representing and calculating 3N interactions for
ab initio studies of nuclei and matter and reviewed a selection of recent calculations. The presented results clearly
demonstrate the importance of contributions from 3N interactions for nuclear observables and illustrate the capabilities
of state-of-the-art many-body frameworks. In this last section we will make an attempt to summarize the current status
of ab initio nuclear structure theory and draw some general conclusions based on the discussed results. Finally, we
discuss some open questions and give an overview of current and future directions.
6.1. Present status and achievements
Most calculations and results discussed in this work have been made possible thanks to major advances in two
fundamental areas of ab initio nuclear structure theory:
• First, the scope of ab initio many-body frameworks with respect to the particle number has significantly in-
creased thanks to the development of novel many-body expansions with a mild polynomial scaling behavior.
In addition, several existing methods have been generalized to open-shell nuclei and are being continuously
extended such that additional observables can be studied. Presently, the scope of many-body methods formu-
lated in a harmonic oscillator basis representation (see Section 1) are limited to the regime A . 100 due to the
achievable basis sizes for representing 3N interactions.
• Second, in recent years a significant number of novel NN and 3N interactions have been developed, derived
within different regularization schemes, using new advanced fitting strategies for the low-energy couplings, as
well as in chiral EFT formulations with and without explicit inclusion of ∆ degrees of freedom. Most of these
interactions are made available at different orders of the chiral expansion and at different cutoff scales. This
allows to perform order-by-order calculations, which can then be used to estimate theoretical chiral EFT un-
certainties. This situation is very different from the time about 15 years ago, when only very few interactions
were available for one specific regularization scheme and at one particular chiral order and cutoff scale. Fur-
thermore, the methods discussed in this work allow to compute matrix elements of 3N interactions at higher
orders in the chiral expansion and for sufficiently large basis sizes, such that the structure of few-body systems,
medium-mass nuclei and matter as well as few-body reactions can be studied based on the same NN and 3N
interactions.
The main general lessons learned from ab initio studies in recent years can be summarized as follows:
• Overall, a remarkable agreement is found between results based on different many-body frameworks for a
given low-resolution nuclear interaction (see Figure 3), which implies that the many-body uncertainties of
these calculations are small. Whenever results based on such interactions show a significant discrepancy to
experiment, under consideration of the theoretical uncertainties, they can be mainly attributed to deficiencies of
the employed nuclear interactions and operators.
• Specific observables can be reproduced remarkably well by particular interactions over a significant range of the
nuclear landscape up to 100Sn (see right panel of Figure 17 and left panel of Figure 53). However, since these
results are based on interactions at a specific order of the chiral expansion, it is not possible to assign systematic
chiral EFT uncertainty estimates. Furthermore, a deeper understanding why specific interactions perform well
for some observables, but relatively poorly for others, is still lacking. However, for all these discussions the
inherent theoretical uncertainties due to truncations in the chiral EFT expansion of the nuclear forces need to
be taken into account.
• It is challenging to derive nuclear interactions capable of simultaneously predicting different observables of
nuclei from the light sector to the medium-mass regime consistent with experiment. Agreement can be achieved
when information of heavier nuclei is included in the fit of the interaction. However, in these cases, the accurate
reproduction of the nucleon-nucleon phase shifts at higher energies has to be sacrificed, at least at N2LO (see,
e.g., Figure 17).
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4proximation. The sensitivity of our results to the chiral
cuto↵s (⇤  = 450, 500, 550 MeV) is shown as the gray
band for values of cD and cE that reproduce the triton
half-life. The quenching factor depends on the nucleus,
with q2 ⇡ 0.84  0.92 due to 2BCs for the studied nuclei.
We recall that q2 ⇡ 0.88   0.92, extracted from exper-
iments on 90Zr [18–20], are within our error band. We
also computed the low-lying strengths for    decay, and
found that only 70% - 80% of the total strength S± is
exhausted below 10 MeV of excitation energy.
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FIG. 3. (Color online) The quenching factor q2 for 14C (black
line), 22O (red dashed line), and 24O (blue dashed-dotted line)
for di↵erent cD values. The calculations used NN and 3NF
with consistent 2BCs. The gray area marks the region of cD
that yields the triton half life and shows the cuto↵ depen-
dence. The dotted lines show the NO1B result.
Let us finally turn to the    decay of 14C. The long
half life of this decay, about 5700 a, is used in carbon
dating of organic material. This half life is anomalously
long in the sense that it exceeds the half lives of neighbor-
ing   unstable nuclei by many orders of magnitude. Re-
cently, several studies attributed the long half life of 14C
to 3NFs [28–30], while the experiment points to a compli-
cated strength function [55]. What do 2BCs contribute
to this picture? To address this question, we compute
the matrix element hEA1 i ⌘ h14N|EA1 |14Ci that governs
the    decay of 14C to the ground state of 14N, with cD
and cE from the triton life time. Figure 4 shows the var-
ious contributions to the matrix element. In agreement
with Maris et al. [28] and Holt et al. [30], 3NFs reduce
the matrix element significantly in size, and our result
is similar in magnitude as reported by Maris et al. [28].
However, 2BCs counter this reduction to some extent,
with the NO1B approximation and the LO approxima-
tion both giving significant contributions. Our results
for hEA1 i from 2BCs and 3NFs are between 5⇥ 10 3 and
2⇥10 2. This is more than an order of magnitude larger
than the empirical value hEA1 iemp ⇡ 6 ⇥ 10 4 extracted
from the 5700 a half life of 14C.
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FIG. 4. (Color online) The squared transition matrix element
for    decay of 14C from increasingly sophisticated calcula-
tions (from left to right). NN, 1BC: NN interactions and
one-body currents (1BC) only. NN + 3NF, 1BC: addition of
3NF. NN + 3NF, 1BC + 2BCNO1B: addition of 2BC in the
NO1B approximation. NN + 3NF, 1BC + 2BCLO: addition
of leading-order 2BC.
We also find that the matrix element hEA1 i depends
on the energy of the first excited 1+ state in 14N. For
the three di↵erent cuto↵s ⇤  = 450, 500, 550 MeV this
excited 1+ state is at 5.69, 4.41, 3.35 MeV, respectively
(compared to 3.95 MeV from experiment). As the value
of hEA1 i decreases strongly with decreasing excitation en-
ergy, a correct description of this state is important for
the half-life in 14C.
Summary. – We studied    decays of 14C, and 22,24O.
Due to 2BCs we found a quenching factor q2 ⇡ 0.84 0.92
from the di↵erence in total   decay strengths S    S+
when compared to the Ikeda sum rule value 3(N   Z).
To carry out this study, we optimized interactions from
 EFT at NNLO to scattering observables for chiral cut-
o↵s ⇤  = 450, 500, 550 MeV. We developed a novel
coupled-cluster technique for the computation of spec-
tra in the daughter nuclei and made several predictions
and spin assignments in the exotic neutron-rich isotopes
of fluorine. We find that 3NFs increase the level density
in the daughter nuclei and thereby improve the compar-
ison to data. The anomalously long half life for the   
decay of 14C depends in a complicated way on 3NFs and
2BCs. While the former increase the theoretical half life,
the latter somewhat counter this e↵ect. Taken together,
the inclusion of 3NFs and 2BCs yield an increase in the
computed half life.
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LETTERSNATURE PHYSICS
approximates both 100Sn and its 100In daughter as a single shell-
model configuration, reveals the influence of correlations among the 
nucleons. The full symbols include 2BCs, using consistent couplings 
as in the employed EFT interactions. Finally, the partially filled 
symbols in Fig. 1 represent results from other models from ref. 20, 
where the standard Gamow–Teller operator has been multiplied by 
a quenching factor of q ≈ 0.75.
Based on the results shown in Fig. 1, we predict the range 
. ≲ ∣ ∣ ≲ .M5 2(5) 7 0(7)GT 2  for the Gamow–Teller strength. This range 
overlaps with the evaluation in ref. 25, based on systematic experi-
mental trends in tin isotopes, and the lower end of the measurement 
in ref. 20. The quenching factor we obtain from 2BCs depends some-
what on the employed Hamiltonian and is in the range q2BC = 0.73–
0.85. This range is consistent with the value q = 0.75(2) from ref. 25. 
In the present work we used the spread of results obtained with 
the selected set of EFT interactions and 2BCs as an estimate of 
the systematic uncertainty. A more thorough quantification of the 
uncertainties associated with the many-body methods and EFT 
truncations is beyond the scope of this work, and will be addressed 
in future studies. We note that neglected higher-order correlations 
in our coupled-cluster approach will further reduce the Gamow–
Teller strength (see Supplementary Information for details).
Moreover, we observe that the spread for the 100Sn Gamow–Teller 
strength obtained for the family of EFT interactions used here is sig-
nificantly reduced (by a factor two) when 2BCs are included. This 
is consistent with ideas from EFT that the residual cutoff depen-
dence is due to neglected higher-order terms in the Hamiltonian 
and 2BCs. In addition, we find that the relative contributions to the 
quenching of the Gamow–Teller strength coming from correlations 
and 2BCs vary as a function of the resolution scale of the underlying 
EFT interactions.
Starting from the extreme single-particle model, and adding first 
correlations and then the effects of 2BC, we find that the quench-
ing from correlations typically increases with increasing resolution 
scale of the interaction, and that most of the quenching stems from 
correlations. However, adding first the effects of the 2BCs and then 
the correlations shows that the quenching from 2BCs increases with 
decreasing resolution scale and that most of the quenching stems 
from 2BCs for all but the ‘hardest’ potentials considered in this work 
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For a comprehensive study, we now turn to β-decays of light- and 
medium-mass nuclei. Using a selection of the EFT interactions and 
2BCs adopted for 100Sn, we achieved an overall good description of 
β-decays in light nuclei. Figure 2 shows theory-to-experiment ratios 
for large Gamow–Teller transitions in light nuclei. Here, we high-
light the results obtained for the high-precision NN-N4LO + 3Nlnl 
interaction and corresponding 2BCs developed in this work. As 
detailed in the Methods, the 2BCs and three-nucleon forces 3Nlnl 
are parametrized consistently and are constrained to reproduce the 
empirical value of the triton β-decay half-life. Our calculations were 
carried out with the no-core shell model (NCSM)6, a virtually exact 
treatment of correlations in the nuclear wavefunctions (see Methods 
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mass numbers A ≤  7. Full nuclear wavefunctions already provide a 
rather satisfactory description of the transitions with the standard 
Gamow–Teller operator. Furthermore, the inclusion of 2BCs may 
enhance (for example, 8He → 8Li), quench (for example, →Be Li7 3
2
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2
), 
or have virtually no impact on the computed transition (for exam-
ple, →Be Li7 3
2
7 3
2
; see also Supplementary Fig. 13). The small role 
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Fig. 1 | Gamow–Teller strength in 100Sn. Comparison of the Gamow–Teller 
strength |MGT|2 for the β-decay of 100Sn calculated in this work compared 
to data20, systematics25 and other models (extreme single-particle model 
(ESPM), shell-model Monte-Carlo (SMMC), large-space shell-model 
(LSSM), quasiparticle random-phase approximation (QRPA) and finite 
Fermi systems (FFS)) from ref.!20. Open symbols represent results obtained 
with the standard Gamow–Teller operator (στ), filled symbols also include 
two-body currents (2BCs) and partially filled symbols show values 
following from the multiplication of the computed Gamow–Teller strength 
by the square of a phenomenological quenching factor. Each of our 100Sn 
calculations carries a conservatively estimated uncertainty of about 10% 
(not shown to avoid overcrowding the figure).
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Fig. 2 | Gamow–Teller strengths in light nuclei. Theory-to-experiment 
ratio for the Gamow–Teller matrix elements of six strong transitions in 
light nuclei for the NN-N4LO!+!3Nlnl interaction developed in this work. 
The subscripts in the legend denote the total angular momenta of the 
parent and daughter states. All initial states are ground states. In the case 
of 3H!→!3He, 6He!→!6Li and →Be Li7 7 3
2
, the daughter nucleus is in its ground 
state, while the →Be Li7 7 1
2
, 8He!→!8Li1 and 10C!→!10B1 are decays to the first 
excited state of the daughter nucleus, and the 14O!→!14N1 is a decay to the 
second excited state of 14N. Open symbols correspond to results obtained 
with the standard Gamow–Teller στ operator, and full symbols include 
2BCs. The results are converged to within 3% with respect to the model-
space size. This uncertainty is slightly larger than the marker size and is not 
shown for transparency.
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Figure 70: Left: Squared β-decay matrix element of 14C obtained from increasingly sophisticated calculations, ranging from NN-only calculations
includi g only one-body current contributions (“1BC”, left), to NN+3N interactions including one- and leading-order two-body contributions
(“2BC”, right). Here “2BCNO1B” refers to the normal ordering approximation of the 2BC contributions. Figure taken from Ref. [351], see
this reference for details. Right: Gamow-Teller β- ecay matrix elements of 100Sn calculated within coupled cluster. Unfilled symbols show results
obtained with the stand rd e-body Gamow-Teller operator, while filled symbols correspond to results including two-body currents. Partially filled
symbols show the results obtained by multiplying the computed Gamow-Teller strength i the given works (see R f. [352]) by a ph nome ological
quenching factor (see discussion in Section 5.7). Figure taken from Ref. [352].
• Order-by-order calculations based on specific sets of interactions are able to reproduce simultaneously ground-
state energies and charge radii of lighter nuclei (see right panel f Figures 56 and Figures 58 and 59). It wi l be
interesting to further explore such interactions, study additional observables of nuclei and matter and investigate
in greater detail the role of regularization schemes and scales for nuclear interactions.
• While theoretical predictions for systems with a significant proton fraction, such as atomic nuclei and isospin-
symmetric matter, generally depend more sensitively on properties f t mployed i teractions, the results for
pure neutron systems or very neutron-rich systems exhibit a remarkable insensitivity to such details and are in
good agreement with present experimental constraints [399–401]. These findings suggest that, e.g., predictions
for the EOS of neutron-rich matter up to about nuclear saturation density are robust and rather well constrained.
6.2. Open questions and future directions
Despite all the achievements discussed in the previ us section there are still fundamental open questions and
challeng s. Here we discuss some of the , without any claim to completeness:
• So far, almost all calculations based on chiral EFT interactions hav been based o Weinberg’s power counting
scheme (se Section 2). There ar currently fforts to explore alternative power counting formulations with an
improved RG invari ce, which allow to vary the cutoff scales over a much wider range [17]. Th development
of these interactions inv lve the promotion of counter terms in Weinberg’s scheme to lower orders in the expan-
sion. Furth rmore, many-body frame orks based on such interactio s need to be modifi d since contributions
beyond l ading ord r have to be treat d perturb tively. The availability of such Hamiltonians could be key for
gaining a deeper understanding of the deficiencies of presently used interactions.
• In most many-body calculations the contributions to nuclear interactions and currents in the chiral expansion
are not treated on equal footing. While there hav been recent efforts to include systematically higher-order
cont ibutions to operators like the Gamow-Teller operator (see also Section 5.7), these calculations are still at
the r infancy. In addit , higher-order long-range corrections to axial-vector currents have been studied in
Refs. [402, 403] in the context of WIMP-nucleus scattering as part of dark matter searches [404]. Figure 70 il-
lustrates that contributions from higher-order two-body currents (2BC) can have significant effects on transition
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FIG. 8. Ground-state energies (top) and charge radii (bottom
panel) for 16O and 40Ca as a function of cD (with corresponding cE
value from the triton binding energy, see Table I). Results are shown
for unevolved and SRG-evolved potentials with λ = 1.8 fm−1. The
experimental values from Refs. [32,33] are given by the dashed lines.
radii, but the N2LO uncertainty band encloses the exper-
imental values, while the "-full interaction again exhibits
better agreement with experiment. The correlation with the
empirical saturation region needs further studies in this case,
as one would have expected smaller radii based on nuclear
matter saturation for the N3LO EMN 450 MeV interaction
(see again Fig. 4 in Ref. [6]).
Our results for the ground-state energies and charge radii
indicate that a realistic description of only the saturation
point of nuclear matter may not be sufficient for a realistic
description of medium-mass nuclei. To shed more light on
this, we study the sensitivity of our results on variations of the
3N couplings cD and cE , constrained only by fits to the triton
binding energy (see Table I), without the constraint to the
empirical saturation region. The results for the ground-state
energies and charge radii of 16O and 40Ca as a function of cD
are shown in Fig. 8. Although the saturation point of nuclear
matter is very sensitive to the values of cD, as shown by the
large variation in Fig. 9, the variation of the ground-state
energy of 16O and 40Ca over the range of cD = −5 . . . 5 is
much smaller, which points to lower nuclear matter densities
being more relevant, and the variation of the charge radii is
FIG. 9. Same as Fig. 1 but for the N3LO EMN 450 MeV in-
teraction. Note the increased range in density and in cD couplings
(annotated). We also show the energy per particle for three interac-
tions with cD = −5, 0.25, and 5 at third and fourth order in MBPT.
For cD = 5, the saturation point is more exploratory, as this is not
as constrained in density from our calculations up to densities of
0.25 fm−3.
very small. We have checked that the weaker impact of cD also
persists for the other studied cutoffs at N3LO. For illustration,
Fig. 9 also shows the nuclear matter energy per particle at third
and fourth order in MBPT for three cD values (−5, 0.25, 5).1
Tracing these to lower densities around 0.1 fm−3 or below
gives an energy range for the cD variation, which is much
smaller than at saturation density. Even though the change
in energy is still larger than for finite nuclei, the lower den-
sities resemble more closely the results for 16O and 40Ca.
The sensitivity of the ground-state energies in Fig. 8 to cD
increases for the SRG-evolved interactions, but is still much
smaller than for nuclear matter at saturation density. More
work is thus needed to establish in which way nuclear matter
properties are most constraining for the development of novel
nuclear forces that lead to accurate results for medium-mass
and heavy nuclei.
To explore more comprehensively how sensitive our re-
sults are to the 3N couplings, we vary their values indepen-
dently, starting from the N3LO EMN 450 MeV interaction. In
Fig. 10, we present the ground-state energies and charge radii
of the calcium isotopes 40Ca and 52Ca for variations of the
long-range 3N couplings c3, c4 by ±1 GeV−1 and the shorter-
range 3N couplings cD, cE by ±1. Varying c1 by ±1 GeV−1
leads to similar results as for c3. This exploratory study thus
ignores correlations among these low-energy couplings (see,
e.g., Ref. [36]). All of our variations have a relatively small
impact on energies and radii, apart from variations in cE ,
which lead to significant changes of "E ≈ 260 MeV and
1Note that the minima of the nuclear matter energy curves can be
slightly different from the approximate cD fitting procedure, such that
the saturation points may not be exactly the same for the curves and
circles in Fig. 9.
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FIG. 8. Ground-state energies (top) and charg radii (bot om
panel) for 16O and 40Ca as a function of cD (with corresponding cE
value from the triton binding energy, see Table I). Results are shown
for unevolved and SRG-evolved potentials with λ = 1.8 fm−1. The
experimental values from Refs. [32,33] are given by the dashed lines.
radii, but the N2LO uncertainty band encloses the exper-
imental values, while the "-full interaction again exhibits
better agreement with experiment. Th corr lation with the
empirical saturation region needs further studies in this case,
as one would have expected smaller radii based on nuclear
matter saturation for the N3LO EMN 450 MeV interaction
(see again Fig. 4 in Ref. [6]).
Our results for the ground-state energies and charge radii
indicate that a realistic description of only the saturation
point of nuclear matter may not be sufficient for a realistic
description of medium-mass nuclei. To shed more light on
this, we study the sensitivity of our results on variations of the
3N couplings cD and cE , constrained only by fits to the triton
binding energy (see Table I), without the constraint to the
empirical saturation region. The results for the ground-state
energies and charge radii of 16O and 40Ca as a function of cD
are shown in Fig. 8. Although the saturation point of nuclear
matter is very sensitive to the values of cD, as shown by the
large variation in Fig. 9, the variation of the ground-state
energy of 16O and 40Ca over the range of cD = −5 . . . 5 is
much smaller, which points to lower nuclear matter densities
being more relevant, and the variation of the charge radii is
FIG. 9. Same as Fig. 1 but for the N3LO EMN 450 MeV in-
teraction. Note the increased ra g in density and in cD couplings
(annotated). We also show the energy per particle for three interac-
tions with cD = −5, 0.25, and 5 at third and fourth order in MBPT.
For cD = 5, the saturation point is more exploratory, as this is not
as constrained in density from our calculations up to densities of
0.25 fm−3.
very small. We have checked that the weaker impact of cD also
persists for the other studied cutoffs at N3LO. For illustration,
Fig. 9 also shows the nuclear matter energy per particle at third
and fourth order in MBPT for three cD values (−5, 0.25, 5).1
Tracing these to lower de sities around 0.1 fm−3 or below
gives an energy range for the cD variation, which is much
smaller than at saturation density. Even though the change
in energy is still larger than for finite nuclei, the lower den-
sities resemble more closely the results for 16O and 40Ca.
The se sitivity of the ground-state energ es in Fig. 8 to cD
increases f r the SRG-evolved interactions, but is still much
smaller than for nuclear matter at saturation density. More
work is thus needed to establish in which way nuclear matter
properties are most constraining for the development of novel
nuclear forces that lead to accurate results for medium-mass
and heavy nuclei.
To explore more comprehensively how sensitive our re-
sults are to the 3N couplings, we vary their values indepen-
dently, starting from the N3LO EMN 450 MeV interaction. In
Fig. 10, we present the ground-state energies and charge radii
of the calcium isotopes 40Ca and 52Ca for variations of the
long-range 3N couplings c3, c4 by ±1 GeV−1 and the shorter-
range 3N couplings cD, cE by ±1. Varying c1 by ±1 GeV−1
leads to similar results as for c3. This exploratory study thus
ignores correlations among these low-energy couplings (see,
e.g., Ref. [36]). All of our variations have a relatively small
impact on energies and radii, apart from variations in cE ,
which lead to significant changes of "E ≈ 260 MeV and
1Note that the minima of the nuclear matter energy curves can be
slightly different from the approximate cD fitting procedure, such that
the saturation points may not be exactly the same for the curves and
circles in Fig. 9.
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Figure 71: Left: Ground-state energi s (top p nel) and charge radii (bottom panel) for 16O and 40Ca as a function of cD (with corresponding cE
value from the 3H binding energy, see Figure 8). Results are shown for unevolved and SRG-evolved potentials with λSRG = 1.8fm−1 in comparison
with experimental values. Right: Theoretical saturation points of symmetric nuclear matter as a function of the coupling cD. Also shown is the
energy per particle for the three representative values, cD = −5, 0.25, and 5, at third and fo rth order in MBPT. F gures taken fr m Ref. [241].
strengths in nuclei. In the left panel the effects of two-body currents on the Gamow-Teller matrix element in 14C
are illustrated, while the right panel shows the ffect of 2BC n the Ga ow-Teller strength in 100Sn. The figures
show that higher-order contributions can have a significant impact on the results. While for anomalously small
matrix elements like for 14C these contributions can enhance the esults by a sizable factor (see also left panel
of Figure 63 and related discussi n), for 100Sn they lead to an effective suppr sion factor, which is in good
agreement with phenomenological quenching factors previously introduced in order to improve the agreement
wi experiment (see discussion in Secti 5.7). Finally, in Ref. [405] the effects of two-bo contributions to
the charge density operator have been inv stigated for the deuteron using a family of state-of-the-art NN inter-
actions at different orders in the chiral expansion and allowed a very accurate extraction of the charge radius of
the eutro . It will be crucial to extend such calculations in a syst matic way including estimate of theoretical
uncertainties to a larger number of nuclei and observables in the near future.
• Th connectio between properties of atomic nuclei an nuclear m tter b sed o a given set of interactions
is still not well understood on a quantitative level. On a qualitative level, however, some systematic trends
between observables of both systems can be found (compare, e.g., right panel of Figure 12 and Figure 13 and
related discussion in Section 2.3.1). Since nuclear forces should ideally provide a comprehensive description of
nuclei as well as nuclear matter, it will be key to obtai a better understanding of this link. Th s is of particular
relevance when nuclear matter is being us d as an anchor point for fits of future nuclear forces. In Ref. [241]
properties of medium-mass nuclei were studied based on 3N interactions fitted to the binding energy of 3H and
the saturation region of nuclear matter (see Figures 8, 14 and 55). Figure 71 shows results for medium-mass
nuclei and the saturation points of symmetric nuclear matter based on the same NN and 3N interactions as
a function of the 3N coupli g cD. While the ground-state energies of 16O and 40Ca change by < 1 MeV for
SRG-unevolved interactions, the change in saturation energy is 15 MeV over the studied cD range [241]. In
addition, for cD values that lead to a good reproduction of the empirical saturation region, the ground-state
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FIG. 1. (Color online) Diagrammatic representation of the THC decomposition of a mode-4 tensor.
first and second pair of indices k = (i1, i2) and l = (i3, i4)
are reshaped to obtain a matrix Tkl of size K ◊ L =
I1I2◊ I3I4. Subsequently, a singular value decomposition
(SVD) is performed
Tkl =
ÿ
p
UkpSpV
T
pl , (7)
where the (ordered) set of singular values is truncated,
thus introducing the SVD rank rSVD. Next the diagonal
matrix of singular values S is absorbed into U and V by
rewriting
U˜kp = Ukp

Sp , (8a)
V˜ Tpl =

SpV
T
pl . (8b)
Re-expanding the collective indices yields two mode-3
tensors U˜i1i2q, V˜i3i4q of size4 I1◊ I2◊ rSVD and I3◊ I4◊
rSVD, respectively. The (rescaled) left and right factors
are then used as input for a mode-3 CPD decomposition,
U˜i1i2p =
ÿ
–
X1i1–X
2
i2–Z
1
p– , (9a)
V˜i3i4p =
ÿ
—
X3i3—X
4
i4—Z
2
p— . (9b)
In the last step, computing the core tensor through
W–— ©
ÿ
p
Z1–pZ
2
p— (10)
finalizes the individual operations of the THC decompo-
sition in (6). For a graphical representation of the THC
process, see Fig. I. It is clear from Eq. (10) that the THC
ranks rTHC must not scale worse than ≥ N2. Otherwise,
the memory required to store the core tensor exceeds
the memory required for the initial tensor and the THC
decomposition becomes superfluous.
III. NUCLEAR HAMILTONIAN
The present section provides systematic decompositions
of the nuclear Hamiltonian. While the THC was imple-
mented in an in-house code suite, use was made of the
4 This is the one case in our present study where all the indices of
a given tensor do not have the same range.
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FIG. 2. (Color online) Histogram of the percentage of non-
zero entries of the two-body nuclear interaction tensor for
di erent (J, T ) channels in a emax = 4-truncated model space
corresponding to a one-body index size N = 15. The sparsity
for di erent values of MT in the T = 1 channel is the same
since only the values of entries of the tensors are a ected but
not their non-zero character.
Tensorlab library [29] and, especially, of their high-level
routines for the calculation of the CPD factors.
As a benchmark, a chiral e ective field theory (‰EFT)
Hamiltonian containing 2N plus 3N interactions is em-
ployed after further softening it via a similarity renor-
malization group (SRG) transformation [30–34]. The
2N interaction is constructed at next-to-next-to-next-
to leading order in Weinberg’s power counting with a
cuto   2N = 500MeV [35] while the 3N force is con-
structed at next-to-next-to leading order with a cuto 
 3N = 400MeV [36, 37]. Such a ‰EFT Hamiltonian
has been routinely used in state-of-the-art many-body
calculations [20, 21, 38–40].
A. JT -coupled matrix elements in the HO basis
The first test is dedicated to matrix elements of the
2N interaction represented in the JT -coupled two-body
basis built from a single-particle basis consisting of eigen-
functions of the three-dimensional spherical harmonic
oscillator (HO) hamiltonian. Therefore, the tensor is
4
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FIG. 1. (Color online) Diagra matic representation of the THC decomposition of a mode-4 tensor.
first and second pair of indices k = (i1, i2) and l = (i3, i4)
are reshaped to obtain a matrix Tkl of size K ◊ L =
I1I2◊ I3I4. Subsequently, a singular value decomposition
(SVD) is performed
Tkl =
ÿ
p
UkpSpV
T
pl , (7)
where the (ordered) set of singular values is truncated,
thus introducing the SVD rank rSVD. Next the diagonal
matrix of singular values S is absorbed into U and V by
rewriting
U˜kp = Ukp

Sp , (8a)
V˜ Tpl =

SpV
T
pl . (8b)
Re-expanding the collective indices yields two mode-3
tensors U˜i1i2q, V˜i3i4q of size4 I1◊ I2◊ rSVD and I3◊ I4◊
rSVD, respectively. The (rescaled) left and right factors
are then used as input for a mode-3 CPD decomposition,
U˜i1i2p =
ÿ
–
X1i1–X
2
i2–Z
1
p– , (9a)
V˜i3i4p =
ÿ
—
X3i3—X
4
i4—Z
2
p— . (9b)
In the last step, computing the core tensor through
W–— ©
ÿ
p
Z1–pZ
2
p— (10)
finalizes the individual operations of the THC decompo-
sition in (6). For a graphical representation of the THC
process, see Fig. I. It is clear fro Eq. (10) that the THC
ranks rTHC must not scale worse than ≥ N2. Otherwise,
the memory required to store the core tensor exceeds
the memory required for the initial tensor and the THC
decomposition becomes superfluous.
III. NUCLEAR HAMILTONIAN
The present section provides systematic decompositions
of the nuclear Hamiltonian. While the THC was imple-
mented in an in-house code u te, use was made of the
4 This is the one case in our present study where all the indices of
a given tensor do not have the same range.
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FIG. 2. (Color online) Histogram of the percentage of non-
zero entries of the two-body nuclear interaction tensor for
di ere t (J, T ) channels in a emax = 4-truncated model space
corresponding to a one-body index size N = 15. The sparsity
for di erent values of MT in the T = 1 channel is the same
since o ly the values of entries of the tensors are a ected but
not their non-zero charact r.
Tensorlab library [29] and, especially, of their high-level
routines for the calculation of the CPD factors.
As a benchmark, a ch ral e  tive field theory (‰EFT)
Hamiltonian c ntai ing 2N plus 3N interacti ns is em-
ployed after fu ther softening it via a similari y renor-
malizati n gro p (SRG) transforma i n [30–34]. The
2N interaction is constructed at next-to-next-to-next-
to leading order in Weinberg’s power counting with a
cuto   2N = 500MeV 35] while the 3N force is con-
structed at next-to-next-to leading order with a cuto 
 3N = 400MeV [36, 37]. Such a ‰EFT Hamiltonian
has been routinely used in state-of-the-art many-body
calculations [20, 21, 38–40].
A. JT -coupled ma rix elements in the HO basis
The first test is dedicated to matr x elements f the
2N interaction represented in the JT -coupled two-body
basis built from a single-particle basis consisting of eigen-
functions of the three-dimensional spherical harmonic
oscillator (HO) hamiltonian. Therefore, the tensor is
SVD
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FIG. 13. (Color online) Relative error  E(2) of the tensor-decomposed second-order ground-state energy correction against
data compression factor RC for 16O and 40Ca. Calculations are performed in a emax = 4 single-particle space with a chiral
Hamiltonian expressed in the HF basis and including the 3N interaction in the NO2B approximation. Full (empty) symbols are
obtained by setting the THC approximation of the Hamiltonia tensor through ‘ (rTHC). The grey area indicates the region of
sub-percent accuracy on the second-order ground-state correlation energy.
tion that a compromise must be made betwe n the needed
accuracy and the data compressio t at can be reached.
Fur her re, the c rrelation does not depend decisively
on the variable used to set the approximation on the
Hamiltonian te sor. Eventually, a sub-percent accuracy
is typically re ched while reducing the input data by ne
order of magnitude. While this number is presently ob-
tained in a small single-particle m del sp ce, w exp ct
the data c m r ssion achieved for a given accuracy on
the observable to increase significantly with emax.
V. DISCUSSION
We conclude with a last set of comments
1. pplicati n pre nted in this work are restricted
to angular- ome tum-coupled matrix elements in
a symmetry-adapted single-particle basis. Recently,
it was shown that the use of a Bogoliubov reference
state breaking U(1) symmetry in Gorkov SCGF [13],
Bogoliubov CC [16] and Bogoliubov MBPT [21, 22]
is highly beneficial to account for static correla-
tio e ects in open-shell superfluid nuclei while still
resorting to single-reference methods. While it is
of strong interest to extend tensor factorizations
to such frameworks it remains yet to be seen how
the Hamiltonian matrix elements expressed in the
symmetry-broken quasi-particle basis authorize e -
cient low-rank decompositions. In particular, while
an e cient THC was presently shown to heavily rely
on a natural grouping of indices, no such natural
grouping exists for matrix elements in the quasi-
particle basis. While the first tests in open-shell
oxygen isotopes do not reveal such issues [49], the
analysis needs to be performed systematically. This
work is under way.
2. Appendix A briefly discusses that the THC decom-
position of the HF matrix elements can be obtained
by either performing the THC decomposition on
the interaction tensor represented in the HF basis
or by convoluting the THC factors of the interac-
tion tensor generated in the HO basis with the HF
expansion coe cients. Of course, the second option
is highly preferable given that it is universal, i.e.,
it relies on a system-independent factorization of
the Hamiltonian that can be performed once for
a chosen emax and from which nucleus-dependent
qu n it es can be obtained via a basis transforma-
tion whenever necessary. However, the two steps of
(i) decomposing the tensor and (ii) basis transforma-
tion are non-commutative in principle given that the
approximation on the Hamiltonian tensor can influ-
ence the results of the HF calculation. Therefore,
it is not guaranteed that the same decomposition
error is achieved in both cases. The comparison of
both approaches needs to be investigated whenever
the factorization of the mode-6 tensor associated to
the 3N interaction becomes possible.
3. Results obtained in this paper reveals higher THC
ranks for the nuclear Hamiltonian tensor than for
the electron repulsion tensor in quantum chemistry.
While not necessarily surprising given the di er-
ent nature of the interactions under consideration,
the di erence regarding the e ciency of the tensor
decomposition is believed to be mainly driven by
the coupling scheme employed. While the electron-
electron repulsion tensor is stored in an ’m-scheme
analogue’, the nuclear interaction is processed in
J-coupled or JT -coupled schemes. This prepro-
cessing of symmetry properties lowers the (relative)
number of non-zero entries in the tensor, which
eventually leaves less redundancies to exploit in the
factorization. Correspondingly, it is of interest to
benchmark the THC decomposition on m-scheme
matrix elements in the near future. This will any-
way be necessary to employ tensor-decomposition
techniques in many-body methods allowing for the
Figure 72: Left: Diagrammatic representation of the tensor hy ercontraction (THC) decomposition of a rank-4 tensor. It involves a singular value
decomposition (SVD), a canon cal polyadic decomposition (CPD) and a final reshaping of the decomposition. Right: Relative energy difference
∆E(2) te sor-decomposed ground-sta e energy correction in second-order many-body perturbation theory as a function of the data compression
factor RC fo 16O and 40Ca. Full (empty) symbols correspond to different THC approximations. The grey region denotes the region of sub-percent
accuracy. Figures taken from Ref. [406], left Figure modified.
energies of nuclei turn out to be significantly underbound (see Figure 55). These findings indicate that nuclear
matter at lower densities might be more relevant for atomic nuclei and that the connection between light nuclei,
medium-mass nuclei and uclear matter is generally quite intricate and requires further investigations.
• For cal ulatio s of dense matter it will be key to investigate more systematically the density limit up to which
chiral EFT inter ctions can pr vide reliable redict ons. Generally, the size of EOS unc rtainties at several
times s turation density, determined based on calculations at low densities and neutron st r pr perties, crucially
d pends on the unc rtainty bands aro nd and slightly above nuclear densities (see Refs. [380, 381]). Conse-
quently, being able to push the density limits to slightly larger densities c significantly improve the predictive
p we of the mic oscopic calculations for the properties of neutron stars (see lower panel of Figure 69). Even
though there are clear indications that the uncertainty bands i creas syste t cally with density (see, e.g., right
an l of Figure 66), these studies so far depend on particular choices for the value of the expansion parameter
Q and the chosen prescription for extracting uncertainty bands. Bayesian frameworks might offer a powerful
tool to address this question ore systematically. Work along thes lines is in progress.
• Gene lly, estima s of theoretical unc rtainties should be assigned to all results of ab initio calculations. Ide-
ally, these uncertainties should have a well-defined statistical interpretation. In recent years Bayesian frame-
works have been developed to estimate EFT truncations errors for two- and three-body calculations (see, e.g.,
Refs. [238, 239]). It will be cru ial to extend these analyses to many-body systems based on NN and 3N in-
teractions formulated in different regularization schemes and for different Bayesian prior choices. Given the
availability of various different NN and 3N interactions, it is of central importance to obtain a deeper under-
standi g of the capabilities and limits of particular teractions regar ing the correct description of different
observables of nuclei. Differences due to possible regulator choices should generally be effects of higher order
in the chiral expansion nd results should eventually becom independent at suffici ntly high orders. Strictly,
this is true as long as all contributions to interactions and currents are properly taken into account up to a given
order. Presently, it has not yet been demonstrated to what extent results based on different interactions are
consistent with each other.
Bayesian frameworks offer a promising tool for analyzing the parameter space of existing interactions or for
constructing improved nucl ar interactions in the future [407]. In Ref. [235] it was demonstrated that such
frameworks can be used to udy the robustn ss f the parameter estimation of given NN interactions and
to isolate issues connect d to redundant nd correlated coupli gs based on phase shift data (see also Sec-
tion 2.3.4). However, the generalization of these studies to many-body systems and to NN plus 3N interactions
for different regularization schemes involves significant computational challenges. Both, parameter fitting and
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obtaining posterior distributions for calculated observables involve sampling a large number of points in a high-
dimensional parameter space, where the required large number of exact calculations would be prohibitively
expensive. Recently, in Ref. [408] it was shown that a new method called eigenvector continuation (EC) can be
used as a fast and accurate emulator, thereby making uncertainty quantification in multi-nucleon systems prac-
tical (see also Refs. [237, 409]). On the basis of calculations for 4He, it was demonstrated that EC is superior
to established methods like Gaussian processes or polynomial interpolation. For nuclear physics, and statistical
analysis of the nuclear many-body problem in particular, the EC method can be the key ingredient that enables
the large-scale Markov-Chain Monte Carlo evaluation of Bayesian posteriors of parameters in effective field
theory models of the nuclear interaction. Applications to this and related studies are already under way.
• Storing and handling three- and higher-body operators represents presently one of the fundamental limitations of
many-body frameworks for medium-mass nuclei. Given the complexity of this problem, there is urgent need to
develop efficient methods that allow to reduce the computational costs of such calculations and allow to push the
scope of these frameworks to larger mass numbers. Inspired by methods used in quantum chemistry and solid-
state physics in Ref. [406], a tensor decomposition technique for ab initio nuclear structure calculations was
presented. The underlying idea of this method is to represent a given tensor approximately in terms of products
of lower-rank tensors. If we consider, e.g., a rank-four tensor (i.e., a two-body interaction), which depends
on four generic single-particle quantum numbers ia, it can be written via a so-called tensor hypercontraction
(THC) [406, 410–412]
Ti1i2i3i4 =
∑
α,β
X1i1αX
2
i2αWαβX
3
i3αX
4
i4α . (212)
In practice, the THC decomposition can be performed via a multistep process, which involves a singular value
decomposition (SVD) and a canonical polyadic decomposition (CPD) (see left panel of Figure 72). For details
we refer the reader to Ref. [406]. In this work it was also demonstrated that a significant reduction in the
required memory space can be achieved while maintaining a remarkable accuracy for energies compared to
the full result for MBPT calculations (see right panel of Figure 72). In Ref. [413] this method was applied to
open-shell systems. In the near future this strategy promises to be a powerful tool that allows to significantly
scale down the computational complexity of state-of-the-art many-body frameworks and might also be a path
towards the inclusion of four- and higher-body interactions in such calculations. Even though four-nucleon (4N)
interactions can in principle be treated by a straightforward extension of the methods presented in Section 3, the
practical implementation of a partial-wave decomposition is extremely challenging and the required basis sizes
for a complete representation are presently beyond the limit of feasibility (see, e.g., Ref. [414]). Even though
first studies suggest that effects from 4N interactions in nuclei and matter are small [263, 414–416], chiral EFT
dictates the inclusion of these interactions at N3LO and beyond (see Section 2). The utilization of a clever tensor
decomposition, possibly in combination with importance truncation methods (see Ref. [413]), might allow to
include contributions from such many-body interactions approximately at a much lower computational cost.
• The field of quantum computing is rapidly evolving these days with more and more powerful devices becoming
available every year. Some inherently hard problems for “classical” computers have been shown to be solvable
on quantum computers very efficiently (see, e.g., Refs. [417, 418] for an overview and Ref. [419] for a very
recent application). In recent years, it has been demonstrated that problems in quantum chemistry and solid
state physics can already be solved via quantum computers [420–423]. The fundamental units of quantum
computers are circuits of entangled qubits. Theoretically, the manipulation of qubits can be represented in
terms of Pauli matrices [418]. Present quantum devices developed by Google, IonQ and IBM are limited
to about 50 to 79 non-error corrected qubits, while full scale many-body problems in nuclear physics would
require at least 100 error-corrected bits [424]. One fundamental challenge for the development of algorithms
for quantum computers lies in the reduction of the required circuit depths and number of entangling operations,
such that all operations can be performed within the device’s decoherence time [425]. In Ref. [424] a first
proof-of-principle quantum computation of the deuteron binding energy via two different quantum devices was
presented. For the calculations a discrete variable representation was employed to match the connectivity of the
available hardware, while the ground-state energy of the system was determined using a variational approach
using 2 or 3 basis states. The corresponding qubit gate structures for these deuteron calculations are shown in
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2% (0.5%) away from the deuteron’s ground-state energy
of −2.22 MeV.
Variational wave function.—In quantum computing, a
popular approach to determine the ground-state energy
of a Hamiltonian is to use UCC ansatz in tandem with the
VQE algorithm [12,15,22]. We adopt this strategy for the
Hamiltonians described by Eqs. (4) and (5). We define
unitary operators entangling two and three orbitals,
UðθÞ≡ eθða†0a1−a†1a0Þ ¼ eiðθ=2ÞðX0Y1−X1Y0Þ; ð7Þ
Uðη; θÞ≡ eηða†0a1−a†1a0Þþ θða†0a2−a†2a0Þ
≈ eiðη=2ÞðX0Y1−X1Y0Þeiðθ=2ÞðX0Z1Y2−X2Z1Y0Þ: ð8Þ
In the second line of Eq. (8) we expressed the exponential
of the sum as the product of exponentials and note that the
discarded higher order commutators act trivially on the
initial product state j↓↑↑i. We seek an implementation of
these unitary operations in a low-depth quantum circuit. We
note thatUðηÞ andUðη; θÞ can be simplified further because
a single-qubit rotation about the Y axis implements the same
rotation as Eq. (7) within the two-dimensional subspace
fj↓↑i; j↑↓ig. Likewise Eq. (8) can be simplified by the
above argument except the first rotation now lies within the
fj↓↑↑i; j↑↓↑ig subspace. The second rotation, acting
within the fj↓↑↑i; j↑↑↓ig subspace, must be implemented
as a Y rotation controlled by the state of qubit 0 in order to
leave the j↑↓↑i component unmodified. The resulting gate
decompositions for the UCC operations are illustrated in
Fig. 1. We used the Rigetti Virtual Machine and confirmed
that the results of the quantum simulator agree with exact
results from a classical computation.
Quantum computation.—We use the VQE [11] quantum-
classical hybrid algorithm to minimize the Hamiltonian
expectation value for our wave function ansatz. In this
approach, the Hamiltonian expectation value is directly
evaluated on a quantum processor with respect to a
variational wave function, i.e., the expectation value of
each Pauli term appearing in the Hamiltonian is measured
on the quantum chip. We recall that quantum-mechanical
measurements are stochastic even for an isolated system,
and that noise enters through undesired couplings with the
environment. To manage noise, we took the maximum of
8192 (10 000) measurements that were allowed in cloud
access for each expectation value on the QX5 (19Q)
quantum device. In contrast, the recent experiment [13]
by the IBM group employed up to 105 measurements and
estimated that 106 would be necessary to reach chemical
accuracy on the six-qubit realization of the BeH2 molecule
involving more than a hundred Pauli terms. Our calcula-
tions fall somewhere between those calculations and the
pioneering computation of the H2 molecule on two qubits
[12]. In addition to statistical errors, we address systematic
measurement errors by shifting and rescaling experimental
expectation values as outlined in the Supplemental Material
of Ref. [13]. The expectation values returned from the
quantum device are then used on a classical computer
to find the optimal rotation angle(s) that minimize the
energy, or the parametric dependence of the energy on the
variational parameters is mapped for the determination of
the minimum [12].
Our results are based on cloud access to the QX5 and the
19Q chips, which consist of 16 and 19 superconducting
qubits, respectively, with a single qubit connected to up to
three neighbors. This layout is well suited for our task,
because the Hamiltonian (5) only requires up to two
connections for each qubit. We collected extensively more
data on the QX5 device than on the 19Q and only ran the
N ¼ 2 problem on the latter.
Results.—Figure 2 shows hH 2i (top panel) and the
expectation values of the four Pauli terms that enter the
Hamiltonian H 2 as a function of the variational parameter θ
for the QX5 (center panel) and the 19Q (bottom panel). We
see that the measurements are close to the exact results,
particularly in the vicinity of the variational minimum of
(a) (b)
FIG. 1. Low-depth circuits that generate unitary rotations in
Eq. (7) (a) and Eq. (8) (b). Also shown are the single-qubit gates
of the Pauli X matrix, the rotation YðθÞ with angle θ around the Y
axis, and the two-qubit CNOT gates.
FIG. 2. Experimentally determined energies for H 2 (top) and
expectation values of the Pauli terms that enter the two-qubit
Hamiltonian H 2 as determined on the QX5 (center) and 19Q
(bottom) chips. Experimental (theoretical) results are denoted by
symbols (lines).
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Figure 73: Quantum circuits for generating unitary rotations for one basis state and the corresponding angle θ (left) and two states characterized by
the angles θ and η (right). X represents a Pauli spin matrix and Y(θ) rotation around the Y axis, see also Ref. [418]. Figure taken from Ref. [424].
the left and right panel of Figure 73, respectively. Results of these calculations were in good agreement with
exact solutions. However, it was also demonstrated that noise effects connected to measurement errors increase
significantly with circuit depth. This highlights the necessity for improved error correction mechanisms for
applications of quantum computers to full-scale problems in ab initio nuclear physics [426, 427].
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A. Normalization convention of momentum basis states
A general Galileian-invariant NN interaction takes the following form in vector representation:〈
p′S MS ′T MT |VNN|pS MS T MT 〉 . (A.1)
Here, the momenta p and p′ denote the Jacobi momenta of the initial and final states (see Section 3.1), the quantum
numbers S , MS and MS ′ the two-body spin channel and corresponding spin projections of the initial and final state. T
and MT denote the corresponding two-body isospin quantum numbers. Due to the presence of tensor interactions, the
interaction has in general finite contributions for different spin projection MS , MS ′ , but is diagonal in the quantum
numbers S , T and MT . In the following we will suppress the isospin quantum numbers for two-body quantities for
the sake of compact notation. Since all these quantities are diagonal in both isospin quantum numbers, they can be
added in a trivial way at any stage below.
The Lippmann-Schwinger equation for the scattering T -matrix for the energy E is given in vector form by [428]
〈
p′S MS ′ |TNN(E)|pS MS 〉 = 〈p′S MS ′ |VNN|pS MS 〉 + ∑
MS ′′
∫
dq
(2pi)3
〈p′S MS ′ |VNN|qS MS ′′〉 〈qS MS ′′ |TNN(E)|pS MS ′〉
E − q2/(2µ) ± i ,
(A.2)
with 〈
p′S ′MS ′ |pS MS 〉 = (2pi)3δ(p − p′) δS S ′δMS MS ′ (A.3)
and the reduced mass µ of the interacting particles13. We introduce two-body partial-wave states via:
|pS MS 〉 = ANN
∑
L,ML,J,MJ
CJMJLMLS MS Y∗LML (pˆ) |p(LS )JMJ〉 , (A.4)
with 〈pˆ|LM〉 = YLM(pˆ). Here we couple the orbital relative angular momentum quantum number L with the two-body
spin S to a total relative angular momentum J. The constant ANN defines the normalization convention for the partial-
wave states (see below) and can take different values. The definition (A.4) leads to the following decomposition of
the two-body quantities, e.g. for NN interactions:〈
p′S MS ′ |VNN|pS MS 〉 = A2NN ∑
L,L′,ML,M′L
∑
J,MJ
CJMJLMS MSCJMJL′ML′S MS ′YL′ML′ (pˆ′)
〈
p′(L′S )J|VNN|p(LS )J〉 Y∗LML (pˆ) . (A.5)
Since the interaction transforms like a scalar under rotations, the partial-wave matrix elements 〈p′(L′S )J|VNN|p(LS )J〉
are diagonal in J and MJ and do not depend on the projection quantum number MJ . Hence we will suppress the MJ
quantum number in the following for the matrix elements. Inverting relation (A.5) gives:
〈
p′(L′S )J|VNN|p(LS )J〉 = 1
A2NN
∑
ML,MS
ML′ ,MS ′
∫
dpˆdpˆ′CJMJLMLS MSCJMJL′ML′S MS ′Y∗L′ML′ (pˆ′)
〈
p′S MS ′ |VNN|pS MS 〉 YLML (pˆ) . (A.6)
Inserting the expansion Eq. (A.5) in Eq. (A.2) and projecting onto the individual partial waves leads to
〈
p′(L′S )J|TNN|p(LS )J〉 = 〈p′(L′S )J|VNN|p(LS )J〉+ A2NN(2pi)3 ∑
L′′
∫
dqq2
〈p′(L′S )J|VNN|q(L′′S )J〉 〈q(L′′S )J|TNN|p(LS )J〉
E − q2/(2µ) ± i .
(A.7)
Possible and common choices for the normalization constant ANN are A2NN = (4pi)
2 (see, e.g., Ref. [29]) and A2NN =
(2pi)3 (see, e.g., Ref. [199]). The convention A2NN = (2pi)
3 minimizes the number of pi factors in equations represented
in partial-wave basis. We will adopt this convention in this work as it allows to generalize relations for partial-wave
matrix elements in a very simple and natural way to three-body operators (see Table A.8).
13It is common to include the mass factor in the definition of the potential.
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two-body states〈
p′S ′MS ′T ′MT ′ |pS MS T MT 〉 = (2pi)3δ(p − p′) δS S ′δMS MS ′ δTT ′δMT MT ′∑
S ,MS ,T,MT
∫
dp
(2pi)3
|pS MS T MT 〉 〈pS MS T MT | = 1
〈
p′(L′S ′)J′MJ′T ′MT ′ |p(LS )JMJT MT 〉 = δ(p − p′)pp′ δLL′δS S ′δJJ′δMJ MJ′ δTT ′δMT MT ′∑
L,S ,J,MJ ,T,MT
∫
dpp2 |p(LS )JMJT MT 〉 〈p(LS )JMJT MT | = 1
〈
p′S ′MS ′T ′MT ′ |p(LS )JMJT MT 〉 = (2pi)3/2 δ(p − p′)pp′ δS S ′δTT ′δMT MT ′ ∑
ML
CJMJLMLS MS ′YLML (pˆ′)
three-body states〈
p′q′S ′MS ′ms′T ′MT ′mt′ |pqS MS msT MT mt〉 = (2pi)6δ(p − p′) δ(q − q′)δS S ′δMS MS ′ δmsms′ δTT ′δMT MT ′ δmtmt′∑
S ,MS ,ms
∑
T,MT ,mt
∫
dp
(2pi)3
dq
(2pi)3
|pqS MS msT MT mt〉 〈pqS MS msT MT mt | = 1
〈
p′q′[(L′S ′)J′(l′ 12 ) j
′]J ′MJ ′ (T ′ 12 )T ′MT ′ |pq[(LS )J(l 12 ) j]JMJ (T 12 )TMT
〉
=
δ(p − p′)
pp′
δ(q − q′)
qq′
δLL′δS S ′δJJ′δTT ′δll′δ j j′δm jm j′ δJJ ′δMJMJ′ δTT ′δMTMT′∑
L,S ,J,T,l, j
∑
J ,MJ ,T ,MT
∫
dpp2
∫
dqq2|pq[(LS )J(l 12 ) j]JMJ (T 12 )TMT
〉〈
pq[(LS )J(l 12 ) j]JMJ (T 12 )TMT | = 1
〈
p′q′S ′MS ′ms′T ′MT ′mt′ |pq[(LS )J(l 12 ) j]JMJ (T 12 )TMT
〉
= (2pi)3
δ(p − p′)
pp′
δ(q − q′)
qq′
δS S ′δTT ′
∑
ML,ml
MJ ,m j
CJMJJMJ jm jCJMJLMLS MS ′C
jm j
lml
1
2 ms′
YLML (pˆ
′)Ylml (qˆ
′) CTMT
T MT ′
1
2 m
′
t
Table A.8: Normalization convention for two-body and three-body momentum states in vector and partial-wave representation. The spin and
isospin quantum numbers S , MS ,T and MT denote the two-body spin and isospin states of the two particles with relative momentum p, while ms
and mt denote the spin and isospin projections of the particle with Jacobi momentum q.
Following Eq. (A.1), a general Galileian-invariant 3N interaction can be written in the form (see Section 3)〈
p′q′S ′MS ′ms′T ′MT ′mt′ |V3N|pqS MS msT MT mt〉 , (A.8)
where ms and mt are the spin- and isospin projections of the third particle. Note that in contrast to NN interactions, 3N
interactions are generally off-diagonal in the isospin quantum numbers T and MT . We adopt the same normalization
convention as for NN interactions. The specific relations are given in Table A.8.
We define three-body partial-wave states by generalizing Eq. (A.4):
|pqS MS msT MT mt〉
= A3N
∑
L,ML,l,ml
J,MJ
∑
J ,MJ
T ,MT
CJMJJMJ jm jCJMJLMLS MSC
jm j
lml
1
2 ms
Y∗LML (pˆ)Y
∗
lml (qˆ) CTMTT MT 12 mt
|p[(LS )J(l 12 ) j]JMJ (T 12 )TMT
〉
. (A.9)
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In this work we choose A3N = (2pi)3, which leads to a particularly compact form of equations in partial-wave repre-
sentation and allows to generalize relations for two-body operators in a simple way for the choice ANN =
√
(2pi)3.
The specific normalization conventions for two-body and three-body states adopted in this work are summarized in
Table A.8.
B. Integral for partial-wave decomposition of local 3N interactions
In this Appendix we describe the integral transformations that allow for a decoupling of the three non-trivial
integrations over spherical harmonics in the partial-wave decomposition of 3N interactions (see Eq. (31)) from the
other five, which can be performed analytically. We start with Eq. (31) and add a radial integration over p˜′ and q˜′ in
order to obtain a translationally-invariant measure. We can achieve this by introducing additional integrations with
delta-functions via
FmLmlmL′ml′LlL′l′ (p, q, p
′, q′) =
∫
dp˜′dq˜′dpˆdqˆ
(2pi)6
δ(p′ − p˜′)
p′2
δ(q′ − q˜′)
q′2
Y∗L′mL′ ( ˆ˜p
′)Y∗l′ml′ ( ˆ˜q
′)YLmL (pˆ)Ylml (qˆ)V
local
3N (p˜
′ − p, q˜′ − q) ,
(B.1)
where we renamed the angular parts of the vectors, pˆ′ → ˆ˜p′ and qˆ′ → ˆ˜q′, and made the local nature of the 3N
interaction explicit (see Section 3.3). Now we can make the substitutions:
p˜′ → p˜′ + p and q˜′ → q˜′ + q , (B.2)
which leads to:
FmLmlmL′ml′LlL′l′ (p, q, p
′, q′) =
1
(2pi)6
∫
dp˜dq˜dpˆdqˆ
δ(p′ − |p˜ + p| )
p′ 2
δ(q′ − |q˜ + q| )
q′ 2
V local3N (p˜, q˜)
× Y∗L′mL′ (̂˜p + p )Y∗l′ml′ (̂˜q + q )YLmL (pˆ)Ylml (qˆ) . (B.3)
To evaluate these integrals, we perform as a first step a rotation R(p˜) of the vectors q˜ and p,
q˜→ R(p˜)q˜ and p→ R(p˜)p with R−1p˜ = p˜ez . (B.4)
As a second step, we perform a rotation of the vector q,
q→ R(p˜)Q(q˜)q with Q−1q˜ = q˜ez . (B.5)
This results in:
FmLmlmL′ml′LlL′l′ (p, q, p
′, q′) =
=
1
(2pi)6
1
p′ 2q′ 2
∫
dp˜dq˜dpˆdqˆδ(p′ − | p˜ez + p| )δ(q′ − |q˜ez + q| )V local3N ( p˜, q˜, ˆ˜q · ez)
× Y∗L′mL′ (R( ˜̂pez + p))Y∗l′ml′ (RQ( ˜̂qez + q) )YLmL (Rpˆ)Ylml (RQqˆ)
=
1
(2pi)6
1
p′ 2q′ 2
∫
dp˜dq˜dpˆdqˆδ(p′ − | p˜ez + p| )δ(q′ − |q˜ez + q| )V local3N ( p˜, q˜, ˆ˜q · ez)
×
∑
m¯L,m¯L′ ,m¯l,m¯l′
Y∗L′m¯′L ( ¯̂pez + p)Y
∗
l′m¯l′ ( ˜̂qez + q)YLm¯L (pˆ)Ylm¯l (qˆ)D
∗L′
m¯L′mL′ (R)D
∗l′
m¯l′ml′ (RQ)D
L
m¯LmL (R)D
l
m¯lml (RQ) , (B.6)
where D denote the Wigner D-functions. The product of D-functions can be expanded:
D∗L
′
m¯L′mL′ (R)D
∗l′
m¯l′ml′ (RQ)D
L
m¯LmL (R)D
l
m¯lml (RQ) =
∑
¯¯ml, ¯¯ml′
D∗L
′
m¯L′mL′ (R)D
∗l′
m¯l′ ¯¯ml′
(Q)D∗l
′
¯¯ml′ml′
(R)DLm¯LmL (R)D
l
m¯l ¯¯ml
(Q)Dl¯¯mlml (R) . (B.7)
For the evaluation of Eq. (B.6) it is important to note that the integration over the azimuthal angles φp and φq
results in the constraints m¯L = m¯L′ and m¯l = m¯l′ since the addition of a vector in the z-direction does not affect the
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azimuthal angles. Furthermore we can make use of the identities
D∗l
′
m¯m′ (R)D
l
m¯m(R) = (−1)m¯−m
∑
l¯
Cl¯0l′−m¯lm¯Cl¯m−m
′
l′−m′lm
√
4pi
2l¯ + 1
Yl¯ m−m′ ( ˆ˜p) (B.8)
and the according relation for the rotation Q. The integration of the latter relation over φq˜ implies ¯¯ml = ¯¯ml′ in Eq. (B.7),
specifically: ∫ 2pi
0
dφq˜D∗l
′
m¯l ¯¯ml′
(Q)Dlm¯l ¯¯ml (Q) = 2pi (−1)m¯l−
¯¯mlδ ¯¯ml, ¯¯ml′
∑
l¯
Cl¯0l′−m¯llm¯lCl¯
¯¯ml− ¯¯ml′
l′− ¯¯ml′ l ¯¯ml Pl¯(
ˆ˜q · ez) . (B.9)
Using these relations we can perform also the integral over ˆ˜p:∫
d ˆ˜pD∗L
′
m¯LmL′ (R)D
L
m¯LmL (R)D
∗l′
¯¯mlml′
(R)Dl¯¯mlml (R)
= (−1)m¯L+ ¯¯ml+mL+ml′ δmL−mL′ ,ml′−ml
min(|L′+L|,|l′+l|)∑
l¯=max(|L′−L|,|l′−l|)
4pi
2l¯ + 1
Cl¯0L′−m¯LLm¯LCl¯mL−mL′L′−mL′ LmLCl¯0l′− ¯¯mLl ¯¯mLC
l¯ml−ml′
l′−ml′ lml . (B.10)
Finally, the integrals with respect to φp and φq in Eq. (B.6) are trivial and just provide a factor 2pi each. The integrals
with respect to θp and θq are performed via the delta functions, providing the relations
pˆ · ez = p
′2 − p2 − p˜2
2 p˜p
and qˆ · ez = q
′2 − q2 − q˜2
2q˜q
, (B.11)
and also specifying the limits of the p˜ and q˜ integrations:
|p′ − p| ≤ p˜ ≤ p′ + p, and |q′ − q| ≤ q˜ ≤ q′ + q . (B.12)
In the end only three non-trivial integrations remain in Eq. (B.6), leading finally to Eq. (40):
FmLmlmL′ml′LlL′l′ (p, q, p
′, q′) = δmL−mL′ ,ml′−ml
(−1)mL+ml′
(2pi)6
2(2pi)4
pp′qq′
min(L′+L,l′+l)∑
l¯=max(|L′−L|,|l′−l|)
Cl¯−mL′+mLL′−mL′ LmLC
l¯−ml′+ml
l′−ml′ lml
2l¯ + 1
×
∫ p′+p
|p′−p|
dp˜ p˜
∫ q′+q
|q′−q|
dq˜ q˜ Yl¯0L′L( ˜̂pez + p, pˆ)
∣∣∣∣
φp=0,̂p·ez= p′2−p2−p˜22 p˜p
Yl¯0l′l( ˜̂qez + q, qˆ)
∣∣∣∣
φq=0,̂q·ez= q′2−q2−q˜22q˜q
×
∫ 1
−1
d cos θp˜q˜Pl¯(cos θp˜q˜)V
local
3N ( p˜, q˜, cos θp˜q˜) . (B.13)
C. Partial-wave matrix elements of permutation operator P123
Here we derive the partial-wave matrix elements of the three-body cyclic permutation operator P123. In Section 3.1
the momentum-space structure of the operator was already discussed. For the derivation of the full matrix elements
we start from Eq. (19c) and add spin and isospin degrees of freedom to the particle states. To this end, it is most
convenient to work in LS -coupling scheme since then we can immediately factorize the momentum space part from
the spin and isospin part:〈
p′q′(S ′s)S′MS′ (T ′t)T ′MT ′ |P123|pq(S s)SMS(Tt)TMT 〉{12} {12}
=
〈
p′q′(S ′s)S′MS′ (T ′t)T ′MT ′ |pq(S s)SMS(Tt)TMT 〉{12} {23}
=
〈
p′q′|pq〉{12} {23} 〈(S ′s)S′MS′ |(S s)SMS〉{12} {23} 〈(T ′t)T ′MT ′ |(Tt)TMT 〉{12} {23} . (C.1)
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Now we can discuss the individual factors separately. The spin and isospin terms can be easily evaluated by standard
recoupling techniques [1], e.g. for the spin:
〈
(S ′s)S′MS′ |(S s)SMS〉{12} {23} = δSS′δMSMS′ (−1)S √Sˆ Sˆ ′ { 12 12 S ′1
2 S S
}
, (C.2)
with the 6j symbol {..}. We obtain identical results for the overlap matrix elements 〈(S ′s)S′MS′ |(S s)SMS〉{23} [31] and
〈(S ′s)S′MS′ |(S s)SMS〉{31} {12}. The momentum part can also be evaluated in a straightforward way. Making use of
the partial-wave states defined in AppendixA and Eq. (19c) for the momentum exchange operator, we obtain:〈
p′q′(L′l′)L′ML′ |pq(Ll)LML〉{12} {23}
=
∫
dp′′
(2pi)3
dq′′
(2pi)3
dp′′′
(2pi)3
dq′′′
(2pi)3
〈
p′q′(L′l′)L′ML′ |p′′q′′〉{12} {12} 〈p′′q′′|p′′′q′′′〉{12} {23} 〈p′′′q′′′|pq(Ll)LML〉{23} {23}
=
∫
dpˆ′dqˆ′Y∗L′ML′L′l′ (pˆ′, qˆ′)YLMLLl ( ˆ¯p, ˆ¯q)
δ(p − p¯)
p2
δ(q − q¯)
q2
, (C.3)
where we renamed the angular integration variables in the second step, pˆ′′ → pˆ′ and qˆ′′ → qˆ′, and introduced the
momenta
p¯ = − 12 p′ − 34 q′, q¯ = p′ − 12 q′ . (C.4)
As a next step we can make use of the fact that this term is a scalar under rotations and hence has to be proportional
to δLL′δMLML′ and independent of ML. By summing over ML and dividing by 2L + 1 we can then arbitrarily fix
the direction of our coordinate system. For the practical implementation it is most convenient to choose the z-axis
along the direction of the p′ vector and fix the polar angle of q′ to zero. In this case the expressions for the spherical
harmonics simplify considerably since we can use: YLM(pˆ′) =
√
2L+1
4pi δM0.
We can immediately perform three of the four angular integrations in Eq. (C.3), leading to a trivial factor 8pi2:
〈
p′q′(L′l′)L′|pq(Ll)L〉{12} {23} = 8pi2 ∫ d cos θp′q′ δLL′2L + 1 ∑ML Y∗LMLL′l′ (pˆ′, qˆ′)YLMLLl ( ˆ¯p, ˆ¯q)
δ(p − p¯)
p2
δ(q − q¯)
q2
. (C.5)
Now we can combine all results and compute the matrix elements 〈p′q′α′|P123|pqα〉 to obtain the matrix elements in
LS -coupling scheme:〈
p′q′β′|P123|pqβ〉 = ∑
ML,MS
∑
ML′ ,MS′
CJMJLMLSMSC
JMJ
L′ML′S′MS′
× 〈p′q′(L′l′)L′|pq(Ll)L〉{12} {23} 〈(S ′s)S′MS′ |(S s)SMS〉{12} {23} 〈(T ′t)T ′MT ′ |(Tt)TMT 〉{12} {23}
=
〈
p′q′(L′l′)L|pq(Ll)L〉{12} {23} 〈(S ′s)S|(S s)S〉{12} {23} 〈(T ′t)T |(Tt)T 〉{12} {23} δLL′δSS′δTT ′ . (C.6)
In the last step we used the independence of all overlap relations on the projection quantum numbers and the diagonal
structure in the total orbital angular momentum, total spin and total isospin quantum numbers. The application of the
standard recoupling relation [1]
〈
p′q′α′|P123|pqα〉 = ∑
L,S
∑
L′,S′
√
Jˆ jˆLˆSˆ
√
Jˆ′ jˆ′Lˆ′Sˆ′

L S J
l 12 jL S J


L′ S ′ J′
l′ 12 j
′
L′ S′ J
 〈p′q′β′|P123|pqβ〉 (C.7)
leads finally to the result shown in Eq. (64).
D. Normal-ordered effective interactions for nuclear matter
In this Appendix we provide the explicit results for the effective interaction given by Eqs. (179) and (180) in the
approximation P = 0 for neutron matter and symmetric nuclear matter. For angularly-independent regulators only the
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long-range contributions proportional to the LECs c1 and c3 contribute in neutron matter, and the effective interaction
takes the following form [122]:
VPNM3N (p,p
′) =
g2A
4 f 4pi
[
−2c1m2pi APNM(p,p′) + c3 BPNM(p,p′)
]
, (D.1)
where p and p′ are the Jacobi momenta of the initial and final states, p = 12 (k1 − k2), and the functions APNM(p,p′)
and BPNM(p,p′) include all spin dependences:
APNM(p,p′) = 2
[
ρ2+(p,p
′) + 2a1(p,p′) − a1(p,−p′) − b1(p,p′)
]
− 2
3
σ1 · σ2
[
2ρ2−(p,p
′) + ρ2+(p,p
′) + 3a1(p,−p′) − b1(p,p′) − 2b1(p,−p′)
]
+ 4
[
S 12(p + p′) ρ0+(p,p
′) − S 12(p − p′) ρ0−(p,p′)
]
− 4σa1σb2
[
d
0
ab(p,p
′) − d0ab(p,−p′)
]
− 2i (σ1 + σ2)a
[
c0a(p,p
′) − c0a(p,−p′)
]
, (D.2)
BPNM(p,p′) = −2
[
ρ4+(p,p
′) + 2a2(p,p′) − a2(p,−p′) − b2(p,p′)
]
+
2
3
σ1 · σ2
[
2ρ4−(p,p
′) + ρ4+(p,p
′) + 3a2(p,−p′) − b2(p,p′) − 2b2(p,−p′)
]
− 4
[
S 12(p + p′) ρ2+(p,p
′) − S 12(p − p′) ρ2−(p,p′)
]
+ 4σa1σ
b
2
[
d
1
ab(p,p
′) − d1ab(p,−p′)
]
+ 2i (σ1 + σ2)a
[
c1a(p,p
′) − c1a(p,−p′)
]
, (D.3)
and the basic integral functions are defined by
ρn±(p,p
′) =
(p ± p′)n(
(p ± p′)2 + m2pi
)2 ∫
k3
1 ,
an(p,p′) =
∫
k3
(
(p + k3) · (p′ + k3))n(
(p + k3)2 + m2pi
)(
(p′ + k3)2 + m2pi
) ,
bn(p,p′) =
∫
k3
(
(p + p′) · (p + k3))n(
(p + p′)2 + m2pi
)(
(p + k3)2 + m2pi
) ,
cna(p,p
′) =
∫
k3
(
(p + k3) · (p′ + k3))n((p + k3) × (p′ + k3))a(
(p + k3)2 + m2pi
)(
(p′ + k3)2 + m2pi
) ,
dnab(p,p
′) =
∫
k3
(
(p + p′) · (p + k3))n (p + p′)a(p + k3)b + (p + p′)b(p + k3)a − 23 δab (p + p′) · (p + k3)2 ((p + p′)2 + m2pi)((p + k3)2 + m2pi) . (D.4)
In Eqs. (D.2)–(D.4), the indices a, b run over the three Cartesian components of the spin operators, the tensor
operator is given by S 12(p) = (σ1 · p)(σ2 · p) − 13 p2 σ1 · σ2 and the overline denotes a symmetrization in the relative
momentum variables, x(p,p′) = x(p,p′) + x(p′,p). In addition, we have introduced the short-hand notation∫
k3
=
∫
dk3
(2pi)3
nk3 f˜R(k
′, k3) f˜R(k, k3) . (D.5)
For example, for a nonlocal regulator given in Eq. (87), expressed in terms of the relative and third-particle momenta
for P = 0, is given by f˜R(k, k3) = exp[−((k2 + k23/3)/Λ2)n].
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In symmetric nuclear matter the effective interaction takes the following form:
VSNM3N (p,p
′) =
1
2
g2A
4 f 2pi
[
−4c1m2pi ASNM(p,p′) + 2c3 BSNM(p,p′) + c4 CSNM(p,p′)
]
− gA
8 f 4pi Λχ
cD DSNM(p,p′) +
1
2
cE
f 4pi Λχ
ESNM(p,p′) , (D.6)
where the functions ASNM(p,p′), BSNM(p,p′),CSNM(p,p′),DSNM(p,p′) and ESNM(p,p′) are given by:
ASNM(p,p′) = 3
[
2ρ2+(p,p
′) + 4a1(p,p′) − a1(p,−p′) − b1(p,p′)
]
− (σ1 · σ2 + τ1 · τ2)
[
2ρ2+(p,p
′) + 3a1(p,−p′) − b1(p,p′)
]
+
1
3
(σ1 · σ2)(τ1 · τ2)
[
2 ρ2+(p,p
′) − 8 ρ2−(p,p′) − 9 a1(p,−p′) − b
1
(p,p′) + 4 b
1
(p,−p′)
]
+ 12 S 12(p + p′) ρ0+(p,p
′) − 6σa1σb2 d
0
ab(p,p
′) − 3 i (σ1 + σ2)a
[
2c0a(p,p
′) − (1 + (τ1 · τ2)) c0a(p,−p′)
]
− 2 (τ1 · τ2)
[
4 S 12(p − p′) ρ0−(p,p′) + 2 S 12(p + p′) ρ0+(p,p′) − σa1σb2 (d
0
ab(p,p
′) + 2 d
0
ab(p,−p′))
]
,
(D.7)
BSNM(p,p′) = −3
[
2ρ4+(p,p
′) + 4a2(p,p′) − a2(p,−p′) − b2(p,p′)
]
+ (σ1 · σ2 + τ1 · τ2)
[
2ρ4+(p,p
′) + 3a2(p,−p′) − b2(p,p′)
]
− 1
3
(σ1 · σ2)(τ1 · τ2)
[
2 ρ4+(p,p
′) − 8 ρ4−(p,p′) − 9 a2(p,−p′) − b
2
(p,p′) + 4 b
2
(p,−p′)
]
− 12 S 12(p + p′) ρ2+(p,p′) + 6σa1σb2 d
1
ab(p,p
′) + 3 i (σ1 + σ2)a
[
2c1a(p,p
′) − (1 + (τ1 · τ2)) c1a(p,−p′)
]
+ 2 (τ1 · τ2)
[
4 S 12(p − p′) ρ2−(p,p′) + 2 S 12(p + p′) ρ2+(p,p′) − σa1σb2 (d
1
ab(p,p
′) + 2 d
1
ab(p,−p′))
]
,
(D.8)
CSNM(p,p′) = 2
[
(σ1 · σ2) + (τ1 · τ2) − 3
][
a˜2(p,−p′) + b˜2(p,p′)
]
+
8
3
(σ1 · σ2)(τ1 · τ2)
[
b˜
2
(p,−p′) + a˜2(p,p′) − 1
4
b˜
2
(p,p′) − 1
4
a˜2(p,−p′)
]
+ 6σa1σ
b
2
[
eab(p,p′) − 2 fab(p,−p′)
]
− 2(τ1 · τ2)σa1σb2
[
2eab(p,−p′) − 2 fab(p,−p′) + eab(p,p′) − 4 fab(p,p′)
]
− 12σa1σb2gab(p,p′) + 4 (τ1 · τ2)σa1σb2
[
2 gab(p,−p′) + gab(p,p′)
]
+ i (σ1 + σ2)a
[
(2(τ1 · τ2) − 6)c1a(p,−p′) + 4(τ1 · τ2)) c1a(p,p′)
]
, (D.9)
DSNM(p,p′) =
[
(σ1 · σ2) + (τ1 · τ2) − 3
][
ρ˜2+(p,p
′) + i(p) + i(p′)
]
+ 2 (σ1 · σ2)(τ1 · τ2)
[2
3
ρ˜2−(p,p
′) − 1
6
ρ˜2+(p,p
′) +
i(p)
2
+
i(p′)
2
]
− 6 S 12(p + p′) ρ˜0+(p,p′) + 3σa1σb2
[
hab(p) + hab(p′)
]
+ 6 (τ1 · τ2)
[2
3
S 12(p − p′) ρ˜0−(p,p′) +
1
3
S 12(p + p′) ρ˜0+(p,p
′) − 1
2
σa1σ
b
2
(
hab(p) + hab(p′)
)]
, (D.10)
ESNM(p,p′) =
[
9 − 3(σ1 · σ2) − 3(τ1 · τ2) + (σ1 · σ2) (τ1 · τ2)
] ∫
k3
1 , (D.11)
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and the basic integral functions are defined by
ρn±(p,p
′) =
(p ± p′)n(
(p ± p′)2 + m2pi
)2 ∫
k3
1 ,
ρ˜n±(p,p
′) =
(p ± p′)n(
(p ± p′)2 + m2pi
) ∫
k3
1 ,
an(p,p′) =
∫
k3
(
(p + k3) · (p′ + k3))n(
(p + k3)2 + m2pi
)(
(p′ + k3)2 + m2pi
) ,
a˜n(p,p′) =
∫
k3
(
(p + k3) × (p′ + k3))n(
(p + k3)2 + m2pi
)(
(p′ + k3)2 + m2pi
) ,
bn(p,p′) =
∫
k3
(
(p + p′) · (p + k3))n(
(p + p′)2 + m2pi
)(
(p + k3)2 + m2pi
) ,
b˜n(p,p′) =
∫
k3
(
(p + p′) × (p + k3))n(
(p + p′)2 + m2pi
)(
(p + k3)2 + m2pi
) ,
cna(p,p
′) =
∫
k3
(
(p + k3) · (p′ + k3))n((p + k3) × (p′ + k3))a(
(p + k3)2 + m2pi
)(
(p′ + k3)2 + m2pi
) ,
dnab(p,p
′) =
∫
k3
(
(p + p′) · (p + k3))n (p + p′)a(p + k3)b + (p + p′)b(p + k3)a − 23 δab (p + p′) · (p + k3)2 ((p + p′)2 + m2pi)((p + k3)2 + m2pi) ,
eab(p,p′) =
∫
k3
((p + p′) × (p + k3))a((p + p′) × (p + k3))b − 13δab((p + p′) × (p + k3))2(
(p + p′)2 + m2pi
)(
(p + k3)2 + m2pi
) ,
fab(p,p′) =
∫
k3
((p + k3) × (p′ + k3))a((p + k3) × (p′ + k3))b − 13δab((p + k3) × (p′ + k3))2(
(p + k3)2 + m2pi
)(
(p′ + k3)2 + m2pi
) ,
gab(p,p′) =
∫
k3
(p + p′)2(p + k3)a(p + k3)b − (p + k3)2(p + p′)a(p + p′)b
2
(
((p + p′)2 + m2pi
)(
(p + k3)2 + m2pi
) ,
hab(p) =
∫
k3
(p + k3)a(p + k3)b − 13 (p + k3)2δab(
(p + k3)2 + m2pi
) ,
i(p) =
∫
k3
(p + k3)2(
(p + k3)2 + m2pi
) . (D.12)
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E. List of three-body configurations
α L S J T l j
0 0 0 0 1 0 12
1 1 1 0 1 1 12
2 1 0 1 0 1 12
3 1 0 1 0 1 32
4 0 1 1 0 0 12
5 0 1 1 0 2 32
6 1 1 1 1 1 12
7 1 1 1 1 1 32
8 2 1 1 0 0 12
9 2 1 1 0 2 32
10 2 0 2 1 2 32
11 2 0 2 1 2 52
12 1 1 2 1 1 32
13 1 1 2 1 3 52
14 2 1 2 0 2 32
15 2 1 2 0 2 52
16 3 1 2 1 1 32
17 3 1 2 1 3 52
18 3 0 3 0 3 52
19 3 0 3 0 3 72
20 2 1 3 0 2 52
21 2 1 3 0 4 72
22 3 1 3 1 3 52
23 3 1 3 1 3 72
24 4 1 3 0 2 52
25 4 1 3 0 4 72
26 4 0 4 1 4 72
27 4 0 4 1 4 92
28 3 1 4 1 3 72
29 3 1 4 1 5 92
30 4 1 4 0 4 72
31 4 1 4 0 4 92
32 5 1 4 1 3 72
α L S J T l j
33 5 1 4 1 5 92
34 5 0 5 0 5 92
35 5 0 5 0 5 112
36 4 1 5 0 4 92
37 4 1 5 0 6 112
38 5 1 5 1 5 92
39 5 1 5 1 5 112
40 6 1 5 0 4 92
41 6 1 5 0 6 112
42 6 0 6 1 6 112
43 6 0 6 1 6 132
44 5 1 6 1 5 112
45 5 1 6 1 7 132
46 6 1 6 0 6 112
47 6 1 6 0 6 132
48 7 1 6 1 5 112
49 7 1 6 1 7 132
50 7 0 7 0 7 132
51 7 0 7 0 7 152
52 6 1 7 0 6 132
53 6 1 7 0 8 152
54 7 1 7 1 7 132
55 7 1 7 1 7 152
56 8 1 7 0 6 132
57 8 1 7 0 8 152
58 8 0 8 1 8 152
59 8 0 8 1 8 172
60 7 1 8 1 7 152
61 7 1 8 1 9 172
62 8 1 8 0 8 152
63 8 1 8 0 8 172
64 9 1 8 1 7 152
65 9 1 8 1 9 172
Table E.9: List of three-body configurations for the three-body channel with J = 12 , T = 12 and P = +1 using Jmax = 8.
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