This study introduces a new search method for box-constrained optimization problems entitled Search Method for Box Optimization (SMBO). SMBO is a population heuristic based search methodology which solves global optimization problems. SMBO represents the population as Probability Density Function (PDF) inside the problem bounds. The PDF shape is dynamically adapted during the process to guide to a "good" search domain. The applicability and the efficiency of the method are demonstrated using two benchmark sets, which include unimodal, multi-modal, expanded and hybrid composition functions. The performance of SMBO is compared with several genetic algorithms (GAs); the first benchmark compares it with nine codes of traditional/classic GAs, and the second compares SMBO with two recent variants of genetic algorithms. The results show that SMBO performs as well as or better than the GAs in both comparisons. The method is demonstrated on a nonlinear model for management of a Water Supply System (WSS), and the results are compared to the commercial GA toolbox of MATLAB.
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3 including a 2D example to demonstrate its propagation towards the optimal solution.
Section 3 contains comparisons with results obtained by other search methods and section 4 demonstrates the application of SMBO for a WSS model.
Searching Method for Box Optimization (SMBO)

Method outline
The following optimization problem is considered: min subject to Population based search methods can be defined as follows:
, new old old
where old P is a subset of solutions inside the search domain, which we call population, f is an objective function which returns the fitness for each population member and G is a manipulation function which creates a new population evolved from the previous one.
For instance, in GAs the manipulation function is defined by the operators applied to the old population to create the new one, such as: selection, mutation, crossover, etc.
SMBO is a population heuristics based search method in the form of equation (2) where each gene of a population member is represented by a PDF. For each gene the PDF is represented as an isosceles triangle inside the problem bounds, which is defined by a center point and base length. With regard to the manipulation function, SMBO draws n independent samples taken from the previous PDF, evaluates these samples and defines the new population (PDF).
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To define the new population: (a) the new center points of the triangular PDFs are calculated as a mean of the elite members of the previous population sample (b) the new bases lengths of the triangles are reduced in order to achieve convergence.
Since SMBO deals with box optimization problems, the manipulation function must guarantee that all new population members are within the feasible domain. Therefore, when the vertices of the triangle are outside the problem bounds, the triangle is truncated at the bounds and normalized again to ensure a new population within the given bounds. Figure 1 shows the shape of the PDF and Figure 2 contains the pseudo code of the sampling algorithm from the triangular shape PDF.
Base reduction scheme
To achieve convergence, the base lengths of the triangles are reduced at each iteration.
The base reduction rate is a key issue for the algorithms: fast base reduction limits the ability to explore the feasible region while slow base reduction decreases the algorithms' overall performance.
Four parameters are considered in controlling the base reduction: Warming, Refining,
min
B
Minimum half base and Linear reduction factor.
The base reduction rate does not have to be constant; a changing rate during the search process may be defined by choosing 0 1 .
The base length cannot be zero, since the triangles represents PDF. Hence, a minimum half base min B has to be defined.
Warming and Refining are control parameters which are fractions of the total generations in which there is no base reduction. Warming is defined for the first generations, e.g. the first 10% of the total generations and Refining is defined for the last generations, e.g. the last 5% of the total generations. M a n u s c r i p t
The parameter Warming can be used when the feasible region is large; keeping the first iterations without base reduction helps in exploring solution space.
The parameter Refining can be used when an accurate solution is desired; keeping the last iterations without base reduction (at the minimum value) helps the method refine the final solution by more sampling in the vicinity of the optimal solution. (1 ) (1 ) Propagation to the optimal solution (using a 2D example)
Consider the optimization problem: of 100 where the triangles heights at the earlier iterations have relativity small heights which are represented by the flat part along axes x and y in Figure 4b .
The parameters set considered in this small example are defined in Table 1 .
Comparison of test results with GAs
To test the ability of the proposed method to find the global or at least local minimum efficiently, two suits of benchmark functions are optimized by SMBO, using the parameters given in Table 1 . Table 2 reports the average number of function evaluations and its standard deviation that each algorithm takes in order to solve the De Jong's functions.
CEC-05 test suite
In this section SMBO is applied to a subset of the benchmark functions provided by CEC-05 special session on real parameter optimization (Suganthan et al., 2005) . The For comparison purposes the number of function evaluations was set to 150,000 and each of the test functions was run 30 times. In SMBO we set the evaluations at each generation to 150 and the total generations to 1000. Table 3 With regard to the function f12, despite the fact that SMBO obtained lower mean value in the third decimal place, both SMBO and SEGA are shown in bold. However, one can argue that SEGA obtained better result because of the lower standard deviation.
Solving a Water Supply System (WSS) problem
A seasonal multi-year model for management of water quantities and salinity for the WSS shown in Figure 5 was solved. Water is taken from sources, which include aquifers, reservoirs and desalination plants, conveyed through a distribution system to consumers who require certain quantities of water under specified salinity constraints.
The objective is to operate the system with minimum total cost of desalination, pumping, delivery, and an extraction levy in the aquifers. The objective function and M a n u s c r i p t
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8 some of the constraints in the model are nonlinear, leading to a nonlinear optimization problem.
The objective is to minimize the operation cost over a period of five years, where each year has two seasons. The optimization problem is:
State equation for water level in the aquifers S Y :
State equation for water salinity in the aquifers S Y :
Desalinated water salinity S Y :
, , The mathematical model in (6) was solved by SMBO where all inequality constraints except the bounds where added to the objective as penalty terms with penalty factor P .
After introducing the penalty terms the model is a box constrained optimization problem: 
Problem (7) with penalty factor P 1E6 (very high value compared to the values in the cost function), was solved by SMBO and the commercial GA solver of MATLAB. In both algorithms the evaluations at each generation and the total generations were set to 200 and 1000, respectively. Both solvers were run without special tuning, the parameters of SMBO are the same as those for the CEC-05 (Table 1) where for the MATLAB GA we used the default options for creation, selection, crossover and mutation.
The solvers were run 10 times each, and the best run results are reported in 
Appendix I
This appendix presents all the test problems used in both comparisons. Table 4 and Table 5 
3) generate n randomly distributed feasible samples (Rubinstein, 1981) : 1 for s to n do 4.52E+03 ± 1.18E-02 4.52E+03 ± 6.75E-02 -1.80E+02 ± 7.15E-07 f7 -1.19E+02 ± 6.32E-02 -1.19E+02 ± 8.85E-02 -1.20E+02 ± 9.34E-02 f8 -3.29E+02 ± 5.40E-03 -3.27E+02 ± 1.35E+00 -3.02E+02 ± 1.09E+01 f9 -2.73E+01 ± 9.60E+01 2.65E+01 ± 6.75E+01 -3.05E+02 ± 7.55E+00 f10
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1.24E+02 ± 3.42E+00 1.24E+02 ± 2.24E+00 9.38E+01 ± 3.19E+00 f11 2.01E+04 ± 1.37E+04 2.87E+04 ± 1.57E+04 4.53E+04 ± 1.55E+05 f12 -1.29E+02 ± 2.13E-01 -1.28E+02 ± 3.82E-01 -1.29E+02 ± 9.68E-01 f13 -2.87E+02 ± 2.40E-01 -2.87E+02 ± 2.97E-01 -2.89E+02 ± 1.04E+00 f14 4.97E+02 ± 1.09E+02 4.57E+02 ± 8.27E+01 4.39E+02 ± 2.66E+02 f15 1.14E+03 ± 3.40E+02 1.71E+03 ± 3.04E+02 1.24E+03 ± 3.41E+01 f16
1.53E+03 ± 7.43E+01 1.51E+03 ± 4.49E+01 8.94E+02 ± 2.54E-04 f17 8.17E+02 ± 5.06E+02 9.86E+02 ± 5.24E+02 4.60E+02 ± 3.37E-04 f18
1.55E+03 ± 6.79E+01 1.60E+03 ± 3.25E+01 1.23E+03 ± 8.00E+00
HTGA-Hybrid Taguchi 
