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Abstract 
Microalgae has been identified as a potential source for the production of biofuels and other 
bio-products. The growth of microalgae is sensitive to the temperature variations inside the 
photobioreactor. The present research investigated an innovative approach to thermally 
regulate photobioreactors by introducing passive thermal energy storage using phase change 
material (PCM). The research was specifically focused on a novel design to integrate thermal 
storage in the reactor channel in the form of offset columns containing PCM. Two column 
shapes were considered: circular and square. The first part of the study was focused on 
characterizing the influence of offset column shapes on flow dynamics in the channel over a 
range of Reynolds numbers 20-90. Experiments with microalgae Chlamydomonas reinhardtii 
were also conducted in a similar setup to determine if the presence of obstacles would impact 
the algae growth. The second part of the study was focused on the thermo-fluid characterization 
in a similar configuration using PCM-filled offset columns. Experiments were conducted over 
a Reynolds number range 40 to 120 at three inlet fluid temperatures 28 °C, 33 °C and 38 °C. 
The results show that the modification of the flow field in the channel due to the column shapes 
influenced the heat transfer into the PCM thermal storage. 
Keywords 
Fluid Mechanics; Heat Transfer; Phase Change Materials; Turbulence; Microalgae 
Summary for Lay Audience 
This thesis project was inspired by the need for temperature control inside a microalgae 
incubator (photobioreactor). Microalgae are a photosynthesizing organism that can be used to 
produce an array of valuable oil products. They are sensitive to temperature changes, so an 
innovative approach is proposed in this research to regulate the temperature of 
photobioreactors passively by use of thermal storage using a phase change material (PCM). 
This thermal storage would store excess heat throughout the day and release it into the 
incubator during the cooler nights. A novel design of thermal storage in the form of offset 
columns inside the channel was considered. 
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The research was focused on three main aspects: (1) how does the shape and position of 
columns influence the flow behavior through the channel; (2) does this flow behavior has any 
negative effects on the growth of microalgae; and (3) how the fluid thermally interacts with 
the columns that are filled with the PCM energy storage.  
First, experiments were conducted to measure the flow velocity fields inside the channel in the 
presence of offset columns at low flow rates. Two column shapes circular and square were 
considered. An imaging technique called particle image velocimetry was used to measure flow 
velocities. The results show that the presence of columns significantly influenced the flow 
velocity behavior in the channel.   
Second, investigations were conducted to study how the growth of microalgae, 
Chlamydomonas reinhardtii, is affected by the flow conditions in this set up. The microalgae 
are exposed to a subset of flow conditions from previous tests, and their growth was determined 
through daily measurements of their swimming speed, size and concentration in the flow. 
The final part of this study used a similar setup up to the first, but also considered PCM-filled 
columns as thermal energy storage. Experiments were conducted at different inlet fluid 
temperatures at three flow rates to investigate the flow and thermal behaviors in the channel. 
The results show that presence of offset columns altered the flow, which in turn, influenced 
the transfer of heat in the thermal energy storage columns.  
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Chapter 1  
 Introduction 
This thesis project was inspired by a design problem in the building of a microalgae incubator to 
be included in a building façade. The incubator would be exposed to daily temperature fluctuations 
much like a building would, and thermal regulation of this system is important for the health of 
the organisms contained within. It is proposed that phase change materials (PCM) might function 
as a passive thermal control for the incubator as they have proved to do in buildings. This 
introduction covers why growing microalgae is beneficial, why adding incubators to a building 
façade is a useful way to reduce the carbon footprint of the building, the specific directions of this 
thesis research, a review of literature to help understand the current state of work, and the unique 
contribution made by this thesis project.  
1.1 Understanding Microalgae and Their Benefits 
Photosynthesizing microalgae use the energy from solar radiation and carbon dioxide to grow, and 
can be used to produce useful oils and by-products for biofuels, animal feed, methane, as well as 
cosmetics, pharmaceuticals, nutritional supplements, and other high value products [1, 2, 3]. They 
fix (consume) carbon during their growth, so they have the potential to be a carbon neutral fuel 
option. The past focus on their production has been in pharmaceuticals and cosmetic sectors, but 
in the age of a need for a reduction in the global carbon footprint biofuels from microalgae are 
being considered as a feasible and beneficial alternative to fossil fuels [4]. 
1.1.1 Biofuel Production and Microalgae By-products 
Microalgae are one of the only spatially tenable options for the production of biofuel if the 
intention is to replace fossil fuels the primary energy fuel [1]. Other options such as soy, corn or 
oil palm would need too large a farmable area to produce to be viable. Oil palm (the most efficient 
option excluding microalgae) would require 24% of the farmable land available in the USA to 
meet only half of their transportation fuel needs. While microalgae would need 1-3% to meet the 
same requirement [1]. Some species of microalgae can be up to 90% lipid content [5] increasing 
their fuel production efficiency, so this number could be even smaller in theory. The project 
 
2 
 
inspiration of a façade mounted incubator could further reduce the need for space in the production 
of these valuable organisms. 
The by-products from the production of oils from microalgae can be very useful. The solid waste 
can be used to generate animal feed, and methane via anaerobic digestion, among other useful 
products. The potential for animal feed as a by-product can further improve the overall footprint 
of this process, by eliminating a portion of the footprint that would otherwise be used to generate 
this feed from corn or soy: the land use efficiency of using biofuel by-product for animal feed is 
28 times better, and would result in a 17.3% reduction in greenhouse gas emissions compared to 
soybeans (assuming an algae product with 20% useful oil, 50% protein content, and 30% residual 
biomass) [2].  
1.1.2 Thermal Benefits to Building Integration 
The microalgae produced by these wall mounted incubators are the primary goal of the system, 
but the side effect of mounting the system on a building will lead to an energy reduction in cooling 
for the building they are mounted on. The addition of this system to the external building envelope 
– particularly to the walls of a building will increase the thermal mass of the wall. This increase 
will lead to a reduction in peak cooling and heating loads through storing energy from solar gains, 
and delaying and slowing their release into the building interior [6]. Incorporating the system into 
the windows of a building also has the potential to reduce cooling loads through reduction of direct 
solar gains, but this would have to be balanced with the potential decrease in light transmission 
through the windows due to the microalgae and the growth media they require. This opacity 
depends on the density of micro-organism culture [1]. 
1.1.3 Microalgae Growth and Health 
Temperature moderation of a photobioreactor is critical. Temperatures inside an outdoor 
photobioreactor, which use sunlight as an economical source of light can reach 45-60 °C without 
moderation, which would kill most species of algae [7]. For example, the Chlamydomonas 
reinhardtii (herein after referred to as C. reinhardtii) considered in this study, has been reported 
to not survive temperatures above 43 °C [8]. Most species of microalgae are productive within a 
specific range of temperatures. For example, the productive temperature range for C. reinhardtii 
is 12 °C to 36 °C [8, 9]. The cell division of C. reinhardtii increases with an increase in temperature 
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to a limit. Vítová et al [10] show that the rate of cell division increases by a factor of 1.6 as the 
temperature change from 15 °C to 25 °C, and can double with a temperature increase from 18 °C 
to 28 °C  or 25 °C to 35 °C with irradiance of 150 𝜇mol ∙ m−2𝑠−1. In addition to the static 
temperature, another factor that signficantly affects the growth rate of microalgae is the tempeature 
fluctuations. For example, it has been found that Rhodobacter capsulatus has twice the 
productivity when exposed to a constant temperature of 30 °C compared to the case when they are 
exposed to temperature fluctuations from 15 °C to 30 °C [11]. 
The use of PCM for passive thermal regulation of a photobioreactor has been investigated by Uyar 
and Kapucu [7] using the bacteria Rhodobacter capsulatus. They tracked the temperature 
variations of 3 shallow cylindrical containers, insulated except for the front, sun facing edge: (1) 
photoreactor compartment containing 80 ml of bacteria in solution (control); (2) photoreactor 
containing 80 ml of water, and (3) photoreactor containing 80 ml of bacteria in solution with a 
backing of 160 ml of PCM. The system was exposed to outdoor conditions over a 24-hour period.  
Air temperature varied from 20 °C to 35 °C, peaking at hour 8. Sunlight intensity varied from 0 to 
100 kilo lux (a measurement of irradiance) over the day, peaking at hour 7. They found that at hour 
7, the temperature of the reactor (case 1) reached its peak of 60 °C, the water (case 2) reached its 
peak temperature of 50 °C, however, the peak temperature of the PCM temperature-controlled 
container (case 3) reached 45 °C. Thus, the addition of PCM was found to reduce the peak 
temperature experienced inside the bioreactor by 15 °C. However, it was not sufficient to keep the 
temperature of the photobioreactor below 40 °C. Uyar and Kapucu [7] postulate that an increase 
in PCM volume or specific heat capacity, with enhanced heat transfer between the PCM and 
bacteria containing compartments could result in better temperature modulation. Their 
experiments were conducted with stagnant fluid in the photobioreactor. The introduction of active 
flow should increase the efficacy of the passive temperature modulation by PCM due to increased 
heat transfer by forced convection, and further by turbulence due to the shape of the obstacles.  
Thomas and Gibson [12] studied the effects of small-scale turbulence on dinoflagellate Gonyaulax 
polyedra. They chose to study a dinoflagellate because of the species types: green algae (e.g. 
Chlamydomonas reinhardtii), blue-green algae, diatoms and dinoflagellates, dinoflagellates are 
considered the most sensitive to damage or growth inhibition by turbulence. Some turbulence is 
beneficial to the system because it provides important transfer of nutrients and waste, but as 
turbulence gets too high shear stresses can mechanically damage cells [13]. The Gonyaulax 
 
4 
 
polyedra, was cultured in a rotating cylinder with of varying speeds from  
0-60 RPM. Growth at 1 RMP microalgae response was found to be the same as the quiescent 
control at 0 RMP, while growth from 2-60 RMP was greatly inhibited, with many cells exposed 
to these higher rotational speeds (and therefore shear stress) never recovering. This inhibition 
indicates that shear stress above 4.4 mPa, at Re > 116 are harmful to that species. 
Fadlallah et al [14] investigated the effects of shear stress on the growth rate of both the blue-green 
algae, Synechocystis sp. and green algae, C. reinhardtii housed in glass reactors, and agitated with 
a magnetic mixer. They found that C. reinhardtii had a higher growth rate by a factor of 1.3 when 
incubated at shear stress rates of 12-30 mPa, compared to the no agitation case. For shear stress of 
54 mPa, the growth rate was increased by a factor of 1.65 compared to the no agitation case.  
Similarly, the algae Synechocystis sp. experienced an increase in growth by a factor of 1.5 for shear 
stress range of 12 – 81 mPa compared to 0 mPa, but a slight reduction in the incremental growth 
rate to a factor of 1.4 for shear stress of 114 mPa. This result is in agreement with Thomas and 
Gibson’s [12] hypothesis that green algae and blue-green algae are more shear resistant than 
dinoflagellates, as they not only survive higher shear rates, but thrive in them. These studies did 
not investigate the limiting shear stress for these species beyond which, the shear stress could 
damage the cells.  
Increased turbulence and flow shear have been shown to increase productivity (in growth and 
reproduction rate) in studies on other algae as well. For example, Spirulina growth was increased 
by 50 % when exposed to a doubling of flow rate from 15 cm/s to 30 cm/s [15]. Laws et al [16] 
found the introduction of a series of foils, and the resulting turbulent mixing induced by the tip 
vortices doubled the yield of the diatom Phaeodactylum. Pasciak and Gavis [17] showed 8% 
increase in nitrate uptake occurred in the diatom Ditylum brightwellii when exposed to shear rates 
between 5 and 12 s-1 compared to the zero shear rate in rotating concentric cylinders. 
Flow characteristics can also influence algae swimming speed and behavior. A study by Chen et 
al. [18] investigated the swimming speed and direction of C. reinhardtii reared in a selenite 
enriched (SE) medium in still conditions, and in a microchannel with fluid velocities of 67, 200, 
333, and 467 𝜇m/s corresponding to Reynolds numbers of 0.0038, 0.0114, 0.0190, and 0.0266, 
respectively. They found that in quiescent conditions at 26 °C, the C. reinhardtii swam at an 
average speed of 41.0 𝜇m/s with standard deviation of 19.7 𝜇m/s. The average swimming velocity 
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of algae exposed to all cases of flow was lower than the no-flow condition at 35 𝜇m/s, but the 
maximum velocity was higher. The directionality of their swimming behavior was found to be 
flow dependent such that the swimming directionality decreased with an increase in the Reynolds 
number. Leptos et al.  [19] found the mean swimming velocity for C. reinhardtii reared in Tris-
Acetate-Phosphate (TAP) medium in quiescent conditions at 28 °C to be 0-150 𝜇m/s with the 
mode value of 100 𝜇m/s. The differences in results from these two studies may come from a variety 
of factors such as the temperature at testing, or the growth medium.  
1.2 Phase Change Materials and Thermal Storage 
Thermal storage could be a viable solution to the problem of temperature regulation, as the 
incubator would be exposed to daily fluctuations in outside temperature. In general, temperatures 
at night are lower than in the day, so if thermal storage is added to the algae incubator it could have 
the effect of absorbing excess heat during the day and releasing it in the night, thereby reducing 
the magnitude of thermal fluctuations in both heating and cooling cycles. 
There are two broad categories of thermal storage to consider: latent and sensible. Latent heat is 
the storage and release of thermal energy using the latent heat of phase change. This has the 
advantage of a large thermal storage capacity across a short temperature change – i.e. the melting 
temperature of a phase change material (PCM) that acts as latent heat storage. Sensible heat storage 
occurs with increasing the temperature of a thermal storage mass without incurring phase change. 
This is a less viable option in the current study, since the intention is to keep the system within a 
small temperature range, not to simply slow the increase the temperature in response to incoming 
thermal radiation. 
1.2.1 Introduction to Phase Change Materials 
Phase change materials (PCM) have been investigated as an effective solution for increasing the 
efficiency of heating and cooling systems, especially those using solar or other renewable power 
resources, for reducing temperature fluctuations in conditioned spaces, and for load shifting. PCMs 
are materials that can be used to store heat using the latent heat of phase change. This allows for a 
narrow temperature range for charging and discharging heat. There are many available materials 
that can be used for PCM applications, including organic materials such as paraffin waxes and 
organic acids, and inorganic materials such as hydrated salts [20].  
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Paraffin waxes (Organic PCM) are found to be preferable in the current context as they are 
chemically inert, have a middle range thermal storage density, experience little to no subcooling 
or phase separation, and span a range of melting temperatures from 20-80 °C [21]. They have also 
been shown to have excellent thermal stability and melting within a narrow range of temperatures 
[22]. Adding PCM to a system where the external temperature fluctuations vary between a heating 
and cooling cycle (as our system would be exposed to) should reduce the range of temperatures 
experienced inside the system, because added thermal energy is stored at a constant temperature 
(the melting temperature) in the PCM. The thermal cycle theoretically follows the flow chart as in 
Figure 1-1. In the ideal case of perfect, instantaneous heat transfer into the PCM this means the 
system temperature does not increase until the PCM is melted, and then stores heat sensibly. This 
is not the case, as many PCM have low thermal conductivity. The system temperature is therefore 
expected to vary when exposed to incoming solar radiation, and heat transfer with its environment, 
but this variation can be reduced by providing efficient heat transfer between the system and its 
thermal storage medium. 
1.2.2 Melting behavior of Phase Change Materials 
Phase change materials have been studied in the context of passive thermal regulation of a variety 
of systems including conditioned spaces [20, 23, 22, 24], solar heating systems, and microalgae 
growth chambers [7]. 
Heat is added to the 
system
Phase Change Material 
melts to absorb energy 
at constant temperature
Heat is removed from 
the system
Phase change solidifies 
and releases energy at 
constant temperature
Figure 1-1: Thermal Storage and Release Cycle 
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The melting characteristics of PCM are also well studied. Heat transfer in PCM is a complex issue 
– there are interactions between the liquid phase, solid phase and mushy zone that all impact the 
rate of heat transfer and temperature variations within the mass of PCM. Organic PCM such as 
RT-26, paraffin waxes, and others have a combination of low heat conductivity, and a positive 
solid-liquid density ratio that leads to specific melting behavior. There is a commonly observed 
trend in PCM melting when heated from a side wall, where once the conduction into the material 
has caused a heat source adjacent layer to melt, the melting process becomes convection dominated 
with buoyancy driven flow causing the melted, hot, PCM to rise to the top of the container, and 
PCM at the bottom away from the heating condition takes much longer to melt than the material 
at the top [25, 26, 27]. To design a system that efficiently stores thermal energy in PCM, an 
understanding of how the PCM melts in response to heat inputs is paramount. There are many 
studies that look at this PCM melting behavior in 2-D and 3-D contexts [28, 25, 29]. Specific 
experiments concerning the melting behavior of PCM are discussed following.  
Ho, Lui and Yan [26] experimentally investigated melting of n-octadecane with a melting point of 
28 °C in a rectangular enclosure with a free ceiling. The experimental set up consisted of two 
vertical heated walls on either side of the rectangular containment with a free moving ceiling to 
accommodate the volume expansion of the melting PCM. They tracked the movement of the top 
ceiling as a measure of melted PCM: as the PCM melts, it expands so the rate of ceiling movement 
is analogous to the rate of PCM melting. They found that in early stages of melting, the PCM melts 
quickly compared to late stages where the buoyancy induced convection is weaker. 
Kamkari, Shokouhmand and Bruno [27] experimentally investigated the effects of inclination of a 
rectangular enclosure with wall fixed heating condition on the melting behavior of PCM. Their 
experiment consisted of PCM in a rectangular enclosure, 2.4 times taller than it is deep, with a 
single isothermal heated wall. The PCM melting was tracked through an array of thermocouples, 
combined with imaging to determine the solid and liquid portion of the material. They looked at 3 
angles: 0°, 45°, and 90° from the horizontal. They confirmed above-mentioned melting trend at 
90°: the near wall PCM melts first through conduction, then buoyancy-driven flow forces hot PCM 
toward the top of the set-up, leaving the bottom portion of the PCM, away from the heat source to 
melt last. Decreasing the inclination angle (bringing the heated wall toward the horizontal) 
accelerated the melting process due to the increase in these convective buoyancy driven flows. 
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Kamkari and Groulx [30] added to this work by experimentally investigating the inclination angle 
dependent melting response of PCM in a rectangular container with no, one and three fins. The 
experiment consisted of the same rectangular enclosure – 2.4 times tall as it is deep. The added 
fins were ½ the depth of the enclosure. The single fin was placed mid-height, and the set of three 
were spaced at ¼, ½ and ¾ height of the container. The tests were repeated at 3 angles of 0°, 45°, 
and 90° from the horizontal. They found that early melting was dominated by heat conduction, 
much like in past tests, and that the buoyancy driven flow took over once forces were sufficient. 
There was vertical stratification of the liquid PCM that occurred in the 90° (vertical) and 45° 
orientations toward the end of the melting process, but they were not found to be thermally stable. 
The three-fin set up showed the highest rates of heat transfer and melting rate – double those in 
the single and no fin enclosures. However, changing the orientation of the no-fin enclosure proved 
to be the most efficient way to reach faster melting times, rather than adding the horizontal fins. 
In the previous work they hypothesized that the melting pattern was due to buoyancy driven flows 
moving hot PCM upwards at the heated wall, which then impinged on the top of the set up where 
it came into contact with colder, solid PCM, thus cooling and flowing down the solid surface all 
the while exchanging heat with it. Jevnikar & Siddiqui [25] confirmed this theory with their PIV 
analysis of the melting behavior of PCM in response to changes in heat source orientation. They 
studied the melting behavior of Polyfin (a paraffin wax based PCM with a 55 °C melting 
temperature) in a thin rectangular enclosure heated isothermally from one side. Temperature 
histories and PIV images were collected for three orientations – 0°, 8°, and 18° from vertical with 
the heat source on the lower side of the compartment as the setup was rotated. In all orientations 
the initial heat transfer occurred through conduction, then convection flows developed as buoyancy 
forces overwhelmed the static condition. In this buoyancy-driven flow, velocities were highest 
along the interface for the vertical (0°) orientation, but greater volumes of liquid were in motion 
for the tilted (8° and 18°) cases. The final phase was stratification of temperatures (as observed in 
previous studies also), which led to a decrease in convection heat transfer. The higher the angle of 
tilt, the faster the PCM melted as shown in their history of melt fraction.  
Groulx, Biwole and Bhouri [29] recently numerically studied PCM heat transfer as a function of 
inclination and fin placement. The rectangular enclosure was 6.6 times tall as it was deep, and the 
heating condition was a single heated “front” plate with a constant radiative heat flux of 1000 
W/m2. Small convective heat loss conditions were applied to the front and back plates to mimic 
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heat loss due to wind. Four aluminum fin configurations were considered: no fin, half fin attached 
to the front heated plate, half fin attached to the back, unheated plate, and a full fin spanning from 
the front to back plates. The full fin resulted in the most efficient PCM melting and heat transfer 
as it both increased convective flow in the upper and lower chamber and created a second heating 
condition on the back wall through conduction. The melting time of this full fin configuration did 
not vary significantly with inclination angle. 
These results lead to a prediction that a similar effect may be observed in the melting of PCM 
contained in the vertical columns within the heated channel discussed in Chapter 3. That is, the 
top of the PCM volume should melt first, with a large delay between that and the bottom. There 
are some differences in heating condition, and geometry that could result in differing behavior. 
1.3 Flow Dynamics 
Bluff body dynamics is an extensively studied topic in fluid mechanics. A single body in open 
flow, flow in confinement, and flow in the presence of other obstacles have all been well-
characterized. Many studies with more complicated obstacle arrangements are dominantly 
numerical, and not validated with experimentation. To the author’s knowledge there are no studies 
specific to flow in the presence of offset, wall-confined columns at low Reynolds numbers, a flow 
set-up this thesis work aims to characterize. In this section previous studies relevant to potentially 
understanding this novel case are discussed. 
1.3.1 Unconfined Obstacles: Shape Effects on Flow Dynamics 
As stated above, the characterization of the unconfined case for flow over square and circular 
cylinders has been well studied. The properties of flow over unconfined cylinders that may be 
applicable when considering the flow over our offset, wall confined columns are critical Reynolds 
numbers (Re) at which (1) separation occurs, and (2) vortices begin to shed. These flow conditions 
(separation and shedding) will translate to downstream turbulence, impinging or attachment of 
vortices to downstream obstacles, and mixing that will affect heat transfer and buoyant flows. Sen, 
Mittal and Biswas [31] conducted numerical investigations into the critical Re for separation to 
occur over a circular cylinder. They found that the critical Re was less than 10 for very low 
blockage ratios, akin to unconfined flow. The shedding of vortices over circular obstacles has been 
shown to be the in range of Re = 40-150 per Roshko [32], and as low as 40 by Tritton [33]. Sen, 
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Mittal and Biswas [34] also found numerically that the critical Reynolds number flow separation 
around a minimally confined square cylinder occurred reliably at Re>5, while the shedding of 
vortices began at critical Re = 40. 
These critical Reynolds numbers indicate that in our studies, at the lowest Reynolds number 
observed of Re = 20, flow is expected to separate over both obstacles, with turbulence increasing 
due to vortex shedding as the Reynolds number is increased.  
1.3.2 Effects of Obstacle Confinement on Turbulent Characteristics 
Flow properties around obstacles change when cylinders are confined (especially wall confined). 
Here, flow behavior will be discussed in relation to an increase in blockage ratio (BR), a ratio of 
obstacle width to channel width, and with decrease in gap ratio (GR), the distance between the 
obstacle and the wall of the channel divided by the obstacle width. Each individual obstacle in our 
investigated configuration, considered in isolation, would be analogous to having an obstacle with 
BR = 0.5, and GR = 0. 
Galletti et al. [35] numerically studied the effects of blockage ratio on a square cylinder centred in 
a channel, and found that for BR of 0.125-0.375, onset of vortex generation occurred for Re > 58, 
with similar frequency to the unconfined case (Strouhal number, St = 0.10-0.15 for  
Re = 50-300). Patil and Tiwari [36] expanded on this study with numerical investigation of 
BR = 0.125-0.7 at Re = 30-300, and similarly to Sharma and Eswaran [37], found that at low 
blockage ratios, the onset of turbulence is delayed (i.e. the critical Reynolds number required for 
vortex shedding increases). However, for BR > 0.38, a reverse trend is observed due to interactions 
with the wall shear layer, and the critical Reynolds number lowers to Re = 40 at BR = 0.5. Patil and 
Tiwari [36] also found that an increase in blockage ratio results in: (1) an increase in frequency of 
vortex shedding; (2) a decrease in the length and width of the recirculation bubble, with a 
subsequent increase in the bubble width above BR = 0.4. 
For a circular cylinder, Chen, Pritchard and Tavener [38] found that the confinement of the bluff 
body increased the critical Reynolds number from 51 at BR = 0.1, peaking at 114 for BR = 0.5. 
With a further increase in BR to 0.7, the critical Reynolds number reduced to 93. They also found 
the subcritical recirculation length to vary approximately linearly, and the Strouhal number to 
increase from 0.112 at BR = 0.1 to 0.369 at BR = 0.5 and to 0.567 at BR = 0.70. 
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Sahin and Owens [39] continued the work of Chen et al. [38] by expanding the blockage ratio 
range to 0.1-0.9. They found through simulation that the critical Reynolds number increases from 
Re = 51 at BR = 0.1 to Re = 125 at BR = 0.5, then decreases back to Re = 111 at BR = 0.7, which 
is relatively consistent with that of Chen et al. [38]. However, they also observed at least 3 curves 
of neutral stability above BR = 0.7 with critical Reynolds numbers upwards of 200. Stability in the 
three regions discovered by Sahin and Owens [39] are characterized by: (1) a standing vortex pair 
behind the cylinder; (2) a standing vortex pair behind the cylinder, and symmetric wall attached 
standing vortices downstream of the cylinder; and (3) asymetry in the condition described in (2). 
The blockage ratio also affected the separation angle, and length of recirculation zone as 
determined numerically by Chakraborty, Verma and Chhabra [40] for Re = 20, 50, 100, 200. Both 
the angle of separation and length of recirculation zone decreased approximately linearly as BR 
increased from 0.05 to 0.65. The sensitivity of the length of the recircularion zone with changes in 
the blockage ratio was found to increase with an increase in the Reynolds number, while the 
sensitivity of angle of separation remained somewhat contant. At Re = 50, the length of the 
recirculation zone was found to be 5𝑙, where 𝑙 is the characteristic length of the obstacle, at 
BR = 0.05, decreasing to 2𝑙 at BR = 0.65. In comparison, at Re = 200, the recirculation zone was 
just over 15𝑙 for BR = 0.05, and 3.5𝑙 at BR = 0.65. The blockage ratio created a more notable 
Reynolds number effect for circular cylinders than for square cylinders. The critical Reynolds 
number for transition into vortex shedding over square cylinders increased from Re = 45 at 
BR = 0.2 to Re = 60 at BR = 0.38, and back down to 40 at BR = 0.5. For the circular cylinder case, 
transition occurred at Re = 51 at BR = 0.1, increased to Re = 125 at BR = 0.5, and decreased to 
111 for BR = 0.7.  
Proximity or contact with a wall alters the flow behavior further. Arnal, Goering and Humphry 
[41] numerically investigated the flow past a square column attached to a fixed wall, as well as to 
a sliding wall, at Re = 100, 500, and 1000. They found that at Re = 100, the solution reached a 
steady state with no vortex shedding, and a standing vortex just over 15 column widths in length. 
At Re = 500 and 1000, the solution was unsteady with vortices shedding with St ≅ 0.7 for both 
cases, showing a weak Reynolds dependence on shedding frequency. 
Samani and Bergstrom [42] numerically studied the effects of gap sizes from GR = 0, 0.5, 1 at 
Re = 500 for an infinite square cylinder. They found that the vortical structures were displaced 
away from the wall for gap ratios < 1. They also reported that vortex shedding occurred at lower 
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magnitude of turbulent kinetic energy (TKE) and there was a lack of dominant proper orthogonal 
decomposition (POD) modes of TKE for the no-gap case than for other gap sizes. They also 
observed that the TKE decay rate was slowed by the presence of a wall, indicating the importance 
of walls in the formation of energetic structures. Zovatto and Pedrizzetti [43] also numerically 
studied the gap size effect and found that for circular cylinders, the critical Reynolds number 
increased with a decrease in the gap size. They observed that the critical Reynolds number 
increased from about 50 to 200 as the gap size decreased from about 2 times the cylinder diameter 
to half of the cylinder diameter.  
1.3.3 Effects of Additional Obstacles 
Chatterjee and Biswas [44] numerically studied the crosswise flow over two rows (running 
perpendicular to flow direction) of offset square cylinders at Re = 100, and found that the presence 
of multiple bluff bodies led to turbulence even at low Reynolds numbers. They found a heavy 
dependence on the spacing of the rows of cylinder – citing the in-phase and anti-phase interactions 
of the vortices being shed by each row of obstacles. Obstacles with closer spacing  
(1 – 2 times the characteristic width of the cylinder) experienced higher instances of constructive 
and destructive interference than those spaced at 5 times the diameter. Harishandan and Roy [45] 
investigated the differences in interaction of single and tandem circular cylinders, their proximity 
to each other, and to a wall at Re = 100 and 200. They found that the Reynolds number dependency 
of vortex shedding properties was higher for wall-proximate tandem cylinders than for single 
cylinders of similar proximity 
1.3.4 Heat Transfer and Turbulent Characteristics 
The additional complexity due to the heat transfer interactions between the bulk flow and the PCM 
containing cylinders is expected to change the flow dynamics and turbulent characteristics. The 
following literature review encompasses studies that investigate these interactions, especially as it 
is relevant to our studied geometry (wall-confined alternating cylinders). 
Tokgoz, Aksoy and Sahin [46] performed experimental PIV studies, and numerical analysis of the 
expected heat transfer efficiency of flow in a corrugated duct. These tests were performed at a high 
Re of Re = 3000-6000. The corrugated duct consisted of 2 walls with simultaneous inward and 
outward steps (forming the rectangular corrugations) with step size (S) to length ratio (L) of 1:10. 
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The ratio of S to channel width (H) was varied for S/H = 0.1, 0.2 and 0.3. This is somewhat 
analogous to our investigated geometry due to the sharp nature of the steps in the channel, and the 
expanding and contracting of the widths. They found enhancement of heat transfer occurred with 
the increase in turbulence intensity due to higher levels of mixing and therefore convective heat 
transfer. The heat transfer rate increased with increase in S/H ratio, yielding the highest efficacy 
at 0.3. They also reported the location of peak (magnitude) Reynolds shear stress (RSS) occurred 
at the upstream corner of the constrictions in the corrugated wall. 
Tokgoz [47] also investigated the flow behavior through a cylindrically corrugated channel, where 
the expansions in the channel were semi-circular instead of rectangular in the previous study. They 
used PIV to resolve the flow fields at Re = 2000, 3000, 4000, 5000. The corrugation radius, r was 
equal to the uncorrugated channel width, H. They found a similarity in the location of highest RSS 
– it occurred at the upstream edge of the corrugation. The increase in Reynolds number was found 
to increase the flow interactions between the main channel and wake zones contained in the 
corrugation due to vortex shedding, thereby increasing heat transfer rates due to increased mixing 
by turbulent flow structures. 
Zafar and Alam [48] numerically investigated flow and heat transfer at ReD = 200 of an isothermal 
cylinder of diameter D, directly (in line) downstream of a smaller cylinder of diameter d with 
spacing of 𝐿 = 5.5d. The ratio of cylinder diameters d/D was varied between 0.15 and 1.0. Lower 
diameter ratios d/D < 0.3 correspond to closer spacing since 𝐿 𝛼 d. At these low ratios, the shear 
layers shed by the upper cylinder reattached to the larger one and there was only a single vortex 
street shed by the larger cylinder. At higher diameter ratios, 2 vortex shedding frequencies occurred 
as the vortices shed by the upper cylinder impinged on the second rather than reattaching. The 
vortex behavior had an influence on the Nusselt number, Nu, and therefore the rate of heat transfer 
in the second cylinder. The Nusselt number increased with decreasing diameter ratios from d/D = 1 
to 0.4 and decreased for d/D <0.4 due to the reattachment of vortices (or lack of impingement). 
These studies show that an increase in heat transfer is expected with an increase in flow velocity 
as it will lead to shedding of the shear layer and propagation of vortices over each column. It is 
unclear at our low Re <120 investigated in Chapter 3 if the additional heat transfer benefits of 
impinging vortices will be present. In both studies by Tokgoz et al [46, 47] Reynolds shear stress 
was observed to occur at the sharp upstream edges of constriction zones. This should also be 
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expected in our experimental geometry. There was a lack of available literature that directly applies 
to our flow and heating conditions. 
1.4 Motivations and Knowledge Gaps 
The motivation of this thesis project is to investigate the possibility of phase change materials 
(PCM) to keep the microalgae and their nutrient broth within an acceptable temperature range. If 
the tank overheats, the organisms will be likely to die, and if the tank is too cold their productivity 
will be greatly reduced [1]. The effects of overheating are worse than the effects of overcooling, 
so thermal regulation to keep the temperature from rising above the critical upper thermal limit for 
the organisms is paramount. Phase change materials store energy at a relatively constant 
temperature in the latent heat of phase change [49], the properties of which could be used to avert 
overheating in the microalgae tank.  
To research this phenomenon, the ultimate goal is to build a replica incubator with PCM inserts, 
expose it to a radiative heat source, and determine the melting behavior of the PCM as well as its 
efficacy in maintaining a livable environment for the microalgae. However, there are many aspects 
of this design that need to be better understood before achieving this goal, including flow 
characteristics at low Reynolds numbers, beginning to understand the heat transfer interaction 
between the flow and the PCM, and the coupled effects of the heat transfer on turbulence 
characteristics and vice-versa.  
Thus, in this thesis the unheated low Reynolds number (20-90) flow in a narrow channel with a 
set of obstacles to be later filled with PCM will be characterized. The growth of the microalgae 
Chlamydomonas reinhardtii as it responds to a geometrically similar flow channel at a Reynolds 
number of 50 is also studied. The flow is then characterized with the additional element of heat 
transfer with the PCM filled obstacles at Re = 40-120.  
Previous studies have looked into the flow dynamics of bluff bodies, some relevant to our geometry 
design, but none exact. There has also been substantial work on the melting behavior of PCM in a 
variety of geometries. However, there is a gap in connecting the two areas of study, and this work 
attempts to add context on how these processes interact with one another. There is also a lack of 
available literature concerning the interactions of turbulent flow characteristics and heat transfer 
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with obstacles, especially at low Re < 120. Recommendations for future works will be made in 
our Chapter 4. 
1.5 Thesis Objectives 
The objectives of this experimental study are: 
(1) To characterize the unheated flow at in a narrow channel through a set of offset, wall-
confined obstacles that could function as thermal storage units. These experiments are 
performed at low Reynolds number of 20-90, selected to investigate possible transition 
behavior expected in this range. 
(2) To investigate the ability of microalgae Chlamydomonas reinhardtii to survive and thrive 
in these flow conditions under controlled conditions without the addition of heat stresses 
(3) To study how the flow dynamics over a set of wall-confined, alternating obstacles are 
affected by the addition of heat transfer when hot flow interacts with PCM filled obstacles. 
Conversely, to understand how the melting behavior of the PCM inside the obstacles is 
possibly related to the turbulent characteristics of the flow. 
All flow characterization was performed using particle image velocimetry as it is a non-intrusive 
measurement style. Temperature measurements were taken at 3 heights in the center of the PCM 
columns to understand how the flow changes the behavior through the vertical dimension. The 
health of the algae was tracked through green saturation indicating colony growth rates, and 
through analysis of microscopic imagery that tracks the speed, size and density of microalgae in 
daily samples. 
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1.6 Thesis Layout 
Chapter 1: A general introduction to the work, and motivations behind the research. The current 
state of literature on topics of phase change material melting behavior, flow dynamics as it relates 
to proposed configuration, heat transfer and turbulence, and passive thermal control of microalgae 
incubators. Motivations and gaps in knowledge are addressed to provide context to the thesis work 
Chapter 2: This chapter addresses the experimental work on the characterization of unheated flow 
though the set of wall-confined alternating obstacles in a narrow open channel at low Reynolds 
numbers of 20-90, and the response of microalgae to a geometrically similar flow configuration at 
Re = 50. Two obstacles are investigated (square and circular columns) at two spacing 
configurations each. The channel is 2× as wide as the characteristic width of the obstacles, and the 
spacing considered is gaps of 1× this characteristic length between obstacles and 2× the 
characteristic length. The experimental setup and processes are introduced, along with the results 
and discussion thereof. 
Chapter 3: This chapter contains the experimental work as it pertains to the tests of heated flow 
interacting with PCM filled obstacles, wall confined and offset in a narrow channel at spacing of 
1× the characteristic length. The flow and its interaction with the melting behavior in the columns 
is characterized by PIV measurements in the flow and temperature measurements in the PCM filled 
columns. This experimental setup is geometrically similar to the previous unheated tests at 1× 
characteristic length spacing. Experimental setup and process are introduced along with 
presentation of the results and their discussion.  
Chapter 4: This chapter provides a summary and conclusion to the work. Conclusions are formed 
from the results in Chapters 2 and 3. Recommendations of future development on this line of study 
are recommended. 
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Chapter 2  
 Characterization of Low Reynolds Flow Over Offset Wall 
Confined Columns in an Open Channel; Growth and 
Swimming Response of Eukaryotic Green Algae to Flow 
Environment 
Flow through arrays of cylinders and past single bluff bodies in channels are common in 
engineering applications such as heat exchangers. The configuration considered in this study (i.e. 
wall adjacent, offset cylinders in a narrow channel) has not been explicitly studied in the past. The 
rationale for considering this specific configuration is the integration of a novel passive thermal 
regulation system in a photobioreactor channel using phase change materials (PCM). The intent is 
to fill the obstacles with the thermal storage medium as discussed in the next chapter, but it could 
also be used in active thermal control by pumping cool or hot medium through the cylinders. The 
photobioreactor cultivates microalgae, which are living organisms. Due to the scarcity of research 
studies closely related to this configuration, it is critical to have a detailed characterization of the 
flow in such configuration to have a better understanding of the flow behavior that may influence 
the growth of microalgae as well as the heat exchange between the reactor fluid medium and the 
PCM columns. The focus of this Chapter is aimed to characterize the shape and spacing dependent 
characteristics of this flow (without considerations for heat transfer) for applications in 
photobioreactors with specific focus on the turbulent characteristics and presence of vortex 
shedding, and its effects on the growth of green algae Chlamydomonas reinhardtii.  
2.1 Experimental Setup 
Two experimental setups were considered in this study. The first setup was used to characterize 
the flow in the presence of offset cylinders (obstacles) using Particle Image Velocimetry (PIV), 
and the second setup was used to investigate the response of microalgae C. reinhardtii to the flow 
obstacles studied extensively in the first set up. The PIV experiments in the first setup were 
conducted without microalgae and using micro glass spheres as tracer particles for flow velocity 
measurements (the microalgae swim independently of the flow and hence, cannot be used as tracer 
for flow measurements). The PIV experiments were conducted at the Western University in 
London, Ontario, while the microalgae experiments were conducted at the Université Paris Diderot 
in Paris, France. 
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2.1.1 Velocity Measurements 
The geometry and layout of the first set up are shown in Figure 2-1.  It was comprised of a 5.2 cm 
wide, and 60 cm long rectangular channel (open from top). The channel was made from 0.63 cm 
thick, optically clear cast acrylic sheets, joined with acrylic solvent glue. The liquid inlet to the 
channel was a vertical column with 9 evenly spaced holes, 0.3 cm in diameter. The openings were 
directed towards the back wall (away from the direction of bulk flow) to reduce the effects of 
jetting on the flow characteristics. The obstacle columns of two different cross-sections – circular 
and square were considered with the same characteristic length (L) of 2.54 cm (i.e. the circular 
columns have an outer diameter of 2.54 cm, and the square columns have a side length of 2.54 cm). 
Experiments were conducted separately for a set of columns with the same cross-section. The first 
column in the set was placed 15 cm from the inlet. Two different spacing (offsets) were considered 
for each column shape; one characteristic length (L) and two characteristic lengths (2L), see Figure 
2-1b and c, respectively. Each column was made from clear extruded acrylic, attached to an acrylic 
base by acrylic solvent glue. The acrylic base was used as a geometric guide to locate and align 
Figure 2-1: Experimental setup (a) side view (b) top view of C-1L, (c) top view of S-
2L, (d) Regions of Interest for configurations 1 and 2 (e) Regions for configurations 
3 and 4. All dimensions in cm. x and u are defined as perpendicular to the flow, y 
and v as parallel to the flow 
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columns in the channel. The details of shape and offset length corresponding to each configuration 
are presented in Table 2-1.  
Water was pumped through the channel with a submersible pump (Little Giant 2E NDVR). Two 
ball valves were used to control the flow rate which was measured and recorded at the start and 
end of each experimental run. Three flowrates 0.57, 1.47 and 2.65 L/min were considered in this 
study. The corresponding Reynolds numbers were 20, 50 and 90 based on the characteristic cross-
sectional length of the columns. The water height in the channel was maintained at 25 cm. 
Table 2-1: Insert Configurations 
 
2.1.1.1 PIV Setup and Measurements  
A dual-cavity Nd:YAG laser (SoloPIV 120XT) was used to illuminate the flow that was seeded 
with 15 µm diameter silver-coated hollow glass spheres (Potters Industries Conduct-O-Fil® 
SH400S20). A 4 Mega Pixel CCD camera with the resolution of 2048 × 2048 pixels (Flare, I O 
Industries) was used to capture the images. A 50 mm lens along with a 2× zoom extender was used 
with the camera to obtain a field of view that can properly capture the seed particles with good 
spatial resolution. The camera was connected to an image acquisition system (CORE, I O 
Industries) controlled via PC using COREVIEW software. A four-channel digital delay generator 
(Berkeley Nucleonics 555-4C) was used to control the timing of laser pulses and synchronize them 
with the camera frames.  
Two-dimensional velocity measurements using the PIV system were conducted in a horizontal 
plane at a height of 14.6 cm (see Figure 2-1a). This height was selected due to the minimal 
influence of the channel bottom wall or the water free surface.  The camera field of view was not 
large enough to capture the flow behavior along multiple columns with good spatial resolution. 
Hence, measurements were conducted over different regions of interest that cover flow domain 
Configuration Name Column cross section Offset (cm) 
C-1L Circular 2.54 
S-1L Square 2.54 
C-2L Circular 5.08 
S-2L Square 5.08 
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over five and four columns in 1L and 2L configurations, respectively (see Figure 2-1 d & e). Each 
measurement region has a resolution of 650 × 2048 pixels that corresponds to the dimensions of 
about 5.2 cm × 14 cm. In each measurement region, 1500 image pairs (3000 images) were acquired 
at each Reynolds number. The image acquisition rate at each Reynolds number is listed in Table 
2-2. 
Velocity fields were computed by cross-correlating image pairs using an in-house code 
implemented in an image processing software, Heurisko (AEON). The code divides the first image 
of the image pair into interrogation windows and the second image of the image pair into 
corresponding search windows. By cross correlating the interrogation window in the first image 
with the regions in the corresponding search window in the second image, a peak in the correlation 
plane is detected that corresponds to the average particles’ shift in the given interrogation window. 
A 50% overlap between the interrogation windows was used to increase the nominal resolution of 
the vector field. The process was repeated for all interrogation windows in a given image pair and 
all image pairs in a given dataset. The corresponding velocity fields were obtained by dividing the 
particles’ shift with the time separation between the two images of the given image pair. The grid 
spacing, interrogation window and search window parameters used for each Reynolds number case 
are also presented in Table 2-2. By processing the image pairs through the code, instantaneous 
velocity fields were obtained. A local median test-based correction scheme [8] was used to detect 
and correct spurious vectors. It should be noted that there was noticeable distortion of the light 
sheet after passing through the acrylic columns that effected the greyscale values of the image in 
that region. As this distortion was contained within the illumination plane, it did not cause any 
misalignment of the lightsheet. Furthermore,  the signal-to-noise ratio (contrast between the seed 
particles and their background) was assessed in the regions affected by the light sheet distortion 
due to columns. It was found that the contast between the seed particles and the backgroud was 
sufficient that it did not effect the cross correlation peak detection used in the velocity vector 
computation. The uncertainty in the PIV velocity field was estimated to be 0.16 pixels, equivalent 
to 0.001 cm/s. A detailed analysis is included in Appendix A. 
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Table 2-2: PIV image processing grid spacing, interrogation window and search window 
sizing 
Reynolds 
Number 
Laser pulse and 
sampling rate 
(Hz) 
Grid Spacing 
(pixels) 
Interrogation Window 
(pixels) 
Search Window 
(pixels) 
20 5 24 48 96 
50 15 16 32 64 
90 20 16 32 64 
2.1.2 Microalgae Testing 
2.1.2.1  Experimental Setup 
The experiments to characterize the growth of microalgae, Chlamydomonas reinhardtii, in the 
presence of column inserts were conducted in a setup similar to the one used in the PIV 
experiments, but it was not the same scale. This is due to various constraints including the 
availability of the growth medium.  
The geometry of Setup 2 is shown in Figure 2-2. The size of the channel was smaller than the 
original channel size used in the PIV study, to accommodate the constraints imposed by the growth 
medium. The channel was built from clear cast acrylic. The growth medium TAP (Tris-Acetate-
Phosphate) for microalgae was used as the working fluid. The height and length of the set up are 
not geometrically similar to the original set up, but the distance from the inlet to the first column, 
as well as the column spacing and blockage ratio (characteristic length based on the width of the 
obstacle, divided by the channel width) were all scaled with the original PIV setup. Same obstacle 
shapes as in the PIV setup i.e. circular and square were used. Three obstacle configurations were 
considered in this study: (1) no obstacles, (2) circular columns as in Figure 2-2b, and (3) square 
columns as in Figure 2-2c. Both the square and circular column have a characteristic cross-
sectional length of 1.7 cm. They were placed similar to set up 1, with the first column place 6 
characteristic lengths from the inlet, and each following column spaced by one characteristic 
length. Only one spacing of each shape was considered due to time constraints on experimentation. 
Fluorescent lights were placed 45 cm above the set up to act as a light source for the microalgae. 
A peristaltic pump, Verderflex AU R2550030 RS1, was used to pump medium through the system 
at 32.5 lpm corresponding to a Reynolds number of 50. The pump was controlled by a voltage 
source, TTi EL 155 V power supply. 
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2.1.2.2 Preparation and Cultivation of the Microalgae  
The microalgae used in this study was C. reinhardtii, a well-studied, unicellular green alga with 
flagella-based motility. The microalgae solution was prepared by seeding 150 ml of TAP with 30 
ml of previously cultured C. reinhardtii, 6-8 days in age. This mixture was grown in stagnant 
Figure 2-2: Microalgae set up (a) side view (b) top view, circular obstacles (b) top view 
square obstacles. All measurements in cm. 
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conditions at a constant temperature of 23 °C for 3 days with 12 hours of light per day before being 
transferred into the channel with an additional 400 ml of TAP solution. 
2.1.2.3 The Testing Procedure 
Each experiment ran for 10 days, following the schedule laid out in Table 2-3. Light variation was 
run on a 24-hour schedule with 12 hours of light, and 12 hours of dark. “Sun up” is considered 
hour 0, and all hours are measured relative to this time. 
Table 2-3: Experimentation Schedule for Micro-Algae testing 
Day Hour Action Comments 
0 1 
Begin incubation 
of initial culture 
180 ml solution comprised of 150 ml TAP and 30 ml 
Chlamydomonas reinhardtii, 6-8 days in age 
0-3 0-24 
Culture is grown 
and allowed to 
mature 
Culture was grown in stagnant conditions at 23 °C with 
12 hours of light per day 
0-10 0 Sunrise Light system was turned on 
0-10 12 Sunset Light system was turned off 
3 1 
Flow experiment 
initialized 
The full 180 ml of culture was added to set up, with 
additional TAP to fill the remaining 400 volume; flow 
rate was set and maintained at mean value of 32.5 lpm 
corresponding to Re = 50. 
3-10 2 Measurements 
Photographs of system were acquired using Nikon D7100 
to track concentration of green pigment 
2 × 10 μL samples of microalgae mixture were acquired 
from the outlet; placed on a slide with 22 mm square glass 
cover; 1500 images were taken at 8 Hz, 50 ms exposure at 
three locations of each sample using Nikon TU Plan Fluor 
10x/0.30 A OFN25 WD17.5 
3-10 10 Measurements 
Photographs of system were acquired using Nikon D7100 
to track concentration of green pigment 
2 × 10 μL samples of microalgae mixture were acquired 
from the outlet; place on a slide with 22 mm square glass 
cover; 1500 images were taken at 8 Hz, 50 ms exposure at 
three locations of each sample using Nikon TU Plan Fluor 
10x/0.30 A OFN25 WD17.5 
3-10 10 
Replace lost 
volume TAP 
Up to 30 ml of TAP added to system to replace volume 
loss due to evaporation 
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2.1.2.4 Characterization of the Microalgae Growth 
The algae growth and health were characterized in two ways: through microscope images of 10 𝜇L 
samples taken from the active flow, and by green saturation analysis of images taken of the 
channel. Both data were collected according to the schedule in Table 2-3. 
The in-flow samples were collected twice daily at the same location in the flow channel as pictured 
in Figure 2-3. The area directly in front of the outlet was selected to ensure the sample was 
collected in a region of active flow. Samples were collected by micropipette, set to 10 𝜇L, put onto 
a glass slide, and covered with a 22 mm square glass film. Two samples were collected at each 
time point, and three sets of 1500 images of each sample were collected using a Nikon TU Plan 
Fluor 10x/0.30, a OFN25 WD17.5 microscope, with EO Edmund MI 150 set at 16 intensity. 
Images were collected with Ueye software, at 8Hz, 50ms exposure, and pixel clock of 15Hz. 
Images were processed in Matlab to detect microalgae. The original image was converted to a 
binary image with brightness thresholds set to detect the algae, holes were then filled and small 
features rejected by size, the image was then dilated and eroded to smooth the edges of the objects, 
and finally features considered too large to be algae are removed. An original image and the 
corresponding binary image of the detected microalgae are shown in Figure 2-5. These images 
were then analyzed to track the location, size, and trajectory of each individual organism. 
Trajectories were found with a search radius 80 pixels (50 microns). Trajectories that lasted less 
than 5 frames were discarded as noise, and the accepted trajectories were used to calculate the 
average speed of each organism, and finally the bulk average velocity.  
Figure 2-3: photograph of algae experiment: no-obstacle configuration indicating 
inlet, outlet and measurement locus. Time point: day 3, hour 10 
FLOW 
INLET 
OUTLET 
SAMPLE 
COLLECTION 
POINT 
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The images of the channel were taken at each time point as described in Table 2-3 with a Nikon 
D7100 camera. The images were processed using an in-house Matlab code to analyze the green 
saturation at four separate regions as illustrated in Figure 2-4. The saturation was determined by 
converting the RGB color data into HSV color data to extract the saturation values of the green 
color data. There was no notable deviation in results between regions A-D, so the data is presented 
as a single value of saturation for each case. 
2.2 Results and Discussion  
2.2.1 Flow Behavior 
As mentioned earlier in the experimental setup section, experiments were conducted at three 
Reynolds numbers: Re = 20, Re = 50 and Re = 90. The preliminary analysis of the data showed 
that at Re = 20, the flow was in a laminar regime and even the presence of obstacles did not induce 
Figure 2-5: example original (left) and binary (right) image of 
microalgae. Circle obstacles, time point: day 3, hour 10 
A B C D 
Figure 2-4: locations examined for green saturation as a measure of algal health. Circular 
obstacle experiments, time point: day 4, hour 10 
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any turbulent fluctuations in the flow. Hence, the results presented in this section are primarily for 
the Reynolds numbers of 50 and 90 where they showed the most consistently interesting or 
noteworthy behavior.  
Since the imaging data were acquired in different fields of view (with some overlapping regions) 
to cover the flow around multiple obstacles (see Figure 2 for the locations of the fields of view), 
the next step was to patch the velocity data obtained in these fields of view in a meaningful way. 
As the images in different fields of view were not acquired simultaneously, the instantaneous 
velocity fields could not have been patched together. Thus, averaged properties were first 
computed and then the fields of averaged properties were patched using the start and end of 
obstacles with an average overlap region corresponding to 20 velocity vectors in the flow direction.  
2.2.1.1 Mean and Turbulent Velocity Fields 
Contour plots of the mean velocity magnitudes are shown in Figure 2-6 for all configurations at 
Reynolds numbers of 50 and 90. The velocity magnitude is normalized by the average velocity 
passing through the 2.54 cm space adjacent to each obstacle, calculated based on the flow rate. 
These plots are organized to emphasize the shape and Reynolds number dependent effects. 
Figure 2-6: Mean velocity magnitude normalized by the mean velocity passing through the 
2.54 cm space adjacent to each column (a) C-1L, Re=50, (b) S-1L, Re=50, (c) C-1L, Re=90, 
(d) S-1L, Re=90, (e) C-2L, Re=50, (f) S-2L, Re=50, (g) C-2L, Re=90, (h) S-2L, Re=90. Flow 
direction is from bottom to top. 
Flow 
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There are two trends in the velocity magnitudes that can be noted for all configurations at both 
Reynolds numbers. The first is that the velocity magnitude in the region directly downstream of 
each column is significantly lower than the velocity magnitude in the regions of bulk flow. This is 
expected as it is a region of recirculation. It is notable that the velocity in these regions is lower 
behind downstream columns compared to upstream columns, specifically compared to the first 
column which has a very defined recirculation behind it. C-2L at Re = 50 appears to be an 
exception to this trend, implying there is a defined standing vortex behind each circular column. 
Secondly, the overall flow accelerates as it moves from the upstream region to the downstream 
regions. This is expected as the flow experiences deceleration in the vicinity of the obstacles (i.e. 
recirculation zones), it accelerates in the core region due to mass conservation. The results show 
that the mean velocities could reach twice the magnitude as of the bulk mean flow velocity 
upstream of the obstacles. Comparison of the results at two Reynolds numbers show that the flow 
acceleration relative to the upstream mean flow is higher at Re = 50, as compared to that at 
Re = 90.  
The shape of the columns also influences the distribution of the mean velocity. At a given Reynolds 
number, the peak velocity magnitudes are higher and more sustained for the square column 
configurations than for their circular configuration counterparts for both 1L and 2L configurations. 
This is due in part to the sharp separation point and subsequent narrowing of the bulk flow region 
(see figure 2 a, b, e, f). Comparison of the result for two different spacing of columns (1L and 2L) 
shows a slight increase in the peak velocity magnitudes at 2L configuration for both column shapes 
at Re = 50. Whereas, at Re = 90, a slight decrease in the peak velocity magnitudes at 2L 
configuration for the square column and negligible change for the circular column.   
To quantify the magnitude of turbulent velocities, the root mean square (RMS) of the turbulent 
velocity is calculated at each gridpoint as in Equation (2-1) 
𝑢𝑅𝑀𝑆 = √
1
𝑛
(𝑢1
′2 + 𝑢2
′2 + 𝑢3
′2 + ⋯ . . 𝑢𝑛′2) (2-1) 
Where 𝑢𝑅𝑀𝑆 is the RMS velocity in the x direction, 𝑢𝑖
′ is the turbulent  velocity component in the 
streamwise (x) direction, 𝑛 is the number of  velocity vectors. The 𝑣𝑅𝑀𝑆, i.e. the RMS turbulent 
velocity in the cross-stream (y) direction is also calculated in the same way.  
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The contour plots of the normalized 𝑢𝑅𝑀𝑆 and 𝑣𝑅𝑀𝑆 are shown in Figure 2-8 and Figure 2-7, 
respectively. The results show a similar overall trend for all cases i.e., the magnitudes of turbulent 
velocities in both streamwise and cross-stream directions are higher in the upstream region and 
around the first two columns and then start to decrease in the downstream direction. Comparison 
of the results for different cases show that the turbuent velocit magnitudes are relatively higher at 
the higher Reynolds number, which is expected. Comparison between the circular and square 
shapes show that at the higher Reynolds numbe (Re = 90), the shape of the column does not have 
any siginficant influence on the turubulent velocity magnitudes. However, at the lower Reynolds 
number, the turbulent velocity magnitudes were relatively higher for the square-shaped columns. 
Comparison of the cases with different column spacing indicates that the specing effect has 
Reynolds number dependency, that is, at the lower Reynolds number (Re = 50), the turbulent 
velocity magnitude and extent of storng turbulence were higher at 1L spacing while, at Re = 90, 
the extent and magnitude of turbulent velocities were higher at 2L spacing. These results indicate 
that the range of Reynolds numbers considered in this study is not high enough to make flow 
separation and vortex shedding independent of the Reynolds number, which is consistent with 
previous studies.  
Figure 2-7: 𝑽𝑹𝑴𝑺 normalized by the mean velocity passing through the 2.54 cm space 
adjacent to each column (a) C-1L, Re=50, (b) S-1L, Re=50, (c) C-1L, Re=90, (d) S-
1L, Re=90, (e) C-2L, Re=50, (f) S-2L, Re=50, (g) C-2L, Re=90, (h) S-2L, Re=90 
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The results in Figures 2-8 and 2-9 also show that for all cases, the turbulent velocity magnitudes 
are higher around  the first column, however, this behavior deminishes as the flow passes through 
subsequent downstream columns. This is an interesting behavior, which indicates that at the given 
range of Reynolds numbers, the columns are not contributing the turbulence production but rather 
the turbulence decays as the flow passes through the columns. This behavior was further 
investigated. The results show higher turbulence magnitudes upstream of the first column, which 
indicate that the turbulence in the flow is generated in the upstream section of the channel. The 
plausible source of this turbulence generation is the flow distribution column located at the 
upstream end of the channel. As menionted in the experimental setup section, the flow distribution 
column has nine holes evenly placed along the column length, facing towards to the channel wall 
to enhance mixing while minimizing disturbances. The Reynolds number of the water jet exiting 
each hole was in the laminar regime (1000 < Rejet < 2000). However, it is likely that the jet 
impingement on the channel wall has contributed to the turbulence generation. Such turbulnece 
generation is desirable to ensure uniform flow mixing and eliminating any jetflow signature in the 
channel flow.  
  
Figure 2-8: 𝑼𝑹𝑴𝑺 normalized by the mean velocity passing through the 2.54 cm space 
adjacent to each column (a) C-1L, Re=50, (b) S-1L, Re=50, (c) C-1L, Re=90, (d) S-
1L, Re=90, (e) C-2L, Re=50, (f) S-2L, Re=50, (g) C-2L, Re=90, (h) S-2L, Re=90 
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The decay of turbulent velocity magnitudes as the flow passes through the subsequent downstream 
columns indicates the viscous effects are relatively significant and hence, any local turbulence that 
is generated due to the flow separation by the columns is quickly dissipated by viscosity. The flow 
separation and the associated generation of wake turbulence are typically dependent on the shape 
of the obstacle. The similar magnitudes and decay behavior of turbulent velocities for both column 
shapes further confirm that the flow separation around the columns is not contributing to the 
turbulence generation in the channel. 
2.2.1.2 Turbulent Kinetic Energy 
The contours of the normalized Turbulent Kinetic Energy (TKE) as calculated by Equation (2-2) 
are displayed in Figure 2-9 for the two Reynolds numbers cases. 
𝑇𝐾𝐸 =
1
2
(𝑢𝑅𝑀𝑆
2 + 𝑣𝑅𝑀𝑆
2 ) 
(2-2) 
The results are similar to the RMS turbulent velocity plots as expected. In all cases the TKE is 
significantly higher in the upstream regions compared to the downstream regions for all cases, 
indicating that TKE is generated over the first column, and in some cases the second column, but 
is subsequently dissipated. There is also a notable presence of high TKE before the first column, 
similar to the RMS results, indicating turbulence generated by the inlet condition. It should be 
noted that the inlet was located 6×L upstream of the first column and about 5×L upstream of the 
edge of the first measurement frame. Hence, the turbulence that is generated at the inlet is much 
diffused by the time it reaches the first column. Thus, the TKE behavior seen upstream of the first 
column is likely  a result of the interaction between the reminent of the upstream turbulence and 
the first column, which is propogated upstream. 
Much like for the mean velocity data, there are shape dependent effects in the TKE data. For 
Re = 50 the shape dependent effects on turbulence are apparent: there is approximately a 50% 
increase in TKE in the square column cases (configurations 2 and 4) compared to their circular 
counterparts (configurations 1 and 3, respectively). For Re = 90, this same difference is not 
apparent. We do however see something interesting when comparing the configurations 3 and 4 in 
Figure 2-9 – the second column of S-2L (square spacing) appears to suppress the incoming 
upstream turbulence.  
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The Reynolds number of the flow also effects the distribution and behavior of the TKE. The 
configurations with circular columns experience the most apparent Reynolds number dependent 
effects, similar to the order of the differences observed for Re = 50 between the square and circular 
configurations. Between Re = 50 and Re = 90 there is an approximate 50% increase in normalized 
TKE for configurations 1 and 3. From this it can be inferred that there is a transition for these 
geometries exists between Re = 50 and Re = 90. All configurations display increased downstream 
turbulence for Re = 90 compared to Re = 50. The higher Reynolds number flows show turbulence 
is generated again over the 2nd column, while the flow at low Reynolds numbers show the decay 
of TKE past the second column. 
This trend is confirmed by plots of the TKE decay shown in Figure 2-10, normalized by the same 
method as the TKE plots. These plots are displayed on a normalized y axis, where the distances 
are given from the leading edge of the first column, normalized by the characteristic length of the 
columns (2.54 cm). For configurations 1 and 2, this means the leading edge of the second column 
falls at mark 2 on the y axis, and for configurations 3 and 4 it falls at mark 3. For all configurations 
at both Re = 50 and Re = 90, there is an increase in TKE observed at leading edge of the first 
column. This level of TKE is approximately sustained across the length of the column. The 
increase, as mentioned above, is lower for the flow over the circular column configurations 1 and 
3 for Re=50 than for all other cases. The increase is also shown as abrupt for the square 
Figure 2-9: TKE normalized by the square of the mean velocity passing through the 
2.54 cm space adjacent to each column (a) C-1L, Re=50, (b) S-1L, Re=50, (c) C-1L, 
Re=90, (d) S-1L, Re=90, (e) C-2L, Re=50, (f) S-2L, Re=50, (g) C-2L, Re=90, (h) S-2L, 
Re=90 
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configurations 2 and 4, compared to 1 and 3 – which follows from the discussion of the contour 
plots, and is a result of the forced separation at the leading edge of the square columns. 
The secondary increase in TKE is notable in Figure 2-10a, Re = 90, at mark 2 for configurations 
1 and 2 and mark 3 for configurations 3 and 4. The TKE is then sustained until approximately 
mark 6, representing the leading edge of the 4th column for configurations 1 and 2 and the leading 
edge of the 3rd column for configurations 3 and 4, where it decays significantly. For Re = 50 in 
Figure 2-10b, the increase in TKE at marks 2 and 3 for configurations 1 and 2, and 3 and 4, 
respectively is not significant. The same decay observed by mark 6 for Re = 90 is observed by 
mark 4 for Re = 50 (representing the leading edge of the 3rd column for configurations 1 and 2, 
and the trailing edge of the second column for configurations 3 and 4). The TKE trends for Re = 20 
in Figure 2-10c show there is no turbulence generation over the obstacles, but there is turbulence 
present at the leading edge of the first column that can be attributed to the upstream turbulence.  
  
(a) 
(b) 
(c) 
Figure 2-10: TKE decay, normalized by the square of the mean velocity passing through the 
2.54 cm space adjacent to each column, at distance y measured from the leading edge of the first 
cylinder normalized by the column’s characteristic length. (a) Re = 90; (b) Re=50; (c) Re= 20.  
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2.2.1.3 Reynolds Shear Stress 
Reynolds Shear stresses were calculated according per unit mass as in Equation (2-3).  
𝑅𝑆𝑆𝑥𝑦 =  𝑢′ ∙ 𝑣′̅̅ ̅̅ ̅̅ ̅ (2-3) 
Results are displayed in Figure 2-11 as contour plots of the normalized Reynolds Shear Stress for 
all configurations at Reynolds numbers Re = 50 and Re = 90, and peak and mean values of RSS 
are shown in Table 2-4. 
The RSS data supports previous conclusions from the TKE data – in that there is a spike in 
turbulent behavior of the same normalized magnitude at the first obstacle for all configurations at 
Re = 90, and for the square obstacle configurations at Re = 50. This strong peak is delayed, but 
still present for the circular configurations at Re = 50. 
RSS is related to the strength of the vortex shedding [50]. The continued generation of these 
structures contributes to the maintenance of Reynolds stresses in the region; therefore, the location 
and magnitude of time averaged RSS peaks can be linked to the shedding of vortices, and their 
respective strength. Regions of positive covariance in u and v, and negative covariance in u and v 
are both present in this flow field. 
Figure 2-11: Reynolds Shear Stress normalized by the square of the mean velocity 
passing through the 2.54 cm space adjacent to each column (a) C-1L, Re=50, (b) S-
1L, Re=50, (c) C-1L, Re=90, (d) S-1L, Re=90, (e) C-2L, Re=50, (f) S-2L, Re=50, (g) C-
2L, Re=90, (h) S-2L, Re=90 
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Table 2-4: Reynolds shear stress peak and mean values for all configurations at Re = 50 and 
Re = 90 
Configuration Reynolds Number 
Magnitude of Peak 
RSS (mPa) 
Mean RSS (mPa) 
C-1L 
50 4.97 0.607 
90 24.9 2.44 
S-1L 
50 6.09 0.636 
90 21.2 1.96 
C-2L 
50 4.76 0.581 
90 29.4 3.77 
S-2L 
50 7.85 0.648 
90 25.60 2.75 
2.2.2 Microalgae Health and Growth 
The target of this set of experiments was to determine if the presence of obstacles in the flow had 
an effect on the health and growth of the microalgae. The impact of the obstacles was characterized 
based on the three metrics; quantity of microalgae per unit area, the average size of microalgae 
and the average speed of microalgae. These results are based on the microalgae samples collected 
at each time point and examined under microscope. It is also important to note the samples of 
microalgae only in the active flow region were taken; a significant portion of the colony was 
residing near the bottom of the apparatus, outside the flow. The growth of microalgae in the 
stagnant flow regions was captured by the analysis of channel images taken at each time point, 
which captured the greening of the channel with time due to the algae growth (see Figure 2-4) 
For each of the three metrics to quantify algae health, the following hypothesis were tested: 
1. Metric of health for microalgae exposed to square columns > metric of health for 
microalgae exposed to circular columns 
2. Metric of health for microalgae exposed to square columns > metric of health for 
microalgae exposed to no obstacles 
3. Metric of health for microalgae exposed to circular columns > metric of health for 
microalgae exposed to no obstacles 
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At each time-point, for each of these combinations, the null hypothesis in Equation (2-4) was tested 
using a 2-sided t-test with independent variances.  
𝐻𝑜: 𝑚𝑒𝑎𝑛 (𝑐𝑎𝑠𝑒 1) = 𝑚𝑒𝑎𝑛 (𝑐𝑎𝑠𝑒 2) (2-4) 
 
If the null hypothesis was found to be false with P < 0.05, the means of the two cases were then 
compared to determine which population exhibited the higher health metric.  
The first measurement started in the afternoon of Day 3, which allowed sufficient time for the 
algae culture and growth medium to properly mix and settle down in the new setup. The number 
of algae per unit area present in the flow is shown in Figure 2-12 for the two obstacles (square and 
circular) and no obstacle cases, as a function of time. The number of algae is expected to rise daily, 
and express divergent behavior with respect to flow condition, with the square and circular 
conditions performing above the no obstacle case. However, the results do not show any apparent 
trend in global increase or decrease in quantity per unit area, nor is there a statistical difference 
between the flow cases. The obstacles do not positively affect this metric, but neither do they affect 
it negatively. Please note that due to some administrative issues, measurements for no-obstacle 
case on Day 9 were not been acquired. 
Figure 2-12: Number of microalgae per square cm determined from 
microscope images 
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The average size of algae present in the flow follows a similar trend to the number of algae per 
area. Figure 2-13 shows the average size of microalgae as a function of time. There is no clear 
increase in size through time, and no apparent statistical conclusions to be drawn from the data set. 
Finally, the average speed of algae is computed, and the results are presented in Figure 2-14. The 
results show a relatively clear distinction in the speeds of microalgae exposed to different channel 
configurations. The results show that the algae exposed to square columns having the largest 
average speed, then algae exposed to circular columns, and finally algae not exposed to any flow 
obstacle. It should be noted that the algae velocities were measured based on the analysis of 
collected samples, under microscope, where the fluid sample was under stagnant condition. Chen 
et al [18], have observed that the mean velocity of C. reinhardtii in stagnant conditions was higher 
than that in the flowing conditions. Hence, the actual mean velocity of the algae under the flow 
conditions in the present study might be smaller in magnitude but the velocities presented in Figure 
2-14 are in the expected range for C. reinhardtii behavior [18, 19].  
The results also show that towards the end of testing period, the algae exposed to square and 
circular columns show no statistical difference in the mean behavior but their initial differences in 
behavior are apparent in the plot and confirmed with the t-test. Finally, for the square and circular 
cases there is an initial increase in average speed over days 3-5, with a following decrease for both 
square and circular cases.  
Figure 2-13: Average size of specimen in micrometers as determined 
from microscope images 
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It is interesting to note that although the assay was not able to detect differences in density or size 
of algae present in the flow, the average speed of the organism is clearly affected by the presence 
or absence of obstacles. It would appear the exposure to higher local flow velocity, and shear stress 
increases the speed and by association relative fitness of the C. reinhardtii. 
Daily images were analyzed for green saturations as a measure of global algae growth. The results 
are shown in Figure 2-15. At each time point, the data was averaged from 4 sections of the flow 
field (see Figure 2-4). The results are also separated by morning and afternoon measurements.  The 
results show a clear difference between the saturation values for morning measurements compared 
to afternoon measurements. The most likely cause for this is the positive phototactic tendencies of 
C. reinhardtii [51], meaning they will tend to swim towards a light source. Since the light is 
directly above the flow chamber, it follows that the algae would swim from the lower region 
towards the light during the day. This seems to result in a higher level of green saturation due to 
the better distribution of the organisms.  
The timewise trend of the data shows the same initial increase as the average speed of the 
microalgae, followed by a decrease in saturation for circle and no obstacle cases and a leveling off 
of saturation for the square obstacle case.  
Figure 2-14: comparison of average speed of microalgae over time as 
determined from microscope images 
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The results show that the green saturation for all three configurations was approximately 60% 
when the first measurement was taken (afternoon of day 3) and could be used as the reference. 
Therefore, no normalization was performed.  From day 4, a clear differentiation in the saturation 
was observed for different configurations. The saturation values for the square columns case are 
much higher than that for the circle columns and no obstacle cases for both morning and afternoon 
measurements, a trend that continues throughout the experiment. The saturation over the square 
column configuration peaks on day 5 and appears to hold approximately steady when comparing 
between morning measurements or between afternoon measurements. The maximum saturation 
value for this configuration was 95% on day 9.  
The data for the circular columns case shows a similar trend peaking on day 4 at 85 %, with the 
exception of the decrease in saturation from the day 4-6 level of 80-85 % to day 9 at 75 % in the 
afternoons. The morning measurements for the circular columns case follow the same trend as the 
morning measurements for the square columns case. 
The trend for the no-obstacle case afternoon measurements also follows the same behavior as the 
other two cases, with magnitudes similar to the circular case. The morning saturation levels are 
Figure 2-15: saturation as a measure for algal growth. Red indicates 
morning measurement; blue indicates afternoon measurement; ‘+’ = no 
obstacles; ‘o’ = circular obstacles; ‘□’ = square obstacles 
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slightly more erratic for the no-obstacles case than for the others. The results indicate that overall 
the growth of algae in the presence of square columns was higher as compared to the other two 
cases whereas, the algae growth in the presence of circle columns was in general, higher than the 
no-obstacle case.  
2.3 Chapter Summary 
The flow characteristics, and response of green algae C. reinhardtii to a set of offset, wall adjacent 
square and circular columns at low Reynolds numbers were considered in these experiments. Flow 
was characterized for Re = 20, 50 and 90 for two spacing configurations of 1×L and 2×L and two 
obstacle shapes. The algal response was investigated for two obstacle shapes at 1×L and a no 
obstacle case for Re = 50.  
The PIV investigation yielded both spacing and shape dependent results. The peaks in mean 
velocities were found to be consistently higher for flow over the square obstacles compared to the 
circular obstacles. Velocity also shows to increase as the flow moves downstream. This is due to 
both the outlet condition, and to less flow diverting into recirculation zones as it moves 
downstream. Turbulent characteristics of TKE and RSS both decay as the flow moves downstream. 
There is considerable turbulence from the inlet condition which shows to decay for all flow 
conditions. TKE generated as flow moves over obstacles is also quickly dissipated. There does 
appear to be a regime transition, as predicted in literature, that occurs between Re = 20-50 for flow 
over square obstacles, and between Re = 50-90 for flow over circular obstacles. The presence of 
this transition is extrapolated from the differences in behavior over square and circular columns. 
At values of TKE are comparable for flows over square and circular obstacles for Re = 20 and 90, 
but differ for Re = 50, where the TKE in flows over square obstacles is higher than over circular. 
The green saturation indicates that the algae are more active in the flow over square obstacles 
compared to circular and no-obstacles. This difference is likely due to the differences in shear 
present in the two flows, since green algae Chlamydomonas reinhardtii has been shown to respond 
well to moderate levels of shear up to 30 mPa [14]. Further repetitions of these experiments would 
be required to draw firm conclusions about algae health response to these flow conditions as they 
are live organisms and sensitive to all stages of their growth cycle.  
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Chapter 3  
 Interactions of Heat Transfer and Turbulent Characteristics of 
The Flow Over a Set of Alternating, all-Confined Thermal 
Storage Obstacles in a Narrow Open Channel at Low 
Reynolds Numbers (40-120) 
The nature of flow and heat transfer interactions in a narrow channel with offset columns 
containing phase change materials (PCM) is of interest for the application in passive thermal 
regulation of a proposed design for a wall mounted photobioreactor. Organic phase change 
materials (PCM) such as the Rubitherm RT-26 PCM used in these experiments are considered an 
effective thermal storage medium due to the high energy density storage available in the latent 
heat of phase change, storing and discharging of which can occur at near constant temperatures, 
minimum supercooling required for solidification, and their chemically inert nature [52, 53]. This 
makes them a candidate for passive thermal regulation of a variety of systems, such as housing, 
food and medical transportation, and solar water heaters. Past studies have been performed to show 
the efficacy of PCM for passive thermal regulation of buildings. However, it is unknown if PCM 
can be used to effectively stabilize the temperature of a fluid in a channel exposed to weather 
fluctuations. In this chapter, the flow characterization in Chapter 2 is expanded upon by modifying 
fluid temperature and examining the heat transfer interactions between the fluid and PCM thermal 
mass. There are two main considerations to this study: the melting behavior of the PCM contained 
in the columns, and the effects of the subsequent heat transfer on the flow characteristics in the 
channel, such as velocity behavior and turbulence characteristics.  
3.1 Experimental Design 
3.1.1 Setup 
The experimental set up, as depicted in Figure 3-1, consists of a 2.54 cm × 30 cm × 12.5 cm acrylic 
channel. Water was used as the working fluid that entered the channel through an acrylic tube with 
inner diameter of 0.953 cm and outer diameter of 1.27 cm. The tube had nine equally spaced holes, 
3 mm in diameter facing the upstream channel wall to reduce any jetting effects and associated 
turbulence in the bulk flow direction. The flow then encountered a double layer of fiberglass mesh 
located 2.54 cm from the upstream end of the channel (depicted in Figure 3-1) intended to break 
down turbulent structures created by the inlet condition.  
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Experiments were conducted for two internal configurations of the channel, one with the presence 
of offset columns and the other without any columns. For the configuration with offset columns, 
two column geometries were considered: square and circular. Seven offset columns made of 
acrylic tubing, were placed in the channel for each column shape (see Figure 3-1). Their locations 
within the channel are also described in the figure.  The square columns were 1.27 cm × 1.27 cm 
in cross-section and the circular columns had a 1.27 cm outer diameter. All columns extended 
above the height of the flow. The columns served as thermal energy storage and for this purpose, 
were filled with Rubitherm RT26 as the phase change material (PCM), the properties of which are 
summarized in Table 3-1. In each column, the PCM was filled up to the same height as the working 
fluid, 12.5 cm, which corresponded to the mass of 9.7 g and 7.5 g in each of the square and circular 
column, respectively.  To minimize heat losses from the channel walls, 2.54 cm thick extruded 
polystyrene rigid insulation was attached to all external vertical walls (see Figure 3-1). 
Table 3-1: properties of Rubitherm RT 26 PCM [52] 
Quality Value 
Melting temperature range 25-26 °C – main peak 26 °C 
Solidification temperature range 26-25 °C – main peak 26 °C 
Specific heat capacity (combination of latent and sensible heat 
in range from 19 °C to 34 °C) 
2 kJ/kg-K 
Density – solid (20 °C) 0.88 kg/l 
Density – liquid (30 °C) 0.75 kg/l 
Heat conductivity (both phases) 0.2 W/m-K 
The working fluid (water) was heated inside a NIST calibrated 2L Cole-Parmer StableTemp 
Digital Utility Water Bath to maintain constant water temperature at the channel inlet. Water was 
circulated in a closed loop configuration using a “little giant 2E NDVR” submersible pump, 
located inside the hot water reservoir. The flow rate through the channel was controlled by two 
ball valves located in series, downstream of the pump (see Figure 3-1a). For each channel 
configuration, the experiments were conducted at three inlet water temperatures of 28 °C, 33 °C 
and 38 °C (2, 7, and 12 °C above the PCM melting point of 26 °C), and three volumetric flow rates 
of 0.5 lpm, 0.75 lpm and 1.2 lpm at each inlet temperature condition. The Reynolds numbers 
corresponding to these flow rates at each inlet temperature condition are listed in Table 3-2. 
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Figure 3-1: Side and top views of the experimental setup, (a) side view including laser and 
water height, thermocouple placement, and camera location (b) top view of the square 
obstacle set up (c) top view of the circular obstacle set up;● = thermocouple. All dimensions 
presented in the figures are in cm. 
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Table 3-2: Reynolds number for each flow rate by temperature 
Flow Rate 28 °C 33 °C 38 °C 
0.5 lpm Re = 40 Re = 60 Re = 96 
0.75 lpm Re = 44 Re = 66 Re = 106 
1.2 lpm Re = 49 Re = 73 Re = 117 
To characterize the thermal behavior of the PCM, each of the first five columns were instrumented 
in the center of the column with thermocouples at heights of 3.18 cm, 6.36 cm and 9.54 cm from 
the bottom of the channel, as depicted in Figure 3-1. The thermocouples were inserted through a 
small opening in the wall side of the obstacle closest to the channel wall, which was then sealed 
with acrylic glue and RTV159 silicone sealant. The third column in the series has extra 
instrumentation to characterize the heat transfer from water to the PCM, with three thermocouples 
located on the inner wall of the obstacle, inserted the same way as the centered thermocouples, 
and three thermocouples attached to the outer wall using acrylic glue. These thermocouples were 
attached at the same vertical height as the thermocouples in the center of the column at 3.18 cm, 
6.36 cm and 9.54 cm from the bottom of the channel. Two thermocouples were placed each at the 
inlet and outlet of the channel. The thermocouples used in this setup were Omega Environmental 
36-gauge type-T SLE (Special Limits of Error), with an accuracy of ±0.5 °C. The thermocouples 
were connected to a set of National Instruments NI-9214 C Series Temperature Input Module with 
a measurement accuracy of ±0.45 °C. Taking the route mean square of these compounding 
accuracies, the total measurement uncertainty in temperature measurements is ±0.7 °C. These data 
were acquired at a sample rate of 1 Hz, using LabVIEW.  
3.1.2 Particle Image Velocimetry 
Particle image velocimetry (PIV) technique was used to measure flow velocities in the channel. 
Measurements were conducted in the horizontal plane (see Figure 3-1a). The flow was seeded with 
15 µm diameter silver-coated hollow glass spheres (Potters Industries Conduct-O-Fil® 
SH400S20). The PIV system used a dual-cavity Nd:YAG laser (SoloPIV 120XT) to illuminate the 
measurement plane. As the columns were arranged in a staggering arrangement, the shooting of 
the laser light from one side of the channel would have created shadows of alternating columns, 
thus restricting the velocity measurements in the channel. To overcome this issue, the laser beam 
was passed through a reducing lens, and beam splitter before being reflected up by cylindrical 
mirror, through a cylindrical lens to create a sheet of light and reflected horizontally from both 
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sides of the set up by plane mirror. This set up is depicted in Figure 3-2. This allowed the entire 
flow domain in the measurement plane to be illuminated. 
Images were captured with a Flare (IO industries) 4 Mega pixel CCD camera with 2048 × 2048 
resolution. Images from the camera were acquired using COREVIEW image acquisition device. 
A Berkeley Nucleonics 555-4C 4-channel digital delay generator was used to control and 
synchronize laser pulses and the camera frames.  
Three heights of the horizontal measurement plane were considered. Preliminary PIV testing was 
conducted: 3.18 cm, 6.36 cm and 9.53 cm from the bottom of the channel. These heights were 
aligned with the thermocouple positions. Based on the preliminary testing, the height of 9.53 cm 
was selected as it provided the best clarity of images, lowest loss of field of view due to parallax, 
and was in a similar flow region to the height tested in the unheated experiments in Chapter 2. 
Hence, for all experiments, the measurements were conducted at a height of 9.53 cm covering the 
streamwise span of the first five columns. The field of view of the measurement region comprised 
Figure 3-2: Laser optic set up 
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of 2.5 cm × 11 cm. At each experimental condition, a minimum of 3000 image pairs (6000 images) 
were acquired at 30 frames per second, for the channel configuration with offset columns and 2000 
image pairs (4000 images) for the channel configuration with no columns. An in-house code was 
used to process PIV image pairs to obtain velocity vector fields. For the implementation of cross-
correlation method in the code, 32 pixels × 32 pixels interrogation window and 64 pixels × 64 
pixels search window were used. A 50% window overlap was also used that increased the nominal 
resolution of the velocity vector field to 16 pixels (1.88 mm). See Chapter 1 for more details about 
the PIV image processing code. A local median test correction scheme [8] was used to detect and 
correct spurious vectors. The uncertainty in the PIV velocity field was estimated to be 0.11 cm/s, 
calculated as in Appendix A. 
3.1.3 Phase Change Material Selection 
There are many available materials that can be used for PCM applications, both organic such as 
paraffin waxes and fatty acids, and inorganic such as hydrated salts [20]. The ideal PCM is 
affordable, thermally and chemically stable over the long term, experiences no subcooling or phase 
separation, has a high thermal storage density, an abrupt phase change temperature and high 
thermal conductivity, as well as being non-harmful to the environment, preferably recyclable [54]. 
Inorganic PCMs have the advantage of being cheap, readily available, with high thermal storage 
capacities. In recent years, they have been sidelined due to their corrosive nature, and problems 
with subcooling and phase separation [20]. Organic PCMs are now the on forefront of PCM 
research due to their attractive material properties. Paraffin waxes are chemically inert, have a 
middle range thermal storage density, experience little to no subcooling or phase separation, and 
span a range of melting temperatures from 20-80°C [21]. They have also been shown to have 
excellent thermal stability [22] when exposed to heating and cooling cycles. We found Rubitherm 
RT26 was preferable due to its relatively high heat capacity, chemically inert nature, wide use 
among other experiments in thermal regulation, especially of buildings, and accessibility. The 
Rubitherm RT line has PCM available with a wide range of melting temperatures, so it was 
possible to select a PCM melting temperature that was easy to work with in our experiments.  
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3.1.4 Experimentation 
Experiments were conducted at three flow rates (0.5 lpm, 0.75 lpm, and 1.2 lpm) and at three 
temperatures (28 °C, 33 °C and 38 °C), at each flow rate, over two column shapes (circular and 
square) filled with Rubitherm RT 26 PCM. These experiments were grouped by flow rate, so that 
the setting on the flow control valve can be maintained between experimental runs at different 
flow rates. The system was then opened and closed via the “Main Ball Valve” (see Figure 3-1a). 
Each of the 18 experimental runs consisted of three phases: heating, filling, and testing. The 
heating phase was when the entire volume of the working fluid (1700 ml) was contained in the hot 
water bath and brought to the required testing temperature (28 °C, 33 °C or 38 °C). Once the fluid 
reached that temperature, the working fluid was agitated to mix the PIV seed through the volume, 
the pump was turned on, and the main ball valve was opened. The “fill stage” refers to the duration 
when the heated fluid entered and filled the channel. The fluid thermally interacted with the PCM 
columns during this stage, so thermocouple data collection was started as soon as the fluid started 
to enter the channel. The “testing” phase begun once the channel was filled and maintained the 
preset liquid height (closed loop flow circulation begun) Image collection started as soon as the 
liquid height reached the preset value and continued until the PCM in the 5th column reached the 
melting temperature of 26 °C. A minimum of 6000 images (3000 image pairs) were collected for 
each of these experimental runs. 
Experiments were also conducted in the channel with no columns for the three flow rates and 
temperatures as listed above. The PIV measurement region was same as for the other cases. These 
cases were considered as reference cases to compare with the results obtained from channel with 
columns cases. As there was no PCM thermal storage present in this configuration, the image 
acquisition started once the flow reached steady state. A minimum of 2000 image pairs (4000 
images) was acquired for each of these “no-obstacle” tests.  
3.2 Results and Discussion 
The PIV data was post-processed to obtain mean and turbulent velocity fields in the given 
measurement plane. These results will be discussed first, followed by the results of the temperature 
measurements, and the relationship between the two datasets. 
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3.2.1 PIV Measurements Results and Discussion 
3.2.1.1 Mean Velocity Field 
No-obstacle Flow 
The contours of the resultant mean velocity field in the absence of obstacles for all flow rates and 
temperature conditions are presented in Figure 3-3. The contours plots in the figure are arranged 
in the sets based on the  flow rate (a – 0.5 lpm, b- 0.75 lpm and c – 1.2 lpm) and in each set, they 
are arranged by temperature (i – 28 °C, ii – 33 °C and iii - 38 °C). Flow moves from the bottom of 
the figure to the top.  
The results show an overall non-uniformity of the flow in the measurement plane, which is likely 
due to the influence of the location and nature of the inlet and outlet. As mentioned in the 
experimental setup section 3.2.1, the inlet was comprised of a series of jets pointed towards the 
upstream wall of the channel, away from the direction of the flow. This is intended to reduce the 
jetting effect of the flow through the small holes but may still have produced an asymmetry as the 
flow rounds the inlet column. The outlet condition is a single hole located at the top end of the 
flow height. 
At the lowest flow rate of 0.5 lpm shown in Figure 3-3 (a-i, a-ii, a-iii), there are three notable 
trends. Firstly, there is a difference in velocity magnitude across the three temperatures. The 
maximum flow velocity at 28 °C is1.2 times higher than the maximum flow at 33 °C and 38 °C in 
the downstream region. The mean velocity fields at both 28 °C and 33 °C show similar behaviour 
as the flow moves in the downstream direction. The two lower flow rates show relatively higher 
velocity magnitudes in the upstream region. The results in general, show that as the flow moves 
downstream, it appears to undergo constriction, and thus accelerates. The mean flow behavior at 
38 °C differs from this trend: the velocities near the inlet are comparatively low, and the 
constriction event is less apparent. This difference may be due to the higher temperature of the 
incoming flow. As the top surface of the channel flow is exposed to the ambient conditions, an 
increase in temperature would enhance convective and evaporative cooling that leads to the 
enhancement of buoyancy-driven convective flow within the channel. As a result, the warm fluid 
tends to rise to the top of the channel, so that the velocity magnitude in the vertical direction 
becomes stronger, which consequently weakens the velocity component in the horizontal direction.  
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Similar trends can be observed in the mean velocity fields at the flow rate of 0.75 lpm as shown in 
Figure 3-3 (b-i, b-ii, b-iii). The mean velocity field at this flow rate at 28 °C also has the highest 
peak velocity in this set – showing 1.25 times higher peaks than the flow at 33 °C and 1.67 times 
higher than the flow at 38 °C. At 28 °C the inlet velocity is higher on the left than the right; at 
33 °C there is an asymmetry with higher velocities in the left half of the inlet field; at 38 °C there 
are higher velocities near the wall at the inlet and the region of increase velocity is stretched on 
the right than the left. Similar to the results at 0.5 lpm, the mean flow behavior at 38 °C is different 
from the two lower temperature cases, in that the velocities are lower in magnitudes and the 
constriction behavior and acceleration of flow is less apparent than its two lower temperature 
counterparts. This behavior could be attributed to the strong buoyancy-induced flow as discussed 
earlier. 
The mean velocity fields at the highest flow rate (1.2 lpm) showed trends different from that at the 
two lower flow rates as observed in Figure 3-3 (c-i, c-ii, c-iii). A plausible cause of this behavior 
is the higher flow inertia that tends to weaken the buoyancy-induced convective flow. The 
horizontal constriction also does not appear to occur within the measurement plane for this higher 
flow rate. Although there is no horizontal constriction, the flow still accelerates as it moves 
downstream, implying the existence of a vertical constriction in the flow as a result of the outlet 
condition. The peak velocity magnitudes across all temperature conditions at this flow rate are 
approximately consistent, implying that the temperature has less of an effect on the flow at this 
Figure 3-3: resultant mean velocity magnitude (cm/s) plots for no-obstacles. (a) 0.5 lpm (b) 
0.75 lpm (c) 1.2 lpm; (i) 28 °C (ii) 33 °C (iii) 38 °C. Flow direction is bottom to top. The color 
bar represents the units in cm/s; note that the scale differs between (a), (b), and (c). 
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higher flow rate, and that inertial forces are dominating over buoyant forces. The presence of inlet 
asymmetry is still apparent, with higher velocities on the right at the inlet for the 28 °C and 38 °C 
cases, and on the left for the 33 °C case. 
To better understand how the mean velocity fields varied at a given temperature, the results are 
compared at a given temperature across flow rates. At 28 °C in Figure 3-3 (a-i, b-i, c-i), the 
horizontal flow constriction occurs further downstream with an increase in flow rate. At 0.5 lpm, 
flow constriction starts to occur very close to the upstream edge of the measurement area, at 0.75 
lpm it occurs between one third and a half of the distance from the upstream edge to downstream 
edge of the measurement area, and at 1.2 lpm it does not occur within the measurement region. 
The peak velocities at 1.2 lpm are two times higher than those at 0.5 lpm, and 1.2 times higher 
than those at 0.75 lpm for the 28 °C cases. At 33 °C in Figure 3-3 (a-ii, b-ii, c-ii), a similar trend 
regarding constriction in the flow occurs, and the peak velocities at 1.2 lpm are 2.4 times and 1.5 
times higher than those at 0.5 lpm and 0.75 lpm, respectively. At 38 °C in Figure 3-3 (a-iii, b-iii, 
c-iii), the horizontal constriction was not prevalent, but there are indicators that there is a vertical 
constriction in the flow and a potential temperature stratification resulting in incoming flow 
concentrating above the measurement plane for the lower two flow rates. The peak velocities at 
1.2 lpm are 2.4 times and two times higher than those at 0.5 lpm and 0.75 lpm, respectively. 
To summarize the mean velocity behavior in the channel with no obstacles, there are three apparent 
effects in the flow: (1) there is a horizontal constriction in the flow caused by the outlet condition, 
the onset of which is delayed at higher flow rates; (2) there is an asymmetry in the upstream flow 
caused by the inlet condition which does not appear to have a consistent directional bias; (3) there 
is a likely vertical constriction in the flow that results from two main stimuli – the outlet condition, 
and the buoyancy-induced convective motion, which becomes stronger with an increase in the 
fluid temperature but weakens with an increase in the flow rate. As the buoyancy-induced flow is 
predominantly in the vertical direction (aligned with gravity), in the current measurement plane it 
appears as an out-of-plane motion. Thus, further measurements in the vertical plane need to be 
conducted to characterize this flow.  
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Circular Obstacle Flow 
Flow around circular obstacles is presented in Figure 3-4. Similar to the previous figure, the results 
are grouped by flow rate in each set (a – 0.5 lpm, b – 0.75 lpm and c – 1.2 lpm) and by temperature 
(i – 28 °C, ii – 33 °C and iii - 38 °C) within each set.  
The results show that the mean flow behavior in the channel is significantly influenced by the 
presence of obstacles, as expected. The acceleration of flow from upstream to downstream regions 
persists with the addition of obstacles, which is similar to that observed for the unheated 
experiments conducted in a geometrically similar setup under Reynolds numbers of similar 
magnitude (see Chapter 2, section 2.2.1) Hence, it can be inferred that the acceleration of the flow 
in the downstream direction is still in part due to the outlet condition. The buoyancy and 
constriction effects are complicated by the presence of obstacles and heat transfer between the bulk 
flow and the PCM-containing obstacles, but they certainly still affect the flow. There may be a 
suppression of the effects of incoming hot flow being convected towards the top of the set up due 
to the addition of obstacles, compared to the no-obstacle flow. The mean velocity fields in the 
figure show that the velocity magnitudes increased with an increase in the flow rate, as expected. 
At a given flow rate, the effect of fluid temperature on the velocity magnitudes was found to be 
less significant at the lowest flow rate. As the flow rate increased, the results show that the overall 
Figure 3-4: resultant mean velocity magnitude (cm/s) plots for circular obstacles. (a) 0.5 lpm 
(b) 0.75 lpm (c) 1.2 lpm; (i) 28 °C (ii) 33 °C (iii) 38 °C. Flow moves from bottom to top in the 
figures. The color bar units are cm/s; note that the scale differs between (a), (b), and (c).  
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magnitude of mean velocity in the channel tends to increase with an increase in the fluid 
temperature. 
To conduct a quantitative comparison of the convective acceleration of the flow (i.e. the spatial 
increase in the mean velocity magnitudes) as it moves downstream, peak resultant velocities 
adjacent to each obstacle, have been plotted in Figure 3-5. The plot also shows gradients 
quantifying the spatial change in the peak mean velocity, noted in the legend. 
For all three flow rates, the highest peak velocities occur at the fifth obstacle, confirming that the 
flow continued to accelerate throughout the channel in the presence of circular obstacles. The 
maximum peak velocity (i.e. at the fifth obstacle), increases with an increase in temperature at a 
given flow rate for all cases, except at 1.2 lpm. At 1.2 lpm, the peak velocity magnitude is higher 
at 33 °C than 38 °C. At 0.5 lpm (Figure 3-4 a-i, a-ii, a-iii) the peak velocities for 28 °C, 33 °C and 
38 °C are 2.96 cm/s, 3.04 cm/s and 3.04 cm/s respectively. At 0.75 lpm (Figure 3-4 b-i, b-ii, b-iii) 
the peak velocities for 28 °C, 33 °C and 38 °C are 3.75 cm/s, 4.20 cm/s and 4.40 cm/s respectively. 
At 1.2 lpm (Figure 3-4 c-i, c-ii, c-iii) the peak velocities for 28 °C, 33 °C and 38 °C are 4.36 cm/s, 
5.50 cm/s and 5.04 cm/s respectively. This trend is consistent with regards to peak velocities 
adjacent to the fourth column, which also with the same exception of a lower peak velocity 
magnitude for 38 °C at 1.2 lpm than at 33 °C at 1.2 lpm. Over the first column, peak velocities 
Figure 3-5: Peak resultant velocities (cm/s) adjacent to each circular column. The slope of each 
linear fit (spatial gradient) is noted in the legend. 
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increase with temperature for all flow rates. Adjacent to the second column, the trend is the same, 
except that the 28 °C flow, where 1.2 lpm case shows a higher peak velocity than the other two 
cases. Finally, over the first column, the results did not show a consistent trend for all cases. This 
may be due to the flow in the vicinity of the first column being significantly influenced by the inlet 
jetting effects, and the flow may still have been undergoing reorganization at this first column. The 
peak velocity magnitudes do not show a consistent change per column in the downstream direction 
indicating that the interactions of the buoyant and inertial forces are influenced by the presence of 
obstacles, which has impacted the flow velocities in the horizontal direction (measurement plane) 
as well as in the vertical direction. This is further confirmed by the absence of temperature-based 
constrictions, which were present in the no obstacle cases.  
There are trends in the spatial gradients in the data that correspond with changes in flow rate at a 
given temperature. As observed in Figure 3-5 the value of peak velocity adjacent to each obstacle 
does not vary substantially with temperature at the lowest flow rate of 0.5 lpm. The peak values 
are within the PIV uncertainty of ± 0.1 cm/s adjacent to all columns, except for the fourth obstacle. 
At the fourth obstacle, the peak velocity is less for the 28 °C flow (2.50 cm/s) than at the 33 °C 
(2.81 cm/s) and 38 °C (2.87 cm/s) flows. At the flow rate of 0.75 lpm spatial gradients are also 
close in value between flows of different inlet temperatures, showing similar changes across inlet 
fluid temperature in peak velocity from obstacle to obstacle. There is a difference in the magnitudes 
of peak velocity with the change in flow temperature at this flow rate of 0.75 lpm: the peak 
velocities are highest at the flow temperature of 38 °C, and lowest at the flow temperature of 28 °C. 
The nature of the spatial gradients in flow at 1.2 lpm show there is a change compared to the other 
two flow rates. Notably, the general trend in peak velocity vs. obstacle number at the lowest flow 
temperature of 28 °C are comparable to the gradients of shown in the 0.75 lpm data. However, the 
changes in peak velocity adjacent to flow obstacles are more severe in the higher two temperatures 
of 33 °C and 38 °C at flow rate 1.2 lpm. The spatial changes in peak velocity for these higher 
temperatures follow similar trends to each other over the first three columns, where the flow at 
0.75 lpm accelerated faster up to the fourth column, resulting in a higher peak velocity than the 
38 °C flow for the last two columns in the sequence.  
The increase in peak velocity from upstream to downstream is proportionally larger for higher 
flow rate cases compared to lower flow rates at a constant temperature. This effect may be due to 
the increased Reynolds number (Re), though then it would also be expected that the effect be 
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consistent at a constant flow rate with an increase in temperature (since this is also analogous to 
an increase in Re). As shown in Table 3-2, the increase in Re is greater for the increase in flow 
rate than for the increase in temperature at a constant flow rate. However, the change in Re as 
temperature changes may not be great enough to illuminate this trend as Reynolds dependent with 
respect to the temperature changes. As seen in the no obstacle case, an increase in flow rate leads 
to a delay in the onset of constriction, especially apparent at the 1.2 lpm case. It is possible this is 
also playing a role in the differences observed here in the flow, but the effect is either dampened 
or the magnitude of its effect is not as apparent due to the increases in velocity that result from the 
addition of obstacles. In the contour plot (Figure 3-4) acceleration occurs from upstream to 
downstream across all flow rates, and the flow takes a similar shape across all flow rates and 
temperatures. This is in contrast to the no obstacle case where the flow at 1.2 lpm shows 
considerably different behavior from the lower two flow rates of 0.5 and 0.75 lpm. 
Square Obstacle Flow 
The contours of mean velocity in the presence of square obstacles are shown in Figure 3-6. Similar 
to previous figures, the resultant mean velocity magnitudes are presented in sets based on the flow 
rate (a – 0.5 lpm, b – 0.75 lpm, and c = 1.2 lpm) and in each set by temperature (i – 28 °C, ii – 
33 °C, and iii – 38 °C). It must be noted that the data collected for 1.2 lpm at 28 °C was 
exceptionally noisy with very high measurement uncertainty and it is suspected that something 
unusual happened in the setup or measurement system, which was not detected during 
measurements. Hence, the data for this case is excluded from all subsequent analyses. 
The trends in mean velocity behavior from upstream to downstream for the square obstacles flow 
are generally similar to that observed for the circular obstacles flow. This behavior is also 
consistent with that observed for the unheated case in the geometrically similar setup under similar 
magnitudes of Reynolds number (see Chapter 2, section 2.2.1). This indicates that the flow 
acceleration trends are at least in part due to the geometry of the channel, and inlet and outlet 
conditions. The results in Figure 3-6 show an increase in the mean velocity with the flow rate, as 
expected. At a given flow rate, the mean velocity magnitude also increased with an increase in the 
fluid temperature.  
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To conduct a quantitative comparison of the convective acceleration of the flow as it moves 
downstream, peak resultant velocities adjacent to each obstacle, have been plotted in Figure 3-7.  
  
Figure 3-6: resultant mean velocity magnitude (cm/s) plots for square obstacles. (a) 0.5 lpm 
(b) 0.75 lpm (c) 1.2 lpm; (i) 28 °C (ii) 33 °C (iii) 38 °C. The flow direction is from bottom to 
top in the figures. The color bar units are in cm/s; note that the scale differs between (a), 
(b), and (c).  
Figure 3-7: Peak resultant velocities (cm/s) adjacent to each square column. The slope of 
each linear fit (spatial gradient) is noted in the legend 
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Similar to the circular case, for all three flow rates and fluid temperatures, the peak velocity 
magnitudes were largest at the fourth obstacle, indicating a consistent acceleration of the flow as 
it moved through the channel. The peak velocity (at the fourth column) increases as temperature 
increases, with the exception of flow at 1.2 lpm, where there is a decrease observed from 33 °C to 
38 °C. At 0.5 lpm (Figure 3-6 a-i, a-ii, a-iii) the peak velocities for 28 °C, 33 °C and 38 °C are 
2.96 cm/s, 2.96 cm/s and 3.10 cm/s respectively. At 0.75 lpm (Figure 3-6 b-i, b-ii, b-iii) the peak 
velocities for 28 °C, 33 °C and 38 °C are 3.99 cm/s, 4.19 cm/s and 4.66 cm/s respectively. At 1.2 
lpm (Figure 3-6 c-i, c-ii, c-iii) the peak velocities for 33 °C and 38 °C are 5.42 cm/s and 5.03 cm/s 
respectively. Over the fourth column, there is an increase in peak velocity with increase in 
temperature for all cases, except at 0.75 lpm, where the peak velocity at 33 °C is 0.01 cm/s lower 
than at 28 °C for the same flow rate. This difference is less than the error in PIV measurements of 
0.11 cm/s and therefore negligible. Peaks over column 2 and 3 follow the same trend as over 
column 5. Peaks over the first column, as in the circular case differ from this pattern, showing no 
consistent trend. This lack of trend is likely due to variation caused by the inlet condition, whereby 
the flow may still have been undergoing reorganization, similarly to the flow over circular 
obstacles. 
Similar to the flow over circular obstacles, there are some notable trends in the spatial gradients of 
peak velocities adjacent to columns in flow over the square obstacles. Flow at all three 
temperatures at 0.5 lpm follow approximately the same gradients in change in peak velocity from 
obstacle to obstacle. Unlike the circular case, there is variation in the absolute value of peak 
velocity between temperature cases at this flow rate, with the highest values occurring at 38 °C 
and the lowest at 28 °C. The trends in spatial gradients at 0.75 lpm are similar for the 28 °C and 
33 °C flows but deviate for the 38 °C flow, where there is an apparent plateau in peak velocity 
value from columns 2 through 4. Finally, the peak velocities at 1.2 lpm follow a remarkably similar 
trend in both gradient and value for the flow temperatures of 33 °C and 38 °C. The increase in 
flow rate from upstream to downstream is proportionally larger for higher flow rate cases 
compared to lower flow rates at a constant temperature. This leads to the same conclusion that 
there is a Re dependent effect on changes in peak velocity as flow moves downstream. This effect 
is not resolved in change of temperature at a given flow rate since the change in Re is smaller with 
change in temperature in these experiments than the change of Re due to flow rate (Table 3-2). 
Also similar to the circular case, flow over square obstacles displays an acceleration from upstream 
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to downstream across all flow rates, and the flow takes a similar shape across all flow rates and 
temperatures. 
Comparison of the mean velocity fields in the presence of circular and square obstacles shows 
similar features, such as the increase in mean velocity magnitudes in the downstream direction and 
the local flow acceleration and low velocity wakes in the vicinity of obstacles. However, there is 
a difference in the location of the peak velocities. The peak velocities for the square obstacle occur 
very near to the leading edge of the obstacles, while for the circular obstacles it occurs near the 
midline of the obstacle. This can be explained by two physical attributes of the system: (1) the 
maximum constriction (blockage) occurs at the centerline of the circular obstacle, while the 
blockage for the square obstacle is constant (and at its maximum) from the leading edge to the 
trailing edge; and (2) the sharp corner of the square obstacle can lead to forced separation of the 
flow even at these low flow rates, so the flow is constricted further just as it passes the leading 
edge of the obstacle, expanding as it continues to pass the object.  
3.2.1.2 Turbulent Kinetic Energy 
Turbulence kinetic energy (TKE) is of interest as a measure of the strength of turbulence present 
in the flow. Higher turbulence levels imply better mixing of the flow, and therefore higher heat 
transfer rate. In heated flows, the turbulence is produced by inertial-driven shear flow as well as 
buoyancy-driven flow. The turbulence kinetic energy was calculated by Equation (3-1).(2-2) 
𝑇𝐾𝐸 =
1
2
(𝑢𝑅𝑀𝑆
2 + 𝑣𝑅𝑀𝑆
2 ) 
(3-1) 
Where, uRMS and vRMS are root-mean-square streamwise and cross-stream turbulent velocities, 
respectively. Similar to the previous section, results are first presented for the no obstacle flow 
cases, then circular obstacles flow and square obstacles flow. 
No Obstacle Flow 
Contour plots of the turbulence kinetic energy (TKE) for the no obstacle cases are shown in Figure 
3-8. Results are grouped in sets based on the flow rate (a – 0.5 lpm, b- 0.75 lpm and c – 1.2 lpm) 
and in each set by temperature (i – 28 °C, ii – 33 °C and iii - 38 °C. Although the plots show some 
background noise, the results however in general, have sufficiently strong trends to characterize 
the overall behavior of turbulence in the flow. It should be noted that the Reynolds numbers for 
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the cases considered in this study are significantly low and in a typical setup, the flow may be in 
the laminar flow regime. However, the in the present setup, the inlet jetting effect was strong 
enough to generate turbulence in the upstream region, which in general, is evident in the presented 
results.   
At low flow rates, where the turbulence production due to flow shear is expected to be low, the 
buoyant forces may have a higher contribution to the turbulence production. This is evident in the 
plots at the lowest flow rate (0.5 lpm) where the TKE magnitude was found to increase with an 
increase in the fluid temperature in the downstream region (away from the inlet region, where the 
turbulence is produced by the jetting effects). The inlet condition appears to be responsible for the 
majority of the turbulence at the two lower temperatures of 28 °C and 33 °C, which is then 
dissipated downstream. At 38 °C the turbulence is comparatively higher across the remainder of 
the measurement plane.  
At 0.75 lpm in Figure 3-8 b-i, b-ii, b-iii, the TKE magnitudes show an increasing trend with an 
increase in the fluid temperature at 33 °C and 38 °C cases, however, the results the lowest fluid 
temperature of  28 °C show an inconstant trend, with overall TKE magnitudes higher than the 
other two cases. No plausible cause for this trend is apparent.  
Finally, at 1.2 lpm (Figure 3-8 c-i, c-ii, c-iii), the flow at 28 °C exhibits the trend of higher upstream 
turbulence, quickly dissipated and comparatively lower over the remaining flow. At 33 °C the 
Figure 3-8: TKE plots for no-obstacle cases. (a) 0.5 lpm (b) 0.75 lpm (c) 1.2 lpm; (i) 28 °C (ii) 
33 °C (iii) 38 °C. The colorbar units are cm2/s2. The flow direction is bottom to top in the 
plots.  note that the scale differs between (a), (b), and (c). 
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highest values of TKE occur approximately 2/3 of the length of the measurement field from its 
upstream edge. A similar increase occurs for the flow at 38 °C. It is possible this is related to the 
vertical constriction effect caused by the outlet – the same way it has contributed to the downstream 
acceleration in mean velocity at the same flow rate and temperatures. That is, the TKE magnitudes 
are likely to be higher in the vertical direction (not captured in the current measurements) than in 
the horizontal direction.  
Comparing the TKE behavior at each given temperature, across flow rates, it can be seen again 
that the TKE magnitudes at 28 °C and 0.75 lpm may be an outlier. As at 28 °C at 0.5 lpm and 1.2 
lpm, very similar behavior is observed of incoming upstream TKE being the location of maximum 
turbulence, and its rapid decay and low values for the remainder of the measurement plane. At 
33 °C there are changes as flow rate is increased from 0.5 to 1.2 lpm: at 0.5 lpm there is an initial 
upstream peak in TKE, which is dissipated, and then a secondary increase in TKE (approximately 
half the magnitude of the incoming TKE); at 33 °C and 0.75 lpm the highest values of TKE are at 
the upstream end of the measurement plane, followed by a fairly noisy data field that may be 
indicative of out of plane motion; at 33 °C and 1.2 lpm there is no upstream peak in TKE, but an 
increase 2/3 of the distance from the leading edge to the trailing edge of the measurement plane 
which corresponds with the downstream acceleration as observed in the mean velocity data. At 
38 °C noisy TKE data can be observed across all three flow rates, indicating some out of plane 
fluid motion. At 38 °C and 0.5 lpm, and at 0.75 lpm there is the familiar peak upstream turbulence. 
At 0.5 lpm it is somewhat dissipated with the exception of some downstream noise. At 0.75 lpm, 
there is initial dissipation with a secondary increase at 2/3 distance from the leading to trailing 
edge of the measurement plane.  
Circular Obstacle Flow 
With the addition of obstacles, there is a notable increase in the maximum values of TKE compared 
to the no obstacle case, as well as some key behaviors. The contour plots of TKE for over the 
circular obstacle configuration are plotted in Figure 3-9. Results are grouped in sets by the flow 
rate (a – 0.5 lpm, b- 0.75 lpm and c – 1.2 lpm) and in each set by the temperature (i – 28 °C, 
ii – 33 °C and iii - 38 °C). The cross stream peaks in TKE for all cases are plotted in Figure 3-10 
for comparison of magnitudes of TKE in the flow as well as to highlight trends in increases and 
decreases in TKE as the flow moves through the channel under different conditions.  
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The contour plots in Figure 3-9 show that the TKE response over circular columns is markedly 
different compared to the no-obstacle case. The results show an increase in TKE as the flow moves 
around circular obstacles, which is likely associated with the shear layer and the wake formation. 
The upstream turbulence generated due to the inlet flow jetting was independent of the downstream 
flow obstructions i.e. the level of upstream turbulence was expected to be the same in the presence 
or absence of obstacles. Comparison of the results show that the peak values of TKE are more than 
double at 0.5 lpm, triple at 0.75 lpm, and increase by 5 times at 1.2 lpm in the presence of circular 
obstacles as compared to the upstream turbulence at corresponding flow rates. At a given 
downstream location, the peak values in TKE are directly adjacent to the obstacles, which confirms 
that the flow separation and shear layer are responsible to the turbulence enhancement. The value 
of TKE peaks is best resolved in Figure 3-10. 
At 0.5 lpm in Figure 3-9 (a-i, a-ii, a-iii) and Figure 3-10 (a) the expected trend of increased TKE 
is observed as the temperature is increased from 28 °C to 33 °C. This increase is pronounced in 
the downstream region especially over the fourth column where peak TKE values approximately 
double from 28 °C (0.40 cm2/s2) to 33 °C (0.76 cm2/s2). The peak TKE values at 38 °C 
(0.73 cm2/s2) are marginally lower than at 33 °C at this flow rate. Though this absolute peak is 
higher at 33 °C, plots also show that at this flow rate, the TKE values between obstacles in the 
bulk flow are consistently higher for the 38 °C compared to the 33 °C and 28 °C cases, which is 
apparent in both Figure 3-9 and Figure 3-10. No significant difference in TKE magnitudes with 
Figure 3-9: TKE (cm2/s2) plots for circular obstacles. (a) 0.5 lpm (b) 0.75 lpm (c) 1.2 lpm; (i) 
28 °C (ii) 33 °C (iii) 38 °C; note that the scale differs between (a), (b), and (c). 
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the change in temperature is observed at the first column. This is likely due to the upstream 
turbulence which causes the fluid mixing to be strong enough in the vicinity of the first column 
that the effects of thermal stratification due to temperature are not yet prevalent.  
At 0.75 lpm in Figure 3-9 (b-i, b-ii, b-iii) and Figure 3-10 (b), the increase in TKE with an increase 
in temperature is more apparent. The peak value of TKE observed at each temperature for this 
flow rate increase from 28 °C (1.16 cm2/s2)) to 33 °C (1.44 cm2/s2) to 38 °C (2.53 cm2/s2), more 
than double the highest value observed at 28 °C. The values of TKE for the 38 °C case are both 
consistently higher than the values at the lower temperatures, both in peaks and in the bulk flow. 
The results show that at this flow rates, the increase in TKE magnitudes at are found to be more 
profound in the middle region of the channel than those after the last obstacle.   
At 1.2 lpm in Figure 3-9 (c-i, c-ii, c-iii) and Figure 3-10 (c), expected trends in TKE continue with 
the highest values present at 38 °C. The peak value at 38 °C (2.96 cm2/s2) is more than double the 
value at 28 °C (1.43 cm2/s2), and about 17% higher than the value at 33 °C (2.51 cm2/s2). Peak 
values as in Figure 3-10 (c) are consistently higher for the 38 °C case than the lower temperatures, 
and show to increase earlier – i.e. over the second obstacle, compared to the 33 °C that shows a 
moderate increase over the fourth obstacle, and significant over the fourth obstacle. TKE in the 
bulk flow has higher magnitudes for the 38 °C case compared to that at 28 °C and 33 °C, though 
the difference is not as pronounced as at lower flow rates. 
Figure 3-10: TKE peak values (cm2/s2) by distance from leading edge of first obstacle as 
normalized by obstacle length (a) 0.5 lpm, (b) 0.75 lpm and (c) 1.2 lpm 
(a) 
(b) 
(c) 
 
61 
 
As is expected for all cases, at a given temperature, the overall TKE increased with an increase in 
the flow rate. This is due to the increase in the shear-generated turbulence (higher velocities and 
higher Reynolds numbers). The peak value of TKE increased by about 3.6 times from 0.5 lpm to 
1.2 lpm at 28 °C, about 3.3 times at 33 °C and about 4 times at 38 °C. The changes in TKE are 
more considerate with changes in flow rate, than with changes in temperature. This indicates that 
the effect of shear-generated turbulence is more dominant than the buoyancy-generated turbulence.  
Square Obstacle Flow 
The contour plots of TKE for the flow over the square obstacles are in Figure 3-11 Results are 
grouped by flow rate (a – 0.5 lpm, b- 0.75 lpm and c – 1.2 lpm) and in each set by temperature the 
temperature (i – 28 °C, ii  – 33 °C and iii - 38 °C). Flow direction is from the bottom to the top of 
the figure. The cross-stream peaks in TKE are included in the above Figure 3-10. TKE data for the 
flow at 28 °C at 1.2 lpm is excluded from these plots as the PIV data for this test was found to be 
erroneous as previously described. The contour plots (Figure 3-10) show the size of features to be 
smaller for this flow configuration compared to the circular cases, but many of the trends in TKE 
behavior remain similar. These results also show an increase in TKE as the flow moves 
downstream, interacting with the square obstacles. This is associated with the shear layer and wake 
formation like in the circular case. The upstream turbulence generated by the inlet condition is 
expected to be the same as in the no-obstacle case regardless of the addition of these square 
Figure 3-11: TKE plots for square obstacle cases (a) 0.5 lpm (b) 0.75 lpm (c) 1.2 lpm; (i) 28 °C 
(ii) 33 °C (iii) 38 °C. The colorbar units are cm2/s2. The flow direction is bottom to top in the 
plots; note that the scale differs between (a), (b), and (c). 
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obstacles. The peak values of TKE expressed in these flows are comparable to those in the circular 
case, and present adjacent to obstacles indicating that shear flow and separation are the likely cause 
of this TKE. 
At 0.5 lpm in Figure 3-11 (a-i, a-ii, a-iii) and Figure 3-10 (a) the expected trend of increased TKE 
is also observed as the temperature is increased from 28 °C to 38 °C. The differences in TKE peak 
values are consistent throughout the measurement field, as in Figure 3-10 (a) where for the most 
part the 38 °C peaks are above the 33 °C peaks which are above the 28 °C peaks. The maximum 
peaks at each temperature increase from 28 °C (0.48 cm2/s2) to 33 °C (0.53 cm2/s2) to 38 °C 
(0.69 cm2/s2). At 28 °C the TKE maximum is higher for the square column than for the circular, 
but at the higher temperatures the maximum values of TKE are higher in the circular columns. The 
contour plots in Figure 3-11 (a-i, a-ii, a-iii) further confirm the increase in TKE from lower to 
higher temperatures exists in all parts of the flow, as the bulk flow exhibits increases in TKE values 
along with the increases in peaks.  
At 0.75 lpm in Figure 3-11 (b-i, b-ii, b-iii) and Figure 3-10 (b) the increase in TKE with increase 
in temperature persists. The peak value of TKE observed at each temperature for this flow rate 
increase from 28 °C (0.91 cm2/s2)) to 33 °C (1.15 cm2/s2) to 38 °C (1.55 cm2/s2). There is an 
overall increase in TKE from upstream to downstream, indicating TKE production is occurring as 
the flow interacts with the columns (due to the shear layer and separation). The TKE in the bulk 
flow also follows this trend of increase in value with temperature, exemplified in the contour plots 
in Figure 3-11 (b-i, b-ii, b-iii). 
At 1.2 lpm in Figure 3-11 (c-i, c-ii, c-iii) and Figure 3-10 (c), expected trends in TKE continue 
with the highest values present at 38 °C. The peak value at 38 °C (2.62 cm2/s2), 22 % higher than 
the peak value at 33 °C (2.14 cm2/s2). Peak values as in Figure 3-10 (c) show an increase from 
upstream to downstream to a greater extent than the 0.75 lpm flow, indicating once more that the 
turbulence production as the flow interacts with the obstacles increases with increased flow 
momentum (analogous to Re). This TKE production occurs at a similar level at 33 °C and 38 °C. 
It is stronger at this flow rate than at the lower two for this obstacle configuration, indicating it is 
a result of the flow rate increase, and is not as sensitive to the temperature change from 33 °C to 
38 °C in this flow condition. 
 
63 
 
The presence and value of TKE increases with increase in flow rate for all constant temperatures. 
This trend is to be expected as increased flow rate increases flow velocity (and Re), and therefore 
shear generated turbulence. The peak value of TKE increases from 0.5 lpm to 1.2 lpm by 4 times 
and 3.8 times for the 33 °C and 38 °C flows, respectively. From 0.5 lpm to 0.75 lpm, there is an 
approximate doubling in the peaks for all three temperature cases: 1.9 times for 28 °C, 2.2 times 
for 33 °C and 38 °C. These changes in TKE with flow rate are more considerable than the changes 
with temperature. This is consistent with the changes observed in for flow over circular columns 
and exist for the same reason –the effects of shear-generated turbulence are greater than those of 
the buoyancy-generated turbulence.  
There are some differences in behavior between obstacle shapes. At the lowest flow rate of 0.5 lpm 
smaller features are observed in the TKE contour plot for square obstacles compared to circular 
obstacles at all flow rates. These features are also smaller compared to those observed for square 
obstacles at the higher flow rates of 0.75 lpm and 1.2 lpm. The peak TKE values are of similar 
magnitude when comparing between circular and square cases in Figure 3-10. The peak values 
over the circular columns are higher on a case to case basis than the peaks over square columns, 
with the single exception of flow at 0.5 lpm and 28 °C. The smallest difference is at 0.5 lpm and 
38 °C, where the peak over circular columns is 1.06 times the square peak. The largest difference 
is at 1.75 lpm and 38 °C where the peak over circular columns is 1.64 times the peak over square 
columns. This trend is opposite what is expected, given the results from previous works (Chapter 
2 Section 2.2.1.32.2.1.2) where TKE over square columns decayed slower than over circular, and 
it’s possible it’s a false trend due to masking or parallax error. If this trend is true, and not a result 
of masking error/parallax, then the heat transfer in the circular objects should be more efficient, 
which they are not, as discussed in section 3.2.2. 
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3.2.1.3 Reynolds Shear Stress 
Reynolds shear stress (RSS) is of interest for the same reason as in Chapter 2 – it is connected to 
microalgae health and growth. Richmond and Vonshak [15] show that some shear stress is 
beneficial to microalgae growth, but Thomas and Gibson [12] show that stress above a species 
specific stress threshold, shear can be damaging to microalgae health and growth. The Reynolds 
shear stress was calculated per unit mass using the following Equation (3-2). Where 𝑢′ and 𝑣′ are 
the x and y direction instantaneous turbulent velocities. 
𝑅𝑆𝑆𝑥𝑦 =  𝑢′ ∙ 𝑣′̅̅ ̅̅ ̅̅ ̅ 
(3-2) 
 
The resultant values of RSS come out as both 
positive and negative values as shown in 
Figure 3-12 for the circular obstacle case at 
0.75 lpm and 38 °C. This is a function of the 
axis sign convention, and the alternating 
direction in flow. As the flow moves in the 
negative x-direction, the implication of sign 
for the x-gradients changes which creates the 
negative sign for RSS. This is in line with 
what Lin and Wu [55] pose in their 
exploration of RSS sign values for flow over 
a flat plate. 
For higher resolution of features the 
remaining RSS plots are shown as absolute 
value plots in Figure 3-13 and Figure 3-15 for 
circular and square obstacles, respectively.
Figure 3-12: true value 
RSS circular obstacle case 
b-iii (cm2/s2) 
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These plots show similar trends as in the TKE and mean velocity plots in that there is an 
increase in RSS with increases in temperature and flow rate, as well as shape dependent 
differences.  
The RSS plots for flow over circular obstacles are shown in Figure 3-13. Results are 
grouped by flow rate (a – 0.5 lpm, b- 0.75 lpm and c – 1.2 lpm) and by temperature 
(i – 28 °C, ii – 33 °C and iii - 38 °C), and flow direction is from the bottom to the top of 
the figure. The cross stream mean of the absolute values of RSS are plotted in Figure 3-14 
for both square and circular flow configurations. 
Temperature dependent trends are twofold: (1) there is an increase in the peak and mean 
values of RSS from flows at 28 °C to 33 °C and 38 °C, and (2) the increase in RSS as flow 
moves from upstream to downstream is more pronounced at higher temperatures. The first 
effect is expected as the viscosity decrease that accompanies the temperature increase 
results in higher Reynolds numbers, slower turbulence dissipation, and therefore higher 
Reynolds stresses. The second effect can be attributed in part to the increase in Reynolds 
Figure 3-13: Absolute value of RSS plots for circle obstacles. (a) 0.5 lpm (b) 0.75 lpm (c) 
1.2 lpm; (i) 28 °C (ii) 33 °C (iii) 38 °C. Color bar is in units of cm2/s2; note that the scale 
differs between (a), (b), and (c). 
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number, but may also be a result of the increase in convection flows due to the temperature 
difference between the working fluid and the PCM filled columns. 
The increase in RSS values at a given temperature can be quantified by the maximum in 
cross stream mean values for each case, and by the trends in Figure 3-14 where at most 
time points, the higher the temperature of the flow, the higher the value of cross stream 
RSS mean. At 0.5 lpm the peak values of RSS mean are 0.036 cm2/s2, 0.075 cm2/s2, and 
0.075 cm2/s2 for 28 °C, 33 °C, and 38 °C, respectively. Over the first and first column, the 
flow at 33 °C exhibits a higher mean RSS value than at 38 °C. These instances of RSS at 
33 °C being higher than at 38 °C are over short lengths of the measurement range compared 
to those where the RSS is greater at 38 °C. At 0.75 lpm the peak values of RSS mean are 
0.13 cm2/s2, 0.14 cm2/s2, and 0.27 cm2/s2 for 28 °C, 33 °C, and 38 °C, respectively. The 
mean RSS values at 38 °C are consistently higher than those at the lower two temperatures, 
while the RSS values at 33 °C and 28 °C exhibit similar magnitude across most of the 
measurement area. At 1.2 lpm the peak values of RSS mean are 0.27 cm2/s2, 0.50 cm2/s2, 
and 0.57 cm2/s2 for 28 °C, 33 °C, and 38 °C, respectively. At the first obstacle mean RSS 
for the 28 °C flow is higher than the flow at 33 °C and 38 °C, but this is the only exception 
to the expected trend at this flow rate. 
While the maximum values of RSS peaks doubles from 28 °C to 38 °C for a given flow 
rate, it increases by a factor of 6-7 with increase in flow rate from 0.5 lpm to 1.2 lpm at a 
given temperature. Reynolds stresses increase with increase in flow rate, as increased flow 
rate corresponds to increases in Re, and therefore RSS. The change in Re is greater with 
increase in flow rate than it is with increase in temperature for these experiments. The 
increase in RSS is far above the increase in TKE with changes in flow rate, indicating it is 
more sensitive to the change in flow conditions than TKE. 
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Square Obstacle Flow 
The contour plots for RSS in flow over square columns is included in Figure 3-15. Results 
are grouped by flow rate (a – 0.5 lpm, b- 0.75 lpm and c – 1.2 lpm) and by temperature 
(i – 28 °C, ii – 33 °C and iii - 38 °C), and flow direction is from the bottom to the top of 
the figure. Cross stream means of these absolute values are included in Figure 3-14, with 
the data over circular columns.  
The behavior of RSS over square columns is very similar to that over the circular columns. 
Values are at the same magnitude, and trends with respect to temperature and flow rate are 
comparable. The size of features in the contour plot Figure 3-15 are smaller, especially for 
the lowest flow rate in Figure 3-15 (a). 
Figure 3-14:Cross stream mean absolute value of RSS (cm2/s2) by distance from 
leading edge of first obstacle as normalized by obstacle length (a) 0.5 lpm, (b) 
0.75 lpm and (c) 1.2 lpm 
(a) 
(b) 
(c) 
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At 0.5 lpm the peak values of RSS mean are 0.046 cm2/s2, 0.055 cm2/s2, and 0.085 cm2/s2 
for 28 °C, 33 °C, and 38 °C, respectively. The peak at the second (loc 2) obstacle is highest 
for the 28 °C flow, and over the third (loc 4) obstacle it is highest for the 33 °C flow. 
Outside of these short-lived exceptions the values of RSS follow the trend of being higher 
with increase in temperature. At 0.75 lpm the peak values of RSS mean are 0.14 cm2/s2, 
0.16 cm2/s2, and 0.18 cm2/s2 for 28 °C, 33 °C, and 38 °C, respectively. Over the second 
and fourth columns (loc 2 & 6) the value of RSS is slightly higher for 28 °C than for 33 °C. 
Otherwise the curves behave in increasing order with temperature. At 1.2 lpm the peak 
values of RSS mean are 0.50 cm2/s2, and 0.42 cm2/s2 for 33 °C, and 38 °C, respectively. 
This is the only instance where the maximum value of the cross-stream means is lower for 
38 °C than for the lower temperatures. The cross stream mean value of RSS is consistently 
higher at 38 °C than for 33 °C. The only region where 33 °C is above 38 °C is at the 
downstream edge of the measurement plane, and is the location of the global peak, not a 
local peak. This data is still in accordance with the trend of higher RSS corresponding with 
increased temperature flows.  
Figure 3-15: Absolute value of RSS plots for square obstacles. (a) 0.5 lpm (b) 0.75 lpm 
(c) 1.2 lpm; (i) 28 °C (ii) 33 °C (iii) 38 °C. Color bar is in cm2/s2; note that the scale 
differs between (a), (b), and (c). 
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The flow rate dependence of RSS is more stark for flow over square columns than it was 
over circular columns – boasting a maximum increase of 9 times from 0.5 lpm to 1.2 lpm 
at 33 °C, while the maximum change from 28 °C to 38 °C is 1.86 times. 
Green algae such as C. reinhardtii have been shown to respond well to moderate shear 
stresses in the flow, with no ill-effects occurring below 30 mPa [14]. In Chapter 2 of this 
thesis C. reinhardtii was found to have better growth in flow with an average RSS of 
6.09 mPa, and better than flow with an average RSS of 4.97 mPa. The mean values of RSS 
at the lower two flower rates are below 30 mPa (~0.3 cm2/s2), indicating the shear in these 
flows would not be harmful to the specific species C. reinhardtii. There is little difference 
between obstacles in RSS behavior, so heat transfer efficiencies can be prioritized in 
selection regarding the initial design intention of this work.  
3.2.2 Temperature Results and Discussion 
The time histories of temperature measured at different locations can provide important 
information on how the thermal interactions occur between the fluid in the channel and the 
adjacent thermal storage columns. As the system experiences a step-change in the inlet 
temperature at the beginning, the temperature data provides a better understanding of the 
transient response to this step change and the more steady behavior as the step change 
affects asymptotes. As mentioned earlier in the experimental setup section, the PCM 
columns were instrumented with thermocouples to measure temperatures at different 
locations in each column (see Figure 3-1 for the details). Temperature histories will be 
discussed for: (1) outer (water side) wall temperatures at three heights located on the third 
column, (2) the temperatures in the middle of the column (embedded in the PCM) at three 
heights for the third column, and  (3) the temperatures in the middle of the  column 
(embedded in the PCM) at three heights in each column (one through five). For each set of 
locations, the results are presented for the lowest flow rate of 0.5 lpm, at the three flow 
temperatures of 28 °C, 33 °C and 38 °C to investigate the impact of fluid temperature 
change at a given flow rate. Then, to investigate the impact of flow rate at a given fluid 
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temperature, the results are presented for the highest temperature of 38 °C at all three flow 
rates of 0.5 lpm, 0.75 lpm and 1.2 lpm. The data at all other conditions are included in 
Appendix B for reference. 
The next analysis will focus on the melting time, i.e. the time it takes for each thermocouple 
to reach the PCM melting temperature of 26 °C, from the beginning of the experiment. The 
results are presented for all flow rates and temperatures. 
Finally, the results are presented for the heat flux from the fluid through the column walls 
into the PCM. It should be noted that the third column in the setup was instrumented in a 
way to allow the measurement of heat transfer rate through the column wall. The heat flux 
results will be presented in the similar order as the temperature results i.e. the influence of 
fluid temperature on the heat flux at a given flow rate and the influence of flow rate on the 
heat flux at a given fluid temperature. Thus, the results will be presented at the lowest flow 
rate of 0.5 lpm, at the three fluid temperatures of 28 °C, 33 °C and 38 °C, and at the highest 
temperature of 38 °C at all three flow rates of 0.5 lpm, 0.75 lpm and 1.2 lpm. The data at 
all other conditions are included in Appendix B for reference. 
3.2.2.1 Temperature history 
3.2.2.1.1 Column Outer Wall Temperature 
The temperature history on the outside wall of the third column will be discussed first. The 
data at the lowest flow rate of 0.5 lpm, and all three temperatures  28 °C,  33 °C, and  38 °C, 
at three heights are presented for the circular column (solid line) and square column (dashed 
line) presented in Figure 3-16. As mentioned earlier in the experimental setup section, the 
three heights at which the temperatures were measured are 3.18 cm, 6.36 cm and 9.54 cm 
from the bottom of each column, hereafter referred to as bottom, middle, top, respectively.  
These plots are intended to illuminate trends due to the change of flow temperature, as well 
as height dependency of the temperatures. While these thermocouples are attached to the 
outer wall of the column (in contact with the fluid), and do not directly measure the fluid 
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temperature  at their location, they do provide information on how the bulk flow 
temperature may vary vertically in the set up and thus impact the wall temperatures at the 
respective locations. Also note that the temperature data were recorded until the PCM in 
all columns were fully melted hence, the length of a given time series in the plots varied 
based on the given conditions. The general trend in response for all flow conditions has 
three phases: (1) little to no temperature change as the system is filling, before the hot fluid 
reaches each measurement height; (2) a step increase in temperature as the hot fluid reaches 
each measurement height; and (3) a plateau-like region once the system has responded to 
this step change in fluid temperature. 
The temperature of the outside wall of the columns varied at the beginning of each 
experiment due to a combination of room temperature and PCM temperature. The initial 
temperatures of columns and the PCM for the experiments over the circular obstacle at 0.5 
lpm range from 19.4 °C to 22.43 °C. The variations within a given experiment were within 
Figure 3-16: Time history of the outer wall temperature at the 3rd column at flow 
rate = 0.5 lpm, and inlet fluid temperature of (a) 28 °C (b) 33 °C and (c) 38 °C. Each 
column height is indicated by a separate color (Top – red; middle – green; bottom – 
blue. Solid line represents circular column, dashed line represents square column. 
(a) 
(b) 
(c) 
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the uncertainty expected from the temperature measurements: the maximum difference was 
about 3%. Thus, these variations are considered to be negligible as compared to the 
differences in temperature between thermocouple locations observed during the testing. 
The variation in start temperatures for experiments over the square obstacles are less than 
in the circular cases, changing only within the uncertainty of temperature measurements 
within a given test, and the initial temperature between the tests ranges from 20.2 °C to 
21.7 °C. 
Properties of the step jump in temperature are relevant since they closely affect the thermal 
input to the PCM contained inside the obstacles. The start time of the temperature jump 
should be consistent between tests for each thermocouple height, as it is dependent on when 
the incoming flow reaches that height on the column. However, there are some differences 
in start times as determined on the graph which arise from some experimental error in 
manually starting the temperature collection, and in visually selecting the start of the step 
jump to determine this time. Similarly, the end time of the jump isn’t repeatedly apparent 
in the plots, as some of the thermal plateaus occur at a much smoother inflection in the data 
than other, sharper, easy to locate plateaus. The start, length and end temperature of each 
step jump in temperature are included for both obstacle configurations in Table 3-3. 
Table 3-3 highlights some trends in the thermal behavior of the outer column wall. Firstly, 
the beginning of the temperature step varies more with thermocouple height than any other 
property. This is likely because the hot fluid reaches the bottom thermocouples first, 
followed by the middle and top thermocouples during the fill stage. The beginning of the 
step shows a sharper increase in square columns compared to circular columns as in Figure 
3-16, implying faster heat transfer between the fluid and the outside of the square obstacles 
compared to circular obstacles. Note that the temperature collection for the 33 °C flow over 
square obstacles was started late – an experimental error – so the start time is inconsistent 
with the rest of the set, but the jump length shows to be similar for the top and middle 
thermocouples. Despite receiving the incoming hot flow first, the bottom thermocouple 
shows the longest jump step length for all temperatures of flow over the square obstacles, 
 
 
73 
 
 
and for the 38 °C case over the circular obstacles. This indicates that flow temperature is 
changing slower near the bottom of the channel, influencing the rate at which the PCM 
might melt at these locations. The step length decreases with increased flow temperature 
for the top two thermocouples in flow over circular obstacles and increases for the same 
thermocouples (to a lesser degree) in flow over square obstacles. The plateau temperatures 
reached for all experiments at this flow rate are lowest at the bottom thermocouple. This 
aligns with what was expected from the PIV data – that there is some thermal stratification 
where incoming hot fluid is concentrated in the upper part of the channel. 
Table 3-3: Properties of the step jump in outer wall temperature for column 3 at flow 
rate of 0.5 lpm – start times (s), length of jump (s) and final temperature (°C) 
 
Circular Obstacles Square Obstacles 
TOP MIDDLE BOTTOM TOP MIDDLE BOTTOM 
Start time (s) Start time (s) 
28 C 70.0 43.0 10.0 85.0 52.0 15.0 
33 C 71.0 42.0 14.0 70.0 34.0 1.0 
38 C 83.0 51.0 18.0 84.0 49.0 10.0 
 Jump Length (s) Jump Length (s) 
28 C 55.0 24.0 28.0 19.0 18.0 39.0 
33 C 42.0 21.0 30.0 21.0 22.0 26.0 
38 C 26.0 15.0 31.0 23.0 24.0 39.0 
 Final Temp (±0.7°C) Final Temp (±0.7°C) 
28 C 31.4 31.0 29.9 30.5 30.5 27.6 
33 C 32.2 32.2 28.9 32.4 31.8 29.2 
38 C 34.9 34.9 31.5 35.3 34.2 31.9 
The final temperatures for all cases are very similar when comparing between shape 
configurations at the same flow condition and thermocouple location, indicating that this 
attribute does not vary with obstacle shape. The final temperature for the higher two 
temperature flows (33 °C and 38 °C) does not reach the set temperature of the water 
reservoir for any obstacle or thermocouple location. This may be indicative of significant 
heat losses in the system, extraneous to the intended heat transfer with the PCM filled 
columns. The temperature of the wall for the 28 °C tests reaches a maximum above the set 
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point of the water reservoir. The pump is adding heat to the system, and this affects mainly 
the 28 °C flow condition as the experiments must run substantially longer at this flow 
temperature for the PCM to reach its melting temperature of 26 °C. At 300 seconds the 
wall temperatures are in the range of 27.5±0.2 °C for the upper two thermocouples, and 
25.3±0.2 °C for the bottom thermocouple over both the square and circular flow 
configurations. This confirms that the rise in fluid temperature above the experimental set 
point occurs later in the tests, and the initial behavior can still be compared. 
Figure 3-17 shows the temperature data at the outer wall of the third obstacle at all three 
heights and all three flow rates when the input fluid is 38 °C. The maximum x-axis value 
has been fixed at 300 (s) to allow for easier visual comparison between cases. These results 
follow the same three phases as the previous cases: (1) little to no temperature change as 
the system is filling, before the hot fluid reaches each measurement height; (2) a step 
increase in temperature as the hot fluid reaches each measurement height; and (3) a plateau 
like region once the system has responded to this step change in fluid temperature. 
The first apparent trend is the change in starting point of the step jump in temperature. As 
previously established, this step starts at different times for the three heights, dependent on 
when the hot incoming flow reaches these heights during the fill phase. It follows then, that 
the starting time of this step jump will also change in response to changes in flow rates, 
since this also affects the rate at which fluid reaches these heights. The increase in flow 
rate from 0.5 lpm to 0.75 lpm to 1.2 lpm decreases the time it takes for fluid to reach each 
thermocouple location, and therefore the “start time” of the jump in temperature decreases 
as flow rate increases. This is apparent both in Figure 3-17 and Table 3-4, where properties 
of the jump in temperature are included similarly to the previous data set. 
The largest difference in start times as a function of flow rate occurs for the top 
thermocouple, where the step increase occurs 51 s and 55 s faster for flow at 0.5 lpm 
compared to 1.2 lpm for the circular and square obstacle configurations, respectively. For 
the middle thermocouple, the differences in start time of the jump step between 0.5 lpm 
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and 1.2 lpm are 34 s for both square and circular configurations. For the bottom 
thermocouple, the difference between the highest and lowest flow rates is 14 s and 9 s for 
the circular and square obstacle configurations, respectively. This is in accordance with the 
increased differences in time it would take for flow to reach the higher thermocouples 
compared to the lower thermocouples. 
The length (s) of the step jump is related to the rate of heat transfer between the fluid and 
the wall. The duration of the step jump decreases as flow rate increases from 0.5 lpm to 1.2 
lpm for all measurement heights and both square and circular obstacle configurations. Over 
the circular obstacles, the jump length times for the flow at 0.75 lpm are similar to those at 
0.5 lpm, while over the square obstacles this is reversed, and they are more similar to the 
1.2 lpm jump length times. This is indicative of a possible heat transfer regime transition 
Figure 3-17: Time history of the outer wall temperature at the 3rd column at inlet 
fluid temperature of 38 °C and flow rates of (a) 0.5 lpm (b) 0.75 lpm and (c) 1.2 lpm. 
Each column height is indicated by a separate color (Top – red; middle – green; 
bottom – blue. Solid line represents circular column, dashed line represents square 
column.  
(a) 
(b) 
(c) 
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between 0.5 lpm and 0.75 lpm for the square obstacle flow, and between 0.75 lpm and 1.2 
lpm for the circular obstacle flow. 
Table 3-4: Properties of the step jump in outer wall temperature for column 3 at flow 
temperature of 38 °C – start times (s), length of jump (s) and final temperature (°C) 
 
Circular Obstacles Square Obstacles 
TOP MIDDLE BOTTOM TOP MIDDLE BOTTOM 
Start time (s) Start time (s) 
0.5 lpm 83.0 51.0 18.0 84.0 49.0 10.0 
0.75 lpm 48.0 25.0 7.0 49.0 29.0 4.0 
1.2 lpm 32.0 17.0 4.0 29.0 15.0 1.0 
 Jump Length (s) Jump Length (s) 
0.5 lpm 26.0 15.0 31.0 23.0 24.0 39.0 
0.75 lpm 22.0 19.0 21.0 11.0 10.0 23.0 
1.2 lpm 13.0 9.0 19.0 12.0 15.0 14.0 
 Final Temp (±0.7°C) Final Temp (±0.7°C) 
0.5 lpm 34.9 34.9 31.5 35.3 34.2 31.9 
0.75 lpm 34.6 34.6 31.0 35.7 35.1 31.3 
1.2 lpm 34.7 34.7 32.7 35.4 35.6 33.1 
In a similar way to the previous data set, none of the final wall temperatures reach the flow 
temperature of 38 °C. The final temperatures at the top and middle thermocouple locations 
are close in magnitude, while the temperatures at the bottom thermocouple are 2-4 °C 
lower, confirming the temperature stratification of flow for all three flow rates at this flow 
temperature, as predicted by the PIV data. The difference in final wall temperature is less 
between the top and bottom thermocouples at the highest flow rate, which further aligns 
with the PIV conclusions that the increase flow rate reduces this downstream flow 
constriction and or increases mixing out of plane (vertically). The final temperatures at the 
top thermocouple for flow over the square obstacles are higher for every flow rate 
compared to the same location on the circular obstacles. This may be indicative of better 
heat transfer between the fluid and the wall over the square obstacle, but it is also likely a 
result of the extended experiment time for all three flow rates over the square obstacles, 
which is a function of melting time.  
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3.2.2.1.2 Column Center Temperature (Phase Change Material) 
Next, consider the temperature history of thermocouples located in the center of the third 
column responding to this step input in temperature observed on the outside of the same 
column. These results will then be compared to the temperature history of the center of the 
first and fifth columns. The temperature histories of all column center thermocouples are 
in Appendix B for your reference, the second and forth columns are excluded from this 
discussion as they follow similar trends to the other columns. 
The temperature history in the center of the third column, at three heights for each obstacle 
shape is compared at the lowest flow rate of 0.5 lpm and three temperatures of 28 °C, 33 °C 
and 38 °C in Figure 3-18. This grouping of figures is intended to illuminate temperature- 
and obstacle-dependent trends. 
  
Figure 3-18: Temperature history in center of 3rd column (PCM) at top, middle and 
bottom locations at flow rate 0.5 lpm, and inlet fluid temperatures (a) 28 °C (b) 33 °C 
and (c) 38 °C.  
(a) 
(b) 
(c) 
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The temperature at these locations is dependent on two main factors that vary with time: 
the temperature of the outside wall, and the melting history (temperature and flow) of the 
surrounding PCM. There is a time delay between the increase in outer wall temperature 
and the increase in PCM temperature. For all cases, there was also a reduction in the slope 
of the step increases compared to the slope of the step increase in temperature on the outer 
wall. These time delays, 𝜏𝑠, are tabulated, along with the end of experiment temperature 
reached at each height, in Table 3-5. This 𝜏𝑠 varies between 0 s and 13 s, with the longest 
time delays occurring at the top obstacle for all cases except the square obstacle flow at 
28 °C in this set. The maximum time delay occurs at the top of the circular obstacle for the 
33 °C flow. The trends in these 𝜏𝑠 are not consistent enough to draw strong conclusions. 
However, it is encouraging to see that no 𝜏𝑠 is less than zero, as this would not make 
physical sense – the PCM cannot increase in temperature before it has a thermal potential 
causing it to do so, especially given the low conductivity of the PCM.  
Table 3-5: Properties of the temperature history in the third column central 
thermocouple response to flow at 0.5 lpm at three temperatures of 28 °C, 33 °C and 
38 °C 
 
Circular Obstacles Square Obstacles 
TOP MIDDLE BOTTOM TOP MIDDLE BOTTOM 
Start time (s) Start time (s) 
28 C 77.0 44.0 12.0 88.0 59.0 21.0 
33 C 84.0 47.0 14.0 75.0 38.0 1.0 
38 C 88.0 51.0 18.0 94.0 58.0 16.0 
 τs (s)  τs (s) 
28 C 7.0 1.0 2.0 3.0 7.0 6.0 
33 C 13.0 5.0 0.0 5.0 4.0 0.0 
38 C 5.0 0.0 0.0 10.0 9.0 6.0 
 Final Temp (±0.7°C) Final Temp (±0.7°C) 
28 C 28.9 28.9 26.3 27.8 27.4 25.8 
33 C 27.7 27.4 26.3 27.7 27.4 26.0 
38 C 26.5 27.7 26.6 27.2 26.8 26.0 
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Expected results can be extrapolated from two dimensional experiments in the melting 
behavior of PCM, specifically from Jevnikar and Siddiqui [25]. They show that the melting 
trends in PCM exposed to a uniform heat source on one side are that the section of PCM 
near the heat source, and at the top of the enclosure melt first due to buoyancy driven flows 
of the hot PCM rising to the top of the enclosure while the remaining PCM (away from the 
heat source and toward the bottom of the container) melts last. The current configuration 
is a different geometry to these experiments, and the heat source (bulk flow in the channel) 
is not uniform in the vertical direction. As such, there will be some variation between our 
results and those with uniform heat sources. This is especially prevalent in the highest 
temperature flows and low flow rates (e.g. Figure 3-18 c), where the time lag between the 
bottom and the top of the column interacting with the fluid is significant enough to melt 
the lower PCM before the upper PCM for the circular column flow configuration. 
However, the other two cases at 0.5 lpm, and 28 °C and 33 °C (Figure 3-18 a & b) that the 
top thermocouple both reaches the melting temperature of 26 °C before the bottom 
thermocouple, and reaches a consistently higher temperature than the bottom thermocouple 
at the end of the experiment.  
The final temperatures at each height for all cases plotted in Figure 3-18 are explicit in 
Table 3-5. As inlet fluid temperature increases, the maximum temperature reached by the 
top thermocouple (at the same height as the PIV measurement plane) is reduced. This is a 
function of the length of experiment required to melt the PCM in all five obstacles. 
Comparing time point to time point in Figure 3-18 (e.g. at 150 s), the trend is reversed, and 
the PCM exposed to higher temperature flows is at higher temperatures compared to PCM 
exposed to lower temperature flows. This follows, since with higher temperature flow a 
larger temperature gradient is expected, and therefore higher rate of heat transfer from the 
water into the PCM.  
There is a similarity between the final temperature of the PCM and the external wall final 
temperature. The top and middle thermocouples both on the outside wall and center of the 
PCM show a similar magnitude of final temperature across heights (with the exception of 
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Figure 3-18 c – for reasons previously discussed). The top and middle height of 
thermocouple has a more than 1 °C higher final value than the bottom thermocouple for all 
cases, except for the square obstacle configuration at 38 °C and 0.5 lpm. 
The range between the highest final temperature (either in the middle or top thermocouple) 
and the lowest final temperature (the bottom thermocouple with a single exception) is 
similar in magnitude for the square and circular configurations under the same flow 
condition and increases in magnitude as the flow temperature increases. The higher rates 
of heat transfer occurring at 33 °C and 38 °C appear to increase the convection of hot PCM 
toward the top of the obstacle. The specifics of the heat transfer rates will be discussed in 
a later section.  
There are also flow rate-dependent effects to be considered. Figure 3-19 shows the 
temperature histories in the center of the third column for the highest temperature of 38 °C 
and three flow rates of (a) 0.5 lpm, (b) 0.75 lpm and (c) 1.2 lpm. The maximum x-axis 
value has been set to 300 (s) for all graphs in this figure for ease of comparison between 
time dependent features.  
As previously observed for the lowest flow rate at 38 °C, the heat transfer that occurs 
during the “fill” phase of the experiment is significant, leading to the lowest thermocouple 
in the columns reaching the melting temperature of 26 °C before the highest thermocouple 
for flow over circular obstacles. This occurs again for flow over the circular obstacles even 
with an increase in flow rate (and decrease in lag time between flow reaching the bottom 
and top thermocouple heights). This effect also depends on obstacle shape. For all three 
flow rates at 38 °C the top thermocouple is the first to reach melting temperature in the 
third square obstacle, while the middle thermocouple reaches melting temperature first in 
the circular obstacle at this location. This shape-dependent variation may be a function of 
the quantity of PCM in each column, as there is 10 ml in the circular obstacle and 13 ml in 
the square. 
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The trends in final PCM temperature at the three heights also vary with obstacle shape. As 
listed in Table 3-6, the highest end temperature location for all three flow rates in the 
circular column occurs at the middle height, while in the square columns it is consistently 
the top thermocouple that exhibits the highest temperature. 
The lag times in the increase in temperature for the center of the column compared to the 
outside wall of the column are also included in Table 3-6. These are consistently greater 
than or equal to zero, as expected. The longest lag time, 𝜏𝑠 occurs at the top thermocouple 
for the circular obstacles, whereas the maximum lag time for the square columns varies in 
location with flow rate. The lowest lag time for all thermocouple locations for both square 
and circular obstacles occurs at the highest flow rate. This is expected, as the highest flow 
rate should exhibit the highest efficiency in heat transfer from flow to PCM due to the 
additional forced convection and turbulent mixing occurring at this flow rate. 
Figure 3-19: Temperature history in center of 3rd column (PCM) at top, middle and 
bottom locations at inlet fluid temperature of 38 °C, and flow rates (a) 0.5 lpm (b) 
0.75 lpm and (c) 1.2 lpm 
(a) 
(b) 
(c) 
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Table 3-6: Properties of the temperature history in the third column central 
thermocouple response to flow at 38 °C at three flow rates of 0.5 lpm, 0.75 lpm and 
1.2 lpm 
 
Circular Obstacles Square Obstacles 
TOP MIDDLE BOTTOM TOP MIDDLE BOTTOM 
Start time (s) Start time (s) 
0.5 lpm 88.0 51.0 18.0 94.0 58.0 16.0 
0.75 lpm 53.0 30.0 7.0 52.0 33.0 10.0 
1.2 lpm 35.0 18.0 4.0 32.0 19.0 3.0 
 τs (s)  τs (s) 
0.5 lpm 5.0 0.0 0.0 10.0 9.0 6.0 
0.75 lpm 5.0 5.0 0.0 3.0 4.0 6.0 
1.2 lpm 3.0 1.0 0.0 3.0 4.0 2.0 
 Final Temp (±0.7°C) Final Temp (±0.7°C) 
0.5 lpm 26.5 27.7 26.6 27.2 26.8 26.0 
0.75 lpm 27.0 27.7 26.5 28.4 27.8 26.5 
1.2 lpm 26.7 27.6 27.3 27.3 26.7 27.0 
 
The next comparison to be made is concerning the temperature history in the center of the 
column for the first, third and fourth columns at the top thermocouple location, which 
corresponds to the PIV measurement height of 9.54 cm. These comparisons allow us to 
draw conclusions on how the fluid behavior might correlate to the differences in 
temperature behavior inside the column of PCM. 
Consider the temperature data in Figure 3-20 at the constant flow rate of 0.5 lpm and three 
temperatures of (a) 28 °C, (b) 33 °C, and (c) 38 °C. Column location (first, third, fourth) is 
denoted by line color, and shape is denoted by line style as in the provided legend.  
There are some differences in initial temperature between the square and circular cases, 
but not between columns within a single test. These temperature differences were due to a 
combination of room temperature and experimental “down time” between tests to allow 
the PCM to solidify. While these differences may affect the experiment length and PCM 
melting time it is possible to still draw some conclusions from this data.  
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First, there is the notable similarity between columns of the same shape exposed to the 
same flow conditions in the time at which the PCM temperature begins to rise at this top 
thermocouple height. This shows that there is no location-based time delay the initial 
temperature increase due to heat transfer interaction with the fluid. However, there are 
variations in the slope of this initial increase (which can be correlated to heat transfer rate), 
and differences in the final temperature of the measurement locations that vary with column 
position and obstacle shape. For the circular obstacles, the first column shows the highest 
temperature at all time points after this initial increase. The temperature in the third column 
is higher than fifth column for most points in time for the circular columns, and at the end 
of the experiment for all three flow temperatures. For the square obstacles, the fifth obstacle 
shows the highest temperature (by a much smaller margin than the trend in the circular 
columns), followed by the third and then the first. This may be a function of the higher 
PCM volume, or due to differences in the flow interactions between the two obstacles.  
Figure 3-20: Temperature history top thermocouple at center of obstacle, over 1st, 3rd 
and 5th columns at flow rate 0.5 lpm, and fluid inlet temperatures of (a) 28 °C (b) 33 
°C and (c) 38 °C 
(a) 
(b) 
(c) 
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The temperature behavior in the PCM encased in the circular columns follows the theory 
that incoming fluid is hotter, and therefore should melt the upstream columns first. The 
behavior in the square columns follows the trend that the higher the turbulence (and 
therefore convective heat transfer and mixing), the faster the heating of PCM occurs. The 
temperature spread through time is also higher in PCM contained in circular columns 
compared to square obstacles. Two parameters may therefore affect the trends associated 
with the square columns: the incoming fluid is hotter, but flow has lower turbulent 
velocities, and the outgoing flow is less hot than the upstream, but turbulent mixing is more 
prominent, therefore narrowing the differences in temperature for upstream and 
downstream columns. 
Figure 3-21 is included for comparisons of the flow rate-dependent trends in column-
centered temperature history at the first, third and fifth columns. The data is plotted at the 
experiment temperature of 38 °C at three flow rates of (a) 0.5 lpm, (b) 0.75 lpm and (c) 1.2 
Figure 3-21: Temperature history of top thermocouple at center of obstacle, over 1st, 
3rd and 5th columns at fluid inlet temperature of 38 °C, and flow rates (a) 0.5 lpm (b) 
0.75 lpm and (c) 1.2 lpm 
(a) 
(b) 
(c) 
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lpm. The x-axis has been set to 300 (s) for all plots in this figure for ease of visual 
comparisons between flow rate cases. 
The plots in Figure 3-21 also shows that initial temperature varies between tests, but not 
within the same shape and flow condition. The increase in temperature from this initial 
condition occurs at the same time point for each column within a single test, implying that 
this time point is independent of obstacle location and dependent on flow rate and 
thermocouple height. The differences in this time between square and circular obstacle 
temperature measurements under the same flow condition is suspected to be experimental 
error in the exact timing of the start of data collection, as this was manual. 
Another similarity between the plots in Figure 3-21 and the previous plots at the flow rate 
of 0.5 lpm is that the first obstacle in the circular obstacles has a higher temperature than 
the third column, which in turn is higher than the fifth. The trend for the square obstacle 
configurations is not the same: the highest temperature occurs in the third column, with the 
fifth column next highest, followed by the first column for the 38 °C flow conditions at 
both 0.75 lpm and 1.2 lpm. The trend in the circular columns implies a lack of effect from 
the increase in flow velocity (and therefore turbulence variations). The change in trend for 
the PCM temperature in the square obstacles implies that is more sensitive to changes in 
the flow – specifically the high turbulence at upstream locations associated with high flow 
rate. The spread in temperatures between column locations is once again much wider for 
the circular columns of PCM than for the square. 
3.2.2.2  Melting Time (Phase Change Material) 
The melting time is defined as the time from experiment start to when each thermocouple 
reaches the PCM melting temperature of 26 °C. The melting time for each thermocouple 
(top, middle, bottom) is included in Table 3-7 and Table 3-8 for the circular and square 
obstacle configurations, respectively. Although the bottom thermocouple is not the “true” 
bottom of the obstacle, for these experiments the PCM in a given column is considered 
melted when all thermocouples in its center reach the PCM melting temperature, as by this 
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time there is very little solid PCM left in the column by visual inspection. The experiments 
were stopped when the fourth column showed all thermocouples had reached the melting 
temperature of 26 °C, or just thereafter.  
First in Table 3-7 the melting times can be compared between columns and the differences 
by height of column within a flow condition over the circular obstacles. All times discussed 
are relating to the thermocouples in the center of the columns 1-5 containing RT26 PCM. 
For column 1 in the circular configuration, the melting order is consistent for all 
temperature flows at the lower two flow rates of 0.5 lpm and 0.75 lpm. That is, the top 
thermocouple reaches melting temperature first, then the middle, then the bottom. The 
longest melting time, and largest difference within a column and flow condition occurs for 
the bottom column at 0.5 lpm and 28 °C, with a melt time of 1115 s (644 s slower than the 
top thermocouple position). The melting times show less consistent trends at the highest 
flow rate of 1.2 lpm, where the order from fastest to slowest melting at 28 °C is bottom, 
middle, top; for 33 °C it is bottom, top, middle; and for 38 °C it is top, bottom, middle. 
These inconsistencies are largely due to the increased heat transfer rates occurring at this 
highest flow rate due to increased convection at faster flow velocities (discussed in detail 
in the following section). Column 2 does not have the consistency in trends observed for 
column 1 for the lower two flow rates. The melting trend follows the trend of fastest at the 
top to slowest at the bottom only for the lowest flow rate of 0.5 lpm and flow temperatures 
of 28 °C and 33 °C. Otherwise the trend is that the bottom thermocouple reaches the melt 
temperature first, and the top reaches the melt temperature last. In column 3, bottom 
thermocouple reaches the melt temperature last for only the flow conditions of 0.5 lpm at 
28 °C and 33 °C. The bottom thermocouple reaches the melt temperature second for 38 °C 
at 0.5 lpm and at flow temperatures of 28 °C and 33 °C at 0.75 lpm, and first for all 
remaining flow conditions. For column 4, the bottom thermocouple reaches the melt 
temperature last for the flow conditions of 0.5 lpm at 28 °C and 33 °C, and all flow 
temperatures at 0.75 lpm. The bottom thermocouple reaches the melt temperature second 
for 38 °C at 0.5 lpm and at flow temperatures of 33 °C and 38 °C at 1.2 lpm, and first for 
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1.2 lpm at 28 °C. Finally, column 5 continues the trend of inconsistency in melt order with 
the bottom thermocouple reaching melting temperature last at 0.5 lpm and 28 °C and 33 °C, 
as well as at all flow temperatures for 0.75 lpm. The bottom thermocouple reaches melting 
temperature second for 0.5 lpm and 38 °C, and for 1.2 lpm at 33 °C. It reaches the melt 
temperature first for the remaining cases for 1.2 lpm at 28 °C and 33 °C.  
Table 3-7: Time (s) to melting temperature (26 °C) for flow over circular columns at 
the top, middle and bottom thermocouples 
  0.5lpm 0.75 lpm 1.2 lpm 
  28 °
C 
33 °
C 
38 °
C 
28 °
C 
33 °
C 
38 °
C 
28 °
C 
33 °
C 
38 °
C 
Col
1 
Botto
m 
1115 421 181 509 313 191 553 177 77 
Middle 627 227 135 493 213 143 565 249 115 
Top 471 163 125 487 161 111 589 183 75 
Col
2 
Botto
m 
991 321 115 395 235 113 397 123 43 
Middle 691 277 165 439 239 145 591 245 125 
Top 627 277 171 635 255 159 741 299 133 
Col
3 
Botto
m 
1043 343 124 422 219 130 427 147 63 
Middle 589 169 92 400 179 96 556 182 63 
Top 605 226 168 584 248 147 669 264 88 
Col
4 
Botto
m 
1111 369 153 565 295 171 471 193 71 
Middle 621 199 93 427 205 111 547 173 67 
Top 605 241 173 487 201 141 597 215 107 
Col
5 
Botto
m 
1161 419 177 675 361 183 529 231 95 
Middle 743 265 155 479 233 141 585 201 101 
Top 639 283 197 571 245 175 659 239 141 
The inconsistency in the time at which each height of the PCM melts is not expected based 
on previous studies. We expect one of two things to happen: (1) the top thermocouple 
reliably reaches melting temperature first due to the convection of hot PCM toward the top 
of the enclosure, or (2) the bottom thermocouple melts first due to the early interaction 
with hot fluid with the bottom of the PCM filled column (essentially giving the lower PCM 
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a head start in melting). While the first effect does reliably occur with the lowest flow rate 
and temperatures, it appears within the circular column there is a more complicated melting 
phenomenon occurring, and imaging of this in future work could provide more insights 
into what is occurring. 
There is a consistency across all columns and heights in the relationship between increasing 
flow temperature and decreasing melting time. This trend is consistent enough that it is 
likely a true effect despite the differences in starting temperature of the PCM. This same 
trend is consistent across flow rates, where an increase in flow rate (and therefore heat 
transfer) decreases the melting times at each location. At the top thermocouple (the same 
height as out PIV measurement plane) the first column in the series is reliably the first to 
reach melting temperature, as was also observed with the temperature history plots in the 
previous section. This further confirms the suspected effect of turbulence on increased heat 
transfer does not outweigh the effect of temperature gradient (from upstream to 
downstream). 
The same variations in trends occur in the square columns across flow rates and columns, 
where at the lowest flow rate and temperature the top thermocouple reaches melting first, 
the middle height, second, and the bottom last. There is then less consistency through the 
intermediate and highest flow rate and temperatures. Indicating a similar need for further 
investigation into the 3D and time dependent nature of this melting.  
For square columns, across all columns and locations, there is a decrease in melting time 
both with increase in flow temperature and in flow rate. However, contrary to the results 
in the circular column flow regimes, the top thermocouple does not reach melting 
temperature in the first column before the remaining columns in this series. This is in line 
with what was observed in the temperature histories. It suggests that over the square 
columns the effects of increased heat transfer with turbulence over downstream obstacles 
and effects of increased heat transfer in upstream obstacles due to a flow wise temperature 
gradient are of competing influence (i.e. they are of similar strengths). The second column 
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at the top thermocouple reaches melting first in all flow conditions. The top thermocouple 
in the first column reaches melting temperature third out of the five columns for the 0.5 
lpm and 28 °C, and the 0.75 lpm and 38 °C cases, and reaches melting temperature fourth 
in all other flow conditions.  
Table 3-8: Time (s) to melting temperature (26 °C) for flow over square columns at 
the top, middle and bottom thermocouples 
  0.5lpm 0.75 lpm 1.2 lpm 
  28 °
C 
33 °
C 
38 °
C 
28 °
C 
33 °
C 
38 °
C 
28 °
C 
33 °
C 
38 °
C 
Col
1 
Botto
m 
938 350 73 544 152 177 484 91 103 
Middle 755 350 171 693 309 177 700 263 195 
Top 571 267 160 588 256 131 587 243 144 
Col
2 
Botto
m 
1017 378 136 613 228 209 502 110 132 
Middle 567 220 105 516 213 127 483 182 115 
Top 369 123 114 355 140 83 390 95 56 
Col
3 
Botto
m 
1090 495 218 755 309 225 580 153 145 
Middle 666 290 155 564 242 160 534 193 152 
Top 597 245 152 472 245 130 453 185 104 
Col
4 
Botto
m 
971 293 95 755 217 157 533 107 133 
Middle 539 187 103 523 185 127 451 123 105 
Top 657 301 201 675 353 195 700 301 183 
Col
5 
Botto
m 
1090 443 208 985 322 278 557 145 171 
Middle 639 265 160 564 204 185 505 124 162 
Top 533 229 153 506 174 161 491 116 138 
3.2.2.3 Heat Flux Through Column Three 
The heat flux was calculated for each thermocouple height of column 3 – the only column 
with sufficient instrumentation to determine this property. The calculations are done by 
Fourier’s Law, based on the inner (𝑇𝑖), and outer (𝑇𝑜) column wall temperatures, the acrylic 
inner (𝑟𝑖) and outer (𝑟𝑜) radius, acrylic thickness (𝑙), acrylic heat conduction constant 
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(𝑘 =  0.196 W/m°C [56]). Equation (3-3) applies to the square obstacles, and Equation 
(3-4) to the circular obstacles. 
𝑞 =
𝑘
𝑙
(𝑇𝑜 − 𝑇𝑖) 
(3-3) 
 
𝑞 =
2𝑘(𝑇𝑜 − 𝑇𝑖)
(𝑟𝑜 + 𝑟𝑖) ∗ ln (
𝑟𝑜
𝑟𝑖
)
 
 
 
(3-4) 
 
The timewise heat flux results are plotted for both shapes in column three for all heights of 
thermocouple at 0.5 lpm at (a) 28 °C, (b) 33 °C, and (c) 38 °C in Figure 3-22. The heat flux 
at 38 °C and (a) 0.5 lpm, (b) 0.75 lpm, and (c) 1.2 lpm are shown in Figure 3-23. 
Figure 3-22: Heat flux in 3rd column at flow rate 0.5 lpm, and inlet fluid temperatures 
(a) 28 °C (b) 33 °C and (c) 38 °C 
 
(a) 
(b) 
(c) 
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As previously discussed, there is an initial delay to the introduction of hot water to each 
location because time is measured from the start of the “fill” process. This is evident in the 
heat transfer process, as heat flux q ≅ 0W. When the hot water reaches each thermocouple 
height (bottom, middle and top thermocouples) a step increase in heat transfer rate is 
observed in response to the step increase in fluid temperature (from air to hot water). In 
Figure 3-22 cases (a) and (c) the step responses over the square and circular configurations 
occur almost simultaneously, while in (c) there is a delay from square to circle – as 
previously discussed, this is due to a measurement collection error. 
At 0.5 lpm and 28 °C there is an obvious overshoot to this step input in temperature – 
suggesting an underdamped second order response. The remaining cases plotted in Figure 
3-22 also have an overshoot with the early peak after the step input, presenting a higher 
value in q than the plateau value that occurs later in the experiment, but it is less apparent. 
These results are in concordance with what was observed in the outer wall temperature 
over the same column. The square and circular columns under the same flow conditions 
experience very similar histories in heat transfer at this location, and that the top and middle 
measurement heights are subject to higher rates of heat transfer than the lower 
measurement height. This is due to the temperature differences in the flow at these heights, 
which create temperature differences on the outer wall (as previously discussed), reducing 
the temperature gradient at the lowest measurement height and therefore the heat transfer 
rate.  
While these heat transfer rate histories are similar between the square and circular columns, 
they only provide insight into heat transfer single locations on the outer wall. There may 
be (and most likely are) differences in heat transfer at other locations on the wall (e.g. the 
upstream/downstream faces of the obstacles) that lead to the previously observed 
differences in PCM melting behavior. 
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The temperature-dependent effects on heat transfer appear to be primarily in the value of 
the plateau in the plots. In Figure 3-22 (a) at 28 °C, there is a plateau in heat flux of 1400-
1500 W/m2 at the top measurement location. In Figure 3-22 (b) at 33 °C this value is in 
between 2350-2450 W/m2. In Figure 3-22 (c) at 38 °C this value is between 3600-
3900 W/m2. 
There are also some key flow rate-dependent effects in heat transfer rate, seen in Figure 
3-23. Namely, an increase in the heat transfer rate corresponds with an increase in flow 
rate. For the top measurement plane: (1) at 0.5 lpm the range of the plateau in heat flux is 
3600-3900 W/m2; (2) at 0.75 lpm the range of the plateau in heat flux is also 3600-
3900 W/m2; (3) at 1.2 lpm the range is increased to 3700-4100 W/m2. These differences 
due to flow rate are of smaller magnitude than those associated with increases in 
temperature, indicating that fluid inlet temperature has a more powerful effect on the 
temperature gradients and therefore heat transfer rate.  
Figure 3-23: Heat flux through wall of 3rd column at inlet fluid temperature of 38 °C, 
and flow rates (a) 0.5 lpm (b) 0.75 lpm and (c) 1.2 lpm 
(a) 
(b) 
(c) 
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The other key flow rate-dependent effect is the response in the bottom measurement height 
to the step input in fluid temperature. At the lowest flow rate, Figure 3-23 (a), shows that 
the peak heat transfer rate at the bottom plane is considerably below those at the middle 
and top – 2270 W/m2 for the circular case compared to 4280 W/m2 (middle) and 
4320 W/m2 (top) and 2800 W/m2 for the square case compared to 3970 W/m2 (middle) and 
4350 W/m2 (top). At the flow rate of 0.75 lpm in Figure 3-23 (b) the peak heat transfer rate 
at the bottom plane is still lower than those at the middle and top, but the difference is 
reduced – 3090 W/m2 for the circular case compared to 4640 W/m2 (middle) and 
4750 W/m2 (top) and 3900 W/m2 for the square case compared to 4470 W/m2 (middle) and 
5060 W/m2 (top). Finally at 1.2lpm in Figure 3-23 (c) the difference in the initial peak heat 
transfer rate at the bottom plane is even less – 3800 W/m2 for the circular case compared 
to 4600 W/m2 (middle) and 4200 W/m2 (top) and 4900 W/m2 for the square case compared 
to 5450 W/m2 (middle) and 5170 W/m2 (top). There is also an increase in the peak heat 
transfer at all measurement heights as the flow rate increases, and it is much more 
substantial than the increases in the plateau values, indicating the flow rate has a high 
impact on early thermal responses. 
In Figure 3-23 (b) and (c) there is a much steeper slope in the jump in heat flux for the 
square obstacle compared to the circular one, especially at the top measurement location. 
This may be influencing some of the key differences observed in the temperature history 
and melting time behaviours. 
3.3 Chapter Summary  
These tests involved the flow visualization of three configurations: no obstacles, and square 
and circular obstacles each at 1×L spacing in a channel 2×L wide. Temperature 
measurements of PCM contained in center the first five obstacles were taken at three 
heights. Extra instrumentation was included in the third column on the inner (PCM side) 
and outer (Flow side) as previously depicted in Figure 3-1. 
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The PIV flow measurements showed a non-uniformity in the flow velocity in the no 
obstacle case indicating vertical (out of plane) and horizontal (in plane) variations in the 
flow field due to a combination of inlet condition, outlet condition and buoyant flow 
effects. The inlet condition also showed to affect the TKE distribution in the no obstacle 
case, with the highest values of TKE occurring in the upstream portion of the measurement 
plane.  
The behavior shown in the resultant magnitudes of mean velocity and TKE are both 
significantly influenced by the presence of obstacles, but shape dependency is less apparent 
than in the previous unheated study included in Chapter 2. Flow accelerates from upstream 
to downstream for all temperature and flow rate conditions over both obstacle shapes. The 
acceleration of flow is more dependent on changes in flow rate than changes in 
temperature: showing larger spatial gradients at higher flow rates. The TKE generated as 
the heated flow interacts with the PCM filled obstacles is considerably higher than the TKE 
generated by the inlet condition. There is an increase in TKE from upstream to downstream 
for all flow conditions containing obstacles. There are increases in TKE observed both with 
increases in inlet temperature and with flow rate indicating the contribution of both buoyant 
flows and shear driven flows are both significant in TKE generation. The shape dependence 
in TKE is minor.  
Reynolds shear stress is also shown to increase from upstream to downstream with peak 
values occurring directly adjacent to obstacles. There are increases in RSS with both flow 
rate and with flow temperature. There is little shape dependence in the values of RSS, but 
there is in the location of peaks: peaks occur at the leading edge for the square obstacle, 
and at the centerline of the circular obstacle. Both peak locations are analogous with the 
suspected point of flow separation. 
The temperature data adds to the understanding of the flow, and to the trends in melting 
behavior observed within the PCM in each obstacle. Temperature measurements on the 
outer wall of the third column in each shape showed there was an increase in wall 
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temperature at each measurement height corresponding to when the hot fluid reached each 
height during the fill phase of the experiments. There was then a jump in temperature 
followed by a plateau. The temperature plateau for the top and middle thermocouples was 
higher than for the bottom thermocouple confirming temperature stratification in the flow. 
There was little shape dependency in temperature behavior at this outer column wall 
measurement location.  
There was, however, shape dependency in the temperature history of thermocouples 
located in the center of the PCM columns. The PCM in the square thermocouples reached 
melting temperature fastest for the top measurement location, while in the circular columns 
it was most often the middle measurement height that would reach melting temperature 
first. There were also shape dependent trends in which column of the set of five measured 
reached melting temperature first at the top measurement location. For the circular 
columns, the first column in the set of five was also the first to reach melting temperature 
at the top. For the square columns, it was most the second column in the series that would 
reach melting temperature at the top measurement location first. For both column shapes 
there was a decrease in melting time both with an increase in fluid inlet temperature and 
with increase in flow rate.  
There were some differences in heat transfer response with fluid temperature, flow rate, 
obstacle shape and measurement height. The heat flux through the third column increased 
with both flow rate and with temperature. The initial increase in heat flux as hot fluid 
reaches each measurement height showed a steeper increase for square columns than for 
circular, but the plateau regions showed very similar values of heat flux. The heat flux at 
the bottom measurement location had lower plateau values than for the middle and top 
locations. 
Further discussion of the conclusions and implications of this study are discussed in 
Chapter 4  
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Chapter 4  
 Conclusions and Recommendations 
The conclusions of the works in Chapters 2 and 3 are discussed in this section, along with 
the contributions of this thesis, and recommendations for future works. 
4.1 Chapter 2: Unheated Flow and Microalgae 
The flow characteristics, and response of green algae C. reinhardtii, to a set of offset wall 
adjacent square and circular columns at low Reynolds numbers were considered. Flow was 
characterized for Re = 20, 50 and 90, and the algal response was investigated at Re = 50. 
4.1.1 PIV Measurements  
The Reynolds and shape dependent effects on the flow regime can be summarized as 
follows: 
(1) The lack of turbulence generation by the obstacles for the Re = 20 case is in 
accordance with literature in that little to no vortex shedding is expected over either 
obstacle type at this Reynolds number. There is some apparent low-level turbulence 
that can be attributed to the inlet condition. 
(2) The shape of the obstacle influences the peak mean velocity: it is higher and more 
sustained for square obstacles than for the circular. The peaks in mean velocity 
appear to increase as the flow moves downstream due to the flow becoming more 
orderly and less of it convecting into the recirculation zones.  
(3) The opposite trend is apparent in values of RMS velocity, and TKE: initially there 
is an increase over the first columns. Higher Re cases showed a second increase in 
TKE, and all cases showed to decline below a normalized value of 0.5 within 7 
column lengths of the front end of the leading column. 
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(4) C-1L and C-2L showed much lower TKE and RSS values at Re = 50 compared to 
S-1L and S-2L at Re = 50, but all cases show similar levels of TKE and RSS at 
Re = 90, indicating a transition in regime for the circular cases lies between Re = 50 
and 90. This difference in behavior can be attributed to the forced separation point 
over the square obstacles, which leads to higher peak velocities and also TKE for 
Re = 50 
(5) The inlet TKE generation was significant and may have obscured effects of TKE 
generation by flow interaction with obstacles. This informed the design of the tests 
in Chapter 3: an upstream mesh was added to the set up to break up the larger 
structures of this inlet dependent turbulence. 
4.1.2 Microalgae Results 
The algae responded best to the square obstacles, with higher saturation rates and average 
swimming speeds compared to the other two cases. This increase may be connected to the 
higher shear stress produced by the Re = 50 flow condition of the square obstacles (peak 
S-1L: 6.09 mPa) compared to the circular obstacles (peak C-1L: 4.97 mPa). There was no 
statistical significance found for differences in algae size or density as determined from the 
microscope images. Further investigations and repeat studies are required to confirm any 
trends discovered in this experiment. 
4.2 Chapter 3: Heated Flow with Phase Change Materials 
In this Chapter 3 the flow characteristics and heat transfer were studied for heated flows 
over wall confined offset columns filled with PCM thermal storage at different flow rates 
and temperatures. The melting behavior of the PCM contained in the columns, and the 
effects of the subsequent heat transfer on the flow characteristics in the channel, such as 
velocity behavior and turbulence characteristics were considered at three flow rates, three 
flow inlet temperatures, and three configurations (no-obstacles, circular column and square 
columns). 
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4.2.1 PIV Measurements  
There are many findings in this work, some of which were unexpected. Herein are the key 
findings for the PIV data concerning mean flow. 
Flow Velocity (Mean Velocity Magnitude) 
Under the no-obstacle flow condition there is a horizontal constriction in the flow caused 
by the outlet condition, the onset of which is delayed at higher flow rates. There is also an 
asymmetry in the in the upstream flow caused by the inlet condition which does not appear 
to have a consistent directional bias. Finally, there is a likely vertical constriction in the 
flow that results from two main stimulus – the outlet condition, and the buoyancy driven 
flow of hotter incoming fluid towards the top of the flow field the effect of which is reduced 
at higher flow rates. Further investigation and imaging in the vertical plane would be 
required to confirm this effect. 
For the circular obstacle flow there is a flow acceleration from upstream to downstream in 
all cases, indicative of some constriction in the flow. The spatial gradient in this 
acceleration increases with flow rate but seems to not show consistent trends with changes 
in temperature. The increase with flow rates indicates there may be some connection 
between flow constriction due to separation over downstream obstacles that is more intense 
at higher flow rates (and therefore creates higher peaks in velocity). The lack of consistent 
variation with temperature indicates that the presence of obstacles dampens the effects 
observed with no-obstacles. 
For square obstacle flow the same dependencies on velocity exist with regards to flow rate 
change over square obstacles – there is an increase in flow acceleration with respect to peak 
velocities with an increase in flow rate, implying a Re dependence of this flow property. 
The trends also seem to not be present with changes in flow temperature, indicating the 
effect of increase in Re with flow temperature is not large enough to cause a noticeable 
trend, or perhaps does not create a trend at all. 
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There are differences in flow velocity between the two shape configurations: the peak 
velocities in the square obstacle occur very near to the leading edge of the obstacle, while 
for the circular obstacle it occurs at the midline or past it. This is due to two main effects: 
(1) the forced separation occurring over the leading edge of the square obstacles due to its 
sharp nature, and (2) the maximum constriction (blockage) at 50 % channel width occurs 
over the length of the square obstacle, while for the circular obstacle it only occurs at its 
midline (the same location as the peaks in velocity). 
Turbulent Kinetic Energy 
The TKE results in the no-obstacle flow show upstream turbulence is produced by the inlet 
condition for all flow rates and temperatures. The upstream TKE is assumed to be the same 
for the no-obstacle case as for the square and circular obstacle cases. It is considerably 
below the values of TKE generated over the obstacles. The difference in TKE generated 
by the inlet and by the obstacles is opposite what was observed in the previous study where 
inlet TKE had a notable effect on each of the flows. This is due to the addition of the 
upstream mesh in these tests intended to dissipate the inlet turbulent structures. 
The TKE generated over circular obstacles shows an increase from upstream to 
downstream indicating generation through interactions with the obstacles. Peaks in TKE 
were also found directly adjacent to obstacles, further confirming this. The TKE levels 
increased with increase in fluid inlet temperature, indicating a positive relationship with 
the increase of TKE with the increase of buoyant flow forces created by the heat transfer 
interactions with the columns. There was also a TKE increase corresponding to an increase 
in set flow rate indicating a positive relationship of TKE with shear dependent flow events 
such as separation and shedding of vortices.  
The TKE generated over square obstacles also shows an increase from upstream to 
downstream indicating generation through interactions with the obstacles. The TKE levels 
increased with increase in fluid inlet temperature, indicating a positive relationship with 
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the increase of TKE with the increase of buoyant flow forces created by the heat transfer 
interactions with the columns. There was also a TKE increase corresponding to an increase 
in set flow rate indicating a positive relationship of TKE with shear dependent flow events 
such as separation and shedding of vortices.  
The values of peak TKE generated over both shapes of obstacles in all flow conditions 
were comparable. This too, differs from the previous unheated experiments were there was 
a difference in behavior at Re = 50. This change to levels of TKE being comparable 
between shapes may be indicative of the transition into the vortex shedding regime 
occurring at Re < 40 with this addition of heat transfer which effects the flow dynamics in 
near-obstacle regions. There were slight shape dependent differences: (1) the size of 
features shown in the TKE contours were considerable smaller for flow over square 
obstacles, and (2) the peak values of TKE were higher for flow over the circular obstacle 
than the square. The second difference may be distorted due to parallax errors, with true 
peaks in TKE occurring in regions that are not resolved in the camera view. The magnitudes 
of TKE between columns is similar between shapes with only a few exceptions. 
Reynolds Shear Stress 
Reynolds shear stress is considered an important metric to microalgae health and growth. 
Shear stress has been established in the literature to increase growth of some species of 
microalgae up to a maximum value of shear, above which shear is harmful. For the 
microalgae studied in this work, C. reinhardtii the beneficial range of shear is up to 30 mPa 
[14]. While the temperature levels and fluctuations in these tests would likely be harmful 
to many species of microalgae, it is still of interest to know how the RSS has increased 
with the additional buoyant flows due to heat transfer. 
The RSS results for the circular obstacle case show an increase in RSS with both increase 
in temperature and increase in flow rate. The increase in temperature produces a more 
intense increase in RSS as flow moves from upstream to downstream, similar to increases 
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observed in TKE, which follows since these are both properties dependent on turbulent 
behavior (shear and buoyant flows). The increase in maximum RSS is more significant 
with flow rate (6-7 times from 0.5 lpm to 1.2 lpm) than with temperature (2 times from 
28 °C to 33 °C). The behavior of RSS over square columns is very similar to that over the 
circular columns. Values are at the same magnitude, and trends with respect to temperature 
and flow rate are comparable. The peaks in mean RSS indicate that at the lower two flow 
rates of 0.5 lpm and 0.75 lpm, the mean shear would be beneficial for the species C. 
reinhardtii. The shear at the highest flow rate of 1.2 lpm and temperature of 28 °C for the 
circular obstacle was also within an acceptable range. This test condition was not available 
for the square obstacle flow due to issues in the measurements not discovered at the time 
of testing. 
4.2.2 Temperature and Heat Transfer 
The temperature data has some interesting implications. While the outer wall temperature 
in the third column exhibit very similar results between the square and circular column 
configurations for matching flow conditions and measurement heights, there is a difference 
in behavior of the temperature histories in the center of this same column when comparing 
between column shapes. The circular columns show a longer lag time in increase of 
temperature in the center of the column compared to the outer wall than in the square 
columns. The square columns also show a more consistent trend of the top thermocouple 
reading the highest temperatures in the set by the end of the experiments, where for the 
circular column at the lowest flow rate, the middle thermocouple has a higher or similar 
temperature compared to the top at the end of testing. This is also consistent at the highest 
flow temperature for all three flow rates where the circular column has the middle 
thermocouple outperform the top thermocouple. 
The temperature history across columns at the top measurement height also shows variation 
between column shapes. The temperatures at the top thermocouple in the circular columns 
diverge more from column 1-5 as testing time passes compared to the square columns at 
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the same location and under the same flow conditions. The trend in which column shows 
the highest temperatures toward the end of the tests also varies when comparing square and 
circular columns. The first column consistently shows the highest temperature for the 
circular configurations, while in the square obstacles the fifth obstacle has the highest 
temperature in the set of first, third, fifth.  
This is further confirmed by the trend in melting time in all columns at the top measurement 
height (of most interest because it coincides with the PIV measurement plane. For flow 
over the circular obstacles the 1st column reaches melting temperature at the top 
measurement plane before any of the other 4 instrumented columns in all flow conditions 
(independent of flow rate and temperature). For the square columns, the 1st column reaches 
melting temperature 4th in most flow cases and 3rd at 0.5 lpm at 28 °C, and the 0.75 lpm 
and 38 °C. The second column is the first to reach melting temperature at the top of the 
obstacles in all flow configurations over the square obstacles. This trend indicates that the 
melting behavior across circular obstacles is more dependent on the gradient in flow 
temperature that exists from upstream to downstream than on changes in turbulent behavior 
that occur downstream. While for the square columns these two effects are of similar 
magnitude as the downstream columns are melting before the first (and are exposed to 
higher TKE than the first, and therefore more turbulent mixing). The second column being 
the first to melt at the top thermocouple for the square obstacle indicates this flow 
temperature gradient still affects the melting sufficiently as downstream obstacles are 
exposed to more turbulence than the second, yet the second melts first. 
There is a decrease in melting time for both column shapes, at all thermocouple location in 
every column with an increase in either flow rate or flow temperature. This is consistent 
with what is expected as increase flow rate increases the convection heat transfer and 
increase in flow temperature increases thermal gradients, both of which should lead to 
higher heat transfer rates and faster PCM melting. 
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The heat flux response to the step increase in temperature shows more variation between 
test conditions and obstacle shape at early times in each test compared towards the end of 
the test. This indicates the initial response differences (especially prevalent at the higher 
temperatures and flow rates) that exist between square and circular obstacles may be 
contributing to the differences observed in the temperature histories. Notably, the higher 
peaks in heat transfer rate for the bottom measurement location that occur in the square 
obstacles, and the steeper step increase for all three measurement heights, but more 
intensely the top, that occur in the square obstacles compared to the circular obstacles. This 
would explain the shortened “lag time” between outside wall temperature increases and 
central column 3 temperatures in the square columns and may be a result of the differences 
in locations of peak turbulence and velocities across shapes. 
To summarize: though the peak values in velocity and TKE are comparable between the 
square and circular configurations, their locations and the shape dependent differences in 
flow behavior are significant enough to produce differences in melting behavior within 
columns and between columns. Further work is required to develop theories as to exactly 
why these differences occur. 
4.3 Comparisons of Heated and Unheated Tests 
Tests were performed at heated and unheated conditions. There are some key differences 
between both testing procedure and results that should be discussed. 
The first difference of note is the PIV collection process used. The unheated tests were 
performed at a quasi-steady condition, and therefore images could be taken at multiple 
points in the set up, and later stitched together to provide data over the area of interest. This 
allowed for minimization of both PIV error and parallax errors. The heated tests were of a 
transient process, and so the measurement plane had to be captured in a single set of images 
to be able to resolve instantaneous time dependent processes. The need for a single shot 
led to the need to reduce the setup size (by ½ compared to unheated tests) so that the area 
of interest could be resolved in focus using the equipment available. There was also 
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significant parallax error in doing this single shot, and some key areas are obscured by this. 
The smaller set up also resulted in a different available lowest Reynolds number for the 
system, as flow rates below 0.5 lpm were unstable, and showed significant over heating of 
the desired temperature set points. The minimum Reynolds number therefore tested in the 
heated condition was Re = 40 compared to Re = 20 for the unheated condition. 
In processing the results of the unheated tests, it was discovered that the turbulence 
generated by the inlet condition was considerable. In order to better resolve flow effects 
caused by the obstacles in the heated tests, a mesh was added to break down these turbulent 
structures upstream of the first obstacle. There was still some upstream TKE, but it was 
low compared to the values of TKE generated over the obstacle. 
All differences in experimentation considered, there are still some changes in the turbulent 
characteristics from the unheated condition to the heated condition that can be discussed. 
The TKE was shown to decay from upstream to downstream in the unheated tests, but was 
shown to increase from upstream to downstream for the heated tests. This indicates that 
the addition of buoyant flows due to heat transfer with obstacles, and with the upper surface 
of the flow causing additional shedding of vortices to occur, that are likely impinging on 
downstream obstacles rather than attaching, thus causing higher levels of TKE in the 
downstream. The second notable change is the lack of obstacle dependency present for all 
values of Re in the heated tests. In the unheated tests there was obstacle dependency at 
Re = 50, but not at Re = 20 or 90 which indicated a transition of regime to shedding of 
vortices for the square obstacles between Re = 20 and 50, and the same transition for flow 
over circular obstacles between Re = 50 and 90. In the heated tests the transition appears 
to occur below the minimum test value Re = 40 for both obstacles as TKE is generated, not 
decaying at all flow rates and temperature conditions for both obstacles.  
The differences in RSS are similar to the differences in TKE behavior between heated and 
unheated tests. The RSS is shown to decay over the measurement region for unheated tests, 
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and increase from upstream to downstream for heated tests. The absolute values of RSS 
are also significantly greater in the heated tests, showing a positive relationship with the 
buoyant flows and the value of RSS. This positive relationship is confirmed by the values 
of RSS increasing at temperature is increased at each flow rate condition for both obstacle 
configurations.  
4.4 Contributions 
This thesis research is focused on a fairly novel concept of using latent thermal storage to 
regulate the temperature in a photobioreactor with flows present in a channel. The flows 
over the studied geometries, as well as affected heat transfer with PCM storage columns is 
previously uncharacterized in experimentation. The research focusses on the fundamental 
thermo-fluid processes involved in this novel setup, which are its main contribution to 
scientific knowledge. The simultaneous investigation of flow dynamics and heat transfer 
with the phase change material and its melting behavior are novel as previous studies have 
investigated either one or the other, and not both. 
The results of this study indicate some interesting interactions between obstacle shape and 
spacing, flow rate (Reynolds number) and heating conditions. These tests were performed 
with PIV measurements at a single height, but point to phenomena that may be occurring 
out of plane. This indicates to future researchers continuing this line of questioning that 
additional measurements are required in the vertical plane. The geometry dependent 
melting behavior of the PCM in the square and circular columns sparks and interesting line 
of future research.  
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4.5 Future Recommendations 
This thesis work is certainly an incremental step in understanding the complex interactions 
of flow dynamics on the heating and melting behavior of phase change materials, and vice 
versa. There are aspects of this work that can certainly be expanded: 
(1)  Expand testing to include the solidification cycle of the PCM 
As this thermal regulation design is intended to both absorb and release heat in daily 
cycles, it would be paramount to understand the freezing process of the PCM contained 
in the obstacle in response to decreases in ambient and flow temperature. 
(2) Expanding the imaging of the flow in both horizontal and vertical planes 
The imaging in these experiments was performed horizontally, at a single plane. It 
would be informative to look at flow behavior at multiple heights in the flow, as well 
as vertically to fully resolve the complexity of these flow interactions. 
(3) Expanding the testing of microalgae responses to flow conditions 
The literature is fairly sparse on how different classes of microalgae respond to shear 
stresses or flow conditions outside those typically observed in current designs of 
incubators. We found mild shear as in Chapter 2 increased the health statistics 
observed, and it would be interesting to know if this is true across species and in 
different flow environments. 
(4) Expanding temperature measurements 
The temperature measurements in this study were concentrated on the PCM behavior 
but including further measurements in the flow would further expand on our knowledge 
of this heat transfer interaction. 
(5) Imaging of the PCM melting behavior 
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In the present study melting behavior in the PCM filled cylinders has been coarsely 
classified the with 3 thermocouples to avoid interference of the thermocouple wires 
with the heat transfer in the PCM. Should the columns and set up be constructed again 
with optically clear materials, PIV would be a possibility for understanding the 
convection flows in the liquid PCM as the volume melts. 
(6) Investigate the system response to a wider array of input conditions 
In the heated tests the system was exposed to a step jump in temperature. This can be 
expanded on by introducing heated flow to an already full (room temperature) channel, 
or by heating through radiation for example. 
(7) Investigate the behavior of fully developed flow over these obstacle configurations 
In these tests, under all iterations, there was upstream turbulence generated by the inlet 
condition that surely had an effect on the behavior of flow across the obstacles. It would 
be informative to determine flow behavior without this upstream turbulence by 
extending the inlet to first obstacle length such that flow is fully developed. 
There are many other iterations of these experiments that would be valuable additions to 
the state of science.   
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Appendix A: PIV Uncertainty  
Unheated Flow (CH2) 
Cowen and Monismith [57] estimate the total error in PIV measurement to be a sum of 
the individual errors caused by: (1) gradients, (2) particle diameter, (3) peak locking 
(4) out of plane motion, (5) AGW interpolation. An estimate for each of these errors 
will be provided following using the methods of Cowen and Monismith [57] and Prasad 
et al. [58]. These estimates were performed for the highest velocity flows at 2.65 lpm 
as these data have the highest magnitude velocity gradients. 
(1) The largest mean velocity gradients in the streamwise direction was used to 
estimate the error due to gradient. The mean streamwise velocity gradient was 2.4 
%. Using figure 5(e) in Cowen and Monismith [57], the error due to velocity is 
estimated to be: 
 u = 0.07 pixels     (A.1) 
where u is the errors associated with the streamwise velocity.   
(2) The particle diameter in the present study is 0.015 mm, and each pixel 0.075 mm. 
The particle to pixel length ratio is therefore 5. According to Cowen and Monosmith 
[57]  in their Figure 5 (a) the error for a particle of 5.0 pixel and the velocity gradients 
as calculated above is: 
u = 0.09 pixels       (A.2) 
(3) The particle diameter to pixel ratio of 5 also leads to a bias (peak locking) and RMS 
error as detailed in Prasad et al. [58]. Figure 13 of their referenced work yields that 
the error for a particle diameter of 5 would result in negligible bias error. 
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(4) There is significant out of plane motion due expected due to the flow configuration. 
Based on an estimate of 10 % out of plane fraction, the error produced by this motion 
would be, 
    u = 0.12 pixels       (A.3) 
(5) The error due to AGW interpolation, based on an interpolation parameter H = 7.22 
was estimated from figure 5(f) in Cowen and Monismith [57] to be 0.08 pixels.  
 
The total error in the streamwise velocity was estimated to be, 
ε𝑢  = √0.072 + 0.092  + 0.122 =  0.16 pixels    (A.4) 
This error expressed in velocity units is, 
u = 0.001 cm s-1     (A.5) 
PIV Uncertainty – heated flow (CH3) 
Cowen and Monismith [57] estimate the total error in PIV measurement to be a sum of 
the individual errors caused by: (1) gradients, (2) particle diameter, (3) peak locking 
(4) out of plane motion, (5) AGW interpolation. An estimate for each of these errors 
will be provided following using the methods of Cowen and Monismith [57] and Prasad 
et al. [58]. These estimates were performed for the highest velocity flows at 1.2 lpm 
and highest temperature of 38 °C as these data have the highest magnitude velocity 
gradients. 
(1) The largest mean velocity gradients in the streamwise direction was used to 
estimate the error due to gradient. The mean streamwise velocity gradient was 3.4 
%, higher than the and the mean cross-stream velocity gradient of 1.5 %. Using 
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figure 5(e) in Cowen and Monismith [57], the error due to velocity is estimated to 
be: 
 u = 0.1 pixels (based on 3.4% gradient)   (A.6) 
where u is the errors associated with the streamwise velocity.   
(2) The particle diameter in the present study is 0.015 mm, and each pixel 0.118 mm. 
The particle to pixel length ratio is therefore 0.13. Error in particle location due to 
this small particle diameter must be considered. Since the smallest particle resolved 
by the PIV image is 1 pixel, the observed particle size is 1.0 pixels, and the true 
location of a single particle within the pixel cannot be known. We therefore consider 
the error due to particle size of 1 pixel. According to Cowen and Monosmith [57]  in 
their Figure 5 (a) the error for a particle of 1.0 pixel and the velocity gradients as 
calculated above is: 
u = 0.06 pixels       (A.7) 
(3) The particle diameter to pixel ratio of 0.13 also leads to a bias (peak locking) and 
RMS error as detailed in Prasad et al. [58]. Figure 13 of their referenced work yields 
that the error for a particle diameter of 0.13 would result in a 40 % increase in the 
error associated with the above calculated 1 pixel particle diameter error. These 
estimates are based on centre of mass peak fitting, while the current work used a 
three-point Gaussian estimator. Centre of mass peak locking is considered to be the 
most susceptible to peak locking errors according to work by Fincham and Spedding 
[59]. Meanwhile, errors due to peak locking in the present work under the three point 
Gaussian scheme are expected to be lower than those in Prasad et al. [58]. Therefore, 
an increase of 20 % in the errors due to particle size is applied to the particle diameter 
error. The resulting error is:  
 u = 0.072 pixels     (A.8) 
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(4) There is significant out of plane motion due to heat transfer, and the flow 
configuration. Based on an estimate of 10 % out of plane fraction, the error produced 
by this motion would be, 
    u = 0.12 pixels       (A.9) 
(5) The error due to AGW interpolation, based on an interpolation parameter H = 7.22 
was estimated from figure 5(f) in Cowen and Monismith [57] to be 0.08 pixels.  
 
The total error in the streamwise velocity was estimated to be, 
ε𝑢  = √0.12 +  0.0722  + 0.082 + 0.122 =  0.19 pixels    (A.10) 
This error expressed in velocity units is, 
u = 0.1 cm s-1     (A.11) 
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Appendix B: Extra Tables and Figures for Chapter 3 
Peak resultant velocities (cm/s) adjacent to each circular column in the flow by 
temperature and flowrate 
Column 
28 °C 33 °C 38 °C 
0.5 
(lpm) 
0.75 
(lpm) 
1.2 
(lpm) 
0.5 
(lpm) 
0.75 
(lpm) 
1.2 
(lpm) 
0.5 
(lpm) 
0.75 
(lpm) 
1.2 
(lpm) 
1 2.01 1.98 2.86 2.11 2.92 2.40 1.95 2.98 2.65 
2 2.35 3.16 3.67 2.38 3.48 3.15 2.42 3.83 3.34 
3 2.45 3.58 3.60 2.51 3.93 4.01 2.52 4.01 4.31 
4 2.50 3.50 3.58 2.81 3.80 5.19 2.87 3.85 4.90 
5 2.96 3.75 4.36 3.04 4.20 5.50 3.04 4.40 5.04 
Peak resultant velocities (cm/s) adjacent to each square column in the flow by 
temperature and flowrate 
Column 
28 °C 33 °C 38 °C 
0.5 
(lpm) 
0.75 
(lpm) 
1.2 
(lpm) 
0.5 
(lpm) 
0.75 
(lpm) 
1.2 
(lpm) 
0.5 
(lpm) 
0.75 
(lpm) 
1.2 
(lpm) 
1 1.65 2.19 
N/A 
1.83 2.14 2.54 1.84 2.56 2.20 
2 2.16 2.73 2.23 3.26 3.65 2.49 3.75 3.54 
3 2.27 3.24 2.38 3.48 4.56 2.68 3.89 4.51 
4 2.42 3.98 2.68 3.97 4.88 2.83 4.00 4.94 
5 2.65 3.99 2.96 4.19 5.42 3.10 4.66 5.03 
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Supplemental Temperature Histories (Third Column, Outer Wall) 
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Supplemental Temperature Histories for Circular Columns (center thermocouple) 
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Supplemental Temperature Histories for Square Columns (center thermocouple) 
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Supplemental Heat Flux Plots (Column 3): 
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