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Abstract 
For a given congruence condition, we try to find a subset-sum-distinct sequence such that the 
sum of the reciprocals of its terms is maximal. We show that the greedy algorithm generates 
an extremal sequence infinitely often but also fails to generate an extremal sequence infinitely 
often. We also provide two criteria for determining whether the sequence provided by the greedy 
algorithm is maximal or not. @ 1998 Elsevier science B.V. All rights reserved 
1. Introduction 
A subset-sum-distinct set of integers is one in which each subset is uniquely deter- 
mined by its sum. It is intuitively reasonable that such a set must be rather ‘sparse’. 
In fact, problems related to density of a subset-sum-distinct set have been consid- 
ered by many mathematicians in various contexts (see [ 1, pp. 47-48; 3, 5- 10, pp. 
59-60; 11, p. 114, Problem C8; 12-141). In this paper, we shall study subset-sum- 
distinct sequences {a,}:, with particular emphasis on the extremal values of sums such 
as 
m 1 
c 
- 
tl=l a, 
where no subset sum is congruent to a modulo q for given positive integers a 
and q. 
After introducing notations and formal definitions, we give some motivation for 
placing congruence conditions on subset sums. By a sequence we mean a strictly 
increasing sequence of positive integers throughout this paper. 
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Definition 1.1. Let % be a set of sequences. 
(0 For a sequence II = {u,}~~, 
r+& -$ 
n=l 
(ii) 
(iii) 
(iv) 
(v) 
We call this the reciprocal sum of u. 
a(%) = sup{rs(a): u E %}. 
A sequence m in % is called a maximal sequence of %T if rs(m)=a(V). We 
denote the set of all maximal sequences of %? by .M(%). 
For two sequences u and b, we define a dictionary order between them: u =G b if 
and only if, for any positive integer k, ai = bi for 1 <i <k implies &+I < bk+l. 
A sequence g = {a,},OO=, in +? is called the greedy sequence of % and denoted by 
Y(U) if g is the smallest element in ‘4? with respect to the order relation in (iv). 
Deli&ion 1.2. Let 1 <acq. 
(i) Let A be a set of real numbers. We say that A is a subset-sum-distinct set 
(briefly, A is an SSD-set or A is SSD) if for any two finite subsets X, Y of A, 
g= c y=sX=Y. 
YEY 
Also, we say that a sequence {a,}z, is an SSD-sequence if it is SSD. We denote the 
set of all SSD-sequences by Y. 
(ii) Y(a,q) denotes the set of all SSD-sequences such that no subset-sum is con- 
gruent to a modulo q, i.e., 
if and only if 
{a,}gl E Y and Cai fa(modq) 
iEI 
for any subset Z of the positive integers. 
(iii) We use the following abbreviations: 
Y(a,q) := Y(Y(a,q)), 
a(a, q) := 49@, q)), 
-44 4) := 49”(a, 4)). 
We now explain the motivation for this paper. 
The SSD-sequence 1,2, 22, 23,. . . is generated from the positive integers by the greedy 
algorithm and Ryavec showed that this sequence is the unique maximal sequence of Y 
(see [2, Chapter 21 or [5]). The first four integers rejected are 3,5,6 and 7. It seems 
natural to use them as the initial elements of a second SSD-sequence, one generated by 
the greedy algorithm for the ‘rejected numbers’. Now 9 = 1 + 8 = 3 + 6 will be rejected 
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in both cases, so we may use it to start a third ?&D-sequence, etc. Thus we are led to 
the array 
1 2 4 8 16 32 ... 
3 5 6 7 17 34 .‘. 
9 10 11 13 18 36 ..a 
12 14 15 19 23 47 . . . 
20 21 22 24 27 33 . ” 
in which every row is SSD. Now it can be shown that the second row is in fact 
3, 5, 6, 7, 17, 2. 17, 22 9 17, 23. 17, . . . . (1.1) 
Theorem 1.3. The sequence of (1.1) is SSD. Moreover, the subset sums here include 
every positive integer except 1,4, and those congruent to 2 module 17. 
Proof. Let A={3,5,6,7} and p(~)=(1+x~)(1+x*)(1+~~)(1+x~). Every coeffi- 
cient of p(x) is 0 or 1. Thus if two subsets of the sequence have the same sum, 
we see (upon reducing the corresponding sums modulo 17) that they both must have 
the same intersection with A. Call this intersection Z, and subtract from each of the 
two equal sums the elements of I. Upon dividing by 17, we see from the uniqueness 
of the base 2 expansion of an integer that the two subsets are identical. 
Next, the expansion of p(x) also shows that the subset sums of A contain a repre- 
sentative of every residue class modulo 17, with the one exception of 2. From this it is 
easily seen that the numbers 1,4 and 17k + 2 (k = 0, 1,2,. . .) cannot be subset sums. 0 
We now reverse our point of view by directly postulating congruence restrictions on 
the subset sums, and then attempting to find the maximal values of the corresponding 
reciprocal sums. We remark that the simple arguments in the above proof are typical 
of a large number of simple steps in the proofs to follow, and we shall henceforth 
suppress the detailed verification of many of these steps. 
2. Greedy sequences 
To study the relations between Y(a,q) and A(a,q), it is necessary to investigate 
the structure of Q(a,q) itself. We consider three classes of them. 
Definition 2.1. We use the following notations: 
(i) [[a, b]] := {n: n is an integer such that a<ndb}. 
(ii) For a set X of real numbers and a real number y, X + y := {x + y: x E X}. 
(iii) For two sets X, Y of real numbers, X - Y := {x - y: x EX, y E Y}. 
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Definition 2.2. We say that a greedy sequence B(a,q) = {gn}zl is in the jrst class 
if it satisfies the following two conditions: 
(i) qtgi for i= 1,2 , . . . ,N and gN+i = 2’-‘u q for some positive integer u and 
i= 1,2,3 ,... . 
(ii) Let 
C={O,1,2 )...) q-l}, 
H = (0) u {Wl + E2g2 +. ..+&N@: &i=O or 1 for l<i<N}, 
B={xEC: xca-c(modq) for some CCC such that c$Ir(modq) 
for any h EH}, 
u-l 
V= (J (B+iq). 
i=O 
Then V- VCH-H. 
Remark. Note that the second condition of the above definition is automatically true 
if V&H, in particular when u= 1 and BG H. 
Definition 2.3. We say that a greedy sequence 9(a,q) = {gn}zl is in the second class 
if it satisfies the following two conditions: 
(i) For any positive integer i, q t gi. 
(ii) There exists d such that d ) q, d t gi for i = 1,2,. . . , and gN+i = 2’-‘d for 
i= 1,2,3 ,... . 
Definition 2.4. We say that a greedy sequence g(a,q) = {gn}zl is in the third class 
if it satisfies (i) but does not satisfy (ii) of the Definition 2.2. 
Lemma 2.5. In the Dejinition 2.2, the second condition holds if B = (0). 
Proof. Since B = {0}, V = (0, q, 2q, 3q, 4q,. . . , (u - 1) q}. Let k be any positive integer 
with k <u. Then it suffices to show that kq E H - H. From (i), there is a positive 
integer K < N such that gK < kq <gK+l. Consider the set 
A := {gl,gz, 93,. . . , gK, kg). 
Since no subset of A has the sum 
A does not have the SSD-property. 
kq+Cgi=,FJgj 
iEI 
a modulo q and 9(a,q) is the greedy sequence, 
So, 
for certain subsets Z, J of { 1,2,3,. . . , K}. Thus 
kq=Cgj-CgiEH-H. 0 
jEJ iEl 
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Theorem 2.6. For all positive integers q> 1, Y(l,q) is in the jirst class. 
Proof. We split the proof into four cases. 
Case 1: q=2k, k=1,2,3 ,... 
(i) If k = 1, then q = 2 and ??(l,q) = {q,2q,22q,23q,. . .}, C = (0, l}, H = (0) and 
B = (0). Thus 9( 1,q) is in the first class by Lemma 2.5. 
(ii) If k==2, then q=4 and ~(1,q)={2,q,2q,22q,23q ,... }, C={O,1,2,3}, H= 
{ 0,2} and B = { 0,2}. Note that V = B C H. Thus Y( 1, q) is in the first class. 
(iii) Let k 23. Then 
~(1,q)={2,3,q,2q,22q,23q ,... } if k=3, 
%(l,q) = {2,3,22,23,24 ,..., 2k-2,q,2q,22q,23q ,... } if k34. 
HenceC=[[O,q-1]],H=[[2,2k~1-1]]U{O,2k~’+l}and~=B=H.Thus~(l,q) 
is in the first class. 
Case 2: q=2k - 1, k=2,3,4 ,... 
(i) If k = 2, then q = 3 and Y(1, q) = (2, q,2q, 2*q, 23q,. . .}, C = (0, 1,2}, H = {0,2} 
and B = (0). Thus B( 1, q) is in the first class by the definition and Lemma 2.5. 
(ii) Let k > 3. Then 
Y(1,q)={2,3,2*,23,24 )..., 2k-‘,2q,2*q,23q,24q )... }, 
c = uo,9 - 111, H=[[2,q]]U{0,2k+1} and B=(O). 
Thus 9?( 1, q) is in the first class. 
Case 3: q=2k+1, k=2,3,4 ,... 
9’(l,q)={2,3,7,3q, 3.29, 3.2*q, 3.23q ,... } if k=2, 
9’(1,q)={2,3,22,23,24 ,..., 2k-1,2k+3,3q, 3.29, 3.2*q ,... } if k>3. 
LetA=[[2,q-2]]U{O,q}.ThenC=[[O,q-l]], H=AuA+~~+~ andB={O}.Thus 
9( 1, q) is in the first class. 
Case 4: 2k+l<q<2k+’ - 1, k=2,3,4 ,... 
~(1,q)={2,3,q,2q,22q,23q ,... } if k=2, 
9(1,q)={2,3,22,23,24 ,..., 2k-‘,q,2q,22q,23q ,... } if ka3. 
Hence C = [[O,q - l]], H = [[2,2k - l]] U {0,2k + l}, B = [[2,q - 2k - l]] U {O,q - 
2k + 1). Since 2k + 1 <q<2k+’ -1,wehaveq-2k-l<2k-2and2<q-2k+1<2k. 
Thus B c H and so 9( 1, q) is in the first class. 0 
Theorem 2.7. Let k be any positive integer. Then, for any 2k-’ <a <q < ZIk, %(a, q) 
is in the ,first class. 
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Proof. We need to consider two cases. 
(i) Let a=q - 1. Then 
$(a, q) = { 1,2,22, 23 )...) 2k-2,q,2q,22q,23q )... }, 
C=RO,q- 111, H=[[0,2k-’ - l]] and B=[[O,q-2”-’ - l]]. 
Since Zk-’ <q,<2k, we have O<q - 2k-1 - 1 <2k-1 - 1. Thus BCH and B(a,q) is 
in the first class. 
(ii) Let 2k-1 <u<q - 1. Then 
B(a,q)={1,2,22,23 )..., 2k-2,.+ 1,2q,22q,23q )‘.. }, 
C=NO,q - 111, H=[[O,2k_‘- 1]]u[[a+l,u+2k-1]]. 
Note that ~+2~-l >2kaq. Thus B=[[O,u - 2k-1]] and V=[[O,u - 2’-‘]]U[[q, 
q+u - 2k-1]]. Since 2k-1<q<2k and 2k-1 <u<q - 1, we have O<u - 2k-1 <q - 
2’ - 1 <2k-1 - 1, a+ 1 <q and q+u - 2k-1 ,<u+2k-1. Hence VCH and S(a,q) is 
in the first class. Cl 
Theorem 2.8. For any integers k, I and m such that m > 1, 1 > 1, and 0 <k < 2’” - 1, 
let u=2m+k and q=1(2m+1 +k+ 1). Then 
(i) Y(u,q) is in the first class if I E { 1,2,22,23,. . .}. 
(ii) %?(a, q) is in the second class if 1 r$ { 1, 2,22, 23,. . .}. 
Proof. Let d=2m+1 +k+ 1, and q=Id. Then, for any 121, 9(a,q)={1,2,22,23 ,..., 
2*-I, a + 1, d, 2d, 22d, 23d,. . .}. $(a, q) satisfies both conditions of Definition 2.3 if 
14{1,2,22,23 )... }. Th us 11 is obvious. Now, we prove (i). Let I = 2”. Then q = (“) 
2”d and 9(u,q)={1,2,22,23 ,..., 2”-‘,u+l,d,2d,22d,23d ,..., 2”-1d,q,2q,22q ,... }. 
Thus C = [[0, q - l]] and 
Z-Z = [[0,2m - l]]U[[u+ l,d+2” - l]] 
( 2”-2 U jvl [[jd+u+l,(j+I)d+2m-1]] U[[(2”-l)d+u+l,q-111, 
2”-2 
B = W,kllU U [Kj+ l)d,(j+ l)d+kll . 
j=l 
SinceO~k<2m-l,andu+1=2m+k+1<2*+1 +k+ 1 =d, we have BCH. Hence 
S(u,q) is in the first class. Cl 
Theorem 2.9. For any positive integers k, 1 and m such that 1~ 1~2~, let a = 2m+1 - 1 
and q = 2m+ki2 - 1. Then %(a, q) is in the third class. 
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Proof. Note that 
Y(a,q)={1,2,22,23 ,..., 2m-1,2m+1,3.2m,q,2q,22q,23q ,... } if k=l, 
%(a,q)={1,2,22,23 ,..., 2m-1,2m+1,3~2m,2m+2,2m+3,2m+4 ,..., 2m+k, 
q,2q,22q,23q ,... } if k>2. 
Obviously, it satisfies the first condition of Definition 2.2. We will show that it does 
not satisfy the second condition. Now we have 
C = [[O,q - 111, 
H = [[O, 2” - l]] u [[2”f’, 2m+k+’ - l]] U [[2m+k+’ + 2m, 2m+k+l + 2m+l - l]], 
B = [[0,2” - l]] u [[2 m+k+l + 2m _ l,zm+k+l + 2m+l - 1- l]] u [[2”+‘, 2m+k+’ - I- l]]. 
Since 0<2m-1G2m-1, 2m-l~B. Thus 2 m+k+i = (2”+k+’ +2”’ _ l)-(2” _ 1) E B-B. 
We want to show that 2m+k+1 $ H - H. Suppose 2mfk+1 E H - H. Then we can 
find hl, h2 in H such that hi - h2 =2 m+k+l. Let H = HI U H2 U H3, where Hl = 
[[0,2m - 1]], Hz =[[2m+1,2m+k+1 - l]], H3 =[[2m+k+1 + 2m,2m+k+1 +2m+1 - I]]. 
Clearly, hi E H3. If h2 E HI, then 
2m+k+l= hi - h2 2 (2”+k+i + 2”) _ (2” _ 1) = 2m+k+i + 1, 
which is impossible. If h2 E H2, then 
2m+k+l= h, _ hz g(2m+k+i + 2m+i _ 1) _ (p+l) = y+k+l _ 1, 
which is impossible again. Therefore 2m+k+1 4 H - H, and so $(a, q) is in the third 
class. 0 
Note that the three classes of greedy sequences are disjoint from each other. 
We finish this section with a couple of conjectures. 
Conjecture. (i) Every greedy sequence ‘S(a,q) belongs to one of the three classes. 
(ii) Except for the case of Theorem 2.8(ii), there is no greedy sequence of the 
second class. 
(iii) Except for the case of Theorem 2.9, there is no greedy sequence of the third 
class. 
3. Two criteria 
In this section, we provide two criteria for determining whether B(a,q) belongs to 
A(a, q) or not. For the existence of the maximal sequence of P’(a,q), see [2] or [2, 
p. 38, Corollary 4.121. We start with two lemmas for later use. 
Lemma 3.1. Let {a,}E, be a sequence and K an integer such that 
(3.1) 
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for any two dzflerent jnite subsets I, J of the positive integers. Then we have 
2aj>K(2” - 1) 
i=l 
for all integers n. In particular, one can take K = 1 for SSD-sequences. 
Proof. Let 
N={1,2,3 ,..., n} and T= {ZUi: I,,). 
Observethat (TI=2” by(3.1).LetO=tl<tz<t~<...<t2.=Ci= l”ai betheenu- 
meration of T. Then 
eai=tp =2g1(ti+l - ti)T2g1K=K(2’ - 1) 
i=l 
which proves the lemma. 0 
Lemma 3.2. Let 0 <xl <x2 -C . . . <xN and 0 < yl < y2 < . . . < yN. Suppose that 
c%, xi < EYE, yi for n = 1,2,3,. . . , N. Then 
(3.2) 
Proof. Let X = @?, xi, Y=nLlyi andX(n)=Xlx,, Y(n)=Y/y,, for n=1,2,...,N. 
After multiplying inequality (3.2) by Xr, we see that it &ices to show 
N N 
CX(i)Y - &W(i)BO. (3.3) 
i=l i=l 
Let a, = y, -x,, A, = C:=, ai, b, =X(n)Y(n), for n = 1,2,. . . , N. By assumption, 
n n n 
A,=CUj=Cyi- xxi20 n= 1,2,...,N 
i=l i=l i=l 
bl>b2>b3> ... >bN>O. 
Now, the left side of inequality (3.3) is equal to 
5 (W)Y - m(n)) = nt X(n)Y(n)(v, - x4 
n=l 
= nI an& 
N-l 
= c 44bn - b,+l) +&bN 20. Cl 
n=l 
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Theorem 3.3 (Criterion A). Let g(a,q) = {g,,}~, b e in the first class with the same 
notation as in Definition 2.2 and m = {m,,},oO=l E A(a, q). Then 
$(U,q)EJlil(U,q) if gk=mk for k=l,2 ,..., N. 
Proof. LetIbeafinite subsetof{N+l,N+2,N+3,...} andx=&mi. 
Claim 1. x z bl (mod q) for some bl E B. 
Proof. Let fi = {i: i; E h (mod q) for some h E H} and Ci be the complement of fi 
in the set of all integers. Note that, by definition, 
B={bEC: b-a-c,(modq) for some ciECi}. (3.4) 
Since fi U Ci is equal to the set of all integers, we have a - x E I? or a - x E Cl. 
If a--xEH, then a-xEh(modq) for some hcEZ. Thus 
a_h+xE C mi(modq) 
iEI1 UI 
forsomeIIC{l,2,3 ,..., N}. But this contradicts m E Y(a,q). Hence a-x E Cl. Now, 
by (3.4) we have x =a - (a - X)E bl (modq) for some bl E B, which proves 
Claim 1. 0 
Let J be another finite subset of {N + I, N + 2, N + 3,. . .} and y = cjEJ mj. Then, 
by Claim I, y E b2 (mod q) for some bz E B also. 
Claim 2. If I #J, then Ix - yI auq. 
Proof. Assume x < y. Suppose that Claim 2 is false. Then there exists an integer 1, 
such that luq <x c y < (I + 1 )uq. Hence x = luq + klq + bl and y = luq + k2q + b2 
for some integers O<kl < k2 CU. Then, by Definition 2.2(ii), x - y = (klq + bl) - 
(k2q+b2)EV-_Y~-_.Thusx-y=hl-h2forsomehl,h2EHorx+h2= 
y + hl which contradicts that m is SSD. Hence we have Claim 2. 0 
Proof of Theorem 3.3 (Continued). Invoking Lemma 3.1 with Claim 2, we have 
kmN+iauq(2”- l)=Uqc2i-i 
i=l i=l 
for any positive integer n. Now, apply Lemma 3.2 to (3.5). Then 
(3.5) 
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Let n + 00; we obtain 
But, since m is maximal in P’(a, q), rs(m) ars(Y(a, q)). That is, we get rs(m) = rs(Y(a, 
q)), whence %‘(a, q) E A(u, q), as we asserted. Cl 
Theorem 3.4 (Criterion B). Let G(a,q)= {g,,},oO=l be in the second clu.s~ with the 
same notation us in Dejnition 2.3 and m = {M,,}~, E Jl(a, q). If g(a,d) E A(a,d) 
and Sk =mk for U/l gk< q, then we have 
g(a, 4 = s(a, q) E A(a, q). 
Proof. Since d ( q, we have Y(u, d) C P’(a, q). Hence 
~(a,d)$~(a,q), 
a(u,d)=rs(Q(a,d))<a(a,q)=rs(m). 
(3.6) 
(3.7) 
We will soon show that $%(a, q) E Y(a, d) and m E 9(u, d). Then we will have 
Wa, 4 + ‘%a, 41, (3.8) 
rs(Y(a,d)) = a(a,d)ars(m) = a(u,q). (3.9) 
Combining (3.6) and (3.8), we obtain Y(u,d)=Y(a,q). And combining (3.7) and 
(3.9), we obtain rs(Q(a, d)) = rs(m). Altogether we have Y(u,d) = Y(u,q) E A(u, q). 
Now, it remains to prove that Y(u,q) E Y(u,d) and m E Y(a,d). Because Y(a,q) is 
in the second class, we can find the unique positive integer K such that 
gN+K = 2K-’ d<q<2Kd=gN+K+,. (3.10) 
From the condition of the theorem, we know that & = 1)2k for all 1 G k <N +K. Hence it 
is enough to show that a = {u,},~r E Y(a, q) and ak = ??rk for all 1 G k <N +K implies 
a E Y(a, d). Suppose, on the contrary, that a 4 Y(a, d). Then there exists a subset I of 
the positive integers such that 
,gai ~a(modd) or Cai=a+ Id (3.11) 
iEI 
for some integer 1. Since d[Ui for iE{N+ l,N+2,Nf3,...,N+K}, we may find 
such I so that 
Zn{N+l,N+2,N+3 ,..., N+K)=Q. 
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Let -Id = II + 124, where 0~ Ii <q - 1. Since d 1 q, 11 = l’d. Combining with (3.10), 
we have 0 < 1’ < 2K. In other words, we have -Id E I’d (mod q) with 0 < I’ ~2~. Note 
that {av+k}f= 1 = {gN+k}f= 1 = {d, 2d, 22d,. . . ,2K-‘d}. Hence we see that 
Caj=I’dG - ld(modq) 
jCJ 
(3.12) 
for someJG{N+l,N+2,N+3 ,..., N + K} by expanding 1’ into its base 2 repre- 
sentation. Since I n J = 0, by (3.11) and (3.12), we have 
which contradicts a E Y(a, q), completing the proof. Cl 
4. Examples 
In this section, we give infinitely many examples of Y(a,q) such that Y(a,q) E 
A(a, q) and $(a, q) 4 A(a, q), respectively. 
Theorem 4.1. Let u= {a,}g, E Y(a,q) and 
X := {x: x a positive integer with x $ a (mod q)}, 
Y := C u: U a finite subset of a . 
UEU > 
Then we have X = Y if and only if 
a = S(a,q) with a = 2”‘, ma0 and q=a+l or 2a+l. 
Proof. Clearly, we have X > Y since II E Y(a,q). 
(+) It is easy to see that 
%,q) = {l,2,22 ,..., 2m-1,q,2q,22q,23q ,... } if q=a+ 1, 
g(a,q)= {1,2,22 ,..., 2”-‘,a+ l,q,2q,22q ,... } if q=2a+ 1. 
Note that the 1,2, 22 , . . . ,2m-1 part vanishes if m = 0. In any case, we have H = [[0, 
4 - lll\{a}, th e c mpement of {a} in C=[[O,q- l]]. That is, {xEX: n<q}CH. 0 1 
Combining this with the fact {q, 29, 22q, 23q,. . .} C B(a,q), we conclude X = Y. 
(=F-) It is almost obvious that u = B(a,q). Suppose u # Y(a,q) and let n be the 
first integer such that a, # gn. Since a(a, q) is the greedy sequence, a,, > g,, and so 
g,, EX = Y 9 gn. This contradiction gives a = B(a, q). Now if a # 2”‘, m 20, then we 
can find positive integers m and k such that a = 2m + k and 1 <k c 2”. Hence we have 
[[1,2m]]E[[l,a - l]]GY=X, which means {1,2,22,...,2m}Gu. Since l<a=2m + 
k <2”+’ - 1, this implies a E Y =X, a contradiction. Thus we should have a = 2m. 
Now, assume q # a + 1. We show that q = 2a + 1. Since a = 2’“, we have a = 9(a, q) = 
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{1,2,22,... ,2m-l,u + l,um+2,um+3 )... }. S’ mce q#a + 1, 2a + 1 $a(modq) whence 
2u + 1 EX. Together with 
??I+1 
2u+l= cuj +1, 
( > i=l 
which implies that { 1,2, 22 , . . . ,2”‘-‘, a + 1,2a + 1) has the SSD-property, we conclude 
that urn+2 = 2u + 1. Note that the least candidate for u,+3 is urn+2 + (1 + 2 + 22 + . . . + 
zm-‘)+ 1=3u+ 1. But, since (3u+ l)+ur=3u+2=u,+r +urn+2,um+3>3u+ 1. 
Thus 3u + 14 Y =X and so 3u + 1 G u (mod q), that is, 2u + 1 E 0 (mod q). Because 
q 3 a + 1, we have q = 2u + 1, which completes the proof. 0 
Corollary 4.2. For any non-negative integer m, let a = 2m and q = a + 1 or 2u + 1. 
Then B(u,q) is in the first class and B(u,q) E A’(u,q). 
Proof. To show the first assertion that B(u,q) 
Theorem 2.6, 2.7, or 2.8 (i) if m=O,q=u + 1, or 
to show B(u,q) E A(u,q), it suffices to show that 
rs(a) <rs(8(a, 4)). 
is in the first class, apply 
q = 2u + 1, respectively. Now, 
We use Ryavec’s method (see [5]) here. Let ‘S(u,q) = {gn}gl. Then, by Theorem 4.1, 
we have, for all real numbers x with 0 <x < 1, 
;(l +x@)< c Xn= ij (1 +xg”). 
n=l II31 n=l 
n& (mod 4) 
Take logarithms and divide by x. Then we have 
O” log(1 +x=n) 
c X 
< 2 WlxfXg~), 
n=l II=1 
Now, integrate from 0 to 1, and make the change of variable u =x0” and u =xgn for 
the integrals of the left and right side, respectively. We get the result 
O” 1 
ES 
l log( 1 + u) - du<eL/ l log(1 + U)du ? 
n=l an 0 U n=l gn 0 u 
which implies that 
rs(a)=Ei< 2 i=rs((B(o,q)). 0 
n=l n=l 
By this corollary, we have infinitely many examples of greedy sequences such that 
g(u,q) E A(u,q). Now we give infinitely many examples with %(u,q) 4 ~?(a, q). 
Theorem 4.3. Let g(u,q) be a greedy sequence of the third class that sutisjes the 
hypotheses of Theorem 2.9; i.e., a = 2mi1 - 1 and q = 2m+k+2 - I, where k,l and m 
are any positive integers with 1~ 1~2~. Then we have Q(u,q) $3 &(a, q). 
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Proof. We need to find some a~Y(a,q) such that rs(a)>rs(g(a,q)). We have seen 
that the greedy sequence ‘3(a,q) = {g,,},a3 is equal to 
{1,2,22,23 )...) 2m-‘, 2m+‘, 3 ’ 2m, 2m+2,2m+3, 2mi4,. . . ) 2m+k, q, 2q, 22q, 2jq,. . .} 
in the proof of Theorem 2.9. Note that the 2m+2, 2m+3, 2m+4,. . . , 2m+k part vanishes if 
k = 1. We proceed to the proof for k > 1 since the proof for k = 1. is the same if one 
removes the corresponding parts. Define 
={1,2,22,23 ,..., 2m-‘,2m+‘,3~2m,2m+2,2m+3,2m+4 ,..., 2m+k,q+2m - 1, 
q + y+k+l + 2” - 1,22q,2jq,. . .}. 
We will show II E Y(u,q) later. For this II, we have 
rs(a) 1 - rs(B(u,q)) 1 = 
q+2m I 
+ ---- 1 1 
- q+2m+k+’ +2m - 1 q 2q’ 
Hence, in order to have rs(u) >rs(‘%(u,q)), it is enough to show that 
2q(q + 2” - Z)(q + 2m+k+’ + 2m - Z)(rs(a) - rs(%(u, 4))) >O. (4.1) 
In fact, by using k 2 1 and 1 < 1-c 2m, we have 
2q(q + 2” - l)(q + 2m+k+’ + 2m - I)(rs(u) - rs(B(u, 4))) 
= (8 .pMk _ 7 . pm+k+l )-I- (2mfk+31 - 3. 2m) + (2”+31- 412) 
>(g . 22m+k+’ - 7. 22m+k+1) + (8. 2m+k - 3 . zm) + (8. zrnl - 4. zml)>(). 
Now, let us prove that u E y(u, q). Since %(a, q) E Y(u, q) and a, = g,, if n # m + k + 2 
and m + k + 3, the only possible problem would come from Um+k+2 = q + 2m - I or 
&,,+k+3 = ‘j + 2m+k+’ + 2” - 1. Observing that 
m+k+l 
c u, = 2m+k+l + 2m+l _ 1 (4.2) PI=’ 
and Urn+&2 = q + 2m - 1 is greater than this number, we deduce that {u,}:$+~ is SSD. 
If {u,}~~~+~ is not SSD, then find X, Y C {u,}::/+~ such that 
xnY=0 and Cx=Cy. 
XEX yEr 
Without loss of generality, we may assume &,+k+3 E X. Since cr=‘,“+’ an <am+k+3, 
we have Umfkf2 E Y. Thus, there are X’, Y’ C {a,,}~~~+’ such that X’ n Y’ = 0 and 
2 m+k+’ = &,,+k+j - U,+k+2 = c X’ - c Y’. 
X’EX’ V’EY’ 
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By (4.2), {an};~;;l’ CX’. Th en, again there are XI’, Y” E {u,}~=t such that X”rlY” = 8 
and 
which is impossible because Cf’r a, = ~~=t 2”-’ =2m - 1. So, {u,,}~~~~ is an 
SSD-set also. Hence we get II E 9, since 
K 
xU"<UK+l for all Kam+k+3. 
n=l 
Now, the only thing that remains to be proved is that no subset-sum of (I is congruent 
to a modulo q. Suppose, on the contrary, there is X E a such that CxEX x E a (mod q). 
Now recall that we had 
I m+k+l H:={O}U C EjUj: &j=O or 1 for l<j<m+k+l II=1 
= [[O, 2m - l]] u [[2”+‘, 2m+k+l - l]] 
~[[2~+~+’ + yy”+k+’ + 2*+1 _ 111 (4.3) 
in the proof of Theorem 2.9. We may assume X C {u,,}~~~~ since q 1 a, for all n > m+ 
k+4. AlSO, we may assume that Um+k+2 EX or i&+k+s EX since {a,}~=+:+’ C B(u,q) E 
9’(u, q). Note that &+k+2 = q + 2” - 1 and Um+k+3 = q + 2m+k+’ + 2’” - 1. Hence we 
may assume that 2m - I E X or 2m+k+1 + 2m - 1 E X. 
(i) Let 2” - I E X and 2m+k+1 + 2” - I +! X Then there is Xl C {un}~~~’ so that 
S,:=2m-I+&4 x1 E a (modq). Since 2’” - I + Cf=‘,“” a, <q, we have sr = a. 
Hence 
H3 c xl=u-(2m-I)=2m+I-l@H, 
XI E& 
by (4.3), which is a contradiction. 
(ii) Let 2m - I 4X and 2m+k+1 + 2* - 1 EX Then we can find X2 C {u,,}~~~+r such 
that 
s2 := pk+1 +2m-I+ C x2~u(modq). 
x2 EX2 
Since s2 >a and 2mik+1 + 2m - 1+ CrLF’ a, <2q, we have s2 = q + a. Hence 
Hs C x2=q+u-(2m+k+1+2m-1) 
R E& 
~2~+~+’ +2m - 1 @H 
by (4.3), which is a contradiction. 
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(iii) Let 2”’ - 1 E X and 2mfk+’ + 2” - 1 E X. Then we can find Xs C {a,}~~~’ such 
that 
S) := (2m+k+’ +2m-1)+(2m-Z)+ c z+zc(modq). 
X3E& 
Since ss > a and (2mfkf’ + 2” - Z) + (2m - I) + CzJ:” a,, < 24, we have ~3 = q + a. 
Hence 
N 3 c x3 = q + a - (2m+k+’ + 2” - I) - (2” - I) 
x3EX3 
=2”+k+‘+l-l4H 
by (4.3), which is again a contradiction. Therefore, from (i)-(iii), we finally conclude 
that a E y(u, q). 0 
Now, we give some specific examples and show how to use the criteria established in 
the previous section. Notice that we use either Ryavec’s method (see [5]) or Lemma 3.2 
to check the necessary conditions for the criteria. 
Example 4.4. Q(1,5)~.A(1,5) 
Proof. By Theorem 2.6, %(l, 5) is in the first class. Let m = {m,}:, E .&( 1,5). Note 
that Y( 1,5) = {g,,},00,i = {2,3,7,15,30,60,. . .}, and so, 
233 
rs(Y(l,S))= 210 = 1.1095... <rs(m). (4.4) 
Hence it suffices to show that m,, = g,, for n = 1,2 and 3 by Criterion A. Let 
Y := C a: A is a finite subset of III . 
&A > 
Note that 0 E Y since # & m and Y does not contain any integer congruent to 1 mod- 
ulo 5. 
Claim 1: ml = g1 = 2. Suppose ml # 2. 
Then define {xn}zl = {3,4,5,6,13,32,64,128,. . .}. We want to show that 
k k 
Cmn2Cxn for all k= 1,2,3 ,... . 
n=l n=l 
(4.5) 
It is obvious for 1 <k<4 since we are assuming ml 22, and so mi 23. Note that 
Cf=, x,, = 2k - 1 for k >5. Thus (4.5) is also true for k>5 by Lemma 3.1. Now 
applying Lemma 3.2 to (4.5) and taking k --) co, we have 
rs(m)4~~=~=1.0894..., 
n=l 
which contradicts (4.4). 
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Ckn 2: m2 = 92 = 3. Suppose rn2 # 3. Since ml = 2 and mt +4 = 6 5 1 (mod 5), we 
have 3 $ Y and 4 4. Y. Hence 
for any real x, 0 <x < 1. Now, take logarithms, divide by x, integrate from 0 to 1 and 
make appropriate changes of variable to get 
llog(l+u)dU<I +’ 
11 
l-log(l-U)dU 
u s 5 0 u 
where 
I1 = 
J 
l Wl +x2+xs+x9)dx=05194 . . . . 
0 X 
Also, it is well known that 
2 J l w+4du= l -l%(l -ddu=~ 0 u J 0 u 6’ 
Hence we have 
which contradicts (4.4). 
Claim 3: m3 = g3 = 7. Suppose m3 # 7. Since ml = 2,mz = 3 and m3 # 7, none of 
4,7,8 and 9 are elements of Y. Hence 
fi(1 +x”n) = cxy 
n=l YEY 
< (gxn) - (zx5n+1) -xx4-x7-x8-x9 
= g-&Cl +x2+x3 -x7 -x8+x12+x13 +x14) 
for any real x, 0 <x < 1. Applying exactly the same technique as in Claim 2, we have 
llogU+u)dU<I +i l -logu-4du 
N2 
u J 5 0 24 
where 
1 
I2 = log(1 +x2 +x3 -x7 -x8+x12+x13 +x’4);=o.5777.... 
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Hence we have 
17 
m 1 c -+++.1024... 
?I=1 
mn 
which contradicts (4.4). 0 
Remark. For the numerical values of the definite integrals Ii,12 in the above example, 
one may use a suitable computer program, for instance, Maple or Mathematics. 
Example 4.5. 9(2,15) E A(2,15) 
Proof. Note that 9(2,15) = {gn}z, = { 1,3,5,10,20,40,. . .} and 6(2,15) is in the sec- 
ond class by Theorem 2.8 (ii). Let m = {m,},a3_, E &(2,15). Then 
rs(9?(2,15)) = 2 = 1.7333 . . . <rs(m). 
Since 9(2,5) E &(2,5) by Corollary 4.2, we may use Criterion B. 
to show that m, = gn for n = 1,2,3,4. Let 
Y := C a: A is a finite subset of m 
LIEA 
(4.6) 
Namely, it &ices 
Note that Y does not contain any integer congruent to 2 modulo 15. 
Claim 1: ml =gl= 1. Suppose ml #2. 
Then define {xn},oO=,  {2,3,4,6,16,32,64,128,. . .}. We want to show that 
k k 
Cmn3CXn for all k = 1,2,3,. . . . (4.7) 
II=1 II=1 
It is obvious for 1 <k <3 since we are assuming ml # 1, and so ml 22, m2 >3, m3 24. 
Note that cf=, x, = 2k - 1 for k >4. Thus (4.7) is also true for k 24 by Lemma 3.1. 
Now applying Lemma 3.2 to (4.7) and letting k -+ co, we have 
which contradicts (4.6). 
Claim 2: m2 = g2 = 3. Suppose m2 # 3. Then define {x,},M=i = { 1,4,6,7,13,32,64, 
128,. . .}. We want to show that 
k 
xm,,Bex, for all k=1,2,3,... 
ll=l n=l 
(4.8) 
Since we are assuming that ml = 1 and m2 # 3, we have m2 24, m3 26, m3 2 7. Hence 
(4.8) is obvious for 1 < k<4. Note that xi=, xn = 2k - 1 for k>,5. Thus (4.8) is 
also true for k 3 5 by Lemma 3.1. Now applying Lemma 3.2 to (4.8) and letting 
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k + 00, we have 
1.6989..., 
which contradicts (4.6). 
Claim 3: mj=g3=5. Suppose m3#5. Since ml=l, mz=3 and m3#5, none of 
4,5 are elements of Y. Hence 
fi(1 +J?) =Xx’ 
n=l YEY 
n=O 
1 
=- 
1 -x’5 
Y 
n=O 
( ~x~-~-x4_x~+x~9+x20 i=O 
for any real x, O<x< 1. Use the same method as in Example 4.4 to obtain 
’ log( 1 + u) 
duSI3+& J l -log(l -U)du u 0 u 
where 
z3 = xi-x2-x4-x5+x’9+x20 
Hence we have 
O” 1 c 
n=l 
- < $I, + & = 1.6553.. . 
mn 
which contradicts (4.6). 
Claim 4: m4=g4=10. Suppose ms#lO. Then m4>11. We know that ml=l, 
mz=3 and m3=5. Thus we can find JE{1,2,3} such that m4 + cjCJmj=17 s 
2 (mod 15) if m4 E {11,12,13,14}. But this is impossible since no integer congruent 
to 2 is in Y. So, none of 10, 11,12,13,14 are elements of Y. Hence 
U(l +P) = CXY 
?I=1 YEY 
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for any real 0 <x < 1. Use the same method as in Example 4.4 to obtain 
19 
l log(1 + u) 
du<L+ $ 
s 
’ - log( 1 - u) du 
u 0 u 
where 
9 29 
I4 = cxi-x2+cxi 
i=O i=25 
Hence we have 
O” 1 c 
n=l 
-G$14+iTj=1.7301... 
m, 
which contradicts (4.6). 0 
One might ask if 9(a,q) E d(a,q) is always true when Q(a,q) is in the first class. 
The following two examples show that the answer is negative. 
Example 4.6. Y(3,8) is in the first class. But we have 
%3,8) 4 J(3,8). 
Proof. Let q = 8. Then an easy combinatorial argument shows that 
~(3,8)={l,4,q,2q,22q,23q,...}. 
So, H={O,1,4,5},V=B={O,1,4,5}. Thus 4(3,8) is in the first class. Now, take 
II = {a,}~, = { 1,5,7,9,3q,2. 3q,22 . 3q,23 .3q,. . .}. Easily, we can check that I( E 
Y(3,8). But 
rs(a) - rs(Y(3,8))=47/1260>0. 
Hence we have Y(3,8) $! A(3,8). Cl 
Example 4.7. Y( 1,128) is in the first class by Theorem 2.6. But we have 
6(1,128)$A(1,128). 
Proof. Let q = 128. Then we have 
Y(1,128)={2,3,4,8,16,32,q,2q,22q,23q ,... }. 
Take a = {q,}~, = {2,3,4,8,18,34,76,162,3q, 2. 3q,22 .3q, 23 .3q,. . .}. It is simple to 
check that a E Y( 1,128). But 
rs(a) - rs(9(1,128))=55/418608>0. 
Hence 9(1,128)$.&(1,128). Cl 
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Remark. (i) Examples 4.4 and 4.5 are two typical examples to which Criteria A and B 
apply. Such examples always need some computer work for the numerical estimations 
of definite integrals of the type 
(4.9) 
where p(x) is a polynomial. 
(ii) In Example 4.6, we had 3(3,8) $2 &?(3,8). We remark that somewhat lengthy 
calculations involving integrals of the type (4.9) show that 4(3,8) is the first example 
such that $(a, q) @ A(a, q). 
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