Abstract. A singularly perturbed boundary-value problem with a multiple turning point at a boundary is considered. A representation of the solution is given, and it is used in the construction of a uniform finite-difference scheme. The scheme is a fiNJt-order exponentially fitted one. An improved modification on a special discretization mesh is given.
and in [13] a numerical method based on special discretization meshes is given for a semilinear problem. In the case of linear problems the main assumption from [13] is that c(x) > 0 on the whole interval considered.
Singular perturbation problems with turning points arise as mathematical models for various physical phenomena. The problems with interior turning points represent one-dimensional versions of stationary convection-diffusion problems with a dominant convective term and a speed field that changes its sign in the catchbasin. Boundary turning point problems, on the other hand, arise in geophysics [9] and in modeling thermal boundary layers in laminar flow 114, Chap. 12]. The problem from [9] models heat flow and mass transport near an oceanic rise. It is a single boundary turning point problem because of the assumption that the velocity distribution is linear. If one allows for higher orders of velocity distribution, then the boundary turning point becomes multiple. The problems from [14] are multiple (second-order) boundary turning point problems.
In this paper we shall give a continuous and numerical analysis of the attractive multiple boundary turning point, P k -[0, 1 J, k ~ 2. We consider the problem Note that here k is not necessarily an integer-it is sufficient to assume (1.2a) because what we require is that a E C 3 (I) , where
a(x) :~ xkb(x).
In §2 we shall show that problem (1.1) has a unique solution U e E C5(I) bounded uniformly in E. We shall give estimates of the derivatives of U e by using a technique that is similar to that in [13J. However, our estimates are somewhat different and our assumptions (1.2d), (1.2e) on c(x) are weaker. Moreover, we shall combine the estimates with techniques from [10] and obtain the following, more precise representation of the solution, which is required for the numerical error estimates:
(1.3a)
(1. [16[, [17[, as opposed to the boundary layers in the nonselfadjoint nonturning point or repulsive interior turning point problems. However, the solution to the selfadjoint problem has two boundary layers and here we have one layer only, because the solution Uo of the reduced problem, being that of a first-order differential equation, can satisfy the right-hand boundary condition
Such behaviour of U t might be expected from the asymptotic treatment in [11, p. 65J of the model problem of type (L1). In §3 we shall give a first-order uniform finite-difference scheme for problem (1.1). The scheme is an exponentially fitted one with a fitting factor that is, naturally, of a form similar to that of the selfadjoint problem [4, Chap. 6J, [16[ , [17] . An arbitrary discretization mesh will be used. In the case of selfadjoint problems the fitted scheme is improved when a special discretization mesh that is dense in the layers is used [17] . Here we shall show that this is not the case for (1.1). This is due to the upwind discretization of the first-derivative term , which has the same accuracy on any mesh. Still, we are interested in improving the first-order scheme by using a special mesh. One possibility is to apply the second-order scheme from [19] (see [18J as well). However, to prove second-order uniform convergence we would need stronger smoothness assumptions; thus (1.2a) and (1.2b) should be changed to k E {2, 3}U [4 , +00) and b, c,f E C 4 (1) , respectively. To avoid this we choose another approach-we modify the first-order scheme and obtain the error on a special mesh with n mesh steps. This is the result of §4. Obviously, the modified scheme has second-order accuracy as long as .jE :S; n-1 , and it gives an improvement (on the special mesh only) over the standard fitted scheme.
Both schemes will be investigated by the following well-known principle:
uniform stability + uniform consistency =? uniform convergence.
Uniform stability will be proved by using M-matrix theory [15] . As for the uniform consistency, it will follow simply for the first-order scheme, whereas for the improved scheme a technique similar to that in [19J will be used. We shall give numerical results for the schemes in § §3 and 4. To summarize, the main purpose of this paper is to show that certain numerical methods, designed for particular singular perturbation problems, can be extended to new types of problems that are of interest in the modeling of physical processes. In this paper we focus on problems with a multiple boundary turning point of the attractive type , whereas other types of multiple turning point problems are considered in [20j. The numerical methods examined are exponential fitting and a priori mesh construction. Another purpose of the paper is to draw attention to these mesh construction techniques, which were considered as early as 1969 in [lJ but which have not received significant exposure in the English-language literature. The discretization mesh is generated a priori by some suitable function. The mesh-generating function automatically redistributes mesh points as ! changes, keeping the same percentage of them in the layer. In order to construct such a function , the behaviour of the continuous solution must be known. This is a shortcoming of the method in comparison to a posteriori mesh-generation techniques. However, an advantage is that for all values of l the same number of mesh points is needed in order to preserve the same accuracy. This is not 50 with other mesh-generation methods, such as that described in [31. Thus, rigorously speaking, these methods are not uniform in l in the sense we describe here. Finally, our intention here is to show that a combination of exponential fitting and special discretization meshes can improve numerical results significantly.
One must remark , however, that a priori methods have certain limitations. In particular, exponential fitting can be applied only to problems for which the leadingorder term in the asymptotic expansion is known. This is not always the case for more complicated nonlinear problems. However, a possible application of our approach to nonlinear problems arises when a linearization technique is used and a sequence of linear problems is obtained. Our approach can then be applied to each of the linear problems in turn. On the other hand , a priori methods have noticeable advantages over a posteriori methods when implementation on parallel computers is considered. This is because the adaption process inherent in a posteriori methods introduces sequentiality to the solution process, which is absent in the a priori case.
Continuous analysis. Recall that a(x) = xkb(x)
. By M we shall denote any positive constant independent of l. Some of these constants will, however, be denoted by Mo , M I , etc.
LEMMA 2.1. Problem (1.1) has a unique solution u( that is bounded uniformly in
Proof. Because of (L2d) the operator (L, B) is inverse monotone, and existence and uniqueness follow easily. From (1.2e) it follows that there exists a number () E (0, 1) independent of l such that Letting we have 
T hen according to Lemma 2.1 the problem
has a unique solution y~ and ly,(x)1 '" M ,
Now let us define qi(X) by
there exists a point 0 0 E (0, I), independent of t, such that 
and integrate from zero to the point x· such that 
It is easy to show (cf. 
and (2.9) we obtain (2.8) for i ~ L Similarly, after differentiating Lyf(X) = 9£(x) once and expressing Yt'(x) by means of integration, we obtain (2.8) for i = 2. In this proof we use
The proof for i = 3 is analogous. 0 THEOREM 2.4. The solution U f to problem (1.1) has the following representation: Thus we obtain (1.3c) for i = O. Also, it is obvious that (2.10b) Furthermore,
If we show that (2.11) Isl')(x)1 oS M(I + , -'/2 exp( -I'.x)), then by (2.10) and Lemma 2.3 we obtain I(z;)(')(x)l oS M(I + , -'/2 exp(-I'.X)), which is (1.3c), for i = 1,2, 3. i=0,1,2, XE I ,
To illustrate the proof of (2.11) let us consider the case i = O. We have
we obtain Similarly, 1407 Finally, it is obvious that the remaining terms of $((x) are uniformly bounded. The proof of (2.11) for i = 1, 2 is analogous (cf. [101) . Note that we use the condition
when dealing with Vi' 0 3. First-order scheme. Let Ih be an arbitrary discretization mesh with mesh points 0 = Xo < Xl < ... < Xn = 1, n OI\{I}.
In this and the next sections the constants M will be independent of III as well.
By w h , u h , etc., we shall denote mesh functions on J h . They will be identified with lR n + 1 vectors:
Let
The corresponding matrix norm will also be denoted by II . II.
Let us introduce t he following finite-difference operators:
and let
Then the discrete problem corresponding to (1.1) is given by (3.10) (3.1b) (3.1c)
where C7,; is a fitting factor similar to that used in [16] . [17J and, in the equidistant case, in [4, Chap. 6]. It is derived from where v~(x) is the boundary-layer function from (1.3b).
Let rh be the consistency error:
ro=rn=O.
Then we have the following lemma. [16] ) and that A is an L-matrix (a;; > 0, a;;
be the vector with the components
In a manner similar to the proof of Lemma 2.1 we can show that there exists a positive constant mo, independent of E and [h , such that
It follows (cf. [18] ) that A is an inverse monotone matrix (A is nonsinguiar and A-I 2: 0, componentwise) that is an M-matrix (inverse monotone L-matrix; see [15] ). Thus w~ exists uniquely. Moreover , it holds that IIA-' II '" lIe'li ~~, mo mo which means that the discrete problem (3.1) is sta.ble uniformly in E. Hence we have and (3.4) follows from Lemma 3.1. 0 We shall now confirm the theoretical results by some numerical results. We shall consider two test problems. The first one is
with the exact solution from which we determine f(x). The second one, for which we do not have a closed form of the exact solution, is
We calculate the rate of uniform convergence on equidistant meshes for problems with k = 2 and k = 3. Tables 3.1-3.4 present rates of convergence calculated for a range of values of h and E given by where jred is chosen so that t: is a value at which the rate of convergence stabilizes, which normally occurs when, to machine accuracy, we are solving the reduced problem. Next we shall use a special nonequidistant mesh that is dense near the origin. The mesh points are given by (3.7a) Experimental order oj uniJQfTR convergence for problem (3.6) wi th k = 2. The main part of A is the function 1/.1, which gives the mesh points in the layer. Essentially, 1/.1 is a modification of the inverse of the boundary-layer function V(' On the rest of the interval 1/. 1 is extended by a polynomial so that A E C 2 (1). Moreover, A is strictly monotone.
Let us mention that meshes of similar types were used in [12] , [13] , [17) , and [19J. It can be proved t hat t he upwind scheme (scheme (3.1) with Gi replaced by 1) on the mesh (3.7) has fi rst-order uniform convergence. Therefore, the question arises as to whether the fitted scheme (3. 1) on the mesh (3.7) gives better results than the upwind scheme. The answer is no, as the results of Table 3 .5 show: obviously, firstorder uniform convergence is present, and the results are practically the same as the results of the upwind scheme. The reason for this is t hat both schemes use the same first-order discretization of t he a(x )u'-term. The choice a = ! gives about 25% of the total of mesh steps in the interval [0, Jq representing the layer. The percentage can be higher if a greater value of a is used.
4. Improved scheme. We would now like to improve scheme (3.1) on t he special mesh (3. 7). We modify (3.1) to obtain a discretizat ion of problem (1.1) at the midpoints
The modified scheme is given by To analyze the consistency error of the operator Y} on the special mesh we need properties of the function>.. from (3.7b). First, it is easy to see that 
We shall use the following inequalities as well: Proof. The stability can be proved in the same way as the stability of (3. 1) in Theorem 3.2. The result follows by Lemma 4.1. 0 In Tables 4.1 and 4.2 we present some numerical results of scheme (4. 1) on the mesh (3.7). Problem (3.5) is treated with k = 2 and k = 3. Since € is small, the rate of the uniform convergence is 2. Error lIu~ -w~1I for problem (3.5) with k = 2; scheme (4.1) on the mesh (3. 7) with a = !. A comparison of Tables 3. 5 and 4.1 clearly shows that scheme (4. 1) is better than (3.1) on the special mesh. Note that this is not the case on arbitrary meshes; for instance, scheme (4.1) does not converge uniformly in € on equidistant meshes. 
