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Condiciones de continuidad en la
interfaz
El me´todo de homogeneizacio´n asinto´tica es aplicado para homogeneizar una familia uni-
dimensional de problemas el´ıpticos, con coeficientes perio´dicos y ra´pidamente oscilantes
que dependen de dos variables ra´pidas. El problema homogeneizado, los problemas lo-
cales y los correspondientes coeficientes efectivos son obtenidos. Una condicio´n necesaria
y suficiente para la construccio´n de una solucio´n asinto´tica con te´rminos perio´dicos es
demostrada. Basados en el principio del ma´ximo, se demuestra la proximidad entre la
solucio´n del problema homogeneizado y la del problema original. Se propone un ejemplo





Continuity conditions on the
interface
The asymptotic homogenization method is applied to homogenize a one-dimensional family
of elliptic boundary value problems with periodic and rapidly oscillating coefficients which
depend on two fast variables. The homogenized problem, the local problems and the
corresponding effective coefficient are obtained. A necessary and sufficient condition for
constructing an asymptotic solution with periodic terms is demonstrated. Based on a
Maximum Principle the proximity between the solutions of the homogenized and original
problems is proved. Some numerical computations are used to illustrate the mathematical
justification.
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1. Introduccio´n
Frecuentemente en la modelacio´n de problemas pra´cticos
de diferente naturaleza aparece una regularidad que in-
volucra la interaccio´n de mu´ltiples escalas espaciales y
temporales con escalas f´ısicas que actu´an desde niveles
ato´micos hasta los ma´s perceptibles.
En general, los modelos matema´ticos asociados a es-
tos problemas esta´n determinados por una familia de
ecuaciones del tipo Lεuε = f dependientes de un con-
junto de para´metros pequen˜os ε = (ε1, ε2, . . . , εN ) que
representan el taman˜o de las escalas involucradas. La
aplicacio´n de adecuados me´todos matema´ticos que per-
mitan interpretar que´ acontece en cada uno de estos nive-
les y co´mo esta´n interconectados representa un problema
de intere´s actual en diferentes ramas de la ciencia y la
te´cnica.
El estudio nume´rico directo de tales ecuaciones re-
quiere de una malla extremadamente fina que hace
pra´cticamente imposible el e´xito de su implementacio´n
computacional.
Sin embargo, el me´todo de homogeneizacio´n reitera-
da que fue desarrollado en [1] para operadores el´ıpticos
escalares (Lε = divx(A
ε(x))gradx) ) donde el tensor de
segundo rango Aε(x) = A(x/ε1, . . . , x/εN ) tiene com-
ponentes perio´dicos y ra´pidamente oscilantes) garan-
tiza el paso a una ecuacio´n homogeneizada L0u0 = f
con (L0 = divx(A
0(x))gradx) ) independiente de los
para´metros εi(i = 1, . . . , N), mientras que la solucio´n
u0 esta´ pro´xima a la familia de soluciones uε cuando los
εi tienden hacia cero.
El tensor A0(x) es llamado tensor de los coeficientes
efectivos u homogeneizados. Esta variante escalar del
operador Lε aparece, por ejemplo, en aplicaciones de
transferencia de calor en re´gimen estacionario donde
uε(x, ε1, . . . , εN ) denota la temperatura en cada punto
x del medio heteroge´neo Ωε; el dato f = f(x) es una
fuente de calor; y Aε(x) = A(x/ε1, . . . , x/εN ) es la con-
ductividad te´rmica.
Otro ejemplo importante para esta familia de ecua-
ciones corresponde al caso de homogeneizacio´n en medios
porosos (o sea cuando Ωε es un dominio perforado) por
sus aplicaciones en geof´ısica o en ingenier´ıa petrolera
(ver, por ejemplo [2]), en donde el enfoque de escalas
mu´ltiples toma en cuenta las longitudes de los poros
(o fracturas) que esta´n presentes en los medios porosos
reales.
Este trabajo constituye una introduccio´n matema´tica
al estudio del me´todo de homogeneizacio´n reiterada a
trave´s del problema unidimensional:





) = f(x), ∀x ∈ Ω = (0, 1),
con uε(0) = u0 y u
ε(1) = u1, donde u0 y u1 son ambos
nu´meros reales, a(y, z) es una funcio´n real 1-perio´dica
respecto a cada variable, positiva y acotada, y = x/ε,
z = y/ε, ε = 1/n, con n natural. Adema´s, f es una
funcio´n continua dada.
2. Condicio´n necesaria y suficiente para la exis-
tencia de una solucio´n 1-perio´dica de la
ecuacio´n LN = F
Se comenzara´ demostrando el siguiente Lema, el cual
sera´ la base de todo el proceso que se realizara´ ma´s ade-
lante:
Lema 1
Sean a(y, z), F0(y, z) y F1(y, z) funciones diferenciables
a trozos, que presentan discontinuidades de salto finito
para z ∈ {z1, z2, . . . , zn}, 0 < zj < 1. Adema´s son 1-
perio´dicas con respecto a ambas variables z, con a(y, z)
mayor que cero y acotada sobre [0, 1] × [0, 1]. Una
condicio´n necesaria y suficiente para la existencia de una
solucio´n 1-perio´dica con respecto a z y que adema´s, para


















para z 6∈ {z1, z2, . . . , zn} es:









, 〈F0(y, z)〉z =
1∫
0
F0(y, z)dz y [[N(y, z)]]
∣∣∣
z=zj
= N(y, z+j )−N(y, z−j ).
Demostracio´n:
Necesidad:
Sea N(y, z) una solucio´n 1-perio´dica de (3) que satis-
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es una identidad, y despue´s de integrar de 0 a 1 con res-





























































































En esta u´ltima expresio´n, debido a la condicio´n (2),
el te´rmino correspondiente a la sumatoria se anulara´, lle-


















y, por tanto, la periodicidad de a(y, z), N(y, z) y F1(y, z)
implica que 〈F0〉z = 0.
Suficiencia:
Se obtendra´ la solucio´n 1-perio´dica que satisface (1)





































N(y, z)− F1(y, z)− c1(y),






− F1(y, 0). No´tese
que como el miembro derecho de esta u´ltima igualdad
es una funcio´n definida por una integral con l´ımite su-
perior variable, sera´ continua con respecto a z, es decir,
para todo y ∈ [0, 1], la funcio´n∫ z
0
F0(y, t)dt+ c1(y) = a(y, z)
∂
∂z
N(y, z)− F1(y, z),
es continua con respecto a z, y por lo tanto se cumple






F0(y, t)dt+ F1(y, s) + c1(y)
]
= f(y, z),
de este modo si se continu´a con el proceso para hallar
















donde c2(y) es una funcio´n diferenciable arbitraria. De
nuevo, el miembro derecho es una funcio´n definida por
una integral con l´ımite superior variable, por lo tanto
N(y, z) sera´ continua para todo z y as´ı se satisface la
condicio´n (2.1). Ahora solo basta encontrar c1(y) tal
que N(y, z) sea, de hecho, 1-perio´dica con respecto a z.
Para ello es necesario que
N(y, z + 1)−N(y, z) =
∫ z+1
z
f(y, s)ds = 0. (4)







f(y, z)dz. En efecto,











































As´ı f(y, s + 1) = f(y, s) como era requerido. Cada
uno de estos pasos es justificado por la periodicidad de
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F0(y, z), F1(y, z) y a(y, z), adema´s de la hipo´tesis de que
〈F0(y, z)〉z = 0. , Entonces, volviendo a (4):





































Luego, ha sido demostrada la existencia de una fa-
milia de funciones N˜(y, z) que se diferencian en una
funcio´n diferenciable c2(y) y satisfacen las condiciones
(1) a la (3).
Observacio´n
Si en las hipo´tesis del problema se tiene la periodici-
dad con respecto a y de todas las funciones involucradas,
entonces la familia de soluciones N˜(y, z) tambie´n sera´
perio´dica con respecto a este para´metro si se le exige la
periodicidad a la funcio´n c2(y).
Corolario 1
Bajo las mismas hipo´tesis que en el Lema 1, si existe
solucio´n 1-perio´dica con respecto a z de









F (y, z)dydz = 0.
3. Expansio´n asinto´tica
Sean a(y, z) una funcio´n infinitamente diferenciable para
todo y y z excepto para y ∈ {yi}ki=1 y z ∈ {zi}li=1 y
1-perio´dica con respecto a ambas variables, que satisface
la desigualdad 0 < α < a(y, z) < β (donde α y β son
constantes reales), f(x) una funcio´n real infinitamente
diferenciable determinada en [0, 1] y ε = 1/n con n ∈ N.
A continuacio´n se expondra´ el me´todo de construccio´n


















en Ω = (0, 1) y con las condiciones uε(0) = u0 y
uε(1) = u1, donde u0, u1 ∈ R. Aqu´ı xmij representa las
discontinuidades de la funcio´n a(x/ε, x/ε2) en el intervalo
(0, 1):
x1ij = ε · (yi + j), i = 1, . . . , k j = 0, . . . , n− 1,
x2ij = ε
2 · (zi + j), i = 1, . . . , l j = 0, . . . , n2 − 1.
Se desarrolla uε(x) en una serie en potencias de ε
considerando y = x/ε y z = x/ε2 se trunca despue´s
del te´rmino de orden 4, es decir se considera uε(x) ≈
u(4)(x, y, z), con
u(4)(x, y, z) = u0(x, y, z) + εu1(x, y, z) + ε
2u2(x, y, z)
+ε3u3(x, y, z) + ε
4u4(x, y, z). (8)
Luego se sustituye (6) en la ecuacio´n (5) y en las













se agrupan todos los te´rminos en potencias de ε y se
igualan a cero los coeficientes de dichas potencias que
tengan exponentes no positivos. El resto de los te´rminos
es despreciable cuando ε tiende a 0.







) con α, β = x, y, z, se obtiene el
siguiente conjunto de problemas recurrentes correspon-
dientes a cada una de las potencias de ε:
ε−4 : Lzzu0 = 0,
ε−3 : Lzzu1 = −Lzyu0 − Lyzu0,
ε−2 : Lzzu2 = −Lzyu1 − Lzxu0 − Lyzu1
−Lyyu0 − Lxzu0,
ε−1 : Lzzu3 = −Lzyu2 − Lzxu1 − Lyzu2 − Lyyu1
Lyxu0 − Lxzu1 − Lxyu0,
ε0 : Lzzu4 = −Lzyu3 − Lzxu2 − Lyzu3 − Lyyu2
−Lyxu1 − Lxzu2 − Lxyu1
−Lxxu0 − f(x),
con las siguientes condiciones:












































































A continuacio´n sera´n analizados cada uno de estos
problemas.
Problema para ε−4:
En este caso se cumplen las hipo´tesis del Lema 1,por
lo cual existe una solucio´n 1-perio´dica del problema.
Como la funcio´n nula es solucio´n de este problema, el
problema tendra´ una familia de soluciones de la forma
u0(x, y, z) = v(x, y). (17)
con v(x, y) diferenciable por tramos.
Problema para ε−3:
El resultado obtenido en el problema anterior, reduce
el presente problema a la ecuacio´n
Lzzu1 = −Lzyu0,











a(y, z) · ∂
∂y
v(x, y),
Esta ecuacio´n tambie´n cumple las hipo´tesis del Lema
1 por lo que existira´ una familia de soluciones 1-
perio´dicas con respecto a z. Aplicando el me´todo de se-
paracio´n de variables, se puede considerar una solucio´n
de la forma
u1(x, y, z) =
∂
∂y
v(x, y)N1(y, z) + w(x, y) (18)







N1(y, z) + a(y, z)
)
= 0.
Antes de pasar al pro´ximo problema, no´tese que de




N1(y, z) + a(y, z) = aˆ(y),
donde aˆ(y) es una funcio´n diferenciable a trozos. Para de-
terminar el valor de esta funcio´n, se dividira´ entre a(y, z)
ambos miembros y se integrara´ de 0 a 1 con respecto a
z, de donde se obtiene
〈 ∂
∂z






+ 1 = aˆ(y)〈 1
a(y, z)
〉z.
Luego, por la periodicidad de N1, se tiene que




aˆ(y) = 〈a−1(y, z)〉−1z .
Entonces, por las hipo´tesis impuestas sobre a(y, z) se
puede asegurar que aˆ(y) es 1-perio´dica con respecto a
y, adema´s de positiva y acotada en todo [0, 1]. Adema´s
tendra´ a lo sumo discontinuidades de salto finito para
y ∈ {yi}ki=1.
Problema para ε−2:
Antes de comenzar con el ana´lisis de esta ecuacio´n
debe notarse que en este problema tambie´n se incluyen
las condiciones (3.5) y (3.6), pero en virtud de (3.13),
todas quedan satisfechas.
Por este mismo resultado, se cumple que Lxzu0 = 0, as´ı
que la ecuacio´n se reduce a
Lzzu2 = −Lzyu1 − Lzxu0 − Lyzu1 − Lyyu0.
Aplicando nuevamente el Lema 1, y en virtud de que
〈Lzyu1〉z = 〈Lzxu0〉z = 0 ya que las funciones involu-
cradas son 1-perio´dicas con respecto a z, se tiene que
existira´ solucio´n 1-perio´dica de esta ecuacio´n si y solo si
〈Lyzu1 − Lyyu0〉z = 0,
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v(x, y)) = 0.
(20)
Es decir, la ecuacio´n correspondiente a ε−2 tiene
solucio´n si y solo si existe solucio´n de (20), pero a esta
u´ltima ecuacio´n se le puede aplicar el Lema 1, ya que aˆ(y)
es acotada, positiva y perio´dica. De este modo, existira´
una familia de soluciones 1-perio´dicas con respecto a y
y como la funcio´n nula satisface la igualdad, la solucio´n
sera´ de la forma
v(x, y) = v(x). (21)
Este resultado es muy importante, porque ahora las
funciones u0(x, y, z) y u1(x, y, z), vienen dadas por
u0(x, y, z) = v(x), (22)
u1(x, y, z) = w(x, y), (23)
respectivamente.
La ecuacio´n correspondiente a ε−2 ahora ha sido re-
ducida a la expresio´n
Lzzu2 = −Lzyu1 − Lzxu0, (24)
Se puede comprobar que la familia de funciones de la
forma







N1(y, z) + c1(x, y),
(25)
donde c1(x, y) es diferenciable por tramos, satisfacen la
igualdad (24). Ma´s adelante se dara´n condiciones para
determinar esta funcio´n.
Problema para ε−1:
En este caso vienen incluidas las condiciones (15) y
(16), pero en virtud de (22) y (23), todas quedan satis-
fechas. Como se cumple que Lxzu1 = Lxyu0 = 0, la
ecuacio´n queda reducida a
Lzzu3 = −Lzyu2 − Lzxu1 − Lyzu2 − Lyyu1 − Lyxu0.
Al aplicar el Lema 1, y utilizando el hecho de que
〈Lzyu2〉z = 〈Lzxu1〉z = 0, existira´ solucio´n 1-perio´dica
con respecto a z si y solo si




















































































M(y) + aˆ(y) = a˜,
con a˜ real. Dicho valor puede ser hallado dividiendo en-
tre a(y), integrando de 0 a 1 con respecto a y y utilizando
la periodicidad de M(y) (propiedad que sera´ demostrada








Finalmente, una expresio´n para u2(x, y, z) ser´ıa







v ·N1 + c1(x, y). (28)
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Problema para ε0:
Las condiciones (13) y (14) quedan satisfechas debido
a la no dependencia de u0(x, y, z) = v(x), con respecto
a las variables y o z. Por otro lado tras sustituir (22),
















y ambas se satisfacen debido a la independencia con res-




Antes de continuar, se planteara´n los problemas lo-
cales relacionados con este proceso. Dichos problemas,
en virtud del Lema 1, garantizan la existencia de las fun-
ciones N1(y, z) y M(y) antes mencionadas, as´ı como su
periodicidad junto con el cumplimiento de determinadas
condiciones de contacto. Adema´s, dan las condiciones
para determinar las funciones c1(x, y) y c2(x) presentes
en (24) y (26) respectivamente:
Primer Problema Local







N1(y, z) + a(y, z)
)
= 0,












y las condiciones de frontera N(y, 0) = N(y, 1) = 0.
Segundo Problema Local






















y las condiciones de frontera M(0) = M(1) = 0.
Continuando con el proceso para hallar el problema
homogeneizado, se analizara´ ahora la ecuacio´n
Lzzu4 = −Lzyu3 − Lzxu2 − Lyzu3 − Lyyu2
−Lyxu1 − Lxzu2 − Lxyu1
−Lxxu0 − f(x),
Para ello se utilizara´ el Corolario 1. De este modo si
dicha ecuacio´n posee solucio´n, entonces se cumple que
〈Lzyu3 + Lzxu2 + Lyzu3 + Lyyu2 +
+Lyxu1 + Lxzu2 + Lxyu1 +
+Lxxu0 + f(x)〉 = 0.
Aqu´ı se considera






No´tese que, en virtud de la periodicidad de las fun-
ciones involucradas, se cumple que:
〈Lzyu3 + Lzxu2 + Lyzu3 + Lyyu2 + Lyxu1〉 = 0,
por lo que solo es necesario hallar condiciones para que
〈Lxzu2 + Lxyu1 + Lxxu0 + f(x)〉 = 0.
Tras sustituir (22), (23) y (28) en esta u´ltima ex-






y luego de fijar las condiciones de frontera como en el
problema original, v(0) = u0 y v(1) = u1, se ha obtenido
el problema homogeneizado.
4. Justificacio´n Matema´tica
Primero, sera´n vistos el Lema de Lax-Milgram y algunos
aspectos de espacios de funciones. Para profundizar en
este tema, puede consultarse el Ape´ndice A de [4]:
DEFINICIO´N 1 (FORMA BILINEAL COERCIVA)
Una forma bilineal a(u, v) en el espacio vectorial V
se dice coersiva si
a(u, v) ≥ α||v||2,∀v ∈ V, con α > 0. (29)
Esto implica que si a(u, v) tambie´n es sime´trica en-
tonces tambie´n sera´ un producto escalar en V .
LEMA 2 (LEMA DE LAX-MILGRAM)
Si la forma bilineal a(u, v) es acotada y coerciva en
el espacio de Hilbert V , y L una forma lineal acotada en
V , entonces existe un u´nico vector u ∈ V , tal que
a(u, v) = L(v),∀v ∈ V, (30)
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y que satisface
||u||V ≤ C||L||V ∗ . (31)
Aqu´ı C es una constante positiva.
El espacio Hk
Si una funcio´n u ∈ L2([0, 1]) (funciones de cuadrado
integrable en el intervalo [0, 1]), las derivadas de u no
tienen porque existir en el sentido cla´sico, pero pueden








dx,∀ϕ ∈ C10 ([0, 1]),
donde Ck0 (Ω) = {ϕ ∈ Ck(Ω);ϕ(x) = 0, x ∈ ∂Ω}. Por
el teorema de representacio´n de Riesz (pp 228,[4]) exis-
te una u´nica funcio´n v ∈ L2 tal que L(ϕ) =< v,ϕ >.
Utilizando la integracio´n por partes y el resultado antes














vϕdx,∀ϕ ∈ C10 ([0, 1]),
y finalmente se puede hacer dudx = v. A esta funcio´n se le
conoce como derivada generalizada o de´bil de u.
De igual modo pueden ser definidas las derivadas de





vDnϕdx, ∀ϕ ∈ Cn0 ([0, 1]).
Una vez introducidos estos conceptos, se define el espacio
Hk([0, 1]) como:
Hk([0, 1]) = {v ∈ L2([0, 1]) : Dnv ∈ L2([0, 1]) para n 6 k},
adema´s:
Hk0 ([0, 1]) = {v ∈ Hk0 ([0, 1]) : v(0) = v(1) = 0}.










Formulacio´n integral y justificacio´n matema´tica
Antes de realizar la justificacio´n, se introducira´n algunos
conceptos referentes a la formulacio´n integral.
Conside´rese el problema:
Au ≡ (au′)′ = f, ∀x ∈ Ω = (0, 1) (32)
con f ∈ L2. Si se multiplica por una funcio´n ϕ que se
















Una funcio´n u ∈ H10 que satisfaga (30) para toda ϕ que
cumpla las condiciones mencionadas arriba, se le llama
solucio´n de´bil de (29). Adema´s la siguiente relacio´n se
cumple para esta funcio´n:
‖u‖1 6 C‖f‖.
Tanto este resultado como su demostracio´n pueden ser
encontrados en [4] pp 20-22. La demostracio´n se apoya
en el Lema de Lax Milgram.
Ahora, de los resultados obtenidos en el proceso para
hallar la expansio´n asinto´tica, se obtuvo que la funcio´n
uε(x)− u(4)(x, ε) es solucio´n de
A(uε − u(4)) = εF (x, ε).
En esta ecuacio´n debe notarse que uε(x) − u(4)(x, ε) ∈
H10 ([0, 1]) ya que ambas son funciones tales que, tanto
ellas como sus derivadas son de cuadrado integrable, y
adema´s ambas toman los mismos valores en la frontera de
[0, 1], por lo tanto su diferencia se anula en dicha regio´n.
Por otro lado la funcio´n F (x, ε) tiene a lo sumo discon-
tinuidades de salto finito en los puntos x1i,j = ε · (yi + j),
por lo tanto es de cuadrado integrable. Luego aplicando
el resultado antes mencionado
‖uε − u(4)‖1 6 C‖εF (x, ε)‖1 = C1 · ε.
De igual modo que en el caso de los coeficientes conti-
nuos, tambie´n se cumple que:
u(4)(x, ε)− v(x) = εG(x, ε),
por lo tanto
‖u(4)(x, ε)− v(x)‖1 = ‖εG(x, ε)‖1 = C2 · ε.
Finalmente, por medio de la desigualdad triangular, se
llega a que
‖uε(x)− v(x)‖1 6 (C1 + C2) · ε = C · ε,
quedando as´ı demostrada la proximidad entre la solucio´n
del problema original y el problema homogeneizado.
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5. Ejemplo nume´rico
Conside´rese el subconjuntoA del cuadrado unidad [0, 1]×
[0, 1] definido del siguiente modo:
A = {(0, 1/3)× (0, 1/4)} ∪ {(0, 1/3)× (3/4, 1)} ∪
∪{(2/3, 1)× (0, 1/4)} ∪ {(2/3, 1)× (3/4, 1)}.
Ahora sera´ definida la funcio´n a(y, z) del siguiente modo:
a(y, z) =
 1 si [y, z] ∈ A
2 si [y, z] 6∈ A
extendie´ndola de forma perio´dica a todo R2, Figura 1.
En este caso hay presentes discontinuidades de salto
finito en y ∈ {1/3, 2/3} y z ∈ {1/4, 3/4}.
Figura 1. Funcio´n a(y, z).
En las Figura 2 y Figura 3 son mostrados los gra´ficos
de la funcio´n a(x/ε, x/ε2) para ε = 1 y ε = 1/2 respecti-
vamente.
Figura 2. a(x/ε, x/ε2) para ε = 1.


















para la funcio´n a(x/ε, x/ε2) antes mencionada y las
condiciones de frontera uε(0) = 0, uε(1) = 1 para ε = 1
puede ser resuelto del siguiente modo:
Lo primero que es necesario hacer es determinar los
puntos de discontinuidad. Dichos puntos son los deno-
tados por xmij en el planteamiento del problema y son
determinados por las siguientes fo´rmulas
x1ij = ε · (yi + j), i = 1, . . . , k j = 0, . . . , n− 1,
x2ij = ε
2 · (zi + j), i = 1, . . . , l j = 0, . . . , n2 − 1,
Para este caso los puntos son
x ∈ {1/4, 1/3, 2/3, 3/4},
De este modo la solucio´n estara´ definida por cinco
funciones de la forma ωi(x) = mi x+ pi. Para determiar
los coeficientes mi y pi se evalu´an estas funciones en la
ecuacio´n (34), en las condiciones (35) y (36), as´ı como









































De las condiciones de frontera
n0 = 0,
m4 + n4 = 1.





donde I(ai,bi) representa a las funciones indicadoras de
cada uno de los intevalos definidos por los puntos de dis-































Solucio´n del problema homogeneizado:





con v(0) = 0 y v(1) = 1, cuya solucio´n es v(x) = x, es





En la Figura 4 se muestran las funciones v(x) y u1.
Figura 4. Funciones v(x) y u1.
6. Conclusiones
Se describio´ el proceso de construcio´n de una solucio´n
asinto´tica formal para una familia de problemas de con-
tornos unidimensionales. La te´cnica empleada combina
las ideas que aparecen en [1] con el formalismo desa-
rrollado en [3] para homogeneizacio´n simple. Se de-
muestra, basado en el principio del ma´ximo generaliza-
do, la proximidad entre la solucio´n del problema origi-
nal y la del problema homogeneizado. Se introduce un
ejemplo nume´rico que ilustra tal convergencia cuando
el para´metro geome´trico tiende hacia cero. El trabajo
puede ser u´til a interesados en el conocimiento del pro-
cedimiento matema´tico de la homogeneizacio´n reiterada,
incluso para medios heteroge´neos multidimensionales.
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