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1 Introduction
Harris (1948): újra felfedezi a Galton–Watson folyamatot
Foster, Williamson (1971): az invariáns eloszlás létezése a subkritikus egydimenziós
esetben.
Kaplan (1973): pozitív reguláris mátrixokra a többtípusos esetben.
Reprezentációs módszer: Mode. Hasonló ötlet volt alkalmazva a következő helyeken:
Lemma 1 of ?: positive regular (aka primitive) matrix
Theorem 1 of Dion et al. (1995): GINAR processes
2 Main results
Let Z+ stand for the set of nonnegative integers, and consider an arbitrary positive integer
p. The p-type Galton–Watson process Xn = (Xn,1, . . . , Xn,p)
⊤, n ∈ Z+, is a Z
p
+-valued
Markov chain defined by the recursion
Xn =
Xn−1,1∑
k=1
ξ1(n, k) + · · ·+
Xn−1,p∑
k=1
ξp(n, k) + η(n) , n = 1, 2, . . . , (1)
where the Zp+-valued random vectors
X0, ξi(n, k),η(n), i = 1, . . . , p , n, k = 1, 2, . . . (2)
are independent of each other, the offspring variables ξi(n, k), n, k = 1, 2, . . . , are identi-
cally distributed for every i = 1, . . . , r, and the innovation variables η(n), n = 1, 2, . . . ,
are identically distributed. In the following we interpret the random vector Xn as the size
of the n-th generation of an underliing population having p different types of members.
The offsprings of any subpopulation of the process are called 1st generation offsprings,
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and by recursion, the n-th generation offsprings are defined as the offsprings of the (n−1)-
th generation offsprings. We say that a member is multigeneration offspring if it is n-th
generation offspring with some positive integer n.
Throughout the paper we assume that the offspring variables have finite expectations,
and we consider the mean matrix
M :=
[
Eξ1(1, 1), . . . , Eξp(1, 1)
]⊤
.
It is well-know that the asymptotic propreties of the Galton–Watson process depends
largely on the spectral radious ̺(M) of the matrixM. (See Mode (1971) or Athreya and Ney
(1972), for example.) The process is called subcritical, critical or supercritical if the spec-
tral radious is smaller than 1, equal to 1 or larger than 1, respectively. In our paper we
investigate only the subcritical (also known as stable) case. Note that in this case the
multigeneration offsprings of any member of the population die out in fnitely many steps
with probability 1.
Consider an arbitrary x = (x1, . . . , xp)
⊤ ∈ Zp+. Throughout the paper the notations
Px and Ex mean probability and expectation with respect to the condition {X0 = x}.
We introduce the variable
S(x) =
x1∑
k=1
ξ1(1, k) + · · ·+
xp∑
k=1
ξp(1, k) , (3)
which is the number of the 1st generation offsprings of the initial populationX0 under the
condition {X0 = x}. Note that we ES(x) = M
⊤x, which implies by recursion that the
expected number of the n-th generation offsprings of a population of size x is (Mn)⊤x.
For any x = (x1, . . . , xp)
⊤ ∈ Rp and y = (y1, . . . , yp) ∈ R
p the notation x ≤ y is
understood componentwise, that is, x ≤ y if and only if xi ≤ yi for i = 1, . . . , p. The
norn of the vector x is defined as ‖x‖ = |x1| + · · ·+ |xp|. By using the Kronecker delta
symbol δi,j the system ei = (δi,1, . . . , δi,p)
⊤, i = 1, . . . , p, stands for the canonical basis of
the vector space Rp. In case of an arbitrary event A the random variable 1A stands for
the indicator of A, and for a set B ⊆ Rp the function 1B(x) := 1{x∈B}, x ∈ R
p, is the
indicator of B.
Our first result is a statement about the class structure of the chain Xn, n ∈ Z+.
Theorem 1. If a p-type Galton–Watson process is subcritical, then it has an aperiodic
communication class C ⊆ Zp+ such that the process reaches C in finitely many steps with
probability 1 in case of any initial distribution.
In our next theorem we provide a necessary and sufficient condition for the existence
of a stationary distribution of subcritical Galton–Watson processes. Note that such a
statement is already proved under the condition that the mean matrix M is positive
regular, meaning that there exists a positive integer n such that all entries of Mn are
strictly positive. In this case by the well-known result of Kaplan (1973) a stationary
distribution exists if and only if the sum
∑∞
k=1 log kP (‖η(1)‖ = k) is finite. However,
this equivalence is not true in the case of arbitrary offspring distributions. For example,
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if M = 0 then Xn = η(n) for every positive n, and the distribution of the innovation
variables is a stationary distribution for the process without any additional condition.
LetM
(n)
i,j stands for the (i, j)-th entry of the matrixM
n, which is the expected number
of those n-th generation offsprings of an arbitrary member of type i which are of type
j. We define I as the set of those types i = 1, . . . , p for which there exists a type j and
integers m0 ≥ 0 and m ≥ 1 such that M
(m0)
i,j > 0 and M
(m)
j,j > 0. Since the process is
subcritical, the multigeneration offsprings of an arbitrary member of the process die out in
finitely many steps with probability 1. However, if i ∈ I, then we have M
(m0+nm)
i,j > 0 for
every positive integer n. This implies that a member of type i can have n-th generation
offsprings with positive probability for any n. On the other hand, if i 6∈ I, then it can be
shown by standard calculation that we have M
(p)
i,j = 0 for every state j. That is, in this
case the multigeneration offsprings of a member of type i die out at most in p steps with
probability 1.
Let ηi(n) denote the i-th component of the vector η(n), and consider the subpopu-
lation of those members in the n-th generation of the process which are multigeneration
offsprings of the innovations ηi(k), k = 1, 2, . . . It turns out that the existence of a station-
ary distribution requires that the size of these subpopulations converges in distribution
as n→∞ for every i. If i ∈ I, then the corresponding state j provides a feedback for the
consecutive generations of the offsprings of i. Because of this feedback we need similar
conditions on the innovation variable ηi(1) as in the simple-type case. On the other hand,
if i 6∈ I, then such a feedback is not present, and the multigeneration offsprings of i die
out at most in p steps. In this case the size of the subpopulations mentioned above is
a stationary process without any additional condition on type i. This implies that the
distributions of the innovation variables ηi(1), i 6∈ I, have no effect on the existence of a
stationary distribution of the Galton–Watson process.
Theorem 2. The subcritical Galton–Watson process Xn, n ∈ Z+, has a stationary dis-
tribution π if and only if we have
∑∞
k=1 log kP (ηi(1) = k) <∞ for every types i ∈ I.
Note that for an arbitrary nonnegative integer valued random variable ζ the sum∑∞
k=1 log kP (ζ = k) is finite if and only if the expectation E log(ζ + 1) is finite.
Since C is the only closed communication class by Theorem 1, a subcritical Galton–
Watson process has at most one positive recurrent class. This implies that the stationary
distribution is unique and concentrated on C, if it exists. From Theorem 1 it also follows
that every subcritical Galton–Watson process is ψ-irreducible and aperiodic in the sense of
Meyn and Tweedie (2009). The maximal irreducibility measures ψ are those probability
measures on the state space Zp+ which are concentrated on C, and put positive mass at
every state in this class. Furthermore, if the (unique) stationary distribution exists, then
the process is positive Harris recurrent, and Theorem 13.0.1 of Meyn and Tweedie (2009)
implies that for any x ∈ Zp+ we have
sup
B⊆Zp+
∣∣Px(Xn ∈ B)− π(B)∣∣→ 0 , n→∞ .
Under some stronger moment conditions we provide a rate for this convergence in Corol-
lary 5.
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Let X˜ stand for a random vector with distribution π. In several applications showing
the linear independence of the components of X˜ is required. For example, assume that we
want to estimate the mean matrixM based on some observations X0, . . . ,Xn by using the
conditional least squares method ot its weighted variant. Unfortunately, these estimators
may not exist for every realisations of the sample. However, Nedényi (2015) showed that
they are well-defined with asymptotic probability 1 as n→∞, if the components of X˜ are
linearly independent. Also, a similar problem arose in Pap and T. Szabó (2013) about
the maximum likelihood estimation of the parameters of the INAR(p) process. Since the
stationary distribution π puts positive mass at every state in C, the components of X˜
are linearly dependent if and only if the class C is a subset of a lower dimensional affine
subspace of Rp. In our next theorem we provide necessary and sufficient conditions for
this behavior.
We say that an arbitrary type i dies out if we have P (ηj(1) = 0) = 1 for every types j
for which there exists a nonnegative integer n such that M
(n)
j,i > 0. This property means
that there is no innovation in type i, and a member of type i can not be a multigeneration
offspring of the innovations η(1),η(2), . . . This implies that all members in Xn,i are n-th
generation offsprings of the initial population X0. Since the process is subcritical, if a
type dies out in the sense of our definition, then this type vanishes from the population
in finitely many steps with probability one.
Theorem 3. Assume that the Galton–Watson process Xn, n ∈ Z+, is subcritical. The
communication class C defined in Theorem 1 is a subset of a lower dimensional affine
subspace of Rp if and only if either of the following conditions holds:
(i) Any of the types dies out.
(ii) There exists a vector c ∈ Rp, c 6= 0, such that c⊤ξi(1, 1) = 0 almost surely for every
types i, and the variable c⊤η(1) is degenerate.
If type i dies out, then C is a subset of the linear space defined by the equation e⊤i x = 0,
x ∈ Rp. If (ii) holds, then C is a subset of the affine subpace c⊤x = c⊤η(1), x ∈ Rp.
In our next theorem we investigate the moments of the stationary distribution π. For
this goal let Z be the set of those states x = (x1, . . . , xp)
⊤ ∈ Zp+ for which we have xi = 0
for every type i that dies out. Note that a type that dies out can not be an offspring of
any type that does not die out, and there is no innovation in types that die out. This
implies that Z is a closed subset of the state space in the sence that Px(X1 ∈ Z) = 1 for
every x ∈ Z. Also, by Theorem 3 we have C ⊆ Z, but the two sets may not coincide.
For any real value α > 0 consider the set
Fα =
{
f : Zp+ → R : |f(x)| ≤ ‖x‖
α + 1,x ∈ Zp+
}
.
Theorem 4. Assume that the subcritical Galton–Watson process Xn, n ∈ Z+, has a
stationary distribution π, and consider a real value α > 0. Then, the following stataments
are equivalent:
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(i) The distribution π has finite moment of order α, that is,
∫
Z
p
+
‖y‖απ(dy) <∞.
(ii) We have E‖η(1)‖α <∞ and E‖ξi(1, 1)‖
α <∞ for all types i that does not die out.
Furthermore, if (i) or (ii) is satisfied then there exist finite constants a1 > 1 and a2 > 0
such that
∞∑
n=0
an1 sup
f∈Fα
∣∣∣∣Exf(Xn)− ∫
Z
p
+
f(y)π(dy)
∣∣∣∣ ≤ a2(‖x‖α + 1) , (4)
for every state x ∈ Z. If, additionally, E‖ξi(1, 1)‖
α <∞ for every type i, then (4) holds
for every x ∈ Zp+
It is a consequence of the theorem that the supremum in formula (4) is of rate o(1/an1 )
as n → ∞, impliing that Exf(Xn) converges to
∫
Z
p
+
f(y)π(dy) for every f ∈ Fα at
exponential rate. Since the function f(x) = ‖x‖β, x ∈ Zp+, is an element of Fα for every
β ∈ [0, α], we also obtain that
∞∑
n=0
an1 sup
β∈[0,α]
∣∣∣∣Ex‖Xn‖β − ∫
Z
p
+
‖y‖βπ(dy)
∣∣∣∣ ≤ a2(‖x‖r + 1) , n→∞ .
This means that those moments of the process which are of order at most α converge
uniformly to the related moments of the stationary distribution.
Let us note that the finiteness of the mean matrix M implies that E‖ξi(1, 1)‖
α <∞
holds for every type i and for every α ∈ (0, 1]. Also, the indicator function 1B of an
arbitrary set B ⊆ Zp+ is an element of Fα, and we have Ex1B(Xn) = Px(Xn ∈ B) and∫
Z
p
+
1B(y)π(dy) = π(B). These facts along with Theorem 4 immediately implies the
following statement.
Corollary 5. Assume that the Galton–Watson process Xn, n ∈ Z+, is subcritical and
E‖η(1)‖α <∞ with some α > 0. Then,
∞∑
n=0
an1 sup
B⊆Zp+
∣∣Px(Xn ∈ B)− π(B)∣∣ <∞ , x ∈ Zp+ ,
meaning that the process is geometrically ergodic.
As a final remark we note that inequality (4) can be stated in an unconditional form
too, where the initial value of the process is not fixed. If condition (ii) of Theorem 4 is
satisfied, the distribution of X0 is concentrated to the set Z, and E‖X0‖
α <∞, then by
conditioning with respect to X0 we obtain the inequality
∞∑
n=0
an1 sup
f∈Fα
∣∣∣∣Ef(Xn)− ∫
Z
p
+
f(y)π(dy)
∣∣∣∣ ≤ a2(E‖X0‖α + 1) <∞ .
Furthermore, if all of the offspring variables have finite moment of order α, then the
restriction of the initial distribution to Z can be omitted. Using this result one can show
the uniform convergence of the unconditional probabilities P (Xn ∈ B), B ⊆ Z
p
+, similarly
as of the conditional ones in Corollary 5.
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3 Proofs
In this section we present the proofs of the results stated in Section 2. The first statement
is a fundamental observation in the subject of our paper.
Proposition 6. Let A ∈ Rp×p be a matrix having only non-negative entries. If ̺(A) < 1,
then there exist a constant λ ∈ (0, 1) and a vector v ∈ Rp such that all conponents of v
are strictly positive and Av ≤ λv.
Proof. Since the eigenvalues are continuous functions of the matrix entries, there exists
an ε > 0 such that λ := ̺(A+ ε) < 1. Then, the Perron–Frobenius theorem implies that
the positive matrix A+ε has an eigenvector v with eigenvalue λ such that all components
of v are strictly positive. With this vector we get the inequality Av ≤ (A+ε)v = λv.
Proof of Theorem 1. We will use the representation of the multitype Galton–Watson pro-
cess Xn, n ∈ Z+, provided by Section 2.7 of Mode (1971). Let the vectors Yn and
Vk+n(k), n, k = 1, 2, . . . , stand for the number of the n-th generation offsprings of the
initial populationX0 and of the innovation variable η(k), respectively. Also, letY0 := X0
and Vn(n) := η(n) for every n. Then, we obtain the representation of Mode (1971) in
the form
Xn = Yn + Zn := Yn +Vn(1) + · · ·+Vn(n) , n = 1, 2, . . . , (5)
and the independence of the variables in (2) implies that Yn,Vn(1), . . . ,Vn(n) are in-
dependent of each other. (This equation can be proved by standard calculations too, by
showing that the probability generation function of Xn is equal to the product of the
probability generating functions of the variables on the right side.) From the definitions
of the variables it follows that the sequences Zn = Vn(1)+ · · ·+Vn(n), n = 1, 2, . . . , and
Yn, n ∈ Z+, are independent of each other. Let us note that Yn, n ∈ Z+, is a multitype
Galton–Watson process without immigration, which implies that this process becomes
extinct in finitely many steps with probability 1 in case of any initial distribution.
For n = 1, 2, . . . let Dn ⊆ Z
p
+ denote the range of the variable Zn, that is, the set of
the states x ∈ Zp+ for which P (Zn = x) > 0. Since Zn and Zn+1 are independent of X0,
and on the event {X0 = 0} we have Xn = Zn and Xn+1 = Zn+1, we get that
0 = P
(
Zn+1 6∈ Dn+1 | X0 = 0
)
= P
(
Xn+1 6∈ Dn+1 | X0 = 0
)
=
∑
x∈Zp+
P
(
Xn+1 6∈ Dn+1 | Xn = x,X0 = 0
)
P
(
Xn = x | X0 = 0
)
=
∑
x∈Dn
Px(X1 6∈ Dn+1)P (Zn = x) .
Because the terms of the last sum are nonnegative, it follows from the definition of Dn that
Px(X1 6∈ Dn+1) = 0 for every x ∈ Dn. It is a consequence that the set Cn := ∪
∞
k=nDk ⊆ Z
p
+
is closed for any n in the sence that Px(X1 ∈ Cn) = 1 holds for every x ∈ Cn.
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Let us recall that the sequence Yn, n ∈ Z+, is a subcritical Galton–Watson process
without immigration, which implies that Px(Yn = 0) → 1 as n → ∞ for any x ∈ Z
p
+.
This means that there exists an integer n∗(x) such that Px(Yn = 0) > 0 holds for every
n ≥ n∗(x). Because the number of the multigeneration offsprings of the members of the
initial population are independent of each other, we obtain that
Px(Yn = 0) = Pe1(Yn = 0)
x1 · · ·Pep(Yn = 0)
xn > 0
for every n ≥ n∗ := max(n∗(e1), . . . , n
∗(ep)). That is, the process Yn, n ∈ Z+, dies out
in n∗ steps with positive probability in case of any initial state x.
Consider an arbitrary integer n ≥ n∗ and states x ∈ Zp+, z ∈ Dn. The independence
of Zn of the variables X0 = Y0 and Yn implies the inequality
Px(Xn = z) ≥ Px
(
Yn = 0,Zn = z
)
= Px(Yn = 0)P (Zn = z) > 0 , (6)
meaning that every elements of Dn are accessible from the arbitrary state x in n steps.
It is a consequence that the elements of the set C := Cn∗ communicate with each other.
Since C is closed, it is a communication class of the process Xn, n ∈ Z+. Consider an
arbitrary state z ∈ Dn and a non-negative integer m, and let x ∈ Z
p
+ be a state such that
Pz(Xm = x) > 0. Using equation (6) again we find that
Pz(Xn+m = z) ≥ Pz(Xm = x)Px(Xn = z) > 0 ,
that is, state z is accessible from itself in n+m steps. Since m was arbitrary non-negative
integer, the communication class C is aperiodic.
To prove the theorem it is only remained to show that the process Xn, n ∈ Z+, reaches
the class C in finitely many steps with probability 1 in case of any initial distribution.
Because the state space is countable, it is enough to prove this statement under the
condition {X0 = x} where x ∈ Z
p
+ is an arbitrary fixed state. Note that {Yn = 0},
n ∈ Z+, is an increasing sequence of events. From this we get that
Px
(
∃n ≥ n∗ : Xn ∈ C
)
≥ Px
(
∃n ≥ n∗ : Xn ∈ Dn
)
≥ Px
(
∃n ≥ n∗ : Yn = 0
)
= Px
(
∪∞n=n∗ {Yn = 0}
)
= lim
n→∞
Px(Yn = 0) = 1 ,
which completes the proof.
In the next step we prove Theorem 2. For this goal we need some technical results
stated in Propositions 7–9.
Proposition 7. Consider independent and identically distributed nonnegative valued ran-
dom variables ξ1, ξ2 . . . such that 0 < Eξ1 <∞. Also, let η be a nonnegative integer valued
random variable being independent of ξ1, ξ2 . . . . Then,
E log
(
η∑
k=1
ξk + 1
)
<∞ if and only if E log(η + 1) <∞.
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Proof. First, assume that E log(η + 1) is finite. By conditioning with respect to η and
using Jensen’s inequality to the logarithm function we get that
E log
(
η∑
k=1
ξk + 1
)
= EE
[
log
(
η∑
k=1
ξk + 1
)∣∣∣ η] ≤ E log(E[ η∑
k=1
ξk
∣∣∣ η]+ 1)
= E log
(
ηEξ1 + 1
)
≤
{
E log(η + 1) <∞, if Eξ1 ≤ 1,
logEξ1 + E log(η + 1) <∞, if Eξ1 ≥ 1.
Now, consider the case when E log(η + 1) is infinite. By the assumptions there exists
a constant c ∈ (0, 1) such that p := P (ξ1 ≥ c) > 0. Since we have ξk ≥ c1{ξk≥c} with
probability 1 for every k, we obtain the inequalities
E log
(
η∑
k=1
ξk + 1
)
≥ E log
(
η∑
k=1
c1{ξk≥c} + 1
)
≥ log c+ E log
(
η∑
k=1
1{ξk≥c} + 1
)
. (7)
Let ζn stand for a random variable having binomial distribution with parameters n and
p. Chebishev’s inequality implies that
P
(
ζn ≥ np− n
1/2
)
≥ P
(
|ζn − Eζn| ≤ n
1/2
)
≥ 1−
np(1− p)
n
≥
3
4
.
Because the conditional distribution of the sum
∑η
k=1 1{ξk≥c} with respect to the event
{η = n} is the same as the law of ζn, we get that
E log
(
η∑
k=1
1{ξk≥c}+1
)
=
∞∑
n=0
E log(ζn+1)P (η = n) ≥
3
4
∞∑
n=0
log
(
np−n1/2+1
)
P (η = n).
(8)
If n is large enough, then we have
log
(
np− n1/2 + 1
)
≥ log
(
(n + 1)p/2
)
= log(n+ 1) + log(p/2).
Since the expectation E log(η+1) is infinite, the sum on the right side of (8) is divergent.
Then, the proposition is proved by inequality (7).
Proposition 8. Let Xn and X
′
n, n ∈ Z+, be irreducible time-homogeneous Markov chains
on some state spaces C ⊆ Zp+ and C
′ ⊆ Zp+. Assume that there exist states x0 ∈ C,
x′0 ∈ C
′, x0 ≤ x
′
0, such that the variables X1,X2, . . . are conditionally independent of X
′
0
with respect to the event {X0 = x0}, and X
′
1,X
′
2, . . . are conditionally independent of X0
with respect to {X′0 = x
′
0}. Furthermore, assume that
P
(
Xn ≤ X
′
n | X0 = x0,X
′
0 = x
′
0
)
= 1, n = 1, 2, . . . (9)
Then the followings hold:
(i) If X′n, n ∈ Z+, is recurrent, then Xn, n ∈ Z+, is recurrent.
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(ii) If X′n, n ∈ Z+, is positive recurrent, then Xn, n ∈ Z+, is positive recurrent.
Proof. Let p
(n)
X
(·, ·) and p
(n)
X′
(·, ·) denote the n-step transition probabilities of the processes,
and let PA stand for the conditional probability with resect to A := {X0 = x0,X
′
0 = x
′
0}.
Also, introduce the set C0 := {x ∈ C : x ≤ x
′
0}. In our proof we will use the well-know
characterisation of the types of states of Markov chains based on the asymptotic behavior
of the transition probabilities. (See the main theorem in Section XV.5 of Feller (1968),
for example.)
If the chain X′n, n ∈ Z+, is recurrect, then the assumptions and the characterisation
of recurrent states imply that
∑
x∈C0
∞∑
n=0
p
(n)
X
(x0,x) =
∞∑
n=0
PA(Xn ∈ C0) ≥
∞∑
n=0
PA(X
′
n = x
′
0) =
∞∑
n=0
p
(n)
X′
(x′0,x
′
0) =∞ .
Hence, there exists a state x∗ ∈ C0 such that
∑∞
n=0 p
(n)
X
(x0,x
∗) = ∞. Since the process
Xn, n ∈ Z+, is irreducible, we have p
(k)
X
(x∗,x0) > 0 for some k ∈ Z+. This leads to the
inequality
∞∑
n=0
p
(n+k)
X
(x0,x0) ≥
∞∑
n=0
p
(n)
X
(x0,x
∗)p
(k)
X
(x∗,x0) =∞ ,
meaning that x0 is a recurrect state of the chain Xn, n ∈ Z+, and the first statement is
proved.
Similarly, if the process X′n, n ∈ Z+, is positive recurrect, then∑
x∈C0
lim sup
n→∞
p
(n)
X
(x0,x) ≥ lim sup
n→∞
PA(Xn ∈ C0) ≥ lim sup
n→∞
PA(X
′
n = x
′
0)
= lim sup
n→∞
p
(n)
X′
(x′0,x
′
0) > 0 .
This implies that lim supn→∞ p
(n)
X
(x0,x
∗) > 0 for some state x∗ ∈ C0. Again, if k ∈ Z+ is
a constant such that p
(k)
X
(x∗,x0) > 0, then
lim sup
n→∞
p
(n+k)
X
(x0,x0) ≥ lim sup
n→∞
p
(n)
X
(x0,x
∗)p
(k)
X
(x∗,x0) > 0 .
From this inequality the characterisation of the types implies that the chain Xn, n ∈ Z+,
is positive recurrent, and the proof is complete.
Proposition 9. Consider subcritical p-type Galton–Watson processes X0,X1, . . . and
X′0,X
′
1, . . . based on the offspring and innovation vectors ξi(n, k), η(n) and ξ
′
i(n, k),
η′(n), i = 1, . . . , p, n, k = 1, 2, . . . , respectively. Assume that all of these offspring and
innovation vectors are independent of X0 and X
′
0, and assume that ξi(n, k) ≤ ξ
′
i(n, k)
and η(n) ≤ η′(n) hold for every i, n and k with probability 1. Under these assuimptions
if the process X′0,X
′
1, . . . has a stationary distribution, then X0,X1, . . . has a stationary
distribution, as well.
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Proof. Let C and C′ stand for the unique closed communication classes of the processes
provided by Theorem 1, and consider arbitrary values x0,x
′
0 ∈ Z
p
+ such that x0 ≤ x
′
0. By
the branching mechanism the processes satisfy the independence conditions of Porposition
8, and it can be shown by recursion with respect to n that (9) also holds. Since the process
(Xn,X
′
n), n ∈ Z+, reaches the set C×C
′ in finitely many steps with probability 1, formula
(9) implies that there exists states x ∈ C and x′ ∈ C′ such that x ≤ x′. This means that
the initial values x0 and x
′
0 can be chosen as elements of these classes, respectively. Since
C and C′ are closed, we can restrict the processes to these sets, resuting that the restricted
processes satisfy all conditions of Proposition 8.
If X′0,X
′
1, . . . has a stationary distribution, then this distribution must be concen-
trated to C′, the only closed communication class. This implies that the restriction of the
process to C′ is a positive recurrent Markov chain. Then, by Proposition 8 the process
X0,X1, . . . is positive recurrent on C, as well, and by the theory of Markov chains the
latter process has a stationary distribution.
Remark 1. Consider a single-type Galton–Watson process X ′0, X
′
1, . . . defined by
X ′n =
n∑
k=1
ξ′(n, k) + η′(n), n = 1, 2, . . . (10)
such that Eξ′(1, 1) > 0 and E log(η′(1) + 1) = ∞. Then, it can be shown by using
some classical results on Galton–Watson processes that X ′0, X
′
1, . . . does not have any
stationary distribution. For example, this result was proved in the subcritical case by
Foster and Williamson (1971) in their Corollary 2. To illustrate the application of our
Proposition 9 we present a short and simple proof for the remaining cases.
Let X0, X1, . . . denote the single-type Galton–Watson process corresponding to the
initial value X0 := X
′
0 and to the offspring and innovation variables ξ(n, k) := 1{ξ′(n,k)≥1}
and η(n) := η′(n), n, k = 1, 2, . . . This process is defined by replacing the vectors ξ′(n, k)
and η′(n) in the recursion (10) by ξ(n, k) and η(n), respectively. Note that the processes
Xn and X
′
n, n ∈ Z+, satisfy the assumptions of Proposition 9, and the moment conditions
imply that Eξ(1, 1) > 0 and E log(η(1)+1) =∞. If ξ(1, 1) = 0 with positive probability,
then Eξ(1, 1) < 1, meaning that X0, X1, . . . is subcritical. From this the referred result
of Foster and Williamson (1971) implies that X0, X1, . . . does not have any stationary
ditribution. If ξ(1, 1) = 1 with probability 1, then Xn → ∞ almost surely as n → ∞,
resulting that X0, X1, . . . does not have any stationary distribution in this case neither.
Then, by using Proposition 9 we immadiately obtain the statement.
Proof of Theorem 2. First, we show the existence of a stationary distribution under the
logarithmic moment condition of the theorem in the case when the set I contains all types.
Let us recall that the eigenvalues are continuous functions of the matrix entries. Since
the process Xn, n ∈ Z+, is subcritical, there exists an ε > 0 such that ̺(M
′) < 1 with
M′ := M+ε. Let 1 ∈ Rp denote the vector whose components are equal to 1, and consider
random vectors 1i(n, k), i = 1, . . . , p, n, k = 1, 2, . . . , being independent of each other and
of the variables in formula (2) and having common distribution P (1i(n, k) = 1) = ε and
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P (1i(n, k) = 0) = 1 − ε. Additionally, consider the multitype Galton–Watson process
X′n, n ∈ Z+, defined by replacing the variables (2) in the recursion (1) by the the initial
value X′0 := X0 and by the offspring and innovation variables
ξ′i(n, k) := ξi(n, k) + 1i(n, k) , η
′(n) := η(n) , i = 1, . . . , p , n, k = 1, 2, . . .
Note that the mean matrix of the new process is E[ξ′1(1, 1), . . . , ξ
′
p(1, 1)]
⊤ = M′, where
M′ is a positive matrix and ρ(M′) < 1. For any a1, . . . , ap ≥ 0 we have the algebraic
inequality
log(a1 + 1) + · · ·+ log(an + 1) = log
(
(a1 + 1) · · · (an + 1)
)
≥ log(a1 + · · ·+ an + 1) .
From this we obtain that
E log
(
‖η(1)‖+ 1
)
≤
p∑
i=1
E log
(
ηi(1) + 1
)
<∞ . (11)
meaning that
∑∞
k=1 log kP
(
‖η(1)‖ = k
)
is finite. Then, Corollary 1 of Kaplan (1973)
implies that the process X′n, n ∈ Z+, has a stationary distribution. Since the offspring
and the innovation variables satisfy the conditions of our Proposition 9, it follows that
the process Xn, n ∈ Z+, has a stationary distribution too.
Now, assume that the logarithmic moment condition of the theorem holds, and con-
sider the case when I does not contain all types. Let Ic stand for the complementer of I,
and define the random vectors ηI(n) and ηI
c
(n), n = 1, 2, . . . , by their i-th components
ηIi (n) :=
{
ηi(n), i ∈ I,
0, i ∈ Ic,
ηI
c
i (n) :=
{
0, i ∈ I,
ηi(n), i ∈ I
c,
i = 1, . . . , p.
Let VIk+n(k) and V
Ic
k+n(k), n = 0, 1, . . . , denote the number of the n-th generation off-
springs of the innovation variables ηI(k) and ηI
c
(k), respectively, and introduce the
Z
p
+-valued processes
ZIn := V
I
n(1) + · · ·+V
I
n(n), Z
Ic
n := V
Ic
n (1) + · · ·+V
Ic
n (n), n = 1, 2, . . . (12)
Based on the construction, the sequences in (12) are multitype Galton–Watson pro-
cesses corresponding to the initial states ZI0 := Z
Ic
0 := 0 and to the innovation variables
ηI(1),ηI(2), . . . and ηI
c
(1),ηI
c
(2), . . . , respectively, having the same offspring distribu-
tions as the original process Xn, n ∈ Z+. Also, we have V
I
n(k) + V
Ic
n (k) = Vn(k) for
every n and k, impliing the identity Zn = Z
I
n + Z
Ic
n , n ∈ Z+.
Consider random pairs (UIn,U
Ic
n ), n = 1, 2, . . . , which are independent of each other
and of the initial variableX0 such that (U
I
n,U
Ic
n ) has the same distribution as (V
I
n(1),V
Ic
n (1))
for every n. Note that the pairs (VIn(k),V
Ic
n (k)), k = 1, . . . , n, are independent of each
other, and (VIn(k),V
Ic
n (k)) has the same distribution as (V
I
n−k(1),V
Ic
n−k(1)), respectively.
Then, for every n the joint distribution of (VIn(k),V
Ic
n (k)), k = 1, . . . , n, is the same as
the joint distribution of (UIn−k+1,U
Ic
n−k+1), k = 1, . . . , n. This implies that[
ZIn
ZI
c
n
]
=
n∑
k=1
[
VIn(k)
VI
c
n (k)
]
D
=
n∑
k=1
[
UIk
UI
c
k
]
→
∞∑
k=1
[
UIk
UI
c
k
]
, n→∞, (13)
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where the convergence is understood in almost sure sense.
Since all components of the innovation variable ηI(1) have finite logarithmic moment
by assumption, the first step of current proof implies that the Galton–Watson process ZIn,
n ∈ Z+, has a (proper) stationary distribution. Additionally, the process converges to∑∞
n=1U
I
n in distribtution by formula (13). From these we obtain that the law of the limit
is the stationary distribution of the process, resulting that
∑∞
n=1U
I
n is convergent with
probability 1. Note that the multigeneration offsprings of every members of an arbitrary
type i ∈ Ic vanish at most in p steps. This means that Un =D V
Ic
n (1) = 0 for any
n ≥ p + 1. Let us recall that Yn, n ∈ Z+, denotes that number of the n-th generation
offsprings of the initial population X0. Since this process dies out in finitely steps with
probability 1 in case of any initial distribution, we obtain the almost sure convergence
Yn → 0, n→∞. Then, by using (13) we get that
Xn = Yn + Zn = Yn + Z
I
n + Z
Ic
n
D
−→0+
∞∑
k=1
UIk +
p∑
k=1
UI
c
k , n→∞,
where the limit variable is finite with probability 1, and its law does not depend on
the initial distribution. This convergence implies that the law of the limit variable is a
stationary distribution for the Galton–Watson process Xn, n ∈ Z+, in case of an arbitrary
set I.
We prove the contrary direction ot the theorem by contradiction. For this goal, assume
that the process has a stationary distribution π, and there exist states j0, j and integers
m0 ≥ 0, m ≥ 1 such that M
(m0)
j0,j
> 0, M
(m)
j,j > 0 and
∑∞
k=1 log kP (ηj0(1) = k) = ∞.
Since the second inequality implies that M
(nm)
j,j > 0 holds for any positive integer n, we
can assume without the loss of generality that m > m0. Additionally, it also follows that
E log(ηj0(1) + 1) =∞.
For an arbitrary positive integer n the members of the nm-th generation of the process
can be devided into two groups. Some of the members are m-th generation offsprings
of the population X(n−1)m, and the others are members of the innovation η(nm) or
multigeneration offsprings of η((n− 1)m), . . . ,η(nm− 1). By the branching mechanism
the distribution of the number of the members in the second group is the same as the
distribution of Zm. Also, the number of the m-th generation offsprings of an arbitrary
member of type i in the (n−1)m-th generation has the same distribution as the conditional
law of Ym with respect to {X0 = ei}. Furthermore, these variables are independent of
each other and ofX(n−1)m. Now, consider random vectors ξ
(m)
i (n, k),η
(m)(n), i = 1, . . . , p,
n, k = 1, 2, . . . being independent of each other and of X0 such that ξ
(m)
i (n, k) has the
same law as the conditional distribution of Ym under {X0 = ei}, and η
(m)(n) has the
same distribution as Zm, respectively. Then, we have
Xnm
D
=
p∑
i=1
X(n−1)m,i∑
k=1
ξ
(m)
i (n, k) + η
(m)(n), n = 1, 2, . . . (14)
(We note that this equation can be proved by standard calculations too, by using gener-
ating functions.) In the following we assume that equation (14) holds in almost sure sense
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for every n. We can do so without the loss of generality, because under this assumption
the distribution of the process Xnm, n ∈ Z+, does not change.
Let X∗0,X
∗
1, . . . stands for the p-type Galton–Watson process corresponding to the off-
spring and innovation vectors ξ∗i (n, k) := 1{i=j}ξ
(m)
i (n, k), η
∗(n) := η(m)(n), i = 1, . . . , p,
n, k = 1, 2, . . . , with the initial value X∗0 := X0. Then, we have ξ
∗
i (n, k) ≤ ξ
(m)
i (n, k) and
η∗(n) ≤ η(m)(n) for every i, n and k with probability 1, and (X0,X
∗
0) is independent
of all of these offpsring and innovation variables. Since π is a stationary distribution of
the Markov chain Xn, n ∈ Z+, it is a stationary distribution of the subsequence Xnm,
n ∈ Z+. Then, Proposition 9 implies that the process X
∗
n, n = 0, 1, . . . , has a stationary
distribution π∗ too. Observe that we have
X∗n,j =
X∗n−1,j∑
k=1
ξ∗j,j(n, k) + ξ
∗
j,j(n, k), n = 1, 2, . . . ,
meaning that X∗n,j, n ∈ Z+, is a single-type Galton–Watson process. Then, the j-th
marginal of the measure π∗ is a stationary distribution for this Markov chain. However,
in the next step we show that X∗n,j, n ∈ Z+, does not have any stationary distribution,
which leads to a contradiction. This proves that the moment condition of the theorem is
necessary for the existence of a stationary distribution of the original process Xn, n ∈ Z+.
By definition η∗j (1) has the same distribution as the j-th component Vm,j of the vector
Vm, and Vm,j denotes the total number of those elements in the m-th generation which
are of type j, and also, members of the innovation η(m) or multigeneration offsprings of
η(1), . . . ,η(m− 1). Note that η := ηj0(m −m0) is the number of those members in the
innovation η(m−m0) which are of type j0. Let V stand for the number of those members
in the m-th generation of the process which are of type j and m0-th generation offsprings
of the population η. Consider random variables ξ1, ξ2, . . . being independent of each
other and of η and having the same law as the conditional distributon Ym,j with respect
to {X0 = ej0}. Then, we have Vm,j ≥ V , and by the branching mechanism the variable
V has the same distribution as the sum
∑η
k=1 ξk. Note that Eξ1 = M
(m0)
j0,j
∈ (0,∞) and
E log(η + 1) =∞ by assumption. From these Proposition 7 implies that
E log
(
η∗j (1) + 1
)
= E log
(
Vm,j + 1
)
≥ E log
(
V + 1
)
= E log
( η∑
k=1
ξk + 1
)
=∞ .
Since the offspring variable ξ∗j,j(1, 1) has the same distribution as ξ
(m)
i (1, 1), it follows that
Eξ∗j,j(1, 1) = M
(m)
j,j > 0. Then, by Remark 1 the single-type Galton–Watson process X
∗
n,j,
n ∈ Z+, can not have any stationary distribution. This argument completes the proof of
the theorem.
Proof of Theorem 3. First, we show that if either (i) or (ii) is satisfied then C is a subset
of a lower dimensional affine subspace S of Rp. Assume that type j dies out for some
j = 1, . . . , p. Then, by using the notations introduced in the proof of Theorem 1, the
j-th component of Vn vanishes with probability 1 for every positive integer n. Since C is
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defined as the union of the ranges of the variables Vn, n ≥ n
∗, the class C is a subset of
the linear subspace S defined by the the equation e⊤j v = 0, v ∈ R
p.
Now assume that (ii) holds and consider an arbitrary x′ ∈ C. Since C is a communi-
cation class, the state x′ is accesible from some x ∈ C in one step. Working on the event
{X0 = x} we get the equation
c⊤X1 =
p∑
i=1
xi∑
k=1
c⊤ξi(1, k) + c
⊤η(1) = 0 + c⊤η(1) .
Because Px(X1 = x
′) > 0 and c⊤η(1) is degenerate by assumption, the vector x′ is an
element of the affine subspace S defined by the equation c⊤v = c⊤η(1), v ∈ Rp.
For the contrary direction let S ( Rp denote the affine subspace generated by C, and
assume that none of the types dies out. Consider an arbitrary state x∗ ∈ C, and fix a
vector y∗ ∈ Zp+ such that P (η(1) = y
∗) > 0. Since the set V := S − x∗ is a linear
subspace of Rp with dimension less than p, the orthogonal complementer V⊥ of V is a
non-trivial linear subspace of Rp, and we have c⊤x = c⊤x∗ for every c ∈ V⊥ and x ∈ S.
Consider an arbitrary state x ∈ C and an arbitrary vector c ∈ V⊥, and work on the
event {X0 = x}. The communication class C is closed, which implies that the variable
X1 lies in S with probability 1, and hence, we obtain the equation
c⊤x∗ = c⊤X1 =
x1∑
k=1
c⊤ξ1(1, k) + · · ·+
xp∑
k=1
c⊤ξp(1, k) + c
⊤η(1) . (15)
Consider any type i = 1, . . . , p. Since type i does not die out by assumption, there
exists a state x ∈ C such that xi 6= 0. With this state the left side of equation (15) is
deterministic, and the terms on the right side are independent of each other, which imply
that c⊤ξi(1, 1) and c
⊤η(1) are degenerate variables. Then, by formula (3) we have
c⊤x∗ = c⊤S(x) + c⊤η(1) = Ex
(
c⊤S(x)
)
+ c⊤y∗ = (Mc)⊤x+ c⊤y∗ (16)
with probability 1 for any state x ∈ C and vector c ∈ V⊥. Since S is the affine subspace
generated by the set C, equation (16) is valid for any x ∈ S, as well.
Consider an arbitrary vector v ∈ V, and note that both v + x∗ and x∗ are elements
of S. Then, from equation (16) it follows that
(Mc)⊤v = (Mc)⊤(v + x∗)− (Mc)⊤x∗ = c⊤(x∗ − y∗)− c⊤(x∗ − y∗) = 0 .
This implies that Mc ∈ V⊥ for any c ∈ V⊥, and hence, we have ψ(V⊥) ⊆ V⊥ with the
linear function ψ : Rp → Rp, ψ(c) = Mc. Because the process Xn, n = 0, 1, . . . , reaches
the class C in finitely many steps almost surely in case of any initial state, there exists
a state z ∈ Zp+, z 6∈ S, such that the subspace S is accesible from z in one step. Since
under the event {X0 = z} the variable X1 is an element of S with positive probability,
the equation
c⊤x∗ = c⊤X1 = c
⊤S(z) + c⊤η(1) = Ez
(
c⊤S(z)
)
+ c⊤y∗ = (Mc)⊤z+ c⊤y∗ (17)
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holds with positive probability in case of any c ∈ V⊥. As a consequence, we get that
c⊤(x∗− y∗) = (Mc)⊤z. Let us consider the orthogonal decomposition z = x+ x⊥ where
x ∈ S and x⊥ ∈ V⊥, x⊥ 6= 0. From (16) we obtain that
c⊤(x∗ − y∗) = (Mc)⊤z = (Mc)⊤x+ (Mc)⊤x⊥ = c⊤(x∗ − y∗) + ψ(c)⊤x⊥ ,
and hence, ψ(c)⊤x⊥ = 0 for any vector c ∈ V⊥. That is, ψ(V⊥) ⊥ x⊥ ∈ V⊥ implying that
ψ(V⊥) ( V⊥. This means that ψ is not a full rank linear transformation, and there exists
a vector c∗ ∈ V⊥ such that Mc∗ = ψ(c∗) = 0. Since the variables c⊤ξi(1, 1), i = 1, . . . , p,
are deterministic in case of any c ∈ V⊥, we get that
(c∗)⊤ξi(1, 1) = E
(
(c∗)⊤ξi(1, 1)
)
= (c∗)⊤Eξi(1, 1) = (Mc
∗)⊤ei = 0 , i = 1, . . . , p ,
and the proof is complete.
Proof of Theorem 4. First, assume that the stationary distribution π has finite moment
of order α, and consider an arbitrary type i that does not die out. Then, there exists a
state x ∈ C whose i-th component is not zero. If the initial distribution of the process is
set to the stationary distribution π, then
∞ > E‖X1‖
α ≥ Ex‖X1‖
αP (X0 = x) ≥ E
∥∥ξi(1, 1)∥∥απ({x}) ,
proving that E‖ξi(1, 1)‖
α is finite. Similarly, E‖η(1)‖α ≤ E‖X1‖
α <∞.
For the contrary direction assume that (ii) holds, and consider the constant λ ∈ (0, 1)
and the vector v ∈ Zp+ of Proposition 6 with A = M. Since the proposition remains true
if we multiply v with a positive number, we can assume that the components of v are
larger than 1. Also, introduce the function V (x) = (v⊤x)α + 1, x ∈ Zp+, and note that
‖x‖α + 1 ≤ V (x) for every states x. Our goal is to prove that
ExV (X1)− V (x) ≤ −c1V (x) + c21Z′(x) (18)
holds for every x ∈ Z, where c1 > 0 and c2 < ∞ are suitable real values, and 1Z′ is
the indicator function of a suitable finite set Z ′ ⊆ Z. From Theorem 1 it follows that
the process Xn, n ∈ Z+, is ψ-irreducible and aperiodic in the sence of Meyn and Tweedie
(2009) on the reduced state space Z, and their Proposition 5.5.5 implies that the finite
set Z ′ is petite. This means that if we can prove the Foster–Lyapunov type criteria in (18)
for every states x ∈ Z, then Theorem 15.0.1 of Meyn and Tweedie (2009) immediately
implies statement (i) and inequality (4) in the current theorem. Since the function V is
finite on Z, to prove (18) if is enough to show that
ExV (X1) ≤ (1− c1)V (x) (19)
holds for all except finitely many states x ∈ Z.
If α ≤ 1, then the function t 7→ tα is increasing and concave on the positive halfline,
and hence,
Ex
(
v⊤X1
)α
= E
(
v⊤S(x) + v⊤η(1)
)α
≤
(
v⊤ES(x)
)α
+ E
(
v⊤η(1)
)α
≤
(
v⊤M⊤x
)α
+ E
(
‖v‖‖η(1)‖
)α
=
(
λv⊤x
)α
+ ‖v‖αE‖η(1)‖α .
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Consider an arbitrary constant c1 ∈ (0, 1− λ
α). Then, for all except finitely many states
x ∈ Z we get that
ExV (X1) = λ
αV (x) + (1− λα) + ‖v‖αE‖η(1)‖α ≤ (1− c1)V (x) .
That is, inequality (19) is satified.
In the case α > 1 let ‖ · ‖Lα stand for the L
α-norm of random variables. Fix an
arbitrary state x ∈ Z, and introduce the random vectors X1 := X1 − ExX1,
ξi(n, k) := ξi(n, k)− Eξi(n, k) , η(n) := η(n)− Eη(n) , i = 1, . . . , p , n, k = 1, 2, . . .
Then, we have(
Ex(v
⊤X1)
α
)1/α
=
∥∥v⊤X1∥∥Lα = ∥∥v⊤X1 + E(v⊤S(x))+ E(v⊤η(1))∥∥Lα
≤
∥∥v⊤X1∥∥Lα + ∥∥v⊤M⊤x∥∥Lα + ∥∥v⊤Eη(1)∥∥Lα ≤ ∥∥v⊤X1∥∥Lα + λv⊤x+ v⊤Eη(1).
By using the Marcinkiewicz–Zygmund inequality (see Theorem 13 of Marcinkiewicz and Zygmund
(1937) or Theorem 10.3.2 of Chow and Teicher (1997)) we get that∥∥v⊤X1∥∥αLα = E
∣∣∣∣ p∑
i=1
xi∑
k=1
v⊤ξi(1, k)+v
⊤η(1)
∣∣∣∣α ≤ CE[ p∑
i=1
xi∑
k=1
∣∣v⊤ξi(1, k)∣∣2+∣∣v⊤η(1)∣∣2]α/2,
where the positive constant C depends only on α. Let us note that for arbitrary nonneg-
ative values a1, . . . , an we have(
a1 + · · ·+ an
)α/2
≤ nq−1
(
a
α/2
1 + · · ·+ a
α/2
n
)
,
where the value β also depends only on α. This inequality follows with β = 1 in the case
α ≤ 2 from the fact that the function t 7→ tα/2 is concave on the positive halfline, and
with β = α/2 in the case α > 2 from the power mean inequality. Then, we get that∥∥v⊤X1∥∥αLα ≤ C(‖x‖+ 1)β−1[ p∑
i=1
xi∑
k=1
E
∣∣v⊤ξi(1, k)∣∣α + E∣∣v⊤η(1)∣∣α] ≤ C(‖x‖+ 1)βbα ,
where
bα := max
{
E
∣∣v⊤ξ1(1, 1)∣∣α, . . . , E∣∣v⊤ξp(1, 1)∣∣α, E∣∣v⊤η(1)∣∣α} <∞ .
Consider any constant c1 ∈ (0, 1−λ
α). Since (1− c1)
1/α > λ and β/α < 1, it follows that
ExV (X1) = Ex
(
v⊤X1
)α
+ 1 ≤
[
(Cbr)
1/α
(
‖x‖+ 1
)β/α
+ λv⊤x+ v⊤Eη(1)
]α
+ 1
≤
[
(1− c1)
1/αv⊤x
]α
+ (1− c1) = (1− c1)V (x) ,
where the second inequality holds for all except finitely many values x ∈ Z. This proves
inequality (19) in the case α > 1.
If all offspring distributions have finite moment of order α, then one can show by
similar calculations that inequality (18) holds for any x ∈ Zp+ with suitable constants
c1, c2 and with a finite set Z
′ ⊆ Zp+. Then, again, Theorem 15.0.1 of Meyn and Tweedie
(2009) implies that (4) holds not only on the set Z but for every states x ∈ Zp+. This
argument completes the proof of our last theorem.
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