Abstract-This paper studies the effects of tuning delay of transmitters in packet-based optical broadcast networks. We consider scheduling of random traffic with tunable transmitters and fixed-tuned receivers and obtain the degradation imposed by tuning delay using several performance criteria, such as schedule completion time, average packet delay, and session blocking rates. We show that for off-line scheduling the effects of tuning delay are small even if the tuning time is as large as the packet duration.
I. INTRODUCTION
HE EXTRAORDINARILY high bandwidth provided by T optical fiber makes it possible to design and implement local and wide area networks with high throughput and large number of users. A natural way to exploit the fiber bandwidth in a multiple user environment is to divide the bandwidth into narrower channels and assign users to these channels. This wavelength-division multiplexing approach has been the focus of intense research.
A critical functionality that is required for wavelengthdivision multiplexed (WDM) is tunability, which refers to the ability of network nodes to tune across the channels. There are two device parameters in this context with important implications on system design and performance: tuning range and tuning delay. Tuning range specifies the number of channels that a device (a laser or an optical filter) can tune to, while tuning delay is the time latency in tuning from one channel into another. Ideally, a tunable device would be able to tune to an arbitrarily large number of channels with negligible delay. In a network with small size and low transmission rates, practical Manuscript received March 22, 1995; revised August 12, 1995. limits on tuning range and tuning delay may be unimportant, as every node can have its unique transmitting (or receiving) wavelength and the tuning delay is a negligible fraction of data transmission duration. In a high speed network with a large number of users the situation is different; there may not be sufficiently many wavelengths, and small time scales imposed by high rates increases the importance of tuning delay.
The purpose of this paper is to obtain fundamental performance limitations due to tuning delaly in bandwidth-limited optical broadcast networks. We will show that the effect of tuning delay on network performance is not significant provided that the tuning delay is no more than the packet duration and efficient transmission methods are employed. This conclusion holds for a variety of network services, including packet-switched and circuit-switched traffic, and performance metrics, such as schedule clearance time, average packet delay and blocking probability. The inherent robustness in performance against tuning delays is of interest to optical device researchers and network architects. It implies that further reductions in tuning delay from a packet duration yields negligible returns in performance improvement. It also points out that suitably designed protocols for accessing network resources may circumvent inefficiencies in device performance. Distributed and efficient implementations of such protocols require further research.
We consider packet transmissions in an all-optical WDM network with a broadcast star physical topology. Each of the N nodes in the network has a single tunable transmitter and a single fixed-tuned receiver. There are W ( 5 N ) wavelengths in the network, and K = N / W receivers share a wavelength. (We assume for simplicity that K is an integer.) For reasons that will become apparent, we say the network is bandwidth limited if W 5 N / 2 , so that each wavelength is shared by at least two receivers. Our main focus is on bandwidth-limited networks; however the case where each receiver is assigned a unique wavelength (W = N ) will also be considered.
Any signal transmitted on any wavelength is received by all the nodes simultaneously. Therefore, some form of coordination or scheduling is required to ensure that no two transmitters use the same wavelength at the same time [l].
This coordination is complicated by the fact that a transmitter needs time to tune from one wavelength to another. We define the normalized tuning delay 6 as the time for a transmitter to tune, expressed in units of packet duration. The value of 0733-8716/96$0.5.00 0 1996 IEEE S depends on the transmission rate, the packet size, and the laser tuning time. For instance, with a 1 Gbls rate, 1000-b packets, and 1 p s tuning time, the normalized tuning delay is 1. Advances in rapidly tunable lasers and optical filters will make S smaller. Conversely, higher transmission speeds and smaller packet sizes increase 6.
We mainly consider the effects of tuning delay on bandwidth-limited networks supporting random traffic when S 5 1. This range of tuning delay is considered because it is likely to be the case in future networks. For results on deterministic traffic with larger 6; see [2] and [3] . Our major contribution is to show that the inefficiency due to tuning delay can be eliminated through off-line scheduling, provided that the tuning times are no more than the packet duration. We also consider scheduling circuit connections on a broadcast star with tunable transmitters and fixed-tuned receivers. This problem admits an identical formulation to the packet transmission case considered above. We show that there is no throughput penalty associated with tuning delay as long as the tuning times are shorter than the time slots.
The organization of the paper is as follows. In Section 11, we introduce the mathematical model and summarize previous work. In Section 111, we provide a lower bound on the average time to transmit a set of packets. We also provide an upper bound by considering a schedule used by Pieris and Sasaki for deterministic traffic [2] . In Section IV, we introduce a simple near-optimal schedule for random traffic. Section V relates the results to real-time traffic, shows the inherent stability of the scheduling problem, and obtains the traffic capacity and average packet delay. The issue of time-slot assignment in connection-oriented broadcast networks is considered in Section VI. Conclusions are given in Section VII.
TRAFFIC MODEL AND PREVIOUS WORK
We now present a general model which can be used for both connectionless and connection-oriented traffic. Consider first a packet transmission scenario. An off-line scheduler assigns a sequence of transmission times to head-of-line packets for all source-destination pairs. A random traffic matrix D specifies the packets to be scheduled, with d,, = 1 if the sourcedestination pair ( i . j ) has such a packet and d,, = 0 otherwise. We assume that the random variables { d z 3 } are independent and identically distributed (i.i.d.) with Pr(d,, = 1) = p . Thus the matrix D is composed of N 2 i.i.d. entries with Bernoulli distribution. We will use the notation Ber(p) to denote this distribution. The parameter p models the buffer occupancy probability for each of the N 2 source-destination buffers.
Our goal is to investigate how the packet transmissions must be scheduled for a given set of parameters { N . W, 6, p } so that the average time to transmit D is minimized. We assume that the traffic matrix D is known to all nodes so that every node can determine its sequence of transmission and tuning events independently of other nodes. Since our main interest is in the fundamental performance limitations imposed by the tuning delay, we will not be concerned with algorithmic implementation and complexity issues in this paper. for all rows i and for all columns j and j ' that belong to different wavelengths.
The constraint C1 stems from the fact that a wavelength can be used by one source destination pair at a time, and that each source can transmit at most one packet at a time. Constraint C2 includes the transmitter tuning delay and introduces an asymmetry between the rows and the columns of D.
While the above traffic model is described in terms of packet transmissions, it also applies to the case of connection-oriented networks such as IBM's Rainbow [8] and the AT&T/DEC/MIT All-Optical Network (AON) ' [9] . Here the entries are viewed as sessions to be established between the nodes with the possibility of multiple connections per node. This point of view will be elaborated in Section VI.
The random traffic matrix model just described is more general than previous models for packet scheduling. The case p = 1 corresponds to all-to-all packet transmission scenario considered by Pieris and Sasaki [2] and Aggarwal et al. [3] . Here every node has exactly one packet to transmit to every other node. Pieris and Sasaki assume S is a nonnegative integer, and make the important observation that for large tuning delays there exists an optimal number of wavelengths which optimally balances the wavelength concurrency with tuning delay. It is shown that any schedule requires a time of at least N f i packet times (S 2 l ) , and two schedules are provided with clearance times of N ( & + 1) and 2 N G , respectively. We will adopt one of these schedules in Section I11 to provide an upper bound in the case of random traffic. In this work, we improve their lower bound to the clearance time, and generalize it for random traffic. Another difference in this paper is that we view the number of wavelengths as fixed and try to achieve optimal scheduling for all values of W.
Aggarwal et al. [3] consider the case of tunable transmitters and tunable receivers and provide a lower bound of N to the clearance time of an all-to-all transmission schedule, as well as an upper bound of N(&+ 0.5). These results assume 6 >> 1, whereas we will be interested in the case S 5 1.
The connection-oriented traffic to be considered in Section VI has been studied in [lo] under a different system model, where conclusions that are similar to ours have been reached through simulations. 'Unlike our model, this network uses tunable transmitters and receivers. Receiver tunability will be discussed in Section IV.
The special case of W = N wavelengths with an arbitrary traffic matrix D corresponds to the well-known scheduling problem in satellite switched time-division multiple access (SS-TDMA). In SS-TDMA, d;, is the number of time slots per frame that is needed for the source-destination pair ( i , j ) , and the schedule corresponds to the design of a frame2. The N wavelengths are analogous to spatial diversity of N ground stations, and tuning corresponds to a reconfiguration of an on-board satellite switch [Ill. However, there are important differences between optical WDM and SS-TDMA. First, changing the switch configuration corresponds to all users tuning simultaneously which is not a requirement in optical WDM. For instance, the scheduling algorithm that will be presented in Section IV uses nonsimultaneous tuning to achieve near-optimal clearance time. In SS-TDMA, S typically is small and therefore the emphasis has been on minimizing the total transmission time [ l l , 121. In this case polynomialtime algorithms for generating the optimal schedule are known.
Gopal and Wong consider the other extreme S >> 1, and show that finding the optimal SS-TDMA schedule for a given traffic matrix is NP-complete even in special cases [ 131. In this paper, our interest is in pursuing average-case optimality when the traffic matrix is generated by a probability distribution.
LOWER AND UPPER BOUNDS ON THE CLEARANCE TIME
As explained in the previous section, the traffic matrix D contains the packets to be transmitted in the current schedule. Suppose the receivers are labeled such that the set of When the collapsed traffic matrix C is generated according to the probability distribution described earlier, the optimal expected clearance time with S = O,T*(S = O , p ) , is found as the expected value of the maximal line sum where cT and e, are the maximal row and column sums respectively, and the lower bound folllows from the convexity of max(z, y) and Jensen's inequality [ 151.
Now let us return to the case of nonzero tuning delays and consider a simple idea that we will return to in the sequel.
Suppose each packet is "padded" by 6 time units to allow possible (and wasteful) tuning after each packet transmission. This padding results in a schedule that takes an average time of T* (6 = 0, p ) (1 + 6) to complete. Thus the optimal schedule has an average clearance time bounded by For S 5 1, the upper and lower bounds are within a factor of two. One of the goals in the subsequent sections is to show that this potentially 100% inefficiency can be avoided by a more efficient schedule. Note that this is not an additional requirement, some form of scheduling is always necessary to avoid conflicts even without tuning dielays.
A tighter lower bound than the one in (1) can be obtained by the following argument. Consider the ith row of C, and suppose there is a total of N, packets distributed over K, columns. Then transmitter T, must spend a time N, transmitting its packets and a time K,S tuning to K, different wavelengths4, hence the clearance time must be at least
Thus e,, represents the total number of packets from transmitter T, to the receivers in wavelength A, . These entries are statistically independent and are binomially distributed with parameters N / W and p (We will use the notation Bin( N / W , p ) to denote this distribution).
Let us temporarily neglect the tuning delay, i.e., set 6 = 0.
In this case, the results of [11] can be applied to determine the clearance time of the optimal schedule. First, observe that for a given C the schedule will take a time at least c, is the maximal line (row or column) sum of the matrix C. Second, Hall's theorem on systems of distinct representatives (SDR's) can be applied to express C as a sum of exactly cm permutation matrices3 [14]. Since each such permutation matrix corresponds to conflict-free transmission of packets in C, the resulting schedule has an optimal clearance time of *This is analogous to our circuit-switched model in Section VI. A permutation matrix is a 0-1 matrix with at most one nonzero entry per row and per column. which implies
The latter distribution follows from the fact that the occupancy events of W wavelengths are statistically independent. Note that for e,, = 0, all N / W corresponding entries must be zero.
On the other hand, if W < N , N, and K, are correlated and obtaining the expectation in (2) appears to be a difficult task.
In this case, we will use -*
where K,* is the number of occupied wavelength groups in the row with maximal row sum. In the second line above, we have weakened the bound by considering the row that achieves maximal N,, and in the third line we have used the fact that the maximally congested row will have a larger expected wavelength occupancy than a typical row. It is useful to define the expected value of the maximum of a set of i.i.d. Binomial random variables. Let X,. 1 5 i 5 L.
Using this definition, we have from (3) and (4)
( 5 )
We will refer to this lower bound as the tuning bound.
One can obtain a different lower bound using the constraint that no more than one packet can be transmitted at a given wavelength at the same time. The schedule will then take a time of at least the maximal column sum of C; and therefore (6) We will refer to the lower bound in (6) as the bandwidth bound.
Combining the tuning and the bandwidth bounds, we have
as the tuning bound dominates the bandwidth bound with i V wavelengths. The bounds in (7) and (8) will prove to be very important as we will find a schedule which achieves an expected clearance time that is very close to these bounds.
At this point let us consider the special case of p = 1 in some detail. This is the all-to-all broadcast scenario that was analyzed by Pieris and Sasaki in [2] . The lower bound in (7)-(8) simplifies to To see the inequality, construct an N x N array of Ber(p) random variables, and its "folded version" which is obtained by appending the last N / 2 rows to the first N / 2 rows thus forming an N / 2 x 2N array. The mean value of the maximal row sum of the folded array, which is f ( 2 N , p , N / 2 ) by definition, is no less than the sum of the mean maximal row sum of the original row and the mean nonmaximal row sum.
For large N; a row that does not achieve the maximal sum is a typical row (with mean row sum N p ) and the inequality follows. While a lower bound to the average clearance time provides a limit to the efficiency of scheduling, it is necessary to assess its tightness before any conclusions can be drawn from such a bound. Therefore we would like to obtain an upper bound to T ( S , p ) , preferably by using a simple scheduling algorithm.
In this section, we consider a suboptimal algorithm given in However, this near-optimality is no longer attained when p < 1 as Fig. 2 indicates. In fact, when p << 1 and W is large, the upper bound indicates a significantly inferior performance than the lower bound. There are two potential sources for this 5The optimal performance for IV = N and p = 1 could also be achieved by a schedule that employs padding. discrepancy. First, the synchronized nature of Pieris-Sasaki algorithm is well suited for a full traffic matrix, but is less efficient for a sparse matrix. Second, the lower bound may not be tight for p < 1. In the next section, we will provide a different scheduling algorithm which achieves near-optimal results for all values of p . This will show that the lower bound is, in fact, tight.
IV. SINGLE RESERVATION SCHEDULING
For a random traffic matrix D, it is intuitively clear that an efficient scheduling algorithm must exploit the traffic information so as to avoid unnecessary tuning events. We now describe an algorithm that is based on reserving idle transmitters to wavelengths that are close to completing the service of the active transmitters. The concurrency in the tuning and transmission events improves the efficiency. We call this algorithm the single reservation algorithm (SRAL) as it reserves at most one transmitter for each wavelength. The basic principle of SRA is to reserve an idle and unreserved transmitter for a wavelength A, , S time units before the transmitter currently active in A, completes its transmission. Thus for S < 1, the reserved transmitter can tune to A, just-in-time to eliminate any dead-time in A, .
A reservation based real-time protocol, the MaTPi protocol, has been recently proposed for optical WDM with integer 6
[16]. In MaTPi, a node with data reserves a time slot which is 6 time slots in the future. SRA uses a different approach;
it utilizes the global traffic information to reserve idle nodes, as explained below.
In the initial phase of the SRA, the transmitter which has the maximum number of packets in A 1 tunes to A l . Of the remaining transmitters, the one with most packets in A2 tunes to A 2 and so on. These transmitters then sequentially transmit all their packets in the tuned Wavelength. The rest of the transmitters remain initially idle and unreserved. When the remaining transmission time in A, falls below 6, an idle transmitter with packets on A, is reserved. The reserved transmitter starts tuning to A, and transmits its packets as soon as its tuning is complete. The transmitter which was previously using A, joins the idle pool and becomes available for reservation. If there are more than one idle and unreserved transmitters that have packets for A, , the one with largest demand for A, is reserved. Conversely, if there are no idle transmitters with traffic on A,, A, remains unreserved and potentially unused until a reservation can be made. In the case of simultaneous reservations on two or more wavelengths, priority is given to the wavelength with lowest index.6 The algorithm continues until the matrix is cleared.
It is difficult to obtain the performance of SRA analytically. Therefore we have resorted to Monte Carlo simulations for evaluating the average clearance time. In Figs. 1 and 2 , we show the average clearance time of SRA for some sample values of S and p . As suggested by these figures, we have observed that for S 5 1 and 0 < p 5 1, the SRA clearance time 6This fixed priority implies that the rightmost columns of the traffic matrix are cleared later on the average. Fairness cain be achieved by rotating the priority among the wavelengths.
is very close to the lower bound. We have simulated the cases S = 0 . 1 , 0 . 5 , l . p = 0 . 1 , 0 . 5 , 1 , f o r N = 1 0 0 a n d N = 3 2 . F o r each value of N , W was varied to exhaust the set of divisors of N . In most cases the simulation performance was within 5 % of the lower bound, the worst case discrepancy observed was 30%.
Note that the single reservation algorithm will not be efficient for S > 1 as the reserved transmitters may not complete their tunings in time to avoid "dead times." This is particularly true when W is large and p is small, since in this case the idle pool will be small. Reserving multiple transmitters may be a better option to implement in this case. For a different scheduling algorithm that achieves high efficiency with arbitrary S. see [17] . Our goal in presenting SRA is not to provide a best possible scheduling algorithm; rather, it is to demonstrate that the analytical lower bound presented earlier captures the fundamental effects of tuning delay on performance in random traffic. This way, one can reliably use the lower bound to derive insights into the effect of tuning delays on scheduling performance.
First, let us consider the all-to-all transmission case p = 1. Assuming the lower bound in (9) can be achieved, the scheduling penalty due to tuning delay is given by as it would normally be the case in a large network, the clearance time would be larger than that with one wavelength per user; however there is no penalty due to the tuning delay. This conclusion has an important practical ramification: In a bandwidth-limited network, the packet length can be made as short as the tuning time without any tuning penalty. Another relevant issue is the efficiency of the optimal schedule relative to a schedule with padding. Since padding achieves a clearance time of T*(S = 0 , p = 1)(1 + 6). we define the improvement with the optimal schedule with p = 1 as
which means that with W 5 N / 2 , optimal scheduling will gain a factor of 1 + 6 over padding. But if W = N ; padding is optimal. An important implication of these results is that, in bandwidth-limited networks with uniform traffic, introducing tunability at the receivers as well as the transmitters cannot improve the clearance time, as the performance is limited by the bandwidth and not by the tuning delay.
v. REAL-TIME TRAFFIC AND DELAY PERFORMANCE
The off-line scheduling approach we have considered in the preceding sections must be embedded in a network with realtime packet traffic. In this setting, the packet streams will be stored in N 2 buffers, one per source-destination pair, and a single head-of-line packet will be cleared from each nonempty buffer per ~c h e d u l e .~ 7 0 f course, we couid allow traffic matrices with nonhinarv entries in sum is formidable. Therefore we use the Jensen inequality to scheduling. It is natural to question whether such a network reaches equilibrium and whether the equilibrium is stable. Let the packet arrival rate (normalized with respect to packet duration) per source-destination pair be A. If X is too large, the number of packets that arrive during a schedule will exceed the amount that can be cleared in the next schedule, the buffer occupancies will grow without bound, and the traffic input to the schedule converges to a full matrix ( p = I). Thus, there is a certain traffic capacity CO (6) beyond which input traffic rates cannot be supported. However, it is not clear that rates X _< Co(6) can be supported with stability, i.e., with a single distribution p on the traffic matrix and a steady state buffer occupancy. We now proceed to show that this is the case under optimal scheduling.
The aggregate input rate to the network is N2X while the aggregate output rate is N 2 p / T * (6, p ) . Thus, flow conservation dictates that in the steady state (if it exists) For a given throughput A, (14) must be solved for p . Let g ( p ) p / T * ( S , p ) . For a single equilibrium point g ( p ) must be monotonic on (0,1]. That g ( p ) 2 g ( p / n ) for integer n can be seen as follows. A suboptimal way to schedule a matrix C with probability distribution Ber(p) is to randomly decompose C into n matrices C1, C2, . . ' , C, each with probability distribution Ber(p/n) and to sequentially schedule these n matrices. Thus T*( 6, p ) 5 nT*( 6, p / n ) which implies
is monotonically increasing with p , as illustrated in Fig. 4 for N = 100 and S = 0.5.
As a result of this monotonicity, an equilibrium point exists as long as A 1 where CO (6) is the scheduling capacity per source-destination pair. The overall scheduling capacity of the network is where the last equality is valid for S 5 1. With a large number of wavelengths the capacity is reduced by a factor 1 + S.
For W 5 N/2, the capacity is not affected by tuning delay (provided that 6 5 1).
Another implication of the monotonicity of g ( p ) is that the equilibrium point is stable. A standard graphical perturbation analysis shows that small fluctuations in the input rate X will be compensated by changes in p , rendering the equilibrium point (p,X) stable.
The queueing delay of the underlying system can be found We define the waiting time D of a packet as the time from the arrival of the packet to the beginning of the schedule in which the packet will be transmitted. This waiting time consists of two components: the residual time for the completion of the schedule during which the packet arrives, and a random number of complete schedules that clear the packets which the packet found waiting in its buffer. The delay analysis follows along the lines of the derivation of the average waiting time in an M/G/l queue with server vacations of Bertsekas and Gallager [18], and will not be given here. Two minor modifications must be noted. First, the analysis takes into account the fact that an arriving packet always find a schedule in effect upon arrival. Second, we use a mild approximation concerning the statistical independence of schedule duration and existence of a packet in a test buffer. The resulting average waiting time is -where T2 is the second moment of the clearance time.
We are interested in finding the average waiting time D as a function of traffic utilization p . Note from (14) that XT = p .
We obtain the first two moments of T from the simulations as a function of p in order to evaluate (15). These results show that when tuning delays are no more than the packet duration, the previous observation of negligible performance degradation in expected clearance time of a schedule also extends to the case of average delay in real-time traffic.
VI. CONNECTION-ORIENTED NETWORKS
We have found it convenient to describe the scheduling framework in this paper in terms of a connectionless network. The model and the results are equally applicable to receivers are allowed.) Since the physical topology is a broadcast star, a circuit connection corresponds to a wavelength and a time slot assignment in a TDM frame. The wavelengths are preassigned to the receivers in a fixed manner, therefore the scheduling problem becomes one of time slot assignment in the TDM frame subject to the same constraints in the packet switching case (see Section 11). The goal is to find the frame of shortest duration that satisfies the tuning delay and transceiver constraints. This is equivalent to finding the minimum clearance time schedule when the packet duration is replaced by the duration of a time slot. Our results in Section IV indicate that the time slot can be made as short as the lower bounds without any tuning penalty in a bandwidth-limited network.
One major difference between connectionless and connection-oriented traffic is the frequency at which the scheduling algorithm is executed. With packet transmissions, the schedule lasts only for one clearance time, so the execution time of the algorithm is important. On the other hand, with circuits the schedule is in effect for a longer time scale. The current time slot assignment will remain unchanged until one of the current sessions complete or until a new session request is received. Therefore, the time complexity of scheduling algorithms i s less critical with connection-oriented traffic and a near-optimal algorithm may be attractive even with a high time complexity.
An implicit assumption in this model is that when a new schedule is generated the time slot assignment of previously existing sessions may change. An interesting open question pertains to the case where this reconfiguration is not allowed. The effect of tuning delay may be more severe under this scenario.
The TDM scheme above has a frame length that varies according to the traffic demand, and no session blocking occurs. In a practical network, e.g. the T-l carrier system in digital telephony, the number of time slots in a TDM frame is fixed and a session is blocked if there are no time slots available. The tradeoff between the frame length and the blocking performance is important to quantify for appropriate design of TDM networks. We now analyze the scheduling framework in this context.
Suppose the TDM frame contains T f time slots that can be assigned to individual sessions. Then some session requests in the traffic matrix will be blocked if the corresponding clearance time T is greater than T f . The number of blocked sessions when this condition occurs depends on the traffic matrix and the scheduling algorithm. A loose upper bound to the blocking probability Pb can be obtained by assuming that an arbitrary test session will be blocked whenever T > T f as which can be evaluated by simulating the distribution of the clearance time. This bound will be overly pessimistic for large values of N 2 p as it assumes all the sessions will be blocked whenever some blocking occurs.
A better approximation to Pb can be obtained by uniform clearance assumption. This assumption refers to a uniform rate of transmission throughout the schedule, and may or may not hold for a specific scheduling algorithm. For example, a greedy-type algorithm may transmit a large number of sessions per unit time at first, and then a small number of conflictcreating sessions at a slower rate. A reverse situation is also possible through a time-reversal of the case just described. Uniform clearance is equivalent to a linear time decay in the number of remaining sessions, while nonuniform clearance may be super-linear near the start of the schedule and sublinear near its end, or vice versa.
With the noted assumption, the approximation to Pb can be obtained as
performance prediction of the lower bound It is also worthwhile to consider the accuracy of the blocking where N, is the number of sessions originating at transmitter 2 . K, is the number of wavelengths transmitter .i needs to tune to, and L, is the number of sessions in wavelength j . Using the lower bound in place of the actual clearance time in (16) and (17) we obtain two approximations to Pb. The motivation for this is that the lower bound is independent of the scheduling algorithm, and it might be possible in future work to evaluate its distribution analytically. Figure 6 shows a sample plot of the probability mass functions and the probability distribution functions for both the clearance time and its lower bound with N = 32, W = 4 , p = The behavior of bloclung probability as a function of the TDM frame
0.5, and S = 1. It is observed that the earlier conclusions regarding the proximity of the means apply more generally to the distributions. Moments up to order 5 were calculated for the two distributions and were found to be in close agreement. A sample of the blocking probability is shown in Fig. 7 using the same system parameters as in Fig. 6 . We note the looseness of the upper bounds P(T > T f ) and P(TLB > T f ) as well as the tightness of the approximations obtained by the uniform clearance assumption. The plots are representative of a wide range of settings for the system parameters, although increasing W and decreasing p have a negative effect on the quality of the approximations.
For the parameters in Fig. 7 , setting the frame length 10-15% larger than the mean clearance time results in blocking probabilities which are smaller than lop5. For smaller values of p , there is a larger variation in the traffic demand, so T f / T must be set at a larger value for the same blocking probability.
VII. CONCLUSION
We have considered scheduling of random traffic in an optical WDM network in order to assess the effect of tuning delay on the performance. We first presented a lower bound on clearance time as a function of the network size, the number of available wavelengths, the statistical distribution of the traffic matrix, and the tuning delay b. We then established that this bound captures the fundamental limits to the scheduling efficiency through numerical simulation of a scheduling algorithm based on advance reservation of the transmitters. As a consequence, we have shown that for tuning delays that are less than or equal to packet duration, the penalty due to tuning delay depends on the number of wavelengths in the network.
If there are as many wavelengths as there are users, the tuning delay S causes an increase in the average clearance time by a factor 1 + S. This optimal performance can be achieved by padding S to each packet in the traffic matrix and by using well-known techniques for decomposing the given traffic matrix into a minimal number of permutation matrices. When the network has a limited number of available wavelengths, the practical situation for large networks, we have reached a somewhat surprising conclusion that there is no penalty in the clearance time through optimal scheduling as long as 6 5 1.
This means that through optimal scheduling one can eliminate the need for very rapidly tunable optical devices for packet switching. For instance, with a 100 Mb/s transmission rate and 1000 bit packets, a 10 bs tuning delay is sufficient. This conclusion is in contrast with the plrevious conjecture that tuning delays must be very small relative to the packet size [19, pp. 274-2751 . We have also shown that tunability only at one end (transmitters) is sufficient for attaining the best possible performance in bandwidth-limited broadcast networks with uniform traffic.
We observed that scheduling results in a single stable equilibrium point with real-time traffic. A scheduling capacity was introduced as the maximum traffic that can be carried by the network, and was shown to be insensitive to tuning delays for a bandwidth-limited network. We also presented an analysis of the packet delay performance which showed that the penalty on the average packet delay due to tuning delays is insignificant.
Finally, we showed how the results can be extended to connection-oriented traffic where the scheduling is used to assign time slots to different sessions. Multiple sessions per node can be supported using the scheduling approach with negligible tuning penalty. Blocking probabilities were obtained under scheduling with fixed-size TDM frames and the relationship between the frame size and the blocking probability was obtained.
Large tuning delay of tunable devices has been viewed as a major impediment in establishing packet-switched and multisession circuit-switched all-optical networks It is likely that future networks will have a limited number of wavelengths relative to the number of nodes and a tuning delay no more than the packet duration. The results of this paper indicate that efficient scheduling algorithms can provide near-optimal performance for a variety of services in such networks. Exten-sion of these conclusions to networks with nonuniform traffic would be of interest.
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