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Abstract
Scene development plays the first step for synthetic image generation using DIRSIG (The
Digital Imaging and Remote Sensing Image Generation Model). Traditionally the scenes
are built manually; the procedure is very time consuming especially for complex urban scenes. The research focuses on contributing to the DIRSIG scene model development based on information retrieval from high-resolution multispectral images, such as
WorldView-2 sensor imagery. The proposed approach takes advantage of a sequence of
image processing routines to enhance the spectral images and extracts key geographical
features for the man-made road network and naturally occurring water bodies. These
routines take into account the spatial as well as spectral signatures in the multispectral
images. They constitute a chained process, which includes several steps: pan-sharpening,
image filtering, classification, segmentation, morphological processing, vectorization and
final refinement. In the first step of the process, a novel and highly parallel nearestneighbor diffusion based pan-sharpening procedure (NNDiffuse) is designed to fuse a
high spatial resolution panchromatic image with the spectral image. Image filtering using trilateral filters for multispectral images is devised to process the image, removing
small variances in the image as well as preserving significant edges. Spectral features
such as Spectral Angle Mapper (SAM) are used to locate natural resource coverage such
as water bodies. Multispectral flood fill technique, a graph based connected component
technique and a knowledge-based system is used to extract the road networks. Both the
road network and the water bodies can be refined and exported as vectorized ArcGIS
shapefile. The outcome of the research is a workflow to facilitate scene development
from spectral images; it also contributes to the development in the field of cartographic
feature extraction, photogrammetry and target detection.
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Chapter 1
Introduction
Synthetic satellite image generation is of great interest to the remote sensing community. Image generation tools such as DIRSIG (The Digital Imaging and Remote
Sensing Image Generation Model) are widely used in the communities of sensor
design, algorithm developers and image analysts. With these tools, it is able to
simulate scene image under very specific lighting and sensing environment; thus
offering opportunities to test a designed sensor before its launch. They also provide test beds for scene-specific algorithms and training samples for image analysts. Based on first principles, DIRSIG is able to produce images over a range of
spatial, spectral and radiometric performance specifications.
Figure 1.1 shows a generic process for generating a synthetic image. The first
step is to create the scene geometry from a number of databases that contain objects, materials and basic geometries; these basic parts are assembled to form a
scene. Next atmospheric and meteorologic conditions are applied to the thermodynamic model and radiation propagation model to produce the surface leaving
radiance. The final step is to incorporate the sensor specifications to simulate the
sensor image. As can be seen from Figure 1.1, the entire process is a first-principle
simulation and it takes into account a number of physical processes.
In this research, the focus is on the very first step, the scene development.
DIRSIG simulation relies on scenes. The objects in the scenes are usually mod-

1
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eled as surface facets and traditionally a scene is created using computer-aided
design (CAD) software. In this process, each part of the scenes needs to be distributed by manual labor; this could involve a lot of work especially if the scene
is very complicated and very large such as urban or suburban areas. It would
cost significant amount of time and manual efforts to create a complex scene such
as Mega-Scene of Rochester, NY. Yet this is inevitable if testing the sensor or the
algorithm on a specific scene is desired. In these cases, scene development from
satellite images is required. The goal of this research is to devise a semi-automatic
toolset to facilitate the scene building process by performing feature extractions
on the spectral images; the outcome of the research is to design a set of feature extraction algorithms capable of extracting key geographical features such as road
network and water bodies from aerial images and producing vectorized results
compatible with common GIS and CAD software packages.
To extract these features, proper images are required which should contain accurate representation of the scene. Multispectral (MSI) and hyperspectral images
(HSI) contain rich spectral and spatial information; and they have the potential
to discriminate very subtle details about urban scenes. For example, the recently
launched WorldView-2 Satellite delivers 8-band images covering visible and near
infrared (400-1040nm) bands with a 2.0m ground spatial resolution; the HYDICE
airborne sensor collects HSI with 210 spectral channels from 0.4 to 2.5 µm and
about 1 meter high spatial resolution [1, 2]. In addition, most commercial satellite
sensors also deliver accompanying even higher spatial resolution panchromatic
imagery (PAN); for example, the WorldView-2 sensors capture panchromatic image with 0.5 meter ground resolution. Imagery from these sensors is an important
source that can be utilized in a number of image applications for urban environments.
The co-existence of PAN and associated MSI provides us with many opportunities for applications. While one can choose between the two sets of images
based on the application, the tradeoff between spectral and spatial resolution has
existed for decades. Certain fine features are only visible on the PAN but difficult to discern on the MSI. To fully utilize the high spatial resolution of the PAN
2

CHAPTER 1. INTRODUCTION

Figure 1.1: Flowchart for a generic synthetic image generation model. Taken from Ref.[1].

and the rich spectral information from the MSI, a pan sharpening process can
be carried out. However, difficulties arise in maintaining radiometric accuracy,
particularly for applications other than visual assessment. In Chapter 2, we propose a novel and fast pan sharpening process based on nearest neighbor diffusion
with the aim to enhance salient spatial features while preserving spectral fidelity.
Our approach assumes that each pixel spectrum in the pan-sharpened image is
a weighted linear mixture of the spectra of its immediate neighboring superpix-

3
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els; it treats each spectrum as its smallest element of operation, which is different
from most existing algorithms that process each band separately. Our approach
is shown to be capable of preserving salient spatial and spectral features. In addition, the process is highly parallel with intensive neighbor operations and is
implemented on a general purpose GPU card with NVIDIA CUDA architecture
that achieves approximately 27 times speedup over single-threaded CPU version
for our setup. The fused image can be used for fine feature extractions from satellite images.
MSI and HSI deliver rich spectral and spatial information thus providing a
very useful source for scene reconstruction. However, these images contain a
certain amount of noise; in addition small objects in the images such as cars can
also be considered as clutter for this purpose. We present a new approach to filtering high spatial resolution multispectral (MSI) or hyperspectral imagery (HSI)
for the purpose of classification and segmentation in Chapter 3. Our approach
is inspired by the bilateral filtering method [3] that smoothens images while preserving important edges for gray-scale and color images. To achieve a similar
goal for MSI/HSI, we build a nonlinear tri-lateral filter that takes into account
both spatial and spectral similarities. Our approach works on a pixel-by-pixel
basis; the spectrum of each pixel in the filtered image is the combination of the
spectra of its adjacent pixels in the original image weighted by the three factors:
geometric closeness, spectral Euclidean distance and spectral angle separation.
The approach reduces small clutter across the image while keeping edges with
strong contrast. The improvement of our method is that we use both spectral
intensity differences together with spectral angle separation as the closeness metric, thus preserving edges caused both by material as well as by similar materials
with intensity differences. A k-means classifier is applied to the filtered image
and the results show our approach can produce a much less cluttered class map.
Results will be shown using imagery from the Digital Globe Worldview-2 multispectral sensor and the HYDICE hyperspectral sensor. This approach serves as a
pre-processing technique to facilitate feature extraction from MSI/HSI.
Road network is a key feature for scene reconstruction. In Chapter 4, we
4
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present a novel approach for automated road network extraction from multispectral WorldView-2 image using a knowledge-based system. This approach uses a
multispectral flood fill technique to extract asphalt pixels from satellite images;
it follows by identifying prominent curvilinear structures using template matching. The extracted curvilinear structures provide an initial estimate of the road
network, which is refined by the knowledge-based system. This system breaks
the curvilinear structures into small segments and then groups them using a set
of well-defined rules; a saliency check is then performed to prune the road segments. As a final step, these segments, carrying road width and orientation information, can be reconstructed to generate a proper road map. The approach
is shown to perform well on various urban and suburban scenes; it can also be
deployed to extract the road network in large-scale scenes.
For natural objects, spectral features are utilized to extract the proper cluster.
In Chapter 5, the water bodies are obtained using Spectral Angle Mapper (SAM).
These segmented clusters often have irregular boundaries and can be vectorized
as polygons after a series of morphological image processing and Moore’s boundary tracking algorithm. Following that, we can interpolate the geographical coordinates from the overhead information in the satellite images. This enables us to
export a vectorized file format for use with GIS software packages.
Furthermore, the fundamental theory underlying the NNDiffuse Pan-sharpening
algorithm shows its promise to be used in other multi-modal image fusion problems. In Chapter 6, we extend the algorithm to achieve medical image fusion.
In cancer diagnostics and treatment, accurate anatomic localization of functional
abnormalities with Positron Emission Tomography (PET) has important clinical
significance yet difficult due to the low spatial resolution of the reconstructed image. Thanks to the availability of equipment that captures PET with X-ray Computed Tomography (CT) simultaneously, overlaying CT image with co-registered
PET image as a pseudo-color layer provides a new way to visualize the metabolic
processes in clinical diagnostics. The ideal to fuse PET and CT images excites the
researchers to develop new algorithms to enhance the PET resolution using spatial details obtainable from the CT. In this chapter, we extend the Nearest Neigh5
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Figure 1.2: The work flow for image enhancement and feature extraction aiding DIRSIG modeling.

bor Diffusion (NNDiffuse) based algorithm to apply in the fusion of anatomic
CT image with functional PET image. Similar to the original NNDiffuse, the algorithm is based on a simple diffusion model, the diffusion factors are computed
based on a similarity measure inferred from the integration of intensity difference
in a local window. The major difference of the problem in PET/CT fusion to pansharpening is the lack of photometric correlation between the CT image and PET
image. With original NNDiffuse algorithm, photometric correlation was a key
procedure in normalizing the diffusion factor for remotely sensed imagery; alternatively in here, we calculate the normalization factors by matching the input
CT image with the fusion results carried out on the down-sampled CT image.
Consequently the obtained normalization factors can be used to properly scale
the similarity measure and achieve the final fusion on the PET image. Experimental results show that fused image preserves information of the PET images
with more added details and texture from the CT image. Similar to the original
NNDiffuse procedure, the extended algorithm operates locally and can be easily
6
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made parallel to suit the modern-day multi-core computation architecture.
The layout of the main research can be demonstrated by a flowchart in Figure 1.2. The outcome of this research is two folded; it serves to produce enhanced
imagery with higher resolution and lower noise/clutter; it is also intended to
facilitate the scene development process for DIRSIG. The process aims to detect
and reconstruct road network and water bodies by leveraging their spatial and
spectral properties. The research takes advantage of the high-resolution nature
of MSI and HSI images, extends the functionality of these images and serves to
reduce the manual labor in scene development and reconstructions.

7

Chapter 2
Pan-sharpening of Spectral Image
with a Diffusion Model
2.1

Introduction

Modern space-borne imaging sensors deliver high spectral resolution multispectral (MSI) as well as corresponding high spatial resolution panchromatic images.
While one can choose between the two sets of images based on the application, the tradeoff between spectral and spatial resolution has existed for decades.
Recently several applications, such as feature extraction, image segmentation,
change detection and land cover classification, require both spatial and spectral
images for detection of fine features in suburban or urban scenes. For example in
building detection, a typical residential 43-feet wide house occupies fewer than 7
pixels on one side (at 2m resolution in the MSI), which makes it very difficult for
detection algorithms to discern salient line or edge features. While the current instruments are not capable of providing both spatial and spectral high-resolution
images either by design or observational constraints, pan-sharpening can well
serve as a tool to fuse the MSI and panchromatic images.
The literature shows a large collection of pan-sharpening methods developed
[4, 5, 6, 7, 8, 9, 10] and recent reviews can be found in Refs. 11, 12, 13. The existing
8
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methods can be roughly categorized into three groups: component substitution
method (CS) [1, 14, 15], relative spectral contribution method (RSC) [16, 17] and
multi-resolution method (MR) [18, 19, 20, 21]. More detailed categorizations are
surveyed in Refs. 11, 12, 13. The component substitution method substitutes a
high resolution image for the selected band after spectral transformation. The relative spectral contribution methods increase the spatial details through arithmetical calculations with the panchromatic image. Multi-resolution methods, based
on wavelet decompositions and Laplacian pyramids, inject high frequency components to each band of the MSI. Various methods have been proposed based on
this framework to reduce spatial and spectral distortion, such as context-based
decision injection [18], mean-square-error minimization [20] and the introduction
of sensor spectral response [22]. However, these approaches enhance the image
by adding details to each multispectral band weighted by certain coefficients separately, which is by nature a band-by-band process. Furthermore, they assume a
correlation between the PAN and each MS band. Such assumption may not hold
for certain spectral bands such as the near infrared NIR-2 band for WorldView-2
images, which has no spectral overlap with the PAN band [23].
Modern computers are equipped with CPUs of multiple cores or even multiple CPUs. Such architectures make parallel computing on a single computer
feasible by running multiple threads on shared memory. OpenMP (Open MultiProcessing) is a standard application programming interface for writing shared
memory parallel applications [24, 25]. OpenMP has the advantages of being very
easy to implement on existing serial codes; it has been widely used and is suited
for modern multi-core architectures. Graphics Processing Units (GPUs) have
emerged as another powerful computational device. While the clock speeds of
GPUs are slower than mainstream CPUs, the computation cores of GPUs are optimized for parallel processing separate operations, resulting in sporting much
higher memory bandwidth as well as floating-point performance. The highly
parallel computing capabilities of GPUs have inspired the development of General Purpose computing on the GPU (GPGPU) which allows non-graphics applications on the GPU. NVIDIA’s CUDA (Compute Unified Device Architecture)
9
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technology falls in this category and has been widely used in accelerating parallel algorithms in various fields of research [26]. GPU programming for MSI
processing problems should be a natural fit. During the past few years, it has
been found that these problems scale well to modern GPU systems with significant speed improvement. Algorithms such as principle component analysis, target detection and end-member extraction have seen a factor of ten times speedup
[27, 28, 29, 30, 31].
In this chapter, a novel pan-sharpening method is proposed which uses the
pixel spectrum as its smallest unit of operation and generates resolution enhanced
spectral images using a mixture model. The underlying assumption of our approach is that each new spectrum in the fused high resolution image is a weighted
combination of the immediate neighboring superpixel spectra in the low-resolution
spectral image. The weights are controlled by a diffusion model inferred from the
panchromatic image that relates the similarity of the pixel of interest to the neighboring superpixels. The per-pixel-spectrum operation nature is different from the
existing algorithms, which mostly rely on a band-by-band processing. The results
show that our algorithm is capable of preserving very sharp spatial features indiscernible from the multispectral images while preserving spectral information
from multispectral images. This is particularly important for applications (such
as land cover classification) that rely on accurate spectral information beyond
traditional visual inspection. In addition, our approach is fairly straightforward
and highly parallel. It has been implemented using OpenMP and CUDA parallel processing techniques, which significantly reduces the processing time to a
satisfactory timeframe.
This chapter is organized as follows. Section 2.2 introduces the algorithm
for our nearest neighbor diffusion based pan-sharpening method. The results
of our method are shown in Section 2.3 together with a discussion of comparison
with state-of-the-art algorithms. The details for implementation of multi-core and
GPU acceleration are explained in Section 2.4; a standalone GUI is designed for
the NNDiffuse algorithm and is described in Section 2.5. Finally, we provide a
discussion and future work in Section 2.6.
10
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2.2

Method

The pan-sharpening algorithm follows the flowchart shown in Fig. 2.1. The algorithm works in two branches. In the left branch of Fig. 2.1, a spectral band photometric contribution vector T is obtained through linear regression. The vector is
of size b × 1 where b is the number of MSI bands. It relates the contribution of the
digital counts of each multispectral band to the panchromatic image. We assume
b

P̃(u, v) =

∑ T (i) × Mi (u, v) + e

(2.1)

i =1

where P̃(u, v) is the digital count of pixel (u, v) in the down-sampled PAN, T (i ) is
the ith value in vector T, Mi (u, v) is the digital count of corresponding pixel in the
ith band of MSI and e accounts for regression error. This assumption is valid since
the spectral response function of each single band in MSI does not overlap much
with each other and that the ensemble of all MSI bands can cover the spectral
range of the PAN in general. Since PAN and MSI are not of the same spatial
size, to obtain T, we need to down-sample the PAN to fit the size of the MSI and
then perform the linear regression. The vector T is useful in the following steps
to normalize the spectra values. T can also be obtained from the sensor spectral
radiance responses [23].
In the other branch of flowchart, the difference factors N [9] from neighboring
superpixels are acquired for each pixels from the PAN at the original resolution.
The factors are calculated from
Nj ( x, y) =

∑

( p,q)∈Ω j ( x,y)

| P( x, y) − P( p, q)|

j = 1, 2, ...9

(2.2)

where Ω j ( x, y) defines the diffusion region for each of the nine neighboring superpixels as shown in Fig. 2.2 and ( x, y) denotes the position of a pixel in the
high-resolution coordinate. The fundamental idea of the difference factor is to
reflect the difference of the pixel of interest in the PAN to each of its neighboring
11
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Figure 2.1: Flowchart for the pan-sharpening algorithm.

superpixels. The difference factors estimate the similarity of the pixel of interest
to its nine superpixels by comparing a summation of difference. A zero Nj ( x, y)
indicates that the jth superpixel (counted in a row-major fashion) is the same as
pixel ( x, y) and that a strong diffusion should happen; on the other hand, a high
Nj ( x, y) value suggests that ( x, y) is very different from the jth superpixel thus
there should be a very restricted diffusion. It is worth mentioning that the integration areas in Fig. 2.2 not only include the superpixel itself but also a few
connecting pixels from the pixel of interest to the superpixel. These pixels are
introduced to account for cases when a strong edge is located on the connecting
pixels but not inside the superpixels, which should indicate a signal of a weak diffusion. The summation over the connected pixels will avoid such unwarranted
diffusion. In the ideal case, the difference factor should be calculated as a summation of the shortest geodesic distance from the point of interest to each pixel in
the superpixels but this will require sophisticated optimization techniques such
12
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as ant colony optimization [32, 33]; Eq. 2.2 poses as a valid approximation to this
ideal case since the diffusion areas are fairly small. In addition, the estimation
can significantly reduce the computation time.

⌦1

⌦2

⌦3

⌦4

⌦5

⌦6

⌦7

⌦8

⌦9

Figure 2.2: Illustrations for calculating the difference factors. The integration regions Ω j (shaded
pixels) for the pixel of interest (black) are shown for the nine nearest neighboring superpixels
(denoted by the 4 × 4 grids enclosed in the thick borders).

Nj ( x, y) provides a similarity metric between pixel ( x, y) to its neighboring
superpixels. It is then possible to generate the new spectrum simulating the problem of anisotropic diffusion [34] as
HM( x, y) =

1
k( x, y)

9

∑ exp[−

j =1

Nj ( x, y)
k ( x, y) − ( xu,v , yu,v )| x,y,j k
] × exp[−
]M(u, v; x, y, j)
2
σ
σs2
(2.3)

where M(u, v; x, y, j) is the spectrum vector of neighboring superpixels (u, v) corresponding to pixel ( x, y) and j is in accordance with diffusion regions illustrated
in Fig. 2.2. xu,v and yu,v are the center pixel location of the nine neighboring superpixels (u, v). σ and σs are intensity (range) and spatial smoothness factors that
control the sensitivity of the diffusion. Eq. 2.3 relates diffusion factors to a mul13
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tiplication of pixel value similarity and spatial closeness. Inside the summation,
N ( x,y)
exp[− j σ2 ] gives a similarity measure between pixel ( x, y) and its neighboring
k( x,y)−( xu,v ,yu,v )|

k

x,y,j
superpixels while exp[−
] provides a spatial closeness measure
σs2
of pixel ( x, y) to the center of the neighboring superpixels. k ( x, y) is a normalization factor calculated as

k( x, y) =

∑9j=1 exp[−

Nj ( x,y)
k( x,y)−( xu,v ,yu,v )| x,y,j k
]M(u, v; x, y, j) × T
] × exp[−
σ2
σs2

P( x, y)

so that
HM( x, y) × T = P( x, y) − e

(2.4)

where T is obtained from the linear regression by Eq. 2.1. The pan sharpened
image HM will resemble the PAN in that it preserves the gradient information
from the PAN. The algorithm also uses a linear mixture model as shown in Eq. 2.3
so that a spectrum in the MSI is the smallest element of operation. The linear
mixture model reduces color distortion and preserves spectral integrity.

2.3

Results

Our algorithm has been implemented to work with no sensor dependency. In
this chapter, we tested our algorithm on a number of WorldView-2, GeoEye-1
and USGS EO-1 sensor images. The spatial smoothness factor σs is set to 2.5 for
1:4 spatial ratio PAN/MSI images and 1.9 for 1:3 spatial ratio. The intensity factor
σ is set adaptively using local similarity so that
σ2 ( x, y) = min( Nj ( x, y))

j = 1, 2, ...9

(2.5)

where Nj are the difference factors of the nine neighbors given by Eq. 2.2. A
discussion for the proper choice of σ and σs is provided in Section 6.
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2.3.1

Spatial Analysis

The first test scene is a WorldView-2 image of a parking area in Rochester, NY
captured from June 2009 shown in Fig. 2.3. The scene is very complex in that
it comprises abundant objects (roads, vegetation, houses and cars) and a great
number of them are fairly small. We performed the fusion technique described
in Section 2. The spectral band contribution vector T is fitted using linear regression and is shown in Table. 2.1. The error is calculated as the root mean squared
error over the mean value of the PAN. Since T is obtained through linear regression, it may not exactly reflect the contribution of each multispectral band to the
panchromatic band; but the values in Table 2.1 shows that the digital counts in
PAN are mostly contributed from the blue to the red edge bands which is consistent with the spectral radiance response of the WorldView-2 sensor [23]. Although we see a slight negative contribution from the Coastal band, the value is
fairly small and does not appear to have any effect on our final results.
Band No. (i)

Coastal

Blue

Green

Yellow

Red

Red Edge

NIR1

NIR2

Error

Ti

-0.026

0.214

0.059

0.174

0.190

0.136

0.060

0.038

2%

Table 2.1: The spectral band contribution vector for the parking area scene.

Band No. (i)
Ti

Blue
0.0041

Green
0.3475

Red
0.3698

Near IR
0.1623

Error
1.06%

Table 2.2: The spectral band contribution vector for the Rome scene.

The synthesized image of our diffusion-based pan-sharpening approach is
shown in Fig. 2.4 where the RGB bands and the color-IR bands are displayed and
their histograms are matched with the images shown in Fig. 2.3 for visual comparison. The pan-sharpened images show good spatial and color quality. The
algorithm preserves the strong edges well in both the PAN and the MSI. One can
clearly see the cars and the parking lane marks as well as the edges of the buildings. The RGB colors in the MSI are well maintained for the uniform areas such
15
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as the building rooftops and the parking spots. The color-IR image also indicates
that our method works not only for RGB but for other bands as well.

Figure 2.3: Parking area scene. Panchromatic image is shown in the left, the RGB bands are
shown in the middle and the color IR in the right with nearest neighbor interpolation.

Figure 2.4: The pan-sharpened image [RGB bands (left) and color IR(right)] of the parking area
scene. The image histograms are matched with the MSI in Fig. 2.3.

The second test scene is a recycling site also from the WorldView-2 sensor. The
PAN, RGB and color IR from the MSI are shown in Fig. 2.5. This site possesses a
lot of fine spatial details. The pan sharpening result is shown in Fig. 2.6. Similar
16
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to the results of the parking site scene, the image preserves well the spatial details
with very accurate spectral/color information.

Figure 2.5: Recycling site scene from WorldView-2 Imagery. Left: panchromatic image, center:
original MSI RGB bands, right: original MSI color IR bands.

Figure 2.6: The pan-sharpened RGB (left) and color IR (right) bands of the recycling site scene.

We also tested our algorithm on a GeoEye-1 sensor image of Rome, Italy
shown in Fig. 2.7. The imagery is composed of 4 bands covering visible and
near infrared. This scene contains rich structural details in the Colosseum and
the building complexes. The spectral band contribution vector T is shown in
17
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Table. 2.2 and the pan-sharpened image is shown in Fig. 2.8. The spectral band
contribution vector, obtained through linear regression, shows that the PAN band
correlates mostly with the green and red bands, next highest with near infrared
and least with the blue band; this is reasonable considering the PAN band covers from visible to near IR wavelengths from 450nm to 900nm. The fused image
shows that our algorithm also works well for complex urban GeoEye-1 sensor
imagery. The method can successfully recover missing structural elements in the
MSI from the PAN; on the other hand, the color IR image indicates that the algorithm also properly preserves the signals in the near infrared band.

Figure 2.7: Geoeye image of the Rome Scene. Left: panchromatic image, center: original MSI
RGB bands, right: original MSI color IR bands.

Due to the design of the satellite sensors, there exist minor registration issues
for certain fast moving objects, for example cars on the road. A closer look at the
original PAN and MSI image in Fig. 2.7 will reveal such offset for some vehicles
on the road. Despite this, our algorithm is still capable to well recover these
objects due to the inclusion of spectral influence from neighboring superpixels.
In an effort to evaluate the performance of our methods on lower resolution
imagery, we tested our algorithm on the USGS EO-1 dataset scene of Victor, NY
shown in Fig. 2.9. The EO-1 multispectral dataset contains 9 spectral bands with
30 meter spatial resolution for the spectral image and 10 meter resolution for the
PAN band. Although the spatial resolution ratio between the PAN band and the
multispectral bands is 3:1, we can still follow the similar pattern in Fig. 2.2 to
18
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Figure 2.8: Pan-sharpened image of the Rome scene.

Figure 2.9: EO-1 imagery of Victor, NY. Left: panchromatic image, center: original MSI RGB
bands, right: original MSI color IR bands.

calculate local difference factors. The resultant pan-sharpened image shown in
Fig. 2.10 indicates that our algorithm also works well on lower-resolution imagery.
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Figure 2.10: Pan-sharpened EO-1 images in RGB bands (left) and Color-IR bands (right).

2.3.2

Spectral Analysis

In addition to visually observing the four complex scenes shown in the previous section, we also compared our results with several existing state-of-the-art
pan-sharpening methods. These methods include Gram-Schmidt method [35],
gMMSE method [20] and UNB sharpening method [15]. The Gram-Schmidt method
is a multivariate statistics based approach. It is patented by Kodak and widely
used in many commercial image processing packages. The gMMSE method is an
optimized, multi-resolution analysis based approach that uses general Laplacian
pyramid (GLP). The gMMSE method injects higher frequency resolution from the
PAN to the MSI and minimizes the root mean squared errors by optimizing fusion parameters through enhancing a degraded version of the MSI and the PAN.
The authors of gMMSE claim to produce very satisfactory results that outperform
the winner of the IEEE Data Fusion Contest of 2006 [36]. The UNB method is a
proprietary algorithm and can be classified as a component-substitution based
statistical approach [36]. The method has been shown to produce pan sharpened
image of very high spatial quality [37]. The Gram-Schmidt method is integrated
20
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in ENVI; the authors of gMMSE has published a standalone package on their
website, and the UNB method is distributed in the FuzeGo package that works
on a trial license. Because these algorithms are available, a comparison is possible.
The visual comparison of these algorithms can be made in Fig. 2.11 on a
residential area from WorldView-2 image. It can be seen that all of these pansharpening approaches produce acceptable results. However the edges in the
Gram-Schmidt pan-sharpened image appear blurred. The gMMSE method produces better results but the edges do not resemble the same level of sharpness
in the PAN band. One possible reason is that both of these two methods rely
on a bicubic interpolation (or an alternative) as their basis for further processing,
which leads to overly smooth edges if not correctly compensated. In comparison,
the UNB method and our method both produce images of very sharp contrast.
The spectral fidelity is another factor for evaluation of pan-sharpening algorithms. In this effort, we sample a number of signature pixels in relatively uniform areas to assess the spectral difference. These pixels are marked in the PAN
image in Fig. 2.11. These pixels cover a large set of materials in the scene and
are uniform around their neighborhood. We use the spectra from the original
MSI image as ground truth for comparison with a reasonable assumption that
the spectra around such uniform areas are most likely unchanged. The spectra resulting from the pan-sharpening algorithms are shown in Fig. 2.12 and the
spectral difference expressed in spectral angle difference and Euclidean distance
difference are shown in Table 2.3. It can be seen that both the gMMSE and our
method can well preserve the spectra of these uniform pixels while the spectra
from Gram-Schmidt method and UNB method are very different from the truth.
The majority of the error in our method comes from slight spectral bleeding from
regions with weak edges. For example, the rooftop edge between pixel #7 and
the grass is very week in the PAN band; due to the fact that our algorithm is
based on the difference distribution on the PAN, the algorithm allows a small
amount of diffusion from the grass spectrum. The result is a slight increased digital count in the infrared band of the pan-sharpened pixel spectrum. In general,
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our method is seen to produce very small error by comparison. By averaging
the spectra differences among the common materials in Table 2.3, our method
shows significantly small spectra distortion compared to the others. The spectral distortion by the UNB method can also be reflected by observing the color
RGB images in Fig. 2.11; for example, the asphalt pavement are much darker in
the UNB pan-sharpened image than in the original MSI image and the color of
the house rooftops are shifted. While the spectra in the visible regions are intact,
the Gram-Schmidt method also suffers from severe spectra distortion in the near
infrared region. The Gram-Schmidt method assumes a statistical correlation between the PAN and each MSI band, however the PAN band for the WorldView-2
imagery does not cover the near infrared band (NIR-2) . The lack of correlation
or even existence of anti-correlation results in the distortion of spectra in the infrared bands. One can also observe such spectral distortion in the near infrared
band from the images fused by both gMMSE and UNB; while our algorithm performs very well on most of the infrared region as shown in Fig. 2.12. In fact, most
of the existing algorithms produce pan-sharpened images based on the band-toband correlation while our method treats the pixel spectra as the smallest element
of operation which leads to relatively smaller spectral distortion even for the noncorrelated or low-correlated bands. In addition, our method operates locally and
the results are always identical with no dependence on the size of the scene with
given T, σ and σs . In comparison, most of the existing pan-sharpening algorithms
rely, to a certain degree, on the global statistics of the scene, which may lead to
somewhat different results depending on the scene content. An interesting observation on the spectra in Fig. 2.12 reveals that all algorithms perform very well
for grass pixel(#6) for both the visible bands and the IR bands, this is most likely
because the scene is primarily composed of vegetation. Since most of these algorithms rely on the scene statistics, the grass spectrum is well preserved; other
materials such as asphalt or water that exist as a minor component, however,
can have distorted spectra using a statistical fusion method. In comparison, our
method works locally and is least influenced by scene statistics thus can produce
spectra with high fidelity regardless of its composition in the scene.
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Figure 2.11: Comparison of the various algorithms on the residential area scene.
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Figure 2.12: Spectra comparison between the various approaches in the residential area scene.
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G-S

Euclidean Distance Difference
gMMSE
UNB
NNDiffuse

G-S

Spectral Angle Difference
gMMSE
UNB
NNDiffuse

Road (#1)
Path (#2)
Roof (#3)
Water (#4)
Shadow (#5)
Grass (#6)
Roof (#7)
Path (#8)

324.08
193.54
212.46
177.09
120.62
63.40
368.92
183.79

79.04
71.94
49.97
154.70
27.00
42.64
37.72
96.91

199.73
104.38
140.43
162.74
87.22
49.64
250.53
108.04

8.92
18.90
5.37
40.96
2.93
35.87
29.87
43.18

0.182
0.188
0.161
0.121
0.109
0.029
0.191
0.117

0.064
0.084
0.055
0.145
0.033
0.017
0.029
0.073

0.152
0.119
0.161
0.148
0.082
0.024
0.162
0.099

0.0021
0.0038
0.0015
0.0056
0.0032
0.0162
0.0017
0.0176

Average

205.49

69.99

137.84

23.25

0.13725

0.0625

0.1184

0.0065

Table 2.3: Spectral differences of sampled pixels in Fig. 2.12.

Another popular evaluation technique degrades the PAN and MSI images and
uses the original MSI as the ground truth for comparison, the metrics include
spectral angle mapper (SAM), spectral Euclidean Distance (EUD) and ERGAS
(erreur relative globale adimensionnelle de synthese) [38]. SAM between two spectral
vectors ~v1 and ~v2 is defined as
SAM(~v1 , ~v2 ) = cos−1 (

~v1 · ~v2
)
||~v1 || × ||~v2 ||

(2.6)

where · indicates the inner product. SAM basically computes a normalized correlation between two vectors. EUD is defined as
EUD (~v1 , ~v2 ) = ||~v1 − ~v2 ||.

(2.7)

and ERGAS is defined as
v
u
100 u
t1
ERGAS =
R
N

N

∑(

k =1

rmsek 2
)
µk

where N is the total number of bands, R is the scale ratio, rmsek is the root-mean-
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square error between the kth fused band and the reference band, µk is the mean
of the kth band. ERGAS is a measure of global radiometric distortion of the fused
images and smaller ERGAS indicates better fusion results. We tested different
algorithms on a degraded Recycling Site Scene and the metrics are shown in
Table. 2.4. The comparison reveals that our method is performing on the same
level as the leading algorithms on statistical spectral fidelity with a slight advantage. The results are consistent with the above comparisons: our method and the
gMMSE method preserve the overall spectra better than the Gram-Schmidt and
the UNB methods. In addition to the global metric, cumulative error histograms
of SAM and EUD are plotted in Fig. 2.13. While the global metric is capable of
reflecting the fusion performance, the error histogram can better reflect the error
distribution. Higher percentile in the lower error range indicates better fusion
results. By observing the histogram, our method is able to produce much higher
percentage of low SAM error (below 0.05) than the other methods; as for the
EUD error, our method and gMMSE method have similar error distribution and
perform better than the other two methods in the lower error range. It is worth
mentioning that these evaluation metrics assume that the statistical signature and
fusion performances are invariant to scale change; however it has been suggested
in recent literature [20, 37, 39, 40] that such evaluation scheme is not practical especially for high resolution data particularly in highly detailed urban areas where
pan-sharpening is most needed. Thus such comparison is only provided as one
factor for evaluation.

Gram-Schmidt
gMMSE
UNB
NNDiffuse

SAM
0.0834
0.0608
0.0798
0.0578

EUD
40.0608
23.2981
31.8118
22.9945

ERGAS
3.3547
2.1721
2.6984
2.1679

Table 2.4: Comparison of the accuracy statistics for the degraded WorldView-2 recycling site
scene.

In this section, we performed a comprehensive comparison of different pan25
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Figure 2.13: Comparison of error histogram for the degraded WorldView-2 recycling site scene.

sharpening algorithms through visual comparison, spectral comparison and global
statistics. Visual comparison indicates both UNB and our nearest-neighbor diffusion algorithm are more capable of enhancing the spatial sharpness than the
other two methods; on the other hand, spectral accuracy is better reserved by
both gMMSE and our algorithm through spectral and global statistics comparisons. Our method has shown to significantly suppress spectral angle distortion
in comparison with the other methods. The comprehensive comparisons carried
out in this section suggest that our nearest neighbor diffusion based approach can
produce higher quality pan-sharpened spectral images than some state-of-the-art
existing algorithms.

2.4

Multi-core and GPU Implementation

Our algorithm relies on intensive localized operations. It is natural to extend our
algorithm to work in parallel by taking advantage of the multi-core architectures
in modern day CPUs and GPUs. We used OpenMP to accelerate our algorithm
on the CPU because programming with OpenMP is very flexible, easy to imple-
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ment and is supported by most compilers across different platforms. Programs
compiled using OpenMP library can achieve more than four times speed-up on
a computer equipped with quad-core Intel Core i7 CPU than the single-threaded
version.
In addition, general computing on the GPU is another alternative for accelerating parallel operations with intensive neighboring operations. The state of the
art CUDA architecture has been shown to greatly accelerate massive data computation. Although it is very easy to translate our CPU host code to GPU device
code naively using the global memory of the graphic card, the directly translated
code may not be fully optimized. In fact, our algorithm frequently samples the
neighboring pixels to compute difference factors and new spectra; it is more efficient if these pixels and spectra are accessed using faster memory chips instead
of relatively high latency global memory. We utilized the much faster shared
memory in each stream multi-processor to fully accelerate the computation. The
process splits the image into several computing blocks, then copies the spectra
and PAN bands of these blocks into shared memory along with their neighboring superpixels. Thus the GPU can perform the pan-sharpening process in each
block separately using several threads on the fast shared memory.
Most of the satellite images are stored in 16-bit format, we implemented our
algorithm using 32-bit float number accuracy to avoid possible summation data
overflown while to save memory usage; in addition, the GPU is more efficient in
floating point calculations.
To validate the acceleration of different implementation schemes, the algorithm is coded in C++ and CUDA-C. It is compiled using 64-bit GCC-4.2. The performance testing is conducted on a computer equipped with one 2.8GHz Core i7
930 CPU and one NVIDIA GTX 550 Ti graphics card. The GPU is equipped with
192 CUDA cores of 1.9GHz clock rate and 1 GB memory. The performance results,
for processing a 4000 × 4000 panchromatic image and associated 1000 × 1000 MSI,
are shown in Table. 2.5. It is clear that processing on the GPU is very beneficial
for our algorithm with a speed-up up to 27.55 times. The general pipeline for
GPU processing requires data loaded into host memory then transferred to the
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dedicated memory on the graphic units; certain functions such as the generation
of filter look-up tables are conveniently processed on the CPU and they can be reused. Even accounting for these procedures, the total processing time on GPU is
still 15 times faster than single-threaded CPU implementation. For simplicity and
prototyping purpose, we require the data in band-interleaved-by-pixel (BIP) format and we are not accounting for any data format translation time. The CPU and
GPU are producing almost identical results of average error within 10−4 digital
count. The processing time can be made even faster using the NVIDIA fast-math
library at the cost of some numerical inaccuracy. In addition, we can take advantage of the concurrency feature in CUDA to overlap the data copy and kernel
execution in achieving higher performance improvement [41].

Single-Thread CPU
OpenMP CPU
GPU w/o data transfer
GPU total time

Processing Time
10.635s
2.234s
0.386s
0.709s

Speed-up
4.76X
27.55X
15.0X

Table 2.5: Processing time to produce an eight band 4000 × 4000 pan-sharpened image.

2.5

GUI for NNDiffuse

A GUI is designed for the NNDiffuse using M ATLAB for maximum level of operating system compatibility, while the core part of the algorithm is written in
C/C++ for best performance. Due to reliance on the hardware, the GPU version
is not incorporated in the GUI but is provided as a command-line tools for use in
M ATLAB. A screenshot of the GUI is shown in Fig. 2.14. The interface provides
a set of user-friendly buttons to load the image set and it incorporated a panel to
calculate, save and reload the photometric conversion vector T. The images can
be loaded and viewed under the panel below with a small set of tools for image
zooming and panning. After each run, a summary is given to describe the de28
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tailed parameters used and the execution time. This GUI also supports writing
the fusion result as a multi-channel TIFF image.

Figure 2.14: Graphical User Interface for the NNDiffuse Algorithm.

In addition to the standalone GUI provided, we also implemented some commandline interface (CLI) tools for use in M ATLAB and IDL. It is worth mentioning that
the algorithm uses very small overhead memory for core processing thus even
this GUI/CLI tools can easily handle images of very large size efficiently.

2.6

Discussion and Future Work

We have shown our nearest-neighbor diffusion based pan-sharpening method
to have superior performance both in spatial/spectral quality and in computational time. The novelty of our approach lies in its per-spectra operation and the
utilization of a diffusion model to solve the multispectral fusion problem. Our
method operates locally and does not rely on global optimization thus will produce identical results regardless of the scene size or scene contents. The parallel
nature of our algorithm allows fast processing on multicore devices and achieves
significant reduction of processing time.
29

CHAPTER 2. PAN-SHARPENING USING DIFFUSION MODEL

Our method relies on two external parameters: intensity smoothness factor
σ and spatial smoothness factor σs that control the smoothness of the diffusion.
Smaller values of σ restricts diffusion and thus produces sharper images but also
introduces more noise, while larger values of σ will produce smoother contents
with less noise. The proper choice of σ can be determined based on the application of the pan-sharpened image. σ is suggested to be tuned to a smaller value
if it is for visual observation and inspection while applications like classification
and segmentation can use a larger σ to enhance strong structural features and
suppress noise artifacts. In addition, the scene contrast and complexity can also
affect the choice of σ. Scenes with high contrast in PAN will need less diffusion
sensitivity thus entail higher σ and the same is true for complex scenes to reduce
the influence of possible noise. In practice, σ2 is set to dynamically adjust to local
similarity as shown in Eq. 2.5 and σs is set to a value that will mostly resemble a
bicubic interpolation kernel, which roughly gives σs = scale × 0.62. It is necessary to point out that the choice of σ and σs does not appear to have much impact
on the visual results but will produce better numerical results compared with our
previous findings [42].
The proposed algorithm works well for urban scenes especially for objects
with sharp edges observable in the PAN, but it may occasionally suffer from
spectral bleeding at lower-contrast PAN edges. In these cases, our algorithm
may benefit by using IHS or UNB pan-sharpened images as a prior to produce
difference factor N [9] since these two methods have been known to preserve
very high spatial details. Furthermore, the difference factors can incorporate not
only difference in the PAN but also spectral difference from the MSI [43]. In our
method, we normalized the final spectra by stipulating pixel radiometric integrity
(HM × T = p), however other constraints can also be incorporated to obtain more
accurate results, such as the spectra radiometric integrity calculated by

∑

HMi ( x, y) = Mi (u, v).

( x,y)∈superpixel (u,v)
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In addition, our algorithm always assumes positive diffusion weights due to
the exponent, the implication is that only spectral summation, but no subtraction, is considered. In practice, spectral subtraction is needed to produce subpixel spectral accuracy; thus adjusting diffusion weights to incorporate negative
diffusion can also be designed to improve spectral and spatial accuracy.
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Chapter 3
Trilateral Filtering on Multispectral
Imagery
3.1

Introduction

Multispectral (MSI) and hyperspectral images (HSI) contain rich spectral and spatial information, especially high spatial resolution MSI/HSI delivered by the new
generation of sensors that offer the potential to discriminate very subtle details
about urban scenes. For example, the recently launched WorldView-2 Satellite
delivers 8-band images expanding visible and near infrared (400-1040nm) bands
with a 2.0m ground spatial resolution; the HYDICE airborne sensor collects HSI
with 210 spectral channels from 0.4 to 2.5 µm and about 1 meter spatial resolution [1, 2]. Imagery from these sensors is an important source that can be utilized
in a number of image applications for urban environments. Image processing of
complex urban scenes is a challenging problem; most objects such as houses in
the scenes appear small and cluttered, thus it would be difficult to select sufficient training sets for a conventional image classifier such as Gaussian Maximum
Likelihood classifier (GML). Spectral non-uniformity often exists within one logical object thus posing more complexity and constitutes another difficulty. These
challenges call for a joint spectral/spatial classifier. One kind of widely-used
32

CHAPTER 3. TRILATERAL FILTERING ON MULTISPECTRAL IMAGERY

technique is the extension of morphological approaches to MSI/HSI. Plaza et al.
(2004) proposed an extended morphological profile based on spectral endmember selection in spatial structural elements [44]; Palmason et al. (2005) used first
one or few bands principal component transformed images as extended morphological profile [45]. Recently, Huang and Zhang (2008) proposed to use an
adaptive mean-shift approach in joint with an Support Vector Machine (SVM)
classifier [46]. These recent results indicate a pre-processing of the MSI/HSI can
significantly improve the classification results; they also serve to lower the complexity of the urban scene images.
Bilateral filtering is a nonlinear edge preserving smoothing technique proposed by Tomasi and Manduchi [3]. The filter output at each pixel is a weighted
average of its neighbors, the weight is given based on its spatial and intensity
range distance between the pixel and its neighbors. The technique smoothens
the image while preserving important edges. Bilateral filtering has demonstrated
great effectiveness in other areas of computer vision [47].
In this chapter, the idea of bilateral filtering is extended to MSI/HSI processing. While conventional bilateral filtering uses the spatial and intensity range
difference, our approach takes into account spatial difference as well as difference in spectral angle separation and spectral Euclidean distance. The spectrum
of each pixel in the filtered image is the combination of the spectra of its adjacent
pixels in the original image weighted by the three factors: geometric closeness,
spectral Euclidean distance and spectral angle separation. Our approach reduces
small clutter across the image while keeping edges with strong contrast. The
improvement of our method is that we use both spectral intensity differences
together with spectral angle separation as the closeness metric, thus preserving
edges caused both by material as well as by similar materials with intensity differences. A k-means unsupervised classifier is applied to the filtered image and its
results show our approach can produce a much less cluttered class map. Results
will be shown using imagery from the DigitalGlobe Worldview-2 multispectral
sensor and the HYDICE hyperspectral imagery.
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3.2

Filtering Algorithm

A bilateral filter is a nonlinear filtering technique that takes into account geometric closeness and the photometric similarities to achieve image smoothing while
preserving significant discontinuity. The filter can be expressed as
1
h( x ) =
k( x)

ˆ
f (ξ ) × s(ξ, x ) × r [ f (ξ ), f ( x )]dξ

(3.1)

where f (ξ ) is the image pixel value at ξ, s(ξ, x ) measures the geometric closeness
between the pixel ξ and x, and r [ f (ξ ), f ( x )] measures the photometric similarities between pixel ξ and x. k ( x ) is a normalization constant defined as k( x ) =
´
s(ξ, x ) × r [ f (ξ ), f ( x )]dξ. In the original paper by Tomasi and Manduchi [3],
they proposed to use Gaussian type functions for s and r, namely
1 ||ξ − x || 2
σs )

s(ξ, x ) = e− 2 (
and

1 || f (ξ )− f ( x )|| 2
)
σr

r [ f (ξ ), f ( x )] = e− 2 (

where σs and σr are the geometric and photometric spread and can be adjusted
to our applications. The authors also suggested using Euclidean distance in the
LAB color-space as the photometric similarity metric for color images.
In this chapter, we show the idea of the bilateral filter can also be extended to
apply for MSI/HSI and serves the purpose of reducing scene complexity. For the
case of MSI/HSI, we encompass in the filter not only the Euclidean distance but
also the spectral angle separation as the photometric similarity metric. The combination of spatial geometric closeness, spectral Euclidean distance and spectral
angle separation makes the tri-lateral filter for MSI/HSI image. The governing
equation for the tri-lateral filter can be expressed as
1
~g ( x ) =
k( x)

ˆ

~f (t) × s(||t − x ||) × r [~f (t), ~f ( x )]dt
34
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where ~f (t) is the spectral vector of a pixel on the original MSI/HSI, s(||t − x ||) is
the spatial weight function controlled by a spatial distance difference and r [~f (t), ~f ( x )]
is the spectral weight function controlled by the spectral separation; Similarly,
k( x ) is a normalization constant defined as
ˆ
k( x) =

s(||t − x ||) × r [~f (t), ~f ( x )]dt.

(3.3)

The spatial weight function is in general defined by a Gaussian form
1 ξ
s(ξ ) = exp[− ( )2 ]
2 σs

(3.4)

where σs is a scalar parameter which can be arbitrarily defined to control the
spatial averaging weight; pixels that are spatially closer to x will have a higher
weight than those far from it. For our purpose, the spectral weight function for
MSI/HSI is composed of two parts that account for both spectral Euclidean distance
and spectral angle separation. It is written as
1 SAM [~f (t), ~f ( x )] 2
1 EUD [~f (t), ~f ( x )] 2
) ]
r [~f (t), ~f ( x )] = exp[− (
) ] × exp[− (
2
σEUD
2
σSAM
(3.5)
where EUD is the Euclidean distance defined in Eq. 2.7 between spectral vector
~f (t) and ~f ( x ); SAM[~f (t), ~f ( x )] (defined in Eq. 2.6)is the spectral angle separation
of the two spectral vectors. σEUD and σSAM are parameters that can be tuned to
control the spectral averaging weight.
While the conventional bilateral filter works with Euclidean distance in the
range domain, the governing equations (Eqs. 3.2 and 3.5) also incorporate averaging effect based on spectral angle separation. We believe the joint metric of
Euclidean distance with spectral angle separation would provide more versatility to the smoothing. For example, vegetation of various types are known to have
different intensities, yet their spectral angles are very similar; a bilateral filter
built solely on Euclidean distance may produce a more cluttered image region on
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the vegetation class, thus increasing the burden for later classifiers. On the other
hand, rooftops of buildings and roads on urban images are adjacent to each other
and made of materials of similar intensity; solely SAM based filters may wrongly
join two buildings as one object. Incorporating the SAM metric will also possibly remove albedo variations and topographic effects. In sum, combining both
metrics will improve the accuracy and robustness of the smoothing process.
One advantage of the tri-lateral filtering is that there are three parameters one
can tune to generate images to our needs. These parameters, namely σs , σEUD and
σSAM , provide freedom on smoothing the image. They can be arbitrarily adjusted
to accommodate the requirements; larger values of these parameters bring more
mixing to the final image and vice versa. It is worthwhile to talk about the choice
of a proper σEUD . For example, if an MSI image has digital count of about 2000
√
in each band, σEUD is typically a fraction of about N × 2000 where N is the
number of bands; σSAM on the other hand is generally smaller than π which
represents the maximum spectral separation. The algorithm works on a pixel
by pixel basis thus a parallel computing code can be implemented to improve
calculation performance.
In practice, one iteration of the tri-lateral filter may not produce a satisfying
image thus repetition of the filtering is required. To determine the number of
iterations needed for our purpose, a peak signal to noise ratio (PSNR) is calculated between the output image of each iteration and the original image, PSNR is
defined as
PSNR( I, K ) = 10 × log10

2552 × m × n × p
p
Σim=1 Σnj=1 Σk=1 [ I (i, j, k ) − K (i, j, k)]2

(3.6)

where I and K are the two images being compared, m, n and p are the number of
column, row and bands of the images. By observing the tendency of the PSNR
versus number of iterations, a stopping criterion could be set.
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3.3

Case Study: WorldView II Image

A 200 × 200 portion of a scene is cropped from an urban WorldView II image of
Salvador Brazil and its RGB bands are shown in Fig. 3.1. The image is composed
of eight spectral bands spanning from visible to near infrared. Despite the small
number of pixels, the scene comprises various spatial structures such as roads,
rooftops, water, soil and vegetation. The image is processed using tri-lateral filtering as described in the previous section with σS = 2, σSAM = 0.1, σEUD = 100
and 40 iterations. For each iteration, the PSNR of the output image with the original image is calculated and shown in Fig. 3.2. The PSNR curve follows a smooth
decreasing trend and its variation is very small after over 40 iterations; the PSNR
curve indicates 40 iterations are sufficient for our purpose. We compare one portion of the image at different stages of the algorithm in the bottom of Fig. 3.2. As
the number of iterations increases, the small spectral variations on the soil ground
are depressed and the entire soil ground can easily be recognized as one object
by proceeding classifiers. From the soil ground it can be seen that the changes
are drastic for the first few iterations while the variations are pretty minimal after
later iterations.

Figure 3.1: RGB bands of a cropped scene from WorldView II image.

The filtered image is shown in Fig. 3.3a. It is obvious that small spectral vari37
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Figure 3.2: PSNR of the output image after each iteration with the original image(top); portion of
the image at different stages of the iterations (bottom), from left to right: original, after 1 iteration,
after 10 iterations and after 40 iterations.

ations, such as the non-uniformity on the red roof and the variation of vegetation
in one collection, are blurred out from the image while important edges are preserved. In order to examine the effect of tri-lateral filtering on the classification,
we used the generic k −means unsupervised classifier to segment the images into
an arbitrary choice of 10 classes. The class map is shown in Fig. 3.3b. For comparison purposes, the class map of the unprocessed original image is also shown
in Fig. 3.3c. It is clear that the class map of the filtered image possesses much less
cluster. The soil ground described above is recognized as one segment within the
filtered image while classified as two or more segments using the original image;
the road network is more pronounced and connected in the filtered image class
map.
The reason that trilateral filtering can produce satisfactory results lies in its
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consideration of the spatial information of the urban image. Urban images consist mostly of man made objects that possess distinctive edges in contrast with its
surrounding while slight variations are ubiquitous inside the objects. The filtering serves to flatten these slight variations yet maintain the significant discontinuity. However there are cases for which the filtering may not work; for example,
cars in the scene are small in size and, in our case, are considered as clutter, yet
their spectral signature is so dissimilar from its surrounding (road in general)
that even after several iteration of filtering, they are still present in the image.
Therefore, further processing using spatial cues such as size or using extended
morphological profile [44, 45, 48] can be used to further process the images.
The tri-lateral filtering scheme is different from the traditional bilateral filtering in that it takes into account the spectral angle separation instead of merely
using the Euclidean distance spectral separation. In Fig. 3.4, we demonstrate the
importance of such incorporation. The leftmost image of Fig. 3.4 is the filtered
image using both metrics, i.e. the SAM and the Euclidean distance; the middle
image is the filtered image using only spectral angle metric and the rightmost is
filtered using only Euclidean distance metric. It can be seen in the SAM image
that the two white building rooftops, which are clearly separated in the original
image (Fig. 3.1), are joined together since the spectral angle distance in that region is very small. On the other hand, the Euclidean distance image, while able
to separate the two white building rooftops, also produces an unwanted mixing
over the red and green rubber periphery of the swimming pool. In comparison,
the dual metric image would preserve both the separation of the building tops
as well as the periphery of the swimming pool. The demonstration in Fig. 3.4
indicates the dual metric produces more satisfactory results than using a single
metric.
From the unsupervised k −means class map, we applied a binary labeling algorithm to obtain labeled objects. For the image in Fig. 3.3c, we obtained as many
as 3393 objects for the 200 × 200 image; in comparison, the filtered image class
map (Fig. 3.3b) gives only 1257 objects. This strongly indicates that the filtered
image greatly reduced the image complexity of the urban scene.
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(a) Filtered Image

(b) Classmap of filtered image

(c) Classmap of original image

Figure 3.3: Filtered image and its classmap through a k-means classifier.

Figure 3.4: Comparison using different spectral metric; left: both SAM (σSAM = 0.1) and EUD
(σEUD = 100) metric are used; middle: only SAM(σSAM = 0.1) metric is considered for filtering;
right: only EUD (σEUD = 100 ) metric is considered for filtering.
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3.4

HYDICE Image

We have also tested our algorithm on the HYDICE image of the Washington DC
Mall. The HYDICE image is an HSI with 210 bands and high spatial resolution.
The portion of the DC Mall image is shown in Fig. 3.5a with its RGB bands. The
image is composed of a very complex urban scene. The vegetation is scattered on
the soil ground and most of the building roof tops have a number of small structural variations. In addition, the diversity of the rooftops makes it difficult to
choose proper training samples. The characteristics of such a scene are that small
variation is hardly our concern while larger segments such as building rooftops
and road network are more important. Thus we run the algorithm on the image
with σS = 2, σSAM = 0.1 and σEUD = 104 , the choice of these parameters is based
on the number of bands in the image (191 good bands) and the mean digital count
of each band. The filtered image is shown in Fig. 3.5b. In addition, the class map
using k-means classifier for the original image and the filtered image are shown in
Fig. 3.5c and Fig. 3.5d respectively. The filtering reduced the clutter in certain almost uniform parts. For example in Fig. 3.6, the scattered green vegetation on the
soil is hardly present in the filtered image; the clutter on the rooftops and certain
fine structures are eliminated from the scene. Such behavior of the filtering is in
accordance with our purpose of processing urban images since those fine details
are hardly of interest to us and their existence may produce unwanted complexity
to the classifier thus decreasing the performance of the overall classification. The
filtering, by reducing the subtle features in the image, brings logically uniform
segments into one collection and serves our purpose for dealing with complex
urban scenes.

3.5

Extension for Mean-shift Algorithm on MSI/HSI

The tri-lateral filtering process is a non-linear operation based on the bilateral filtering technique. As nonlinear operations becoming more important in vision applications, similar algorithms were also proposed such as the mean-shift filtering
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(a) Original RGB bands

(b) Tri-lateral filtered image

(c) k −means class map using original image (d) k−means class map using filtered image

Figure 3.5: RGB bands of a portion of the HYDICE image [a,b] and the classmaps [c,d] using
k −means in ENVI (10classes and 10 iterations).
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Figure 3.6: One portion of the RGB bands of the HYDICE image, left is the original and right is
the filtered.

Figure 3.7: RGB bands produced using tri-lateral filter (left, 40 iterations) and mean-shift filter
(right, 5 iterations).

technique [49]. Mean-shift is a non-parametric mode-seeking based algorithm,
which is widely used in data cluster analysis and visual tracking problems. It has
been reported that both bilateral filtering and mean-shift share a common framework [50], the authors showed that the kernel density estimation applied in the
joint spatial-range domain for the mean-shift algorithm is related to bilateral filtering and that a linkage is found between the iterative bilateral filtering to the
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mean-shift process. Both methods use nonlinear kernel methods and can achieve
edge-preserving filtering with very similar results as indicated by the conducted
experiments.
Despite bilateral filtering and mean-shift being very popular vision algorithms,
they were mostly implemented for single channel image and three-channel RGB
images. They certainly did not contain any modules incorporating the spectral
angle difference. It is reasonable to introduce both the bilateral filtering and
mean-shift into the pre-processing stage of MSI/HSI. We made efforts to implement both the bilateral filtering and mean-shift techniques for MSI/HSI using
fast-performance C/C++. Since the process is independent for each pixel, a parallel version of the code can be implemented using OpenMP similar to that described in Chapter 2.
We can visually compare the results of the two algorithms in Fig. 3.7. The trilateral filtering was run for 40 iterations and the mean-shift for 5 iterations and
the results become stable. The parameters used for both approaches are the same
as indicated in Section 3.3. By visual comparison, the results of the two are very
similar with only minor difference. The soil playground using tri-lateral filter
is more uniform than that using mean-shift. The same is for the cyan-colored
rooftop on the top-right of the scene.
Table 3.1 summarize the time it takes to perform the tri-lateral filtering and
mean-shift filtering for the scene in Fig. 3.7. It can be seen that both algorithms
can perform well in a reasonable timeframe. On the other hand, both algorithms
take very little memory overhead, making it possible to be performed on large
image set. The runtime over a 1600 × 4300 8-band World-View scene takes about
179.37 seconds to finish a 40-iteration tri-lateral filtering process or 16.44 seconds
to finish a single mean-shift filtering run. These numbers indicate that these algorithms can be well fit for large scale edge-preserving filtering problems.
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Tri-lateral Filtering
Mean-shift Filtering

1 Run
29ms
156ms

40 Runs
1018ms

5 Runs
600.1ms

Table 3.1: The execution time (C++ implementation, single precision) on the 200 × 200 8-band
WorldView-2 scene.

3.6

Discussion and Further Work

The tri-lateral filtering algorithm proposed in this chapter aims to reduce small
variations while preserving important discontinuity of the scene using a dual
metric of Euclidean distance and spectral angle. The scheme serves as a platform
for processing urban complex scenes. In fact, much effort has been made to lower
the complexity of urban scene images. A number of mathematical morphological
approaches have been proposed to process the scene images [44, 45, 48, 51, 52,
53, 54]. In addition, the mean-shift based algorithm was also applied for image
classification by Huang and Zhang [46]. These efforts aim to infuse spatial information into spectral segmentation thus leading to better performance of the
classifier. Our approach opens a new perspective into this field and can be considered as an addition to these efforts.
The combination of dual distance metric has achieved satisfactory results for
MSI/HSI, however there are other distance metrics such as Jeffries–Matusita distance [46, 55] that we could also explore and incorporate into the filtering system
and produce more robust and high-confident images. In the next chapter, we will
be using the filtered image as a platform and try to use geometry information to
perform road network extraction.
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Chapter 4
Knowledge-based System for Road
Network Extraction
Road network extraction from satellite images has become an active and important research area in recent decades. The extracted road network can be used for
several applications such as providing road layout for constructing geographic
information systems (GIS) or corrections for existing GIS database [56, 57, 58].
The road network can also be used for image registration [59], change detection
[60] as well as vehicle detection [61]. The WorldView-2 Satellite sensor images
can provide us with rich spatial and spectral information and the potential to
discriminate very subtle details in urban scenes. They can be utilized for road
network extraction.
The study of road detection can be dated back three decades ago and a number
of approaches have been proposed to tackle the problem. Mena [58] surveyed the
techniques for automated road extraction and extensively reviewed the related
approaches. While a number of techniques can be used to facilitate the task of
road extraction, it often requires a series of processing to export the final road
network from the input of aerial images. With the increase in complexity of the
road network, this task entails an integrated system incorporating both low-level
image-based recognition techniques as well as higher-level knowledge.
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Image-based recognition often involves obtaining initial road candidates based
on features in images. Under this category, line-based approaches are often explored since roads are mostly linear or curvilinear structures. Baumgartner et al.
[62] built a multi-resolution aerial image set and extracted lines from low resolution images; similarly Couloigner and Ranchin [63] took a multi-resolution approach using wavelet transform to find street strips. Jin and Davis [64] also employed a multi-scale approach by thresholding spectral Normalized Difference
Vegetation Index to locate road pixels for suburban areas. Mena and Malpica [65]
evaluated the texture statistics to produce a binary road segmentation. Shao et
al. [66] used a fast linear detector and non maximum suppression to extract road
centerlines on high contrast road pixels with increased performance. Besides linear features, road intersections are another signature in road networks. Koutaki
and Uchimura [67] considered matching a binary road image with a group of
prior shape models to identify intersections. Morphological operators are also
extensively used, Ref [68, 65, 69] obtained road centerlines using a skeleton operator from a segmented binary road image. Ref. 64 developed directional morphological operations to separate roads from dark or bright building and parking
lots in city block scenes. Recently Mnih and Hinton performed a neural network
approach to detect road structure under different occlusions [70].
Additional processing is still required to refine the detection results. These
processes aim to infuse mid-level or high-level knowledge in the detection to increase the overall accuracy. An active contour or snake model [71] is a frequently
used mid-level approach to optimize the initial results. The ziplock ribbon active
contour derived from the snake model is used to bridge gaps on road network
blocked by shadows [72]. Song et al. [73] also succeeded in road conflation using
active contours together with existing geospatial vector road data. The active contour model is known to be sensitive to initialization and thus require a high level
of confidence in initial estimation. Alternatively a grouping or tracing scheme is
also possible to bridge the gaps from the initial estimates. Baumgartner et al [62]
used a line fusion technique by iteratively relaxing the maximum length of the
gap to be bridged. Hu and Tao [74] employed a probabilistic geometric relation47
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ship model to hierarchically group line segments. Amini et al. [68] also utilized
collinearity and spline interpolation to group and refine their detection results.
Hu et al. [75] traces the road footprint using a spoke-wheel operator from road
seedings and such operator is capable of tracing both straight and highly curved
roads. Contextual information is also employed for assistance in road detection.
Jin and Davis [64] proposed using different algorithms for urban and suburban
scenes to take advantage of their individual characteristics. Mena [69] performed
topological pruning of erroneous road branches using superposition of an existing GIS building layer.
Previous research indicates that no single step approach can solve the road
extraction problem and the overall workflow is generally a chain of several algorithms incorporating image analysis, pattern recognition and high-level knowledge. In this chapter, we design a systematic workflow incorporating novel algorithms applied to the problem of road network extraction. We use multispectral
WorldView-2 images for detection since they contain rich spectral and spatial information. The algorithm follows the flowchart illustrated in Figure 4.1. Firstly
filtering [76] is applied to reduce the noise and enhance the important edges;
next a spectral flood filling technique is used to produce a binary asphalt image. Road-like structures are then extracted using a curvilinear detector based on
template matching; these structures are then processed by hierarchical segmentation and grouping using geometry and contextual information. This is followed
by a pruning process to eliminate false alarms using predefined rules. The extracted road network is finally presented with its centerline position as well as
width and orientation information and can be easily converted to a vectorized
shapefile for processing with GIS packages [77]. The major advantage of the
proposed algorithm lies in its systematic integration of three chained modules
working from low level to mid-level to high-level recognition. In addition, we introduced a knowledge-based system consisting of a set of intuitive rules that enhances the overall detection; it is also capable of generating logically segmented
road networks composed of not only road centerlines but width/orientation as
well and can be conveniently vectorized. The utilization of multispectral images,
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the spatial-spectral joint approach, the emphasis on object-level knowledge and
the systematic integration of various vision techniques make our algorithm more
suited for large complex urban and suburban road network detection.
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Figure 4.1: The flowchart for the road network extraction system.

The remainder of this chapter is organized as follows: the spectral flood filling
and the curvilinear detector are introduced in Section 4.1 and 4.2 respectively, the
rule-based system is described in Section 4.3. The experimental results on a set of
scenes are shown in Section 4.4. Finally we present our discussion in Section 4.5.

4.1

Flood filling for MSI

The first step for road network extraction is to properly determine the connected
asphalt pixels in satellite images. A conventional approach is to perform a super49
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vised classification where an adequate amount of training samples are needed to
properly separate different classes. These methods would often require training
samples not only for the asphalt, but for vegetation, waters, concrete, soil etc. as
well. In addition, classification is often carried out solely in the spectral space so
the spatial information is completely ignored.
The flood filling procedure is a widely used approach in region growing and
segmentation for binary, grayscale or RGB images [78]. Flood filling requires
one or several seed points. It iteratively fills the neighboring pixels by merging
those possessing similar digital count values. The process resembles a flooding
pattern sprung from a specific spot. In this chapter, the flood filling is extended
for processing multispectral or hyperspectral images; the filling is carried out
by comparing spectral similarity. In our case, two spectral similarity metrics are
used, namely the spectral angle mapper (SAM) and the spectral Euclidean distance (EUD) [1]. The filling proceeds only if both SAM and EUD between the
neighboring pixels are smaller than the predefined thresholds. This ensures the
filled areas touch the boundaries of the roads. The technique is different from
the conventional classification method in that it only requires minimal training
of only one or several seed points; it also takes into account the spatial continuity for road pixels. In most cases, a de-noising process is carried out to improve
image quality and remove noise and clutter. In this chapter, the trilateral filtering
process introduced in Chapter 3 is employed to filter the spectral image. This
technique can reduce small clutter across the image while keeping edges with
strong contrast.
The flood fill only gives one connected area given one seed. While the road
network is generally connected, it is often not the case in real images. Several
seed points may be needed in order to correctly identify all these areas. Alternatively, we design a two-step approach to locate asphalt pixels in the entire image
using limited seeds. The first step is to grow a connected area using a given seed;
then we apply a Gaussian Maximum Likelihood classifier (GML) [1] on the entire
image using the connected area as a training set. The pixels classified as asphalt
with high confidence, obtained by thresholding the high likelihood pixels after
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GML, are used as seeds for a second-pass filling to ensure most of the asphalt
pixels are obtained.
The generic flood filling process performs a significant amount of neighbor
comparisons; many of which are often repeated thus a number of optimization
schemes have been proposed and well programmed in most image processing
toolboxes; yet these toolboxes are mostly designed only for black-white or RGB
images. However, one can still optimize the multispectral filling process by utilizing functions in these toolboxes. This is made possible by computing a joint
SAM edge and EUD edge map using provided thresholds; a binary flood filling,
which is available in most toolboxes, can then be carried out.
The optimized multispectral flood fill approach features a two step process,
first a comparison of SAM and/or EUD with the seed pixels is performed across
the image and is quantized to binary images using predefined thresholds such
that spectrally similar pixels are marked as 1 and others as 0. The process is
carried out for each seed pixel respectively and combined using an OR operation.
This rules out all the pixels that are not similar to any of the seed pixels and
the output is a similarity binary map. Next we mark spectral edge pixels on
this binary map as zeros. While several approaches can achieve this [79, 80], an
edge pixel can be simply determined by comparing itself to its neighbors. To be
specific, SAM and/or EUD is calculated with the north, west, north-west pixels
respectively and is marked as an edge pixel if any of results is larger than the
thresholds; pixels in other directions are not considered to avoid the unnecessary
repetition. These edge pixels are marked as zeros on the binary map; then the
binary flood fill from the seed pixels can be carried out on this image using 4way connectivity to obtain the connected part. Results from the optimized flood
filling process will depend on the specific definition of the multispectral edge.
While the results may be somehow different than the generic algorithm, they are
essentially very similar and can well satisfy our need for initial road detection.
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4.2

Curvilinear Structure Detection

Using flood filling, a binary asphalt map is produced; yet urban and suburban
scenes contain a number of structures that are built using asphalt other than
roads. A curvilinear detection technique is often required to separate roads from
other objects such as parking lots or building rooftops. In this chapter, we follow
a strategy similar to Ref. [81] to obtain an initial set of curvilinear pixels. A set
of curvilinear detectors with different width and direction form a filter bank and
each filter in the bank is convolved with the binary map. The choice of widths
and orientations for the filter bank will depend on the content scene. If all the
roads are fixed-width narrow county road, fewer filters are needed since we only
require filters with the corresponding width; while for complex scenes with various road types, more variation in the width for the filters are needed. Similarly,
if roads are already known to be straight in exactly north-south or west-east direction, only orientations of 0◦ and 90◦ are needed. For general cases, the orientations are empirically chosen between 0 to 180 degrees with a 5◦ or a 10◦ degree
step. The detectors take the form of long rectangular shapes and are defined as
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≤ | x | < w2 + r
| x | ≥ w2 + r

(4.1)

where w is the length of the short rectangle edge and is representative of the
road width and l is the length of the long edge; the region between w2 and w2 + r
is designed to capture the edge response so that the template gives maximum
response when correlated with two parallel edges with asphalt pixels filled in
between separated by w. It should be noted that the non-asphalt pixels in the
binary image should be mapped to -1 before convolution. It is also possible to
use smoothly varying kernels yet we found Eq. 4.1 produces best results.
It is worth mentioning that the proper choice of r is important for the detection. r is expressed as the relaxed space to correlate with road boundaries. If r
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is too narrow, the template may not properly capture the road boundary. While
it is possible to choose a higher value, the space occupied by r may overlap with
other asphalt structures such as parallel roads or parking lots on urban scenes;
the overlap may decrease the matching response and produce false negatives. In
our experiment, r is set to 2 pixels to produce most stable responses. We have also
normalized the maximum possible response for different filters so that the matching response across different filters can be compared. This is necessary since we
need to determine the most likely width and orientation for each pixel.
A maximum response score map can be obtained after filtering; the corresponding width and direction are also recorded. High response score indicates
higher possibility for road structure. Non-maximum suppression and hysteresis
thresholding are employed in order to obtain the centerline of the road structure.
This guarantees a thin representation of the road.
The detector produces adequate accuracy for simple road structures. Yet it
generates high responses not only for road segments, but also for long edges of
large parking lots and, in the imagery tested, tight house complexes forming a
line. The detector produces a large amount of false alarms for scenes abundant
of such interference. In addition, the detector misses a few places when the road
is merged with a roadside parking lot or partially occluded by overhead trees.
In these scenarios, we propose a follow-up knowledge-based system to further
increase the overall detection accuracy.

4.3

Knowledge-based Road Detection System

The knowledge-based road detection system is intended to increase the overall
detection accuracy using the detected curvilinear structures. The system works in
three phases; it first breaks the road network into small segments using the endpoints and branch points (initial road network segmentation); next it merges logically connected segments into a longer segment using a set of predefined rules;
finally a saliency check is implemented to determine the proper road segments
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and decrease the false alarms. These three phases are explained in details in the
following sections.

4.3.1

Initial road network segmentation

The extracted curvilinear structures, which are thin and very long, have a skeleton styled configuration. Simple morphology operations can be carried out on
such structures to obtain the branch-point nodes and the endpoint nodes. These
key nodes break the networks into small segments. The pixels in-between two
key nodes are defined as an initial road segment and are recorded. Each of these
segments has a set of properties such as length, average width, orientation as well
as their positions. It is easier and more efficient to process road segments instead
of single pixels. The properties pertaining to the segments suggest a rule-based
system to map out road structures.
In practice, it is often very difficult to obtain a clean well-structured skeleton
even after non-maximum suppression; the results are often more than one pixel
wide. In these scenarios, we simply perform a morphology skeleton operation.
For many road intersections, the road structure can get very complicated with
closely packed endpoints and branch points. We group these nodes together and
consider them as one key node to reduce the computation complexity and avoid
memory leakage. In addition, a binary area open is often conducted to throw
away very small parts to lower the computation burden since they are most likely
false alarms.
In order to obtain the road segments, morphological branch points and endpoints are extracted. Starting from one of these key nodes, the algorithm traces
down the road pixels until another key node is reached. By iteratively performing this process, all the road segments are extracted. In the process, the algorithm
will record a skeleton pixel when it is visited and then looks at its neighbors.
Due to the nature of the road network skeleton, the neighbors may be a non-keypoint pixel or a key point (or a group, which is categorized as one key point); the
algorithm is set to prefer the key point since this makes sure we have the best de54
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tection. For example, for a typical crossroad the tracing should stop whenever it
reaches the intersection, otherwise a south-going road may wrongly merge with
a west or east-going road segment.

4.3.2

Algorithm for Skeleton Segmentation

In order to take advantage of the knowledge-based system, the road network
skeleton needs to be segmented properly. In this section, the algorithm to segment the skeleton based on branch points and end points is described. The basic
idea under the segmentation is very straightforward: a proper segment is defined here as a set of connected non-branch/end pixels located in between two
branch/end points. However, the implementation of such an idea is not trivial
and it has to take into account many complicated situations.
The road network skeleton is calculated using a curvilinear detector. While
a skeleton is often one-pixel wide, the detector may often produce results that
are two-pixel wide due to aliasing effect from digitization. Thus it is often recommended to perform morphological thinning, here we find a morphological
skeleton process can generally produce better results.
After the skeleton process, the algorithm first finds all the end points and
branch points. Here we find in real world situations, a few end points are often
adjacently attached to a branch point; these point clusters here are categorized as
a point group. The benefits of grouping them together are two-folded: it reduces
the computation complexity and can produce more compact and meaningful results. Then the image is indexed as following: the non-skeleton pixels are labeled
as zero, the skeleton pixels as one, the end points as two, branch points as three
and point group as four.
Next, the algorithm start from one end point, if no end point is found, it will
start from a branch point or a point group. A new part is established as temppart.
A switch-case environment is used and iterated. If the selected point is an end
point and if temppart is empty, put the pixel in temppart and set the pixel value
in the image to zero, then it looks in its eight neighbors and finds the highest non55
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zero value pixel. We denote this search as HNZV search. 1 If found, the algorithm
then starts from this new pixel and iterates, otherwise, this hardly happens and
is considered as an exception, temppart is discarded and the algorithm start from
the beginning.
If the selected point is an end point and if temppart is not empty, it is an indication that an end of a segment is reached, then temppart is stored, the image
pixel value is set to zero and the algorithm starts from the beginning.
If the selected point is labeled as one (a regular skeleton pixel), this pixel is
put to temppart and the image pixel value is set to zero. An HNZV search is
performed and the pixel in the temppart is excluded from the search since we
do not want that pixel to be visited again, this is useful especially dealing with
branch points. In general, the HNZV search result will not be empty, The found
pixel is put to the end of temppart and the algorithm continues. To consider
the exception of empty HNZV search, temppart is stored and the algorithm start
from the beginning.
If the selected point is labeled as three (branch point), the algorithm then questions if temppart is empty. If so, it indicates this is the beginning of a search. Then
it questions if the point has any non-zero neighbors. If so, it indicates no skeleton
pixel is connected to this branch point and this point is set to zero and the algorithm starts from the beginning. Otherwise, this pixel is put in to temppart and
an HNZV procedure is carried out. If temppart is non-empty, it indicates an end
of a segment, then temppart is stored and an HNZV procedure is performed.
If the selected point is a grouped point (labeled as 4), it follows the same procedure as for points labeled as 3 but the HNZV procedure is carried out to find
neighbors around the grouped points instead of the eight neighbors.
A pseudo-code for this algorithm is shown in Listing 4.1
1 The reasoning behind this is to make sure the proper segment is obtained.

To be more specific,
consider a skeleton of a simple cross, starting from the end point from top and traces down, when
it reaches the intersection, the algorithm should stop since the intersection has higher pixel value
(3) and in this way, it avoids the tracing to unwanted directions.
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Listing 4.1: Algorithm for segmenting skeleton
function parts = skeleton2part ( skel_img )
find branch_point
find end_point
skel_img_copy = skel_img
skel_img_copy ( branch_point ) = true ;
skel_img_copy ( end_point ) = true ;
find connected component in skel_img_copy
label pixels component number >2 as grouped points
labeled_img = skel_img
labeled_img ( end_point ) =2
labeled_img ( branch_point ) =3
labeled_img ( group_points ) =4
pt = get_s eed_po int // end point is prefered
// to branch point to grouped points
temppart =[]
while ~ isempty ( pt )
switch labeled_img ( pt )
case 1 // regular skeleton point
add pt to temppart
labeled_img ( pt ) = zero
pt = HNZV_search ( pt )
if isempty ( pt )
store temppart , reset temppart
pt = get _seed_ point
continue
case 2 // end point
if isempty ( temppart )
add pt to temppart
labeled_img ( pt ) = zero
pt = HNZV_search ( pt )
if isempty ( pt )
store temppart , reset temppart
pt = get _seed_ point
continue
else
add pt to temppart
store temppart , reset temppart
pt = get _seed_ point
continue
case 3 or 4
if isempty ( temppart )
if n u m b e r _ o f _ n e i g h b o r ( pt ) ==0
labeled_img ( pt ) =0
pt = get _seed_ point
continue
else
add pt to temppart
pt = get _seed_ point
continue
else
add pt to temppart
store temppart , reset temppart
pt = get _seed_ point
continue
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4.3.3

An Alternative Approach for Skeleton Segmentation

In this section, an alternative approach for skeleton segmentation is provided,
which is more efficient and easier to implement. The segmentation scheme can
achieve very similar results as in the previous subsection.
Firstly, the branch points are extracted from the skeleton image, a dilation is
performed on the image containing only the branch points. Then a subtraction
is performed on the skeleton image from the dilated branch points, resulting in a
binary image with all branches in the skeleton standing as isolated parts. The dilation is optional but often necessary to make sure no two branches are mistakenly
joined.
Every pixel in each of the isolated branches is guaranteed to have no more
than two neighbors after the isolation. We can start from a random pixel in
each branch and starting search clockwise (or counter-clockwise) for the first connected pixel, once a pixel is found, it is marked as zero and added to a queue; the
search is terminated if none connected pixels are found. Then a counter-clockwise
search from the starting pixel is performed (or clockwise, opposite to the rotation
direction of the previous search) using the same routine until no neighboring
pixel is found. The pseudo-code for the algorithm is shown in Listing 4.2.
The improved algorithm is able to use less memory resources with very little
memory overhead thus is more suitable for large image set.

4.3.4

Logical Segment Grouping

After the initial segmentation, we obtain a set of road network segments and the
next step is to merge them logically. It is often very difficult to strictly and explicitly define a logically connected road; however, we can refer to a few common
cases: a set of initial road segments can be merged as one logical segment if they
are oriented in the same or similar direction with minor width difference. In the
ideal case, these segments are also spatially contiguous, yet they can be disconnected by overhead trees and roadside parking lots. In these cases the rules can
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Listing 4.2: Alternative algorithm for segmenting skeleton
function parts = s k e l e t o n T o S e g m e n t s ( sk eleton _image )
calculate b r a n c h _ p o i n t _ i m a g e from s keleto n_imag e
d i l a t e d _ b r a n c h _ p o i n t _ i m a g e = dilation ( b r a n c h _ p o i n t _ i m a g e )
i s o l a t e d _ b r a n c h _ s k e l e t o n _ i m a g e = skeleton_img - d i l a t e d _ b r a n c h _ p o i n t _ i m a g e
for each i s ol at e d_ br a nc h in i s o l a t e d _ b r a n c h _ s k e l e t o n _ i m a g e
star ting_p oint from random selection in the branch
point_queue = start ing_po int
point = sta rting_ point
i s o l a t e d _ b r a n c h _ s k e l e t o n _ i m a g e ( point_queue ) =0
while true
for i in neighbors_of ( point )
if i s o l a t e d _ b r a n c h _ s k e l e t o n _ i m a g e ( i )
Add point to the BACK of point_queue
i s o l a t e d _ b r a n c h _ s k e l e t o n _ i m a g e ( i ) =0
point = i
break the loop
if no neighbor found
break the loop
// search in the other direction
point = sta rting_ point
i s o l a t e d _ b r a n c h _ s k e l e t o n _ i m a g e ( point_queue ) =0
while true
for i in neighbors_of ( point )
if i s o l a t e d _ b r a n c h _ s k e l e t o n _ i m a g e ( i )
Add point to the FRONT of point_queue
i s o l a t e d _ b r a n c h _ s k e l e t o n _ i m a g e ( i ) =0
point = i
break the loop
if no neighbor found
break the loop
part [ i ]= point_queue
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be relaxed to include those initial segments that are spatially close or fall in the
natural extension of one another.
Since an initial set of road segments is computed, one can calculate a number
of properties of these segments such as average width, total length and their directions as well as their positions on both ends. Utilizing these properties, a set
of rules can be defined to properly merge road segments. The rules are summarized in Table 4.1. The first rule is to restrict the angular difference between the
segments θ, defined as the angular difference of the orientation of these segments
ends. This rule ensures a smooth connection between these two parts. The next
rule limits the width variation between two segments since a logical road segment seldom changes width. The vertical shift in angle and in distance reduces
the possibility of wrongly joining two segments that are parallel to each other and
it assumes the vertical shift of connected road segments to be very small. The last
rule in this category is the abundance, which is defined as a normalized count
of the asphalt pixels if the two segments are connected. This rule is useful when
the curvilinear detector cannot produce a hit due to overhead trees but there are
sufficient number of asphalt pixels that indicate a connection. It is also possible to add more rules to increase the overall accuracy, however the rules above
generally satisfy our needs.
It is worth mentioning that each segment has two sets of properties since it
has two ends. For each end, the properties are computed only from the very last
few pixels to the end pixel. In practice, we found the width changes significantly
at intersections while the orientation does not, thus the width is computed by
averaging more pixels (generally 20 times the width or all pixels if smaller than
that length) than for orientation (generally 2 times the width).
A two-step rule-based grouping approach is designed to obtain an accurate
grouping of the road segments. The algorithm performs a near range grouping in
the first step which aims to merge the segments that are fairly close; once the near
range merge is performed, an extended range merge is carried out iteratively to
connect segments that are farther apart but are disconnected due to interference.
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Count(asphalt)
>
Count(Total)
0.8

Table 4.1: Rules for connecting initial road segments, see text for details.

4.3.4.1

Near Range Grouping

The near range grouping algorithm is designed as follows: for each end of every
initial segment the algorithm looks in its vicinity for other segments. The vicinity
is typically defined as a boxed area with its longer side parallel to the orientation of the road as shown in Figure 4.2a. Notice the search box in Figure 4.2a has
some offset towards the opposite of the segment direction, such design is necessary to handle minor offset errors incurred in the curvilinear detector. After
identifying the segments with either of their end found in the area, the algorithm
then screens out those not satisfying the rules in Table 4.1. If only one candidate is found, it is connected with the segment of interest. In most cases, several
candidates are found and rankings of these candidates are built by comparing a
penalty E( pi,ei , p j,ej ) defined in Eq. 4.2 where pi,ei represents the ith part on the
end ei, which can either be the left or the right end of a segment. The penalty
function is written as
E( pi,ei , p j,ej ) =

||~x( pi,ei ) −~x( p j,ej )|| |ϑ( pi,ei ) − ϑ( p j,ej) |
+
W
Θ
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+

L − Length( p j,je )
× H0 ( L − Length( p j,je ))
L

where W, Θ and L are normalization constants that control their respective weight.
The first part of Eq. 4.2 computes the normalized distance between the candidates and the segment of interest, ~x( P) is the coordinate of P and W is typically
the width of the segment of interest, this is in correspondence with the first rule
in Table 4.1; similarly the second part is the normalized angular difference that
corresponds with the second rule; the third part is designed mainly to bias the
choice to longer segment where H0 is a Heaviside step function defined as
1

1

l
0

2

2

0
l

3

3

(a) Search region for near range group-(b) Search region for extended range
ing.
grouping.

Figure 4.2: Illustration of the search region for near range (a) and extended range (b) grouping.
In both illustrations, the right end of segment 0 is of interest. For near range search (a), segment
1 and 2 will be chosen as candidates while segment 3 will not. For extended range search (b), only
segment 2 will be chosen as candidate.

ˆ

H0 ( x ) =

x

−∞

.
δ(t)dt =

(

0 x<0
.
1 x≥0

(4.3)

Basically if the candidate is longer, it will have a smaller penalty, if the length
of the candidate segment is longer than the predefined threshold L, the penalty
is set to zero. Eq. 4.2 ranks the candidates and assigns the one with the least
penalty value to connect with the segment of interest. Although it is possible to
define Eq. 4.2 with exact correspondence to the rules defined in Table 4.1, adding
more parameters would complicate the decision making and may produce unwarranted results.
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The near range merge mainly serves to connect road segments that are disconnected after the initial segmentation. In a simple case of a two crossing roads, the
initial segmentation breaks them into four parts and these parts are contiguous
to each other at the intersection. After the near range merge, the road network
is merged to have only two long segments that cross each other at the intersection. The outcome of near range grouping consists of fewer segments and such
representation is more intuitive.
4.3.4.2

Extended Range Grouping

Extended range grouping serves to connect segments that are disconnected due
to interferences and are not detected by curvilinear detectors. Similar to near
range grouping, a search is performed in the natural extension of the segment
of interest. The search region is designed to be a minor circular sector with origin at the segment end of interest and with the radius equal to the length of the
segment. The sector is oriented along the extension of the road segment. This is
demonstrated in Figure 4.2b where only segment 2 falls into this search region.
If any candidates are found, they are processed using rules defined in Table 4.1.
The penalty for ranking (Eq. 4.2) is modified to

||~x( pi,ei ) −~x( p j,ej )|| |ϑ( pi,ei ) − ϑ( p j,ej) |
+
+
W
Θ
L − Length( p j,je )
× H0 ( L − Length( p j,je )) +
L
µ × Asphalt Abundance( pi,ie , p j,je )

E( pi,ei , p j,ej ) = log

(4.4)

where the distance constraint is changed to a logarithmic expression since we
have extended the search region: distance should have a minor impact on the
penalty. The asphalt abundance is also accounted for to rule out unwanted connection and µ is a weighting factor.
It is worth mentioning that the extended search is only applied to segments
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that maintain a high length to width ratio since they are less likely to be false
alarms. The extended search is especially useful in connecting road segments in
complex scenes in urban areas where roads are closely adjacent to parking lots
and where the road edges are obscured from the asphalt map. The extended
grouping, by connecting the salient segments outside the obscured area, will
merge to reflect the road segments in between.

4.3.5

Road Segment Pruning

The curvilinear detector can successfully detect most of the salient road pixels
and the grouping technique in the above sections can bridge the gaps between
small road segments and produce accurate road representations. However, the
curvilinear detector can also be susceptible to non-road structures in the scene.
For example, long edges of parking lots and buildings can often generate high
response for the detectors. In urban environments, a row of small houses forming
a line would also produce false alarms. In these scenarios, it is often necessary to
prune the segmentation results and eliminate false alarms.
The pruning process can be carried out by analyzing the properties of each
segment together with the asphalt binary map. A set of properties can be analyzed such as the length/width ratio, the total length, etc. To eliminate the cases
for single edge response, it is necessary to examine the distance between the predicted road edge and actual road edges and this can be realized using a binary
distance transform [82]. For false alarms incurred by rows of houses, we break
each road candidate based on connectivity using the asphalt image and examine
the maximum length/width ratio for each part, if the maximum ratio is less than
the predefined threshold, the road candidate will be dismissed. This is illustrated
in Figure 4.3.
The pruning process is carried out for all the road segments after near and
extended grouping. This process discards false alarms produced by curvilinear
detectors and the results are the extracted road centerline. It is noteworthy that
one can add more rules for pruning based on the characteristic of their scene.
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w
L1

L2

L3

L4

L5

Figure 4.3: The procedure to eliminate false alarms incurred by house rows. The road candidate is
broken into five parts based on binary connectivity and each part is examined respectively for maximum length/width ratio. If the maximum ratio is shorter than the predefined ratio, the candidate
is not considered as road.

For general purposes, these rules are kept simple. Each pixel in the final road
network contains the primary width and direction information; such information
can be used to reconstruct the full road map.

4.4

Experimental Results

The proposed approach has been applied to a set of scenes. First we demonstrate
the process in details using the Trona scene; then the results and analysis for other
scenes are presented.

4.4.1

The Trona Scene

The Trona scene consists of the small town of Trona, California. An RGB image
of the scene from the WorldView-2 sensor is shown in Figure 4.4. The roads are
generally straight but appear to have varying color. We first remove the noise
from the image using trilateral filtering [76] with a SAM threshold of 0.1 and
an EUD of 100 considering the WorldView-2 image has a dynamic range of 11
bit (2048). Due to the nature of this joint spatio-spectral filtering, the resultant
image appears to be much less noisy and the road edges stand out as shown in
Figure 4.5a. Two pixels on the road are manually selected to start flood filling
for obtaining all the asphalt pixels. These two pixels are marked by red dots in
Figure 4.5a and the resultant binary asphalt map from the flood fill is shown in
Figure 4.5b.
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Figure 4.4: RGB bands of the Trona Scene.

(a) RGB bands of filtered Trona Scene.

(b) Asphalt map from flood fill.

Figure 4.5: The flood fill process on the Trona scene, it comprises two steps: first a trilateral
filtering and next a multispectral flood fill.

Following the flood filling, the curvilinear detector is applied. The matching
process produces higher responses (Figure 4.6a) when the signature of the road is
prominent. Then the initial road centerline can be obtained using non-maximum
suppression and hysteresis thresholding as shown in Figure 4.6b. The lower and
upper thresholds for hysteresis thresholding are 0.4 and 0.6 respectively. It can be
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(a) Response from the curvilinear detectors. Brighter (b) The initial guess of the road centerline after nonvalues indicate higher response thus more likely to be maximum suppression and hysteresis thresholding.
road segments.

Figure 4.6: The curvilinear detection process on the Trona scene.

Figure 4.7: Two types of false alarms produced from the curvilinear detectors. The left panel
illustrates the case when a portion of the main road is obscured by the surrounding while the right
panel shows a case where consecutive houses produce false alarms. In each panel, the top-left is
the RGB image; the top-right is the binary asphalt map; the lower-left is the response from the
curvilinear detector and the lower-right is the centerline produced by thresholding.

seen that the curvilinear detector performs well on this scene and has extracted
most of the major road pixels, but it also produces a number of false alarms on
consecutive houses. The detector also misses one part on the major road where
the curvilinear signature is weakened by its surroundings. These two cases are
shown in Figure 4.7.
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(a) Initial 107 segments.

(b) 65 segments after grouping.

(c) Final 25 centerline segments.

(d) Full road structure grown from centerline
segments.

Figure 4.8: Knowledge-based system applied to the detection of the road network.

To eradicate such false alarms, it is necessary to seek the high-level knowledgebased recognition approach. As described in the previous sections, the knowledgebased process first breaks the road centerline from the curvilinear detector into
segments (107 segments as shown in Figure 4.8a) and performs two grouping
processes using rules defined in Table 4.1. The near range grouping reduces the
number of segments to 70 and the extended grouping to 65. The grouped segments are shown in Figure 4.8b. Finally the segments are pruned to eliminate
false alarms and the road centerline as well as the full road can be reconstructed.
The pruning process leaves only 25 salient parts (Figure 4.8c) and the full recon68
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structed road network is shown in Figure 4.8d. The knowledge-based system is
advantageous in its ability to process segments instead of pixels. The curvilinear
detector produces 7339 pixels as potential centerline pixels, yet the knowledgebased system only needs to process 107 segments, making the computation much
more efficient.
The final result demonstrates that the entire system performs very well on this
scene. The system not only detects almost all the road centerlines in the scene
but can recover the full road structure as well using the width and orientation
information from the curvilinear detector. It missed only one road on the bottom
and this is because the road edge is obscured and it is not well identified by the
flood fill.

4.4.2

The RIT Campus Scene

The RIT campus scene was collected in June 2009 from the WorldView-2 sensor.
It displays the main campus of Rochester Institute of Technology and the RGB
bands are shown in Figure 4.9a. The RIT campus scene is challenging in that it
contains large parking lots and curved roads. It also has overhead trees blocking
portions of the road. We use the GIS database from Monroe County Government
produced in March 2010 as truth data for comparison. The GIS database also has
some inconsistencies with the image due to recent constructions on the campus.
Only one pixel is chosen for flood filling and it is shown by the red dot (upper
left corner) in Figure 4.9a. The results are shown in Figure 4.9. We can see the
detector successfully detects all the major roads surrounding the main campus
even though they are curved. It missed a few small circles since they do not
possess the curvilinear features present in the filter bank. One interesting aspect
is that the detector also identifies the parking lanes as roads, which are not present
in the truth data. However, we would argue that such detection is correct since
they follow the general definition of road and also appears in many other GIS
database such as Google Maps.
In order to obtain the accuracy statistics of our detection, the GIS data is pro69
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(a) RGB band for RIT scene. The red dot on the top left
parking lot is the seed pixel for flood filling.

(b) Flood fill result

(c) Extracted road network

(d) Truth data

(e) Extracted centerline.

Figure 4.9: Results for the RIT scene.
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jected into the image intrinsic space, connected using linear interpolation, and
dilated to be 5 pixels wide to avoid mis-registration. Note that we assess performance at the pixel level, not the road segment level. Detection is marked as
a hit when it overlaps with the dilated truth data; otherwise it is marked as a
false alarm. To obtain the miss rate, we carry out a similar procedure by dilating
the detected road centerline and count the pixels outside the dilated region. The
hit rate is computed as the fraction of the hit pixels falling within all pixels from
the truth and the miss rate as the fraction of the missed pixels within all pixels
from the truth; the false alarm rate with respect to all the detected road pixels is
calculated as the fraction of false alarm pixels within all detected pixels and the
false alarm rate with respect to non-road total pixels is the fraction of false alarm
pixels within all the non-road pixels in the entire scene. Table 4.2 describes the
detection rates for the following scenes in the Rochester area. The hit rate for the
RIT campus scene is 78.63%, the false alarm rate w.r.t all detected pixels is 37.98%
and the miss rate is 21.37%. The high false alarm rate is because of the absence of
the parking lanes in the truth data. In addition, many roads in the truth data do
not manifest any curvilinear features or have been reallocated such as the bright
road at the center of the image. However, the detector still produces relatively
accurate results based on visual inspection. On the other hand, the false alarm
rate w.r.t total non-road pixels is fairly low (only 3.88%); this metric shows that
our detection is fairly accurate from a signal detection perspective.

4.4.3

The Mall Scene

The Mall Scene is a complex scene. Again, ground truth was obtained from the
GIS database from Monroe County Government. It contains not only roads with
different width and orientation, but also many interference factors such as large
parking lots and small road side parking lots. The road side parking lots break
the curvilinearity of roads thus those parts could not be detected using the curvilinear detector. For example, an upper part of the main vertical road in Figure
4.10a (marked in the blue box) is contiguous to a roadside parking lot. Further71
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more the complexity of the scene leads to more false alarms. The RGB bands of
the scene are shown in Figure 4.10a and the results in Figure 4.10e.

(a) RGB image.

(b) Flood fill results.

(c) Curvilinear detection results.

(d) Truth data

(e) Final detection Results

(f) Extracted centerline

Figure 4.10: Results for the Mall scene. In (a), the red dots indicate the seeds for flood filling.
Two rail tracks are also detected by our method due to the resolution of the image.

Our method successfully detected the main road even with the interference
from roadside parking lots. It detected two major rail tracks that are absent from
the truth data; this is due to the 2-meter resolution of the image. At such resolution, the railroad track appears to be the same as a regular road and it is even
beyond the recognition of visual inspection. For a complex scene like the mall,
the knowledge-based system plays an important role in refining the results from
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the curvilinear detector by merging segments logically and removing small segments. The curvilinear detector produces 18475 road centerline pixels. It is initially segmented to have 486 parts and reduced to 332 grouped segments. The
final pruned road centerline only contains 54 segments.

4.4.4

The Residential Area Scene

The residential area scene is a portion of a suburban area in Henrietta New York
and is shown in Figure 4.11. Ground truth is again acquired from the aforementioned GIS database. The scene contains several road types including highway
entrance/exit and a residential house complex. Several factors make it a complex
scene. The width of the roads changes in the scene, it contains a curved ramp at
highway entrances as well as width varying exists. The road color varies from
light gray to dark black and overhead trees cover portions of the roads. Many
of the rooftops in the scene are built with materials spectrally similar to asphalt
and this is confirmed by the flood fill map in Figure 4.12. Furthermore, the consecutive houses often form a line that triggers false positives for the curvilinear
detector.
Despite the complexity of the scene, the detection still can yield high accuracy.
The overall hit rate is 98.21% with a miss rate of 1.79%, a false alarm rate of 13.22%
w.r.t detected pixels and only 0.81% w.r.t the total non-road pixels. The system
can correctly identify the highly curved highway entrance, the main road as well
as the small roads in the residential complex. It is also able to avoid most of the
false alarms from the house rows and overcome the partial occlusion of trees.

4.4.5

The South Rochester Scene

To investigate the general accuracy of our method, we run the algorithm on a
very large and diverse scene south of Rochester, New York. The scene is shown
in Figure 4.14a with coverage of 46 km2 . The extracted road network is shown in
Figure 4.14b. The results are also compared with the GIS truth data to reflect the
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Figure 4.11: RGB bands of the Residential Area Scene (left), RGB bands of the trilateral filtered
image (right) with noise removed, the red dots indicate the seeds for flood filling.

(a) Flood fill result

(b) Extracted road network

(c) Truth data

(d) Extracted road network.

Figure 4.12: Results for the residential area scene.

74

CHAPTER 4. ROAD NETWORK EXTRACTION

Figure 4.13: GUI for our road network extraction system.

general accuracy. The overall hit rate is 74.42%, the miss rate is 25.58%, the false
alarm rate is 39.04% w.r.t detected pixels and 2.17% w.r.t total non-road pixels.
It is necessary to point out that many curvilinear features are not present in the
GIS database such as the road tracks and the runway in the airport; in addition,
due to the overhead trees, many roads are completely covered and cannot be
identified from aerial images. These factors affect the accuracy statistics but are
left untouched since they can exist in any natural images and the main purpose
of this scene is to obtain a general assessment of our method.

4.5

Discussion

In this chapter, we present an integrated road extraction system. The system
works on high-resolution WorldView-2 images and comprises three major steps.
It obtains the asphalt pixels using spatial-spectral joint flood fill technique and the
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pixels are fed into a template-matching based curvilinear detector; a knowledgebased system is then employed to segment, group and prune the road network.
This approach works well on several scenes and has been shown to generate a
general accuracy of 74.42% on a very large and diverse data set (46 km2 ). On particular scenes such as residential areas, the hit rate can reach as high as 98.21%.
The accuracies are summarized in Table 4.2. The allowable false alarm rate can
be analyzed from the F/A w.r.t total non-road pixels, which is more suitable from
a signal detection perspective. It can be seen that the false alarm rate is fairly low
in all these cases indicating the detection is very accurate. Thus we believe the
detections are all acceptable in our experiments. In general, if the false alarm rate
with respect to total non-road pixels is high, then the detection is not acceptable;
the false alarm rate with respect to detected pixels can serve as a secondary metric to evaluate the detection. It is important to remember that the statistics are
generated on the pixel level and it may not fully reflect the detection accuracy.
For example, missing a long road and missing several short roads may result in
similar accuracy but it takes more manual work to fix several short roads than for
a long road. In this sense, the pixel-wise statistics are not satisfactory to express
the logical accuracy. However without a well-established database and ground
truth, pixel-wise statistics can serve as a reference to determine the accuracy of
detection.
Scene Name

Coverage

Hit Rate

Miss Rate

F/A w.r.t. all
detected pixels

F/A w.r.t. total
non-road pixels

RIT Campus
Mall
Mall (w/o rail track)
Residential
South Rochester

1.06 km2
2.79 km2

78.63%
84.77%
87.84%
98.21%
74.42%

21.37%
15.23%
12.16%
1.79%
25.58%

37.98%
44.24%
34.26%
13.22%
39.04%

3.88%
4.23%
3.27%
0.81%
2.17%

1.52 km2
46 km2

Table 4.2: Accuracy statistics on the test scenes.

A Matlab GUI was created to provide a user interface for road extraction and
it is shown in Figure 4.13. The main control panel consists of four sections in
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correspondence with steps of the algorithm. The options are stored as a structure
object and can be edited outside the program; a number of options can also be
edited on the control panel and two windows provide previews of the scenes.
The algorithm has some drawbacks at special road structures such as very
short segments or circles since the curvilinear detector cannot produce sufficient
responses. In several cases, the detector produces false positives on very long
buildings and false negatives on roads with faint edges. However, the algorithm works well in general on diverse road structures. It has been shown to
produce high accuracy results in complex and diversely structured scenes. The
algorithm can overcome partial occlusions from overhead trees or cars and interference from roadside parking lots. Furthermore, the algorithm has been tested
to generate acceptable accuracy on very large scenes.
Our algorithm has several advantages. Firstly, it is a spatial-spectral joint approach, which takes advantage of the rich spatial and spectral information from
multispectral images for asphalt detection. Secondly, it features mid-to-low level
vision techniques to extract curvilinear features that reduce the mis-detection of
large parking lots or other objects built with asphalt. Thirdly the algorithm fuses a
knowledge-based system to quickly and efficiently obtain logical road network.
The knowledge-based system operates on the object-level instead of pixel-level
and thus is more efficient and capable of estimating occluded road and prune
unwarranted segments. The three different modules integrate as an end-to-end
system for road network extraction and make our algorithm more suited for complex urban and suburban road network detection. Furthermore, the knowledgebased module works on the object-level, it is very efficient and has been shown to
work well on relatively complex and large scenes in an allowable time frame; the
output of the module contains useful data of logically segmented road centerlines
with width and orientation information, which can be conveniently processed as
vectorized shapefile to work with GIS packages.
Here we only includes the most basic rules but the algorithm can be made
more robust by adding more rules for grouping or pruning according to the scene
characteristics. However one caveat is that although added rules can achieve
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higher accuracy on one particular scene, they may produce more unwarranted
error on others. It is often necessary to evaluate the rules before deployment to
achieve higher overall accuracy.
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(a) RGB band of the South Rochester Scene. (b) Extracted road network for the South
Rochester Scene.

(c) Truth data

(d) Extracted centerline.

Figure 4.14: Results for the South Rochester Scene.
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Chapter 5
Water Body Detection and
Vectorization
5.1

Overview

Water bodies are another key feature in remotely sensed images. The extraction
of water bodies is very useful for environmental studies and change detection.
Water is used to cool many industrial processes so they are typically near lakes,
rivers, or man-made "cooling ponds"; defining the boundaries of water bodies
at industrial facilities are often necessary for change detections over time. One
special case of water is flood, which is one of the most common natural disasters.
Recently, heavy rain from Tropical Storm Lee resulted in a major flood event for
the southern tier of New York State in early September 2011 causing evacuation of
approximately 20,000 people in and around the city of Binghamton. It is of great
importance to analyze the flood pattern. The Digital Imaging and Remote Sensing Laboratory (DIRS) of RIT operates the air-borne WASP (Wildfire Airborne
Sensor Platform) sensor that is often used to provide aerial high resolution RGB
and infrared images. In support of the New York State Office of Emergency Management, WASP was deployed over the flooded area to collect aerial images. One
of the key benefits of these images is their provision for flood inundation area
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mapping. These images are often time sensitive and are of great value to the disaster analyst and operators. Yet these high resolution images are of very large
size and would take a very long time to transmit; on the other hand, one necessary yet tedious task is to map out the flooded region to GIS capable software.
Such processes would often take significant amount of manual digitization and
operator time.
In this chapter, an automated and easy-to-implement approach is provided for
flood mapping from GeoTiff images. The process only requires an analyst to select a representative flooded pixel on the image and it maps out the flooded area
in the image using Spectral Angle Mapper (SAM) and some morphological processing techniques. The process would also export the flooded areas as vectorized
polygon-represented shapefile, which can be imported and further refined using
GIS packages. It is expected that our approach would provide a rapid response
for disaster analysts. This technique can also be of use in identifying water bodies
in urban environments such as rivers, canals, and industrial cooling ponds.
The rest of the chapter is organized as following, in Section 5.2, the WASP
system is briefly described. The algorithm details are explained in Section 5.3; a
M ATLAB GUI has also been designed to demonstrate the process and is described
in Section 5.4. In the end, a discussion and a summary is given in Sections 5.5 and
5.6.

5.2

The WASP System

The RIT Wildfire Airborne Sensor Platform (WASP) is an airborne multispectral
sensor system with high spatial resolution as well as spectral resolution covering not only visible but short wave, mid-wave and long wave infrared spectral
regions as well [83, 84]. It was originally developed for wildfire detection and
mapping and has been used in various applications including disaster response
research. The system is equipped with on-board computing functionality and is
capable of producing georeferenced multispectral images. The spatial resolution
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of the WASP system is approximately 15cm with a flying altitude of 2500 feet for
the visible sensor and 83cm for the infrared sensors.
The image captured by WASP can be accessed through a web map service
(WMS) online once they are properly processed. The WMS based imagery server
was developed and deployed by RIT and it is called the Rochester Airborne Imagery Database for Education and Research (RAIDER). The system enables easy
access to high quality imagery using a web-based data portal. It also features an
Openlayers architecture that allows the user to pan and zoom through the images. In addition, the end user can also download the georeferenced image from
the service for a specific location range. In this chapter, the test image is downloaded from the RAIDER server using a web browser.

5.3

Flood Mapping Algorithm

The flood mapping algorithm follows a flowchart shown in Figure 5.1. It consists
of two major parts; the first is the process of binarization, i.e. producing a binary
image from RGB, Multispectral (MSI) or Hyperspectral (HSI) image; the second
is vectorization, which produces a vector format shapefile. Details of the process
are explained below. A WASP image over the Binghamton flood1 in Figure 5.2 is
used to facilitate the explanation. The image has a spatial size of 6000 × 2000 and
color RGB bands. The WASP sensor also captures three IR images with lower
resolution, but they are not considered in this case since it would require extra
effort of registration and sharpening.

5.3.1

Generation of the Binary Flood Map

The main purpose of this part is to properly identify all the flooded areas in
the image, or more specifically the waters in the area. This involves a classification process and requires some training. Fortunately, we find the waters in
1 Downloaded from

http://raider.cis.rit.edu/dataset/wasp-2011-09-09-binghamton/wms/154

82

CHAPTER 5. WATER BODY DETECTION AND VECTORIZATION
Load Geotiff Image
(RGB/MSI/HSI)

RGB/MSI/
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User input:
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Figure 5.1: The flowchart of the algorithm.

Figure 5.2 have a distinguished brown color. Thus one can use Spectral Angle
Mapper (SAM) in Eq. 2.6 [1] to properly identify the flooded pixels.
In this algorithm, we only require one truth pixel against which every pixel in
the image is compared. The comparison produces a rule image with values varying from zero to π; zero indicates a perfect match and π indicates completely different (which can hardly occur in general cases). Thus a threshold can be picked
to generate a binary flood map. In Figure 5.3a, a flood map with SAM threshold
of 0.12 is shown with only one pixel in the river selected as a training set. The
result is overall acceptable with some false alarms and misses, considering the
entire process is very fast (within 30 seconds on a modern computer). The results
could potentially be improved by using multispectral or even hyperspectral images where materials are more easily distinguished. Here, due to the signature of
the flooded waters, RGB spectral data was sufficient.
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Figure 5.2: WASP image of the Binghamton Flood, the image contains RGB bands. IR images
are also collected but not used for our analysis. Image is brightened for visualization.

5.3.2

Vectorization of the Binary Map

The vectorization process consists of three sub-processes: morphological processing to reduce the clutter of the binary map, boundary extraction and vectorization
to obtain a vector representation of the flooded area, and shapefile generation
which converts image pixel coordinates into GPS coordinates.
The morphological process is used to erase small areas since these are likely
to be false alarms. This sub-process also reduces the number of areas for the following processes and thus lowers the burden for vectorization. Currently, we
are implementing a two step morphological process: image opening, which is a
joint procedure of image erosion and dilation, and area opening. The basic idea
is to label all connected pixels in the image and remove those labels with small
number of pixels. Both image opening and area opening techniques are standard in most image processing packages such as M ATLAB (imopen, bwareaopen)
[85] or OpenCV [86] (cvFindContours, cvContourArea and cvMorphologyEx). Figure 5.3b shows the flood map after morphological processing.
The next step is to extract boundaries of these areas and generate a vector
representation. Boundary extraction is a very expensive yet inevitable procedure
to generate shapefiles. It is complex not only because the areas in the binary
image are of a large number and have complex forms, but these areas have inte84
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Figure 5.3: The flood binary map with SAM threshold of 0.12 overlays on the original image(left), shown in right is the image
after morphological processing with area opening threshold of 500 pixels and image opening radius of 5.

(b)

(a)
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rior boundaries (holes) as well. Thus the approach not only needs to extract the
boundaries, but also to determine if they are exterior or interior.
Here, Moore’s boundary tracing algorithm is used to extract boundaries. It
is a very popular approach and has been implemented in many software library
packages, for example the M ATLAB Image Processing Toolbox and OpenCV. The
algorithm is well explained in Ref.[85]. The algorithm starts from the upperleftmost true value pixel (denoted as b0 ). Then, starting from the west pixel of
b0 and clockwise, it looks for the first true value pixel (denoted as b1 ) and the
false value pixel right before b1 (denoted as c1 ). Mark b = b1 and c = c1 . The
next process is iterative: start from c, look for the first true value pixel around b,
then mark it as the new b and the false value pixel right before it as c. The process goes on until b = b0 and the next boundary pixel is b1 . In practice, a binary
image will contain several independent connected components; each component
has its own boundary. In addition, certain components may have holes in them
thus producing interior boundaries. To properly extract each boundary, it is often
necessary to label these components; one also needs to invert the image to obtain
the interior boundaries. In order to generate a vectorized format of the boundary,
the boundary hierarchy needs to be established. Now given the exterior boundary set E, the interior boundary set I and a labeled image L, recall that Moore’s
tracing algorithm always starts from the upper-leftmost true value pixel. One can
obtain the upper-left pixel value in L of the first pixel in each interior boundary as
Lul , then one can find its parent by matching Lul within E. Using this technique,
the boundary hierarchy can be established.
We use GeoTiff images because they contain GPS coordinates, which can be
utilized to convert relative pixel position to absolute longitude and latitude coordinates. The GPS information conveyed by GeoTiff images is usually the bounding box of the image, which is the coordinates of the upper left corner pixel and
the lower right corner. We assume uniform increments of latitude and longitude
between each pixel and ignore spherical effects and then we linearly interpolate
the GPS coordinate of each pixel. The shapefile polygon representation is chosen to store the boundary vectors. The specification allows multiple parts. Each
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part represents an isolated area and holes in each area are separated from the
exterior boundary using a not a number symbol(NaN) [87]. More specifically, for
each connected part, the most exterior boundary segments are recorded, a NaN is
added at the end of this segment, then the interiors are recorded in no specific
order and these segments are also separated using NaN. In addition, the exterior
of the boundary should be coded clockwise and the interior counterclockwise.
Luckily, Moore’s boundary tracing algorithm always export the boundary in a
clockwise or counterclockwise fashion due to its design. It is worth mentioning
that the island inside a hole is considered an isolated part and is not associated
with the hole it is in. Using the M ATLAB Mapping Toolbox, we can store each part
as a struct element with attributes in Table 5.1 and can also export the shapefile
using shapewrite.
Field Name
Geometry

Description
It supports Point, Lines, Multipoints and Polygon, for
our purposes, this attribute is fixed to Polygon.
BoundingBox 2 × 2 array, this is the bounding box, it is copied directly
from the GeoTiff information of the image.
X
The Longitude of each vertices of the polygon, in our
case, the continuous boundary pixels. Some GIS
software uses an alternative name Lon for this attribute.
A NaN is used to separate exterior and interior boundary
segments.
Y
The Latitude, can be alternatively named as Lat.
Table 5.1: Attributes (Field Names) for shapefile elements. This list is only the mandatory attributes for shapefiles. It can also incorporate other optional attributes.

5.4

GUI Design for Analysts

Since this end-to-end approach is mostly automated and only a few parameters
(one pixel position for SAM comparison, SAM threshold and area/image opening threshold) are required, it is natural to design a GUI to perform such tasks.
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Figure 5.4 shows a preliminary design of our algorithm interface. The GUI consists of two major parts. The left is the preview, where panning, zooming and
ROI selection tools are provided as buttons. The analysts can adjust and browse
to determine the effect of the algorithm and help them choose the optimal threshold. The right part provides controls and output features. The Size Constraints is
the threshold used for area opening and the Smooth Radius is for image opening.
In addition, another window (see Figure 5.5) is also used to display the entire image. It also displays the end results of the detection and a moving blue window
that corresponds to the area displayed in the main window.
The aim of a GUI is to provide the analyst an environment where they can
adjust the parameters for best results. Thus a Process Window button is used to
only process what is displayed on the preview panel instead of the entire image.
This process can drastically improve the speed of processing when the program
automatically sub-sample the preview panel image to a much smaller resolution
(currently set to200 × 200, but can be easily changed in the code). This provides
the analysts with more freedom to control the parameters and eventually saves
time for further processing.
For completeness, we support training set selection of multiple parts and have
added a Gaussian likelihood constraint for our analysis. However we have discovered after a number of trials that a one point training set is better than multiple
parts. This is due to an averaging that is performed on the multiple training samples, which can even out the characteristics of water. The Gaussian constraint
is also not recommended since the spectral distribution of water is not exactly
Gaussian, at least not for the RGB images tested.

5.5
5.5.1

Other Considerations
Restrictions

The images for analysis must have at least three bands and should contain GPS
information. The first requirement is a necessity for SAM to correctly perform
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Figure 5.4: The GUI for analysts.

Figure 5.5: The separate window showing the results on the entire image.
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and the second is for proper production of shapefiles.
The SAM approach can perform a relatively accurate detection of water flooded
areas. It is noteworthy that the image shown was taken when the flood has not
receded, yet some images we see are taken at a relatively later time and the water
has receded leaving only the remains on the flood. In our testing, the detection
does not perform as well on these scenarios since the pixels are not pure water
but mixed. Other approaches might be needed for detection such as spectral unmixing [1] or to utilize texture information.
The code is currently implemented in M ATLAB and it requires the Image Processing Toolbox and Mapping Toolbox to fully function. It is also possible to code
in C/C++ using standard library of OpenCV.

5.5.2

Proper Choice of the Training Set

It is often believed more training samples would provide better results, however
this is not the case for our technique in the testing done so far. Due to the averaging problem described in the previous section, it is advised to use just one pixel
as the training set.

5.5.3

Optimization and Improvement of the Algorithm

There are several parts of the algorithm that can be improved to increase the efficiency. Currently most of the computing time is spent on vectorization since it
treats each pixel on the boundaries as vertices and we are computing the boundaries for each connected components in the image. In this way, the boundary is
represented by a large number of vertices. To reduce the number of vertices, one
can use the chain code approximation [88] where only significantly vertex points
are recorded instead of all boundary pixels. Another approach to simplify the
vertices of the boundaries is to perform some polygon approximation, most notably, Douglas-Peucker line simplification algorithm [89]. This approach reduces
the number of pixels used to represent polygons and would significant reduce
90

CHAPTER 5. WATER BODY DETECTION AND VECTORIZATION

the storage size of the shapefile. The Douglas-Peucker line simplification algorithm is available in M ATLAB Mapping Toolbox [87] (reducem) and in OpenCV
(cvApproxPoly). This can be easily fused into the program to reduce the storage
space and produce smoother results.
In addition, one can also utilize other standard morphological methods such
as image closing, or more efficiently, a joint image opening/closing and area
opening approach to reduce the complexity of images.

5.5.4

Shapefile Representations

The shapefile generated using M ATLAB has been tested to be successfully imported into four GIS capable software packages: M ATLAB, Exelis ENVI, ERDAS
Imagine and Quantum GIS. M ATLAB mapshow, ERDAS Imagine and Quantum
GIS can accurately display the flooded area as well as the holes. ENVI only displays the boundaries of the areas and we are unable to test if they recognize the
holes properly. Figure 5.6 shows the shapefile imported in Quantum GIS. The
shape displays the same as on the other three software packages. To obtain the
result in Figure 5.6, the SAM threshold is chosen as 0.12, size constraint as 500
and smoothing radius as 5.

5.6

Summary

In this chapter, an automated approach for flood detection and export is described. The approach uses simple Spectral Angle Mapper (SAM) to generate
a binary flood map. A number of image processing techniques are employed to
produce a GIS compatible shapefile. The technique is relatively fast and the results are acceptable. The generated shapefile is much smaller than the original
image and can be imported to most GIS software packages. This enables critical flood information to be shared with and by disaster response managers very
rapidly. It is expected that our algorithm can be used as an aid for the disaster
response and relief community.
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Figure 5.6: The shapefile loaded in Quantum GIS 1.7.1. It can also be accurately loaded into
other GIS packages such as ERDAS Imagine and ENVI.
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Chapter 6
Medical Image Fusion using Nearest
Neighbor Diffusion based Algorithm

6.1

Introduction

Medical images can generally be categorized into anatomical images and functional images depending on the imaging equipment and desired diagnostic purpose [90, 91]. X-ray computed tomography (CT) is a typical anatomical imaging
procedure aimed to compute the cross-sectional images of anatomical structure.
CT produces volume data that can be used to demonstrate various bodily structures. It is widely used in clinical facilities for several decades. Positron emission
tomography (PET), on the other hand as a functional process imaging system,
provides images of metabolic processes by detecting the gamma rays emitted indirectly by positron emitting isotopes introduced to the scanned body [92].
Traditionally, imaging technologies have primarily focused on a single aspect
of a disease process, either anatomical or functional. Problems arise for PET images when accurate anatomic localization of functional abnormalities is needed
due to the low spatial resolution of typical PET images. A number of researches
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have been carried out to increase the resolution of PET imaging. Kennedy et al.
[93, 94] uses a modified motion-based super-resolution technique [95] to yield a
higher resolution image by combining the several acquisitions interspersed with
sub-pixel shifts in the scanning process. Thanks to the availability of dual modality PET/CT scanners that captures PET with X-ray CT simultaneously [96, 97],
overlaying CT image with co-registered PET image as a pseudo-color layer provides a new way to visualize the metabolic processes in clinical diagnostics. The
idea to combine PET and CT image excites the researches to develop new algorithms to enhance the PET resolution using spatial details obtainable from the CT.
Since most of the radiopharmaceutical distribution will often follow the anatomical borders, efforts have been made to incorporate anatomical border information
from CT images to sharpen the lower-resolution PET image. The idea is original
introduced as Hybrid computed tomography (HCT) to reduce the artifacts in ultrasonic computed tomography [93, 98]. The HCT algorithm relies on an edgebased fusion process where gradient changes are only permitted on the edge pixels where edge information can be obtained from the CT image. Recently, wavelet
transforms are employed to solve the multimodal image fusion problems, many
of such are seen in the fusion of satellite imagery [4, 5, 6, 7, 8, 9, 10]. Liu et al. [99]
introduced the multi-wavelet transform in the fusion of PET and CT image by decomposition of the images and performing gradient fusion on the low-frequency
and classification fusion in the high-frequency region.
In this chapter, we extend the Nearest Neighbor Diffuse (NNDiffuse) based
algorithm to apply in the fusion of anatomic CT image with functional PET image. The algorithm is based on a simple diffusion model, the diffusion factor are
computed based on a similarity measure inferred from the integration of intensity difference in a local window. The major difference of the problem in PET/CT
fusion to pan-sharpening is the lack of photometric correlation between the CT
image and PET image. With original NNDiffuse algorithm, photometric correlation was a key procedure in normalizing the diffusion factor for remotely sensed
imagery; alternatively in here, we calculate the normalization factors by matching the CT image with the fusion results carried out on the down-sampled CT
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image. Consequently the obtained normalization factors can be used to properly
scale the similarity measure and achieve the final fusion. Experimental results
show that fused image combines information of the PET images with more added
details and texture from the CT image. Similar to the original NNDiffuse procedure, the extended algorithm operates locally and can be easily made parallel to
suit the modern-day multi-core computation architecture. The research shows
the potential of using CT/PET fusion for the anatomic localization of functional
abnormalities.
The rest of the chapter is organized as follows. Section 6.2 introduces the
algorithm for the fusion process. Experimental results are shown in Section 6.3
and a discussion is provided finally in Section 6.4.

6.2

Method

The fusion algorithm follows the flowchart shown in Fig. 6.1. It requires that
the PET image and the CT image are co-registered. Similar to the algorithm described in Chapter 2, a difference factor N [9]( x, y) is calculated from the high resolution CT image for each subpixel, the similarity measure S( x, y, j) of subpixel
( x, y) with its jth neighbor (as calculated in a counterclockwise fashion shown in
Fig. 2.2) can be subsequently calculated with
S( x, y, j) = exp[−

k ( x, y) − ( xu,v , yu,v )| x,y,j k
Nj ( x, y)
] × exp[−
]
2
σ
σs2

(6.1)

where (u, v) indicates the neighboring superpixel corresponding to pixel ( x, y)
and j is in accordance with diffusion regions illustrated in Fig. 2.2. xu,v and yu,v
are the center pixel location of the nine neighboring superpixels (u, v). σ and σs
are intensity (range) and spatial smoothness factors that control the sensitivity of
the diffusion. It is worth mentioning that S( x, y, j) is only a similarity measure,
which needs to be normalized to a diffusion factor by a normalization factor k ( x, y)
to reflect the fraction of the superpixel intensity to be diffused to the subpixel
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Figure 6.1: The flowchart to perform the PET/CT fusion.

( x, y). In Chapter 2, the normalization factor is obtained by correlating the multispectral bands intensity values with that in the panchromatic image, however
such photometric relation is not retained in the medical image modules. Here
another way to obtain k( x, y) is presented. The left branch in Fig. 6.1 describes
the approach. The CT image is down-sampled to match the size of the PET, then
we sharpen the down-sampled low-resolution CT assuming a constant normalization factor so that
9

CTg
( x, y) =

∑ S(x, y, j)CT ↓ (u, v|x, y, j)

j =1

where CT ↓ is the low-resolution CT image and CTg
( x, y) represents the sharpened CT image, (u, v) indicates the neighboring superpixel corresponding to pixel
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( x, y) and j is in accordance with diffusion regions illustrated in Fig. 2.2. k( x, y)
can be then be obtained as
CTg
( x, y)
(6.2)
k( x, y) =
CT ( x, y)
where CT ( x, y) indicates the original CT intensity of pixel ( x, y). The final sharpened PET image will be calculated as
PET ↑ ( x, y) =

1
k ( x, y)

9

∑ S(x, y, j) PET (u, v|x, y, j)

(6.3)

j =1

The introduction of k ( x, y) converts the similarity measures to direct diffusion
factors thus the subpixel intensity can be calculated using intensity values form
neighboring superpixels. This idea can also be applied to other multi-modal image fusion problem.

6.3

Results

We implemented the algorithm and applied to a PET/CT dataset from National
Institutes of Health (NIH). The data are assumed to be co-registered and they
are shown in the left and middle of Fig. 6.2. The size of the CT image is 512 ×
512 and the size of the PET image is of size 128 × 128. The provided data has a
CT/PET pixel size ratio of 1:3.622 as well as some lateral shift (about 6 pixels for
the PET image), for research purposes, the PET images are re-sampled with bicubic interpolation so that the CT/PET size ratio is rounded to 1:4 with no lateral
shift. The CT image has a maximum intensity of 2606 and minimum intensity of
0. The CT image shown in Fig. 6.2 is linearly stretch between 0 and 2606, the PET
image is linearly stretched between 0 and 5051 (the maximum value in the PET
image).While it is apparent to discern the structure in the cardiovascular system
from the CT image, it is very difficult to tell from the PET image even it reflects
the functional structure. The fused image on the right of Fig. 6.2 incorporates the
higher spatial frequency information from the CT image to the PET image thus
97

CHAPTER 6. MEDICAL IMAGE FUSION WITH NNDIFFUSE

enhancing the details and textures only discernible from the higher resolution
CT image. On the other hand, the functional information from the PET is still
reserved. The fused image is also linearly stretch between 0 and 5051 to match
the histogram of the original PET image.
It is worth mentioning that a pre-processing of the CT image may be necessary to achieve an acceptable result. Two issues are addressed: a noise reduction procedure needs to carry out so that the gradient change from the noise
will not be amplified by the fusion process; another issue is the proper treatment of zero-value pixels in the CT image. According to Eq. 6.2, if the intensity
value in CT ( x, y) is zero, k ( x, y) will be infinite. A common solution is to add
an infinitesimal number to the denominator, however CTg
( x, y) will very likely
be zero, leading k( x, y) to zero, resulting in a zero value PET ↑ ( x, y). Here, we
set all zero-value pixels to be a small value above zero. As a solution to the two
issues, a simple thresholding is performed on the original CT image so that intensity values smaller than the threshold will be assigned to have the intensity of
the threshold value. In this way, we can achieve an satisfactory fusion result.

Figure 6.2: PET/CT dataset, left is the CT image; middle is the PET image resized using nearest
neighbor interpolation to match the size of the CT image; right is the fused PET image using the
algorithm described in Section 6.2.

Another visual comparison can be made to demonstrate the fusion result by
displaying the PET images using pseudo colors to enhance the contrast at metabolically actively components. Very commonly, the PET image is converted into a
pseudo-color presentation with heat color map and is overlaid on the grayscale
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Figure 6.3: Visualization of traditional CT/PET overlaying technique (lower-left) and our fused
PET image in pseudo-color (lower-right). The original CT is shown in the upper-left and the
pseudo-colored PET image is shown in the upper-right.

(a) Pan-sharpened image using photometric
correlation.

(b) Without photometric correlation

Figure 6.4: Comparison of the two diffusion algorithms on pan-sharpening of WorldView-2 image.

99

CHAPTER 6. MEDICAL IMAGE FUSION WITH NNDIFFUSE

CT image to show both anatomical and functional structures. With the NNDiffuse generated PET image, one only needs to display one single pseudo-color
image to reflect anatomical details without compromising functional structures.
Fig. 6.3 shows the comparison of the two visualization schemes. The histogram
of the PET is linear stretched between 0 to 5667 and is overlaid on the CT with
40% transparency. While different people may have their own preference of visualization, the fused image is clearly seen to be able to represent texture variation
from the CT and functional structures on the PET.
The same technique can also be used to solve other multi-modal fusion problems. In the context of using the original NNDiffuse for pan-sharpening problems, a photometric correlation is used to determine the proper normalization
constant, however, it is also possible to use the alternative technique in this chapter to perform pan-sharpening, without the involvement of photometric correlation. We carried out the two diffusion processes on the WorldView-2 image set
in Fig. 2.3 and the results are shown in Fig. 6.4, the two images are histogram
matched thus a side-by-side visual comparison is possible. The two images appear to be very similar to each other and the mean Euclidean difference of the
two images is only 23.6 digital count, which is a fairly small number considering the image is effectively 11-bit and contains eight bands. A difference map in
Fig. 6.5 shows most of the difference occurs along the edge areas. The difference
is calculated as the spectral Euclidean distance of the two images.
Similar to the analysis we made in Section. 2.3.2, we down-sampled the WorldView2 recycling site scene and performed a statistical analysis and the results (Table 6.1) indicates that the original NNDiffuse achieves slightly better accuracy
while the metric for algorithm in this chapter without photometric correlation
is lower. This is reasonable since the original NNDiffuse takes advantage of
the physically accurate photometric correlation between the panchromatic sensor and the multispectral sensors. However, the diffusion method in this chapter
is useful since it has no dependency on the sensor intensity correlation; on the
other hand, the difference between the two methods are minimal both by visual
comparison and fusion statistics.
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Figure 6.5: Difference map of the two images in Fig. 6.4, comparison is made using Euclidean
distance difference from the eight-band images. As a reference, the satellite sensors capture 11-bit
(effectively, stored in 16-bit) images leading to a maximum digital count of 2048 for each band.

Original NNDiffuse
Alternative Non-T NNDiffuse
gMMSE

SAM
0.0578
0.0578
0.0608

EUD
22.9945
23.6807
23.2981

ERGAS
2.1679
2.1981
2.1721

Table 6.1: Fusion metrics of the three methods.

6.4

Discussion

In this chapter, we have extended the NNDiffuse algorithm in Chapter 2 to the
application of non-photometric-correlated multi-modal fusion problem. It has
been shown to be capable of fusing high frequency details from the CT image to
the PET image thus creating a visually sharper PET image. Although it is difficult
to validate the true accuracy of the fusion result, the method itself poses as an
alternative visualization techniques aiding physicians for precise diagnosis. The
fused image may also be useful for medical image segmentation and will reduce
the complexity of coping with two sets of images.
The algorithm, similar to the original NNDiffuse, is also highly parallel and
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can be easily implemented using OpenMP for massive data computation on the
CPU and using CUDA on GPU. The performance is similar as described in Table 2.5 using the same hardware configuration. The details are not provided over
here.
The original CT image was pre-processed before used in the fusion process.
It is also possible to manipulate the histogram to enhance the certain features
of the image for special purpose. Our approach of directly using the intensity
value as the difference metric assumes a linear relationship between the gradient
change in the image set. This is typically true for satellite imagery; however not
exactly for medical image sets. As future work, further research can be conducted
to manipulate the histogram of the CT to achieve higher accuracy of the fusion.
It is also worthwhile to apply the algorithm on other multi-modal image fusion
problems such as MRI/PET image fusion.
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Chapter 7
Conclusion and Future Work
This research entails exploring many image processing and feature extraction
techniques on various objects in urban and suburban scenes. The entire research
topic covers using various spatial-spectral techniques to sharpen images, reduce
clutter by filtering and to extract features. We have also made possible a routine
to vectorize binary image and automated an export system to generate usable
shape-files to interact with GIS software packages. Acceptable and reasonable results have been demonstrated for pan-sharpening, image filtering, road network
detection, water body detection and vectorization. In addition, we manage to
infuse human knowledge in improving the detection accuracy of road network.
Similar methodology can also be extended for building rooftop detection in the
future. Furthermore, we have implemented a set of cross-platform GUI/CLI tools
to provide user interactive operation for pan-sharpening, image filtering , road
network and water body detection. Many of these algorithms have C/C++ implementation to provide maximum execution performance.
The outcome of this research includes a set of image enhancement, feature
extraction and vectorization tools to facilitate scene development process for urban and suburban scenes in DIRSIG. The main framework has been successfully
established including the pre-processing using NNDiffuse pan-sharpening, trilateral filtering and post-processing of vectorization. For the main part of the
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feature extraction work, the road network extractor has been fully implemented
and have produced acceptable results for various scenes.
The research focused on two major areas of multispectral image processing.
One area is the image enhancement (NNDiffuse pan-sharpening and tri-lateral
filter), the other area is feature extraction (knowledge-based road network extraction and water-body extraction). In the first explored area, we have seen
satisfactory results of NNDiffuse on satellite imagery as well as medical images.
The NNDiffuse can be extended for resolution enhancement in other multi-modal
image fusion problems. The algorithm shows great potential in producing visually coherent fusion images and they can be used for either visual inspection or
automated classification/segmentation problems. In the other area of focus, an
end-to-end feature extraction system is built up for road network extraction. The
methodology of using higher-level knowledge in feature extraction can also be
extended to use in other feature extraction problems such as building roof-top
extraction.
Several aspects of the current work can be continued for future studies. We
presented a number of visual and statistical analyses on fusion performance evaluation in Chapter 2; these evaluations mostly focus on spatial sharpness and
spectral integrity. Since one of the goal for pan-sharpening is to assist feature
extraction, it is reasonable and desirable, however, to conduct application-driven
assessment. One possible way is to compare segmentation and classification accuracies from pan-sharpened images using afore mentioned methods. Furthermore, since our pan-sharpening algorithm produces high spectral fidelity images,
it is worthwhile to evaluate its influence on traditional pattern recognition techniques such as change detection and target detection. We hope the increased
spatial contrast will bring more distinctive separation between the target and the
background.
The filtering algorithm introducing in Chapter 3 can be fine-tuned by a set
of tunable parameters, the implementation in C/C++ has made it possible for
the end user to rapidly tweak these parameters to fit their needs; but they may
not appear to be intuitive for naive end users. It is of great interest to provide
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an adaptive parameter choosing system that can determine the best parameters
driven by final application or based on end user preferences. In these cases, one
needs to come up with certain search criteria and an optimization process might
be involved.
In Chapter 4, a two-pass flood-fill segmentation is used where the first pass
generate new seeds for the second pass of flood-fill; alternatively it is also possible to generate useful statistics in the first pass and do a simple classification
on the entire image based on the statistics. The knowledge based road network
extraction systems relied on the user input of seed points to map out asphalt pixels. It is possible to use existing GIS database as seed point for flood-fill. This
will reduce the involvement of manual input, especially for very large scenes; it
will also lead the algorithm to evolve into a fully automated system. Existing GIS
databases contain rich non-image information about the road and the involvement can result in a higher-level information fusion. By comparing the spatial
adjacency of a road in the GIS database and the detected road segment, road
information can be easily exported to the detected segments thus enriching the
usability of extracted road network.
The extended NNDiffuse algorithm introduced in Chapter 6 poses new possibilities for data fusion without the restriction of photometric correlation, another
possible application is the fusion of low resolution infrared images with visible
images. The new generation of satellites are now equipped with various sensors having different pixel sizes for different wavelength range. For instance, the
WorldView-3 sensors will deliver imagery with ground resolution of 31cm in the
PAN band, 1.24 meters for the visible but 3.7 meters for the short-wave infrared
(SW-IR) [100]. Since the PAN band (450nm-800nm) has no spectral overlap with
the SW-IR(1195nm-2365nm) bands, it is possible to perform the similar approach
for pan-sharpening using the extended NNDiffuse in Chapter 6. It is worthwhile
and interesting to find out whether such method can be well suited for these cases
through some extensive studies.
The research work presented in this thesis also opens door to new research
topics such as building rooftop footprint extraction and road network database
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update with existing GIS data.

7.1

Building Rooftop Footprint Extraction

Research towards the automatic extraction of building rooftops from aerial and
satellite imagery has drawn significant attention in the last decade owing to the
rapid development and availability of high-resolution remote sensing imagery.
In many DIRSIG scenes, buildings are a significant element such as the Mega
Scene. Automated building extraction can greatly accelerate the scene modeling process for DIRSIG image generation. Currently, most of the extraction work
is performed manually; this is both time consuming and labor intensive. Automated or semi-automated building rooftop detections in urban environment are
therefore of great interest.
As early as 1999, a survey has been published by Mayer to reflect the techniques on building detection [101]. For more than ten years, several approaches
have been proposed to assist the building rooftop extraction process. Shackelford et.al [102] used multi-resolution differential morphological profile to identify buildings and their shadows. With the aid of registered LiDAR data, Cheng
et.al [103] extracted the building boundaries by determining the principle building orientation from aerial image. Line features are a key in detecting buildings,
Liu et.al [104] adopted probabilistic Hough transform to delineate roof dominant
line from a class map produced using a fuzzy rule decision tree classifier. Optimization techniques such as active contour method are also used to extract buildings even with irregular shapes [105]. Several cues in the aerial images can be
leveraged to form building priors. Sohn and Dowman [106] applied scene global
dominant orientation angle information to group polygon edges and extracted
buildings using a binary space partitioning tree. Woo et.al[107] also employed
2D lines and perceptual grouping to form rooftop hypothesis. Karantzalos and
Paragios [108] addressed the problem using a recognition-driven technique by
matching with a set of common building shapes. Izadi and Saeedi [109] applied a
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graph-based search to establish a set of rooftop hypotheses from Quickbird satellite images. Sun and Salvaggio [110] presented a fast and completely automated
approach to create 3D building models from airborne LiDAR clouds by dividing
the point clouds into multiple pendent layers and using graph-cut based segmentation to accurately identify individual building roof-tops. The previous research
indicates one can take advantage of several cues in the image to detect and reconstruct building rooftops. These cues include linear edges, spectral similarity and
scale information. Recently knowledge has been fused to properly extract lines
and corners from images [106, 111].
The similar techniques in this research can also be used to extract building
roof-top footprint from satellite images. A pan-sharpening process can be used
to create a higher spatial resolution spectral image cube with sharp contrast between housing units and the surroundings, then a tri-lateral filtering process can
be applied to reduce clutter in the scene. Flood-fill based segmentation can be
carried out to isolate different parts in the image and a boundary extraction can
be performed to obtain the proper outline of each segment. It is necessary to
build a set of rules to properly segment the boundaries and ultimately classify if
each segment is a building. We have seen the successful application of knowledge based system in road network extraction and it is reasonable to believe such
technique can be transferred to building footprint extraction.

7.2

Road Network Update from existing GIS Data

In this thesis, we have shown the capability of road network extraction using
solely satellite imagery, but there is still room for improvement. A possible way is
to introduce existing GIS road network data from either public resources such as
OpenStreet Map or commercial resources such as Google Maps. These resources
contain accurate road skeleton information for a certain time frame; as roads are
being constructed every day, new roads are merging that are not present in the
data base. On the other hand, certain important information may not be present
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in the database such as the width data. However, we can still take advantage of
existing information from these database to improve the detection rates. There
has been previous work on geospatial conflation of existing GIS road database
to match aerial imagery using active contour based methods [73]. The previous
research indicates the possibility of combine image-based algorithm with GISbased approach to improve road network detection accuracy.
Preliminary road segments from curvilinear detector can be matched with existing GIS data. In addition, since the results from curvilinear detector carry with
it the road width data, the information can be combined to form an updated road
network map.
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