Abstract-This paper proposes tackling the difficult course timetabling problem using a multi-agent approach. The proposed design seeks to deal with the problem using a distributed solution environment in which a mediator agent coordinates various timetabling agents that cooperate to improve a common global solution. Initial timetables provided to the multi-agent system are generated using several hybrid heuristics that combine graph colouring heuristics and local search in different ways. The hybrid heuristics are capable of generating feasible timetables for all instances of the two sets of benchmark problems used here. We discuss how these initialisation hybrid heuristics can be incorporated into the proposed multi-agent approach in order to conduct distributed timetabling. This preliminary work serves as a solid basis towards the design of an effective multi-agent distributed timetabling system.
INTRODUCTION
Timetabling is a type of assignment problem and usually each problem has unique characteristics and requirements. In the modern world it is crucial to avoid time and resources wastage, therefore the timetabling of activities requires that resources are in place at the right time and in the correct quantity in order to operate effectively and efficiently. An example of a timetabling problem which must be solved effectively is train timetabling. The construction of a train timetable must take into account where and when the train starts and ends its journey every day. Drivers' availability and preferences (based on seniority) also need to be considered together with the number of hours drivers are able to work per shift every week. The construction of bus timetables is a problem that shares many features with train timetabling. However, there are aspects in bus timetabling that do not normally arise in train timetabling, like dead mileage and lay-overs. In bus timetabling, dead mileage is the travelling distance from the last point of service to the bus depot while lay-overs are breaks given at the end of a trip before operating the reverse route begins. Effective bus and train timetables are crucial for the transport system in any city or country to function efficiently. Hence, the construction of quality timetables in different scenarios like transport is extremely important as it usually affects people daily lives. Examination timetabling is another example of an important timetabling problem. Here, each examination activity must be assigned to the right timeslot avoiding clashes between exams that have students in common. Once the clashing problem has been solved, the quality of the timetable is often improved by spreading the exams as much as possible in order to give students adequate time for revision before sitting the exam, or to have sufficient rest before starting the next exam. This short overview of some different types of timetabling problems highlights the importance of constructing good-quality timetables in different scenarios. Whilst the focus of this paper is on the university course timetabling problem, the same objectives are usually involved in many other forms of timetabling problems, where the aim is to ensure that the resources are allocated at the right time and in the right place, avoiding clashes. One objective commonly found in examination timetabling is to satisfy all people who are directly affected by the timetable, such as students and invigilators. Another common objective in educational timetabling is to control costs. For example, poor quality course timetabling can cause higher costs for educational institutions because students might not be able to attend all of their lessons if clashes exist. Then, students may need to take the course next term, extending their study time. From a lecturer's perspective, they might not be able to teach different courses if they have been timetabled into the same timeslot. Also, lecturers may be unable to deliver their lectures as planned if their courses have been assigned to rooms with unsuitable teaching equipment. In addition, poor quality timetables can also result in students having to attend more than two consecutive courses without a break, having a detrimental effect on student concentration.
In general, timetabling is a process of allocating, subject to constraints, activities in time and space, in such a way as to satisfy some objectives [15] . The construction of a course timetable to ensure all activities are in place accordingly, is a common problem for institutions of higher learning. Many factors contribute for the difficulty of course timetabling. For example, the requirements to satisfy hard (must be met) and soft (desirable to meet) constraints. Also, in some scenarios the timetabling process is distributed as each department in every faculty is responsible for generating their own timetable and not all information can be shared among departments. This makes constructing the overall timetable a huge challenge. Hence, while constructing one department's timetable, negotiation with other departments is needed in order to synchronize the allocation of shared resources. Failure to coordinate the sharing of timetabling resources will affect the quality of the overall timetable.
Burke and Newall [5] noted that advanced algorithms such as evolutionary methods might not be suitable to solve complex timetable problems especially when dealing with large instances. As a result, they proposed the decomposition method to break large instances into small sub-problems that algorithms are able to handle and then possibly to find an optimal solution. The process of decomposition to tackle timetabling problems has also been studied by Carter [12] who proposed to split large instances into problems small enough to be solved by local search algorithms.
A distributed multi-agent system is a network of agents that work together to solve problems that are beyond their individual capabilities [13] . Multi-agent systems have been applied to tackle problems in various application domains such as e-commerce and scheduling, producing good results. However, few researches have applied multi-agents to tackle educational timetabling problems. Some of these works are briefly discussed next.
Kapalsky et al. [6] tackled a real-world Distributed Timetabling Problem (DisTTP) using a multi-agent system paradigm. Each agent in their model has a different set of requirements to guide them in their search for the optimal solution. In order to coordinate their timetables, all agents in the distributed environment communicate and negotiate to avoid conflicts in the allocation of shared resources. Another example is the work by Di Gaspero et al. [10] who proposed an electronic marketplace called RoomSlot Market place (RSMP). In their approach, agents negotiate the room price assuming that room-slots can be sold and bought. The agents buy room-slots in the RSMP environment to improve their own timetable objective function value.
In this paper we propose the design of a multi-agent system to decompose large instances of the course timetabling problem so that the smaller problems can then be handled by different agents in the distributed environment. In our design, each department is represented by one agent called a Timetable Agent (TA). Each TA is responsible for solving different parts of a problem. A mediator agent (MA) coordinates all the TAs work to achieve the global solution.
In Section II, we describe the proposed design of the distributed timetabling system. We discuss how the ideas of global scheduling, local scheduling and negotiation among agents can be used to conduct distributed course timetabling. In Section III, we describe preliminary experiments in the first stage towards the multi-agent system while Section IV presents preliminary results. Lastly, Section V outlines conclusions and future work.
II. THE DISTRIBUTED TIMETABLING SYSTEM
We consider the course timetabling problem by Socha et al. [9] which includes hard (must be satisfied) and soft (desirable to satisfy) constraints. The hard constraints are: i) no student can be assigned to more that one course in the same timeslot, ii) a room should satisfy the features required by the course assigned to it, iii) the number of students attending the course should be less than or equal to the capacity of room, iv) no more than one course is allowed to be assigned to the same timeslot in each room. The soft constraints are: i) students should not have a single course on a day, ii) students should not have to attend more than two consecutive courses on a day, iii) students should not be asked to attend a course in the last timeslot of the day.
The proposed multi-agent system design is composed of two types of agents: a) Mediator Agent (MA). This agent acts as an intermediary among the timetabling agents. Its main task is to coordinate the local timetable construction and avoid conflicts between timetable agents. b) Timetabling Agents (TAs). The main task of each TA is to search for local improvements to the timetable from their own perspective. During the construction of the local timetable, each agent has to consider the constraints imposed by the mediator agent on the Shared Courses as well as their local constraints. Once there is an agreement on the shared courses, the TA's task is to improve the local solution. Each TA can have different objective function to guide the search for local improvements to the timetable.
The proposed distributed multi-agent course timetabling model consists of three main parts:
i. Global scheduling ii. Local scheduling iii. Negotiation among agents
A. Global Scheduling
In this stage the mediator agent generates the timetable for the courses shared by the different departments. The mediator agent and the timetabling agents cooperate in a distributed search process and could reach an agreement for changes to the shared course timeslots in order to improve the quality of the timetable.
B. Local Scheduling
The TAs generate their own initial solution by using a constructive heuristic (see Section III). In this stage, the TAs should avoid the violation of hard constraints but not worrying about the soft constraints. This means that the timetable generated in this stage is feasible for the relevant department but without yet taking into account the shared courses or soft constraints. After the initialization, the agents send their initial solution to the MA. Then, negotiation between the MA and TAs will take place to build the shared course timetable. After the shared course conflicts have been solved to a certain level of quality, the TAs apply a search approach like great evolutionary search [2] or great deluge local search [8] to improve the quality of the local solution.
C. Negotiation Among Agents
The MA waits until all TAs send their initial solutions. Upon receiving the local solutions, the MA checks the shared course timeslots. If there are too many conflicts, the MA sends a message to the relevant TA requesting for alternative shared course timeslots. The negotiation process continues until no more conflicts remain or until the violation of soft constraint cannot be improved further. During the negotiation process, the MA takes into account the soft constraints to control the allocation of shared courses. The soft constraints can be violated in a certain acceptable percentage or trajectory. If the TAs ignore the soft constraints it will affect the feasibility of their timetable. In order to satisfy the soft constraints, the MA sets a target for each TA with respect to the shared courses. For example, the local timetable for Computer Science department in shared courses with the Business and Economics department is feasible if Computer Science can register 7 out of each 10 students from Business and Economics and vice versa. Also in this stage, agents make requests and announcements to hopefully reach an agreement to make sure their timetable is consistent, feasible and of good quality. Fig. 1 shows the proposed distributed timetabling system design.
III. HYBRID HEURISTIC TO CONSTRUCT TIMETABLE
This section gives the description of several effective hybrid algorithms that can be incorporated in the first stage towards the multi-agent system. For this, we employ the hybrid heuristics developed in our previous work [8] to become the timetabling agents within the multi-agent system. Previous experiments and results are also discussed here but not in the context of the distributed timetabling approach. We adopted the heuristic proposed by Chiarandini et al. [10] and added the Largest Degree (LD) Heuristic as described later. Largest Degree (LD) refers to the event with the largest number of conflicting events. In course timetabling problem, the conflicting events refer to events that have at least one student registered in common. This modification of the proposed heuristic was necessary to enable to generate feasible solutions especially for the large problem instance. This hybrid initialization heuristic works as follows.
A. Largest Degree, Local Search and Tabu Search (IH1)
Step One -Largest Degree Heuristic. In each iteration, the unassigned event with the largest number of conflicts (other events with students in common) is assigned to a timeslot selected at random without respecting the conflict between the events. After all events have been assigned into a timeslot, the algorithm then applies the maximum matching algorithm for bipartite graphs (see Chiarandini et al. [10] ) to assign each event to a room. At the end of this procedure, there is no guarantee that the timetable is feasible.
Step two and three as explained below then executed iteratively until a feasible solution is found.
Step Two -Local Search. In this step, the algorithm employs two neighborhood moves. Move one (M1) selects one event at random and assigns it to a feasible pair timeslotroom also chosen at random. Move two (M2) selects two events at random and swaps their timeslots and rooms while ensuring feasibility is maintained. Therefore we use these neighborhood moves M1 and M2 to improve the timetable generated in step one. A move is only accepted if it improves the satisfaction of hard constraints (as the moves always seek feasibility). This step terminates if after ten iterations no move has produced a better (closer to feasibility) solution. The algorithm terminates this step after ten iterations as we do not want to run it too long as it will extend the running time in finding the feasible solution. Moreover, the local search is meant to disturb the solution before the tabu search is executed.
Step Three -Tabu Search. We apply tabu search using only move M1 (select one event at random and assigns it to a feasible pair of timeslot-room also chosen at random). However, here move M1 is a little different than in step two, as the algorithm selects an event to move only if it violates hard constraints. Usually, at this stage, the violation of hard constraints is very low. Then, the algorithm only targets events that violate hard constraints instead of randomly rescheduling all events with the hope of selecting the appropriate timeslot for the right events. The tabu list contains events that were assigned less than tl iterations before calculated as tl = rand(10) + × n c , where rand(10) is a uniform random number between 0 and 10 inclusive, n c is the number of events involved in hard constraint violations in the current timetable, and = 0.6. In order to mitigate the power of tabu search, aspiration criterion is applied to accept when the best known assignment is found. This step terminates if after a fixed number of iterations no move has produced a better solution. 
Algorithm 1: Initial Heuristic 1 (IH1) Input: set of events in the poolOfUnscheduled events list E; Sort the events in E by using Largest Degree (LD) heuristic; while ( poolOfUnscheduled events list E is not empty ) do Select any timeslot t at random; Assign event e from E with largest degree (LD) first into t (tie break at random); end S = current solution; loop = 0; while (S is not feasible ) do if (loop < 10) then if ( coinflip()) then S* = M1(S); // apply M1 to S end else S* = M2(S); // apply M2 to S end if ( f(S*) · f(s)) then S Ã S*

B. Saturation Degree, Local Search and Tabu Search (IH2)
This algorithm starts by choosing a random event from the pool of unscheduled events and then it calculates the event's Saturation Degree (SD), which is the number of available resources (timeslots and rooms) to timetable that event without conflicts in the current partial solution. If there is still at least one available resource, assign a timeslot at random to the event and then apply maximum matching algorithm to assign a room. In the case of no resources left for the selected event, the algorithm selects any timeslot at random. Then, it moves all the events from that timeslot into the pool of rescheduled events and assigns the selected event into the now empty timeslot. Events in the pool of rescheduled events need to be rescheduled in any available timeslot, as long as there is available resource for the event.
If there is no available resource, the algorithm removes the event to the pool of unscheduled events. In IH1 the assignment of events in step one is done without checking conflicts. Whereas, in IH2, the algorithm needs to check conflicts between the unassigned events first and then select a timeslot. If there are no conflicts, the unassigned event leaves the pool of unscheduled events. The process ends when all events from the pool of unassigned events and rescheduled events become empty. From the experiments we observed that when the whole process ends, the violation of hard constraints is usually very low. Therefore, to ensure feasibility, we then implement local search and tabu search.
C. Largest Degree, Saturation Degree, Local Search and Tabu Search (IH3)
Two well-known graph coloring heuristics are incorporated in this approach, namely, Largest Degree (LD) and Saturation Degree (SD). From the outset, the events in the pool of unscheduled events are sorted based on LD. After that, the algorithm chooses the event with the highest LD and calculates its SD. In this procedure, the initialization heuristic attempts to place all events into timeslots while avoiding conflicts. In order to do that, the heuristic uses the SD criterion and a list of rescheduled events to temporarily place conflicting events. The heuristic tries to do this for a given time, however, once that time has elapsed; all remaining unscheduled events are placed into random timeslots. In the second and third step, the heuristic uses subsequence simple local search and tabu search to achieve feasibility. The local search attempts to improve the solution but it also works as a disturbing operator. The tabu search uses move M1 only and is carried out for a fixed number of iterations.
D. Constraint Relaxation Approach (IH4)
In this final approach, we introduce extra timeslots to place events with zero SD. This initialization method works as follows. First, we sort the events in the pool of unscheduled events using LD. The event with the LD is chosen to be scheduled first. In the case that, there is no available resource for the chosen event (event with zero SD), the event will be distributed randomly into the extra timeslots. The number of extra timeslots needed is determined by the instance size. For example, in this experiments, we added ten extra timeslots for instances that 100 < |E| 200 and 100 < |S| 200 respectively, whereas, 15 extra timeslots added when instances having 200 < |E| 400 and 200 < |S| 400 respectively. By introducing extra timeslots the algorithm managed to find free-conflict timetables in short computational time and then the search can concentrate on satisfying the soft constraints by moving all events in the extra timeslots into the 45 valid timeslots. Once the algorithm managed to assign all events in the valid timeslots plus the extra timeslots without conflicts, the algorithm then perform great deluge [7] to reduce the number of timeslots down to 45 valid timeslots if necessary.
IV. PRELIMINARY RESULTS AND DISCUSSION
The proposed hybrid heuristic initialisation methods were applied to the Socha et al. [9] instances and also to the ITC 2002 instances [1] . We did not impose time limit as a stopping condition, each algorithm stops when it finds a feasible solution. All methods successfully generate initial solution for small instances in just few seconds. The medium and large Socha et al. instances are more difficult as well as all ITC 2002 instances. However, the proposed methods generated feasible solutions for all instances demonstrating that the hybridisation compensates weakness in one component with strengths in another one in order to produce feasible solutions in reasonable computation times. Tables 1 and 2 Table 1 that for the Socha et al. problems, the heuristic that achieved the best objective value was almost never the fastest one (except in problem instance M2). However, for the ITC 2002 problems, we see in Table 2 that in several cases the heuristic producing the best objective value was also the fastest one. As indicated above, the hybrid initialisation heuristic (IH4) that uses extra timeslots to deal with conflicts and then great deluge as the local search to guide the solution to feasibility, is never the fastest approach. However, this heuristic IH4 was capable of producing the best solutions for two of the Socha et al. instances and six of the ITC 2002 instances.
In our preliminary experiments, we implemented a sequential heuristic (see [5, 9] ) but were able to generate feasible timetables only for the small instances of the Socha et al. dataset (in fact, these small instances are considered to be easy). Even after considerably extending the computation time, the sequential heuristic was not able to generate feasible solutions for the medium and large Socha et Based on the performance shown in these experiments by the four initialization heuristics, we suggest that these algorithms can be incorporated in our proposed multi-agent system to find the feasible solution for each single timetabling agent in the distributed environment. We believe that cooperation among the agents can allow the strengths of one agent's heuristic to compensate for the weaknesses of another. Therefore, the multi-agents can employ the same or different initialization heuristic for producing their own feasible department timetabling solutions. In order to assess the benefit of tackling timetabling in a distributed manner, we intend to compare our multi-agent approach to other effective course timetabling methods that have not been designed with a distributed mindset, like the multi-stage approach by Kostuch [14] .
V. CONCLUSION AND FUTURE WORK
Multi-agent approaches are promising as a technique for solving large course timetabling problems in a distributed manner. This technique has been long used in other domains such as e-commerce, scheduling and planning, and has been scientifically proven successful. Since different heuristics have different strengths and weaknesses, we believe that cooperation among the agents can allow the strengths of one agent's heuristic to compensate for the weaknesses of another. We outlined here the design for a multi-gent based cooperative search approach for course timetabling problems composed of a population of heuristic timetabling agents. The heuristic agents perform a local search through different solution spaces starting from their own department timetable. Each timetabling agent can employ different or the same heuristic for constructing their individual solution. We want to explore this new dimension by applying artificial intelligent agents for solving complex dynamic timetabling problems. The size of the problem contributes to the complexity of the timetabling problem particularly when multiple department timetables must be consolidated into one overall timetable. Therefore, this is an interesting challenge for multi-agent systems to apply a decomposition approach to tackle the problem. Having implemented four hybrid heuristics for the individual timetabling agents to create their own timetable, out future work is to develop the mediation stage and test the proposed distributed multi-agent model.
