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Abstract
Learning from examples is one of the key problems in science and engineering. It deals with function reconstruction from a finite set of
direct and noisy samples. Regularization in reproducing kernel Hilbert spaces (RKHSs) is widely used to solve this task and includes
powerful estimators such as regularization networks. Recent achievements include the proof of the statistical consistency of these kernel-
based approaches. Parallel to this, many different system identification techniques have been developed but the interaction with machine
learning does not appear so strong yet. One reason is that the RKHSs usually employed in machine learning do not embed the information
available on dynamic systems, e.g. BIBO stability. In addition, in system identification the independent data assumptions routinely adopted
in machine learning are never satisfied in practice. This paper provides new results which strengthen the connection between system
identification and machine learning. Our starting point is the introduction of RKHSs of dynamic systems. They contain functionals over
spaces defined by system inputs and allow to interpret system identification as learning from examples. In both linear and nonlinear
settings, it is shown that this perspective permits to derive in a relatively simple way conditions on RKHS stability (i.e. the property of
containing only BIBO stable systems or predictors), also facilitating the design of new kernels for system identification. Furthermore, we
prove the convergence of the regularized estimator to the optimal predictor under conditions typical of dynamic systems.
Key words: learning from examples; system identification; reproducing kernel Hilbert spaces of dynamic systems; kernel-based
regularization; BIBO stability; regularization networks; generalization and consistency;
1 Introduction
Learning from examples is key in science and engineering,
considered at the core of intelligence’s understanding [56].
In mathematical terms, it can be described as follows. We
are given a finite set of training data (xi,yi), where xi is the
so called input location while yi is the corresponding out-
put measurement. The goal is then the reconstruction of a
function with good prediction capability on future data. This
means that, for a new pair (x,y), the prediction g(x) should
be close to y.
To solve this task, nonparametric techniques have been ex-
tensively used in the last years. Within this paradigm, instead
of assigning to the unknown function a specific parametric
structure, g is searched over a possibly infinite-dimensional
functional space. The modern approach uses Tikhonov reg-
ularization theory [74,13] in conjunction with Reproduc-
ing Kernel Hilbert Spaces (RKHSs) [8,12]. RKHSs pos-
sess many important properties, being in one to one corre-
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spondence with the class of positive definite kernels. Their
connection with Gaussian processes is also described in
[35,42,11,5].
While applications of RKHSs in statistics, approximation
theory and computer vision trace back to [14,76,54], these
spaces were introduced to the machine learning community
in [29]. RKHSs permit to treat in an unified way many dif-
ferent regularization methods. The so called kernel-based
methods [25,62] include smoothing splines [76], regulariza-
tion networks [54], Gaussian regression [57], and support
vector machines [23,75]. In particular, a regularization net-
work (RN) has the structure
gˆ = arg min
f∈H
N
∑
i=1
(yi− f (xi))2
N
+ γ‖ f‖2H RN (1)
where H denotes a RKHS with norm ‖ · ‖H . Thus, the
function estimate minimizes an objective sum of two con-
trasting terms. The first one is a quadratic loss which
measures the adherence to experimental data. The second
term is the regularizer (the RKHS squared norm) which
restores the well-posedness and makes the solution depend
continuously on the data. Finally, the positive scalar γ is
the regularization parameter which has to suitably trade off
these two components.
The use of (1) has significant advantages. The choice of
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an appropriate RKHS, often obtained just including func-
tion smoothness information [62], and a careful tuning of
γ , e.g. by the empirical Bayes approach [43,3,4], can well
balance bias and variance. One can thus obtain favorable
mean squared error properties. Furthermore, even if H is
infinite-dimensional, the solution gˆ is always unique, be-
longs to a finite-dimensional subspace and is available in
closed-form. This result comes from the representer theo-
rem [34,61,7,6]. Building upon the work [77], many new
results have been also recently obtained on the statistical
consistency of (1). In particular, the property of gˆ to con-
verge to the optimal predictor as the data set size grows
to infinity is discussed e.g. in [66,81,80,46,55]. This point
is also related to Vapnik’s concepts of generalization and
consistency [75], see [25] for connections among regular-
ization in RKHS, statistical learning theory and the concept
of Vγ dimension as a measure of function class complexity
[2,24]. The link between consistency and well-posedness is
instead discussed in [15,46,55].
Parallel to this, many system identification techniques have
been developed in the last decades. In linear contexts, the
first regularized approaches trace back to [60,1,36], see
also [30,41] where model error is described via a nonpara-
metric structure. More recent approaches, also inspired by
nuclear and atomic norms [17], can instead be found in
[39,31,45,58,48]. In the last years, many nonparametric
techniques have been proposed also for nonlinear system
identification. They exploit e.g. neural networks [38,63],
Volterra theory [26], kernel-type estimators [37,51,82]
which include also weights optimization to control the mean
squared error [59,9,10]. Important connections between
kernel-based regularization and nonlinear system identifi-
cation have been also obtained by the least squares support
vector machines [72,71] and using Gaussian regression for
state space models [27,28]. Most of these approaches are
inspired by machine learning, a fact not surprising since
predictor estimation is at the core of the machine learning
philosophy. Indeed, a black-box relationship can be ob-
tained through (1) using past inputs and outputs to define
the input locations (regressors). However, the kernels cur-
rently used for system identification are those conceived by
the machine learning community for the reconstruction of
static maps. RKHSs suited to linear system identification,
e.g. induced by stable spline kernels which embed informa-
tion on impulse response regularity and stability, have been
proposed only recently [52,50,18]. Furthermore, while sta-
bility of a RKHS (i.e. its property of containing only stable
systems or predictors) is treated in [16,53,22], the nonlinear
scenario still appears unexplored. Beyond stability, we also
notice that the most used kernels for nonlinear regression,
like the Gaussian and the Laplacian [62], do not include
other important information on dynamic systems like the
fact that output energy is expected to increase if input en-
ergy augments.
Another aspect that weakens the interaction between system
identification and machine learning stems also from the (ap-
parently) different contexts these disciplines are applied to.
In machine learning one typically assumes that data (xi,yi)
are i.i.d. random vectors assuming values on a bounded sub-
set of the Euclidean space. But in system identification, even
when the system input is white noise, the input locations are
not mutually independent. Already in the classical Gaussian
noise setting, the outputs are not even bounded, i.e. there is
no compact set containing them with probability one. Re-
markably, this implies that none of the aforementioned con-
sistency results developed for kernel-based methods can be
applied. Some extensions to the case of correlated samples
can be found in [78,32,68] but still under conditions far from
the system identification setting.
In this paper we provide some new insights on the interplay
between system identification and machine learning in a
RKHS setting. Our starting point is the introduction of what
we call RKHSs of dynamic systems which contain function-
als over input spaces X induced by system inputs u. More
specifically, each input location x ∈X contains a piece of
the trajectory of u so that any g ∈H can be associated to a
dynamic system. When u is a stationary stochastic process,
its distribution then defines the probability measure on X
from which the input locations are drawn. Again, we stress
that this framework has been (at least implicitly) used in
previous works on nonlinear system identification, see e.g.
[64,51,73,38,63]. However, it has never been cast and stud-
ied in its full generality under a RKHS perspective.
At first sight, our approach could appear cumbersome. In
fact, the space X can turn out complex and unbounded just
when the system input is Gaussian. Also, X could be a
function space itself (as e.g. happens in continuous-time). It
will be instead shown that this perspective is key to obtain
the following achievements:
• linear and nonlinear system identification can be treated
in an unified way in both discrete- and continuous-time.
Thus, the estimator (1) can be used in many different con-
texts, relevant for the control community, just changing
the RKHS. This is important for the development of a
general theory which links regularization in RKHS and
system identification;
• system input’s role in determining the nature of the RKHS
is made explicit. This will be also described in more detail
in the linear system context, illustrating the distinction
between the concept of RKHSs H of dynamic systems
and that of RKHSs I of impulse responses;
• for linear systems we provide a new and simple deriva-
tion of the necessary and sufficient condition for RKHS
stability [16,53,22] that relies just on basic RKHS theory;
• in the nonlinear scenario, we obtain a sufficient condition
for RKHS stability which has wide applicability. We also
derive a new stable kernel for nonlinear system identifi-
cation;
• consistency of the RN (1) is proved under assumptions
suited to system identification, revealing the link between
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consistency and RKHS stability.
The paper is organized as follows. In Section 2 we pro-
vide a brief overview on RKHSs. In Section 3, the concept
of RKHSs of dynamic systems is defined by introducing
input spaces X induced by system inputs. The case of
linear dynamic systems is then detailed via its relationship
with linear kernels. The difference between the concepts
of RKHSs of dynamic systems and RKHSs of impulse re-
sponses is also elucidated. Section 4 discusses the concept
of stable RKHS. We provide a new simple characterization
of RKHS stability in the linear setting. Then, a sufficient
condition for RKHS stability is worked out in the nonlinear
scenario. We also introduce a new kernel for nonlinear sys-
tem identification, testing its effectiveness on a benchmark
problem. In Section 5, we first review the connection be-
tween the machine learning concept of regression function
and that of optimal predictor encountered in system iden-
tification. Then, the consistency of the RN (1) is proved
in the general framework of RKHSs of dynamic systems.
Conclusions end the paper while proofs of the consistency
results are gathered in Appendix.
In what follows, the analysis is always restricted to causal
systems and, to simplify the exposition, the input locations
contain only past inputs so that output error models are con-
sidered. If an autoregressive part is included, the consistency
analysis in Section 5 remains unchanged while the condi-
tions developed in Section 4 guarantee predictor (in place
of system) stability.
2 Brief overview on RKHSs
We use X to indicate a function domain. This is a non-
empty set often referred to as the input space in machine
learning. Its generic element is the input location, denoted
by x or a in the sequel. All the functions are assumed real
valued, so that g : X →R.
In function estimation problems, the goal is to estimate maps
to make predictions over the whole X . Thus, a basic re-
quirement is to use an hypothesis space H with functions
well defined pointwise for any x ∈X . In particular, assume
that all the pointwise evaluators g → g(x) are linear and
bounded over H , i.e. ∀x ∈X there exists Cx < ∞ such that
|g(x)| ≤Cx‖g‖H , ∀g ∈H . (2)
This property already leads to the spaces of interest.
Definition 1 (RKHS) A reproducing kernel Hilbert space
(RKHS) H over X is a Hilbert space containing functions
g : X →R where (2) holds.
RKHSs are connected to the concept of positive definite
kernel, a particular function defined over X ×X .
Definition 2 (Positive definite kernel and kernel section)
A symmetric function K : X ×X → R is called positive
definite kernel if, for any integer p, it holds
p
∑
i=1
p
∑
j=1
cic jK (xi,x j)≥ 0, ∀(xk,ck)∈ (X ,R) , k= 1, . . . , p.
The kernel section Kx centered at x is the function from X
to R defined by
Kx(a) = K (a,x) ∀a ∈X .
The following theorem provides the one-to-one correspon-
dence between RKHSs and positive definite kernels.
Theorem 3 (Moore-Aronszajn and reproducing property)
To every RKHS H there corresponds a unique positive def-
inite kernel K such that the so called reproducing property
holds, i.e.
〈Kx,g〉= g(x) ∀(x,g) ∈ (X ,H ) (3)
Conversely, given a positive definite kernel K , there exists
a unique RKHS of real-valued functions defined over X
where (3) holds.
Theorem 3 shows that a RKHS H is completely defined by
a kernel K , also called the reproducing kernel of H . More
specifically, it can be proved that any RKHS is generated
by the kernel sections in the following manner. Let S denote
the subspace spanned by {Kx}x∈X and for any g ∈ S, say
g = ∑pi=1 ciKxi , define the norm
‖g‖2H =
p
∑
i=1
p
∑
j=1
cic jK (xi,x j). (4)
Then, one has that H is the union of S and all the lim-
its w.r.t. ‖ · ‖H of the Cauchy sequences contained in S. A
consequence of this construction is that any g ∈H inherits
kernel properties, e.g. continuity of K implies that all the
g ∈H are continuous [19][p. 35].
The kernel sections play a key role also in providing the
closed-form solution of the RN (1), as illustrated in the fa-
mous representer theorem.
Theorem 4 (Representer theorem) The solution of (1) is
unique and given by
gˆ =
N
∑
i=1
cˆiKxi , (5)
where the scalars cˆi are the components of the vector
cˆ = (K+ γNIN)−1 Y, (6)
3
Y is the column vector with i-th element yi, IN is the N×N
identity matrix and the (i, j) entry of K is K (xi,x j).
Another RKHS characterization useful in what follows is
obtained when the kernel can be diagonalized as follows
K (a,x) =
∞
∑
i=1
ζiρi(a)ρi(x), ζi > 0 ∀i. (7)
The RKHS is then separable and the following result holds,
e.g. see [25][p. 15] and [19][p. 36].
Theorem 5 (Spectral representation of a RKHS) Let (7)
hold and assume that the ρi form a set of linearly indepen-
dent functions on X . Then, one has
H =
{
g | g(x) =
∞
∑
i=1
ciρi(x) s.t.
∞
∑
i=1
c2i
ζi < ∞
}
, (8)
and
〈 f ,g〉H =
∞
∑
i=1
bici
ζi , ‖ f‖
2
H =
∞
∑
i=1
b2i
ζi , (9)
where f = ∑∞i=1 biρi and g = ∑∞i=1 ciρi.
The expansion (7) can e.g. be obtained by the Mercer theo-
rem [44,33]. In particular, let µx be a nondegenerate σ -finite
measure on X . Then, under somewhat general conditions
[70], the ρi and ζi in (7) can be set to the eigenfunctions and
eigenvalues of the integral operator induced by K , i.e.
∫
X
K (·,x)ρi(x)dµx(x) = ζiρi(·), 0 < ζ1 ≤ ζ2 ≤ . . .
(10)
In addition, the ρi form a complete orthonormal basis in the
classical Lebesgue space L µx2 of functions square integrable
under µx. 1
3 RKHSs of dynamic systems and the linear system
scenario
3.1 RKHSs of dynamic systems
The definition of RKHSs of dynamic systems given below
relies on simple constructions of input spaces X induced
by system inputs u.
Discrete-time First, the discrete-time setting is consid-
ered. Assume we are given a system input u : Z →R. Then,
we think of any input location in X indexed by the time
1 Thus, the representation (8) is not unique since spectral maps
are not unique. Eigendecompositions depend on the measure µx
but lead to the same RKHS.
t ∈ Z . Different cases arise depending on the postulated
system model. For example, one can have
xt = [ut ut−1 . . . ut−m+1]T , (11)
where m is the system memory. This construction is con-
nected to FIR or NFIR models and makes X a subset of
the classical Euclidean space Rm.
Another scenario is
xt = [ut ut−1 ut−2 . . .]T , (12)
where any input location is a sequence (an infinite-
dimensional column vector) and the input space X be-
comes a subset of R∞. The definition (12) is related to
infinite memory systems, e.g. IIR models in linear settings.
Continuous-time The continuous-time input is the map
u : R→ R. In this case, the input location xt becomes the
function xt : R+ → R defined by
xt(τ) = u(t− τ), τ ≥ 0, (13)
i.e. xt contains the input’s past up to the instant t. In many
circumstances, one can assume X ⊂Pc, where Pc con-
tains piecewise continuous functions on R+. When the input
is causal, and ut is smooth for t ≥ 0, the xt is indeed piece-
wise continuous.
Note that (13) is the continuous-time counterpart of (12)
while that of (11) can be obtained just zeroing part of the
input location, i.e.
xt(τ) = u(t− τ)ξT (τ), τ ≥ 0, (14)
where ξT is the indicator function of the interval [0,T ].
In linear systems, (14) arises when the impulse response
support is compact.
RKHSs H of functions over domains X , induced by sys-
tem inputs u as illustrated above, are hereby called RKHSs
of dynamic systems. Thus, if g ∈H , the scalar g(xt) is the
noiseless output at t of the system fed with the input trajec-
tory contained in xt . Note that g in general is a functional: in
the cases (12-14) the arguments xt entering g(·) are infinite-
dimensional objects.
3.2 The linear system scenario
RKHSs of linear dynamic systems are now introduced also
discussing the structure of the resulting RN.
Linear system identification was faced In [52] and [53][Part
III] by introducing RKHSs of impulse responses. These are
spaces I induced by kernels K defined over subsets of
R+×R+. They thus contain causal functions, each of them
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representing an impulse response θ . The RN which returns
the impulse response estimate was
ˆθ = arg min
θ∈I
N
∑
i=1
(yi− (θ ⊗ u)ti)2
N
+ γ‖θ‖2I , (15)
where (θ ⊗ u)ti is the convolution between the impulse re-
sponse and the input evaluated at ti.
The RKHSs of linear dynamic systems here introduced are
instead associated to (output) linear kernels K defined on
X ×X through convolutions of K with system inputs. In
particular, if xt and xτ are as in (11-14), one has 2
K (xt ,xτ ) = (u⊗ (K⊗ u)τ)t
which e.g. in continuous-time becomes
K (xt ,xτ ) =
∫ +∞
0
u(t−α)
(∫ +∞
0
u(τ −β )K(α,β )dβ
)
dα.
(16)
These kernels lead to the RN (1) which corresponds to (15)
after the “reparametrization” g(xt) = (θ ⊗ u)t so that, in
place of the impulse response θ , the optimization variable
becomes the functional g(·).
The kernels K arising in discrete- and continuous-time are
described below in (17,19) and (22). The distinction between
the RKHSs induced by K and K will be further discussed
in Section 3.3.
FIR models We start assuming that the input location is
defined by (11) so that any xt is an m-dimensional (column)
vector and X ⊆Rm. If K ∈Rm×m is a symmetric and posi-
tive semidefinite matrix, a linear kernel is defined as follows
K (a,x) = aT Kx, (a,x) ∈ Rm×Rm. (17)
All the kernel sections are linear functions. Their span de-
fines a finite-dimensional (closed) subspace that, in view
of the discussion following Theorem 3, coincides with the
whole H . Hence, H is a space of linear functions: for any
g ∈H , there exists a ∈ Rm such that
g(x) = aT Kx = Ka(x).
If K is full rank, it holds that
||g||2H = ||Ka||2H = 〈Ka,Ka〉H
=K (a,a) = aT Ka
= θ T K−1θ with θ := Ka.
Let us use the H associated to (17) as hypothesis space for
the RN in (1). Let Y = [y1 . . .yN ]T and Φ ∈RN×m with i-th
2 Translated in a stochastic setting, the (output) kernel K can be
seen as the covariance of a causal random process of covariance
K filtered by u.
row equal to xTi , where
xi := xti yi := yti ,
and ti is the time instant where the i-th output is measured.
Then, after plugging the representation g(x) = θ T x in (1),
one obtains gˆ(x) = ˆθ T x with
ˆθ = argmin
θ∈Rm
‖Y −Φθ‖2 + γθ T K−1θ (18a)
= (ΦT Φ+ γP−1)−1ΦTY. (18b)
The nature of the input locations (11) shows that ˆθ is the
impulse response estimate. Thus, (18) corresponds to regu-
larized FIR estimation as e.g. discussed in [18].
IIR models Consider now the input locations de-
fined by (12). The input space contains sequences and
X ⊆ R∞. Interpreting any input location as an infinite-
dimensional column, we can use ordinary algebra’s nota-
tion to handle infinite-dimensional objects. For example,
if (a,x) ∈ (X ,X ) then aT x = 〈a,x〉2, where 〈·, ·〉2 is the
inner-product in the classical space ℓ2 of squared summable
sequences.
Let K be symmetric and positive semidefinite infinite-
dimensional matrix K (the nature of K is discussed also in
Section 3.3). Then, the function
K (x,a) = xT Ka, (x,a) ∈ R∞×R∞ (19)
defines a linear kernel on X ×X . Following arguments
similar to those developed in the FIR case, one can see that
the RKHS associated to such K contains linear functions of
the form g(x) = aT Kx with a ∈ R∞. Note that each g ∈H
is a functional defined by the sequence aT K which repre-
sents an impulse response. In fact, one can deduce from (12)
that g(xt) is the discrete-time convolution, evaluated at t, be-
tween u and aT K.
The RN with H induced by (19) now implements regu-
larized IIR estimation. Roughly speaking, (1) becomes the
limit of (18) for m→ ∞. The exact solution can be obtained
by the representer theorem (5) and turns out
gˆ(x) =
N
∑
i=1
cˆiKxi(x) =
ˆθ T x, (20)
where the cˆi are the components of (6) while the infinite-
dimensional column vector
ˆθ :=
N
∑
i=1
cˆiKxi (21)
contains the impulse response coefficients estimates.
Continuous-time The continuous-time scenario arises
considering the input locations defined by (13) or (14). The
input space X now contains causal functions. Considering
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(13), given a positive-definite kernel K : R+×R+ →R, the
linear kernel K is
K (x,a) =
∫
R+×R+
K(t,τ)x(t)a(τ)dtdτ (22)
which coincides with (16) when x = xt and a = xτ . Each
kernel section Kx(·) is a continuous-time linear system with
impulse response θ (·) = ∫
R+
K(·, t)x(t)dt. Thus, the cor-
responding RKHS contains linear functionals and (1) now
implements regularized system identification in continuous-
time. Using the representer theorem, the solution of (1) is
gˆ(x) =
N
∑
i=1
cˆiKxi(x) =
∫
R+
ˆθ (τ)x(τ)dτ (23)
where cˆ is still defined by (6) while ˆθ is the impulse response
estimate given by
ˆθ (τ) :=
N
∑
i=1
cˆi
∫
R+
K(τ, t)xi(t)dt. (24)
3.3 Relationship between RKHSs of impulse responses and
RKHSs of dynamic systems
In (19), the infinite-dimensional matrix K represents a ker-
nel over N×N. Then, let I be the corresponding RKHS
which contains infinite-dimensional column vectors θ =
[θ1 θ2 . . .]T . We will now see that I is the RKHS of impulse
responses associated to H , i.e. each θ ∈I is the impulse
response of a linear system g ∈H . In particular, let K ad-
mit the following expansion in terms of linearly independent
infinite-dimensional (column) vectors ψi:
K =
∞
∑
i=1
ζiψiψTi .
According to Theorem 5, the span of the ψi provides all the
θ ∈ I . Moreover, if θ = ∑∞i=1 ciψi, then ‖θ‖2I = ∑∞i=1
c2iζi .
The equality
K (a,x) = aT Kx = aT
(
∞
∑
i=1
ζiψiψTi
)
x
=
∞
∑
i=1
ζi (aT ψi)︸ ︷︷ ︸
ρi(a)
(
ψTi x
)︸ ︷︷ ︸
ρi(x)
,
also provides the expansion of K in terms of functionals
ρi(·) defined by ρi(x) := ψTi x. Assuming that such func-
tionals are linearly independent, it comes from Theorem 5
that each dynamic system g ∈ H has the representation
g(·) = ∑∞i=1 ciρi(·). It is now obvious that such system is as-
sociated to the impulse response θ = ∑∞i=1 ciψi and the two
spaces are isometrically isomorphic since
‖g‖2H =
∞
∑
i=1
c2i
ζi = ‖θ‖
2
I .
This result holds also in continuous-time where I is now the
RKHS associated to the kernel K : R+×R+→R. Letting ψi
be real-valued functions on R+, this comes from the same
arguments adopted in discrete-time but now applied to the
expansions
K(t,τ) =
∞
∑
i=1
ζiψi(t)ψi(τ),
and
K (x,a) =
∫
R+×R+
K(t,τ)x(t)a(τ)dtdτ
=
∞
∑
i=1
ζi
(∫
R+
ψi(t)x(t)dt
)
︸ ︷︷ ︸
ρi(x)
(∫
R+
ψi(τ)a(τ)dτ
)
︸ ︷︷ ︸
ρi(a)
.
Remark 6 The functionals ρi could turn out linearly de-
pendent even if the ψi composing K are linearly indepen-
dent. This depends on the nature of the input space. For in-
stance, let X contain only the input locations induced by
ut = sin(ωt). Then, if ψi is a rational transfer function with
zeros ± jω , the functional ρi associated to ψi vanishes over
X . In these cases, there is no isometry between H and
I : the same dynamic system g could be defined by different
impulse responses θ i ∈I . In particular, results on RKHSs
induced by sums of kernels reported in [8][Section 6 on p.
352] allow us to conclude that ‖g‖H = mini ‖θ i‖I . Thus,
among all the possible equivalent representations in I of
the dynamic system g ∈ H , the complexity of g is quanti-
fied by that of minimum norm. This is illustrated through the
following simple continuous-time example. Assume that
K(t,τ) = ζ1ψ1(t)ψ1(τ)+ ζ2ψ2(t)ψ2(τ),
where the Laplace transforms of ψ1 and ψ2 are given, re-
spectively, by the rational transfer functions
W1(s) =
2s
s+ 1+
√
2
, W2(s) =
s+ 1−√2
s+ 1
,
which satisfy W1(
√−1) = W2(
√−1). Let the input space
contain only the input locations induced by ut = sin(t). Then,
the functionals (ρ1,ρ2) associated, respectively, to (ψ1,ψ2)
coincide over the entire X . Thus, the two impulse responses
ψ1 and ψ2 induce the same system g ∈H . Using Theorem
5, one has
‖ψ1‖2I =
1
ζ1 , ‖ψ2‖
2
I =
1
ζ2 ,
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which implies
‖g‖2H = min
(
1
ζ1 ,
1
ζ2
)
.
4 Stable RKHSs
BIBO stability of a dynamic system is a familiar notion
in control. In the RKHS context, we have the following
definition.
Definition 7 (stable dynamic system) Let u be any
bounded input, i.e. satisfying |ut | < Mu < ∞ ∀t. Then, the
dynamic system g ∈H is said to be (BIBO) stable if there
exits a constant My < ∞ such that |g(xt)| < My for any t
and any input location xt induced by u.
Note that, for g ∈H to be stable, the above definition im-
plicitly requires the input space of H to contain any xt in-
duced by any bounded input.
Definition 8 (stable RKHS) Let H be a RKHS of dynamic
systems induced by the kernel K . Then, H and K are said
to be stable if each g ∈H is stable.
To derive stability conditions on the kernel, let us first in-
troduce some useful Banach spaces. The first two regard the
discrete-time setting:
• the space ℓ1 of absolutely summable real sequences a =
[a1 a2 . . .], i.e. such that ∑∞i=1 |ai|< ∞, equipped with the
norm
‖a‖1 =
∞
∑
i=1
|ai|;
• the space ℓ∞ of bounded real sequences a = [a1 a2 . . .],
i.e. such that supi |ai|< ∞, equipped with the norm
‖a‖∞ = sup
i
|ai|.
The other two are concerned with continuous-time:
• the Lebesgue space L1 of functions a : R+ → R abso-
lutely integrable, i.e. such that
∫
R+
|a(t)|dt < ∞, equipped
with the norm
‖a‖1 =
∫
R+
|a(t)|dt;
• the Lebesgue space L∞ of functions a : R+ → R essen-
tially bounded, i.e. for any a there exists Ma such that
|a(t)| ≤ Ma almost everywhere in R+,
equipped with the norm
‖a‖∞ = inf{M s.t. |a(t)| ≤ M a.e.} .
4.1 The linear system scenario
We start studying the stability of RKHSs of linear dynamic
systems. Obviously, all the FIR kernels (17) induce stable
RKHSs. As for the IIR and continuous-time kernels in (19)
and (22), first it is useful to recall the classical result linking
BIBO stability and impulse response summability.
Proposition 9 (BIBO stability and impulse response
summability) Let θ be the impulse response of a lin-
ear system. Then, the system is BIBO stable iff θ ∈ ℓ1 in
discrete-time or θ ∈L1 in continuous-time.
The next proposition provides the necessary and sufficient
condition for RKHS stability in the linear scenario.
Proposition 10 (RKHS stability in the linear case) Let
H be the RKHS of dynamic systems g : X → R induced
by the IIR kernel (19). Then, the following statements are
equivalent
(1) H is stable;
(2) The input space X contains ℓ∞ so that
g(a)< ∞ for any (g,a) ∈ (H , ℓ∞);
(3) ∑∞i=1
∣∣∣∑∞j=1 K(i, j)a j∣∣∣< ∞ for any a ∈ ℓ∞.
Let instead H be the RKHS induced by the continuous-time
kernel (22). The following statements are then equivalent
(1) H is stable;
(2) The input space X contains L∞ so that
g(a)< ∞ for any (g,a) ∈ (H ,L∞);
(3) ∫
R+
∣∣∣∫R+ K(t,τ)a(τ)dτ∣∣∣dt <+∞ for any a ∈L∞.
Proof: The proof is developed in discrete-time. The
continuous-time case follows exactly by the same argu-
ments with minor modifications.
(1) → (2) Recalling Definition 7 and subsequent discus-
sion, this is a direct consequence of the BIBO stability
assumption of any g ∈H .
(2)→ (1) Given any g ∈H , let θ = [θ1 θ2 . . .]T its asso-
ciated impulse response and define
xt = [sign(θ1) sign(θ2) . . .]T . (27)
The assumption g(xt) = θ T xt = ‖θ‖1 < ∞ implies that
θ ∈ ℓ1 and the implication follows by Proposition 9.
(2)→ (3) By assumption, the kernel is well defined over
the entire ℓ∞× ℓ∞. Hence, any kernel section Ka centred on
a∈ ℓ∞ is a well defined element in H and corresponds to a
dynamic system with associated impulse response θ = Ka.
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With xt still defined by (27), one has Ka(xt) = ‖θ‖1 < ∞
which implies Ka ∈ ℓ1 and proves (3).
(3)→ (2) By assumption, any impulse response associated
to any kernel section centred on a ∈ ℓ∞ belongs to ℓ1. This
implies that the kernel K associated to H is well defined
over the entire ℓ∞× ℓ∞. Recalling Definition 1 and eq. (2),
RKHS theory then ensures that any g ∈H is well defined
pointwise on ℓ∞ and g(a)< ∞ ∀a ∈ ℓ∞.

Point (3) contained in Proposition 10 was also cited in
[53,22] as a particularization of a quite involved and ab-
stract result reported in [16]. The stability proof reported
below turns instead out surprisingly simple. The reason is
that, with the notation adopted in (19) and (22), the out-
comes in [16] were obtained starting from spaces I of im-
pulse responses induced by K. Our starting point is instead
the RKHSs H of dynamic systems induced by K (in turn
defined by K). This different perspective permits to greatly
simplify the analysis: kernel stability can be characterized
just combining basic RKHS theory and Proposition 9.
Proposition 10 shows that RKHS stability is implied by the
absolute integrability of K, i.e. by
∞
∑
i=1
∞
∑
j=1
|K(i, j)| < ∞ or
∫
R+×R+
|K(t,τ)|dtdτ < ∞ (28)
in discrete- and continuous-time, respectively. The condi-
tion (28) is also necessary for nonnegative-valued kernels
[53][Section 13]. Then, considering e.g. the continuous-time
setting, the popular Gaussian and Laplacian kernels, which
belong to the class of radial basis kernels K(t,s) = h(|s− t|)
for t,s ≥ 0, are all unstable. Stability instead holds for the
stable spline kernel [49] given by:
K(t,s) = e−β max(t,s) t,s ≥ 0 (29)
where β > 0 is related to the impulse response’s dominant
pole.
4.2 The nonlinear system scenario
Let us now consider RKHSs of nonlinear dynamic systems
with input locations (11-14). A very simple sufficient con-
dition for RKHS stability is reported below.
Proposition 11 (RKHS stability in the nonlinear case)
Let H be a RKHS of dynamic systems induced by the ker-
nel K . Let Br
∞
denote the closed ball of radius r induced
by ‖ · ‖∞, contained in ℓ∞ or Rm in discrete-time, or in L∞
in continuous-time. Assume that, for any r, there exists Cr
such that
K (x,x)<Cr < ∞, ∀x ∈ Br∞.
Then, the RKHS H is stable.
Proof: Let the system input u∈ ℓ∞ in discrete-time or u∈L∞
in continuous-time. Then, we can find a closed ball Br
∞
con-
taining, for any t, all the input locations xt induced by u as
defined in (11-14). For any g ∈H and xt ∈ Br∞, exploiting
the reproducing property and the Cauchy-Schwartz inequal-
ity, one obtains
|g(xt)|= |〈g,Kxt 〉H | ≤ ‖g‖H ‖Kxt‖H
= ‖g‖H
√
K (xt ,xt)≤ ‖g‖H
√
Cr,
hence proving the stability of H .

The following result will be also useful later on. It derives
from the fact that kernels products (sums) induce RKHSs of
functions which are products (sums) of the functions induced
by the single kernels [8][p. 353 and 361].
Proposition 12 (RKHS stability with kernels sum and
product) Let K1 and K2 be stable kernels. Then, the RKHSs
induced by K1×K2 and K1 +K2 are both stable.
The two propositions above allow to easily prove the stability
of a very large class of kernels, as discussed in discrete-time
in the remaining part of this section.
Radial basis kernels First, consider the input locations
(11) contained in X ⊆Rm. As already mentioned in Section
4.1, radial basis kernels K (x,a) = h(|x−a|), with | · | now to
indicate the Euclidean norm, are widely adopted in machine
learning. Important examples are the Gaussian kernel
K (x,a) = exp
(
−|x− a|
2
η
)
, η > 0 (31)
and the Laplacian kernel
K (x,a) = exp
(
−|x− a|η
)
, η > 0. (32)
From Proposition 11 one immediately sees that both these
kernels are stable. More in general, all the radial basis ker-
nels are stable 3 since they are constant along their diagonal
(K (x,x) = h(0)).
However, despite their stability, some drawbacks affect the
use of (31,32) in system identification. First, the fact that
K (x,x) is constant implies that these models do not include
the information that output energy is likely to increase if
3 This statement should not be confused with the result discussed
in Section 4.1 in the linear system scenario. There, we have seen
that radial basis kernels lead to unstable linear kernels K when
used to define K in the IIR (19) and continuous-time (22) case.
Here, the Gaussian and Laplace kernels are instead used to define
directly K in the nonlinear system scenario.
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input energy augments. Second, they measure the similar-
ity among input locations without using the information that
ut−τ is expected to have less influence on the prediction of
yt as the positive lag τ augments. Such limitation is also
in some sense hidden by the finite-dimensional context. In
fact, if the input locations are now defined by (12), i.e. the
system memory is infinite, the Gaussian kernel becomes
K (x,a) = exp
(
−‖x− a‖2η
)
. (33)
This model is not reasonable: it is not continuous around
the origin of R∞ and, out of the diagonal, is null for many
input locations. This reveals the importance of finding an
appropriate metric to measure the distance between different
input trajectories.
New kernel for nonlinear system identification We now
show how stable spline kernels, which embed exponential
stability of linear systems [52], can be useful also to de-
fine nonlinear models. Specifically, let Kα be a stable spline
kernel, e.g. diagonal with Kα(i, i) = αmax(i, j) or given by
Kα(i, j) = αmax(i, j) for any integer i and j. Then, define the
nonlinear stable spline (NSS) kernel as
K (a,x) = aT Kα x× exp
(
− (a− x)
T Kα(a− x)
η
)
NSS,
(34)
which corresponds to the product between a linear kernel
and a modified version of (31). Such kernel defines a new
infinite-dimensional RKHS suited for identification of non-
linear output error models. Being no more constant along
the diagonal, it embeds the information that output energy
augments if input energy increases, preserving BIBO stabil-
ity (as one can easily deduce from Propositions 11 and 12).
Note also that, letting the dimensionality m of the regression
space go to infinity, the difficult selection of the discrete di-
mension of the regressors x has been eliminated. In fact, in-
put locations similarity is regulated by the hyperparameter
α that includes the information that the influence of ut−τ on
yt goes to zero as the time lag τ increases.
4.3 Numerical experiment
The following nonlinear system is taken from [67]:
f (xt) = ut + 0.6ut−1 + 0.35(ut.2 + ut−4)− 0.25u2t−3
+ 0.2(ut−5 + ut−6)+ 0.9ut−3+ 0.25utut−1 + 0.75u3t−2
− ut−1ut−2 + 0.5
(
u2t + utut−2 + ut−1ut−3
)
Then, consider the identification of the following two sys-
tems, called (S1) and (S2):
yt = f (xt)+et (S1), yt =
∞
∑
k=1
θkut−k+ f (xt)+et (S2),
where all the ut and et are independent Gaussian noises of
variance 4. Note that (S2) contains the sum of a linear time
invariant system (details on the impulse response θ are given
below) and the nonlinear FIR in (S1). Our aim is to identify
the two systems from 1000 input-output pairs (xt ,yt) via (1).
The performance will be measured by the percentage fit on
a test set of 1000 noiseless system outputs contained in the
vector ytest , i.e.
100%
(
1− |y
test − yˆtest |
|ytest − y¯test |
)
, (35)
where y¯test is the mean of the components of ytest while yˆtest
is the prediction from an estimated model. We will display
MATLAB boxplots of the 100 fits achieved by (1) after a
Monte Carlo of 100 runs, using different kernels. At any run,
independent noises are drawn to form new identification and
test data. The impulse response h in (S2) also varies. It is a
10-th order rational transfer function with ℓ2 norm equal to
10 (this makes similar the contribution to the output variance
of the linear and nonlinear system components) and poles
inside the complex circle of radius 0.95, randomly gener-
ated as detailed in [48][section 7.4].
First, we use the Gaussian kernel (31) over an m-dimensional
input space. Plugged in (1), it defines the hyperparameter
vector [m η γ]. For tuning the Gaussian kernel hyperparam-
eters, the regressor vector dimension m is chosen by an or-
acle not implementable in practice. Specifically, at any run,
for each m ∈ {1, . . . ,50} the pair (η ,γ) is determined via
marginal likelihood optimization [20] using only the iden-
tification data. Multiple starting points have been adopted
to mitigate the effect of local minima. The oracle has then
access to the test set to select, among the 50 couples, that
maximizing the prediction fit (35). The two left boxplots in
Fig. 1 report the prediction fits achieved by this procedure
applied to identify the first (top) and the second (bottom)
system. Even if the Gaussian kernel is equipped with the or-
acle, its performance is satisfactory only in the (S1) scenario
while the capability of predicting outputs in the (S2) case
is poor during many runs. In place of the marginal likeli-
hood, a cross-validation strategy has been also used for tun-
ing (η ,γ), obtaining results similar to those here displayed.
During the Monte Carlo, even when the number of impulse
response coefficients θk different from zero is quite large,
we have noticed that a relatively small value for m is fre-
quently chosen, i.e. the oracle tends to use few past input
values (ut−1,ut−2, . . .) to predict yt . This indicates that the
Gaussian kernel structure induces the oracle to introduce a
significant bias to guard the estimator’s variance.
Now, we show that in this example model complexity can
be better controlled avoiding the difficult and computation-
ally expensive choice of discrete orders. In particular, we
set m = ∞ and use the new NSS kernel (34). For tuning the
NSS hyperparameter vector (α,η ,γ), no oracle having ac-
cess to the test set is employed but just a single continuous
optimization of the marginal likelihood that uses only the
identification data. The fits achieved by NSS after the two
Monte Carlo studies are in the right boxplots of the two fig-
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Fig. 1. Boxplots of the 100 test set fits achieved in the two scenaria
by (1) equipped with the Gaussian kernel (31) relying on the oracle
to select the regressors space dimension (left boxplots) and by
the new kernel NSS (34) with all the hyperparameters tuned via
marginal likelihood optimization (right boxplots).
ures above: in both the cases the new estimator behaves very
nicely.
5 Consistency of regularization networks for system
identification
5.1 The regression function
In what follows, the system input u is a stationary stochas-
tic process over Z in discrete-time or R in continuous-time.
The distribution of u induces on X the (Borel non degen-
erate) probability measure µx, from which the input loca-
tions xi are drawn. In view of their dependence on u, the
xi are in general correlated each other and unbounded, e.g.
for Gaussian u no bounded set contains xi with probability
one. Such peculiarities, inherited by the system identifica-
tion setting, already violate the data generation assumptions
routinely adopted in machine learning.
The identification data {xi,yi}∞i=1 are assumed to be a station-
ary stochastic process. In particular, each couple (x,y) has
joint probability measure µyx(y,x) = µy|x(y|x)µx(x) where
µy|x is the probability measure of the output y conditional
on a particular input location x.
Given a function (dynamic system) f , the least squares error
associated to f is
E (y− f (x))2 =
∫
X ×R
(y− f (x))2 dµyx(y,x). (36)
The following result is well known and characterizes the
minimizer of (36) which goes under the name of regression
function in machine learning.
Theorem 13 (The regression function) We have
fρ = argmin
f
E (y− f (x))2,
where fρ is the regression function defined for any x∈X by
fρ(x) =
∫
R
y dµy|x(y|x). (37)
In our system identification context, fρ is the dynamic sys-
tem associated to the optimal predictor that minimizes the
expected quadratic loss on a new output drawn from µyx.
5.2 Consistency of regularization networks for system
identification
Consider a scenario where µy|x (and possibly also µx) is un-
known and only N samples {xi,yi}Ni=1 from µyx are available.
We study the convergence of the RN in (1) to the optimal
predictor fρ as N → ∞ under the input-induced norm
‖ f‖2x =
∫
X
f 2(x)dµx(x).
This is the norm in the classical Lebesgue space L µx2 already
introduced at the end of Section 2.
We assume that the reproducing kernel of H admits the
expansion
K (x,a) =
∞
∑
i=1
ζiρi(x)ρi(a), ζi > 0 ∀i,
with ζi and ρi defined via (10) and the probability measure
µx.
Exploiting the regression function, the measurements pro-
cess can be written as
yi = fρ(xi)+ ei, (38)
where the errors ei are zero-mean and identically distributed.
They can be correlated each other and also with the input
locations xi. Given any f ∈ H and the ℓ-th kernel eigen-
function ρℓ, we define the random variables {vℓi}i∈Z by
combining f , ρℓ and the errors ei defined by (38) as follows
vℓi = ( f (xi)+ ei)ρℓ(xi). (39)
Let H be stable so that the {vℓi} form a stationary process.
In particular, note that each vℓi is the product of the outputs
from two stable systems: the first one, f (xi)+ei, is corrupted
by noise while the second one, ρℓ(xi), is noiseless.
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Now, by summing up over ℓ the cross covariances of lag k
using kernel eigenvalues ζℓ as weights one obtains 4
ck :=
∞
∑
ℓ=1
ζℓCov(vℓi,vℓ,i+k) (40)
where Cov(·, ·) is the covariance operator. The next proposi-
tion shows that summability of the ck is key for consistency.
Proposition 14 (RN consistency in system identification)
Let H be the RKHS with kernel
K (x,a) =
∞
∑
i=1
ζiρi(x)ρi(a), ζi > 0 ∀i, (41)
where (ζi,ρi) are the eigenvalues/eigenfunctions pairs de-
fined by (10) under the probability measure µx. Assume that,
for any r > 0 and f s.t. ‖ f‖H ≤ r, there exists a constant
Cr such that
∞
∑
k=0
|ck|<Cr < ∞, (42)
with ck defined in (40). Let also
γ ∝ 1
Nα
, (43)
where α is any scalar in (0, 12 ). Then, if fρ ∈H and gˆN is
the RN in (1), as N → ∞ one has
‖gˆN − fρ‖x −→p 0, (44)
where −→p denotes convergence in probability.
The fact that ∑∞ℓ=1 |ζℓ| < ∞ is already an indication that(42) is not so hard to be satisfied. Indeed, to the best of our
knowledge, (42) is the weakest RKHS condition currently
available which guarantees RN consistency. In fact, pre-
vious works, like [83,69], beyond considering only noises
with densities of compact support use mixing conditions
(which rule out infinite memory systems) with fast mixing
coefficients decay. These assumptions largely imply (42) as
it can e.g. be deduced by Lemma 2.2 in [21].
From (40) one can see that (42) essentially reduces
to studying summability of the covariances of the
vℓi = ( f (xi)+ ei)ρℓ(xi). In particular, the covariance of such
product sequences depends on the first four moments of the
component sequences, see eq. 3.1 in [79]. The stability of
H is thus crucial to ensure the existence of the moments
of the vℓi. This is e.g. connected with the use of kernels like
(19,22,34) where the influence of past input locations on
the output decays exponentially to zero as time progresses.
4 As shown in Appendix, the ck in (40) are invariant w.r.t. the
particular spectral decomposition used to obtain the pairs (ζi,ρi).
The relevance and usefulness of (42) further emerges if more
specific experimental conditions are considered. An exam-
ple is given below by specializing Proposition 14 to the
continuous-time linear setting. Here, the aim is to recon-
struct the continuous-time impulse response of a linear sys-
tem fed with a stationary input process from a sampled and
noisy version of the output. Below, one can e.g. think of
the sampling instants as ti = i∆+δi where δi are identically
distributed random variables with support on [0,∆]. Then, it
is shown that, for Gaussian u, a weak condition on the in-
put covariance’s decay rate already guarantees consistency.
This outcome can also be seen as a non trivial extension to
the dynamic context of studies on functional linear regres-
sion like e.g. that illustrated in [81] under independent data
assumptions.
Proposition 15 (RN consistency in continuous-time lin-
ear system identification) Let H be the RKHS with ker-
nel K defined by the continuous-time stable spline kernel
K(t,s) = e−β max(t,s) with support restricted to any compact
set of R+×R+. Assume that
• the regression function fρ is a continuous-time and time-
invariant linear system with impulse response θ satisfying∫
˙θ 2(t)dt < ∞;
• the system input u is a stationary Gaussian process with
Cov(u(t+τ),u(t)) decaying to zero as 1/τ1+δ for δ > 0;
• the errors ei in (38) are white, independent of the system
input.
Then, letting γ satisfy (43), the RN in (1) is consistent, i.e.
‖gˆN − fρ‖x −→p 0. (45)
Remark 16 (Convergence to the true impulse response)
The optimal predictor fρ is a dynamic system, unique as
map X →R. However, considering e.g. the linear scenario
in Proposition 15, such functional can be associated to
different impulse responses (as illustrated in Section 3.3 by
discussing the relationship between the space H of linear
dynamic systems and the space I of impulse responses).
Convergence to θ can be guaranteed under persistently
exciting conditions related to u and the sampling instants ti
[40]. One can then wonder which kind of impulse response
estimate is obtained if such conditions are not satisfied. The
answer is obtained by [53][Theorem 3 on p. 371] which
reveals that the impulse response estimate (24) associated
to gˆN coincides with (15). Thus, among all the possible
impulse responses defining the optimal predictor fρ , the es-
timator (24) will asymptotically privilege that of minimum
norm in I .
6 Conclusions
We have introduced a new look at system identification in
a RKHS framework. Our approach uses RKHSs whose ele-
ments are functionals associated to dynamic systems. This
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perspective establishes a solid link between system identifi-
cation and machine learning, with focus on the problem of
learning from examples.
Such framework has led to simple derivations of RKHSs
stability conditions in both linear and nonlinear scenarios.
It has been also shown that stable spline kernels can be
used as basic building blocks to define other models for
nonlinear system identification.
In the last part of the paper, RN convergence to the optimal
predictor has been proved under assumptions tailored to
system identification, also pointing out the link between
consistency and RKHS stability. This general treatment will
hopefully pave the way for an even more fruitful interplay
between RKHS theory and regularized system identifica-
tion.
Appendix
Proof of Proposition 14
We start reporting three useful lemmas instrumental to the
main proof. First, define
ˆf = arg min
f∈H
‖ f − fρ‖2x + γ‖ f‖2H (46)
and
ηi(·) =
[
yi− ˆf (xi)
]
K (xi, ·). (47)
In addition, the notation Sx : H →RN is the sampling oper-
ator defined by Sx f = [ f (x1) . . . f (xn)] while S∗x is its adjoint
given by
S∗xc =
N
∑
i=1
ciKxi ∀ c ∈ RN . (48)
The first lemma below involves the definitions of ηi, ˆf ,Sx
and S∗x given above. It is derived from [66] and Proposition
1 in [65].
Lemma 17 It holds that
E ηi = γ ˆf . (49)
Furthermore, if v ∈H and f satisfies(
S∗xSx
N
+ γI
)
f = v,
where I denotes the identity operator, one has
‖ f‖H ≤ 1γ ‖v‖H . (50)
The second lemma states a bound between the expected
RKHS distance between gˆN and ˆf .
Lemma 18 Let r = 2‖ fρ‖H . Then, for any γ > 0 one has
E ‖gˆN − ˆf‖x ≤ 1γ
√
max
(
1,max
i
ζi
)√
2Cr
N
. (51)
Proof: It comes from the representer theorem and (48) that
gˆN = S∗x (K+NγIN)−1 Y.
Then, we have(
S∗xSx
N
+ γI
)
gˆN
=
S∗x
N
(
K(K+NγIN)−1 +Nγ (K+NγIN)−1
)
Y
=
S∗x
N
Y.
Hence, one has
gˆN − ˆf =
(
S∗xSx
N
+ γI
)−1(S∗xY
N
− S
∗
xSx ˆf
N
− γ ˆf
)
=
(
S∗xSx
N
+ γI
)−1 1
N
N
∑
i=1
(ηi−E [ηi]) ,
where we used the equality S∗xY −S∗xSx ˆf = ∑Ni=1 ηi and (49).
Using (50) in Lemma 17, we then obtain
‖gˆN − ˆf‖H ≤ 1γ
∥∥∥∥∥ 1N
N
∑
i=1
(ηi−E [ηi])
∥∥∥∥∥
H
. (52)
Now, let f := fρ − ˆf . With the ei defined in (38), we can
write
ηi(·)−E ηi(·)
= [ f (xi)+ ei]K (xi, ·)−E [ f (xi)+ ei]K (xi, ·)
=
∞
∑
ℓ=1
ζℓ [( f (xi)+ ei)ρℓ(xi)−E ( f (xi)+ ei)ρℓ(xi)]ρℓ(·)
=
∞
∑
ℓ=1
ζℓ [vℓi−mℓ]ρℓ(·)
where vℓi =( f (xi)+ ei)ρℓ(xi) and mℓ =E vℓi. Now, the struc-
ture of the RKHS norm outlined in (9) allows us to write
〈ηi(·)−E ηi,η j(·)−E η j〉H
= 〈
∞
∑
ℓ=1
ζℓ (vℓi−mℓ)ρℓ(·),
∞
∑
ℓ=1
ζℓ (vℓ j−mℓ)ρℓ(·)〉H
=
∞
∑
ℓ=1
ζℓ (vℓi−mℓ)(vℓ j−mℓ) .
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So, using definition (40)
E 〈ηi−E ηi,η j −E η j〉H
=
∞
∑
ℓ=1
ζℓCov(vℓi,vℓ, j)
= c|i− j|.
Comparing the values of the objective in (46) at the optimum
ˆf and at fρ , one finds ‖ ˆf ‖H ≤ ‖ fρ‖H so that
‖ fρ − ˆf‖H = ‖ f‖H ≤ 2‖ fρ‖H .
This, combined with (42), implies that for any γ > 0
∞
∑
k=0
|ck|<Cr < ∞, r = 2‖ fρ‖H .
Hence, we obtain
E

∥∥∥∥∥ 1N
N
∑
i=1
(ηi−E [ηi])
∥∥∥∥∥
2
H


≤ 1
N2
N
∑
i=1
N
∑
j=1
|c|i− j|| ≤
2Cr
N
.
Now, recall that, if f = ∑∞i=1 aiρi, then ‖ f‖2H = ∑∞i=1 a
2
iζi
while ‖ f‖2x = ∑∞i=1 a2i . Thus, for any f ∈H , one has
‖ f‖2x ≤ max
(
1,max
i
ζi
)
‖ f‖2H .
The use of Jensen’s inequality and (52) then completes the
proof.

Now, we need to set up some additional notation. Following
[65,66], given the integral operator
LK [ρi] :=
∫
X
K (·,u)ρi(u)dµx(u) = ζiρi,
for r > 0 we define
L−r
K
[ f ] =
∞
∑
i=1
ci
ζ ri ρi.
The third lemma reported below contains the inequality (53)
which was also derived in [65] assuming a compact in-
put space. However, the bound holds just assuming the va-
lidity of the kernel expansion (41). To see this, recalling
Theorem 5, first note that L−r
K
fρ ∈ L µx2 for any 0 ≤ r ≤
1/2. So, there exists g ∈L µx2 , say g = ∑∞i=1 diρi, such thatfρ = ∑∞i=1 ζ ri diρi. After simple computations, one obtains
ˆf − fρ =−∑∞i=1 γζi+γ ζ ri diρi and the same manipulations con-
tained in the proof of Theorem 4 in [65][p. 295] lead to the
following result.
Lemma 19 For any 0 < r ≤ 1/2, one has
‖ ˆf − fρ‖x ≤ γ r‖L−rK fρ‖x (53)
Combining (51) and (53), for any 0 < r ≤ 1/2 it holds that
E ‖gˆN− fρ‖x ≤ γ r‖L−rK fρ‖x+
1
γ
√
max
(
1,max
i
ζi
)√
2Cr
N
.
(54)
Hence, when γ is chosen according to (43), E ‖gˆN − fρ‖x
converges to zero as N grows to ∞. Using the Markov in-
equality, (44) is finally obtained.
Proof of Proposition 15
Let I be the space of impulse responses with compact
support e.g. on [0,T ] induced by the stable spline kernel
K. Then, it comes from [49] that ‖θ‖2
I
∝
∫ T
0
˙θ 2(t)eβ tdt.
So, finite energy of the first derivative of θ ensures that the
optimal predictor fρ belongs the RKHS H defined by the
linear kernel K induced by K.
Now, we have just to prove that condition (42) holds. Recall
that the ck are invariant w.r.t. the particular kernel expansion
of K adopted. For the stable spline kernel K we choose
the expansion K(t,τ) = ∑∞ℓ=1 ζℓψℓ(t)ψℓ(τ) derived in [49]
where
ψℓ(t) =
√
2sin
(
e−β s√ζℓ
)
, ζℓ = 1
(ℓpi−pi/2)2 .
The eigenfunctions thus satify
|ψℓ(t)|<
√
2 ∀(ℓ, t). (55)
Now, let f be any dynamic system satisfying ‖ f‖H ≤ r and
let θ be the associated impulse response of minimum norm
living in I . 5 From the arguments discussed in section 3.3
one then has ‖θ‖I ≤ r. It then holds that
|θ (t)|= |〈θ ,Kt〉I | ≤ r
√
K(t, t) =⇒ max
t∈[0,T ]
|θ (t)| ≤ Ar < ∞
(56)
with Ar independent of the particular f chosen inside the
ball of radius r of H .
5 The minimum norm impulse response is chosen without loss
of generality since any other θ associated with f would induce
the same input-output relationship.
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Without loss of generality, the input u is now assumed zero-
mean so that the f (xi) and ρℓ(xi) become zero-mean Gaus-
sian processes. Using eq. 3.2 in [79], for k > 1 one obtains
Cov
(
vℓi,vℓ,i+k
)
=Cov( f (xi)ρℓ(xi), f (xi+k)ρℓ(xi+k))
=Cov( f (xi), f (xi+k))Cov(ρℓ(xi),ρℓ(xi+k))
+Cov( f (xi),ρℓ(xi+k))Cov( f (xi),ρℓ(xi−k)) .
(57)
Now, let h be any of the four covariances in the r.h.s. of
(57). Combining (55,56) and classical integral formulas for
covariances computations, as e.g. reported in [47][p. 308-
313], it is easy to obtain a constant Br independent of ℓ such
that |h(k)| ≤ Br/k1+ε . Condition (42) thus holds true and
this completes the proof.
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