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Abstract
In this paper, the problem of variable selection in classiﬁcation is considered. On the basis of recent
developments in model selection theory, we provide a criterion based on penalized empirical risk, where the
penalization explicitly takes into account the number of variables of the consideredmodels.Moreover,wegive
an oracle-type inequality that non-asymptotically guarantees the performance of the resulting classiﬁcation
rule. We discuss the optimality of the proposed criterion and present an application of the main result to
backward and forward selection procedures.
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1. Introduction
Since the pioneering work of Vapnik and Chervonenkis, a lot of attention has been given to
statistical learning theory. The introduction of regularization methods allowed the development
of new classiﬁcation algorithms capable of overcoming the risk of overﬁtting when dealing with
high-dimensional data. Support vector machines (SVM, [6]) are a good example of such methods
and are now largely employed in ﬁelds of application as different as handwritten digit recognition
[29] or computational biology [7].
Although classiﬁcation methods that use regularization avoid overﬁtting to some extent, many
authors [13,21,33] have pointed out that space dimensionality reduction by variable selection (or
feature selection) could lead to more reliable classiﬁers. When dealing with high-dimensional
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datasets that contain many irrelevant variables, variable selection becomes critical to build classi-
ﬁers with good generalization performance.Variable selection can also provide important insights
into the problem at hand by limiting the number of variables to interpret. Gene expression data
illustrate the need for efﬁcient variable selection algorithms. In [15], the goal is to predict the
disease status (sane or tumorous) of a tissue sample t according to its gene expression proﬁles xt .
Gene expressions are obtained with microarray technology [10], and the number of genes is of
order 104, while the training sample size is at most of order 102. In this context, variable selection
will lead to the identiﬁcation of a (possibly) small subset of genes and ease the interpretation work
of biologists.
Variable selection in classiﬁcation is an old statistical problem, and different approaches were
proposed to deal with it. In the gaussian parametric framework developed by Fisher and Rao
[12,27], many authors formulated the variable selection problem using the theory of test (see
[25,18,30] for instance) and proposed exhaustive or sequential algorithms that search for a best
subset of variables [28,9]. Themain limitation of thesemethods is that they rely on assumptions on
the data distribution, which is usually unknown. More recently, Kohavi and John presented their
non-parametric wrapper strategy [19]: the goodness of a given subset is deﬁned as the predictive
accuracy of a predetermined classiﬁcation algorithm using this subset. Many methods based on
the principle of error rate minimization were developed (see [16] for a good review of the existing
procedures).Methodswhich performwell include boundminimization basedmethods [17,26,34],
and embedded feature selection methods [20,32]. We brieﬂy present an example of each method.
The recursive feature elimination (RFE) method proposed in [17] aims at removing variables
that receive small weights in the SVM hyperplane. Each time a variable (or possibly a subset of
variables) is removed, the SVM hyperplane is recomputed and the elimination process continues.
The theoretical justiﬁcation for such procedures lies in the upper bound available for the leave-
one-out error Llo:
Llo4R2‖w‖22,
where R is the radius of the smallest sphere in the feature space containing all the data and ‖w‖2
is the inverse of the margin. The RFE algorithm reduces ‖w‖2 without increasing R2. Although
based on the minimization of the leave-one-out error, it is not clear what kind of performance can
be achieved, and no upper bound is available for the risk of the resulting classiﬁer.
The joint classiﬁcation and feature optimization (JCFO) algorithm proposed in [21] is an ex-
ample of embedded methods. Here, a Bayesian approach is adopted, and the selection of both
model and variables is performed by estimating the maximum a posteriori (MAP) values of the
parameters. In this case, the likelihood maximization program can be reformulated as a regular-
ization problem, where the regularization term derives from the priors chosen for the parameters.
Because the regularization function is a consequence of the priors, no guarantee can be stated for
the performance of the selected classiﬁer, and the achievement “of tight theoretical upper bounds
on the error rate’’ appears among the list of future work of the authors. These two examples
illustrate the drawback of most variable selection methods for classiﬁcation: the performance of
the resulting classiﬁer cannot be guaranteed and has to be locally evaluated on test data or by
cross-validation.
In this article, we present a criterion based on a penalized empirical error rate for exhaus-
tive variable selection, along with an oracle-type inequality for the resulting rule. This result
derives from the application of the model selection theory recently developed by many authors
[1,2,11,23,24] to the variable selection framework. The study of the criterion will enable a qualita-
tive understanding of the role of the different parameters at stake and will give important insights
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on how a function should be regularized to guarantee a good generalization performance for the
selected classiﬁer.
This paper is organized as follows: Section 2 introduces the notations and the variable selection
problem. The main result of this article is given in Section 3, along with some comments and an
application. The conclusion and discussion about the previous results are given in Section 4. The
proof of the main result is given at the end of the article.
2. Variable selection in classiﬁcation
2.1. Classiﬁcation problem
The aim of classiﬁcation is to predict the unknown class label Y of an observation, according
to some information X collected on this observation. In the following, we suppose that the class
label is either 0 or 1, and that X is a vector of p variables. We have to build a classiﬁer , i.e. a
function from Rp to {0, 1}, on the basis of some training data (Xi, Yi), i = 1, . . . , n, for which
both the information Xi and the true label Yi are known. Of course, we want the classiﬁer  to
have good generalization performance, meaning that we want the true error rate of ,
L() = P((X) = Y ),
to be as low as possible, where P is the joint probability measure of the random variable (X, Y ).
It is well known that the optimal classiﬁer B that minimizes the error rate is the Bayes classiﬁer
B(x) =
{
1 if E(Y = 1|X = x) > 12 ,
0 else
that depends on the regression function ∗(x) = E(Y = 1|X = x). In practice, this regression
function cannot be computed since the joint probability measure P of the data is unknown, and
we have to estimate B.
Estimation ofB canbe done performing empirical riskminimization (ERM, [31]).Weconsider
a class C of classiﬁers, among which we have to choose a candidate to estimateB. By deﬁnition,
we have
∗ = argmin
∈L2
E(Y − (X))2,
hence we can deﬁne the estimator of B in class C as
ˆ= argmin
∈C
1
n
n∑
i=1
(Yi − t (Xi))2
= argmin
∈C
Ln(). (1)
Notice that (1) is not the classical presentation of the ERM: for technical reasons, we consider a
quadratic loss rather than the classical hard loss.Yet, the usual ERM strategy and strategy (1) are
exactly the same, since the quadratic loss minimization is performed on a class of functions that
only takes values 0 or 1. Hence the classiﬁer ˆ is the classical empirical risk minimizer. Technical
details are given in Appendix.
The ERM strategy leads to the construction of a good classiﬁer, to the condition thatB belongs
to class C (or at least is close to C), meaning that the choice of class C is crucial. Since we do not
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have any prior knowledge to choose C, we actually consider many classes Cm, m = 1, . . . ,M ,
rather than only one. In each class we apply strategy (1) to select a candidate ˆm, and then we
choose among all these candidates by minimization of a penalized criterion of the form
Ln(ˆm) + pen(Cm, n), (2)
where pen(Cm, n) mainly depends on the richness of class Cm. This strategy is known as structural
risk minimization (SRM, [31]).
The goal of this paper is to adapt the SRM strategy to the variable selection problem. To do
this, we need to deﬁne the classes Cm to be considered for the variable selection problem.
2.2. Variable selection
In Section 2.1, we made no assumption about the complexity of classiﬁers in classes Cm. In a
variable selection context, a classiﬁer can be deﬁned as a function of complexity k (for instance,
 can be a polynomial function of order k) applied to a subset of j variables chosen among the
p components of X. There are Cjp different subsets of j variables among p, which we index by
. Hence, we deﬁne Ck,j, to be the class of all classiﬁers of complexity k, which only take the j
variables of subset  into account to predict the class label Y . We have:
• j = 1, . . . , p the number of variables,
•  = 1, . . . ,Cjp the index of subsets,
• k = 1, . . . ,∞ the complexity of function .
We also need a measure of class complexity. This can be deﬁned by introducing the Vapnik–
Chervonenkis entropy of Ck,j,,
Hk,j, = log |{A() ∩ {X1, . . . , Xn},  ∈ Ck,j,}|,
where Xi is a random vector that contains the j coordinates X
(1)
i , . . . , X
(j)
i of subset  and
A() = {X : (X) = 1}. Lastly, we deﬁne the loss function
l(∗,) = E[∗(X) − (X)]2 (3)
that measures the relative performance of classiﬁer  compared with the regression function.
3. Main result and application
3.1. Main result
In each class Ck,j, deﬁned in the previous section, we can compute the empirical riskminimizer
ˆk,j,. We now have to choose from this collection the candidate that should be the best in the
sense of the loss (3). The adopted selection strategy is to choose the classiﬁer that minimizes a
penalized criterion of the form
Ln(ˆk,j,) + pen(Ck,j,, n) (4)
among classes Ck,j,. The following proposition gives the explicit form of the penalty term along
with the risk associated with the strategy.
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Proposition 1. Deﬁne ˆopt as the minimizer of the penalized empirical error
ˆopt = argmin
k,j,
Ln(ˆk,j,) + pen(Ck,j,, n), (5)
where
pen(Ck,j,, n) = K ′1
Hk,j,
n
+ K ′2
[
logCjp
n
+ 2 log(j + k)
n
]
(6)
for proper constantsK ′1 andK ′2.Then the following risk bound holds for the selected classiﬁcation
rule ˆopt:
E[l(∗, ˆopt)]C(1 + log(p))
×
{
inf
k,j,
[
inf
∈Ck,j,
l(∗,) + K ′1
E
(
Hj,k,
)
n
+ C′′′ log(k + j) + j
n
]}
. (7)
C and C′′′ are constants that depend on K ′1 and K ′2. The proof is given at the end of the article.
Remark 1. Considering deﬁnition (6), we note that the number of classes with j variables ex-
plicitly appears in the penalty term. This happens to be a very intuitive result: clearly the task
of ﬁnding an optimal subset of 10 variables among 100 is much easier than ﬁnding a subset of
10 variables among 10,000. In the study of high-dimensional datasets, this penalization term for
variable selection will become a leading term.
Remark 2. In many cases, the use of a given variable selection method assumes that the com-
plexity of the class of functions is ﬁxed: in SVM applications, the kernel has to be speciﬁed before
the selection method is used. In Proposition 1, the number of visited complexity classes can be
inﬁnite (k goes from 1 to +∞). This is another advantage of the model selection context: we can
jointly choose the optimal number of variables and the complexity, meaning for instance that a
smaller subset of variables with higher interaction can be preferred to a large subset with low
complexity interactions.
Remark 3. The form of the above result is very similar to results obtained in other ﬁelds where
the number of models per dimension is crucial, such as in change-point detection [22] or density
estimation [8]. Moreover, the term (1 + log(p)) that appears in (7) was also derived in [2] for
exhaustive variable selection in the regression framework. In this paper, it is also proved that the
form of the inequality is optimal in the minimax sense, suggesting that the (1 + log(p)) that
appears in the oracle inequality (7) is also optimal. In this minimax sense the bound is tight, and
only the constants K ′1, K ′2, C and C′′′ that appear in the penalty term and in the oracle inequality
can be improved, since they come from the particular concentration inequality used to perform
the capacity control on a given model (see Proof of Proposition 1 in the Appendix) and from the
successive overvaluations performed along the proof.
3.2. Application to backward selection
While optimal, exhaustive variable selection can be hard to implement since the number of
models to be considered is of order 2p. In practice, greedy algorithms are employed to avoid
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the computational burden of exploring the space of all possible variable subsets. Backward and
forward variable selection methods [19] have been proposed by some authors and showed good
performances on many application data [17,34]. We brieﬂy present the backward selection prin-
ciple. In the following, we assume that the complexity k is ﬁxed.
A backward selection starts with all the variables and recursively removes variables whose
removal minimizes the variation of a given criterion. For instance, in the RFE procedure described
in Section 1, one removes the variable whose weight in the SVM hyperplane is minimum. Lastly,
all the variables are ranked according to their relevance. A review of backward selection methods
can be found in [26], with many examples of criteria. The tricky part is then the choice of the
number r of ranked features that should be used in the ﬁnal classiﬁer. An easy way to choose r is
to estimate the error rate of the classiﬁer built with the j best-ranked variables by leave-one-out
or on a test sample, for j = 1, . . . , p, and to select j∗ minimizing this estimate. But these two
methods require extra data or computational time, and one would like to use an automatic and
easily implementable criterion to select r . In light of Proposition 1, we present some ideas about
the construction of such an automatic criterion.
We consider the following backward selection: we start with all the variables, and at each
step we remove the variable that causes the minimum increase in the empirical error rate. Once
the variables are ranked, we note Cj the class where the j ﬁrst-ranked variables are considered
(here k is ﬁxed), and we would like to choose j∗ that minimizes a penalized criterion of the
form
Crit(j) = Ln(ˆj ) + pen(Z, j), Z = {(X1, Y1), . . . , (Xn, Yn)}, j = 1, . . . , p.
As a direct application of Proposition 1, we can state:
Proposition 2. The optimal criterion for backward selection should satisfy
Crit(j) < Ln(ˆj ) + K1 Hj
n
+ K2 logC
j
p
n
. (8)
Indeed, all visited models in backward selection would also have been visited in exhaustive
selection, and the number of visited models is much smaller in backward selection. This provides
an upper bound for the criterion that we should use. A similar argument shows that:
Proposition 3. The optimal criterion for backward selection should satisfy
Crit(j) > Ln(ˆj ) + K1 Hj
n
+ K2 log(j + 1)
n
. (9)
A sketch of proof is given at the end of the article.
Although presented here for a backward procedure, the same reasoning leads to similar lower
and upper bounds for a forward selection criterion based on the penalized empirical error rate.
More precisely, for forward selection the upper bound is identical to the bound of Proposition 2,
and the lower bound becomes
Ln(ˆj ) + K1 Hj
n
+ K2 log(p − j + 1)
n
.
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4. Conclusions
In this paper we have presented a criterion for variable selection in the context of empirical error
minimization, which enables us to jointly select the subset of variables and the class complexity.
Importantly, the model selection framework has allowed us to provide an oracle inequality which
guarantees the performance of the proposed method.We have also proposed a backward selection
method based on the penalized empirical error, and provided lower and upper bounds for the
optimal penalty. These results give theoretical leads for the development of efﬁcient variable
selection algorithms.
While the bound obtained in (7) is tight in the minimax sense, a direct application of the penal-
ized risk minimization strategy presented here is not possible. Indeed, the constant coefﬁcients
K ′1 and K ′2 that appear in the penalty term (6) mainly derive from the Talagrand inequality and
are too strong to be used in practice. This is a recurrent problem in model selection results, and
solutions have been proposed for the calibration of sharper constant coefﬁcients [3,4,14].A future
work will be to apply these heuristics to obtain sharp evaluations of constants K ′1 and K ′2.
Such theoretical analysis is also important for the understanding of existing variable selection
methods relying on penalized criteria. We now have a good idea about how to penalize a class of
functions. We have shown the importance of the term logCjp which appears in the penalization to
take into account the number of models with similar complexity (i.e. same number of variables),
stressing the fact that this term could become a leading term when the number of variables is high.
We hope that these considerations will provide helpful guidelines for a better understanding of
popular variable selection methods.
Although presented in the very general context of ERM, the approach that was adopted here can
be applied to any problem that can be described as a model selection problem. In particular, the
results we derived here could be generalized to convex risk minimization problems. For instance,
in [5], the authors propose a model selection interpretation of the SVM algorithm that could be
combined with the approach presented here to develop new variable selection methods for SVMs
(work in progress).
Appendix. Proof of the main results
Proof of Proposition 1. We start from a result given in [24]. Our notations differ from the ones
used by Massart, but the designation of the constant terms are the same for the reader’s con-
venience. We deﬁne Ck as the class of functions  : Rp → {0, 1}, Hk its associated Vapnik–
Chervonenkis entropy and
ˆopt = argmin
k
[
Ln(ˆk) + K ′1
Hk
n
+ K ′2
xk
n
]
(10)
with proper constants K ′1 and K ′2. If the number of classes Ck is at most n, we can choose equal
weights xk = log(n), and the following bound for the risk of ˆopt holds:
E[l(∗, ˆopt)]C
{
inf
k
[
inf
∈Ck
l(∗,) + K ′1
E(Hk)
n
]
+ C′ 1 + log(n)
n
}
(11)
for constants C and C′ that depend on K ′1 and K ′2. Although the complete proof of this result
cannot be given here, in order to make this article self-contained we present the main ideas of this
proof along with a few comments.
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The demonstration of such a model selection result roughly breaks down into two steps (see
[2] for instance for details): capacity control on a class and union bound over all the classes. We
introduce the following notations:
n() =
n∑
i=1
(, Xi, Yi) − E[(, X, Y )],
m = argmin
∈Cm
E[(, X, Y ) − (∗, X, Y )].
Capacity control consists in providing a probabilistic upper bound for the quantity
sup
∈Cm′
|¯n() − ¯n(m)| (12)
in a given class Cm, using concentration inequality results. In the classicalVapnik learning theory,
 is the hard loss function, and the control of (12) reduces to the control of sup∈Cm′ ¯(). It is
now well known that such a universal control over Cm leads to penalty and oracle inequality which
both decrease with rate 1/
√
n. At the price of replacing the hard loss function by the quadratic
loss function, Massart shows that it is possible to obtain a more reﬁned control of (12) using the
Talagrand inequality, which leads to rate 1/n.
In the second step the capacity control procedure is applied to each class Cm. A weight xm is
added to each upper bound in order to guarantee that all the upper bounds are satisﬁed with a
global probability 1 − e−. This is a critical step in variable selection since the weights xm are
chosen according to the number of visited classes Cm.
The key argument here is that in Massart’s original result, the number of considered classes Ck
is not too large (i.e. < n), so that the choice of weights xk = log(n) is sufﬁcient to ensure the
necessary condition of Massart’s theorem:∑
k
e−xk < ∞.
With the notations introduced in Section 2, we now denote by Ck,j, a class of functions with
richness k and where only j components of X are taken into account. In the variable selection
problem, weights have to be modiﬁed since many more models are considered. Furthermore,
models of the same complexity (meaning same k and j ) should have similar weights, so that the
preceding necessary condition now becomes
∞∑
k=1
p∑
j=1
Cjp exp(−xj,k),
and we choose the corresponding new weights
xj,k = logC
j
p
n
+ 2 log(j + k)
n
.
According to these weights, inequality (11) can be reformulated:
E[l(∗, ˆopt)]  C
[
inf
k,j,
(
inf
∈Ck,j,
l(∗,) + K ′1
E(Hk,j,)
n
)
+ C′′ 1 + 2 log(k + j) + logC
j
p
n
]
.
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We now use the inequality logCjpj (1 + log(pj )):
E[l(∗, ˆopt)]  C
[
inf
k,j,
(
inf
∈Ck,j,
l(∗,) + K ′1
E(Hk,j,)
n
+ C′′ 1 + 2 log(k + j) + j (1 + log(
p
j
))
n
)]
 C
[
inf
k,j,
(
inf
∈Ck,j,
l(∗,) + K ′1
E(Hk,j,)
n
+ C′′′(1 + log(p)) log(k + j) + j
n
)]
 C(1 + log(p))
[
inf
k,j,
(
inf
∈Ck,j,
l(∗,) + K ′1
E(Hk,j,)
n
+ C′′′ log(k + j) + j
n
)]
for some appropriate constants C and C′′′.
Proposition 1 is thus proved. 
Proof of Propositions 2 and 3. At each step t , the behavior of the backward selection can be
summed up as follows: considering the model with t + 1 variables we found at the previous step,
we look for the best model with t variables included in the k + 1 previously chosen. Hence, the
following two arguments hold:
• at each step, the number of models that are considered is smaller than the number of models
visited in exhaustive selection;
• all models that are visited in backward selection are also visited in exhaustive selection.
From these two points we can conclude that the penalty (6) we proposed to perform in exhaustive
variable selection is too strong for the backward selection, and we deduce Proposition 2. Notice
that between Propositions 1 and 2, indexes k and l disappeared since in backward selection
only the number of variables differs from one class Cj to another, and only one model with j
variables is built. Since only a ﬁnite collection of models is considered, we can choose weights
xm = logCjp + log(p) and omit the last part of the weights for comparison.
To obtain Proposition 3, we now argue the following. At step t , the number of visited models
is t + 1. If the sequence of classes Ct with t ﬁrst-ranked variables was ﬁxed and not deduced from
the data, then following the reasoning of the proof of Proposition 1 we should use the penalized
criterion
Ln(ˆ
∗
t ) + K ′1
Ht
n
+ K ′2
log(t + 1)
n
.
Applying this penalized criterion sequence of classes deduced from the backward selection pro-
cedure is clearly too optimistic since we do not take into account the fact that at step t , t variables
are optimally chosen from the t + 1 of the previous step.
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