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The term rank of an n × n matrix A is the least number of lines
(rows or columns) needed to include all the nonzero entries in A.
In this paper, we study linear operators that preserve term ranks of
n × n symmetric matrices with entries in a commutative antineg-
ative semiring S and with all diagonal entries zero. Consequently,
we show that a linear operator T on symmetric matrices with zero
diagonal preserves term rank if and only if T preserves term ranks 2
and k (≥3) if and only if T preserves term ranks 3 and k (≥4). Other
characterizations of term-rank preservers are also given.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
A semiring is a set S together with two binary operations + and · such that (S,+) is an abelian
monoid with identity 0, and (S, ·) is a monoid with identity 1. Further, · distributes over + and
s · 0 = 0 · s = 0 for all s ∈ S. We suppress the · and write st instead of s · t. A semiring is antinegative
if 0 is the only element of Swith an additive inverse. That is, if s + t = 0 then s = t = 0. Further, let
B denote the binary Boolean semiring, that is, the set {0, 1} with addition and multiplication defined
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the usual way except that 1 + 1 = 1. Let S(0)n (S) denote the set of all n × n symmetric matrices with
entries in S and with all diagonal entries equal 0, and S(0)n (B) denote the set of all n × n symmetric
matrices with entries in B and with all diagonal entries equal 0. When the semiring is specified or
when a statement applies to any semiring, we use S(0)n .
Clearly B is a commutative antinegative semiring without zero divisors. Other examples include
the nonnegative real numbers, the nonnegative integers, the fuzzy numbers, and any nested set of sets
using union for + and intersection for ·.
Throughout this article wewill assume thatS is a commutative antinegative semiringwithout zero
divisors.
Definition 1.1. The term rank of a matrix, A, in S(0)n is the minimum number of lines (rows and/or
columns) required to contain all the nonzero entries in that matrix and we write τ(A).
Beasley and his colleagues [1–4] have investigated the linear operators that preserve term rank
of a matrix over semirings. In this paper we investigate linear operators that preserve term rank of
symmetric matrices with zero diagonal.
Amatrix A ∈ S(0)n is said to dominate thematrix B ∈ S(0)n if bi,j = 0 implies ai,j = 0. In this case we
write A ≥ B or B ≤ A. If A ≥ B let A \ B = C be the matrix such that ci,j = 0 if bi,j = 0 and ci,j = ai,j
otherwise.
We let Jm,n denote the m × n matrix all of whose entries are 1, Om,n denote the m × n matrix all
of whose entries are 0, and In the n × n identity matrix. Let Kn = Jn,n \ In, and when the subscripts
are understood from the context we write J,O, I and K . For i = j, let Di,j be the matrix with a 1 in the
(i, j) entry and the (j, i) entry, and zeros elsewhere. We call Di,j a digon cell. Let Si = ∑nj=1,j =i Di,j . Si is
called a full star matrix on row and column i. A starmatrix in S(0)n is any symmetric matrix, except zero,
that is dominated by a full star matrix.
Let A and B be matrices in S(0)n (S). Then C = A ◦ B is the matrix in S(0)n (S) with ci,j = ai,jbi,j . This
is known as the Hadamard or Schur product.
2. Term rank preservers over the binary Boolean semiring
In this section we will assume that S = B, and we obtain characterizations of the linear operators
that preserve term rank over S(0)n .
Lemma 2.1. Let A ∈ S(0)n .
1. If A = O then τ(A) ≥ 2.
2. τ(A) = 2 if and only if A is a star matrix.
3. If for some r, s, t which are distinct, A ≥ Dr,s + Dr,t and τ(A) = 3 then A = Dr,s + Dr,t + Ds,t .
4. If τ(A) = 3 then A can be symmetrically permuted to
⎡
⎢⎢⎢⎢⎢⎢⎣
⎡
⎢⎢⎢⎣
0 1 1
1 0 1
1 1 0
⎤
⎥⎥⎥⎦ O
O O
⎤
⎥⎥⎥⎥⎥⎥⎦
.
5. If K = F1 + F2 + · · · + Ft where Fi is a star matrix, then t ≥ n − 1.
Proof. The proof is left to the reader. 
Definition 2.2. A linear operator, T : S(0)n → S(0)n is a (P, Pt)-operator if and only if there is some
permutation matrix P such that T(X) = PXPt for all X ∈ S(0)n .
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Lemma2.3. If T : S(0)n → S(0)n is a linear operator thatmaps starmatrices to starmatrices and T(K) = K,
then T is a (P, Pt)-operator.
Proof. If T(X) = O for some nonzero X ∈ S(0)n , then there is a digon cell, D ≤ X such that T(D) = O,
a contradiction, since D is a star matrix and O is not. Thus T is nonsingular.
Let Si denote the full star matrix on row and column i. Define σ : {1, 2, . . . , n} → {1, 2, . . . , n}
by σ(i) = j if T(Si) ≤ Sj .
We now show σ is well defined. Suppose T(Si) is dominated by Sr and Ss, then T(Si) ≤ Dr,s. But
since T(K) = K , and K is the sum of n2−n
2
digon cells, and K \ Si is the sum of n2−3n+22 digon cells, we
must have that the image of some digon cell dominates at least 2 digon cells.Without loss of generality
we may assume that T(D1,2) ≥ D1,2 + D1,3. But then T(S1 + S2) ≤ S1, and hence,
K = T(K) = T((S1 + S2) + S3 + · · · + Sn−1) ≤ S1 + T(S3) + · · · + T(Sn−1),
so that K is dominated by n− 2 star matrices, a contradiction to Lemma 2.1(5). Thus σ is well defined.
Let  be the set of all digon cells in S(0)n . If T is not one to one on , then there are X and Y in 
with X = Y such that T(X) = T(Y). Let Z = K \ X , then Z is the sum of n2−n
2
− 1 digon cells. But
then Z is the sum of n − 2 star matrices and hence K = T(K) = T(Z + X) = T(Z + Y) = T(Z), and
hence K is the sum of n − 2 star matrices, a contradiction to Lemma 2.1(5). Thus T is bijective on .
Therefore σ maps {S1, S2, . . . , Sn} onto {S1, S2, . . . , Sn} injectively. Let P be the permutation matrix
corresponding to σ . Then we have T(Di,j) = PDi,jPt for all Di,j ∈ . By the action of T on , we have
T(X) = PXPt for all X . Therefore T is a (P, Pt)-operator. 
2.1. Term rank 2 preservers over B
In this section we assume that T is a linear operator that preserves term rank 2 and an additional
condition to characterize the operators.
For a linear operator T : S(0)n → S(0)n , we say that T
(1) preserves term rank k if τ(T(X)) = k whenever τ(X) = k for all X;
(2) preserves term rank if preserves term rank k for every k ≤ n.
Lemma 2.4. If T : S(0)n → S(0)n preserves term rank 2 and T(K) = K, then T is a (P, Pt)-operator.
Proof. Let X be an arbitrary star matrix in S(0)n . Then τ(X) = 2 by Lemma 2.1(2). Since T preserves
term rank 2, τ(T(X)) = 2, and hence T(X) is also a star matrix. Thus T maps star matrices to star
matrices. Since T(K) = K , it follows from Lemma 2.3 that T is a (P, Pt)-operator. 
Theorem 2.5. If T : S(0)n → S(0)n preserves term ranks 2 and k, for some 3  k  n then T is a
(P, Pt)-operator.
Proof. If T(X) = O for some nonzero X ∈ S(0)n , then there is a digon cell, D  X such that T(D) = O,
a contradiction since D has term rank 2 and O does not. Thus T is nonsingular.
If k = n = 3, then, since K = K3 is the only matrix of term rank 3, by Lemma 2.4, T is a (P, Pt)-
operator. Thus, hence forth we assume that n  4.
Now, suppose that the image of some digon cell is not a digon cell, then since the image must have
term rank 2, the image is dominated by a star matrix, thus without loss of generality we may assume
that T(D1,2) ≥ D1,2 + D1,3. But the only full star matrix that dominates D1,2 + D1,3 is S1, while
D1,2 ≤ S1 and D1,2 ≤ S2. Thus T(S1) ≤ S1 and T(S2) ≤ S1.
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Case 1. k is even, say k = 2l. Let A = S1 + S2 + · · · + Sl so that τ(A) = k. But then, τ(T(A)) =
τ(T((S1+S2)+S3+· · ·+Sl)) = τ(T(S1+S2)+T(S3)+· · ·+T(Sl)) ≤ τ(T(S1+S2))+τ(T(S3))+· · · + τ(T(Sl)) = 2l − 2, a contradiction. Thus, T maps digon cells to digon cells.
Suppose that T maps two digon cells into one.
Subcase 1. The image of two digon cells dominated by a star matrix is a digon cell. Without loss of
generality, we may assume that T(D1,2 + D1,3) = D1,2. The only full star matrices that dominate D1,2
are S1 and S2, while S1, S2 and S3 dominate one of D1,2 or D1,3. Thus, T(S1 + S2 + S3) ≤ S1 + S2.
Subcase 2. The image of two digon cells not dominated by a star matrix is a digon cell. Without loss
of generality,wemay assume that T(D1,2+D3,4) = D1,2. The only full starmatrices that dominateD1,2
are S1 and S2, while S1, S2, S3 and S4 dominate one ofD1,2 orD3,4. Thus, T(S1+S2+S3+S4) ≤ S1+S2.
In either case, T(S1 + S2 + S3) ≤ S1 + S2.
If l ≥ 3, letA = S1+S2+· · ·+Sl so thatτ(A) = k. But then,τ(T(A)) = τ(T((S1+S2+S3)+S4+· · ·+
Sl)) = τ(T(S1+S2+S3)+T(S4)+· · ·+T(Sl)) ≤ τ(T(S1+S2+S3))+τ(T(S4))+· · ·+τ(T(Sl)) ≤ 2l−2,
a contradiction.
If l = 2, let A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 1 0
1 0 0 0
1 0 0 1
0 0 1 0
⎤
⎥⎥⎥⎥⎥⎥⎦
O
O O
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
so that τ(A) = 4. But T(A) = T
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 0 0
1 0 0 1
0 0 1 0
⎤
⎥⎥⎥⎥⎥⎥⎦
O
O O
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, since
T(D1,2) = T(D1,3) or T(D1,2) = T(D3,4). But
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 0 0
1 0 0 1
0 0 1 0
⎤
⎥⎥⎥⎥⎥⎥⎦
O
O O
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
has term rank 2, a contradiction
since the term rank of T(A) cannot be both 2 and 4.
That is, if k is even, T is bijective on the set of digon cells.
Case 2. Let k be odd, say k = 3 + 2l. Let Z =
⎡
⎢⎢⎢⎢⎢⎢⎣
⎡
⎢⎢⎢⎣
0 1 1
1 0 1
1 1 0
⎤
⎥⎥⎥⎦ O
O O
⎤
⎥⎥⎥⎥⎥⎥⎦
. Then Z ≤ S1 + S2, and hence
T(Z) ≤ T(S1 + S2) ≤ S1. Thus, τ(T(Z)) = 2. Then for A = Z + S4 + · · · + S3+l , τ(A) = k, and hence,
k = τ(T(A)) = τ(T(Z + S4 + · · · + S3+l))
 τ(T(Z)) + τ(T(S4)) + · · · + τ(T(S3+l))
= τ(T(Z)) + 2l = 2l + 2 = k − 1.
This is impossible. Thus T maps digon cells to digon cells.
Suppose that T maps two digon cells into one.
Subcase 1. The image of two digon cells dominated by a star matrix is a digon cell. Without loss
of generality, we may assume that T(D1,2 + D1,3) = D1,2. But then, let Z =
⎡
⎢⎢⎢⎢⎢⎢⎣
⎡
⎢⎢⎢⎣
0 1 1
1 0 1
1 1 0
⎤
⎥⎥⎥⎦ O
O O
⎤
⎥⎥⎥⎥⎥⎥⎦
. Then,
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T(Z) = T
⎛
⎜⎜⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎢⎢⎣
⎡
⎢⎢⎢⎣
0 1 0
1 0 1
0 1 0
⎤
⎥⎥⎥⎦ O
O O
⎤
⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎠
, so that τ(T(Z)) = τ
⎛
⎜⎜⎜⎜⎜⎜⎝
T
⎛
⎜⎜⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎢⎢⎣
⎡
⎢⎢⎢⎣
0 1 0
1 0 1
0 1 0
⎤
⎥⎥⎥⎦ O
O O
⎤
⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎠
⎞
⎟⎟⎟⎟⎟⎟⎠
= 2.Now, let A = Z +
S4+· · ·+S3+l , so that τ(A) = k. But then, τ(T(A)) ≤ τ(T(Z))+τ(T(S4))+· · ·+τ(T(S3+l)) = 2l+2,
a contradiction.
Subcase 2. The image of two digon cells not dominated by a star matrix is a digon cell. Without loss
of generality we may assume that T(D1,2 + D3,4) = D1,2. But then
T
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 1 0
1 0 1 0
1 1 0 0
0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
O
O O
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= T
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 1 0
1 1 0 1
0 0 1 0
⎤
⎥⎥⎥⎥⎥⎥⎦
O
O O
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Let Z =
⎡
⎢⎢⎢⎢⎢⎢⎣
⎡
⎢⎢⎢⎣
0 1 1
1 0 1
1 1 0
⎤
⎥⎥⎥⎦ O
O O
⎤
⎥⎥⎥⎥⎥⎥⎦
. Since T preserves term rank 2, T(Z) must have term rank 2. Thus for the
case of k = 3, we get a contradiction because τ(Z) = 3. If k ≥ 5, let A = Z + S4 +· · ·+ S3+l . But then
k = τ(T(A)) ≤ τ(T(Z)) + τ(T(S4)) + · · · + τ(T(S3+l)) = 2l + 2 = k − 1,
a contradiction.
The contradiction in both subcases implies that for k odd, T is bijective on the set of digon cells.
It now follows that T is bijective on the set of digon cells, and hence T(K) = K . By Lemma 2.4 we
have that T is a (P, Pt)-operator. 
2.2. Term rank 3 preservers over B
In this section we consider linear operators which preserve term rank 3 and an additional term
rank.
Lemma 2.6. If T : S(0)n → S(0)n preserves term rank 3 and T(Di,j) ≥ Dr,s + Dr,t for distinct r, s, t then
T(Si + Sj) ≤ Dr,s + Dr,t + Ds,t .
Proof. Suppose that T(Di,j) ≥ Dr,s +Dr,t for distinct r, s, t. Then, since for any x = i, j, T(Di,x +Dj,x +
Di,j) is a term rank 3 matrix which dominates Dr,s + Dr,t , by Lemma 2.1(3), T(Di,x + Dj,x + Di,j) =
Dr,s + Dr,t + Ds,t . Thus T(Si + Sj) ≤ Dr,s + Dr,t + Ds,t . 
Lemma 2.7. If T : S(0)n → S(0)n preserves term rank 3 and the image of some digon cell dominates at
least two digon cells, then there are permutation matrices P and Q such that for any l = 2, 3, . . . ,  n
2
	,
QT(P(S1 + S2 + · · · + Sl)Pt)Qt ≤
⎡
⎣ K3 l2 	 O
O O
⎤
⎦.
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Proof. Note, at each step we permute the image and preimage to get a transformation of the form
QT(PXPt)Qt , but do not keep track of the individual permutations.
Suppose that the image of some digon cell dominates at least two digon cells. Since every digon
cell is dominated by a term rank 3 matrix, the image of a digon cell must have term rank at most 3.
Thus, we may assume that T(D1,2) ≥ D1,2 + D1,3. By Lemma 2.6, T(S1 + S2) ≤
⎡
⎣ K3 O
O O
⎤
⎦.
Now, suppose there is some digon cell whose image is not dominated by
⎡
⎣ K3 O
O O
⎤
⎦, then by permut-
ing wemay assume that T(D3,4) ≥ Di,4 for some i ≤ 3, or T(D3,4) ≥ D4,5. Then T(D1,3 +D1,4 + E3,4)
must have term rank 3. If T(D3,4) ≥ Di,4 for some i ≤ 3, then by permuting we can easily show
that T(S1 + S2 + S3 + S4) ≤
⎡
⎣ K6 O
O O
⎤
⎦. If T(D3,4) ≥ D4,5, then since T(D1,3 + D1,4) ≤
⎡
⎣ K3 O
O O
⎤
⎦,
T(D3,4) must dominate at least two digon cells. As in the previous paragraph, we have (after permut-
ing if necessary) that either T(S3 + S4) ≤
⎡
⎢⎢⎢⎣
O2 O O
O K3 O
O O O
⎤
⎥⎥⎥⎦ if T(D3,4) ≥ D4,5 + Dx,5 for some x  3, or
T(S3 + S4) ≤
⎡
⎢⎢⎢⎣
O3 O O
O K3 O
O O O
⎤
⎥⎥⎥⎦ if T(D3,4) ≥ D4,5 + D4,6. In either case, T(S3 + S4) ≤
⎡
⎣ K6 O
O O
⎤
⎦. Thus
T(S1 + S2 + S3 + S4) ≤
⎡
⎣ K6 O
O O
⎤
⎦.
Continuing this way we get that for some t, T(S1 + S2 + · · · + S2t−1 + S2t) ≤
⎡
⎣ K3t O
O O
⎤
⎦, and
T(K)◦
⎡
⎣ O O
O Kn−3t
⎤
⎦ = O. Now, if T(K)◦
⎡
⎣ O3t J
J O
⎤
⎦ = O, wemay assume that T(D2t+1,2t+2) ≥ D3t,3t+1,
and hence
T(S1 + S2 + · · · + S2t−1 + S2t + S2t+1 + S2t+2) ≤
⎡
⎣ K3t+1 O
O O
⎤
⎦ ≤
⎡
⎣ K3(t+1) O
O O
⎤
⎦ .
Continuing we establish the lemma for l even.
If l is odd, say l = 2t−1, then T(S1+S2+· · ·+S2t−1) ≤ T(S1+S2+· · ·+S2t−1+S2t) ≤
⎡
⎣ K3t O
O O
⎤
⎦
and thus, since 3 l
2
	 = 3t, T(S1 + S2 + · · · + Sl) ≤
⎡
⎣ K3 l2 	 O
O O
⎤
⎦. 
Lemma 2.8. If T : S(0)n → S(0)n is bijective on the set of digon cells and preserves term rank 3 then T
preserves term rank 2.
Proof. Suppose that T does not preserve term rank 2. Say, T(S1) does not have term rank 2. Then there
are three cases: T maps two digon cells in S1 to two digon cells of term rank 4, T maps three digon cells
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in S1 to three digon cells of term rank 3, or T maps three digon cells in S1 to three digon cells of term
rank 4.
Case 1. T maps two digon cells in S1 to two digon cells of term rank 4. Without loss of generality,
we may assume that T(D1,2 + D1,3) = D1,2 + D3,4. In this case, T(D1,2 + D1,3 + D2,3) has term rank
3 while D1,2 + D3,4 + T(D2,3) must have term rank at least 4, a contradiction.
Case 2. T maps three digon cells in S1 to three digon cells of term rank 3.Without loss of generality,
we may assume that T(D1,2 + D1,3 + D1,4) = D1,2 + D1,3 + D2,3. But T(D1,2 + D1,3 + D2,3) must
have term rank 3 and dominate two digon cells of D1,2 + D1,3 + D2,3. Thus, T(D1,2 + D1,3 + D2,3) =
D1,2 + D1,3 + D2,3, but then we must have T(D1,4) = T(D2,3), a contradiction.
Case 3. T maps three digon cells in S1 to three digon cells of term rank 4.Without loss of generality,
we may assume that T(D1,2 + D1,3 + D1,4) = D1,2 + D1,3 + D2,4, since if one of the digon cells is
mapped to a digon cell,Di,j with 3 ≤ i < j, case 1 applies. Further,wemay assume that T(D1,2) = D1,2,
T(D1,3) = D1,3, and T(D1,4) = D2,4. Then, since T(D1,2 + D1,3 + D2,3) must have term rank 3, we
have that T(D2,3) = D2,3. Note that if A ∈ S(0)n is a matrix of term rank 3, and dominates D2,3, then
A is of the form A = D1,2 + D1,3 + D2,3 or A = D2,3 + D2,i + D3,i for some i = 4, . . . , n. That is,
the number of matrices having term rank 3 and dominating D2,3 is n − 2. Let T(Ds,t) = D3,4. Since
T(D1,2 + D1,3 + D2,3) = D1,2 + D1,3 + D2,3 and T(D2,3 + D1,4 + Ds,t) = D2,3 + D2,4 + D3,4, there
is some i ≥ 4 such that T(D2,3 + D2,i + D3,i) does not have term rank 3, a contradiction.
Thus T preserves term rank 2. 
Lemma 2.9. Let T : S(0)n → S(0)n preserve term ranks 3 and k, for some 4 ≤ k ≤ n. If the image of each
digon cell dominates at most one digon cell, then T is a (P, Pt)-operator.
Proof. We begin by showing that T is nonsingular. If not, T(Dr,s) = O for some digon cell Dr,s. Note
that for t = r, s, T(Dr,s + Dr,t + Ds,t) must have term rank 3 and hence dominates three digon cells.
But then one of T(Dr,t) or T(Ds,t) must dominates at least two digon cells, a contradiction. Thus, T is
nonsingular, and hence T maps digon cells to digon cells.
Now, suppose that the image of two digon cells is the same digon cell. Say T(D1,2) = T(Di,j), then
either τ(D1,2 +Di,j) = 2 or τ(D1,2 +Di,j) = 4. If τ(D1,2 +Di,j) = 2, wemay assume thatDi,j = D1,3.
But then T(D1,2+D1,3+D2,3)must be a term rank3matrix dominatedby the sumof atmost twodigon
cells, a contradiction. Thus we have τ(D1,2 + Di,j) = 4 and without loss of generality we may assume
thatDi,j = Dn−1,n. If k = 4, then4 = τ(T(D1,2+D1,n+D2,n+Dn−1,n)) = τ(T(D1,2+D1,n+D2,n)) =
3, an impossibility. If k = 2l, l ≥ 3, then
k = τ(T(D1,2 + D3,4 + · · · + D2l−3,2l−2 + Dn−1,n))
= τ(T(D1,2 + D3,4 + · · · + D2l−3,2l−2))
≤ τ(T(D1,2)) + · · · + τ(T(D2l−3,2l−2)) = 2l − 2,
an impossibility. If k = 3 + 2l, l ≥ 1, then
k = τ(T(D1,2 + D1,3 + D2,3 + Dn−2l+1,n−2l+2 + · · · + Dn−3,n−2 + Dn−1,n))
= τ(T(D1,2 + D1,3 + D2,3 + Dn−2l+1,n−2l+2 + · · · + Dn−3,n−2))
≤ τ(T(D1,2 + D1,3 + D2,3)) + τ(T(Dn−2l+1,n−2l+2)) + · · · + τ(T(Dn−3,n−2))
= 3 + 2(l − 1) = 1 + 2l.
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This is also impossible. Thus we have established that T is bijective on the set of digon cells. Since
T preserves term rank 3, it follows from Lemma 2.8 that T preserves term rank 2, and hence T is a
(P, Pt)-operator by Theorem 2.5. 
Theorem 2.10. If T : S(0)n → S(0)n preserves term ranks 3 and 4, then T is a (P, Pt)-operator.
Proof. Suppose that there is a digon cell whose image dominates at least two digon cells. Then, by
Lemma 2.7 T(S1 + S2) ≤
⎡
⎣ K3 O
O O
⎤
⎦. But S1 + S2 has term rank 4 while
⎡
⎣ K3 O
O O
⎤
⎦ has term rank 3, a
contradiction. Thus the image of each digon cell dominates at most one digon cell, and hence T is a
(P, Pt)-operator by Lemma 2.9. 
Theorem 2.11. If T : S(0)n → S(0)n preserves term ranks 3 and 5, then T is a (P, Pt)-operator.
Proof. Suppose that Tmapsadigon cell to the sumof at least twodigon cells.Without loss of generality
we may assume that T(D1,2) ≥ D1,2 + D1,3. (Note the image of a digon cell cannot dominate a term
rank 4matrix because it is dominated by a term rank 3matrix.) By Lemma 2.7, T(S1+S2) ≤
⎡
⎣ K3 O
O O
⎤
⎦.
Consider T(D3,4 + D3,5 + D4,5). We have 4 cases to consider:
1. T(D3,4 + D3,5 + D4,5) ≤
⎡
⎣ K3 O
O O
⎤
⎦;
2. T(D3,4 + D3,5 + D4,5) 
⎡
⎢⎢⎢⎣
0 03
t 0t
03 K3 O
0 O O
⎤
⎥⎥⎥⎦;
3. T(D3,4 + D3,5 + D4,5) ≤
⎡
⎢⎢⎢⎣
O2 O O
O K3 O
O O O
⎤
⎥⎥⎥⎦;
4. T(D3,4 + D3,5 + D4,5) 
⎡
⎢⎢⎢⎣
O3 O O
O K3 O
O O O
⎤
⎥⎥⎥⎦.
We consider cases 1, 2, and 4 first.
Case 1. T(D3,4 + D3,5 + D4,5) ≤
⎡
⎣ K3 O
O O
⎤
⎦. In this case, T(D1,2 + D1,3 + D2,3 + D4,5) ≤
⎡
⎣ K3 O
O O
⎤
⎦.
But the left hand side must have term rank 5 while the right hand side must have term rank 3, a
contradiction.
Case 2. T(D3,4 + D3,5 + D4,5) ≤
⎡
⎢⎢⎢⎣
0 03
t 0t
03 K3 O
0 O O
⎤
⎥⎥⎥⎦. Here, T(D1,2 + D1,3 + D2,3 + D4,5) ≤
⎡
⎣ K4 O
O O
⎤
⎦.
But the left hand side must have term rank 5 while the right hand side must have term rank 4, a
contradiction.
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Case 4. T(D3,4+D3,5+D4,5) 
⎡
⎢⎢⎢⎣
O3 O O
O K3 O
O O O
⎤
⎥⎥⎥⎦. Here, we have T(D1,4+D1,5+D4,5) ≤
⎡
⎢⎢⎢⎣
K3 O O
O K3 O
O O O
⎤
⎥⎥⎥⎦.
But the only term rank 3 matrices dominated by
⎡
⎢⎢⎢⎣
K3 O O
O K3 O
O O O
⎤
⎥⎥⎥⎦ are
⎡
⎢⎢⎢⎣
K3 O O
O O O
O O O
⎤
⎥⎥⎥⎦ and
⎡
⎢⎢⎢⎣
O3 O O
O K3 O
O O O
⎤
⎥⎥⎥⎦. Thus
either T(D1,4 + D1,5 + D4,5) ≤
⎡
⎢⎢⎢⎣
K3 O O
O O O
O O O
⎤
⎥⎥⎥⎦ and as in case 1, we have a contradiction; or T(D1,4 +
D1,5 + D4,5) ≤
⎡
⎢⎢⎢⎣
O3 O O
O K3 O
O O O
⎤
⎥⎥⎥⎦ and hence, T(D1,4 + D1,5) = O. That is T(D4,5) =
⎡
⎢⎢⎢⎣
O3 O O
O K3 O
O O O
⎤
⎥⎥⎥⎦. But
then, T(D1,2 +D1,3 +D2,3 +D4,5) =
⎡
⎢⎢⎢⎣
K3 O O
O K3 O
O O O
⎤
⎥⎥⎥⎦, a contradiction since the left hand side must have
term rank 5 while the right hand side has term rank 6.
We now consider the final case.
Case 3. T(D3,4 + D3,5 + D4,5) ≤
⎡
⎢⎢⎢⎣
O2 O O
O K3 O
O O O
⎤
⎥⎥⎥⎦.
Observe that if
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 a b 0 0
a 0 c 0 0
b c 0 1 1
0 0 1 0 1
0 0 1 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
has term rank 5 then a = 0.
Now,D1,4+D1,5+D2,3+D3,4+D3,5+D4,5 has termrank5andhence, T(D1,4+D1,5+D2,3) ≥ D1,2.
Now, T(D1,4+D1,5+D4,5)must have term rank 3, andhence is equal to
⎡
⎣ K3 O
O O
⎤
⎦ or
⎡
⎢⎢⎢⎣
O2 O O
O K3 O
O O O
⎤
⎥⎥⎥⎦ since
those are the only term rank 3matrices dominated by
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 0 0
1 0 1 0 0
1 1 0 1 1
0 0 1 0 1
0 0 1 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
O
O O
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. If T(D1,4+D1,5+D4,5) =
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⎡
⎣ K3 O
O O
⎤
⎦, as in case 1, we get a contradiction. Thus, T(D1,4 + D1,5 + D4,5) =
⎡
⎢⎢⎢⎣
O2 O O
O K3 O
O O O
⎤
⎥⎥⎥⎦. But
then, we must have T(D4,5) =
⎡
⎢⎢⎢⎣
O2 O O
O K3 O
O O O
⎤
⎥⎥⎥⎦ and T(D1,4) = T(D1,5) = O. Similarly, considering
D2,4 + D2,5 + D1,3 + D3,4 + D3,5 + D4,5, we have that T(D1,3) ≥ D1,2 and T(D2,4) = T(D2,5) = O.
But then, T(D2,3 + D2,4 + D3,4) ≥ D1,2 and hence T(D3,4) ≤
⎡
⎣ K3 O
O O
⎤
⎦, so T(D3,4) = O. Further,
T(D2,3 + D2,5 + D3,5) ≥ D1,2 and hence T(D3,5) = O. Now, we have that T(D1,2 + D1,3 + D2,3 +
D3,4 + D1,5 + D2,5) ≤
⎡
⎣ K3 O
O O
⎤
⎦, a contradiction since T(D1,2 + D1,3 + D2,3 + D3,4 + D1,5 + D2,5)
must have term rank 5.
Since in all four cases we have arrived at a contradiction, we have that the image of a digon cell is
either O or a digon cell. Thus by Lemma 2.9, T is a (P, Pt)-operator. 
Theorem 2.12. If T : S(0)n → S(0)n preserves term ranks 3 and 6, then T is a (P, Pt)-operator.
Proof. Suppose that the image of some digon cell dominates at least two digon cells. Then since T
preserves term rank 3, these two digon cells must have term rank 2 and so we may assume that
T(D1,2) ≥ D1,2 + D1,3. By Lemma 2.6 we have that T(S1 + S2) ≤
⎡
⎣ K3 O
O O
⎤
⎦. Now, if T(K) ≤
⎡
⎣ K3 J
J O
⎤
⎦
then T(D1,2+D1,3+D2,3+D4,5+D4,6+D5,6) ≤
⎡
⎣ K3 J
J O
⎤
⎦. But since T(D1,2+D1,3+D2,3) ≤
⎡
⎣ K3 O
O O
⎤
⎦
we must have that
τ
⎛
⎝T(D4,5 + D4,6 + D5,6) ◦
⎡
⎣ O3 J
J O
⎤
⎦
⎞
⎠ = 6.
But τ(T(D4,5 + D4,6 + D5,6)) = 3, a contradiction. Thus we may assume, without loss of generality,
that T(D4,5) ≥ D5,6. But then, T(D1,4 + D1,5 + D4,5) has term rank 3 and dominates D5,6. Thus,
T(D1,4 + D1,5 + D4,5) = Di,5 + Di,6 + D5,6 for some i = 5, 6. Since T(D1,4 + D1,5) ≤
⎡
⎣ K3 O
O O
⎤
⎦ we
must have T(D1,4) = T(D1,5) = O. Similarly, T(D2,4) = T(D2,5) = O. But then, D1,4 + D2,5 + D3,6
has term rank 6 and hence, T(D3,6) = T(D1,4 + D2,5 + D3,6) has term rank 6, an impossibility since
D3,6 is dominated by a matrix of term rank 3. Thus, T maps a digon cell to O or a digon cell, and hence
T is a (P, Pt)-operator by Lemma 2.9. 
Theorem 2.13. If T : S(0)n → S(0)n preserves term ranks 3 and 9, then T is a (P, Pt)-operator.
Proof. Suppose that the image of some digon cell dominates at least two digon cells. Then since T
preserves term rank 3, these two digon cells must have term rank 2 and so we may assume that
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T(D1,2) ≥ D1,2 + D1,3. By Lemma 2.6 we have that T(S1 + S2) ≤
⎡
⎣ K3 O
O O
⎤
⎦. Now, since T preserves
term rank 9, T(K) ≤ S1 + S2 + S3, thus there is some digon cell whose image dominates a digon
cell, Di,j with 4 ≤ i, j. Without loss of generality we may assume that T(D4,5) ≥ D5,6. As in Theorem
2.12, we have that T(D4,5) dominates at least two digon cells, and hence, without loss of generality,
T(S4+S5) ≤ D4,5+D4,6+D5,6. Further, sinceD1,4,D2,4,D1,5 andD2,5 are dominated by both S1+S2
and S4+S5,wemust have T(D1,4) = T(D2,4) = T(D1,5) = T(D2,5) = O. Now, τ(D1,3+D1,6+D3,6) =
3 = τ(D7,8 + D7,9 + D8,9) and τ(D1,4 + D2,5 + D1,3 + D1,6 + D3,6 + D7,8 + D7,9 + D8,9) = 9. Thus
9= τ(T(D1,4 + D2,5 + D1,3 + D1,6 + D3,6 + D7,8 + D7,9 + D8,9))
= τ(T(D1,3 + D1,6 + D3,6 + D7,8 + D7,9 + D8,9))
≤ τ(T(D1,3 + D1,6 + D3,6)) + τ(T(D7,8 + D7,9 + D8,9)) = 3 + 3 = 6,
a contradiction. Thus the image of a digon cell dominates at most one digon cell. Therefore, by Lemma
2.9, T is a (P, Pt)-operator. 
Theorem 2.14. If T : S(0)n → S(0)n preserves term ranks 3 and k, where k = 7, 8 or k  10, then T is a
(P, Pt)-operator.
Proof. Suppose that the image of some digon cell dominates more than one digon cell.
Case 1. k is even, k = 2l, l ≥ 4. By Lemma 2.7, and by permuting, we may assume that T(S1 + S2 +
· · · + Sl) ≤
⎡
⎣ K3 l2 	 O
O O
⎤
⎦. But then, τ(T(S1 + S2 + · · · + Sl)) = k while τ
⎛
⎝
⎡
⎣ K3 l2 	 O
O O
⎤
⎦
⎞
⎠ = 3 l
2
	.
Since l ≥ 4, we have that 3 l
2
	 < k, contradicting that T preserves term rank k.
Case 2. k is odd, k = 2l + 3, where l = 2 or l ≥ 4. By Lemma 2.7, and by permuting, we may
assume that T(S1 + S2 + · · · + Sl) ≤
⎡
⎣ K3 l2 	 O
O O
⎤
⎦. Here,
τ
⎛
⎜⎜⎜⎝T
⎛
⎜⎜⎜⎝S1 + S2 + · · · + Sl +
⎡
⎢⎢⎢⎣
Ol O O
O K3 0
O O O
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠
⎞
⎟⎟⎟⎠  τ
⎛
⎝
⎡
⎣ K3 l2 	 O
O O
⎤
⎦
⎞
⎠+ 3.
But 3 l
2
	 + 3 < k, a contradiction since l = 2 or l  4.
Thus, in both cases, we have established that the image of a digon cell dominates at most one digon
cell. Thus T is a (P, Pt)-operator by Lemma 2.9. 
Now, for the case of S = B, we summarize our results as following:
Corollary 2.15. Let T : S(0)n (B) → S(0)n (B) be a linear operator. Then the following are equivalent:
1. T preserves term rank;
2. T is bijective and preserves term rank 2 or 3;
3. T preserves term rank 2 and T(K) = K;
4. T preserves term ranks 2 and k, for some 3  k ≤ n;
5. T preserves term ranks 3 and k, for some 4  k ≤ n;
6. T is a (P, Pt)-operator.
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3. Term rank preservers over antinegative semiring S
In this section, Swill denote any commutative antinegative semiring without zero divisors.
Let A ∈ S(0)n (S) and define A ∈ S(0)n (B) to be the matrix [ai,j]where ai,j = 1 if and only if ai,j = 0.
A is called the support or pattern of A. Clearly τ(A) = τ(A). Let T : S(0)n (S) → S(0)n (S) be a linear
operator. Define T : S(0)n (B) → S(0)n (B) by T(Di,j) = T(Di,j), and extend linearly.
Lemma 3.1. Let T : S(0)n (S) → S(0)n (S) be a linear operator. Then T preserves term rank k if and only if
T preserves term rank k, for any 2  k  n.
Proof. The proof is left to the reader. 
Definition 3.2. Let T : S(0)n (S) → S(0)n (S) be a linear operator. T is called a (P, Pt, B)-operator if
T(X) = P(X ◦ B)Pt for all X ∈ S(0)n (S)where P is a permutation matrix and B ∈ S(0)n (S) is a matrix all
of whose off diagonal entries are nonzero.
Corollary 3.3. Let T : S(0)n (S) → S(0)n (S) be a linear operator. Then the following are equivalent:
1. T preserves term rank;
2. T is bijective and preserves term rank 2 or 3;
3. T preserves term rank 2 and T(K) = K;
4. T preserves term ranks 2 and k, 3  k ≤ n;
5. T preserves term ranks 3 and k, 4  k ≤ n;
6. T is a (P, Pt, B)-operator.
Proof. By Lemma 3.1, T preserves term rank k if and only if T does, for any 2 ≤ k ≤ n. Thus, by
Corollary 2.15 in each of the cases, T is a (P, Pt)-operator. It follows that for every digon cell Di,j , there
is some nonzero bi,j ∈ S such that T(Di,j) = bi,j(PDi,jPt). Let B = [bi,j], then
T(X) = T
⎛
⎝
n−1∑
i=1
n∑
j=i+1
xi,jDi,j
⎞
⎠ =
n−1∑
i=1
n∑
j=i+1
xi,jT(Di,j)
=
n−1∑
i=1
n∑
j=i+1
xi,jbi,j(PDi,jP
t) = P(X ◦ B)Pt
for every X ∈ S(0)n (S). Thus, the result follows. 
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