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ABSTRACT
We carried out a homogeneous abundance study for various elements, includ-
ing α-elements, iron peak elements and n-capture elements for 35 metal-poor
stars with a wide metallicity range (−3.0 .[Fe/H]. −0.5). High-resolution
(R ≃ 30k), high signal-to-noise(S/N ≥ 110) spectra with a wavelength range
of 3800 to 10500 A˚using the Bohyunsan Optical Echelle Spectrograph (BOES).
Equivalent widths were measured by means of the Gaussian-fitting method for
numerous isolated weak lines of elements. Atmospheric parameters were deter-
mined by a self-consistent LTE analysis technique using Fe I and Fe II lines.
In this study, we present the EWs of lines and atmospheric parameters for 35
metal-poor stars.
Subject headings: stars: abundance - stars: population II - Galaxy: abundance -
Galaxy: evolution
1. INTRODUCTION
The abundance patterns of metal-poor stars provide information on the formation, evo-
lution, and supernova explosions of massive stars formed in the early epoch of the Galaxy
formation (e.g. Tinsley 1980; Pagel 1997; Matteucci 2001). They also provide important
clues for understanding of the early stage of the chemical evolution of the Galaxy. Many
high-resolution spectroscopic abundance studies for metal-poor stars have been carried out
(e.g. McWilliam et al. 1995; Ryan, Norris, & Beers 1996; Fulbright 2000; Burris et al. 2000;
Gratton et al. 2003; Cayrel et al. 2004; Honda et al. 2004; Aoki et al. 2005; Franc¸ois et al.
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2007) and their results have shown that the abundance patterns of metal-poor stars differ
from those of the Sun. In particular, it has been established that the ratio of α-elements
to iron ratio in stars with [Fe/H]. −1.0 is greater than the solar ratio by ∼ +0.4 dex
(Wheeler, Sneden, & Truran 1989). This indicates the complex nature of the chemical en-
richment.
The general explanation for the chemical evolution of the Galaxy has been based on the
products of the two main types of supernovae (Tinsley 1980). The first, comprising the Type
II SN and Type Ib/Ic SNe which are the core-collapse-induced explosions of massive stars.
The second, the Type Ia SN is the thermonuclear explosion of an accreting white dwarf in
a close binary system. The core-collapse SNe breakout shortly after early Galaxy formation
because their progenitors are massive stars with short lifetimes, while Type Ia SNe occur
after completing at least one stellar lifetime of ∼ 109yr(for an 8M⊙ star) resulting in the
formation of a white dwarf (Chiosi et al. 1992). α-elements are the main products of Type
II and Type Ib/Ic SNe while Fe is mainly produced by Type Ia SNe. Therefore the ratio of
α-elements to Fe ratio is high in the halo stars that were formed in the early stage of the
Galaxy however this ratio reduces to the solar value as observed in the trends of α-elements
along metallicity.
However, the primary nucleosynthetic sources for most elements are not well known.
A relative abundance ratio, for instance, the ratio of an element to Fe is a good tool for
investigating the product site of each element. However the inhomogeneous abundance
results of previous studies, which showed large scatters and/or some shifts, rule out the use
of this technique for this purpose. In order to determine the abundance of a given element,
the atmospheric parameters (temperature Teff , surface gravity log g, micro-turbulent velocity
ξv, and overall metallicity represented by [Fe/H]) need to be derived. Therefore differences
in these parameters result in differences in the results of abundance analysis. The choice of
the lines used for analysis and the oscillator strength value (log gf) adopted for deriving the
abundance also results in uncertainties and systematic differences in the abundance results.
A single-lin approximation is found to be in adequate for some spectral lines of odd atomic
number elements with significant hyperfine structures Ryan, Norris, & Beers (1996). It has
been shown that ignoring the hyperfine structure could lead to abundance errors of up to
0.6 dex. Therefore, we aim to obtain abundances of elements in stars with wide metallicity
ranges as accurately as possible by using homogeneous methods.
We divided the elements into three groups, namely, light elements (Z ≤ 20), iron-peak
elements (21 ≤ Z ≤ 30), and n-capture elements (Z ≥ 38). Light elements are good tools for
judging the surface chemical contamination due to the internal mixing in giants. Iron-peak
elements which are mainly produced by explosive Si-burning can give important information
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on the supernova explosions. The iron-peak elements particularly in metal-poor stars with
[Fe/H]≤ −1.0 are produced in massive core-collapse supernovae (Tinsley 1980) and provide
important constraints for models of type II SNe.
The n-capture process is responsible for the production of heavy elements beyond the
iron-peak elements, however, its site has not yet been determined with certainty. In particu-
lar, the nucleosynthesis process of light n-capture elements is proposed to be a combination of
various processes (Montes et al. 2007). Further, radioactive elements with sufficiently long
half-lives, such as uranium (U, Z=92) and thorium (Th, Z=90) can provide a constraint
on the age of metal-poor stars. In order to determine the age of old stars with unstable
radioactive elements, a stable element synthesized in the same event is required to be set as
reference.
The transition probabilities of rare-earth n-capture elements and their stable isotopes
such as La, Sm, Eu, and Hf have recently been measured with very high accuracy by Lawler
and associates (e.g. Den Hartog et al. 2006; Lawler et al. 2001a,b, 2007). This has enabled
the derivation of more reliable n-capture element abundance, which may provide new insights
on the roles of the n-capture process in the initial burst of Galactic nucleosynthesis.
2. Observations and reductions
2.1. Observations
We selected the target stars for our study based on the following criteria. Firstly, due
to the small aperture (1.8 m) of Bohyunsan Optical Astronomical Observatory(BOAO), we
selected stars with a visual magnitude brighter than 10 mag. Secondly, metal-poor stars
whose metallicity was determined as [Fe/H]≤ −1.0 by previous spectroscopic studies were
selected. Thirdly, stars that are known to have a high proper-motion but do not have previous
abundance studies were also included in our target set. We excluded K- and M-type stars
that have strong molecular lines as well as metallic lines that are too strong and blended
with other lines.
We have obtained high-resolution echelle spectra for 35 metal-poor stars using the Bo-
hyunsan Optical Echelle Spectrograph (BOES) (Kim et al. 2002) in two runs scheduled
in November 2005 and April 2006. BOES is a fiber-fed echelle spectrograph mounted
on a 1.8-meter telescope at BOAO (Bohyunsan Optical Astronomical Observatory). The
BOES detector is an EEV-CCD with 2048 × 4102 pixels and a pixel size of 15µm. The
BOES covers a wide wavelength range(3800 to 10500A˚) in a single exposure and has a
high efficiency(∼ 15%). There are three kinds of fiber sets, with apertures of 80µm(1.1′′),
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200µm(2.9′′), and 300µm(4.2′′) corresponding to spectral resolving powers of R ≃ 90000,
44000, and 30000, respectively.
We observed most of the targets with the largest aperture(300µm) in order to minimize
light loss and obtain spectra with high signal-to-noise ratio because of the poor weather
conditions at BOAO(The seeing condition was ∼ 3′′ in the first run while that on the second
run was ∼ 4′′) during the observing runs. Six stars(HD 94028, HD93487, HD 101227, HD
118659, HD 148816, and HD159482) were observed using an aperture of 200µm(2.9′′), which
gives a better resolution. We observed no significant difference on comparing the spectra
observed from different apertures. A resolving power of R ∼ 30k was found to be satisfactory
for conducting abundance analysis. We also observed B-type stars on every night to obtain
telluric line references.
We obtained bias frames for zero-correction and tungsten-halogen lamp(THL) frames
for flat-fielding, and Th-Ar spectra for wavelength calibration. Since dark current of BOES
CCD is very small(∼ 2e−/hr/pixel) relative to read-out noise(≤ 3e−), it is not necessary to
obtain dark frames. The observation log is presented in Table.1
2.2. Reductions
The reductions were performed by following the standard steps for echelle spectrum
using IRAF. The biases were first corrected by subtracting the median combined bias frame
using the IRAF/ccdred task. The dark currents were not corrected because the dark current
of the BOES CCD is negligibly small.
We adapted a technique for aperture extractions and flattening that differs slightly from
the standard reduction procedures. We first prepared a master flat image by combining
preprocessed flat images. This master flat image is used only as aperture tracing reference.
Using this master flat image, we defined apertures and background regions to be used for
scattered light subtraction using the IRAF/ECHELLE/apall task. Subsequently, flat spectra
and object spectra were extracted. We then produced the master flatspectrum by combining
the flat spectra using the IRAF/ECHELLE/scombine task.
The flat-field correction was carried out by dividing each extracted order of the object
spectra by the corresponding order of the master flat spectrum. The blaze function is also
corrected using this procedure. Since the THL lamp is not a perfect flat source, the flux
of the flat-corrected spectra becomes distorted, however this distortion can be corrected
by continuum normalization. Compared to the standard echelle reduction procedure, this
procedure is faster and simple and it corrects the blaze function prior to the continuum
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normalization. For the case wherein the information of the flux is not required and only the
continuum-normalized spectrum is needed–usually for equivalent width(EW) measurements–
this procedure would be more efficient for the reduction process.
The wavelength calibration function was obtained using the IRAF/ECHELL/ecidentify
task based on the Th-Ar lamp spectrum corresponding to the first night of the observing
run. The daily variation in the wavelength of BOES was very small(< 0.001A˚), therefore, the
IRAF/ECHELL/ecreidentify task was utilized for the remaining nights of the run. Figure.1
shows a small section of the sample spectra around the Hγ line, with a wavelength range of
4320 to 4350 A˚ for seven stars whose metallicities [Fe/H] range from −0.63 to −2.26 dex.
2.3. Equivalent Widths
Equivalent widths for most elements were measured using Gaussian fitting in the IRAF/splot
task. Local continuum was defined by visual inspection for each line. Weak Fe I and
Fe II lines with log(EW/λ)< −4.9 or EWs less than 100mA˚ were used to determine the
atmospheric parameters and to carry out abundance analysis, as strong lines lie in the over-
saturation region of the curve of growth, where Gaussian fitting is inadequate and an accurate
damping constant is required. However, when only strong lines were available for abundance
analysis, we measured EWs by means of voigt profile fitting. The sources of adopted atomic
information are listed in Table.3. A small sample of measured equivalent widths, along with
the corresponding atomic information, is presented in Table.2.
We compared the measured EWs with those of previous studies. A graphical com-
parison for the common stars is shown in Figure. 2 and Figure. 3. Four stars, namely,
BD+29 366, HD 19445, HD 64090, and HD 84937 are common between our study and
Gratton et al. (2003). The mean differences (this work minus Gratton et al. (2003)) are
0.50 ± 0.23 mA˚ (sdom 1, 320 lines) for BD+29 366, 0.03 ± 0.29 mA˚(110 lines) for HD
19445, 0.46 ± 0.46 mA˚ (96 lines) for HD 64090, and −1.36 ± 0.57 mA˚ (20 lines) for HD
84937. Figure. 3 shows the comparison of EWs of HD 122563 with those of Cayrel et al.
(2004) and Honda et al. (2004). The mean differences corresponding to Cayrel et al. (2004)
and Honda et al. (2004) are 0.25 ± 0.27 mA˚ (78 lines) and 0.33 ± 0.18 mA˚ (67 lines),
respectively. There is no significant offset observed in the measurement of EWs.
The expected EW uncertainty derived from Cayrel’s formula (1988) for our spectra
with S/N ∼ 200 is ∼ 2mA˚. This uncertainty ignores the measurement errors that occur in
1sdom, standard deviation of mean =
√
σ2
N
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continuum definition and result from the departure of the Gaussian profile of the observed
line. For weak lines, the departure from Gaussian line profile is negligible, while the major
error in EW measurements results from the local continuum definition. We repeated the EW
measurements for some well isolated lines by setting different local continuum to obtain an
error of less than 4mA˚, however, we found that the error in EW depends on the line strength
and signal-to-noise ratio of a spectrum.
2.4. Radial Velocities
Radial velocities were measured from the observed centers of the Fe I and Fe II lines
that are well-isolated and have well-defined Gaussian profiles. The distribution of radial
velocities derived from each line for a star was Gaussian-fitted to obtain the stellar velocity,
as Figure. 4(a). The radial velocities for program stars are presented in the last column
of Table. 4. The typical error of radial velocitiy (2σ dispersion in the Gaussian profile)
is ∼ 0.45 km/s. A comparison of the radial velocities obtained in this work and those of
previous studies (Nordstro¨m et al. 2004; Latham et al. 2002) is presented in Figure. 4(b)
in order to demonstrate the a good agreement between the two.
The mean offset is +0.51 ± 0.66 km/s (sdom, N=31), indicted as a solid line in the lower
panel of Figure.4(b), the dotted line indicates a 2σ dispersion. Among the 35 stars under
consideration, two stars, namely, HD 6755 and BD+17 4708, exhibit velocity differences
greater than the 2σ dispersion, while HD 8724, HD 165908, and BD+29 366 exhibit the
velocity differences close to the 2σ dispersion. These are indicated as filled squares in the
lower panel of Figure 4(b). BD+17 4708 and HD 6755 are known as binaries in previous
radial velocity studies of Latham et al. (2002) and Carney et al. (2003), and our radial
velocities are in good agreement with the radial velocity curves calculated from their orbital
solutions. HD 165908 is also a star in a binary system(b Her). BD+29 366 is a suspected
binary with an unknown period (Latham et al. 2002). Only one previous radial velocity
study (Barbier-Brossat 1989) exists in relation to HD 8724. Considering its error of 1 km/s
and a velocity difference of approximately 2.5 km/s from our results, we suspect that HD
8724 may be a binary system, which requires further radial-velocity study.
3. Atmospheric parameters
In order to derive elemental abundances, an appropriate model atmosphere must be con-
structed prior to conducting abundance analysis. We used Kurucz model atmosphere grids
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computed with the new opacity distribution function(ODF)(http://kurucz.harvard.edu). A
Linux ported ATLAS program (Sbordone et al. 2004) was used to interpolate model at-
mospheres for the atmospheric model between grid points. For the metal-poor stars with
[Fe/H]< −0.5, α-element enhanced models ([α/Fe]=+0.4) were used. The adopted log gf
values for the iron lines are presented in Table. 2. For the determination of atmospheric
parameters, we used only the Fe I and Fe II lines weaker than log(EW/λ) < −4.90 or EW
< 100mA˚ in order to avoid the saturated lines. The LTE abundance analysis program,
MOOG, (Sneden 1973) was used to derive Fe I and Fe II abundances.
We determined the atmospheric parameters by following a self-consistent LTE analysis
technique. First, the value of Teff was adjusted so that there is no trend between the iron
abundances from each of the Fe I lines and their lower level excitation potentials. The
micro-turbulent velocity(ξv) was then determined to exhibit no correlation with the Fe I line
strength and the iron abundance derived from each lines. Finally, the value of logg was
adjusted so that the iron abundance derived from the Fe I lines matches the iron abundance
given from the Fe II lines. This process was iterated until the determined parameters (Teff ,
logg, and ξv) satisfied the above criteria simultaneously. We used more than 100 Fe I lines
and a few tens of Fe II lines to determine the atmospheric parameters. Figure. 5 shows
the Fe abundance of HD 122563 with the optimal atmospheric parameters to be set as
Teff= 4430K, log g = 0.58, ξv = 2.15km/s, and log ǫFe = 4.68. The derived atmospheric
parameters derived for our program stars are presented in Table 4.
We compared the atmospheric parameters derived in our study with those obtained in
other studies for common objects. This is depicted in Figure 6, where each symbol represents
a comparison of our atmospheric parameters with those obtained in other literature, using
the following key. A filled square represents comparison with Gratton & Ortolani (1984),
a plus symbol indicates comparison with Sneden, Gratton, & Crocker (1991), open square,
Gratton & Sneden (1994), open circle, Fulbright (2000), filled triangle, Mishenina & Kovtyukh
(2001), open triangle, Gratton et al. (2003), open star, Honda et al. (2004), filled star,
Cayrel et al. (2004), and filled circle, Johnsell et al. (2005). We have examined whether
a systematic difference exists in the atmospheric parameters depending on the method em-
ployed. The atmospheric parameters in Fulbright (2000) were derived in essentially the same
manner as in our study, with the exception that the metal abundance of the model atmo-
sphere was enhanced in Fulbright (2000) in order to compensate for the increased electron
density caused by α-element enhancement in metal-poor stars.
As shown in Figure. 6 (a), the effective temperatures obtained in this work are in
good agreement with those of other studies. The 〈∆Teff〉 or the mean of ∆Teff=Teff (this
study)−Teff (other studies) between our study and Fulbright (2000), wherein Teff was de-
– 8 –
termined using the same method, is +54 ± 26K (sdom, N=26). The value of 〈∆Teff〉 for
Mishenina & Kovtyukh (2001), wherein Teff was derived using wing profile fitting of Hα, is
+37± 29K (sdom, N=14) and that for Gratton et al. (2003), wherein Teff was obtained by
employing a photometric method using (B−V ) and (b−y) color index, is −59±26K (sdom,
N=7). There are no significant differences in Teff based on the different methods employed.
In general, errors of up to 100K in effective temperature are acceptable.
Figure. 6 (b) shows the comparison of the log g values obtained in this study with
those obtained in other studies. The mean offset in log g is +0.08 ± 0.05 in the case of
Fulbright (2000) and +0.11±0.06 in Mishenina & Kovtyukh (2001), wherein surface gravity
was determined using the ionization balance between Fe I and Fe II lines. In Gratton et al.
(2003), surface gravities were obtained using absolute visual magnitudes deduced from Hip-
parcos parallexes and masses obtained by interpolating the position of the star along the
isochrones. The typical values of their errors in surface gravity, resulting mainly from un-
certainties in the parallexes, is approximately ±0.1 dex. The mean difference in surface
gravities in Gratton et al. (2003) is −0.08 ± 0.08 dex. Thus no significant differences are
observed. The non-LTE effect may result in a difference between the surface gravities deter-
mined by the photometric method and the spectroscopic method, which is based on the LTE
assumption involving ionization balance. This non-LTE effects are expected to be significant
under the low surface gravity condition. Comparison of common objects common between
this study and Gratton et al. (2003), whose program stars are subdwarfs or early subgiants,
shows no significant difference.
Figure. 6 (d) present a comparison of the iron abundance obtained in this study with
that obtained in other studies. While Fulbright (2000) used the same method for deriving at-
mospheric parameters, the value of [Fe/H] in the atmospheric model used in Fulbright (2000)
was set marginally higher than the derived iron abundance in order to compensate for the
electron density due to α-elements enhancement in metal-poor stars. Using an α-enhanced
(+0.4dex) model in our study, we compared the [Fe/H] value of our model to that of Fulbright
(2000) and observed no difference (0.00± 0.02 dex). There are no significant systematic er-
rors in [Fe/H], however, our results are metal deficient by 0.06 ± 0.03 dex as compared to
Gratton et al. (2003), and by 0.10±0.03 dex as compared to Mishenina & Kovtyukh (2001).
4. Summary
We have obtained high-resolution (R ≃ 30k), high signal-to-noise(S/N ≥ 100) spectra of
35 metal-poor stars using the BOES at BOAO, with a wavelength range of 3,800 to 10,500A˚.
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EWs were measured using the Gaussian fitting method, and the local continuum for each
line was determined by visual inspection. In cases where only strong lines were available for a
given element, EWs were measured by the voigt profile fitting method. Thus, we presented
the EWs of various elements. The measured EWs are in strong agreement with those of
previous studies.
Radial velocities were determined with an error of ∼ 0.45 km/s from the Fe lines that
were isolated and well-defined as Gaussian profiles. HD 8724 is suspected to be a binary
system. The atmospheric parameters were determined by following a self-consistent LTE
analysis technique.
Teff was chosen such that Fe I lines of different excitation potentials yield the same
abundance and surface gravity was determined from the ionization balance of Fe I and Fe
II. The micro-turbulent velocity was set to exhibit no correlation between Fe abundance
and the strength of the Fe I line. Model atmospheres were constructed using Kurucz LTE
atmospheric model calculated with the new ODF. The atmospheric parameters we obtained
are in good agreement with those of previous studies despite the other studies adapting
methods different from ours to obtain these parameters.
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Table 1. Observational Log
Num. Object R.A.(J2000) Dec.(J2000) V Observation date texp S/N
1 HD 2665 00 30 45.44 +57 03 53.6 7.65 Nov. 2005 1800 250
2 HD 6755 01 09 43.00 +61 32 30.2 7.68 Nov. 2005 1800 250
3 HD 8724 01 26 17.59 +17 07 35.1 8.30 Nov. 2005 2000 250
4 BD+29 0366 02 10 24.50 +29 48 23.7 8.79 Nov. 2005 2400 240
5 HD 19445 03 08 25.58 +26 19 51.4 8.04 Nov. 2005 2400 260
6 HD 21581 03 28 54.49 −00 25 03.1 8.70 Nov. 2005 2400 220
7 HD 25532 04 04 11.01 +23 24 27.1 8.18 Nov. 2005 2400 220
8 HD 29587 04 41 36.32 +42 07 06.5 7.28 Nov. 2005 2400 300
9 BD+37 1458 06 16 01.52 +37 43 18.7 8.92 Nov. 2005 2400 160
10 HD 45391 06 28 46.03 +36 28 47.9 7.11 Nov. 2005 2400 280
11 HD 58551 07 26 50.25 +21 32 08.3 6.53 Nov. 2005 600 300
12 HD 59374 07 30 29.02 +18 57 40.6 8.51 Nov. 2005 3000 230
13 HD 64090 07 53 33.12 +30 36 18.2 8.27 Nov. 2005 3600 250
14 HD 63791 07 54 28.70 +62 08 10.8 8.20 Nov. 2005 3600 250
15 HD 73394 08 40 22.54 +51 45 06.6 7.71 Apr. 2006 2400 150
16 HD 84937 09 48 56.00 +13 44 39.3 8.29 Nov. 2005 1800 250
17 HD 237846 09 52 38.68 +57 54 58.6 9.94 Nov. 2005 7200 200
18 HD 93487 10 47 55.53 +23 20 07.0 7.71 Apr. 2006 4800 130
19 HD 94028 10 51 28.12 +20 16 39.0 8.23 Apr. 2006 3000 150
20 HD 101227 11 39 06.22 +44 18 20.3 8.39 Apr. 2006 4800 175
21 HD 105546 12 09 02.72 +59 01 05.1 8.61 Apr. 2006 3600 130
22 HD 114095 13 08 25.79 −07 18 30.5 8.35 Apr. 2006 4000 120
23 HD 114762 13 12 19.74 +17 31 01.6 7.30 Apr. 2006 2400 170
24 HD 118659 13 38 00.47 +19 08 53.1 8.84 Apr. 2006 4800 110
25 HD 122563 14 02 31.85 +09 41 09.9 6.20 Apr. 2006 1800 220
26 HD 123710 14 04 57.07 +74 34 24.9 8.21 Apr. 2006 3600 160
27 HD 148816 16 30 28.46 +04 10 41.0 7.27 Apr. 2006 3000 110
28 HD 159482 17 34 43.06 +06 00 51.6 8.39 Apr. 2006 4800 160
29 HD 165908 18 07 01.54 +30 33 43.7 5.07 Apr. 2006 300 200
30 HD 175305 18 47 06.44 +74 43 31.4 7.20 Apr. 2006 2400 260
31 HD 201889 21 11 59.52 +24 10 05.0 8.04 Nov. 2005 1800 240
32 HD 204543 21 29 28.21 −03 30 55.4 8.31 Nov. 2005 2400 290
33 BD+22 4454 21 39 36.46 +23 15 55.9 9.50 Nov. 2005 1800 140
34 BD+17 4708 22 11 31.37 +18 05 34.2 9.47 Nov. 2005 5400 120
35 HD 221170 23 29 28.81 +30 25 57.8 7.71 Nov. 2005 1200 260
– 14 –
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Table 2. Equivalent Widths
Equivalent Width (mA˚)
Wavelength Species eV log gf 1 2 3 4 5 6 7 8 9 10 11
6335.34 Fe I 2.20 -2.27 51.2 67.4 90.9 61.9 10.2 73.7 61.0 78.3 25.7 80.6 62.9
6380.75 Fe I 4.19 -1.37 3.7 9.7 16.8 15.8 12.6 11.5 30.1 33.3 20.7
6392.54 Fe I 2.28 -3.97 3.8 7.4 3.8 3.5 6.6 7.4
6393.61 Fe I 2.43 -1.43 73.6 85.9 108.4 85.3 23.4 92.6 88.4 106.4 45.6 111.9 85.4
6411.66 Fe I 3.65 -0.60 41.2 61.7 78.8 74.5 12 68.1 65.8 102.4 27.5 109.8 79.0
6421.36 Fe I 2.28 -2.03 58.2 74.0 98.8 70.3 13.7 83.5 76.5 90.5 33.1 93.4 73.9
6481.88 Fe I 2.28 -2.98 15.8 33.4 50 23.3 32.9 28.6 50.8 8.9 47.0 24.0
6498.94 Fe I 0.96 -4.70 38.5 17.8 42.2 13.5 13.8 24.6 11.1 26.8 28.3 9.2
6518.37 Fe I 2.83 -2.46 7.2 18.5 30.9 24.5 1.8 23.8 19.5 38.7 3.4 39.3 20.5
6533.94 Fe I 4.56 -1.29 3.9 8.2 6.6 6.3 6.9 18.2 20.0 14.5
6574.25 Fe I 0.99 -5.00 6.2 36.8 14.6 15.8 16.1
6581.22 Fe I 1.49 -4.68 14 5 7.4 4.2 10.2 11.0 4.2
6593.88 Fe I 2.43 -2.42 31.9 43.9 68.8 44.3 53.4 37.6 63.1 11.5 66.9 45.2
6608.04 Fe I 2.28 -3.96 3.1 3.1 4.6 7.1 8.7 3.4
6609.12 Fe I 2.56 -2.69 12.6 24.9 43.4 24.7 32.2 18.4 43.9 47.2 26.1
6625.04 Fe I 1.01 -5.37 3.4 10.5 5.1 7.7 7.9 9.5
6627.56 Fe I 4.55 -1.50 4.0 2.9 4 3.4 12.0 12.4 8.5
6633.76 Fe I 4.56 -0.82 6.9 11.7 23.6 2.3 15.5 15.5 41.1 44.8 29.6
6703.58 Fe I 2.76 -3.01 3.9 8.5 14.9 7.9 10.3 5.7 18.8 19.5 8.4
6713.75 Fe I 4.80 -1.41 2.5 2.2 4.4 9.2 9.4 5.4
Note. — Table 2 is presented in its entirety in the electronic edition of the Astrophysical Journal. A portion is shown here
for guidance regarding its form and content.
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Table 3. References of adopted log gf value
Species Reference Species Reference
Fe I Oxford group V I VALD(Kupka et al. 1999)
Bard et al. (1991) V II VALD(Kupka et al. 1999)
Bard & Kock (1994) Cr I Oxford group
O’Brian et al. (1991) Mn I Booth et al. (1984)
Fe II Holweger et al. (1990) Co I Cardon et al. (1982)
Bie´mont et al. (1991b) Ni I VALD(Kupka et al. 1999)
Hannaford et al. (1992) Cu I Bielsky (1975)
Blackwell et al. (1980) Zn I VALD(Kupka et al. 1999)
Li I Weiss (1963) Sr II Gratton & Sneden (1994)
O I Bie´mont et al. (1991a) Y II Hannaford et al. (1982)
[OI] Kurucz (1995) Zr II Bie´mont et al. (1981)
Na I Ficsher (2002) Ba II McWilliam (1998)
Mg I Gratton et al. (2003) La II Lawler et al. (2001a)
Al I Mendoza et al. (1995) Ce II Palmeri et al. (2000)
Si I O’Brian & Lawler (1991) Nd II Den Hartog et al. (2003)
K I NIST Sm II Lawler et al. (2006)
Ca I Smith & Raggett (1981) Eu II Lawler et al. (2001b)
Sc II NIST Dy II Kusz (1992)
Ti I Oxford group Hf II Lawler et al. (2007)
Ti II Bizzarri et al. (1993)
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Table 4. Atmospheric parameters and radial velocities of stars
Num ID Teff log g ξv log εFe [Fe/H] Vrad
1 HD 2665 4770 1.65 1.55 5.26 −2.26 −382.68± 0.44
2 HD 6755 5050 2.58 1.23 5.88 −1.64 −312.55± 0.42
3 HD 8724 4720 1.65 1.57 5.84 −1.68 −113.76± 0.45
4 BD+29 0366 5640 4.35 0.75 6.48 −1.04 26.91± 0.33
5 HD 19445 5825 4.20 0.50 5.34 −2.18 −140.11± 0.50
6 HD 21581 4920 2.29 1.30 5.88 −1.64 153.04± 0.37
7 HD 25532 5570 2.34 2.10 6.26 −1.26 −111.73± 0.48
8 HD 29587 5670 4.43 1.08 6.89 −0.63 112.59± 0.38
9 BD+37 1458 5240 3.14 1.00 5.31 −2.21 242.60± 0.38
10 HD 45391 5720 4.50 1.05 7.00 −0.52 −5.15± 0.43
11 HD 58551 6270 4.28 1.41 6.97 −0.55 51.21± 0.45
12 HD 59374 5800 4.24 0.83 6.54 −0.98 91.32± 0.40
13 HD 64090 5310 4.65 0.60 5.68 −1.84 −234.22± 0.48
14 HD 63791 4750 1.82 1.60 5.81 −1.71 −107.00± 0.41
15 HD 73394 4530 1.48 1.93 5.96 −1.56 −101.23± 0.39
16 HD 84937 6180 3.71 1.00 5.21 −2.31 −15.02± 0.51
17 HD 237846 4680 1.28 1.63 4.40 −3.12 −303.99± 0.39
18 HD 93487 5350 2.45 1.90 6.47 −1.05 79.11± 0.43
19 HD 94028 5950 4.23 0.80 6.01 −1.51 65.44± 0.41
20 HD 101227 5550 4.51 0.90 7.10 −0.42 11.61± 0.34
21 HD 105546 5200 2.23 1.60 6.03 −1.49 18.01± 0.38
22 HD 114095 4880 2.93 1.40 6.91 −0.61 75.82± 0.38
23 HD 114762 5950 4.32 1.15 6.74 −0.78 49.58± 0.39
24 HD 118659 5510 4.50 0.68 6.85 −0.67 −44.96± 0.35
25 HD 122563 4430 0.58 2.15 4.68 −2.84 −26.27± 0.37
26 HD 123710 5750 4.55 0.75 6.98 −0.54 13.18± 0.34
27 HD 148816 5800 4.13 0.80 6.70 −0.82 −47.68± 0.33
28 HD 159482 5770 4.31 0.83 6.67 −0.85 −139.94± 0.36
29 HD 165908 5970 4.24 1.18 6.89 −0.63 −1.50± 0.33
30 HD 175305 5030 2.52 1.48 6.06 −1.46 −184.60± 0.40
31 HD 201889 5700 4.33 0.95 6.71 −0.81 −103.22± 0.40
32 HD 204543 4720 1.27 2.00 5.73 −1.79 −98.74± 0.39
33 BD+22 4454 5150 4.43 0.00 6.98 −0.54 −106.92± 0.35
34 BD+17 4708 6060 3.83 0.97 5.80 −1.72 −296.70± 0.49
35 HD 221170 4580 1.32 2.00 5.42 −2.10 −121.73± 0.43
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Fig. 1.— Examples of spectra for seven stars over a wavelength range of 4315-4350A˚. Several
identified lines are indicated. This spectral region includes the CH molecular band used for
deriving carbon abundance. Hγ line is observed at 4340A˚.
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Fig. 2.— Comparison between the EWs(in mA˚) measured from the BOES spectra and those
corresponding to Gratton et al. (2003)
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Fig. 3.— Comparison between the EWs measured from the BOES spectra and those corre-
sponding to Cayrel et al. (2004) and Honda et al. (2004) for HD 122563
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Fig. 4.— (a) An example of the determination of radial velocity of HD 58551 prior to
heliocentric velocity correction. The dotted line is the Gaussian fitting result. (b)(Upper
panel) Comparison between radial velocities measured from the BOES spectra and those
from other radial velocity studies. (Lower panel) Differences in radial velocities. The solid
line represents the mean offset and the dotted line represents a 2σ dispersion of velocity
differences. The velocities of HD 6755, HD 8724, HD 165908, and BD+17 4708, represented
as filled squares, show large deviations from previous studies. These stars, except HD 8724,
are known as binaries.
.
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Fig. 5.— Fe abundances for HD 122563 with derived atmospheric parameters(Teff= 4430K,
log g = 0.58, ξv = 2.15 km/s). Open circle shows iron abundance derived from the Fe I line
and filled circle shows that derived from the Fe II line.
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Fig. 6.— Atmospheric parameter(Teff , log g, ξv, [Fe/H ]) comparisons between
this study and various other studies. Filled square indicates comparison with
Gratton & Ortolani (1984); plus, indicates comparison with Sneden, Gratton, & Crocker
(1991); open square, Gratton & Sneden (1994); open circle, Fulbright (2000); filled tri-
angle, Mishenina & Kovtyukh (2001); open triangle, Gratton et al. (2003); open star,
Honda et al. (2004); filled star, Cayrel et al. (2004); and filled circle, Johnsell et al. (2005)
