The routing problem in VLSI-layout can be modeled as a problem of packing node-disjoint Steiner trees in a graph. series-parallel graphs (see Rlchey and Parker [5]). In this paper we give a O(n5) algorithm for finding a minimum-cost node-disjoint family of Steiner trees in series-parallel networks. Our algorithm can be extended to k-trees and is polynomial for fixed k.
INTRODUCTION
he routing problem in VLSI-layout can be modeled as a problem of packing node-disjoint Steiner trees in a graph (Korte, et al. [4] ). Given This problem is known to be NP-hard, since the Steiner tree problem is a special case where the net list is a single net. In general, the feasibility problem (NDST), i.e., the problem of checking the existence of a nodedisjoint family of Steiner trees is also NP-hard.
A related problem that has been studied is one of finding a minimum-cost edge-disjoint family of Steiner trees (MCEDST). MCEDST and the feasibility version (EDST) are NP-hard. Richey and Parker [5] have shown MCEDST to be NP-hard even on series-parallel graphs.
In this paper, in contrast, we give a polynomial-time algorithm to solve both NDST and MCNDST on seriesparallel graphs with no restrictions on the net list N. Series-parallel graphs (see Duffin [2] ) can be constructed from a single edge by a sequence of series and parallel operations. In a series operation we replace an existing edge by a path of length two. In a parallel operation, we add a new edge in parallel to an existing edge. For applications where series-parallel graphs arise, see Wald and Colbourn [6] .
In Section [3] . It is stated here without proof since the proof is similar to that given in Gilbert et al. [3] . A 2-tree can be defined recursively as follows. A triangle is a 2-tree. Given a 2-tree and an edge (u, v) of the 2-tree, we can add a new vertex z adjacent to both u and v to obtain a new 2-tree. Wald and Colbourn [6] show that series-parallel graphs are subgraphs of 2-trees.
They also give a O(1 V l) algorithm to complete a series-parallel graph to a 2-tree. Using this algorithm and a modified version of the algorithm in Gilbert et al. [3] , one can find an O([V I) algorithm to identify a 2-node cutset that satisfies Theorem 2.1.
Polynomial-Time Algorithm
In this section we present a polynomial-time algorithm for finding minimum-cost node-disjoint Steiner trees in a given series-parallel network. The idea is to find a two node cutset as in Again, except when specified, all costs for G and G 2 will be the same as that of G. We will show below that the optimal solution F o will be the minimum of F, for Proof of (d)" Let F be an optimal solution to G and F* and F* its restriction to G and G2, respectively. Proof: Let R(n) represent the running time to solve the problem on a network with n nodes. We prove the result by induction on n. So assume R(1) <-15 for all < n.
Suppose G has a cut node which divides the graph into G1 and G 2 with n [V and n 2 IV2 1. Assume 3 <-n -< n 2. We have n + n 2 n + 1. The algorithm solves the problem twice on G1 and once on G2. Therefore, R(n) 2R(nl) + R(n2) <-2n + n -< (n+n 2-1) (since3<--n l<-n z) //5.
Next, let C be a two-node cutset with V I, IV2[ >-n/3q + 1. The work involved in finding such a cutset is O( V and is dominated by the rest of the algorithm, so we ignore it. The maximum amount of work involved is when case (d) occurs, so we restrict our analysis to this case. Here, nl,//2 -> n/3 + and R(n) <--6R(n) + 6R(n2).
Using the fact that R(1) R(2) l, R(3) 2, R(4) 4, R(5) 5, and R(6) 6, one can verify that R(n) <-n 5 for all n -< 40. This can be done by writing a short program for calculating R(//) using the recursion R(n) Since the objective function is convex over a bounded polyhedral region, the maximum is attained at an extreme point, say, a n/3, b 2n/3. Thus R(n) <--6(n/3 + 1)5 + 6(2n/3 + 1)5 _< n for n -> 40. This proves the result. a partial k-tree if it is the subgraph of some k-tree G (V, E). Arnborg and Proskurowski [1] have shown that, for any fixed k, one can in polynomial time determine whether an arbitrary graph G is a partial k-tree and construct a corresponding k-tree, although the complexity of the algorithm grows exponentially with k and the general problem of determining the minimal k such that G is a partial k-tree is NP-hard.
We would like to state here that our algorithm for MCNDST stated in this section extends naturally to k-trees and will be polynomial for a fixed k. We omit the details.
CONCLUSIONS
In this paper we have shown that the minimum-cost node-disjoint Steiner tree problem is polynomially solvable on series-parallel graphs. Our algorithm also generalizes to k-trees. This contrasts with the fact that the minimum-cost edge-disjoint Steiner tree problem is NPhard on series-parallel graphs.
