Fractional-Superstring Amplitudes, Multi-Cut Matrix Models and
  Non-Critical M Theory by Chan, Chuan-Tsung et al.
ar
X
iv
:1
00
3.
16
26
v2
  [
he
p-
th]
  1
5 M
ar 
20
10
arXiv:1003.1626
March 2010
Fractional-Superstring Amplitudes,
Multi-Cut Matrix Models and Non-Critical M Theory
Chuan-Tsung Chan∗,p, Hirotaka Irie†,q and Chi-Hsien Yeh‡,q
pDepartment of Physics, Tunghai University, Taiwan, 40704
qDepartment of Physics and Center for Theoretical Sciences,
National Taiwan University, Taipei 10617, Taiwan, R.O.C
Abstract
Multi-cut two-matrix models are studied in the Zk symmetry breaking k-cut
(pˆ, qˆ) critical points which should correspond to (pˆ, qˆ) minimal k-fractional super-
string theory. FZZT-brane or macroscopic loop amplitudes are obtained in all of
these critical points and found to have two kinds of solutions in general. Each
of these solutions is expressed by hyperbolic cosine or sine functions with proper
phase shifts. The algebraic geometries and ZZ-brane disk amplitudes (instanton
actions) of these solutions are also studied. In particular, our results suggest that
minimal ∞-fractional superstring theory can be viewed as a mother theory which
includes all the minimal k-fractional superstring theories (k = 1, 2, · · · ) as its per-
turbative vacua in the weak-coupling string landscape. Our results also indicate
that, in the strong coupling regime of this fractional superstring theory, there is a
three-dimensional theory which would be understood as the non-critical version of
M theory in the sense proposed by P. Horˇava and C. A. Keeler.
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1 Introduction and summary
Non-critical string theory [1] provides a simple and tractable toy model to understand
various aspects of string theory. This string theory is solvable not only in the world sheet
CFT approach [2–9], but also in the non-perturbative formulation based on matrix mod-
els [10–15]. The solvability of the theory has uncovered many non-perturbative behaviors
of string theory beyond string-coupling perturbative expansions [16] which played an im-
portant role in the discovery of D-branes [17]. This theory has also provided a simple toy
model of gauge/string correspondence [18, 19] and led to a new correspondence between
two-cut critical points [20–25] of the matrix models and type 0 superstrings [26–28]. Along
this line, multi-cut extension of the correspondence has also been proposed in [29]: the
infinite sequence of correspondences between k-cut matrix models [30] and k-fractional
superstring theory [31].1 Existence of new string-theory dual descriptions in non-critical
string theory is especially attractive because this would provide a new experimental lab-
oratory to extract non-trivial information about string theory. Therefore, it would be
interesting to ask what kind of phenomena appear beyond this infinite variety of the cor-
respondence?. In this paper, as a first step toward this study, we quantitatively analyze
the multi-cut two-matrix models and their geometries in the fractional-superstring critical
points.
As is reviewed in section 2.1, the fractional-superstring critical points are special
critical points in the k-cut two-matrix models. The multi-cut matrix models are gener-
ally shown [33] to be controlled by multi-component KP hierarchy [34]. The fractional-
superstring critical points are characterized by the following form of the k-component
KP Lax pairs (P ,Q) [29]:
P (t, ∂) = Γ∂pˆ +
pˆ−1∑
n=0
Hn(t)∂
n, Q(t, ∂) = Γ∂qˆ +
qˆ−1∑
n=0
H˜n(t)∂
n, (1.1)
with the two different choices of the leading matrix Γ [35]:
Γ ≡

0 1
. . .
. . .
0 1
1 0
 or Γ→ Γ(real) ≡

0 1
. . .
. . .
0 1
−1 0
 . (1.2)
These choices of the leading matrices generally break the intrinsic Zk symmetry of the
multi-cut two-matrix models (X and Y are the two matrices),2
(X, Y ) 7→ (ωnX,ω−nY ) (ω ≡ e2pii/k), (1.3)
and the system requires rather non-trivial analysis as compared with the Zk symmetric
critical points [35]. Despite of this fact, we show that these systems turn out to be still
solvable even in the presence of an arbitrary number of cuts.
1In this paper, the k-th fractional superstring theory is called k-fractional superstring theory. There-
fore, on the worldsheets of the k-fractional superstrings, there are Zk Zamolodchikov-Fateev parafermions
[32] with bosonic fields as their fractional superpartners.
2Note that, in our analysis, the two-cut cases still preserve the Z2 symmetry.
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The actual quantities investigated here are macroscopic loop amplitudes [36–47],3
Q(x) ∼ 1
N
〈
tr
1
x−X
〉
=
∫
dXdY e−N trw(X,Y )
[ 1
N
tr
1
x−X
]
, (1.4)
and they are known to play important roles in extracting various information about
the matrix models: eigenvalue distributions [36], generating functions of local (on-shell)
operators on worldsheets, and also effective potentials of a single (pair of) matrix-model
eigenvalues (x, y) [48, 49]. Furthermore, since these amplitudes directly correspond to
boundary states of FZZT branes [6], it is through the study of these amplitudes that
we can perform a direct comparison with the amplitudes in the Liouville theory [50].
Since the worldsheet CFT calculation of fractional super Liouville field theory [29] is far
from completion, the study of macroscopic loop amplitudes is important not only for
an understanding of the actual dynamics of this system, but also it could provide an
important clue to the analysis of this not-yet solved Liouville theory.
In this paper, the macroscopic loop amplitudes are studied within the Daul-Kazakov-
Kostov prescription [43] and its multi-cut extension [35]. In the DKK prescription (re-
viewed in the begining of section 2.2), the macroscopic loop amplitude Q(x) is identified
with the eigenvalues of the Lax operator Q(t; ∂). It turns out that there are generally
two kinds of solutions in the fractional-superstring critical points: One solution is given
by hyperbolic cosine and the other is by hyperbolic sine functions:
cosh solutions: x =
√
µ cosh(pˆτ + 2piiνj), Q
(j) = µ
qˆ
2pˆ cosh(qˆτ + 2piiνj),
sinh solutions: x =
√
µ sinh(pˆτ + 2piiνj), Q
(j) = µ
qˆ
2pˆ sinh(qˆτ + 2piiνj), (1.5)
in the background with the bulk cosmological constant µ. The integer j = 1, 2, · · · , k is
the label of eigenvalues of the Lax operator Q(t; ∂). The sinh solution only appear when
k is even, and the cosh solutions appear generally. Therefore, the odd k cases are natural
extension of the bosonic string amplitudes [38]; the even k cases are natural extension of
type 0 superstring amplitudes [50]. Interestingly, these general formulae naturally include
bosonic (k = 1) and superstring (k = 2) cases, and the properties of algebraic curves
and their singular points constitute natural generalizations of these special cases. This
continuous extrapolation makes our current study distinct from the Zk symmetric critical
points [35].
The phase shift νj in the solutions in Eq. (1.5) is given by some proper rational
number, and only this part of the amplitudes depends on the models we consider: the
number of cuts, k, and the hermiticity of the two-matrix models, i.e. the leading Gamma
matrices (1.2):
νj =

(j − 1)
k
: ω1/2-rotated potentials (⇔ Γ),
(2j − 1)
2k
: real potentials (⇔ Γ(real)),
(1.6)
with j = 1, 2, · · · , k. The first cases are realized in ω1/2-rotated (complex) potentials
and the second are in real potentials. These two kinds of critical points are different
3In this section, in order to avoid complexity of the notation, we do not distinguish the parameter x
and its scaling parameter ζ, although they are distinguished in the main text.
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when k ∈ 4Z. These are the quantitative results obtained in this paper which enable us
to extract the algebraic geometry realized in the weak-coupling regime of the multi-cut
two-matrix models/fractional superstring theories.
In addition to these quantitative results, we also discuss several implications based
on our analysis as follows:4
From the first sight, it might seem strange that the single macroscopic loop am-
plitude Q(x) or resolvent operator corresponds to the k different amplitudes Q(j)(x)
(j = 1, 2, · · · , k) which are realized as eigenvalues of the Lax operator Q(t; ∂). However
we argue in section 3.3 that they play an important role to make up the k-cut geometry
anticipated from the definition of the k-cut two-matrix models. The idea is based on the
study about Stokes phenomena in the Baker-Akhiezer functions [51,52]. That is, although
each amplitude Q(j)(x) has maximally two cuts on their branch, the resolvent operator
Q(x) can have k semi-infinite cuts by being patched with k different amplitudes Q(j)(x)
in different Stokes sectors of the multi-cut Baker-Akhiezer function. The patching rule
is also proposed in section 3.3.
The reduction of the number of cuts on each branch is also related to the highly
reducibility of our resulting algebraic curve of the macroscopic loop amplitude. That is,
we show that the algebraic curve is factorized into ⌊k
2
⌋ irreducible curves:5
F (x,Q) =
⌊k
2
⌋∏
j=1
F (νj)(x,Q) = 0. (1.7)
Each irreducible curve corresponds to a pair of eigenvalues of Q(t; ∂),
F (νj)(x,Q) = 0 ⇔ Q(j)(x) and Q(k−j+2)(x). (1.8)
As a general belief in matrix models, if the algebraic curve is factorized into irreducible
pieces, each irreducible sector does not communicate with other sectors in all order per-
turbation theory.6 Therefore, these considerations indicate that in the spacetime x of
(pˆ, qˆ) minimal k-fractional superstring theory,7 or in the weak-coupling Landscape of
this fractional superstring theory, there are ⌊k
2
⌋ perturbatively isolated vacua labeled by
j = 1, 2, · · · , ⌊k
2
⌋. Therefore, this non-perturbative string theory includes various pertur-
bative string theories like its super-selection sectors, although these sectors can interact
with each other in the non-perturbative formulation.8 A typical landscape of minimal
12-fractional superstring theory is shown in Fig. 1.
4Further checks of these considerations should be of importance in future non-perturbative investiga-
tions.
5In this paper, the maximal integer less than a real number a is written as ⌊a⌋, e.g. ⌊1/2⌋ = 0 and
⌊−1/2⌋ = −1.
6One of the intuitive understanding is following: Local operators are related to deformation of moduli
of the curve. Connections between factorized curves are related to singular points which can open
and connect the curves only by instanton effects. The correlators are determined by integrability of
the deformation. However, deformations of each factorized curve are independent on the deformations
of other curves. Therefore, correlators between factorized curves are generally zero in the all-order
perturbation theory. This kind of argument can be found in [50, 53, 54].
7See the spacetime interpretation of x which has been given by [15] [51, 52].
8This string theory has a unique non-perturbative vacuum as a superposition of these perturbative
vacua because the orthonormal polynomials are unique if one fixes the bounded matrix-model potential.
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Figure 1: A typical geometry of 12-cut fractional-superstring critical points (x space). Each asymptotic
regime around the arrow (denoted as Fν) is a perturbatively isolated sector, which corresponds to the
irreducible algebraic curve F (ν)(x,Q) = 0. This string theory includes six perturbative string theories
which are also realized in k-fractional superstring theory of k = 1, 2, 3, 6, 12. In particular, F0, F1/2 are
identified with bosonic strings, and F±1/4 are with (two-cut phase of) type 0 superstring theory. Around
the center is the strong coupling regime.
Furthermore, if one takes k → ∞,9 the theory becomes (pˆ, qˆ) minimal ∞-fractional
superstring theory and this theory includes all the perturbative vacua realized in (pˆ, qˆ)
minimal k-fractional superstring theory (with arbitrary number of k = 1, 2, · · · , and (pˆ, qˆ)
is fixed). In this sense, ∞-fractional superstring theory can be viewed as a mother theory
of perturbative fractional superstring theory.
Interestingly in this limit, the labeling of perturbative vacua j or νj forms a continuum
U(1) angular direction which can only be observed by non-perturbative correction of
string theory. Since the Zk charge conjugation of D-branes is obtained by a translation of
this angular coordinate ν → ν+a, the fractional superstring theory can be understood as
a Kaluza-Klein reduction along this non-perturbative direction ν in a three-dimensional
gravity theory. This situation resembles the non-critical M theory proposed by P. Horˇava
and C. A. Keeler [55] as an extension of cˆ = 1 type 0A/0B superstring theories. A
possible connection to non-critical M theory is also disccused in section 5.
Organization of this paper is as follows: In section 2, after the basics of the fractional-
superstring critical points are reviewed in section 2.1, macroscopic loop amplitudes in
these critical points are investigated in section 2.2. Section 2.2.1 is for the ω1/2-rotated-
potential critical points, and Section 2.2.2 is for the real-potential critical points and
the comparison between ω1/2-rotated-potential critical points and real-potential critical
points is shown. In Section 2.3, the actual expression of the Lax operators for the solutions
is shown.
In section 3, the algebraic properties are studied. The algebraic equations are derived
in section 3.1, branch points are studied in section 3.2 and singular points are studied
in section 3.4. In section 3.3, the multi-cut geometry of macroscopic loop amplitudes is
discussed. In section 4, the FZZT- and ZZ-brane amplitudes are shown. Section 5 is
devoted to discussion, which includes a possible connection to non-critical M theory.
9We would like to thank Ivan Kostov for drawing our attention to this limit, which eventually led us
to this intriguing interpretation of the multi-cut matrix models.
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2 Macroscopic loop amplitudes
2.1 The fractional-superstring critical points
Here we review some basic facts about the multi-cut two-matrix models in the fractional-
superstring critical points. One can find more details and references on fractional super-
string theory in [29] and on the multi-cut matrix models in [35].
The k-cut two-matrix models
Z =
∫
MN (Ck)×MN (Ck)
dXdY e−N trw(X,Y ), (2.1)
are an extension of the usual two-matrix models [56], and defined by integrating over
the set of N ×N normal matrices MN (Ck)×MN (Ck) whose eigenvalues are along the Zk
symmetric radial lines Ck:
Ck ≡
k⋃
l=1
Rωl ⊂ C (ω ≡ e2pii/k). (2.2)
The two-matrix potentials w(x, y) (≡ V1(x) + V2(y) − θxy) are generally chosen to be
polynomials and there are two possible definitions of hermiticity:10
ω1/2-rotated potentials: w∗(X, Y ) = w(ωX, ω−1Y ),
real potentials: w∗(X, Y ) = w(X, Y ). (2.3)
Here w∗(x, y) means complex conjugation of the function w(x, y).11 These two definitions
of hermiticities are the same if the potentials are Zk symmetric: w(ωX, ω
−1Y ) = w(X, Y );
Otherwise, these two definitions will give rise to different kinds of potentials. Each
kind of potentials is shown to admit critical points, i.e. critical potentials [35],12 and
these critical potentials of different kinds can be related by analytic continuation of a
parameter in the potentials: For example, the (pˆ, qˆ, k) = (2, 3; 3) fractional-superstring
critical potential [35] is given as
w
(ω1/2)
crit (x, y) = wcrit(x, y;ω
−1g), w(real)crit (x, y) = wcrit(x, y; g), (2.4)
with a non-zero real number, g ∈ R \ {0}, and the potentials, wcrit(x, y; g) ≡ V crit1 (x; g)+
V crit2 (y; g)− θxy, is given by
V crit1 (x; g) = 3gx
2 +
13x3
3
− 12gx
5
5
− 13x
6
6
+
gx8
8
+
x9
9
,
V crit2 (y; g) = gy +
5g2y2
2
− 13y
3
3
− 5gy
4
4
+
y6
6
,
with θ = 26.13 That is, they are related by choosing a proper complex phase of each term
in the potentials.14
10This kind of complex potentials was first introduced by [25] in the two-cut one-matrix models, and
then extended to the multi-cut two-matrix models by [35].
11In our notation, (w(x, y))∗ = w∗(x∗, y∗).
12The systematic study of the critical points in the two-matrix models was first given in [57] [43] and
extended to the multi-cut cases in [35].
13With this particular choice of θ, the parameter R∗ in Eq. (2.10) becomes R∗ = 1. See [35] for detail.
14However we will see that the off-critical amplitudes are distinct and not related by simple transfor-
mation.
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Critical points of each case are characterised by the recursive relation of the orthonor-
mal polynomials,
xαn(x) =
∑
s∈Z
As(n) e
s∂nαn(x), N
−1 ∂
∂x
αn(x) =
∑
s∈Z
Bs(n) e
s∂nαn(x),
yβn(y) =
∑
s∈Z
Cs(n) e
s∂nβn(y), N
−1 ∂
∂y
βn(y) =
∑
s∈Z
Ds(n) e
s∂nβn(y), (2.5)
with
∫
dxdy e−Nw(x,y) αm(x) βn(y) = δm,n. This can be translated in terms of the Baker-
Akhiezer functions of k-component KP hierarchy15 as follows:
ζ ψ(t; ζ) = A(t; ∂)ψ(t; ζ), gstr ∂
∂ζ
ψ(t; ζ) = B(t; ∂)ψ(t; ζ),
ζ˜ ψ˜(t; ζ˜) = C(t; ∂) ψ˜(t; ζ˜), gstr ∂
∂ζ˜
ψ˜(t; ζ˜) = D(t; ∂) ψ˜(t; ζ˜). (2.6)
Here ψ(t; ζ) is a k-vector Baker-Akhiezer function which can be derived16 from the or-
thonormal polynomials αn(x), and ψ˜(t; ζ) is its dual which comes from the dual polyno-
mials βn(y). The scaling parameters are defined as
N−1 = gstr a
pˆ+qˆ
2 → 0, n
N
= exp
(−ta pˆ+qˆ−12 )→ 1,
∂n = −a1/2 gstr ∂t ≡ −a1/2∂ → 0, (a→ 0). (2.7)
and the boundary cosmological constants ζ as
ω1/2-rotated potentials: x = ω1/2a
pˆ
2 ζ → 0, y = ω−1/2a qˆ2 ζ˜ → 0,
real potentials: x = a
pˆ
2 ζ → 0, y = a qˆ2 ζ˜ → 0. (2.8)
The Lax operators in Eq. (2.6) are related by
ω1/2-rotated potentials:
{
B = ω1/2a− qˆ2V ′1(ω1/2a
pˆ
2A)− CT,
D = ω−1/2a− pˆ2V ′2(ω−1/2a
qˆ
2C)−AT,
real potentials:
{
B = a− qˆ2V ′1(a
pˆ
2A)− CT,
D = a− pˆ2V ′2(a
qˆ
2C)−AT, (2.9)
and in particular, in the fractional-superstring critical points (pˆ, qˆ; k) [29], the pair (A, C)
is shown to be expressed as follows [35]:
ω1/2-rotated potentials:

A(t; ∂) =
√
R∗(−1)pˆ × Γ ∂pˆ +
pˆ∑
n=1
Hn(t) ∂
pˆ−n,
CT(t; ∂) = C
√
R∗k
qˆ × Γ ∂qˆ +
qˆ∑
n=1
H˜n(t) ∂
qˆ−n,
(2.10)
15The relationship between multi-cut matrix models and multi-component KP hierarchy was first
pointed out in [33].
16The relation between ψ(t; ζ) and αn(x) was first proposed by [30] in one-matrix models. The case
of the multi-cut two-matrix models is given in [35].
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with the matrix Γ which is given by the k × k shift matrix,
Γ ≡

0 1
. . .
. . .
0 1
1 0
 , Γk = Ik. (2.11)
The matrix Ik is the k × k unit matrix. R and C are non-zero real constants.17 An
important consequence from the matrix models is that all the coefficient functions Hn(t)
and H˜n(t) in Eq. (2.10) are real functions [35]. In the case of real-potential critical points,
what we need to do is just replacing the shift matrix Γ by Γ(real):
Γ→ Γ(real) ≡

0 1
. . .
. . .
0 1
−1 0
 , (Γ(real))k = −Ik, (2.12)
that is,
real potentials:

A(t; ∂) =
√
R∗(−1)pˆ × Γ(real) ∂pˆ +
pˆ∑
n=1
H(real)n (t) ∂
pˆ−n,
CT(t; ∂) = C
√
R∗kqˆ × Γ(real) ∂qˆ +
qˆ∑
n=1
H˜(real)n (t) ∂
qˆ−n.
(2.13)
Here all the coefficient functions H
(real)
n (t) and H˜
(real)
n (t) in Eq. (2.13) are also real func-
tions [35].
From these Lax operators, one can conclude that the fractional-superstring critical
points (except for two-cut cases) do not have the Zk symmetry even right at the critical
points,
wcrit(ωX, ω
−1Y ; g) 6= wcrit(X, Y ; g), (2.14)
since the Zk symmetry requires that the leading matrix of operator C should be Γ−1
[29, 35]. Note that the critical points of even-number-cut models admit the following
residual Z2 symmetry:
wcrit(−X,−Y ; g) = wcrit(X, Y ; g), (2.15)
and the Lax operators X (= A,B, C,D) satisfy the following constraint:
{E,X} = 0, (2.16)
with the Z2 grading matrix E which is defined by
E ≡ σ3 ⊕ σ3 ⊕ · · · ⊕ σ3︸ ︷︷ ︸
k
2
=

1
−1
. . .
1
−1
 . (2.17)
17R is a critical value of Rn = hn/hn−1 with αn(x) = x
n/
√
hn + · · · , βn(y) = yn/
√
hn + · · · . See the
definition in [35].
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In particular, the two-cut (k = 2) critical potentials preserve the Z2 symmetry at the
critical points.18
In the section below, we consider the following special pair of the Lax operators:
P (t; ∂) ≡ A(t; ∂), Q(t; ∂) ≡ −CT(t; ∂)
(
= B − a− qˆ2V ′1(a
pˆ
2A)
)
, (2.18)
which satisfies the Douglas equation [58]: [P ,Q] = gstrIk. Note that the operators on
the dual side (P˜ , Q˜) are simply related by transpose:
P˜ (t; ∂) = −QT(t; ∂) ≡ C(t; ∂), Q˜(t; ∂) = −P T(t; ∂) ≡ −AT(t; ∂), (2.19)
which also satisfy the Douglas equation: [P˜ , Q˜] = gstrIk. Consequently, the recursive
relation of orthonormal polynomials (2.6) can be reexpressed as
ζ Ψ(t; ζ) = P (t; ∂) Ψ(t; ζ), gstr
∂
∂ζ
Ψ(t; ζ) = Q(t; ∂) Ψ(t; ζ),
ζ˜ Ψ˜(t; ζ˜) = P˜ (t; ∂) Ψ˜(t; ζ˜), gstr
∂
∂ζ˜
Ψ˜(t; ζ˜) = Q˜(t; ∂) Ψ˜(t; ζ˜), (2.20)
with
Ψ(t; ζ) = ψ(t; ζ) exp
[−a− pˆ+qˆ2
gstr
V1
(
a
pˆ
2 ζ
)]
, Ψ˜(t; ζ˜) = ψ˜(t; ζ˜) exp
[−a− pˆ+qˆ2
gstr
V2
(
a
qˆ
2 ζ˜
)]
,
(2.21)
and ψ(t; ζ) and ψ˜(t; ζ˜) are defined in Eq. (2.6).
2.2 The cosh and sinh solutions
In this section, macroscopic loop amplitudes are studied in the fractional-superstring
critical points. We adopt the Daul-Kazakov-Kostov prescription [43] and its multi-cut
generalization [35] to obtain macroscopic loop amplitudes. First we note the relationship
between macroscopic loop amplitudes and the Lax operators [43] [51, 59] [54] [33]. The
macroscopic loop amplitudes we consider are following:
∂xΩ(x) ≡
〈
1
N
tr
1
x−X
〉
, Q(ζ) ≡ a− qˆ2∂xΩ(a
pˆ
2 ζ)− a− qˆ2V ′1(a
pˆ
2 ζ),
∂yΩ˜(y) ≡
〈
1
N
tr
1
y − Y
〉
, Q˜(ζ˜) ≡ a− pˆ2∂yΩ˜(a
qˆ
2 ζ˜)− a− pˆ2V ′2(a
qˆ
2 ζ˜). (2.22)
The basic idea comes from the exact expression of orthonormal polynomials [12],
αn(x) =
1√
hn
〈
det
(
x−X(n)
)〉
n×n , βn(y) =
1√
hn
〈
det
(
y − Y(n)
)〉
n×n . (2.23)
18One can also say that it is because the gamma matrices satisfy Γ = Γ−1 in the two-cut cases. In this
sense, the Z2-breaking critical points in the two-cut matrix models are missing in our analysis. Since
they correspond to string theories flowed by Ramond-Ramond perturbation of the type 0 superstring
theory [28], it is interesting system to study.
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Here 〈· · ·〉n×n is the matrix integral of the n× n truncated matrices (X(n), Y(n)),〈
det
(
x−X(n)
)〉
n×n ≡
∫
Mn(Ck)×Mn(Ck)
dX(n)dY(n) e
−N trw(X(n),Y(n)) det
(
x−X(n)
)
. (2.24)
From these relations, Eqs. (2.22) and (2.23), we expect that the eigenvalues of the Lax
operators (2.6) are related to the macroscopic loop amplitudes in the following way:
N−1
∂
∂x
αn(x) ∼ ∂xΩ(x)αn(x), N−1 ∂
∂y
βn(y) ∼ ∂yΩ˜(y) βn(y), (2.25)
in the large N limit. This claim has been argued and proved in various contexts [43]
[51, 59] [54] [33]. In terms of (P ,Q) of Eqs. (2.18) and (2.19), this means that these
amplitudes can be derived as the simultanious eigenvalues of the Lax pair:
Q(ζ) : (ζ, Q) ∼ (P (t; ∂),Q(t; ∂)),
Q˜(ζ˜) : (ζ˜ , Q˜) ∼ (−QT(t; ∂),−P T(t; ∂)), (2.26)
in the weak string coupling limit, gstr → 0, (or the dispersionless KP hierarchy limit).
This problem was solved in the one-cut two-matrix models [43] and also in Zk symmet-
ric critical points of the multi-cut two-matrix models [35]. In the following, we study
this prescription in the fractional-superstring critical points (2.10). Although the corre-
spondence seems to be between the single macroscopic loop amplitude Q(ζ) and the k
eigenvalues of the operator Q, this is argued to be consistent in section 3.3.
2.2.1 The ω1/2-rotated-potential cases
The system we consider is the Douglas equation [P ,Q] = gstrIk with the pair of k × k
matrix valued differential operators P (t; ∂) and Q(t; ∂) defined in Eqs. (2.10) and (2.18)
in the ω1/2-rotated-potential critical points. The real-potential critical points are studied
separately in section 2.2.2. In the leading order of the week coupling expansion, one can
factorize the operators into a dimensionful part and a dimensionless part without any
ambiguity of ordering:19
P (t; ∂) = λpˆΠ(z) ≡ λpˆ
(
Γ zpˆ +
pˆ∑
n=1
Un z
pˆ−n
)
+O(gstr),
Q(t; ∂) = λqˆ Ξ(z) ≡ λqˆ
(
Γ zqˆ +
qˆ∑
n=1
Vn z
qˆ−n
)
+O(gstr),
(2.27)
with λ ≡ t 1pˆ+qˆ−1 , z = λ−(pˆ+qˆ)gstr t ∂t. (2.28)
Given these ansatz, one can show that the matrices satisfy the leading Douglas equation,
[P ,Q] = gstrIk ⇒ [Π(z),Ξ(z)] = 0 : the leading equation, (2.29)
which means that the two matrix functions Π(z) and Ξ(z) commute with each other.
In the next leading order of the Douglas equation, the ordering among (z, λ) variables
in the expression (2.27) could cause some problem [35]. This ordering problem can be
19Here we drop the irrelevant coefficients of operators P and Q to simplify the discussion.
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solved by first solving simultanious diagonalization of operators P (t; ∂) and Q(t; ∂) in
the week coupling limit, or equivalently Π(z) and Ξ(z):
Π(z) ≃

Π
(1)
pˆ (z)
Π
(2)
pˆ (z)
. . .
Π
(k)
pˆ (z)
 =

1
ω
. . .
ωk−1
 zpˆ +O(zpˆ−1),
Ξ(z) ≃

Ξ
(1)
qˆ (z)
Ξ
(2)
qˆ (z)
. . .
Ξ
(k)
qˆ (z)
 =

1
ω
. . .
ωk−1
 zqˆ +O(zpˆ−1). (2.30)
Here ≃ denotes equality upto some similarity transformation. The next leading order of
the Douglas equation then turns out to be the EZJ-DKK equation [60] [43],
qˆΠ
(j)
pˆ
′(z) Ξ(j)qˆ (z)− pˆΠ(j)qˆ ′(z) Ξ(j)pˆ (z) = pˆ + qˆ − 1 (j = 1, 2, · · · , k). (2.31)
Note that constant appearing on the right-hand side of Eq. (2.31) is common for all
j = 1, 2, · · · , k.
Up to now the basic procedure to solve the equations is the same as the Zk symmetric
cases [35]. The major difference comes from the Lax operators (2.27) which break the Zk
symmetry; If there is the Zk symmetry, the diagonalization is trivially solved [35]. Since
there is no Zk symmetry now, the characteristic equation of the Lax operators:
det
[
ζIk − λpˆΠ(z)
]
= 0, det
[
QIk − λqˆΞ(z)
]
= 0 (2.32)
can have various kinds of solutions which are not algebraic in general. This makes it
difficult to obtain general formulae of the eigenvalues in the fractional-superstring critical
points.20 In view of this, our strategy here is that we first propose a porper ansatz
which can solve the EZJ-DKK equation (2.31), and then show that they are actually the
solutions to the characteristic equations (2.32). In this procedure, the uniqueness of the
solution is not granted but our purpose is to obtain non-trivial solutions of the system.21
Our ansatz for the (pˆ, qˆ; k) fractional-superstring critical points is as follows: the
eigenvalues of P and Q are given by hyperbolic cosines with some proper phase shifts,
i.e., the eigenvalues Π
(j)
pˆ (z) and Ξ
(j)
qˆ (z) are written as
Π
(j)
pˆ (z) =e
−2piiδT
( j−1
k
+δ)
pˆ (z) ≡ e−2piiδ cosh
(
pˆτ + 2pii
j − 1
k
+ 2piiδ
)
,
Ξ
(j)
qˆ (z) =e
−2piiδT
( j−1
k
+δ)
qˆ (z) ≡ e−2piiδ cosh
(
qˆτ + 2pii
j − 1
k
+ 2piiδ
)
. (2.33)
20It is possible to obtain complete solution of the diagonalization when the number of cuts, k, is smaller
than 5, k < 5.
21It is known that even in the one-cut cases, if one consider higher critical points (p, q), there are
several exceptional solutions which have no direct correspondence in the Liouville theory calculation [43].
Therefore, it is also interesting to consider such a solution in our multi-cut system but it is out of the
scope of this paper.
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Here we define deformed Chebyshev functions,22 T
(ν)
n (cosh τ) ≡ cosh(nτ + 2piiν), which
can also be expressed as
T (ν)n (z) = cos(2piν) Tn(z) + i sin(2piν)Un−1(z)
√
z2 − 1
=
e2piiν
(
z +
√
z2 − 1
)n
+ e−2piiν
(
z −√z2 − 1
)n
2
∼2n−1e2piiνzn + · · · (z →∞), (2.34)
where z = cosh τ . The polynomials Tn(z) and Un(z) are the Chebyshev polynomials
of the first and second kinds: Tn(cos θ) = cos(nθ), Un−1(cos θ) = sin(nθ)/ sin θ. The
phase e−2piiδ in front of the hyperboic cosine of the solutions (2.33) is necessary to have
correct asymptotic behavior z → ∞ (see Eq. (2.30)). Importantly, one can check that
the deformed Chebyshev functions are always solutions to the EZJ-DKK equation23 with
an arbitrary phase shift, ν ∈ C:
(pˆ+ 1)T
(ν)
pˆ
′(z)T (ν)pˆ+1(z)− pˆT (ν)pˆ+1′(z)T (ν)pˆ (z) = pˆ(pˆ+ 1). (2.36)
Therefore, what we need to check next is which phase shift δ is allowed by the charac-
teristic equations (2.32).
There are two constraints imposed by the characteristic equations (2.32):
• Since the matrices Π(z) and Ξ(z) are matrix-valued polynomials in z, the charac-
teristic equations of P and Q (Eq. (2.32)) must be polynomial equations in (ζ, z)
of degrees (k, kpˆ) for P , and in (Q, z) of degrees (k, kqˆ) for Q.
• Since the coefficients of Lax operators P and Q are all real functions [35], all the
coefficients of the characteristic equations (2.32) must be real functions.
Noticing that the characteristic equations of Eq. (2.33) are generally written as
k∏
j=1
(
ζ − λpˆe−2piiδ T (
j−1
k
+δ)
pˆ (z)
)
=
λkpˆe2piikδ
2k−1
(
Tk(e
2piiδζ/λpˆ)− T (kδ)kpˆ (z)
)
, (2.37)
one can see that the first requirement results in
kδ =
n
2
∈ 1
2
Z, (⇔ T (kδ)kpˆ (z) is a polynomial. See Eq. (2.34).) (2.38)
and then the algebraic equation (2.32) is given by
det
[
ζIk − λpˆΠ(z)
]
=
λkpˆ
2k−1
(
(−1)nTk(epiink ζ/λpˆ)− Tkpˆ(z)
)
= 0. (2.39)
22Note that T
(ν+m)
n (z) = T
(ν)
n (z) if m ∈ Z.
23Although this is the equation for unitary series (pˆ, qˆ) = (pˆ, pˆ + 1), the EZJ-DKK equation for the
general series (pˆ, qˆ) is obtained by changing the canonical pair (t, z) to (µ,w) in [43]. Here t is the most
relevant coupling constant; µ is the cosmological constant and w = Tqˆ−pˆ(z). Note that this extension is
also applicable to the multi-cut cases:
qˆT
(ν)
pˆ
qˆ−pˆ
′(w)T
(ν)
pˆ
qˆ−pˆ
(w)− pˆT (ν)qˆ
qˆ−pˆ
′(w)T
(ν)
pˆ
qˆ−pˆ
(w) =
pˆqˆ
qˆ − pˆ . (2.35)
Therefore, the defomed Chebyshev polynomials are general solutions to the EZJ-DKK equation.
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Furthermore, the second constraint on Eq. (2.39) (i.e. Tk(e
piin
k ζ/λpˆ)) requires that the
phase shift must be
δ =
n
2k
∈ Z
2
if k is odd, δ =
n
2k
∈ Z
4
if k is even. (2.40)
Therefore, the fractional-superstring critical points of the multi-cut matrix models admit
two different kinds of solutions:
cosh solution :
(δ = 0, 1/2)

Π
(j)
pˆ (z) = cosh
(
pˆτ + 2pii
j − 1
k
)
= T
( j−1
k
)
pˆ (z),
Ξ
(j)
qˆ (z) = cosh
(
qˆτ + 2pii
j − 1
k
)
= T
( j−1
k
)
qˆ (z),
(2.41)
with det
[
(2ζ) Ik − P (z)
]
= 2λkpˆ
(
Tk(ζ/λ
pˆ)− Tkpˆ(z)
)
= 0,
sinh solution :
(δ = ±1/4)

Π
(j)
pˆ (z) = sinh
(
pˆτ + 2pii
j − 1
k
)
= i T
( j−1
k
− 1
4
)
pˆ (z),
Ξ
(j)
qˆ (z) = sinh
(
qˆτ + 2pii
j − 1
k
)
= i T
( j−1
k
− 1
4
)
qˆ (z).
(2.42)
with det
[
(2ζ) Ik − P (z)
]
= 2λkpˆ
(
(−1) k2Tk(−iζ/λpˆ)− Tkpˆ(z)
)
= 0.
These solutions are referred to as cosh solutions and sinh solutions, respectively. Existence
of these solutions depends on the parity of k:
k is odd : cosh solutions,
k is even : cosh solutions and sinh solutions. (2.43)
Note that the sinh solutions are essentially equivalent to the cosh solutions when k ∈ 4Z:
sinh
(
pˆτ + 2pii
j − 1
k
)
= i cosh
(
pˆτ + 2pii
j′ − 1
k
)
,
(
j′ = j − k
4
)
. (2.44)
Consequently, the cases of k ∈ 4Z can be understood as a mixture of bosonic and type 0
superstring amplitudes. In particular, the cases of k = 4 include the one-cut phase and
two-cut phase solutions of type 0 superstrings (see [28, 50]) at the same time. In this
sense, it tempts us to interpret this system as type 0 superstring theory with the η = ±1
FZZT branes, but the annulus amplitudes among them [61] seem to be different.24 Also
note that, on the CFT side, there is no ZZ brane which connects the η = ± FZZT
branes [50]; in the case of k ∈ 4Z, there are ZZ branes which connect the ν = 0, 1/2
sector to the ν = ±1/4 sector (see the next section).
24 This can be understood as follows: The CFT calculation tells us that annulus amplitdes between
η = +1 and η = −1 are non-local [61] if η = ±1 are treated equally. However from the the free-fermion
viewpoints [13–15, 33, 54], the ν = 0, 1/2 sector and the ν = ±1/4 sector are treated equally [33] and
the annulus amplitudes between the ν = 0, 1/2 sector and the ν = ±1/4 sector cannot have non-local
annulus amplitudes [54].
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2.2.2 The real potentials v.s. ω1/2-rotated potentials
The real-potential critical points are given by the following Lax pair:
P (t; ∂) = λpˆΠ(real)(z) ≡ λpˆ
(
Γ(real) zpˆ +
pˆ∑
n=1
U (real)n z
pˆ−n
)
+O(gstr),
Q(t; ∂) = λqˆ Ξ(real)(z) ≡ λqˆ
(
Γ(real) zqˆ +
qˆ∑
n=1
V (real)n z
qˆ−n
)
+O(gstr),
(2.45)
with λ ≡ t 1pˆ+qˆ−1 , z = λ−(pˆ+qˆ)gstr t ∂t. (2.46)
with the real-potential gamma matrix Γ(real)
Γ(real) =

0 1
. . .
. . .
0 1
−1 0
 ≃ ω 12

1
ω
. . .
ωk−1
 . (2.47)
Note that all the coefficient matrices U
(real)
n and V
(real)
n are real functions [35]. By taking
into account these facts and by using the same procedure as in the previous section, one
can find the following two types of solutions at the real-potential critical points:
cosh solution :

Π
(j)
pˆ (z) = cosh
(
pˆτ + 2pii
2j − 1
2k
)
= T
( 2j−1
2k
)
pˆ (z),
Ξ
(j)
qˆ (z) = cosh
(
qˆτ + 2pii
2j − 1
2k
)
= T
( 2j−1
2k
)
qˆ (z).
(2.48)
with det
[
(2ζ) Ik − P (z)
]
= 2λkpˆ
(
Tk(ζ/λ
pˆ) + Tkpˆ(z)
)
= 0, (2.49)
sinh solution :

Π
(j)
pˆ (z) = sinh
(
pˆτ + 2pii
2j − 1
2k
)
= i T
( 2j−1
2k
− 1
4
)
pˆ (z),
Ξ
(j)
qˆ (z) = sinh
(
qˆτ + 2pii
2j − 1
2k
)
= i T
( 2j−1
2k
− 1
4
)
qˆ (z).
(2.50)
with det
[
(2ζ) Ik − P (z)
]
= 2λkpˆ
(
(−1) k2Tk(−iζ/λpˆ) + Tkpˆ(z)
)
= 0. (2.51)
Appearance of these solutions also depends on the parity of the number of cuts k:
k is odd : cosh solutions,
k is even : cosh solutions and sinh solutions. (2.52)
In the following, we compare the critical points from two types of the matrix-model
potentials with different hermiticity:25
• When k is odd, the cosh solutions of real potentials are equivalent to the cosh
solution of ω1/2-rotated potentials:
cosh
(
pˆτ + 2pii
2j − 1
2k
)
= − cosh(pˆτ + 2piij′ − 1
k
)
, (j′ − 1 = j + k − 1
2
). (2.53)
Therefore, these systems are equivalent.
25One way to see this is to draw some figures of phase shifts. Other way is to compare the algebraic
equations with each other. Here we compare the solutions directly.
13
• When k is even and k/2 is odd, the cosh and sinh solutions of real potentials are
equivalent to the sinh and cosh solutions of ω1/2-rotated potentials, respectively:
cosh
(
pˆτ + 2pii
2j − 1
2k
)
= −i sinh(pˆτ + 2piij′ − 1
k
)
, (j′ − 1 = j + k − 2
4
),
sinh
(
pˆτ + 2pii
2j − 1
2k
)
= i cosh
(
pˆτ + 2pii
j′ − 1
k
)
, (j′ − 1 = j − k + 2
4
) (2.54)
Therefore, these systems are also equivalent.
• When k ∈ 4Z, the cosh solutions and sinh solutions of real potentials are equivalent
to each other for the same reason as Eq. (2.44). However the solutions of real
potentials are distinct from the solutions of ω1/2-rotated potentials.
Note that although these solutions in the real-potential models look similar, they are
quantitatively distinct when k ∈ 4Z. In particular, the k ∈ 4Z cases of ω1/2-rotated-
potential critical points can be viewed as a mixture of bosonic and superstring system;
but the k ∈ 4Z cases of real-rotated-potential critical points are not. Interestingly on the
other hand, the cosh and sinh solutions of k ∈ 4Z are degenerate in both ω1/2-rotated-
potential and real-potential cases. Therefore in this sense, the total number of different
solutions are still two in the k ∈ 4Z cases.
2.3 Matrix realization of the solutions
We have obtained the solutions by imposing two necessary conditions on the characteristic
equations of Lax operators. In the discussion above, however, no specific form of the
matrix-valued Lax pair (Π(z),Ξ(z)) is specified. One may wonder whether some actual
expression of the Lax operators exists, or how does the expression look like.
The actual realization of the matrix-valued Lax operators is also non-trivial and im-
portant. This problem is referred to as matrix realization of the solutions. Purpose of
this section is to give explicit matrix realizations of the cosh and sinh solutions.
2.3.1 The ω1/2-rotated-potential cases
In order to identify any matrix realization of the cosh and sinh solutions of Eqs. (2.41)
and (2.42), we need to find out a pair of the matrix-valued polynomials Π(z) and Ξ(z),
which commute with each other, [Π(z),Ξ(z)] = 0, and whose eigenvalues are given as
Eqs. (2.41) or (2.42) of the cosh/sinh solutions.
While it is possible to find several realizations, say for the (pˆ, qˆ; k) = (1, 2; 3) cases,
it turns out that a matrix realization of our solution is simply given by the following
matrices Q
(n)
± (λ; z):
Q
(n)
± (λ; z) = λ
n
[
Γ Tn(z)+
⌊n−1
2
⌋∑
s=0
cn−1−2s Tn−1−2s(z)M±+
+
⌊n−2
2
⌋∑
s=0
cn−2−2s Tn−2−2s(z)
(
Γ∓ Γ−1)], (2.55)
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with
M+ ≡ ∆
(
Γl − Γl+2), M− ≡ E∆ (Γl + Γl+2). (2.56)
Here Tn(z) is the Chebyshev polynomial of the first kind, and the coefficients cn and the
matrix ∆ are defined as
cn ≡ 1− δn,0
2
, ∆ ≡

1
1
· · ·
1
 . (2.57)
Then the claim is that the Lax pair is given by these matrices:
cosh solutions: P = Q
(pˆ)
+ , Q = Q
(qˆ)
+ ,
sinh solutions: P = Q
(pˆ)
− , Q = Q
(qˆ)
− , (2.58)
for every pair of (pˆ, qˆ). The integer l is basically a free parameter and is chosen to be an
even number when k is even. It is because if k is even, there is the residual Z2 symmetry
(2.15) and this requires the following condition,
{E,M±} = 0, (2.59)
which results that l should be even.
For later convenience, we collect relevant formulae among the matrices appearing
here:
∆Γl∆ = Γ−l, {E,∆} = 0, {E,Γ} = 0, E2 = Ik. (2.60)
In order to check that the matrix-realization (2.55) solves the Douglas equation (2.29),
[Q
(pˆ)
± ,Q
(qˆ)
± ] = 0, (2.61)
for every pair of (pˆ, qˆ), we found that the following condition on M± is sufficient:
[Γ,M±] 6= 0, [(Γ± Γ−1),M±] = 0. (2.62)
By repeatedly using these relations (2.62) and the addition formulae of the Chebyshev
polynomials (or the formulea of hyperbolic cosines), one can prove Eq. (2.61). One can
verify that the matrices M± in Eq. (2.56) satisfy this sufficient condition.
Secondly, one needs to show that these matrices in Eq. (2.55) give rise to the algebraic
equation for every number of k:
det
[
(2ζ) Ik −Q(pˆ)+ (z)
]
= 2λkpˆ
(
Tk(ζ/λ
pˆ)− Tkpˆ(z)
)
= 0,
det
[
(2ζ) Ik −Q(pˆ)− (z)
]
= 2λkpˆ
(
(−1) k2Tk(−iζ/λpˆ)− Tkpˆ(z)
)
= 0. (2.63)
Unfortunately, we have not found any general proof of this relation. Instead, we have
checked this condition by using MathematicaTM up to very higher order of pˆ and k.26
26We found several new determinant formulae for the Chebyshev polynomials of the first kind,
Tk(z) =
1
2
det
[
Γz +
1
2
Mk
]
k×k
, Tk(z)− Tk(ζ) = 1
2
det
[
Γz − ζIk + 1
2
Mk
]
k×k
, (2.64)
which are different from Nash’s determinant formula [62].
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As another non-trivial check, let us consider k = 2, the two-cut critical points. Since
the Gamma matrix satisfies Γ−1 = Γ, the lax operators can be simplified as27
cosh solutions: Q
(pˆ)
+ = λ
pˆ
[
ΓTpˆ(z)
]
,
sinh solutions: Q
(pˆ)
− = λ
pˆ
[
ΓTpˆ(z) + 2E∆
(
Tpˆ−1(z) + Tpˆ−3(z) + · · ·
)
+
+ 2Γ
(
Tpˆ−2(z) + Tpˆ−4(z) + · · ·
)]
= λpˆ
[
Upˆ−1(z)
(
zΓ + E∆
)]
. (2.65)
This is identical to the matrix realization given in [35].
2.3.2 The real-potential cases
The matrix realizations of the real-potential solutions are also obtained as follows: Despite
of the difference in the sinh solutions, actually the matrix realization is very similar. What
one needs to do is just replace Γ by Γ(real) in the realization of ω1/2-rotated-potential
critical points. That is, if one introduces the following Lax operators:
Q
(n)
±, real = λ
n
[
Γ(real) Tn(z) +
⌊n−1
2
⌋∑
s=0
cn−1−2s Tn−1−2s(z)M
(real)
± +
+
⌊n−2
2
⌋∑
s=0
cn−2−2s Tn−2−2s(z)
(
Γ(real) ∓ (Γ(real))−1)], (2.66)
with
M
(real)
+ ≡ ∆
((
Γ(real)
)l − (Γ(real))l+2), M (real)− ≡ E∆((Γ(real))l + (Γ(real))l±2), (2.67)
the matrix realization of each solution is given as
cosh solutions: P = Q
(pˆ)
+, real, Q = Q
(qˆ)
+, real,
sinh solutions: P = Q
(pˆ)
−, real, Q = Q
(qˆ)
−, real. (2.68)
For further illustrations, we list some of the examples for M± in Appendix A.
3 Algebraic geometry of fractional superstrings
In this section, we study the algebraic curves of the cosh and sinh solutions. The central
object is the algebraic equations F (ζ, Q) = 0 of macroscopic loop amplitudes Q(ζ). As
a definition of algebraic equations, we adopt the definition given in the free-fermion
formulation [54], especially its multi-component extension [33], where the form of the
27For example, one can use the following formulae: Tn(x) =
1
2
(
Un(x) − Un−2(x)
)
and Tn+1(x) =
xUn(x) − Un−1(x).
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equation is required from the W1+∞-constraints, i.e. the Loop equations of the matrix
models.28 The definition is given as follows:
Macroscopic loop amplitudes Q(ζ) and the eigenvalues of the Lax operators (P ,Q)
are now related as
Q(ζ) ⇔
{
ζ = λpˆΠ
(j)
pˆ (z),
Q = λqˆ Ξ
(j)
qˆ (z).
(j = 1, 2, · · · , k). (3.1)
The index j is the label of the eigenvalues j = 1, 2, · · · , k. Since there are many Q(j)(ζ)
corresponding to the single Q(ζ), the algebraic equation F (ζ, Q) = 0 is defined so that
it includes all the eigenvalues Q(j)(ζ) as its solutions [33].
The macroscopic loop amplitude Q(j)(ζ) is now written as
cosh solutions: Q(j)(ζ) = λqˆ T
(− (qˆ−pˆ)
pˆ
νj)
qˆ/pˆ (ζ/λ
pˆ),
sinh solutions: Q(j)(ζ) = i λqˆ T
(− (qˆ−pˆ)
pˆ
[νj− 14 ])
qˆ/pˆ (−iζ/λpˆ), (3.2)
where the phase shifts νj are given as
νj =

(j − 1)
k
: ω1/2-rotated potentials
(2j − 1)
2k
: real potentials.
(3.3)
with j = 1, 2, · · · , k. By introducing the pˆ branches of the loop amplitudes Q(j)a (ζ) [13],29
Q(j)a (ζ) ≡
 λqˆ T
(− (qˆ−pˆ)
pˆ
νj+
a
pˆ
)
qˆ/pˆ (ζ/λ
pˆ) (cosh solutions),
i λqˆ T
(− (qˆ−pˆ)
pˆ
[νj− 14 ]+ apˆ )
qˆ/pˆ (−iζ/λpˆ) (sinh solutions),
(3.4)
the algebraic equations are defined as
F (ζ, Q) ≡
k∏
j=1
[pˆ−1∏
a=0
(
Q−Q(j)a (ζ)
)]
= 0. (3.5)
In the case of k = 1, this goes back to the expression [49, 63] (the one-cut two-matrix
models) and [54] (the W1+∞ approach). Generally this is the definition given in [33] (the
multi-component cases).
Organization of this section is following: Algebraic equations are in section 3.1, branch
points are in section 3.2, the multi-cut geometry is in section 3.3 and singular points are
in section 3.4.
28It should be noted that, before [33, 54], the form of the algebraic equation itself was found in [63]
and used in [49] to show the relationship with the algebraic equation given in Liouville side [50].
29By construction, Q
(j)
0 (ζ) = Q
(j)(ζ) and Q
(j)
a+pˆ(ζ) = Q
(j)
a (ζ).
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3.1 Algebraic equations and the Zk × Zk symmetry
Let us obtain the algebraic equations of our solutions. First consider the multiplication
among different branches with a fixed eigenvalue j, which results in
pˆ−1∏
a=0
(
Q− λqˆ T (−
(qˆ−pˆ)
pˆ
νj+
a
pˆ
)
qˆ/pˆ (ζ/λ
pˆ)
)
=
λpˆ/qˆ
2pˆ−1
×
(
Tpˆ(Q/λ
qˆ)− T (−(qˆ−pˆ)νj)qˆ (ζ/λpˆ)
)
,
pˆ−1∏
a=0
(
Q− iλqˆ T (−
(qˆ−pˆ)
pˆ
[νj− 14 ]+ apˆ )
qˆ/pˆ (−iζ/λpˆ)
)
=
=
λpˆ/qˆ ipˆ
2pˆ−1
×
(
Tpˆ(−iQ/λqˆ)− T (−(qˆ−pˆ)[νj−
1
4
])
qˆ (−iζ/λpˆ)
)
. (3.6)
Introducing the following integers dqˆ−pˆ, kˆ and η [29],
dqˆ−pˆ ≡ g.c.d
{
qˆ − pˆ, k}, k = kˆ × dqˆ−pˆ, qˆ − pˆ = η × dqˆ−pˆ, (3.7)
one can rewrite (qˆ − pˆ)νj as
real potentials: (qˆ − pˆ)νj = (qˆ − pˆ)j − 1
k
+
{ qˆ − pˆ
2k
}
=
η(j − 1)
kˆ
+
{ η
2kˆ
}
=
rj
kˆ
+ lj +
{ η
2kˆ
} (
η(j − 1) = kˆlj + rj
)
, (3.8)
and similarly,
ω1/2-rotated potentials: (qˆ − pˆ)νj = rj
kˆ
+ lj
(
η(j − 1) = kˆlj + rj
)
. (3.9)
Here {...} is the part which appears only in the real-potential models. Since kˆ and η are
coprime integers, the integer rj takes each value (rj = 1, 2, · · · , kˆ) exactly dqˆ−pˆ times.
Considering T
(ν)
n (z) = T
(ν+Z)
n (z), one concludes that the algebraic equations of the cosh
and sinh solutions at the (pˆ, qˆ; k) critical points are expressed as
cosh solutions :
F (ζ, Q) =
(λp/qˆ
2p−1
)dqˆ−pˆ × (Tp(Q/λqˆ)− (−1){η} Tq(ζ/λpˆ))dqˆ−pˆ = 0,
sinh solutions :
F (ζ, Q) =
( ipλp/qˆ
2p−1
)dqˆ−pˆ × (Tp(−iQ/λqˆ)− (−1){η}+ q−p2 Tq(−iζ/λpˆ))dqˆ−pˆ = 0. (3.10)
Here again {...} is the part which appears only in the real-potential models. We have
introduced the (p, q) labeling of minimal fractional superconformal field theory [29],
(p, q) = (kˆpˆ, kˆqˆ). (3.11)
Note that this factorization property, (...)dqˆ−pˆ , can be understood as a consequence of
the accidental Zk × Zk symmetry of this background. That is, the k-cut two-matrix
models include dqˆ−pˆ copies of (pˆ, qˆ; k) minimal fractional superstring theory and the single
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minimal fractional superstring theory can be singled out after imposing Zk ×Zk gauging
of the system [29].30 In this sense, the cosh and sinh solutions are consistent with the
Zk × Zk gauging requirement which has been anticipated from the Liouville side. Since
these copies become identical after the Zk × Zk gauging, the algebraic equations of the
Liouville side, FL(ζ, Q) = 0, are given as
cosh solutions : FL(ζ, Q) = Tp(Q/λ
qˆ)− (−1){η} Tq(ζ/λpˆ) = 0,
sinh solutions : FL(ζ, Q) = Tp(−iQ/λqˆ)− (−1){η}+
q−p
2 Tq(−iζ/λpˆ) = 0. (3.12)
3.2 Branch points of the curves
Let first consider branch points of the curves. Branch points here are defined as
∂Q(ζ)
∂ζ
=
∞. Our current purpose is to see where the branch points exist on the branch (3.2). These
branches (or solutions) (3.2) of the algebraic equation are particularly important because
they correspond to macroscopic loop amplitudes (3.1). Therefore, we here refer to these
branches as physical branches.
For sake of simplicity, we put λ = 1 and consider the following loop amplitudes:
ζ = cosh(pˆτ + 2piiν), Q(j) = cosh(qˆτ + 2piiν). (3.13)
The branch point of this expression is obtained from
∞ = ∂Q
(j)(ζ)
∂ζ
=
qˆ
pˆ
sinh(qˆτ + 2piiν)
sinh(pˆτ + 2piiν)
. (3.14)
Since the function sinh τ is finite on τ ∈ C, the branch points exist only if
sinh(pˆτ + 2piiν) = 0 ⇔ τ = pii
[
−m+ 2ν
pˆ
]
⇔ ζ = (−1)m,
sinh(qˆτ + 2piiν) 6= 0 ⇔ τ 6= pii
[n− 2ν
qˆ
]
⇔ Q(j) 6= (−1)n, (3.15)
with m,n ∈ Z. That is, there are generally two branch points ζ = ±1 on this branch
Q(j)(ζ).
It is also convenient to consider when one of the two points ζ = ±1 becomes a normal
point: it happens if they satisfy
τ = pii
[
−m+ 2ν
pˆ
]
= pii
[n− 2ν
qˆ
]
⇔ qˆm+ pˆn = 2ν(pˆ− qˆ). (3.16)
Therefore, the condition that one of the branch points disappears is given as
cosh solution: (qˆ − pˆ)
[j − 1
k
]
= η
j − 1
kˆ
∈ 1
2
Z,
sinh solution: (qˆ − pˆ)
[j − 1
k
− 1
4
]
= η
j − 1
kˆ
− qˆ − pˆ
4
∈ 1
2
Z. (3.17)
This indicates that the branch points only appear when ζ = ±i, Q 6= ±i. The positions
of cuts on these branches for the unitary cases qˆ − pˆ = 1 are shown in Fig.2.
30This concept was first introduced in [33] in order to obtain (pˆ, qˆ) odd models of minimal superstrings
from the two-cut two-matrix models.
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cosh solutions
2piν
2piν = 0
ν=1/2
sinh solutions
2piν
ν=−1/4ν=1/4
2piν = pi
νgeneral ν=0
2piν  
pi 
2 
− 
2piν  
pi 
2 
− = −
=
νgeneral
Figure 2: The positions of cuts in the physical branches. In the cosh solutions, the branches of
ν = 0, 1/2 only include one cut and exactly the same branch as bosonic string. The cases of ν = ±1/4
are the same as the two-cut phase of type 0 superstrings; In sinh solutions, the branches of ν = ±1/4
only include one cut and exactly the same branch as bosonic string. The cases of ν = 0, 1/2 are the
same as the two-cut phase of type 0 superstrings. In all the branches, there are maximally two branch
points on each sheet.
Note that the curves essentially depend on the effective phase shift νˆj = (j − 1)/kˆ.
These curves typically appear in the kˆ-cut matrix models or kˆ-fractional superstring
theory. Here we refer to these curves as Fνˆ-string curves. For example, F0- and F±1/2-
string curves are equivalent to the curves of bosonic minimal string theory, and F±1/4-
string curves are equivalent to minimal type 0 superstring theory. Also note that one
can also consider dual branch points
∂ζ(Q)
∂Q
=∞, which result in the opposite condition,
ζ 6= (−1)m, Q(j) = (−1)n.
3.3 The multi-cut geometry and Stokes phenomenon
In the previous subsection, we have obtained branch points of the physical branches of
macroscopic loop amplitudes, Q(j)(ζ), and it turns out that they include at most two
cuts on each branch. Since we have started our discussion from the k-cut matrix models,
there should be k cuts in the macroscopic loop amplitudes Q(ζ). That is, where is the
multi-cut geometry? A simple answer to this question is the follwing: The k cuts exist
on physical sheet of the k-cut matrix models.
So far, we have obtained eigenvalues
(
λpˆΠ
(j)
pˆ (z), λ
qˆΞ
(j)
qˆ (z)
)
of the Lax operators (P ,Q)
in the weak coupling limit,
ζ Ψ(j)(t; ζ) = P (t; ∂) Ψ(j)(t; ζ) = λpˆΠ
(j)
pˆ (z) Ψ
(j)(t; ζ) +O(gstr),
gstr
∂
∂ζ
Ψ(j)(t; ζ) = Q(t; ∂) Ψ(j)(t; ζ) = λqˆ Ξ
(j)
qˆ (z) Ψ
(j)(t; ζ) +O(gstr), (3.18)
and calculated the corresponding algebraic equations (3.10). As one may notice, these
algebraic curves are highly reducible. For example, the algebraic equation of cosh solu-
tions,31 can be factorized in the following way:
F (ζ, Q) =
⌊k
2
⌋∏
j=1
F (νj)(ζ, Q) = 0, (3.19)
31The sinh case is almost the same except for replacing (ζ,Q)→ (−iζ,−iQ).
20
where νj is the phase shift of the solution, and F
(νj)(ζ, Q) = 0 is the irreducible algebraic
equation of an eigenvalue Q(j)(ζ) of the Lax operators:
F (0)(ζ, Q) = F (1/2)(−ζ,−Q) = Tpˆ(Q/λqˆ)− Tqˆ(ζ/λpˆ) = 0,
F (ν)(ζ, Q) =
[
Tpˆ(Q/λ
qˆ)− T ((qˆ−pˆ)ν)qˆ (ζ/λpˆ)
][
Tpˆ(Q/λ
qˆ)− T (−(qˆ−pˆ)ν)qˆ (ζ/λpˆ)
]
= 0. (3.20)
This is the origin of the fact that there are maximally two cuts on the physical branch
(3.2) and the k necessary cuts are missing.
Here we have used two different words physical branch and physical sheet. Although
the word, physical sheet, is enough to explain everything in the usual one-cut cases, the
multi-cut matrix models require to distinguish them. Physical sheet, Cphys, is a complex
plane C on which the resolvent ∂xΩ(x) (or macroscopic loop amplitude Q(ζ)) is defined
and each weak coupling infinity (say, x → e2piiθj × ∞; j = 1, 2, · · · , k) gives correct
asymptotic behavior:
∂xΩ(x) =
〈
1
N
tr
1
x−X
〉
→ 1
x
, x (∈ Cphys)→ e2piiθj ×∞. (3.21)
Therefore, in the k-cut matrix models, Q(ζ) on the physical sheet is expected to have k
semi infinite cuts which separate the k weak coupling regimes.
On the other hand, if one solves the algebraic equation (3.10), generally k solutions
(i.e. branches) satisfy the condition (3.21) with some particular value of j. Due to the
definition (3.18), they are naturally identified with Q(j)(ζ) (j = 1, 2, · · · , k). Therefore,
these solutions or branches are called physical branch. Physical sheet and physical branch
are equivalent concepts in the one-cut cases. Note that only the cuts on physical sheets
have the physical meaning as condensation of the matrix-model eigenvalues {xi}Ni=1 and
the position of the cuts can have the geometrical meaning.
Mathematically, position of cuts is meaningless and one can freely move it continu-
ously. Because of this fact, when some of the cuts on physical sheet have no branch point,
the physical sheet is factorized into several pieces of curves, and these cuts on physical
sheet disappear from the viewpoint of branch points in the algebraic equation. This usu-
ally happens when branch points are joined and several cuts are connected. Examples are
found in the one-cut phase of the two-cut matrix models [28] and also “one-cut phase”
counterpart of the k-cut two-matrix models of the Zk symmetric critical points [35]. In
these cases, although the cuts are missing from the algebraic equations, one has to take
into account the position of the cuts because they have the definite physical meaning.
In our fractional-superstring solutions, the curves are factorized and many cuts are
obviously missing. This means that we need to add the cuts and glue the physical
branches to make up the physical sheet. Identification of these cuts generally requires
non-perturbative analysis, but at least in the unitary cases qˆ − pˆ = 1,32 the following
connection rule of the macroscopic loop amplitude Q(ζ) on the physical sheet (with the
k eigenvalues Q(j)(ζ) of Eq. (3.18)) is consistent with the multi-cut geometry:〈
1
N
tr
1
x−X
〉
↔ Q(ζ) = Q(j)(ζ) in 2piνj − pi
k
< arg(ζ) < 2piνj +
pi
k
. (3.22)
32The sinh solutions become subtle when dqˆ−pˆ ∈ 2Z, which includes (pˆ, qˆ) odd models of type 0
superstring theory.
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That is, Q(j)(ζ) is the solution of the weak-coupling regime ζ → ∞× e2piiνj . Therefore,
we propose it as a conjecture which can be checked by some non-perturbative analysis.
We show several examples of the positions of the cuts in Fig. 3 and Fig. 4.
Note that, in the ω1/2-rotated-potential cases, the coordinate ζ is rotated by ω1/2
in the complex plane (see Eq. (2.8)). Therefore, for example the cuts on the physical
sheet in the two-cut matrix models should only appear along the pure-imaginary axis,
although the cosh solutions only have cuts along the real axis. Our solution to this issue
is that they are hided by another physical branch and do not appear on the physical
sheet. In this way, the connection relation (3.22) of the macroscopic loop operator (or
resolvent) provides consistent relationship between the physical branches and the multi-
cut geometries. Although we cannot deny the possibility that there is another meaningful
connection rules, but we leave it as futur works. Also note that we put each irreducible
curve some particular names, as Fν-strings.
As one sees in Eq. (3.22), these macroscopic loop amplitudes have many non-trivial
jumps on the physical sheet. This is understood as Stokes phenomenon33 of the Baker-
Akhiezer functions [51, 52]: Asymptotic behavior of the Baker-Akhiezer functions (ζ →
∞) can be changed by an analytic continuiation of ζ which crossese the cuts on the
physical sheet. Therefore, the relation (3.22) indicates how to connect there Stokes
sectors in the non-perturbative Baker-Akhiezer function.
From the definition (3.18) and the relation (3.22), the leading behaviors of the recur-
sive equations can be solved as
Ψ(j)(t; ζ) = exp
[ 1
gstr
∫ ζ
dζ ′Q(j)(ζ ′)
]
χ(j)(t; ζ), (3.23)
in 2piνj − pi
k
< arg(ζ) < 2piνj +
pi
k
. Here χ(j)(t; ζ) is a rank k vector-valued function of
sub leading corrections, and the expansion is carried out in some weak coupling regimes
of the cosmological constant ζ : ζ → e2piiνl ×∞. Since the orthonormal polynomials are
now related to the macroscopic loop amplitudes,
Ψ(t; ζ) ↔ αn(x),
(
i.e. Q(ζ) ↔ ∂xΩ(x) =
〈
1
N
tr
1
x−X
〉)
, (3.24)
these Baker-Akhiezer functions are connected to each other by an analytic continuation:34
Ψ(t; ζ) = Ψ(j)(t; ζ) in 2piνj − pi
k
< arg(ζ) < 2piνj +
pi
k
. (3.25)
Another implication on the free fermion system is also noted in Appendix B.
33The Stokes phenomenon usually means that a single analytic function Ψ(ζ) can have different asymp-
totic forms with respect to different angular regimes of ζ if the expansion is not a convergent series. Each
angular sector is now called a Stokes sector. The claim is that Stokes sectors of the Baker-Akhiezer func-
tions are regimes between cuts of the matrix models.
34Note that, in the case of two-cut (pˆ, qˆ) = (1, 2), this relation has been shown to be true in [52]
(i.e. Eq. (4.16)) by using the non-perturbative analysis of the Baker-Akhiezer functions [64].
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2-cut critical points
3-cut critical points
cosh solution
sinh solution
cosh solution
(1)(1) (1)
(2)
(2) (2)
(1)
(1) (1) (1)
(2) (2) (2)
(3) (3) (3)
{
bosonic (= F0 or F1/2) strings
super (= F1/4) strings
bosonic strings F1/3 strings
 [
4-cut (ω  ) critical points cosh solution
(1) (1) (1)
(2)
(4)
(2)
(3)
(4)
(3)
1/2
[
(2)
(3)
(4)
bosonic strings super strings
 [
sinh solution
(1) (1)
(4)
(2)
(3)
[
(2)
(3)
(4)
{
{
 [
4-cut (real) critical points cosh solution
(1)
(2)
(3)
(4)
 [
sinh solution
{
(1) (1)
(1) (1)
(2) (2)
(2) (2)
(3) (3)
(4) (4)
(3) (3)
(4) (4)
{
F1/8 strings
Figure 3: The multi-cut curves in 2,3,4-cut cases. Shaded parts are physical sheets. Arrows indicate the
weak string coupling regimes of ζ (arg(ζ) = 2πνj ; j = 1, 2, · · · ). The physical branch of each irreducible
curve is shown, which corresponds to some fractional superstring theory of νj = (j − 1)/k (denoted as
Fνj -strings). Note that this is the geometry of unitary cases qˆ − pˆ = 1⇒ kˆ = k.
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6-cut critical points cosh solution
(1) (1) (1)
(2)
(3)(2)
(3)
(4) (4)
(2)
(3)
(4) bosonic strings
super strings
{
 [
sinh solution
(1)
(2)(3)
(4)
(5) (5)(6)
(6)
[ [
(5)(6)
(5) (6)
(1)
(4)
[
(2)(3)
(5) (6)
F1/3 strings
F1/6 strings
Figure 4: The multi-cut curves in 6-cut cases. Shaded parts are physical sheets. Arrows indicate the
weak string coupling regimes of ζ (arg(ζ) = 2πνj ; j = 1, 2, · · · ). The physical branch of each irreducible
curve is shown, which corresponds to some fractional superstring theory of νj = (j − 1)/k (denoted as
Fνj -strings). Note that this is the geometry of unitary cases qˆ − pˆ = 1⇒ kˆ = k.
3.4 Singular points and intersection of sheets
In this subsection, we study singular points of the cosh and sinh solutions (3.12). The
definition of singular points is
F (ζ, Q) =
∂F (ζ, Q)
∂Q
=
∂F (ζ, Q)
∂ζ
= 0. (3.26)
One of the easy ways to obtain these points is to consider coincident points among the
different branch expressions, Q
(j)
a (ζ), that is, the points (ζ, Q) which satisfy
Q = Q(j)a (ζ) = Q
(j′)
b (ζ), (3.27)
and Eq. (3.26). This identification of singular points has been used in [49] [33, 54, 65].
Note that the pair (j, a) cannot be the same as (j′, b). Or equivalently, we need to solve
for the following problem of finding the pair of (τ, τ ′):
ζ/λpˆ = cosh
(
pˆτ + 2piiν
)
= cosh
(
pˆτ ′ + 2piiν ′
)
,
Q/λqˆ = cosh
(
qˆτ + 2piiν
)
= cosh
(
qˆτ ′ + 2piiν ′
)
, (3.28)
where
(ν, ν ′) = (νj , νj′), νj =

j − 1
k
: ω1/2-rotated potentials,
2j − 1
2k
: real potentials,
(3.29)
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with j = 1, 2, · · · , k. In the case of the sinh solutions, the parameters ν and ν ′ are shifted
by 1/4:35
ν → ν − 1
4
, ν ′ → ν ′ − 1
4
, (3.30)
and (ζ, Q) is replaced by (−iζ,−iQ). Actually the discussion below does not depend on
whether the solutions are cosh or sinh solutions and whether they come from ω1/2-rotated
potentials or real potentials. Therefore, we assume that ν is a general rational number
with a periodicity identification ν ∼ ν + Z, that is,
ν ∈ Q, 0 ≤ ν < 1. (3.31)
If one takes k →∞ limit, the parameter e2piiν will take the value in U(1).
The solutions to Eq. (3.28) are obtained as the following pair of (τ, τ ′), which are
parameterized by a pair of integers, (m,n):
τm,n = pii
[
−1
pˆ
(
m− (ν ′ − ν)
)
+
1
qˆ
(
n− (ν ′ + ν)
)]
,
τ ′m,n = pii
[
+
1
pˆ
(
m− (ν ′ − ν)
)
+
1
qˆ
(
n− (ν ′ + ν)
)]
, (3.32)
and the corresponding points (ζm,n, Qm,n) are expressed as
ζm,n = (−1)mλpˆ cos
[
pi
(qˆ − pˆ)(ν ′ + ν) + npˆ
qˆ
]
,
Qm,n = (−1)nλqˆ cos
[
pi
(qˆ − pˆ)(ν ′ − ν)−mqˆ
pˆ
]
. (3.33)
Among these points, the branch points for Q(ζ) (or ζ(Q)) appear when
ν ′ + ν ∈ Z, (or ν ′ − ν ∈ Z). (3.34)
3.4.1 The Zk charges of D branes and singular points
For later convenience, here we introduce the Zk charge according to the original Zk charge
conjugation of the k-cut matrix models, even though our critical points do not preserve
the Zk symmetry. Each eigenvalue of the operators P and Q corresponds to each FZZT
brane with a different charge [33].36 Therefore, the phase ν defines the Zk charge of FZZT
branes as
exp[2piiν]. (3.35)
According to [33], the ZZ branes also have Zkˆ charges. A natural definition here is that
branch points (3.34) do not have this charge, which means that
exp
[±2pii(ν ′ + ν)]. (3.36)
35Or one can say they are a π/2 shift: 2πν → 2πν − pi2 , 2πν′ → 2πν′ − pi2 .
36This is reviewed in Appendix B
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The plus-minus sign means that there is a pair of ZZ brane and its charge conjugate at
each singular point.
Although the critical points break the Zk symmetry, this system still admits the
following Z2 charge conjugation,
ν → −ν. (3.37)
This Z2 charge conjugation is understood as a result of the hermiticity (2.3), and the
D-branes of ν = 0,±1/2 are self-charge conjugate D-branes.
3.4.2 Counting of singular points
In this section, we count the number of singular points. First of all, one should resolve
the basic periodicity of the parameters τ and τ ′ in Eq. (3.28). Since the integers (pˆ, qˆ)
are coprime, the paramters are identified as
τ ∼ τ + 2pii, τ ′ ∼ τ ′ + 2pii, (3.38)
which can be rephrased in terms of the parametrization (m,n) as follows:
(m,n) ∼ (m+ pˆ, n+ qˆ) ∼ (m+ pˆ, n− qˆ). (3.39)
Therefore, the parameterization (m,n) can be restricted to the following fundamental
domain, for instance,
0 ≤ m ≤ pˆ− 1, 0 ≤ n ≤ 2qˆ − 1. (3.40)
Secondly, one has to avoid further double counting due to some accidental coincidence
of the points (ζm,n, Qm,n) = (ζm′,n′, Qm′,n′) in the expression Eq. (3.33). This happens if
(qˆ − pˆ) and (ν, ν ′) satisfy either of the following two conditions:
• The first condition is related to cosh(−x) = cosh(x):
(qˆ − pˆ)(ν ′ − ν) = l− ∈ Z or (qˆ − pˆ)(ν ′ + ν) = l+ ∈ Z. (3.41)
In these cases, the expression (3.33) turns out to be symmetric under the following
transformations, respectively:
(m,n)→ (−(m−m−) +m−, n) or (m,n)→ (m,−(n− n+) + n+), (3.42)
Here m− and n+ are integers which satisfy
qˆm± ∓ pˆn± = l± = (qˆ − pˆ)(ν ′ ± ν) ∈ Z, (3.43)
with some proper integers of n− and m+. In the fundamental domain (3.40), there
is a unique m− and are two different n+.
• The second condition is related to cosh(−x+ pii/2) = − cosh(x+ pii/2):
(qˆ − pˆ)(ν ′ − ν) = l− ∈ 2Z+ 1
2
and (qˆ − pˆ)(ν ′ + ν) = l+ ∈ 2Z+ 1
2
. (3.44)
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In this case, the expression (3.33) turns out to be symmetric under the following
transformation:
(m,n)→ (−(m−m−) +m−,−(n− n+) + n+). (3.45)
Here m− and n+ are half integers which satisfy
qˆm± ∓ pˆn± = l± = (qˆ − pˆ)(ν ′ ± ν) ∈ 2Z+ 1
2
, (3.46)
with proper half integers of m+ and n−.
Taking into account these facts, we show the number of singular points in the following:
(i) The singular points among the same curves
The singular points among the same curves happens when the charges ν and ν ′ satisfy
neutral ZZ branes: ν ′ + ν ∈ Z, charged ZZ branes: ν ′ − ν ∈ Z. (3.47)
In these cases, the points (3.33) also include non-singular points like the branch points
which happen if the pair (τm,n, τ
′
m,n) satisfies the following condition:
τ ′m,n + τm,n ∈ 2piiZ (when ν ′ + ν ∈ Z) ⇔ n− (ν ′ + ν) ∈ qˆZ, (3.48)
τ ′m,n − τm,n ∈ 2piiZ (when ν ′ − ν ∈ Z) ⇔ m− (ν ′ − ν) ∈ pˆZ. (3.49)
Therefore, we have to exclude these cases from the counting.
If ν ′ = ν = 0 or 1/2, then this can satisfy both of the conditions (3.49) and (3.48).
In this case, we can say that there is no charged ZZ branes because this FZZT brane is
self dual. By taking into account the accidental symmetry of Eqs. (3.41) and (3.44), one
can count the number of ZZ branes which is given as
ν ′ − ν, ν ′ + ν ∈ Z : (pˆ− 1)(qˆ − 1)
2
. (3.50)
The other cases satisfy part of the condition (3.49) and (3.48). The cases of neutral ZZ
branes (ν ′ + ν ∈ Z) are given as
ν ′ + ν ∈ Z, 2(qˆ − pˆ)ν, ν ′ − ν /∈ Z : pˆ(qˆ − 1),
ν ′ + ν, 2(qˆ − pˆ)ν ∈ Z, ν ′ − ν /∈ Z : (pˆ + 1)(qˆ − 1)
2
. (3.51)
The cases of charged ZZ branes (ν ′ − ν ∈ Z) are given as
ν ′ − ν ∈ Z, 2(qˆ − pˆ)ν, ν ′ + ν /∈ Z : (pˆ− 1)qˆ,
ν ′ − ν, 2(qˆ − pˆ)ν ∈ Z, ν ′ + ν /∈ Z : (pˆ− 1)(qˆ + 1)
2
. (3.52)
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(ii) The singular points between different curves
In these cases, all the ZZ branes are charged, and it is convenient to write the charges as
follows:
(ν ′ − ν, ν ′ + ν) = ( u
rt
,
v
st
) ⇔ (ν, ν ′) = (vr − us
2rst
,
su+ rv
2rst
)
. (3.53)
Here {r, s, t} are positive non-zero integers, {u, v} are non-zero integers and (r, s), (rt, u)
and (st, v) are pairs of coprime integers. In these cases, there is no branch point and the
only thing one needs to take into account is the accidental coincidence (3.41) and (3.44)
among 2pˆqˆ points (m,n). The numbers are following:
(qˆ − pˆ) /∈ rtZ ∪ stZ : 2pˆqˆ,
(qˆ − pˆ) ∈ rtZ \ rstZ : (pˆ+ 1)qˆ,
(qˆ − pˆ) ∈ stZ \ rstZ : pˆ(qˆ + 1),
(qˆ − pˆ) ∈ rstZ : (pˆ+ 1)(qˆ + 1)
2
, (3.54)
and
(qˆ − pˆ) ∈ rs t
2
(2Z+ 1) ∧ (r − s) ∈ 2Z : pˆqˆ. (3.55)
Note that the last case should be u, v ∈ 2Z + 1 which is automatic because (tr, u) and
(ts, v) are coprime integers.
4 The FZZT- and ZZ-brane amplitudes
In this section, we calculate the FZZT- and ZZ-brane amplitudes from our macroscopic
loop amplitudes. We first review the relations between these brane amplitudes and the
multi-cut matrix models before giving detailed derivations.
4.1 The FZZT-brane amplitudes
4.1.1 The Zk charged FZZT-branes from the matrix models
Originally the FZZT brane is related to the orthonormal polynomials [6] as
αn(x) ∼
〈
det
(
x−X)〉 = exp[tr ln(x−X)] = exp[ 1
gstr
DFZZT(ζ) + · · ·
]
. (4.1)
A new feature of the multi-cut matrix models is the Zk charge with respect to the charge
conjugation (1.3). Although the Zk charges are clearly formulated in the free-fermion
system [33] (reviewed in Appendix B), description of the Zk charge within matrix models
is not trivial.
A possible answer was provided in section 3.3. That is, the asymptotic behavior
of the orthonormal polynomial (4.1) depend on the regime of ζ (see Eq. (3.25)). Here
we claim that the Zk charge e
2piiνj of FZZT brane corresponds to the asymptotic regime
ζ → ∞× e2piiνj of the orthonormal polynomials (4.1). Consequently, there is only one
28
kind of FZZT brane in this theory, and the Zk charge of the FZZT brane expresses the
position of the FZZT brane in the ζ plane. Our description is natural because originally
there is only one kind of matrix-model eigenvalue x in the multi-cut matrix models, and
also because this consideration is consistent with the original charge conjugation (1.3).
This also gives a support for our conjecture (3.22) given in section 3.3.
Interestingly, since each asymptotic regime corresponds to a weak-coupling regime
of string theory, this argument indicates that the Ramond-Ramond charge of FZZT
brane is a concept which appears as a perturbative string artifact. In this description,
the FZZT-brane charge is the label of asymptotic regimes in spacetime, and therefore
resembles a spacetime coordinate. As noted in Introduction, this description bears strong
resemblance to the Kaluza-Klein compactification of gravity theory [66]: compactification
of a dimension results in U(1) gauge fields. This idea will be elaborated in section 5.
According to this proposal, the Zk charged FZZT-brane partition function Z(j)FZZT(t; ζ)
with a charge e2piiνj is the orthonormal polynomials (4.1) or the Baker-Akhiezer function
Ψ(t; ζ) in a particular perturbative regime:37
Z(j)FZZT(t; ζ) ≡ Ψ(t; e2piiνjζ) = exp
[ 1
gstr
D
(j)
FZZT(ζ ; t) + · · ·
]
(ζ →∞× e2piiν0). (4.2)
Therefore, the FZZT-brane disk amplitude is
D
(j)
FZZT(ζ, t) = λ
pˆ+qˆ
∫ ζ
dΠ(j)(z) Ξ(j)(z), ζ = e−2piiνjλpˆΠ(j)(z). (4.3)
See Eq. (2.27) for the definitions of the functions Π(j)(z) and Ξ(j)(z).
4.1.2 The FZZT-brane disk amplitudes
With noting the relation of cosmological constant µ = λ2pˆ (= t
2pˆ
pˆ+qˆ−1 ), the FZZT-brane
disk amplitudes in the fractional superstring theory are calculated as
D
(j)
FZZT(ζ, µ) = λ
pˆ+qˆ
∫ ζ
dΠ(j)(z) Ξ(j)(z)
= pˆ (
√
µ)
qˆ
pˆ
+1
∫ τ
dτ ′ sinh(pˆτ ′ + 2piiνj) cosh(qˆτ ′ + 2piiνj)
=
pˆ
2
(
√
µ)
qˆ
pˆ
+1
[cosh((qˆ + pˆ)τ + 4piiνj)
qˆ + pˆ
− cosh
(
(qˆ − pˆ)τ)
qˆ − pˆ
]
, (4.4)
with ζ = e−2piiνj
√
µ cosh
(
pˆτ + 2piiνj
)
. The modular S-matrices on the Liouville side are
directly related to one-point function of (bulk) cosmological constant operator [50] which
can be easily calculated from the above expression as38
∂µD
(j)
FZZT(ζ, µ)
∣∣∣
ζ
=
qˆ
2(pˆ− qˆ)
(√
µ
) qˆ
pˆ
−1
cosh(qˆ − pˆ)τ,
=
1
2(b2 − 1)
(√
µ
) 1
b2
−1
cosh
[
pi
(
b− 1
b
)
σ
]
, (4.5)
37The Baker-Akhiezer functions are now vector valued funtions. Therefore, they have k different
functions as components. However it is known that they are related to the same FZZT brane with
different background (flux) [52]. Therefore, the leading disk amplitudes (or FZZT-brane action) of these
components are the same.
38Note that we take a derivative of µ with ζ fixed. Therefore, one needs to take into account Eq. (4.7).
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where we introduce the CFT parameters, the Liouville coupling b and open channel
momentum σ:
b =
√
pˆ
qˆ
, σ =
1
pi
√
pˆqˆ τ. (4.6)
The expression here is the same as bosonic and superstring Liouville calculation (See [50]).
This means that the modular S-matrices for non-degenerate representations might be the
same as bosonic or superstring cases. The difference comes from the relation to the
boundary cosmological constant:
ζ = e−2piiνj
√
µ cosh
(
pˆτ + 2piiνj
)
= e−2piiνj
√
µ cosh
(
pibσ + 2piiνj
)
. (4.7)
This information would be helpful for the boundary conformal bootstrap analysis [6, 9]
of fractional super Liouville field theory.
4.2 The ZZ-brane amplitudes
4.2.1 The charged ZZ-brane from the matrix models
The instanton disk amplitudes were first studied in [60, 68], and then realized in the
free-fermion analysis [14, 15]. The appearance of the ZZ-brane disk amplitudes in the
two-matrix models was systematically studied in [49], and then also in the free-fermion
analysis [54,65] including two-cut cases [33] which reproduce the results from the super-
Liouville calculations [50]. According to [33], the definition of the amplitudes in the
multi-component cases is simply given as (4.18). Realization of charged ZZ branes in
the multi-cut matrix models can also be understood by taking the differences of FZZT
branes. Here we make a parallel comparison with [49] to see that a straightforward
generalization, Eq. (4.18), of the amplitude calculations can be justified in the cases of
multi-cut two-matrix models.
According to the saddle point method of the matrix models [48] (one-matrix) and [49]
(two-matrix), the partition function of the two-matrix model is given as
Z =
∫
dXdY e−N trw(X,Y )
=
∫
dxdy e−Nw(x,y)
〈
det
(
x−X(N−1)
)
det
(
y − Y(N−1)
)〉
(N−1)
≡
∫
dxdy e−NSeff (x,y). (4.8)
In this mean field approximation (in N → ∞) [48], one considers that the rest N − 1
eigenvalues are in semi-classical configuration,39 and the expectation values are factorized:〈
det
(
x−X) det(y − Y )〉 = exp[N 〈 1
N
tr ln(x−X)
〉
+N
〈
1
N
tr ln(y − Y )
〉
+O(1)
]
,
(4.9)
39 In the case of the multi-cut matrix models, it is known that we need to fix the filling fraction and
sum over these configulations [67]. However, since our main purpose is to justify the ZZ-brane disk
amplitudes (4.18), we make an intuitive argument below.
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and the effective action Seff(x, y) is expressed as follows:
Seff(x, y) = Φ(x) + Φ˜(y)− xy, (4.10)
with
Φ(x) = V1(x)−
〈 1
N
tr ln
(
x−X)
〉
, Φ˜(x) = V2(y)−
〈 1
N
tr ln
(
y − Y )
〉
. (4.11)
As we have discussed in section 3.3, these effective potentials (or macroscopic loop
amplitudes) Φ(x) and Φ˜(y) take different asymptotic values (as (3.2)) according to the
position of x or y as in Eq. (3.22). Therefore, the effective potentials (outside the cuts)40
are given as
NΦ(x) = NΦ(j)(x) ≡ −λ
pˆ+qˆ
gstr
∫ ζ
Ξ(j)(z) dΠ(j)(z), ζ = λpˆΠ(j)(z),
NΦ˜(y) = NΦ˜(j
′)(y) ≡ −λ
pˆ+qˆ
gstr
∫ ζ˜
Π(j
′)(z′) dΞ(j
′)(z′), ζ˜ = −λqˆΞ(j′)(z′), (4.12)
on each asymptotic regime (j, j′ = 1, 2, · · · , k) of z → ∞. We should note Eq. (2.26),
especially the relation between dual macroscopic loop amplitudes Q˜(ζ˜) and Lax operators.
The eigenvalue x and ζ (y and ζ˜) are related as Eq. (2.8). Therefore, on each sector the
effective action is given as
Seff(x, y) = S
(j,j′)
eff (x, y) = Φ
(j)(x) + Φ˜(j
′)(y)− xy. (4.13)
This is the origin of the Zk charged ZZ branes in the multi-cut matrix models.
As in [49], the saddle point equations, ∂xS
(j,j′)
eff (x, y) = ∂yS
(j,j′)
eff (x, y) = 0, give possible
saddle points (x∗, y∗),
y∗ =
∂Φ(j)
∂x
(x∗) ⇔ (x∗, y∗) = (a
pˆ
2λpˆΠ(j)(z),−a qˆ2λqˆΞ(j)(z)),
x∗ =
∂Φ˜(j
′)
∂y
(y∗) ⇔ (x∗, y∗) = (a
pˆ
2λpˆΠ(j
′)(z′),−a qˆ2λqˆΞ(j′)(z′)), (4.14)
which are the intersection conditions of the curves (which have been studied in section
3.4):
(x∗, y∗) = (x(j,j
′)
m,n , y
(j,j′)
m,n ) ≡ (a
pˆ
2 ζ (j,j
′)
m,n ,−a
qˆ
2Q(j,j
′)
m,n ). (4.15)
Among them, usually the branch points on physical sheet are most stable saddle points41
and this is the definition of perturbative action [49]. Therefore, instanton actions are
40Note that this is the expression outside the cuts on physical sheet. One can consider the expression
on the cuts, and it should be a superposition of the macroscopic loop amplitudes on two sides of the cuts
(e.g. Q(j)(ζ)+Q(j+1)(ζ)). However, it is not so important here because instanton actions always appear
outside of the cuts.
41If there is no branch point on the physical sheet, one needs to take one of the singular points.
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evaluated at the saddle points of singular points. By using partial integration, the action
(4.13) becomes
NSeff(x
(j,j′)
m,n , y
(j,j′)
m,n ) =
−λpˆ+qˆ
gstr
∫ zbranch
cutoff
(
dΠ(j)(z) Ξ(j)(z)− dΠ(j′)(z′) Ξ(j′)(z′)
)
+
+
−λpˆ+qˆ
gstr
(∫ z(j,j′)m,n
zbranch
dΠ(j)(z) Ξ(j)(z)−
∫ z(j′,j)
−m,n
zbranch
dΠ(j
′)(z) Ξ(j
′)(z)
)
.
(4.16)
The first term is the perturbative action which is usually non-universal and the second
term is the instanton action [49]. As one can see that the contour of the instanton action
forms a closed loop L in the whole curve F (ζ, Q) = 0 (see Fig. 5),
Sinst.[L] = −λ
pˆ+qˆ
gstr
∮
L
dΠ(j)(z) Ξ(j)(z), zbranch ∈ L, (4.17)
which can be decomposed into a sum of elemental pieces, i.e. ZZ-brane disk amplitudes
(see (4.18)), and is related to the vacuum energy of each irreducible curve in the weak-
coupling limit.
zbranch
L
Figure 5: Typical curves and a typical instanton loop L in the multi-cut two-matrix models. Non-
trivial connections among the irreducible curves (drawn by doted lines) are also singular points and are
related to charged ZZ branes (also see [50]). Each Instanton loop forms a single topological loop and
should include the starting point zbranch which defines the perturbative action.
4.2.2 The ZZ-brane disk amplitudes
The ZZ-brane amplitudes are now defined as the following difference between the corre-
sponding pair of FZZT brane amplitudes in Eq. (4.4) on the singular points:
D
(j,j′)
ZZ (m,n;µ) = D
(j)
FZZT(ζ(τ
(j,j′)
m,n ), µ)−D(j
′)
FZZT(ζ(τ
′(j,j′)
m,n ), µ)
=
2pˆqˆ (
√
µ)
qˆ
pˆ
+1
pˆ2 − qˆ2 sin
[(qˆ − pˆ)(n− (νj′ + νj))
qˆ
pi
]
sin
[(qˆ − pˆ)(m− (νj′ − νj))
pˆ
pi
]
.
(4.18)
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The derivative in the bulk cosmological constant µ is just given as
∂µD
(j,j′)
ZZ (m,n;µ) =
=
(
√
µ)
1
b2
−1
b2 − 1 sin
[
(1− b2)(n− (νj′ + νj))pi] sin[( 1
b2
− 1)(m− (νj′ − νj))pi]. (4.19)
Of course, this expression coincides with the one-cut calculation [60,68] [49] and the two-
cut calculations in terms of the free fermion formulation [33] and in the super-Liouville
theory [50].
5 Conclusion and discussion
5.1 Fractional-superstring amplitudes and Liouville theory
In this paper, we have studied macroscopic loop amplitudes of (pˆ, qˆ) minimal k-fractional
superstring theory within the k-cut two-matrix models in the fractional-superstring crit-
ical points. Even though the system breaks the Zk symmetry of the k-cut two-matrix
models, the matrix models are still solvable in all of the critical points labeled by (pˆ, qˆ; k)
and the amplitudes can be expressed as a hyperbolic cosine or sine function. Although
there is a difference between ω1/2-rotated critical points and real-potential critical points,
the main structure of the solutions is the same and is simply given as
cosh solutions: ζ =
√
µ cosh(pˆτ + 2piiνj), Q
(j) = µ
qˆ
2pˆ cosh(qˆτ + 2piiνj),
sinh solutions: ζ =
√
µ sinh(pˆτ + 2piiνj), Q
(j) = µ
qˆ
2pˆ sinh(qˆτ + 2piiνj), (5.1)
with νj = (j − 1)/k (ω1/2-rotated potentials) or νj = (2j − 1)/2k (real potentials).
Since our investigation is a search for possible asymptotic solutions of the fractional-
superstring critical points in the multi-cut matrix models, non-perturbative analysis and
Liouville theory calculations are pending, and we hope to address these points in future
investigations. Possible issues related to the current work are listed in order:
• There is only one type of solutions in the odd-cut models. According to the analogy
to bosonic strings and type 0 superstrings [27], this indicates that there is a bound in
the cosmological constant, say µ > 0. This implies the following: The cosmological
constant µ would be related to the “bosonic” cosmological constant µbos as µbos =
µk, which plays a role of suppressing large-area random surfaces (A → ∞) in the
Liouville theory partition function Fh of topology h:
Fh ∼
∑
surfaces of topology h
e−µbos×A+···, (µbos = µk). (5.2)
In order to make this integral well-defined, there is a constraint on the cosmological
constant, µbos = µ
k > 0. On the other hand when k is even, it is natural to say
that the cosh and sinh solutions would be exchanged with each other depending on
the sign changing of the cosmological constant µ: µ < 0 → 0 < µ. These points
should be checked in some actual formulation of fractional super-Liouville theory
and/or non-perturbative analysis of string equations.
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• We have obtained two types of critical points: ω1/2-rotated potentials and real po-
tentials. Our results show that they are distinct when k ∈ 4Z. From the worldsheet
point of view, the specialty of the k ∈ 4Z cases is the appearance of an extra bosonic
(local) current.42 Therefore, it is interesting if there is a connection between this
fact and our results.
• As we have argued in section 3.3, the highly reducibility of the algebraic equation
indicates perturbative decoupling of several operators. This should be observed
also in the Liouville calculations, as an extension of the calculation given in [69].
A succussful varification of this point will provide a non-trivial check of the cor-
respondence between the multi-cut matrix models and fractional super-Liouville
theory [29].
5.2 The multi-cut matrix models and non-critical M theory
In this section, we give a discussion about a possible connection to the non-critical M
theory proposed by P. Horˇava and C. A. Keeler [55].
Basic proposal given by [55] is “to identify the extra dimension of noncritical M-
theory with the angular variable on the eigenvalue plane”, and in order to realize this
scenario, they introduced “the double-scaled nonrelativistic Fermi system in upside-down
harmonic potential.” In their proposal, the angular coordinate is identified so that the
Ramond-Ramond flux of D0-brane in 0A background can be understood as Kaluza-Klein
momentum of the Kaluza-Klein reduction along this angular direction. In this three (or
2+1) dimensional theory, type 0A and type 0B superstring theory are also shown to be
included in its Hilbert space [55].
On the other hand, in the multi-cut matrix models, there is the Zk charged D-branes
and the Zk charge conjugation is the rotation in the eigenvalue space, or a translation of
the Stoke labeling ν:
ν → ν + a, ν ∼ ν + Z, (5.3)
which moves one Stokes sector to another. Therefore, the fractional superstring theory
is also naturally understood as a Kaluza-Klein reduction about this non-perturbative di-
rection ν in a three-dimensional gravity theory. We here propose that this U(1) direction
can be a possible candidate of the angular direction in the non-critical M theory.
First of all, let us mention the cˆ = 1 limit of our fractional-superstring amplitudes in
order to compare the fractional-superstring amplitudes to the spectral curve of the HK
non-critical M theory.
5.2.1 The cˆ = 1 limit and the Horˇava-Keeler non-critical M theory
The cˆ = 1 limit is simply defined by the following limit of indices (pˆ, qˆ) [49]:
pˆ, qˆ →∞, b2 ≡ pˆ/qˆ → 1. (5.4)
42When k is even, among the parafermion fields {ψj(z)}kj=1, there is a special energy operator ǫk/2(z) =
ψk/2(z), whose conformal dimension is k/4. Therefore, this is a local field. This becomes a bosonic field
when k ∈ 4Z.
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This limit is interesting because it can relate the system to the cˆ = 1 non-critical fractional
superstring theory43 or multi-cut matrix quantum mechanics [29].
Our cosh and sinh solution are now expressed with the Liouville parameters b and σ
in Eq. (4.6) as
cosh solutions:
{
X(ν)(σ) =
√
µ cosh(pibσ + 2piiν),
Y (ν)(σ) = µ
1
2b2 cosh(piσ/b+ 2piiν),
sinh solutions:
{
X(ν)(σ) =
√
µ sinh(pibσ + 2piiν),
Y (ν)(σ) = µ
1
2b2 sinh(piσ/b+ 2piiν),
(5.5)
One way to obtain the spectral curve of the cˆ = 1 system is to make use of the following
combination:
x(ν)(σ) ≡ X
(ν) + Y (ν)
2
, y(ν)(σ) ≡ X
(ν) − Y (ν)
b− b−1 . (5.6)
After taking the limit b→ 1, this results in
cosh solutions:
 x
(ν)(σ) =
√
µ cosh(piσ + 2piiν),
y(ν)(σ) = piσ
√
µ sinh(piσ + 2piiν) +
lnµ
2
x(ν)(σ),
sinh solutions:
 x
(ν)(σ) =
√
µ sinh(piσ + 2piiν),
y(ν)(σ) = piσ
√
µ cosh(piσ + 2piiν) +
lnµ
2
x(ν)(σ).
(5.7)
The universal eigenvalue density function p(τ) or the canonical momentum of coordinate
x is extracted from y(ν)(σ) in the following way [49]:
p(ν)(σ) ≡ y
(ν)(σ − i)− y(ν)(σ + i)
2pii
=
{ √
µ sinh(piσ + 2piiν) : cosh solutions√
µ cosh(piσ + 2piiν) : sinh solutions
(5.8)
Therefore, the phase space is given as
cosh solutions: x2 − p2 = µ, sinh solutions: p2 − x2 = µ (5.9)
In the two-cut cases, these phase spaces reproduce the spectral curve of type 0B su-
perstring theory [26, 27] (they are related to the ν = 0, 1/2 sectors). Note that, since
we consider complex integral of eigenvalues in the matrix model (see (2.1) and (2.2)),
the coordinate x are generally complex and σ can be understood as proper time of the
motion. The trajectories on the complex x space are shown in Fig. 6.44
Interestingly, each motion has a preferred cosmological constant,45 µν ≡ µ cos(2piν).
Because of the hermiticity (2.3), at these turning points on the real axes, the potential of
the model is a purely real function and this −µν can be understood as the energy level of
43The definition of cˆ in k-fractional superstring theory is given as cˆ ≡ k + 2
3k
c. In this notation, cˆ = 1
means that spacetime dimension is two (i.e. Liouville + matter).
44These coordinate system is known as elliptic coordinate.
45We would like to thank Kazuyuki Furuuchi, Pei-Ming Ho, Hiroshi Isono and Wen-Yu Wen for useful
discussions about this section, and especially Kazuyuki Furuuchi for this comment.
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Figure 6: The complex x space trajectories in k = 28 cut cˆ = 1 fractional strings (cosh solution) with
an interpretation of real σ as proper time: x = cosh(πσ + 2πiνj) with νj = (j − 1)/k. (a) On the real
axis (ν = 0, 1/2), the trajectories are the same as bosonic strings: an eigenvalue comes from infinity,
bounces and goes back. (b) On the imaginary axis (ν = ±1/4), the trajectories are the same as type
0 superstrings: an eigenvalue comes from infinity, goes though the tip and goes to another infinity. (c)
Generally trajectories are similar to the superstring cases but the curves are slightly bent.
the Fermi sea. Therefore, this indicates that, for example, bosonic string vacua are more
stable than the superstring vacuum and difference of energy level for one eigenvalue is
finite.
A main difference between the multi-cut matrix models and the HK non-critical M
theory is the symmetry: Although the spectral curve of the multi-cut matrix models looks
the same as that of the HK non-critical M theory which preserve U(1) symmetry of the
angular direction, the motions in the multi-cut matrix models break the U(1) symmetry.
It is because minimal fractional superstring theory generally breaks the Zk (i.e. U(1))
symmetry. However note that our solutions appear in the weak coupling analysis. It is
not so strange to have non-trivial geometry even if the theory is originally defined on a
flat space coordinate.46
Our discussion here relies on the argument about the cˆ = 1 limit [49], but it should
be important to define the proper multi-cut matrix quantum mechanics first and then to
derive the above consideration from the first principle. This also would clarify a further
connection to the double-scaled fermion system.
We next also discuss the possibility that the multi-cut matrix models themselves can
be interpreted as non-critical M theory.
5.2.2 The multi-cut matrix models as non-critical M theory?
Not only the identification of the Stokes labeling ν as the angular direction of the non-
critical M theory, this theory implies an interesting way to include perturbative string
theories (i.e. bosonic or type 0 superstring theory) as its vacua.
A hint is in the cˆ = 1 type 0B superstring theory [26, 27]: In this theory, there are
two Fermi seas and excitations in one of the Fermi seas have no communication with
another excitation in the other Fermi sea in all order string coupling perturbation theory.
They communicate only through non-perturbative effects [70]. Therefore, within the
46For example, in the free-fermion formulation [13–15], originally the boundary cosmological constant
ζ is simply related to the flat coordinate λ as ζ = λ1/p. However, ζ turns out to be on the non-trivial
Riemann surfaces in the weak coupling limit.
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perturbation theory, there is no way to distingush the excitations as those of type 0B
superstring theory or as those of bosonic string theory. In this sense, one can also say that
type 0B superstring theory includes perturbative bosonic string theory as a perturbatively
isolated sector. The case of the fractional-superstring critical points is following:
• The origin of this perturbative isolation of sectors in the fractional superstring cases
comes from the fact that the macroscopic loop amplitudes obtained in the criti-
cal points are highly reducible (3.19) and factorized into ⌊k
2
⌋ irreducible algebraic
equations. As it has been mentioned in Introduction (footnote 6), this indicates
that these irreducible algebraic curves communicate with each other only through
non-perturbative effects. Therefore, the fractional superstring theory includes ⌊k
2
⌋
different perturbatively isolated sectors in its vacuum or in the weak-coupling Land-
scape of this string theory.47
• From our results about the macroscopic loop amplitudes (5.1), one can conclude
that every perturbatively isolated sector (or perturbative string theory) included in
the k-cut fractional-superstring (pˆ, qˆ) critical points is also realized as the perturba-
tively isolated sector in k′(∈ k Z)-cut fractional-superstring (pˆ, qˆ) critical points. In
particular, the fractional (pˆ, qˆ) critical points of the infinite-cut two-matrix models
includes all the perturbatively isolated sectors of (pˆ, qˆ) minimal fractional super-
string theory. Therefore, the infinite-cut two-matrix models can be understood as a
mother theory of (pˆ, qˆ) minimal fractional superstring theory, and the distribution of
the isolated sectors can be interpreted as the Landscape of (pˆ, qˆ) minimal fractional
superstring theory.48 Interestingly, in this limit, the angular direction ν discussed
in the previous section becomes continuum coordinate, and the three-dimensional
theory appears.
• Appearance of the extra-third dimension in non-critical string theory does not con-
tradict with the cˆ = 1 barrier [3]. It can be understood as follows: fractional
superstring theory has two worldsheet bosons and parafermions: (φL(z), XM(z),
ψL(z), ψM (z)). Although the (matter) central charge seems to exceed the c = 1
bound, the exceeding central charge (corresponding to that of parafermions ψL(z)
and ψM (z)) is gauged away by the fractional superconformal symmetry. Then we
again have two-dimensional spacetime. However, as we can see in the type 0 super-
string theory, superstring theory remains Z2 discrete spacetime (Stokes sectors). In
the same way, as is indicated in the multi-cut matrix models, general k-fractional
superstring theory would have remaining Zk discrete spacetime. This extra dis-
crete spacetime becomes the continuum third dimension in the k → ∞ limit. In
this sense, the appearance of the third dimension has no contradiction with the
47As an actual check of this isolation, one can see the calculation of annulus amplitudes in type 0
superstring theory [61], which shows that the two-point functions of local operators vanish in the one-cut
phase of two-cut critical points. Note that annulus amplitudes between macroscopic loop amplitudes can
have non-zero contributions which however depend on the regularization or definition of the operators.
48The Landscape picture appearing here is “each irreducible algebraic curve corresponds to perturba-
tive strings, and whole algebraic curve corresponds to Landscape.” It is known that one can define all-
order perturbative string theory from any algebraic curves (spectral curve) by using loop equations [71].
From this viewpoint, it is natural to consider a set of irreducible algebraic curves and regard it as a
string Landscape. It is interesting to see how we can extend the story given in this paper.
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barrier of cˆ = 1 in non-critical string theory (or Liouville theory).49
• In the weak coupling regime ζ → ∞, perturbative string theory description is
favored and it is hard to see the neighborhood Stokes sectors, i.e. extra dimension.
In the center of the spectral curve ζ → 0, however, the theory is strong coupling
and it is easy to see the extra dimension. In this sense, it is natural to ask the
following question: what is the strong coupling dual theory of the (pˆ, qˆ) minimal
fractional superstring theory? This strong coupling dual theory lives in the three-
dimensional specetime, and controls all the perturbative (pˆ, qˆ) minimal fractional
superstring theories in the weak-coupling landscape. Therefore, it is natural to
refer to this strong-coupling dual theory as (pˆ, qˆ) minimal non-critical M theory.
Whatever fundamental degree of freedom they have (i.e. membrane or not), this
three-dimensional theory is mathematically well defined and shares several features
with the critical M theory.
• It is known that the multi-cut matrix models do not have good large N expansion
without fixing the filling fraction [67]. Therefore, the strong-coupling dual theory
should not have good expansion in terms of string coupling constant gstr. An
interesting candidate for the strong coupling dual description is the Kontsevich
matrix models [72] of fractional superstring theory because this matrix model does
not rely on the string coupling topological expansion.
• In this multi-cut matrix-model context, the direct connection to type 0A theory is
not clearly understood: It is because the multi-cut two-matrix models are a natu-
ral generalization of type 0B superstring theory (i.e. two-cut); However the usual
critical M theory is directly related to type IIA superstrings. From the viewpoints
of the orthonormal polynomial system, the difference of them is almost to put one
eigenvalue on the origin (0A) or not (0B), and this introduction of eigenvalue cor-
responds to introduction of the D0-brane [28] (or in this context KK modes of the
third dimension [55]). Therefore, it is interesting to consider such a 0A setting, and
then to see to what extent the usual scenario from M theory to type IIA superstrings
can be realized in the multi-cut matrix models.
• Our result indicates that each perturbative-string vacuum in fractional superstring
theory is only a segment of the total non-perturbative theory. From the strong-
coupling point of view, the non-perturbative vacuum of this string theory is a
superposition of perturbative vacua. That is, amplitudes of full theory should
include information of different perturbative-string vacua. This suggests that it
is these non-perturbative vacua which becomes important in the string Landscape.
Therefore, it is interesting to consider the following questions: what is the dynamical
aspects of non-perturbative vacua? and what is the general framework to control
these vacua? The multi-cut matrix models should play important roles to answer
these questions.
Although the discussion in this section relies on analogies and guessworks, we hope that
49One can also say that this extra dimension cannot be regard as an extra dimension in the Liouville
theory because the neighborhood Stokes sectors (ν → ν + δν) can only be observed by non-perturbative
effects.
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this gives a new direction of non-critical string theory, a solvable and non-perturbative
toy model for string Landscape and possibly for M theory.
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A Examples of the matrix realizations
Here we show some examples of the matrix realizations given in (2.55). That is, several
examples of M (M = M±,k for the k-cut cases) in the realization. They also include
other kinds of realizations which cannot be written as (2.56):
The three-cut cases:
M+,3 =
1√
3
−2 1 11 1 −2
1 −2 1
 , 1√
3
 1 1 −21 −2 1
−2 1 1
 ,
−1 1 01 0 −1
0 −1 1
 . (A.1)
The four-cut cases have sinh and cosh solutions:
M+,4 =

0 −1 0 1
−1 0 1 0
0 1 0 −1
1 0 −1 0
 , M−,4 =

0 −1 0 −1
1 0 1 0
0 −1 0 −1
1 0 1 0
 . (A.2)
The five-cut case is given as
M+,5 = ∆
(
Γ0 − Γ2) =

0 −1 0 0 1
−1 0 0 1 0
0 0 1 0 −1
0 1 0 −1 0
1 0 −1 0 0
 , (A.3)
or also
M+,5 =

1
2
− 3
2
√
5
1√
5
1√
5
1√
5
−1
2
− 3
2
√
5
1√
5
1√
5
1√
5
−1
2
− 3
2
√
5
1
2
− 3
2
√
5
1√
5
1√
5
−1
2
− 3
2
√
5
1
2
− 3
2
√
5
1√
5
1√
5
−1
2
− 3
2
√
5
1
2
− 3
2
√
5
1√
5
1√
5
−1
2
− 3
2
√
5
1
2
− 3
2
√
5
1√
5
1√
5
1√
5
 . (A.4)
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Below the matrices M in the four-cut case with real potentials are shown:
M
(real)
+,4 =

0 1 0 1
1 0 1 0
0 1 0 −1
1 0 −1 0
 , M (real)−,4 =

0 1 0 1
−1 0 −1 0
0 1 0 −1
−1 0 1 0
 . (A.5)
These are the basic realizations of our solutions and the other realization should be
related to the basic realization (2.59) by some proper similarity transformation:
M →M ′ = e
∑k−1
n=0 tnΓ
n
Me−
∑k−1
n=0 tnΓ
n
, (A.6)
which commutes with Γ and can give a real matrix M ′.
B The Zk charge and the free fermions
In this section, we consider possible implications of the relation (3.22) on the free-fermion
formulation [33]. As it has been pointed out in [33], different eigenvalues of the Lax
operators (P ,Q) correspond to macroscopic loop amplitudes of FZZT-branes with dif-
ferent charges. The meaning of this statement is following: In the free-fermion formula-
tion, the charged FZZT branes are identified with the k-component free fermions c
(j)
0 (ζ)
(j = 1, 2, · · · , k). It is because the Zk charge is measured by the following fermion-number
operator:
(Zk charge) =
k∑
j=1
ωj α
(j)
0 , (B.1)
where α
(j)
0 is the zero-th boson oscillator of the fermion c
(j)
0 (ζ) =:e
ϕ
(j)
0 (ζ):. In this sense,
the macroscopic loop amplitudes Q(j)(ζ) of this charged FZZT brane should be given by
the expectation value of the bosonization operator:
Q(j)(ζ) =
〈
∂ζϕ
(j)
0 (ζ)
〉
. (B.2)
On the other hand, it was shown in [33] that each Baker-Akhiezer function (i.e. eigen-
function) Ψ(j)(t; ζ) of Eq. (3.18) is written by the free-fermion operator c
(j)
0 (ζ) of multi-
component KP hierarchy in the following way:50
Ψ(j)(t; ζ) =

Ψ
(j)
1 (t; ζ)
Ψ
(j)
2 (t; ζ)
...
Ψ
(j)
k (t; ζ)
 , Ψ(j)l (t; ζ) =
〈
t/gstr
∣∣e−φ(l)c(j)0 (ω−(j−1)ζ)∣∣Φ〉
〈t/gstr|Φ〉 . (B.3)
Since difference of index l in Ψ
(j)
l (t; ζ) is difference of background flux and negligible in
the week coupling limit [33, 52], the behavior is uniformly given as
Ψ(j)(t;ωj−1ζ) ∼ exp
[ 1
gstr
∫ ζ
dζ ′Q(j)(ζ ′)
]
χ(j)(t; ζ), (B.4)
50See Eq.(3.11) of [33], and its derivations.
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in the week coupling limit gstr → 0. Therefore, the macroscopic loop amplitudes, Q(j)(ζ),
of FZZT brane of a charge j are identified with the eigenvalues of the Lax operators as
Q(j)(ζ) ≡
〈
∂ζϕ
(j)
0 (ζ)
〉
= ωj−1Q(j)(ωj−1ζ). (B.5)
However, since we now know that the Baker-Akhiezer functions are connected to each
other, one should say that each fermion operators should be restricted in each Stokes
sector:
c
(j)
0 (ζ) in 2piνj −
pi
k
< arg(ζ) < 2piνj +
pi
k
, (B.6)
otherwise the fermion operator should be renamed:
c
(j)
0 (ζ) ≡ c(j
′)
0 (ζ) in 2piνj −
pi
k
< arg(ζ) < 2piνj +
pi
k
, (B.7)
in the non-perturbative sense.
This means that there is only one (non-perturbative) fundamental FZZT brane (free
fermion), c0(ζ ; ν), in this three-dimensional spacetime and that the the charge ν of FZZT
branes is just a coordinate which measures which Stokes sector the FZZT brane exists:
c0(ζ ; ν) = c
(ν)
0 (e
−2piiνζ). This is quite natural because originally there is only one kind of
eigenvalues in the matrix models and the position of eigenvalues (which Fermi sea the
eigenvalue exists) is interpreted as the charge of D-brane [26, 27].
Finally, we note an interesting expression of the Baker-Akhiezer function Ψ(j)(t; ζ).
According to Eq. (B.3), Ψ
(j)
j (t; ζ) component gives simple one-point function of the FZZT
brane with charge j: Ψ
(j)
j (t; ζ) =
〈
c
(j)
0 (ω
−(j−1)ζ)
〉
. This means that one has the following
expression:
Ψl(t; ζ) =
〈
c
(l)
0 (ω
−(l−1)ζ)
〉
. (B.8)
in the sense of Eq. (B.7). Therefore, amplitudes of FZZT brane with a charge j are
obtained by properly analytic continuing the j-th component of the orthonormal poly-
nomials Ψ(t; ζ). This is the observation given in [52].
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