In a seminal series of papers from the 80's, Lubotzky, Phillips and Sarnak applied the Ramanujan Conjecture for GL 2 (Deligne's theorem), to a special arithmetic lattice, which acts simply-transitively on the Bruhat-Tits tree associated with SL 2 (Q p ). As a result, they obtained explicit Ramanujan Cayley graphs from P SL 2 (F p ), as well as optimal topological generators ("Golden Gates") for the compact Lie group P U (2).
Introduction
In the series of papers [LPS86a, LPS86b, LPS87, LPS88], Lubotzky, Phillips and Sarnak presented two remarkable explicit constructions: (i) infinite families of Ramanujan (p + 1)-regular graphs, for any prime p ≡ 1 (mod 4), and (ii) topological generators of P U (2) with optimal covering properties. In recent years both results were extended in different directions. In [Li04, LSV05a] the notion of Ramanujan graphs was generalized to Ramanujan complexes in higher dimensions (see §2.1 below), and explicit constructions were given in [LSV05b, Sar07] . In [Sar15, PS18] , motivated by application to quantum computation, the notion of optimal topological generators of P U (2) was strengthen to the notion of golden gate and super golden gate sets (see §2.2 below), and explicit constructions were presented for P U (2). For more on Ramanujan complexes and expansion in simple Lie groups we refer the reader to the recent surveys [Lub14, Lub17, BL18] .
The work of Lubotzky, Phillips and Sarnak (henceforth, LPS) relies on two classical results from number theory, both pertaining to the algebraic group of invertible Hamilton quaternions H over Q. The first is the Ramanujan conjecture (Deligne's Theorem for P GL 2 /Q combined with the Jacquet-Langlands correspondence between GL 2 and H × ), and the second is Jacobi's four squares theorem, which leads to a construction of a parithmetic group which acts simply-transitively on a Bruhat-Tits tree. Surprisingly, these famous constructions of LPS were never fully generalized to any other algebraic group over Q. We note that while the work of [LSV05a, LSV05b] does generalize to higher dimensions the explicit construction of Ramanujan graphs, it does not yield golden gate sets, as it is achieved over the field of positive characteristic F q (t).
In this paper we establish a Ramanujan type result for P GU 3 /Q, and construct parithmetic lattices which act simply-transitively on the one and two-dimensional buildings associated with SU 3 (Q p ). This allows us to present golden gate sets for P U (3), as well as new explicit constructions of 2-dimensional Ramanujan complexes. In a forthcoming paper [BEF + 18] we show how these results lead to an explicit construction of (p 3 + 1, p + 1)-biregular Ramanujan graphs, for any prime p ≡ 3 (mod 4). Our main result in this paper is the following. Theorem 1.1. Let p and q be distinct odd primes. Denote p ′ := p p ≡ 1 (mod 4) p 2 p ≡ 3 (mod 4) , G q := P GL 3 (F q ) q ≡ 1 (mod 4) P GU 3 (F q ) q ≡ 3 (mod 4) , ( ⊆ G q , and G p,q := S p,q , where ( * ) implies mapping i to √ −1 ∈ F q when q ≡ 1 (mod 4). Then:
(1) The subset S p ⊆ P U (3) is a Golden Gate Set.
(2) If p ≡ 1 (mod 4), then the clique complex of the Cayley graph Cay(G p,q , S p,q ) is a two-dimensional Ramanujan complex. Furthermore, G p,q is explicitly determined in Table 6 .1, and the size of S p in Prop. 3.3.
The first ingredient in the proof of Theorem 1.1 is the following theorem, whose proof takes up Section 3: Theorem 1.2. For any odd prime p, the group Λ p generated by the image of S p in P GU 3 (Z [1/p]) acts simply-transitively on the special vertices of the Bruhat-Tits building associated with P GU 3 (Q p ). Theorem 1.2 allows us to identify certain quotients of the building with explicit Cayley graphs and complexes, and certain gates in P U (3) as acting on such buildings. The spectral analysis of these graphs, complexes and gates translates in turn into automorphic representation theory (see Section 4). To establish that they form Ramanujan complexes and golden gates, one needs to show that the automorphic representations which appear in their analysis are either finite-dimensional or tempered. Such a result was known and used for lattices in P U (3) coming from division algebras [Rog90, Bal00, HT01, Clo02, BFG + 15], but is actually false for general arithmetic lattices in P U (3) [Rog90] (this is the failure of the Naive Ramanujan Conjecture, cf. [Sar05] ). Since our lattices do not come from a division algebra, we need to establish a new Ramanujan-type theorem in these settings. We first prove a more general theorem, which still does not apply to our lattice Λ p , and then one which suits our purposes. Theorem 1.3. Let G = P GU 3 (E/Q) be a unitary algebraic group, compact at ∞, and let π be an irreducible automorphic representation of G which is spherical at some prime which ramifies in E. Then either π is finite-dimensional, or every unramified local factor of π is tempered. ( †) Theorem 1.4. Let G be the algebraic group P GU 3 (Q[i]/Q). The compact open subgroup ( †) K ≤ G( Z) defined by
(1) For any odd prime p, G (Q) ∩ K · G (RQ p ) = Λ p (as defined in Theorem 1.2).
(2) Let π be an irreducible automorphic representation of G which has a K (N )-fixed vector for some odd number N , where
Then either π is finite-dimensional, or every unramified local factor of π is tempered.
Theorem 1.4 allows us to deduce that the complexes which arise from S p above are indeed Ramanujan, and that the spectrum of S p acting on P U (3), which is explicitly computed in Section §4.1, is contained in the corresponding Ramanujan spectrum (see Cor. 4.3 and Prop. 4.5).
In applications to quantum computations, it is essential to use gates of finite order. This leads to the notion of Super Golden Gates, and such gates for P U (2) were constructed in [PS18] , using lattices which act simply-transitively on the edges of Bruhat-Tits trees. In §6.1 we construct a Super Golden Gate set for P U (3), conditional on the validity of Theorem 1.3 in the ramified local factors (see Remark 5.4).
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Preliminaries
In this section we present the definitions of Ramanujan graphs (not necessarily regular ones), Ramanujan complexes and golden gate sets in P U (d).
Ramanujan graphs and complexes
For a finite graph X = (V, E), denote by A X : L 2 (V ) → L 2 (V ) its adjacency operator, and by Spec(X) its spectrum. If pf (X) is the Perron-Frobenius eigenvalue of X, we call ±pf (X) the trivial eigenvalues of X, and denote by Spec 0 (X) the non-trivial spectrum. The Alon-Boppana Theorem asserts, roughly, that when trying to minimize the spectrum of a graph, one cannot do better then its universal covering tree:
Theorem 2.1 (Alon-Boppana, cf. [Gre95, GŻ99] ). If {X n } is a family of quotient graphs of a common tree X, and {girth (X n )} is unbounded, then Spec( X) ⊆ n Spec 0 (X n ).
This motivates the following definition:
Definition 2.2. If X is a graph and X is its universal covering tree, then X is said to be a Ramanujan graph if Spec 0 (X) ⊆ Spec(X).
We restrict ourselves from now on to the case of bigraphs, namely biregular bipartite
This implies that X is a Ramanujan graph if and only if every eigenvalue λ of A X satisfies 
We do not know whether the graphs whose existence is established in [MSS15] are Ramanujan in the stronger sense. The stronger definition is "justified" by the Alon-Boppana theorem, the behavior of random bigraphs [BDH18] , and the arithmetic constructions in [BFG + 15] and this paper.
We move on to the notion of a Ramanujan complex. Let F be a nonarchimedean local field and G = G (F ) an almost-simple algebraic group over F . In this paper we are mostly interested in the groups P GL 3 (Q p ) and
which are isomorphic when p ≡ 1 (mod 4) (see §3.1). The Bruhat-Tits building B = B (G) associated with G is a pure contractible simplicial G-complex, whose dimension is the Frank of G [Tit79] . An adjacency operator T on (all, or some) cells of B is called geometric if it commutes with the action of G. If Γ is a lattice in G, and X = Γ\B is the corresponding quotient complex, any geometric operator T induces an adjacency operator on X, which we denote by T | X . Denote by G ′ = G ′ (F ) the simple group associated with G (in the examples above, P SL 3 (Q p ) and P SU 3 (Q p ), respectively). An eigenvalue λ of a geometric operator T | X is called trivial if the lift of its eigenfunction to B is G ′ -invariant.
Definition 2.4. The complex X = Γ\B is a Ramanujan complex if for any geometric operator T on B the nontrivial spectrum of T | X is contained in the spectrum of T | L 2 (B) .
Remark 2.5. The original definition of Ramanujan complexes given in [Li04, LSV05a] refers only to G = P GL d , and observes only geometric operators on vertices, so it is potentially weaker. We refer to [Kan16, Fir16, LLP17] for a discussion of this point.
In the case of G = P GU 3 (Q p ), the building B = B (G) is
When B is a graph, Definitions 2.2 and 2.4 coincide, and we will use the term Ramanujan complex for this case as well. In these cases, (2.1) gives a quantitative definition for being Ramanujan; in the two dimensional case, the complex is a quotient of the building B (P GL 3 (Q p )), which is studied in [Li04, LSV05a, KLW10, GP18] . Its vertices correspond to the cosets of K := P GL 3 (Z p ) in P GL 3 (Q p ), and are "colored" by col (gK) := ord p det g ∈ Z/3Z. The directed edges of B are colored by {1, 2}, according to col (v → w) := col w − col v (mod 3). Every vertex has p 2 + p + 1 outgoing edges of each color, and every edge is contained in p + 1 triangles. One defines two colored adjacency operators, A 1 and A 2 , on L 2 (B 0 ):
Definition 2.6 ([Li04, LSV05a]). A finite quotient X of B(P GL 3 (Q p )) a Ramanujan complex if every eigenvalue λ of A 1 | X satisfies either
Remark 2.7. The definition of Ramanujan complexes of P GL d in [Li04, LSV05a] involves the simultaneous spectrum of similarly defined operators A 1 , . . . , A d−1 . It is shown in [KLW10] that for P GL 3 Definitions 2.4 and 2.6 coincide; it is not known whether the analogue statement is true for all P GL d .
The geometric operators which concern us in this paper are the following:
Definition 2.8. For two vertices v, w in B = B (P GU 3 (Q p )), denote by dist (v, w) the distance between v and w in the underlying graph of B. For p ≡ 1 (mod 4), and i = 1, 2, denote by dist i (v, w) the length of the shortest i-path (path of constant color i) from v to w. For f ∈ L 2 (B), we define the following spherical sum operators:
The degree and Ramanujan spectrum of these operators are computed in Prop. 4.5.
Golden Gates
In [Sar15, PS18] the notions of golden gate and super golden gate sets were defined for P U (2) = P U 2 (R). In this section we generalize these to the case of
Recall that the compact Lie group G (R) = P U (d) possesses both a Haar measure µ = µ G(R) (normalized by µ (G (R)) = 1), and a bi-invariant metric d G(R) . For ε > 0 and x ∈ G (R), denote by B(x, ε) the ball around x of volume ε. For X ⊆ G (R), denote B(X, ε) = ∪ x∈X B (X, ε), so that by volume considerations, if B (X, ε) = G (R), then ε ≥ 1/ |X|. Finally, for S ⊆ G (R) and ℓ ∈ N, let S (ℓ) denote the elements of G (R) which are words of length precisely ℓ in S, namely,
and denote by S sg = ∐ 0≤ℓ S (ℓ) the semigroup generated by S.
Definition 2.9. A finite subset S ⊂ G (R) is said to be a Golden Gate Set if it satisfies the following conditions:
(1) Almost-optimal almost-covering: the covering rate of S (ℓ) in G (R) is the same as that of optimally selected |S (ℓ) | points, up to a polylogarithmic factor. Namely, there is a polynomial p(x), such that
(2) Navigation: The word problem in S sg has an efficient solution. Namely, an element in S sg , given as a matrix, can be written explicitly as a word in S, of the shortest length possible. In terms of quantum computation, this translates to efficient compiling of a circuit as a product of fundamental gates.
(3) Approximation: There exists N such that any element of G (R) can be decomposed as a product of at most N approximable ones. We say g ∈ G (R) is approximable (with respect to S) if given ℓ and ε, there is an efficient algorithm which finds an element in B (g, ε) ∩ S (ℓ) if one exists.
(4) Growth: The size of S (ℓ) (which is the number of distinct circuits of length ℓ) is exponential in ℓ.
Finally, we say that a golden gate set S ⊂ P U (d) is a Super Golden Gate set if every element in S is of finite order.
Remark 2.10.
(1) Almost-covering refers to the possibility that B(S (ℓ) , ε ℓ ) G (R), or in other words, almost all of G (R) is covered by the balls around S (ℓ) but maybe not all of it. However, [PS18, Cor. 3.2] shows that golden gates satisfy
1/2 ℓ ). Note that ε ℓ is the optimal almost-covering rate, up to the polylogarithmic factor, while ε 1/2 ℓ is not the optimal covering rate.
(2) For the Golden Gates of [LPS86b, PS18] , elements of the form
) by an algorithm of Ross and Selinger [RS15, PS18] . Furthermore, any element in P U (2) is a product of three such elements. In contrast, deciding whether B (g, ε) ∩ S (ℓ) is nonempty for a general g ∈ P U (2) is closely related to an NP-complete problem [PS18] . The same algorithm shows that elements of P U (3) of the form
where σ = 1 1 1 and i = 0, 1, 2, are approximable. Every element in P U (3) can be written as a product of nine such elements, using for example the decomposition in [Byr98] . It is an important questions which other elements in P U (3) are approximable, as this would lead to lower complexity of quantum circuits.
3 Simply-transitive lattices in P U (3)
In this section we introduce our arithmetic lattices, and show that they act simplytransitively on the special vertices of the corresponding Bruhat-Tits building, thus proving Theorem 1.2.
Arithmetic unitary groups
Let E = Q[
Simply-transitive action
In this section we restrict to odd p and show that the group Λ p generated by the image of S p in P GU 3 (Z [1/p]) (see (1.2)) acts simply-transitively on B sp , the special vertices of B. These vertices correspond to the cosets of K p := P GU 3 (Z p ) in G p = P GU 3 (Q p ), and we denote the trivial coset by v 0 .
Let us start with a few definitions. We fix a prime factor π ∈ Z [i] of p, taking π = p when p ≡ 3 (mod 4), and for p ≡ 1 (4) assuming w.l.o.g. that π ∈ Z p is a uniformizer (here
whenever ord α A ij makes sense, and we define the level, π-height, and p-height functions:
Observe that ℓ, h π , h p are well defined on P GU 3 (Z [1/p]) and P GL 3 (Q p ) as well.
Proof. Assume first p ≡ 1 (4). The assumption that π is a uniformizer implies that the isomorphism
and it is left to show that
Observe that if k, k ′ ∈ K p then the nonarchimedean triangle inequality gives ord p (kxk ′ ) ≥ ord p x, and applying the same argument with k −1 , k ′−1 gives an equality.
There is a clear 1-path of length r + s from v 0 to av 0 , and by determinant considerations there is no shorter one, so that dist
The Cartan involution g → g # := g −1 t of GL 3 (Q p ) induces an isometry of B which inverts edge color, and fixes v 0 , so that
, and giving in total ℓ (g) = dist (v 0 , gv 0 ). For p ≡ 3 (mod 4), the tree B associated with P GU 3 (Q p ) is the fixed-section of the 2-dimensional building
. Special vertices of B correspond to vertices in this section, and non-special vertices to midpoints of edges. Special vertices of B-distance two correspond to non-neighboring vertices in a parallelogram, so that in B they are of distance two, and of 1-distance three. More generally, dist
the geodes between two fixed points. Now, we observe that gg * = p ℓ(g)+2 ordp g I implies 2 ord p det g = 3ℓ (g) + 6 ord p g, and in total we have
where
= is by similar reasoning to the case p ≡ 1 (mod 4).
Observe that GU 3 (Z) is a finite group of order 384, comprised of all monomial matrices with entries in Z [i]
× , and for an odd prime p, denote
, and in particular Ω p is a group.
Proof. We first show that there is a bijection (of sets)
, then ℓ is even by 2 ord p det g = 3ℓ. Thus, for any odd p, every row and every column of g is composed of three Gaussian integers α, β, γ such that |α| 2 + |β| 2 + |γ| 2 ≡ 1 (mod 4). This implies that there exists a unique σ ∈ S 3 such that |g j,σ(j) | 2 ≡ 1 (4) (j = 1, 2, 3) and |g j,j ′ | 2 ≡ 0 (2) for j ′ = σ (j). Observe that |α| 2 ≡ 1 (4) implies that α is congruent modulo 2 + 2i to exactly one of 1, i, −1, −i, hence there exists a unique u ∈ Z [i]
× such that uα ≡ 1 (mod 2 + 2i). Since GU 3 (Z) are precisely the monomial matrices with nonzero entries in
) for large enough t, hence p 2t gk ∈ Ω p for a unique k ∈ GU 3 (Z). Since p ±2 ≡ 1 (mod 2 + 2i), it is also the unique k for which gk ∈ Ω p , proving (3.2).
Next we show that Ω p is a group: for g ∈ Ω p with gg * = p ℓ I one has (g −1 ) j,j = (p −ℓ g * ) j,j ≡ g j,j (mod 2 + 2i) since p ℓ ≡ 1 (4), so that g −1 ∈ Ω p . Now let α, β be two off-diagonal elements in the same row or column of g. Denoting ̟ = 1 + i, we already know that |α| 2 ≡ |β| 2 ≡ 0 (2) which implies α ≡ β ≡ 0 (̟). In addition, α ≡ β (2), for otherwise α ≡ β + ̟ (2) leads to 1 + |α| 2 + |β| 2 ≡ 3 (4). Thus, we have that either
In particular, the first row of g is congruent to 1, x̟, y̟ 2 + x̟ mod ̟ 3 = 2 + 2i for some x, y ∈ Z [i], and similarly g ′ ∈ Ω p has first column ≡ 1,
Similar reasoning for (gg ′ ) 2,2 and (gg ′ ) 3,3 gives gg ′ ∈ Ω p .
As Ω p is a group, it normalizes itself, so that by (3.2) it is enough to show that GU 3 (Z) normalizes Ω p to obtain Ω p GU 3 (Z [1/p]), and thus GU 3 (Z [1/p]) = Ω p ⋊ GU 3 (Z). But conjugation of g ∈ Ω p by a permutation matrix permutes its diagonal elements, and for a diagonal matrix k, g and kgk −1 have the same diagonal, hence we are finished.
Recall the definition of S p in (1.2), and for p ≡ 1 (mod 4) define
(1) Ω p acts simply-transitively on B sp .
(2) S p v 0 are all the special vertices closest to v 0 , and S ′ p v 0 are those of color one; thus, 
We also see that ℓ (s) = ord p p ′ , and on the other hand if if g ∈ Ω p and ℓ (g) = ord p p ′ , then for some λ ∈ Z [i, 1/p] × we have λg ∈ Ω p , and
Since ord p p ′ is precisely the distance between v 0 and its closest special vertices, the claim regarding S p follows by (1) and Prop. 3.1. The statement for S ′ p is proved similarly, using the π-height in Prop. 3.1. (3) Let p ≡ 1 (4). Since G p acts by isometries, it follows from (2) that gS p v 0 are the neighbors of gv 0 . By induction, w ∈ gS t p v 0 iff there is a path of length t from v to w, and thus w ∈ gS (ℓ) p v 0 if the shortest such path is of length ℓ. The analogue statements for S ′ p and p ≡ 3 (4) are proved similarly. (4) It follows from (2) and the connectivity of B that S p sg acts transitively on B sp . We have S p sg ⊆ Ω p since Ω p is a group, but as Ω p acts simply-transitively on B sp , we cannot have S p sg Ω p , and we must conclude that Λ p = S p (sg) = Ω p . Finally, by (2), S ′ p S ′ p v 0 contains all the color-two neighbors of the color-one neighbors of v 0 ; as these include the color-two neighbors of v 0 , and S p acts simply-transitively, this implies that
Theorem 1.2 follows from (1) and (4) above, and the only missing piece is:
Proposition 3.4. GU 3 (Z[1/p]) acts transitivity on the special vertices of the Bruhat-Tits building B associated with P GU 3 (Q p ).
Proof. It is enough to show that U 3 (Z [1/p]) acts transitively on B sp . First, we claim that
, and by the exact sequence 1
Here S (sg) means generation both as a group and as a semigroup.
it is left to show that det(
, we see that it is enough to show that
is a local field whose valuation ν is invariant under conjugation, so that 2ν
to begin with; For ℓ ≡ 1 (mod 4), writing ℓ = ππ in Z [i], and embedding Z [i] ֒→ Q ℓ we have w.l.o.g. ν ℓ (π) = 1, ν ℓ (π) = 0, so that q = π/π satisfies q ∈ U 1 (Q) and ν ℓ (q) = 1. Thus, q m α ℓ ∈ U 1 (Z ℓ ) for some m and furthermore, q ∈ U 1 (Z ℓ ′ ) for ℓ ′ = ℓ. We conclude that U 1 (Q) U 1 (R Z) = U 1 (A), and (3.4) follows. From (3.4) we have P U 3 (Q)P U 3 (R ℓ =p Z ℓ ) = P U 3 (A p ), and together with
It is left to show that U 3 (Q)U 3 (R Z) = U 3 (A), namely U 3 (Q) has class number one. Let h be the class number of U 3 , and write
(3.5)
For each prime ℓ ≤ ∞, the volume µ ℓ = µ(U 3 (Q ℓ )) is the ℓ-adic density of the solutions to the equation A * A = I in Z ℓ (where Z ∞ = R). For finite ℓ it is given by
For ℓ = 2 this limit stabilizes at r = 1, and we are reduced to computing orders of finite Chevalley groups:
For ℓ = 2, the limit (3.6) stabilizes at r = 2, and gives µ 2 = 3 2 . Together,
and Ω a neighborhood of mI in M Her 3 (C), the space of hermitian 3 × 3 matrices. The real density of A * A = mI is given by
where vol is the additive Lebesgue measure. We take Ω ε = {A | |A ij − mδ ij | ≤ ε}, so that vol(Ω ε ) = (2ε) 3 (πε 2 ) 3 , and parameterize M 3 (C) by A = QR with Q ∈ U 3 (R) and R triangular with non-negative diagonal. To parameterize U (n), we observe that
and there is a section to this fibration (up to measure zero), giving
, with ζ ∈ 0, π 2 and v ∈ C n with v = 1, so that CP n = {[sin (ζ) v : cos (ζ)]}. Taking
13
−2n 12 n 13 n 23 R(−λ 13 +λ 12 +λ 23 )
and A * A ∈ Ω ε iff |a 2 1 − m|, |a 1 n 12 |, |a 1 a 2 n 13 |, |a 2 2 + n 2 12 − m|, . . . ≤ ε. The Jacobian of our parametrization, with respect to the Lebesgue measure on M 3 (C) ∼ = R 18 , has determinant
and direct computation gives
Thus, µ ∞ = 4π 9 ε 9 (2ε) 3 (πε 2 ) 3 = π 6
2 , and in total ℓ≤∞ µ ℓ = 1536 π 6 · π 6 2 = 768. Returning to (3.5), we now have
and by |U 3 (Q) g 1 ∩ U 3 (R Z)| = |U 3 (Z)| = 384 we conclude that h = 1.
Navigation in Λ p
Another consequence of the analysis carried out so far is a solution to the word problem in Λ p , either as a group or a semigroup with generating set S ′ p or S p (note that it follows from Prop. 3.3 that
for some h ≥ 0 by Prop. 3.3(4), and in fact h = dist 1 (v 0 , gv 0 ) = h π (g) = ord π det g − 3 ord π g by Prop. 3.3(3) and Prop. 3.1. Choose a 1-path v 0 → v 1 → . . . → v h = gv 0 , and take s 1 to be the S ′ p -element such that s 1 v 0 = v 1 (this uses Prop. 3.3(2)). Now (s * 1 v i ) h i=1 is a 1-path of length h − 1 from v 0 to s * 1 gv 0 , and it follows that h π (s * 1 g) = h − 1. Continuing in this manner, there are s 1 , . . . , s h ∈ S ′ p such that h π (s * h . . . s * 1 g) = 0, implying s * h . . . s * 1 gv 0 = v 0 and thus g = s 1 . . . s h , as desired. The naive way to find s 1 as above is to compute h π (s * g) for each s ∈ S ′ p ; However, this requires O(p 2 ) or O(p 4 ) iterations, and can be avoided, as follows: Computing h digits of √ −1 ∈ Q p , we can write the isomorphism g → g : P GU 3 (Q p ) ∼ = −→P GL 3 (Q p ) explicitly, up to the precision required for computations in the h-ball around v 0 . Then, starting with the Iwasawa decomposition of GL 3 (Q p ) and performing column operations, any g ∈ P GL 3 (Q p ) can be written uniquely as
with 0 ≤ x, y < p m 1 , 0 ≤ z < p m 2 , and gcd (b ij ) = 1. Let j denote the maximal i for which m i = 0 in b g above. Computing once b s for each s ∈ S ′ p , we can take s 1 to be the unique s ∈ S ′ p such that the j-th rows of b g and b s agree modulo p. Navigation with S p is accomplished similarly, using the level of g in place of the π-height. We leave the details to the reader, remarking only that for p ≡ 3 (mod 4), one should use the Iwasawa decomposition of GL 3 (Q p [i]), instead of GL 3 (Q p ).
Representation theory
Here we translate the spectral analysis of arithmetic quotients of buildings and gates in P U (3), to the settings of representation theory. Throughout this section, we fix an imaginary quadratic field E/Q, and a prime p. We denote
. Let Λ ≤ Γ be a finite index subgroup, so that in particular Λ is a lattice both in G p and in G ∞ × G p . Let B be the Bruhat-Tits building of G p , and B sp its special vertices, identified as a G p -set with G p /K p . Since K p is compact, this identification gives
and similarly
Kp , where Λ acts diagonally on G ∞ × G p and K p acts on G p from the right. In particular, as Λ p acts simply-transitively on B sp (Theorem 1.2), we obtain
Such an S defines a geometric operator T S on B sp = G p v 0 , and a Hecke operator T ∞ S on L 2 (P U (3)):
Under the identification in (4.1), T S corresponds to the element α S := s∈S s ∈ CG p , acting (by right translation) on L 2 (Λ\G p ). Since S is K p -stable, for any G p -representation V the space V Kp is α S -stable ( †) . We thus obtain
is a decomposition of L 2 (Γ\G p ) into irreducible G p -representations. The trivial eigenvalues of T S are precisely the ones which arise from finite-dimensional
and µ pl is the Plancherel measure of G p . Recall that V is called spherical if V Kp = 0, and tempered if it is weakly contained in L 2 (G p ), namely, V ∈ supp µ pl . We obtain:
Corollary 4.1. If every spherical subrepresentation of L 2 (Λ\G p ) is either finitedimensional or tempered, then X (Λ) is a Ramanujan complex.
( †) In the language of Hecke algebras, αS corresponds to the element 1K p SKp ∈ Cc (Kp\Gp/Kp).
Proof. It follows from the discussion so far that for such Λ, and any geometric operator T on B sp , the nontrivial spectrum of T | X(Λ) is contained in the spectrum of T | L 2 (B sp ) . While Definition 2.4 requires this to hold also for geometric operators on other vertices and cells, in the cases which interest us this is enough, by Definitions 2.2 and 2.6.
Remark 4.2. In fact, the converse to Cor. 4.1 holds as well, but we do not need it here. We refer the interested reader to [Li04, LSV05a, KLW10, Fir16].
We turn to the archimedean place. Assuming now that S ⊆ Λ p , the operator
is either trivial or tempered, then the nontrivial spectrum of T ∞ S on L 2 (P U (3)) is contained in the spectrum of T S on L 2 (B sp ).
Explicit spectral computations
Here we study the operators which arise from S Proof. Since G p preserves B sp , and K p preserves vertex colors in B, Prop. 3.3(2) implies that S p and S ′ p are K p -stable, and K p -stability of any S implies that of S ℓ and S (ℓ) . The second claim follows from Prop. 3.3(3).
For any K p -stable S, denote λ ram (S) := max |λ| λ ∈ Spec T S | L 2 (B sp ) , and λ triv (S) = |S|. By definition, λ ram bounds the nontrivial eigenvalues of T S on Ramanujan complexes, and if the assumption in Cor. 4.3 holds, also of T ∞ S on L 2 (P U (3)).
Proposition 4.5. For p ≡ 1 (mod 4):
For p ≡ 3 (mod 4):
Proof. The representation of G p which gives rise to λ ram is Harish-Chandra's Ξ representation, which is the unitary induction of the trivial representation of the Borel group. For p ≡ 3 (mod 4), the result can be obtained by evaluating the modular function of the Borel group on each level in the tree. For p ≡ 1 (mod 4), λ ram (S) = Spec(α S | Ξ ) can be computed as in [Mac79, §V.3] , by summing up Hall-Littlewood polynomials:
As for λ triv , when p ≡ 3 (mod 4) it is easy to compute, being the size of the 2ℓ-sphere in a p 3 + 1, p + 1 -biregular tree, centered at a vertex of degree p 3 + 1. For p ≡ 1 (mod 4) one can use the same Hall-Littlewood polynomials, evaluated at (p, 1, 1 /p; 1 /p), or argue directly: the Iwahori projection takes the ℓ-sphere 0≤r≤ℓ K p diag 1, p r , p ℓ v 0 in B (P GL 3 (Q p )) to the ℓ-sphere minmax(a,b,c)={0,ℓ} diag p a , p b , p c v 0 in the fundamental apartment. The fiber size of each vertex in this projection is then given by explicit computation of Weyl lengths (cf. [Gar97, §6.2]). Similarly, the ℓ-sphere with respect to dist 1 projects onto
From these computations we obtain the following conclusion:
Corollary 4.6. In terms of Definition 2.9,
(1) The gate sets S p , S ′ p satisfy the exponential growth condition.
is either trivial or tempered, then S p and S ′ p satisfy the almost-optimal almost-covering property.
Proof. (1) is obvious since |S
for some c > 0 (where
, then S is almost-optimally almostcovering. Since all Hecke operators commute with each other (see e.g. [LSV05a] ), and T * S = T S −1 for any K p -stable S, they are in fact normal operators. In particular, 
Automorphic representations
The description of geometric and Hecke operators in terms of representation theory of G p is already useful, and has allowed us to compute explicit eigenvalues in §4.1. However, to use the methods currently available for proving a Ramanujan result we must recast the analysis in the language of automorphic representations. Recall that an (irreducible) automorphic representation of G over Q is an irreducible representation Π of G (A) which is weakly contained in L 2 (G (Q) \G (A)). Such Π decomposes as a restricted tensor product Fla79] ). We say that Π is spherical (resp. tempered) at p if Π p is spherical (resp. tempered). If Π K = 0 for a compact open K ≤ G( Z), then Π is said to be of level K.
(1) If G(Q) ∩ K p ⊆ Λ, and every automorphic representation of G over Q, with trivial ∞-factor and of level K, is either finite-dimensional or tempered at p, then X (Λ) is a Ramanujan complex.
(2) If G(Q) ∩ K p ⊆ Λ p , and every automorphic representation of G over Q of level K is either trivial or tempered at p, then for any K p -stable S ⊆ Λ p , the nontrivial spectrum of T ∞ S on L 2 (P U (3)) is contained in the spectrum of T S on L 2 (B sp ); in particular, S p and S ′ p satisfy the almost-optimal almost-covering property.
Proof. (1) Note that Λ K := G(Q) ∩ K p is of finite index in Λ, since both are lattices in G p . As a finite quotient of a Ramanujan complex is Ramanujan, it is enough to prove that X(Λ K ) is Ramanujan. Denote G 0 := G(Q)G p K p , and note that P SU 3 (A) ⊆ G 0 G ∞ ⊆ G (A) by strong approximation for SU 3 . The inclusion G p ֒→ G (A) induces an inclusion
where Π runs over all irreducible automorphic representations of G over Q, yields
Kp , which determines the representation π. By the inclusion above, we may view this vector as a KG ∞ -fixed vector f ∈ L 2 (G(Q)\G(A)) KG∞ , which determines an irreducible infinitedimensional automorphic representation Π of G, with trivial ∞-factor, of level K, whose local p-factor is precisely π. Thus, π is tempered, and we can apply Cor. 4.1.
(2) is proved similarly: again it is enough to look at
and the analysis proceeds as before (save that Π ∞ is not trivial -in fact, it corresponds to the constituents in the regular decomposition of L 2 (G ∞ )). In particular, the assumption in Cor. 4.6(2) holds, implying almost-optimal almost-covering of S p , S ′ p .
Ramanujan-type theorems
In this section we prove a Ramanujan type result for P GU E 3 (Theorem 1.3). Let us begin with a few notations. The reader should consult [Rog90] for more information. Throughout this section fix the imaginary quadratic field E/Q, and denote by U 3 , GU 3 and P GU 3 the corresponding unitary groups over E/Q with respect to the standard hermitian form. Let U 2,1 = U E 2,1 be the quasi-split unitary group, obtained from the hermitian form J = 1 −1 1 , and U 1,1 the unitary group of the hermitian form
. Recall that a representation π of G (Q p ) is called spherical if π G(Zp) = 0, and say that it is unramified if it is spherical and in addition p is unramified in E. Accordingly, an automorphic representation π of P GU E 3 /Q is unramified at p, if its local p-factor is unramified.
Theorem (Theorem 1.3). Let π be an irreducible automorphic representation of P GU E 3 over Q, which is infinite-dimensional and spherical at some prime which is ramified in E. Then the unramified local factors of π are tempered.
The proof of Theorem 1.3 makes use of several deep results:
(1) Rogawski's classification of the automorphic spectrum of unitary groups in three variables [Rog90] .
(2) Shin's proof of the Ramanujan-Petersson conjecture for cohomological self-dual representations of GL n over CM fields [Shi11] , which itself uses the recent proof of the Fundamental Lemma, due to Ngô and others [Ngô10] .
(3) The following instances of Langlands functoriality:
Base change. The local base change associates with every representation π v of
. If π p is unramified, then it is tempered if and only if Π p is tempered [Mín11] . The global base change states that for any automorphic representation π of U i,1 /Q, there exists an automorphic representation Π = BC(π) of GL i+1 /E, called the global base change of π, such that
Endoscopy. The local endoscopic transfer associates with every representation ρ v of
, and again temperedness is preserved for unramified ρ p [Mín11] . The global endoscopic transfer states that for any automorphic representation ρ of (U i−1,1 × U 1 )/Q, there exists an automorphic representation π = ET (ρ) of U i,1 /Q, called the global endoscopic transfer of ρ, such that ET (ρ) p = ET p (ρ p ) for every unramified p. This is conjectured to hold for all i, and was proved in [Rog90, §12, §13] for i = 1, 2, which suffices for us. See [Mok15] for related results.
Inner form transfer. The group U 3 is an inner form of the quasi-split group U 2,1 , and the two groups are isomorphic over all primes (see [Jac62] ). Rogawski [Rog90, §14] associates to every discrete irreducible automorphic representation π of U 3 a cohomological, discrete, irreducible automorphic representation π ′ of U 2,1 , such that π p ∼ = π ′ p at all primes p (see definitions below).
For a reductive group G over a global field F , an automorphic representation π of G is called discrete if it is isomorphic to a subrepresentation of L 2 (G(Q)\G(A)), cohomological if π ∞ appears in the cohomology of the Lie algebra of G(R) (for a classification of such representations of U 2,1 see [Rog92, §3]), and F -cuspidal if it does not embed in a parabolically induced representation of a proper F -parabolic subgroup. An automorphic representation π of U i,1 over Q is said to be stable if its global base change Π = BC(π) is an E-cuspidal automorphic representation of GL i+1 /E.
Theorem 5.1 ( [Rog90] ). Every discrete irreducible automorphic representation of U 2,1 over Q is of one of the following five types:
(1) Stable cuspidal representation of U 2,1 .
(2) One-dimensional representation of U 2,1 .
(3) Endoscopic transfer of a stable cuspidal representation of U 1,1 × U 1 .
(4) Endoscopic transfer of a one-dimensional representation of U 1,1 × U 1 .
(5) Endoscopic transfer of a stable cuspidal representation of U 1 × U 1 × U 1 (obtained via endoscopic transfer from (U 0,1 × U 1 ) × U 1 to U 1,1 × U 1 , and from there to U 2,1 ).
Proof. [Shi11] , and the latter preserves temperedness of unramified representations, we get that the unramified local factors of ρ are tempered. Next, if σ is an irreducible discrete stable cohomological representation of U 1,1 × U 1 , then it factors as ρ 1 ⊗ ρ 2 with ρ i of the same type, and since the unramified local factors of each factor are tempered, the same holds for their tensor product. Similar considerations apply to U 1 × U 1 × U 1 , and we obtain that the unramified local factors of σ are tempered. Since the local endoscopic lift preserves temperedness of unramified representations, the same holds for π.
Hom Gp (I (σχ ′ ) , I(χ ξ )) = 0 for σ ∈ W G which interchanges the two composition factors of I (σχ ′ ), and the same argument holds.
We can now prove Theorem 1.3.
Proof of Theorem 1.3. Let π be as in the Theorem, and consider it as an automorphic representation of GU E 3 with a trivial central character. Let π ′ be the inner form transfer, from U 3 to U 2,1 , of π restricted to U 3 . It suffices to prove that the unramified local factors of π ′ are tempered. Since π is not one-dimensional, neither is π ′ , hence it is of type (1), (3), (4) or (5) from Theorem 5.1. By Prop. 5.3, π ′ is not of type (4), since π, and hence π ′ , are spherical at a prime which ramifies in E. Thus, by Prop. 5.2, the unramified local factors of π ′ are tempered.
Remark 5.4. Unfortunately, the global base change as stated in [Shi11] gives no information as to what happens at the ramified primes, so that we cannot extend Theorem 1.3 to guarantee temperdness there. However, we suspect that local base change and endoscopic transfer do preserve temperedness also for ramified representations, and we furthermore expect that global base change agrees with the local one also at the ramified primes. Thus, Theorem 1.3 should conjecturally hold for all primes. It is also widely believed that an automorphic representation which is tempered at almost all places is tempered at all places, which gives further support to our suspicion.
5.1 A Ramanujan-type theorem for Λ p Theorem 1.3, although quite general, does not apply to our lattice Λ p . To overcome this issue we prove another Ramanujan type result which is specifically suited to our arithmetic lattice. Throughout this subsection G = P GU
3 , and G p = G (Q p ).
Proposition 5.5. The set
is a group, and furthermore GU 3 (Z 2 ) = K 2 ⋊ GU 3 (Z).
Proof. Note that if A ∈ GU 3 (Z 2 ) and AA * = λI, then λ ≡ 1 (mod 4), since λ ≡ 3 (4) would give N Q 2 [i]/Q 2 (det A) = λ 3 ≡ 3 (4), which is impossible. From this point, the proof proceeds as that of Prop. 3.2, with Z 2 [i] replacing the Gaussian Integers.
Recall from (1.3) that K 2 is the image of K 2 in G 2 , and denote by K
which proves the first part of Theorem 1.4. To prove the second part of the Theorem along the lines of the proof of Theorem 1.3, we produce a substitute for Prop. 5.3: Proposition 5.6. Let π be a discrete irreducible automorphic representation of G over Q. If the local factor of π at 2 has a K 2 -fixed vector, then the inner form transfer of π to U 2,1 is not of type (4).
Let us now conclude the proof of Theorem 1.4:
Proof of Theorem 1.4(2). Let π be an automorphic representation of G (A) with a K (N )-fixed vector, and π ′ the inner form transfer of π| U 3 to U 2,1 . Denote
so that π 2 , and therefore π ′ 2 as well, has a K 2 -fixed vector. Thus, π ′ is not of type (4) by Prop. 5.6, and from this point, the proof continues as that of Theorem 1.3.
All that is left is the following:
Proof of Prop. 5.6. Let π be an automorphic representation of U 2,1 of type (4), and continue with the notations from the proof of Prop. 5.3, in particular π ∈ Π(ξ) = ⊗ v Π(ξ v ), and π p ∈ Π (ξ p ). By [GR91] , the local L-packet Π (ξ p ) contains the Q p -cuspidal representation π s p (ξ) if and only if p remains prime in O E . In particular, since 2 factors in Z[i], we have π 2 = π n 2 (ξ), which is a composition factor of I(χ ξ ) = Ind
As G 2 = B 2 · K + 2 by Iwasawa decomposition, and K
Since χ is one-dimensional, it is left to find g ∈ B 2 ∩ K 2 such that χ (g) = 1 to obtain π K 2 2 = 0. Choosing √ −7 ∈ Z 2 with √ −7 ≡ 1 (mod 4), and denoting
we have AA * = 1 −1 1 . This allows us to describe an explicit Borel subgroup of G 2 :
We note that ∆ B 2 K 2 ∩B 2 ≡ 1, and that for any x, y ∈ Q 2 [i]
so if there is an element of the form A −1 3 3x 3y 1x 1/3
A (with y + y = xx) inside K 2 , we are done. A direct computation shows that
(mod 4), hence g ∈ K 2 as desired. If, on the other hand, π 2 is a quotient of I(χ ξ ), then there exists σ ∈ W G such that π 2 ≤ I(σχ ξ ), and the same arguments apply with g σ replacing g.
Golden gates and Ramanujan complexes
In this section we collect all the results from previous sections to prove the main Theorem (Theorem 1.1). Afterwards, we present an explicit candidate for a super golden gate set.
Let S p be the set in (1.2), and let G p,q = S p (mod q). For q an odd prime power, we denote the cubic residue symbol:
Proposition 6.1. Table 6 .1 determines the group G p,q = S p (mod q), in terms of p and q. The Cayley complex associated to (G p,q , S p,q ) is tri-partite if G p,q = P GL or P GU , and non-tri-partite if G p,q = P SL or P SU . = −1 p ≡ 1 (4) P SL 3 (F q ) P GL 3 (F q ) P SL 3 (F q ) P SU 3 (F q ) P SU 3 (F q ) P U 3 (F q ) p ≡ 3 (4) P SL 3 (F q ) P SU 3 (F q ) Table 6 .1: The possibilities for the group G p,q , where π is a Z [i]-factor of p, interpreted in F q or F q 2 according to q (mod 4).
Proof. The group G p,q is the image of Λ p = S p under the mapping of P GU 3 (Z [1/p]) into P GU 3 (F q ). As Λ p is a congruence subgroup of level 4, by strong approximation we have P SU 3 (F q ) ⊆ G p,q . We observe that P U 3 (F q ) = P GU 3 (F q ) for any odd q, as N : F q [ √ −1] × → F × q is onto, and P U 3 (F q ) ∼ = P GL 3 (F q ), P SU 3 (F q ) ∼ = P SL 3 (F q ) when q ≡ 1 (4). There is an exact sequence 1 → P SU 3 (F q ) → P U 3 (F q ) det −→ U 1 (F q )/U 1 (F q ) 3 → 1, and when q ≡ 3, 5, 7 (12) one finds that U 1 (F q ) 3 = U 1 (F q ), and P SU 3 (F q ) = P U 3 (F q ) has no index-three subgroup. For all other q, [P SU 3 (F q ) : P U 3 (F q )] = 3, and the corresponding complex is tri-partite iff S p,q ⊆ P SU 3 , which happens iff det s ∈ U 1 (F q ) 3 for all s ∈ S p . For q ≡ 1 (mod 12), U 1 (F q ) ∼ = F × q , and we are reduce to computing ( det s q ) 3 , which equals 1 iff det s (q−1)/3 ≡ 1 (q). If p ≡ 1 (4), then det s = upπ or upπ, with u ∈ Z [i]
× , and using s −1 = s * and 4 | q−1
3 we obtain ( det s q ) 3 = ( pπ q ) 3 . If p ≡ 3 (4), then det s = up 3 for all s ∈ S p , hence ( det s q ) 3 = 1. If q ≡ 11 (12), then U 1 (F q ) = {α ∈ F q 2 |α q+1 = 1}, and det s ∈ U 1 (F q ) 3 iff det s (q+1)/3 ≡ 1 (q), which coincides with ( det s q 2 ) 3 , and we conclude similarly. Finally, we can prove Theorem 1.1.
Proof of Theorem 1.1. For any odd p, the sets S p and S ′ p are Golden Gate sets: they have almost-optimal almost-covering by Theorem 1.4 and Prop. 4.7(2), efficient navigation by §3.3, approximability by Remark 2.10(2), and exponential growth by Cor. 4.6(1).
For odd primes p = q, the quotient X (Λ p (q)) = Λ p (q) \B (P U 3 (Q p )) is a Ramanujan graph or complex by Theorem 1.4 and 4.7(1). If p ≡ 1 (mod 4), then B (1) , the 1-skeleton of the building of P U 3 (Q p ) ∼ = P GL 3 (Q p ), coincides with Cay (Λ p , S p ) by Prop. 3.3(3) (with ℓ = 1). Thus, we have X (Λ p (q))
(1) = Λ p (q) \Cay (Λ p , S p ) = Cay (Λ p (q) \Λ p , S p,q ) = Cay (G p,q , S p,q ) , which is explicitly determined in Prop. 6.1. If p ≡ 3 (mod 4), Prop. 3.3(3) shows that X = Cay (Λ p , S p ) is the graph with vertices B sp , and edges corresponding to non-backtracking walks of length two in B, namely, Adj X = (Adj 2 B − p 3 + 1 I)| B sp . The nontrivial spectrum of the quotient graph X (Λ p (q)) = Cay (G p,q , S p,q ) is contained in that of this operator on L 2 (B sp ), hence (2.1) implies Spec (Cay (G p,q , S pq )) ⊆ −2p 2 + p − 1, 2p 2 + p − 1 ∪ p 4 + p (compare also with Prop. 4.5, ℓ = 1).
Super Golden Gates
In applications to quantum computing, implementation of error correction schemes requires every fundamental quantum gate to be an operator of finite order. In [PS18] , golden gates with this additional property were constructed by finding arithmetic lattices which act simply-transitively on the edges of a Bruhat-Tits tree, rather than its vertices. Here we present such a lattice for P U (3). σ, τ acts simply-transitively on the edges of the 3-regular Bruhat-Tits tree of P GU 3 (Q 2 ), and satisfies Λ 2 = σ, τ σ 3 , τ 3 ∼ = Z /3Z * Z /3Z.
Proof. While the tree B of G 2 = P GU 3 (Q 2 ) is regular, the action of G 2 on B 0 has two orbits, corresponding to B sp and its complement, which form a bi-partition of B. The matrix σ fixes the special vertex v 0 = K 2 = P GU 3 (Z 2 ), and σ acts simply-transitively on its neighbors. The matrix τ in turn fixes one of these neighbors, which we denote v 1 , and τ acts simply-transitively on the neighbors of v 1 . It follows from Bass-Serre theory (cf. [Ser80] ) that Λ 2 is a free amalgamation of the two stabilizers, and that it acts simplytransitively on the edges B 1 .
Similarly to the analysis for Λ p , this shows that Λ 2 has exponential growth, and can be efficiently navigated as in §3.3 (navigation by the action on edges is explained in [PS18] ). However, the spectral analysis of Hecke operators arising from Λ 2 corresponds to the 2-factor of the associated automorphic representations, and currently Theorem 1.3 does not give temperedness at ramified primes. As explained in Remark 5.4, we expect that the ramified local factors are tempered as well, and if this is the case, then any Hecke operator which arises from a K p -stable set in Λ 2 would have Ramanujan spectrum on L 2 (P U 3 (Z) \P U (3)), and will give us a Super Golden Gate set.
