Introduction
High resolution spatiotemporal rainfall intensity forecasts are the main input into rainfall-runoff models for flood forecast, debris-flow and landslide triggering. For supporting decision makers in order to assure a good prevention act regarding overflows or floods, environmental agencies implement deterministic models returning hydro-meteorological predictions on a regular grid with a certain spatial resolution. These numeric models approximate mathematically the underlying physical and chemical dynamics through complex non linear differential equations. However, very few operational hydrometeorological chains provide an estimate of the uncertainties of the results: rainfall forecasts, due to its complex nature, are heavily affected by many sources of uncertainty. A very exhaustive review on the different sources of uncertainties in the meteo-hydrological chain can be found in Cloke and Pappenberger (2009) : they can arise from observations, from NWP model initial conditions, from NWP model parameterizations, or from the hydrological model initialization and design.
Forecast uncertainty due to the partial knowledge of the initial conditions is usually tackled by ensemble predictions systems (EPS), where a set of forecast runs are performed from perturbed initial conditions: for instance, Zappa et al. (2010) explore the propagation of uncertainty from observing systems and NWP into hydrological models, based on global model EPS and limited area model EPS.
A second class of uncertainties arises from the choices in model implementation (domain size, resolution, hydrostatic/non hydrostatic approach, physical parameterizations, etc.: an interesting experiment on how changes on a single model implementation can produce quite different rainfall extimations can be found in Stensrud et al., 2000) , and can be targeted with multi-physics systems, like in Amengual et al. (2008) , where different parametrizations of a single model are used to produce an ensemble of rainfall extimations to run an hydrological model, or from multi-model EPS systems, as proposed by Cloke and Pappenberger (2009) 
A further possibility is the use of already available operational NWP models to obtain a multi-model set where the final value may derive from an average, as in Raftery et al. (2005) , or from a selection procedure, as in Roulston and Smith (2003) , where the Best Member Dressing method is proposed. Probabilistic forecasting is a relatively new approach which may properly account for all sources of uncertainty. Recently, Sloughter et al. (2007) have extended the Bayesian model averaging (BMA) framework of Raftery et al. (2005) in order to derive probabilistic precipitation forecast via a mixture distribution. BMA belongs to the methodologies of ensemble forecasting, that considers not only a single deterministic forecast but joint forecasts coming from different models and initial conditions.
The Multimodel SuperEnsemble technique is another powerful statistical method for a better estimation of weather forecast parameters with weights calculated in a training period, originally proposed by Krishnamurti et al. (1999) . Cane and Milelli (2006) have already applied it in Piemonte region (north-western Italy), a complex orographic area, to provide a more accurate forecast of several weather parameters, including precipitation (Cane and Milelli, 2010a) . Furthermore, Cane and Milelli (2010b) proposed a probabilistic quantitative precipitation forecasting (QPF) evaluation with the use of a new Multimodel SuperEnsemble Dressing technique. This new approach, providing an estimation of the probability density function (PDF) of precipitation, widens our knowledge of the precipitation field characteristics, is a support for operational weather forecast and can also be used as input for the hydrological forecast chain, propagating the QPF uncertainty to the evaluation of its effects on the territory. The probabilistic scores of this technique are proven better than the Multimodel probabilistic technique originally proposed by Stefanova et al. (2002) (Cane and Milelli, 2010b) .
In this paper, our purpose is to compare the performance of hydrological real-time forecasts when rainfall fields are realized as "ensemble prediction" which consider jointly predicted rainfall fields provided by several numerical models or different initial status in the same model. In particular, we focus on three different post-processing techniques of deterministic precipitation forecasts. Firstly, following Sloughter et al. (2007) , Bayesian model averaging (BMA) will be taken into account using asymmetric distributions, which characterized rainfall data. Therefore, mixture models are employed where first the probability of rain is modelled and then, conditionally on the former event (it does not rain or it rains), a continuous skewed distribution is used for rainfall. Secondly Multimodel SuperEnsemble Dressing (MSD) is applied on the same data, providing adjusted probability density functions of the rainfall fields. As a benchmark, we explore the poor man ensemble (PME) technique, that consists in a merely arithmetic mean of deterministic data instead. Therefore, this methodology does not take into account uncertainty. Once forecast rainfall amounts are obtained, they are used as input for the hydrological water-balance model FEST-WB, implemented by the environmental agency Arpa Piemonte, in order to assess flood formation and propagation in hydrographical network.
We applied this simulation exercise to the case study of May 2008 flood in western Piemonte, Italy. Far from being exhaustive for a sound statistical validation of the conclusion, the results obtained shows the feasibility of a real time application of the hydrometeorological chain proposed and offer a starting point for further investigation.
The paper is organized as follows. The three different post-processing techniques and the hydrological model are explained in Sect. 2. Section 3 outlines the detail of the hydro-meteorological coupling and of the application, while in Sect. 4, we provide a description of the analysed catchments and event. In Sect. 5, we illustrate the results of the hydrological model using as input rainfall amounts forecasted by means of the three different post-processing techniques concerning the case study of May 2008 flood. Finally, Sect. 6 includes discussion on findings.
Model description
The forecasts of rainfall fields are usually performed by means of deterministic models, characterized however by two main sources of uncertainty: errors connected with starting conditions and model errors. The standard "ensemble forecasting" method requires many runs of a single model with perturbed starting values, trying to cover all the spread of the initial conditions and tackle the error coming from the first source of uncertainty. The Multimodel approach tries to solve the uncertainty coming from the incomplete representation of reality by the models. In this paper we explore three different multi-model post-processing techniques of deterministic precipitation forecasts in order to estimate the forecast rainfall probabilities: Bayesian model averaging, Multimodel SuperEnsemble Dressing and poor man ensemble: we review here some theory and set the notation for each procedure. Moreover, since we want to evaluate flood formation and propagation using as input these three different forecasts, here we give some essential information about the hydrological water-balance model FEST-WB.
Bayesian model averaging
Bayesian model averaging is a statistical method for combining forecasts from different models conditioning, not on a single "best" model, but on the entire ensemble of statistical models first considered. Despite the basic paradigm for this technique was introduced by Leamer (1978) , the approach was basically ignored until the late 1990s and 2000s when there was an enormous amount of literature on the use of BMA (e.g. Clyde, 1999 , Hoeting et al., 1999 , Raftery et al., 2005 , and Sloughter et al., 2007 .
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Let F 1 ,. . . ,F K be a set of K deterministic forecasts under consideration: the idea is that among these ensemble members, there is a model that comes near observations more than the others and BMA measures the uncertainty about the "best" member. As y is the quantity to be forecasted on the basis of training observations y T and using K deterministic models, the forecast PDF p(y) is given by
where p(y/F k ) is the forecast PDF only based on model F k , while p(F k /y T ) is the posterior probability of model F k given the training data y T ; this term tells us how model F k fits y T . Since the sum of all the posterior model probabilities is equal to one, they can be viewed as weights. Moreover, to quantify the uncertainty about the best member in the ensemble, the forecast F k is associated with a conditional PDF, that is the conditional PDF of y given that F k is the "best" ensemble member (g k (y/F k )). Then, the BMA predictive model is
where w k is the posterior probability of forecast F k , that is the best one and takes into account F k performance during the training period. Being w k 's probabilities, they add up to 1. The normal distribution is not appropriate to fit the precipitation conditional PDF because rain height is zero in a large number of time points; where it is not zero, the distributions are very skewed. Thus a mixture model for the predictive PDF, as
is implemented. P (y > 0/F k ) is the probability of nonzero precipitation given the forecast F k , if F k is the best ensemble member for that time point. The PDF of precipitation amount (given that it is not zero) is fitted through a gamma distribution.
Poor man ensemble
Since the 1970s the advantage of ensemble forecasting over single-run deterministic forecasting was shown by Leith (1974) , proving how ensemble averaging can reduce the forecast error variance for an initial sample of normal, random initial analyses. In recent years the ensemble average has repeatedly been shown to give a more accurate forecast than a single realization of the forecast model (e.g. Du et al., 1997 , Ziehmann, 2000 and Ebert, 2001 ). The ensemble averaging or poor man ensemble procedure provides a value for each time point, that is obtained through the arithmetic mean of ensemble members at each point. Thus,
where y is the forecasted rain height and F k , k=1,. . . , K, the used deterministic model forecasts, as above mentioned. This technique does not take into account any information given by observations and uncertainty given by different sources.
Multimodel SuperEnsemble Dressing
The Multimodel SuperEnsemble Dressing is a new technique, firstly proposed in Cane and Milelli (2010b) . They evaluated probabilistic forecasts of average and maximum precipitation on Piemonte warning areas, here it is extended to station values. In the training period the observed precipitation probability density function (PDF), conditioned to the forecasts of each model, is calculated: for a large set of model forecast values, we evaluate the observed precipitation that occurred in reality and we built a set of empirical PDFs from the frequency of occurrence of observed rainfall over a wide spectrum of possible values. The moments (mean value and variance) of the so-obtained QPFs correlate strongly (r 2 > 0.98), as expected, and allow for a interpolation/extrapolation of the empirical relationship among them. This fitted relation is used to evaluate numerically the λ and k parameters of a Weibull (Weibull, 1951) distribution, fitting the observed QPFs in a very suitable way.
The calculated QPFs of the given model deterministic forecasts are used to weight them with weights obtained as the inverse of the continuous rank probability score (CRPS) evaluated in the training period for each model.
A full PDF for the Multimodel dressed (super) Ensemble is thus obtained. A scheme of the procedure is depicted in Fig. 1 .
A careful evaluation of the Multimodel performances versus the observations in terms of Brier skill score, roc area skill score, ignorance skill score was performed, showing a significant improvement of this technique versus the poor man ensemble probabilistic forecasts (please refer to Cane and Milelli, 2010b for a more detailed description).
Flash -flood event spatially based distributed rainfall -runoff transformation -including water balance (FEST-WB)
The distributed hydrological water-balance model FEST-WB computes the main processes of the hydrological cycle: evapotranspiration, infiltration, surface runoff, flow routing, subsurface flow and snow dynamics (Mancini, 1990; Montaldo et al., 2007; Rabuffetti et al., 2008) . The computation domain is meshed with a net of regular square cells, within which water fluxes are calculated. The model needs spatially distributed meteorological forcing. The observed data at ground stations are interpolated to a regular grid using the inverse distance weighting technique. The snow model includes the snow melt and the snow accumulation dynamics. The partitioning of total precipitation, in liquid and solid phases is a function of air temperature. The snow melt simulation is based on the classical degree day model.
Soil moisture evolution for the generic cell at position i, j , is described by the water balance equation:
where P is the liquid precipitation rate, R is runoff flux, D is drainage flux, ET is evapotranspiration rate and Z is the soil depth. Runoff is computed according to a modified SCS-CN method extended for continuous simulation where the potential maximum retention, S, is updated at the beginning of a storm as a linear function of the degree of saturation, ε.
where S 1 is the maximum value of S when the soil is dry (AMC 1). The actual evapotranspiration, ET, is computed as a fraction of the potential rate tuned by the beta function that, in turn, depends on soil moisture content (Montaldo et al., 2003) . Potential evapotranspiration is computed with a radiation-based equation (Priestley and Taylor, 1972) .
The surface and subsurface flow routing is based on the Muskingum-Cunge method in its non-linear form with the time variable celerity (Montaldo et al., 2007) .
Hydro-meteorology coupling
The information we are going to use in order to estimate rainfall heights consists of output of observed data gathered from 278 automatic weather stations of the monitoring network in Piemonte and the surrounding area run by ARPA Piemonte, and two different deterministic models: the ECMWF IFS model and three versions of the COSMO limited area model (COSMO-I7, COSMO-7, COSMO-EU: please see www.cosmo-model.org for more details about the Consortium and the model). The rain gauge network is dense enough to achieve a very good description of the study area (Fig. 4) of both a global model and limited area model gave quite successful results when combined in multi-models in Piemonte region (Cane and Milelli, 2010a ). The models are interpolated bi-linearly on station locations to allow a fair comparison with observations and to provide a model input at the same nominal resolution of the observed fields. The interpolation can of course introduce systematic errors, nevertheless the interpolated model data comparison with the observations for the whole training period of both BMA and MSD, favour the bias correction; biases can still influence the PME results. In this paper we take into account the 3-hourly cumulated precipitation concerning the flood event that from 27 to 30 May 2008 affected Piemonte region.
Concerning BMA, we choose to employ a training period of 24 data, or rather 3 days, performing model runs at different lags (1, 2, 3 and 4 steps) in order to fit the model and obtain a forecast for the following 12 h.
Both BMA and MSD provide the predictive probability density function for each forecast time point. Since it is not possible to implement a hydrological model for each rain quantile because it is too time-consuming, we choose as input the 50th and 90th quantiles: thus we can observe if the flood trend is more or less well-included inside the range obtained using these quantiles as rainfall input. We are not assuming here a continuous 50th/90th quantile precipitation for a very long time (of course leading to a much less probable event), because the hydrological model is re-calculated every 3-h run from the observed data and for a time range of the forecast is only 12 h. This assumption correspond to consider a "median" and a "severe" scenario for the precipitation of the whole basin for every 3-h run of the hydrological model. Moreover, using the PME technique, an arithmetic mean of the five deterministic rainfall fields is done as introduced above, the forecast is characterized by one deterministic value for each time horizon.
The coupling of the quantitative rainfall forecast with the hydrological model is addressed in a "real time" setting. The hydrological model is run every three hours updating the rainfall observations series up to the time of forecast and the rainfall forecast. The grid resolution used in this work is 1 km, the same used for the whole Po catchment operational flood forecast. This resolution is a good compromise between hydrological model needs and rainfall field estimation from the gauge network while it is of course a challenge for deterministic quantitative rainfall forecast. The post-processing techniques here proposed are tested in the general framework to overcome this dichotomy in characteristic scales in meteorology and mountain catchment hydrology. A scheme of the hydro-meteorological coupling can be found in Fig. 2 . 
Description of the catchments and the event
From 27 to 30 May 2008, the Piemonte region (NorthWestern Italy) was affected by heavy precipitation that triggered a number of effects on the slopes and along the rivers. An Atlantic through was stationary on the west Mediterranean and produced warm and humid southerly fluxes on Piemonte causing precipitation from 27 May in the northern part of the region. On 29 May, the minimum slowly started moving eastward onto the Ligurian sea (Fig. 3) . This produced a cold air advection in the upper levels, making the humid atmosphere unstable. Precipitation intensity increased in the north with peaks in Anza and Orco valleys in the early morning. The successive rotation of the winds to the east, and their intensification, enhanced the orographic effect on the precipitation over the Western Alps, which were hit hardest from the late morning to the late afternoon, from Susa to Pellice and finally to Grana valleys. The freezing level stayed above 3000 m a.s.l during the whole period so that the snow accumulation was negligible while the melting of the antecedent snow cover below that elevation strongly contributed to amplify the total precipitation volume. Most of the alpine rain gauges records were over 200 mm, and, in the hardest hit areas, rainfall height reached 337 mm and 425 mm during the entire event respectively in the Pellice and Germanasca valleys (Fig. 4) with maximum of 24 h accumulation over 200 mm corresponding to a return period of 20-50 yr. Very important floods were observed along the main rivers from Dora Riparia to Grana in the western Alps and produced serious damages to streets and bridges. Flood waves propagated into the Po river which reached high danger levels upstream Torino. Shallow landslides occurred in many areas in the upstream parts of the valleys. In the northern part: Orco and Anza. In the western part: Pellice, Germasca, Po and Grana. For more details please refer to the report by Arpa Piemonte (2008) . 
Results
Figures 5-13 represent simulated discharge trends for different forecasted time points in three station mainly stricken by May 2008 event. The blue line represents the observed discharge, while the red one is simulated discharge using as input in the hydrological model the rain height observations. The other simulated discharges are obtained starting from rain heights provided by the three studied post-processing models.
Figures 5-7 show San Martino Chisone flood discharge and can be compared. All the techniques produce a quite good forecast of flood wave: indeed in 3-6 h short run it is possible to forecast the flood wave evolution and instant. Looking at the second peak, hydrological model starting from BMA rain heights (Fig. 5) provides a range so large that any interpretation becomes very hard. Moreover, even if for each subsequent time point BMA decrease precipitation forecast, the figure induces to think that the second peak is bigger than the first and so it makes a much higher alarmism. In Fig. 6 MSD succeeds to correct the precipitation forecast better than BMA, while PME (Fig. 7) provides for the second peak a quite constant value in each simulation at the same level of the first. In Figs. 8-10 flood wave estimation at Dora Riparia Susa section is shown. Simulation done using BMA precipitation forecast (Fig. 8 ) identifies the 22:00 UTC peak of 29 May and another one straight after; but forecast of this one (02:00 UTC peak of 30 May) is bigger then the real discharge also in short term. Discharge in Fig. 9 seems to join these two peaks (10:00 p.m. of 29 May and 02:00 a.m. of 30 May). Forecast obtained by PME precipitations (Fig. 10) comes near to the rain observation one, under evaluating a lot 10:00 p.m. peak of 29 May.
Flood discharge trend in Pellice Villafranca section is showed in Figs. 11-13 . Figure 11 presents the two peaks: looking at the forecast, it seems reach the highest peak at 6 am of 30 May, while the real flood wave is at 02:00 a.m. of 29 May. Discharge obtained starting from MSD rain heights reflects quite well the observed one, proving a good forecast in the short run (3 h). Also in Fig. 13 the second peak is bigger than the observed one, but discharge levels are lower than BMA one. Tables 1-3 provide difference between observed and simulated flood discharge for each forecast time point. Concerning BMA and MSD, peack discharge errors refer to 50th and 90th quantiles respectively.
Conclusions
On this note we intend to compare the performance of the hydrological model when the input forecasted rain height come from three different post-processing techniques. In particular, firstly Bayesian model averaging is implemented to obtain more accurate ensemble probabilistic forecasts for rainfall fields by taking into account the particular distribution (not Gaussian) of the variables under study. Indeed, meteorological variables such as rainfall data are characterized by asymmetric distributions. Thus, full modelling is performed by means of mixture models, where first the probability of rain is modelled and then, conditionally on the former event (it does not rain), a continuous skewed distribution is used for rainfall.
For the given test case of May 2008 flood in western Piemonte, the probabilistic discharge forecasts obtained with the Multimodel SuperEnsemble Dressing provide a good estimation of the true observed discharges in the evolution of the event, while the results obtained with BMA and poor man ensemble are unsatisfactory.
Finally, poor man ensemble provides a mean value of deterministic models for each time point, without taking into account observations.
The case study of May 2008 flood in western Piemonte makes a response providing an indicative information about the flood wave evolution only for short run (3 or 6 h before). Moreover, while FEST model starting from all the three postprocessing techniques well estimates the first flood wave, it seems to be hard well forecast the second peak. MSD, more than BMA, seems to be able to correct its estimate making a forecast at the following time points.
Even though this work examines one singular case study with the analysis of two different and independent catchments, the results obtained shows the feasibility of a real time application of the hydrometeorological chain proposed and offer a starting point for further investigation addressed to a sound statistical validation of the conclusion of this memory accounting for the reanalysis of a sufficient series of different case studies.
