Abstract. We continue our study of a magnetic Schrödinger operator on a two-dimensional compact Riemannian manifold in the case when the minimal value of the module of the magnetic field is strictly positive. We analyze the case when the magnetic field has degenerate magnetic wells. The main result of the paper is an asymptotics of the groundstate energy of the operator in the semiclassical limit. The upper bounds are improved in the case when we have a localization by a miniwell effect of lowest order. These results are applied to prove the existence of an arbitrary large number of spectral gaps in the semiclassical limit in the corresponding periodic setting.
Preliminaries and main result
Let M be a compact connected oriented manifold of dimension n ≥ 2 (possibly with boundary). Let g be a Riemannian metric and B a real-valued closed 2-form on M . Assume that B is exact and choose a real-valued 1-form A on M such that dA = B. Thus, one has a natural mapping u → ih du + Au Here h > 0 is a semiclassical parameter, which is assumed to be small. If M has non-empty boundary, we will assume that the metric g and the magnetic potential A are smooth up to boundary and the operator H h satisfies the Dirichlet boundary conditions.
We are interested in semiclassical asymptotics of the low-lying eigenvalues of the operator H h . This problem was studied in [4, 9, 10, 11, 12, 13, 14, 15, 19, 20, 21, 22, 23, 24, 25] (see [5, 8] for surveys).
In this paper, we study the problem in a particular situation. We suppose that M is two-dimensional. Then we can write B = b dx g , where b ∈ C ∞ (M ) and dx g is the Riemannian volume form. Let
We furthermore assume that:
• b 0 > 0;
• the set {x ∈ M : |b(x)| = b 0 } is a smooth curve γ, which is contained in the interior of M ; • there is a constant C > 0 such that for all x in some neighborhood of γ the estimates hold:
(1.1)
The main purpose is to give an asymptotics of the groundstate energy of the operator H h . Denote by N the external unit normal vector to γ. LetÑ denote the natural extension of N to a smooth normalized vector field on M , whose integral curves starting from a point x in a tubular neighborhood of γ are the minimal geodesics to γ. Consider the function β 2 on γ given by (1.2) β 2 (x) =Ñ 2 |b(x)| , x ∈ γ .
By (1.1), it is easy to see that The paper is organized as follows. In Section 2 we construct approximate eigenfunctions of the operator H h . This allows us to prove an upper bound in Theorem 1.1 (see Corollary 2.2). In Section 3 we prove a lower bound for λ 0 (H h ) and complete the proof of Theorem 1.1. In Section 4, assuming the existence of a unique non-degenerate miniwell for the reduced spectral problem on γ, we construct more refined approximate eigenfunctions of the operator H h , improving the upper bound of Section 2. In Section 5 we consider the case when the magnetic field is periodic. We combine the constructions of approximate eigenfunctions given in Sections 2 and 4 with the results of [7] to prove the existence of arbitrary large number of gaps in the spectrum of the periodic operator H h in the semiclassical limit. Acknowledgements. We wish to thank the Erwin Schrödinger Institute in Vienna and the organizers of the Conference "QMath11 -Mathematical Results in Quantum Physics" in Hradec Kralove for their hospitality and support.
Upper bounds

Approximate eigenfunctions: the main result.
The purpose of this section is to construct approximate eigenfunctions for the operator H h . Denote by R the scalar curvature of the Riemannian manifold (M, g). When k = 0, we get:
For any x ∈ γ, there exist C and h 0 > 0, such that, for any h ∈]0, h 0 ], there exists
, where
This corollary gives immediately the upperbound in Theorem 1.1.
The proof of Theorem 2.1 is long, so we will split it in different steps in the next subsections but let us previously discuss the interpretation of the coefficients.
Geometrical interpretation of the coefficients.
The term (2.2) (2k + 1)hb 0 + 1 2 h 2 k 2 + k R in the right-hand side of (2.1) has a natural interpretation. It depends on whether R is zero, positive or negative and in all three cases can be described in terms of eigenvalues of the associated magnetic Laplacian with constant magnetic field (Landau operator) on the corresponding simply connected Riemann surface of constant curvature. For R = 0, it is a well-known fact that the eigenvalues of the magnetic Laplacian with constant magnetic field b on the flat Euclidean plane
are given by the Landau levels
In the case R is negative, we consider the hyperbolic plane H, which is realized as the upper halfplane H = {(x, y) ∈ R 2 : y > 0} , equipped with the Riemannian metric
Then the scalar curvature is a negative constant R = −2. The magnetic Laplacian with constant magnetic field b on H is given by (see, for instance, [1] )
This operator first appeared in theory of automorphic forms, where it is known as the Maas Laplacian. Its spectrum in L 2 (H) was studied by Elstrodt in [2] . It consists of absolutely continuous and discrete parts. The absolutely continuous part is given by 
It is clear that the last formula agrees with (2.2). Finally, in the case R is positive, we consider the two-dimensional sphere
equipped with the Riemannian metric induced by the standard Euclidean metric in R 3 . Then the scalar curvature is a positive constant R = 2. In this context the magnetic Laplacian is constructed as the Bochner Laplacian, acting on sections of a Hermitian line bundle L with a compatible connection ∇ over S 2 . The magnetic field is the curvature 2-form B of ∇. It is constant if B is a scalar multiple of the volume 2-form dx g : B = s dx g , s ∈ R . The construction of a Hermitian line bundle L with a compatible connection ∇ such that the associated magnetic field is constant is a particular case of prequantization in geometric quantization [16] . Such a line bundle exists if and only if s = n/2 for some n ∈ Z. For s = n/2, the corresponding line bundle (L n , ∇ n ) can be described as a complex line bundle associated with an S 1 -principal bundle S 3 → S 2 called the Hopf fibration and the character χ n :
In physics literature, (L n , ∇ n ) is a well-known Wu-Yang magnetic monopole [26] , which provides a natural topological interpretation of Dirac's monopole of magnetic charge g = nh/2e.
The magnetic Laplacian H n acting on sections of L n is defined as
Its spectrum was computed in [27] (see also [17, 18] ). It consists of a countable set of eigenvalues (spherical Landau levels) given by
with multiplicity |n|+2k+1. The corresponding eigenvalues are known as monopole harmonics. The formula (2.3) agrees with (2.2) if we take h = 1/n and
Finally, let us mention the paper [3] , which states that the three types of magnetic Laplacians described above are integrable in some sense and provides the complete description of their spectra in the same way as it was done by Schrödinger for the harmonic oscillator.
Expanding operators in fractional powers of h.
The approximate eigenfunctions Φ h k ∈ C ∞ c (M ), which we are going to construct, will be supported in a small neighborhood of the point x ∈ γ appearing in the theorem. We will consider some special local coordinate system with coordinates (s, t) in a neighborhood of γ such that γ corresponds to t = 0. We will only apply our operator on functions which are products of cut-off functions with functions of the form of linear combinations of terms like h ν w(s, h −1/2 t) with w in C ∞ (S 1 ) ⊗ S(R t ). These functions are consequently O(h ∞ ) outside a fixed neighborhood of γ. We will start by doing the computations formally in the sense that everything is determined modulo O(h ∞ ), and any smooth function will be replaced by its Taylor's expansion at γ. It is then easy to construct non formal approximate eigenfunctions.
Choose a normal coordinate system in a tubular neighborhood U of γ with coordinates X = (X 0 , X 1 ) with X 0 = s and
is the natural parameter along γ (L is the length of γ), γ is given by the equation t = 0, and t ∈ (−ε 0 , ε 0 ) is the natural parameter along the geodesic, passing through the point on γ with the coordinates (s, 0) orthogonal to γ.
It is well known that in such coordinates the metric g has the form
where a(s, 0) = 1 .
So we can write
In particular, we have for the first coefficient of the inverse matrix (g ij )
It is known (see (A.1) and (A.2) in the appendix) that
where κ is the mean curvature of γ.
The external unit normal vector to γ has the form
and its natural extensionÑ in the neighborhood of γ is
Without loss of generality, we can assume that b(x) > 0 for any x ∈ M . Thus, we have
We can assume that (after a gauge transformation)
Using (2.4), (2.6) and (2.7), we obtain that
as t → 0 . Our constructions will be local, in a neighborhood of x ∈ γ. So, using gauge invariance, we can take α 1 = 0.
We have
where
By (2.4) and (2.5), it follows that
We now move the operator H h into the Hilbert space L 2 (U, ds dt), considering the operator
By (2.9), we get
Now we use the scaling t = h 1/2 t 1 and expand the operatorĤ h in power of h 1/2 . By straightforward computations, we obtain that
,
and R 3 (h) a second order differential operator whose coefficients are formal power series of the form ∞ j=0 h j/2 a j (s, t 1 ). 2.4. Construction of approximate eigenfunctions. Let us fix x ∈ γ and k ∈ N. Without loss of generality, we can assume that
which is close to H h,0 near {0} × R, and construct approximate eigenfunctions ϕ h of the operator Q h,0 in the form
(Observe that such approximate eigenfunctions don't exist for the operator H h,0 .) The fact that the operator H h,0 is close to Q h,0 near 0 will allow us to construct approximate eigenfunctions for H h,0 , using appropriate h-dependent cut-off functions, and complete the proof of Theorem 2.1.
The operator Q h,0 is defined by the formula
Now we write formal expansions in powers of h 1/2 :
and express the cancellation of the coefficients of h j/2 in the formal expansion for
Step 1 At the first step we get (2.13)
, where H m is the Hermite polynomial:
2 dx) , which is given by
For the given fixed integer k ≥ 0, we take a solution of (2.13) in the form
We recall that the Hermite polynomials satisfy
Step 2 At the second step, we obtain (2.14)
or, more explicitly,
The equation (2.14) has a solution only when
and this solution can be taken in the form
Step 3 At the third step, we have
This equation has a solution if and only if, for any s, its right-hand side is orthogonal to ψ k (t 1 ). First, let us compute L 2 ϕ 0 :
Multiplying by ψ k and integrating with respect to t 1 gives:
Next, let us compute L 1 ϕ 1 :
Thus, multiplying the right-hand side of (2.15) by ψ k and integrating with respect to t 1 we obtain
So the solvability condition for (2.15) holds if we put
and, in this case, there exists a solution ϕ 2 of (2.15). Thus, we arrive at the following proposition. Proposition 2.3. For any χ 0 ∈ C ∞ c (R), there exists an approximate eigenfunction ϕ h of the operator Q h,0 in the form
where ϕ 0 is given by
, ϕ 1 and ϕ 2 have the form
where A 0 , A 1 , B 0 , B 1 and B 2 are some smooth functions, such that
Now we consider the function Φ h , as constructed in (2.16) in the previous proposition but with χ 0 , depending on h:
Here β ∈]0, 1/2[ is some constant, which we will choose later, and χ ∈ C ∞ c (R) is a cut-off function, which equals 1 in a neighborhood of 0.
Observe that
and, furthermore,
Since L 1 is a first order differential operator in s and L 2 is a second order differential operator in s, by (2.18) and (2.19), it follows that
, where F j , j = 0, 1, 2, 3, are some functions. Using (2.20) and (2.21), we obtain the existence of constants C > 0 and h 0 > 0 such that
Then we have
we obtain the existence of a constant C such that
Lower bounds
In this section, we will prove the lower bound for the groundstate energy λ 0 (H h ) of the operator H h . As above, we write
There exist C and h 0 > 0, such that for any h ∈]0, h 0 ]
First, we recall a general lower bound due to Montgomery [22] . Suppose that U is a domain in M . Then, for any u ∈ C ∞ c (U ), the following estimate holds:
This fact is an immediate consequence of a Weitzenböck-Bochner type identity. From (3.1), it follows that we can restrict our considerations to any sufficiently small neighborhood Ω of γ. We denote by
Taking τ = h −1/2 , we obtain
is an immediate consequence of the following proposition.
Proposition 3.2.
There exist C 0 and h 0 > 0 such that
To prove Proposition 3.2, we will follow the lines of the proof of [12, Theorem 7.4] . First, we observe that the upper bound in Theorem 1.1 and (3.3) imply an upper bound for 
For any α = 0, 1 and any k ≥ 0, we have
As above, take normal local coordinates X = (X 0 , X 1 ) = (s, t) near γ such that γ corresponds to t = 0 and assume that they are defined on Ω. Thus, we have
and, for the metric coefficients,
We can choose a magnetic potential A such that
so its quadratic form is given by
Note that P h D ≥ 0 . Now we move the operator P h D into the Hilbert space L 2 (Ω, dX), using the unitary change of variables v = |g(X)| 1/4 u. For the corresponding operator
Then we have
Consider the Dirichlet realization P h mod,D of the operator
in the space L 2 (Ω, dX). So its quadratic form is given by
So we have
Finally, we have
By Lemma 3.3, for any real k ≥ 0, there exists C k > 0 such that
and, for any α = 1, 2,
Put v h = |g(X)| 1/4 u h . By (3.9) and (3.10), for any real k ≥ 0, there exists
The estimates (3.11) and (3.12) allow us to show, first, using (3.5), (3.4) and (3.6), that,
then, using (3.8) , that
, and finally, using (3.7), that
(
and (3.15)
Using (3.14) and (3.15), it is easy to check that, for any k > 0, there exists
Consider the self-adjoint realization of the operator P h mod in L 2 (R 2 , dX). We will keep the same notation P h mod for this operator. Put w h = χ|g(X)| 1/4 u h . By (3.13) and (3.16), it follows that
Consider the operator
Recall that the eigenvalues of the Schrödinger operator with constant magnetic field and positive quadratic potential in R n can be computed explicitly. More precisely (see for instance [21, Theorem 2.2]), the eigenvalues of the operator
are given by λ n1n2 = (2n 1 + 1)s 1 + (2n 2 + 1)s 2 , n 1 , n 2 ∈ N , where
, and
Applying this formula to the operator P h 0 , we obtain that its eigenvalues have the
where s 1 = 0 , and
For the lowest eigenvalue λ 0 (P
Observing that λ 0 (P h mod ) ≥ λ 0 (P h 0 ) and combining (3.17) and (3.18), we immediately complete the proof of Proposition 3.2.
Miniwells
Main statement.
Fix some k ∈ N and additionally assume that there exists a unique minimum x 0 ∈ γ of the function
on γ, which is nondegenerate, that is satisfying, for all x ∈ γ in some neighborhood of x 0 ,
The purpose of this section is to give the following more precise construction of approximate eigenvalues of the operator H h .
Theorem 4.1. Under current assumptions, for any natural j, there exist
Here and below the derivative means the derivative with respect to the natural parameter on γ.
As above, denote
When k = 0, we get:
Assume that there exists a unique minimum point x 0 ∈ γ of the function β 2 on γ, which is nondegenerate :
(2j + 1).
Corollary 4.3.
Under the assumptions of Corollary 4.1, for any natural j, there exist C j and h j > 0, such that for any h ∈]0, h j ]
Remark 4.4. We conjecture that under the assumptions of Corollary 4.1
Expanding operators in fractional powers of h.
The approximate eigenfunctions Φ h k ∈ C ∞ (M ), which we are going to construct, will be supported in a small neighborhood of γ. As in Section 2.3, we will use the normal coordinate system (s, t) in a tubular neighborhood U of γ with coordinates X = (X 0 , X 1 ) with X 0 = s and X 1 = t. We make use of notation of Section 2.3 and need to consider further terms in the asymptotic expansions of that section.
Thus, instead of (2.4), we write
Then (2.5) takes the form
For the components of the magnetic potential, we assume that
and, instead of (2.8), we get
where α 1 is some constant. Without loss of generality, we can locally (after a gauge transformation) take α 1 = 0.
We have (4.7)
We move the operators into the Hilbert space L 2 (R n ) equipped with the Euclidean inner product. For the operators∇ .12), we obtain the following expansions:
We will assume that the minimum point x 0 ∈ γ corresponds to s = 0. Then the condition (4.2) implies that
We also have
Now we use the scaling t = h 1/2 t 1 , s = h 1/4 s 1 . Similarly to Section 2.3, we will only apply our operator on functions which are a product of cut-off functions with functions of the form of linear combinations of terms like h ν w(h −1/4 s, h −1/2 t) with w in C ∞ (S 1 ) ⊗ S(R t ) supported in a small neighborhood of (0, 0) ∈ S 1 × R t . These functions are consequently O(h ∞ ) outside a fixed neighborhood of (0, 0). We will start by doing the computations formally in the sense that everything is determined modulo O(h ∞ ), and any smooth function will be replaced by its Taylor's expansion at (0, 0). From (4.5), (4.6), (4.7), (4.8), we derive the following expansions: (4.10)
(4.14)
Next, we make the partial Fourier transform F s1→σ1 in the s 1 -variable and the translation
and expand the operatorĤ h defined by (2.10) in powers of h 1/4 . Using (2.11), (4.10), (4.11), (4.12), (4.13), (4.14), after routine computations, we obtain
The formula for P 6 is quite long, but we will only need the even part of P 6 given by
In the next steps we will express the cancellation of the coefficients of h ℓ/4 in the formal expansion of (H h,0 − λ h )ϕ h for ℓ = 0, 1, . . . , 6 .
Step 1
At the first step we get
so we take
with the given k.
Step 2 The second cancellation gives:
so we take λ 1 = 0 , ϕ 1 = 0 .
Step 3 The next equation reads:
The computation of P 2 ϕ 0 gives:
Thus, we have λ 2 = 0 , and
We can take
Step 4 As fourth equation we obtain:
The computation of P 3 ϕ 0 gives:
Thus, we have λ 3 = 0 , and
Step 5 The fifth equation reads:
The computation of P 4 ϕ 0 gives:
Multiplying by ψ k and integrating with respect to t 2 gives:
We obtain
which holds for any function χ 0 , if we put
To find ϕ 4 , we observe that the right hand side has the form
where A 0 (t 2 ) has a form
Thus, we obtain
Step 6 The sixth equation reads:
We don't need an explicit formula for ϕ 5 but only its existence. Therefore, we only find λ 5 from an orthogonality condition. We have
Next,
Finally,
Using (4.9), we obtain
Therefore, the orthogonality condition holds for any function χ 0 , if we put
Step 7 The seventh equation reads:
Finally, the operator P 4 has the form
It is easy to see that the term B 4 (t 2 ) has the form
Therefore, we have B 4 , ψ k = 0 . Multiplying by ψ k and integrating with respect to t 2 gives:
The orthogonality condition gives
which has a nontrivial solution χ 0 , if λ 6 is an eigenvalue of the operator
Thus, we can take
where Ψ jk is the normalized eigenfunction of the operator D k associated with the eigenvalue λ 6 .
Thus, for any j ∈ N, we have constructed an approximate eigenfunction ϕ h jk of the operator H h,0 in the form
with the corresponding approximate eigenvalue 
Then we have
H h,0 ϕ h jk − λ jk (h)ϕ h jk = O(h 7/4 ) . Observe that λ jk (h) = h −1 µ jk (h),
Periodic case and spectral gaps
In this section, we apply the previous results to the problem of existence of gaps in the spectrum of a periodic magnetic Schrödinger operator. For related results on spectral gaps for periodic magnetic Schrödinger operators, see [8] and references therein.
Let M be a two-dimensional noncompact oriented manifold of dimension n ≥ 2 equipped with a properly discontinuous action of a finitely generated, discrete group Γ such that M/Γ is compact. Suppose that H 1 (M, R) = 0, i.e. any closed 1-form on M is exact. Let g be a Γ-invariant Riemannian metric and B a real-valued Γ-invariant closed 2-form on M . Assume that B is exact and choose a real-valued 1-form A on M such that dA = B. Write B = bdx g , where b ∈ C ∞ (M ) and dx g is the Riemannian volume form. Let
Assume that b 0 > 0 and there exist a (connected) fundamental domain F and a constant ǫ 0 > 0 such that
We will consider the magnetic Schrödinger operator H h as an unbounded selfadjoint operator in the Hilbert space L 2 (M ). Using the results of [7] , one can immediately derive from Theorem 2.1 the following result on existence of gaps in the spectrum of H h in the semiclassical limit. 
with a constant C > 0. Then, for any natural k and N , there exists h k,N > 0 such that the spectrum of H h in the interval 
with a constant C > 0, and for some k ∈ N, there exists a unique minimum x 0 ∈ γ of the function V k on γ defined by (4.1), which is nondegenerate :
and h k,N > 0 such that the spectrum of H h in the interval
has at least N gaps for any h ∈]0, h k,N ] .
Appendix A. Some facts from geometry
Here we refer to [6] for more material. Let M be a Riemannian manifold. Denote by ∇ the Levi-Civita connection associated with the Riemannian metric g. Recall that a connection in the tangent bundle of M is a map The Riemannian curvature tensor is a R of type (4,0), defined in local coordinates as
One can also give its invariant definition. The corresponding map
is given by R(X 1 , X 2 , X 3 , X 4 ) = (R(X 3 , X 4 )X 2 , X 1 ), X 1 , X 2 , X 3 , X 4 ∈ X (M ).
If dim M = 2, then the Riemannian curvature tensor R has 4 nontrivial components R 1212 = −R 2112 = R 1221 = −R 1221 , Other components equal zero. We have 2R 1212 = R(g 11 g 22 − g 2 12 ), moreover the scalar curvature κ is related with the Gauss curvature K by R = 2K. Now assume that M is two-dimensional, and γ is a one dimensional smooth submanifold (a closed curve). Let s be the natural parameter along γ. Assume that γ is oriented, and choose the external unit normal vector N at each point of γ. In a tubular neighborhood U of γ, consider the associated Fermi coordinate system (X 0 , X 1 ) = (s, t), which is defined as follows. For any x ∈ U , t is the distance from x to γ and s is the coordinate of the intersection point of the minimal geodesic ξ, passing through x orthogonally to γ. Then at each point x ∈ U the vector N = ∂ ∂t coincides with the unit tangent vector of the minimal geodesic ξ, passing through x orthogonally to γ. Thus, by definition, we have N = 1, ∇ N N = 0.
Consider the vector field A in U defined in local coordinates (X 0 , X 1 ) = (s, t) as A = ∂ ∂s .
For any x ∈ γ the vector A(x) is tangent to γ and A(x) = 1.
Observe that Thus, the coefficients of the metric have the form g 00 (s, t) = (A, A) := a(s, t), g 01 (s, t) = (A, N ) = 0, g 11 (s, t) = (N, N ) = 1.
Observing that a(s, 0) = 1 , the metric g has the form g = a(s, t)ds 2 + dt 2 .
Let us compute Taylor's expansion of a at t = 0: g 00 (s, t) = 1 + a 1 (s)t + a 2 (s)t 2 + O(t 3 ). Thus, we have (A.2)
