Abstract: Carbon dioxide (CO 2 ) emissions forecasting is becoming more important due to increasing climatic problems, which contributes to developing scientific climate policies and making reasonable energy plans. Considering that the influential factors of CO 2 emissions are multiplex and the relationships between factors and CO 2 emissions are complex and non-linear, a novel CO 2 forecasting model called SSA-LSSVM, which utilizes the Salp Swarm Algorithm (SSA) to optimize the two parameters of the least squares support sector machine (LSSVM) model, is proposed in this paper. The influential factors of CO 2 emissions, including the gross domestic product (GDP), population, energy consumption, economic structure, energy structure, urbanization rate, and energy intensity, are regarded as the input variables of the SSA-LSSVM model. The proposed model is verified to show a better forecasting performance compared with the selected models, including the single LSSVM model, the LSSVM model optimized by the particle swarm optimization algorithm (PSO-LSSVM), and the back propagation (BP) neural network model, on CO 2 emissions in China from 2014 to 2016. The comparative analysis indicates the SSA-LSSVM model is greatly superior and has the potential to improve the accuracy and reliability of CO 2 emissions forecasting. CO 2 emissions in China from 2017 to 2020 are forecast combined with the 13th Five-Year Plan for social, economic and energy development. The comparison of CO 2 emissions of China in 2020 shows that structural factors significantly affect CO 2 emission forecasting results. The average annual growth of CO 2 emissions slows down significantly due to a series of policies and actions taken by the Chinese government, which means China can keep the promise that greenhouse gas emissions will start to drop after 2030.
Introduction
The issue of climate change has become the focus of attention of all countries in the world, and CO 2 emissions are considered as the main factor of global warming [1] . The recently agreed agreement, known as the "Paris Accord," specifically identifies the target of a temperature increase of less than 2 degrees Celsius as compared to the pre-industrial era [2] . China accounts for 23% of global energy consumption and 27% of global energy consumption growth [3] . China accounted for 28.77% of the global total CO 2 emissions in 2015, reaching 36.2 billion tons according to the global carbon project website statistics, more than the sum of the United States and the European Union, which means China is the world's largest greenhouse gas emitter and energy consumer [4] . China promises that greenhouse gas emissions will start to drop after 2030 and has recently taken a series of measures to the smaller the carbon intensity. In addition to the factors mentioned above, the impact of energy intensity on CO 2 emissions has drawn more and more scholars' attention. Muhammad Shahbaz [29] found that energy intensity increases CO 2 emissions; the feedback hypothesis between energy intensity and CO 2 emissions is verified by VECM causality analysis. Lin Boqiang [30] explored the factors of CO 2 emissions of China's heavy industry by the Logarithmic Mean Divisia Index (LMDI) method based on the extended Kaya identity, and the result showed that energy intensity is one of the main factors, and a decline in energy intensity leads to a reduction in CO 2 emissions. Minda Ma's research indicated that the building energy efficiency declining contributed to significantly positive CO 2 emissions reduction in China's public buildings from 2001 to 2015 [31] . Rina Wu [32] drew the same conclusion for industrial sector CO 2 emissions in Inner Mongolia.
Most research about CO 2 emissions reduction focuses on the traditional influential factors, but carbon capture technology has become an important factor that contributes to CO 2 emissions reduction, and many scientists believe carbon capture technologies will determine the realization of the target 2 • C global temperature increase directly. Carbon dioxide capture and storage (CCS) technologies can reduce CO 2 emissions from coal-fired power generation by up to 90% [33] and can effectively reduce the variability and intermittent behavior of renewable energy generation [34] . Cryogenic carbon capture (CCC) is one of the main CCS technologies, and it separates solid CO 2 from the remaining cooled gas and melts, which are generated from the power generation units. Safdarnejad S M [35] constructed a hybrid system by combining cryogenic carbon capture with a baseline fossil-fueled power generation unit, and it is optimized by utilizing the combination of coal, gas, and wind power sources with priority given to wind power to meet the electricity demand. It was found that the energy storage of cryogenic carbon capture contributes to a saving of the cycling costs. He also constructed a hybrid system including load-following coal and gas-fired power units, a CCC process, and wind generation. The objective of this system is to meet the electricity demand and maximize the profit at the same time. The results indicated that this hybrid system can result in an average profit of $35 k/h [36] . Kang C A [37] optimized a flexible coal-natural gas power station with CCS to overcome the drawbacks of CCS. The differences in scenario results in West Texas, the United Kingdom, and India illustrate the great impact of economic forecasts on optimal facility design. Gopan A [38] proposed a novel Staged, Pressurized Oxy-Combustion (SPOC) process and constructed a conceptual power plant with the SPOC method. The results show that the efficiency improved over 6 percentage points compared with first generation atmospheric oxy-combustion technology, which means SPOC makes up for the loss of efficiency due to carbon capture technology. Membranes [39, 40] are another way to capture carbon, and Rezakazemi M [41] summarized the current status and future directions of mixed matrix membranes (MMMs), which will promote the development of carbon capture technologies.
The forecasting models of CO 2 emissions have been developed in recent years. Some scholars forecast CO 2 emissions through traditional econometric methods. J. Wesley Burnett [42] estimated the relationships between CO 2 emissions and factors by using a long panel data set in different U.S. states. Besma Talbi [43] used the Vector Auto-Regressive (VAR) model to analyze CO 2 emissions reduction in the road transport sector in Tunisia. Ahmed [44] investigated the relationship between the main influential factors and CO 2 emissions in Pakistan by co-integration combined with the ARDL bounds testing method based on the Environmental Kuznets Curve (EKC) hypothesis. Relationships between all factors and CO 2 emissions are regarded as linear in econometric methods which is inconsistent with the actual situation. Kumar [45] constructed different energy scenarios by the Long-range Energy Alternatives Planning System (LEAP) method and estimated CO 2 emissions with the least cost method; the finding showed that the CO 2 emissions could decrease 74% by 2050 under the accelerated renewable energy technology scenario. Liu [46] and Chang [47] also applied the LEAP model to estimate CO 2 emissions of the Jiangxi transportation industry and Shanghai. The deficiency of the LEAP model is that the judgment of experts is subjective. Li [48] calculated the CO 2 emissions reduction potential under different scenarios for 2016 and 2020 in Beijing by a BP neural network optimized by the improved particle swarm optimization algorithm, which may lead to a low precision model, premature or over-fitting problem. Liang [49] constructed an input-output model for China's multi-region energy consumption and CO 2 emissions, and conducted a scenario analysis for 2010 and 2020. The Gray model (GM) has been widely used due to its own advantages. Lin [50] and Pao [51] utilized the gray model to predict CO 2 emissions of Taiwan and Brazil. Some improved gray models are proposed to estimate CO 2 emissions [52, 53] , but their ability to forecast long-term is poor, and the more samples selected, the greater the number of errors [54] . The relationships between CO 2 emissions and influential factors are non-linear and complicated, which is not reflected in the previous studies. Therefore, intelligent forecasting techniques can be employed in CO 2 emissions, which have a highly accurate learning and forecasting ability. This paper tries to predict CO 2 emissions by using the LSSVM model, which is a widely used and related supervised learning method.
The forecasting accuracy of the LSSVM model depends on the values of two parameters, namely, the regularization parameter "c" and the bandwidth of the radial basis function (RBF) kernel "σ". It is common to utilize optimization methods to obtain the best values of the two parameters. Dongxiao Niu [55] used a modified particle swarm optimization algorithm and LSSVM based on the denoising method of empirical mode decomposition and a gray relational analysis model to predict the short-term electric load. Weishang Guo [56] proposed a novel hybrid combining the Beveridge-Nelson decomposition method, fruit fly optimization algorithm, and LSSVM model for electricity price forecasting. Qunli Wu [57] applied the LSSVM model optimized by a cloud-based evolutionary algorithm for accurate wind power generation prediction. Wei Sun [58] constructed a novel hybrid model based on principal component analysis and LSSVM optimized by cuckoo search to forecast the daily PM 2.5 concentration, which presents a strong potential. The LSSVM model is widely applied in different fields for forecasting issues except CO 2 emissions. There are also many optimization methods, such as fruit fly optimization (FOA) [59] , genetic algorithm (GA) [60] , and artificial bee colony algorithm (ABC) [61] . However, most of the optimization algorithms have some shortcomings such as falling into a local optimal solution and slow iteration. Therefore, this paper employed SSA to optimize the two parameters of LSSVM, which was first proposed by Seyedali Mirjalilli in 2017. It is theoretically and potentially able to solve single-objective optimization problems with unknown search spaces, and the adaptive mechanism of SSA allows this algorithm to avoid local solutions and eventually obtain an accurate estimation of the best solution during optimization [62] . Considering the superiority of SSA, the SSA-LSSVM model is constructed to improve the forecasting performance and accuracy of CO 2 emissions. Taking China's social and economic development, industry structure and energy structure adjustment, energy conservation and environmental protection efforts into account, the main factors of CO 2 emissions are GDP, population, energy consumption, economic structure, energy structure, urbanization rate, and energy intensity in this paper, which are also regarded as the input variables for the constructed SSA-LSSVM model. Carbon capture technologies are difficult to quantify in the model; therefore, the impact on CO 2 emissions of carbon capture technologies is not considered in this paper. The development level of each factor is calculated according to the development plans, and the CO 2 emissions from 2017 to 2020 in China are forecast by the SSA-LSSVM model.
The main contributions of this article are as follows:
• A novel LSSVM model optimized by SSA (SSA-LSSVM) for CO 2 emissions forecasting is proposed, which has superiority in the forecasting accuracy of CO 2 emissions compared with the single LSSVM model, PSO-LSSVM model, and BP neural network model. The SSA-LSSVM model is verified to be suitable for CO 2 emissions forecasting.
• Economic structure, energy structure, urbanization rate and energy intensity are taken into consideration in the proposed model as the driving factors of CO 2 emissions, which reflect the orientation of China's recent policies that aim to keep the promise of CO 2 emissions reduction by 2030, and all structural factors affect the forecasting value significantly.
• According to the social, economic and energy requirements of the 13th Five-Year Development Plan, the SSA-LSSVM model is used to forecast CO 2 emissions in China from 2017 to 2020, and the future growth trend and the reasons for the change are analyzed in this paper.
The main structure of this paper is as follows. Section 2 presents the theory of the SSA and LSSVM model, and the novel SSA-LSSVM model is proposed for CO 2 emissions forecasting, which is a combination of the SSA method and LSSVM model. Section 3 presents an empirical analysis of CO 2 emissions in China based on the SSA-LSSVM model, and the superiority of the proposed model is verified compared with other methods. In Section 4, CO 2 emissions in China from 2017 to 2020 are forecast, and the development trend is analyzed. Finally, the conclusions are drawn in Section 5.
The Methodology of the SSA-LSSVM Forecasting Model

The Basic Methodology of the LSSVM Model
LSSVM is a form of support vector machines (SVM) under the quadratic loss function. It replaces the quadratic programming solver optimization problem by solving the linear equation, which possesses advantages of simplifying the model and a rapid solving ability without losing accuracy [63] [64] [65] . The basic theory of LSSVM is described below.
For a training sample set:
is the input vector and y ∈ R is the output value corresponding to the sample; the following decision function can be constructed as a learning machine.
where ϕ is the input vector; ϕ(x) is a linearly separable nonlinear high-dimensional map; ω is the weight vector; b is the offset value.
The structural risk function is as follows:
where ω 2 is the complexity of the control model; C is the normalization parameter; R emp is the empirical risk. In the LSSVM model modeling process, R emp can be expressed as the following quadratic expression, and the optimization problem can be expressed as:
where ξ is the error slack variable,
Using the Lagrange multiplier and the dual transformation method to transform the above programming problem, the following Lagrange function can be obtained:
According to the Karush-Kuhn-Tucker (KKT) condition, the following equation is obtained:
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The above equation is equivalent to the following formula:
Construct the following kernel function that satisfies the Mercer's theorem:
Equation (7) can be expressed as:
where
The available kernel functions in the LSSVM model include the Sigmoid kernel function, Polynomial kernel function and Radial Basis Function (RBF) kernel function. The RBF kernel function has been applied in many practical problems due to the fewer parameters that need to be preset and the adaptation to practical problems. Therefore, this paper uses the RBF function as the kernel function of the LSSVM model, namely:
After selecting the appropriate kernel function to solve the nonlinear regression problem, we can solve Equation (8) , and then we can obtain the decision function:
In the above formula, two parameters need to be confirmed, including regularization parameter "c" and kernel function parameter "σ". This paper utilizes the SSA method to search the optimal values of "c" and "σ" of the LSSVM model and forecast CO 2 emissions accurately. The theory of SSA algorithm and the optimization details are expounded in Sections 2.2 and 2.3.
The Basic Theory of SSA
Salps have a transparent and barrel-shaped body and belong to the family Salpidae. They move forward by pumping water through their body as a driving force similar to jelly fish [66] . Research about salps is rare due to the fact that the living environment is very difficult to access, which is usually in the deep sea. Salps exhibit swarming behavior; they form a swarm called a salp chain, which is believed to achieve better movement through rapid coordination of changes and forage [67] . Individual salps and this chain are illustrated in Figure 1 . Seyedali Mirjalili proposed a novel heuristic optimization method, namely SSA, based on the salp chain behaviour. In the SSA method, the population is divided into a leader, which is at the front of the chain, and followers; the leader guides the salp chain and the followers follow one by one. It is assumed that there is a food source set as the salps chain target in the search space called F. For details of SSA refer to Seyedali Mirjalili's research paper [62] . In accordance with the behaviour of a salp chain, several steps are made to explain the SSA method, which are illustrated as follows:
Step 1 Parameters setting.
The main parameters of SSA include the number of search agents SearchAgents_no; maximum number of iterations Max_iteration; the number of variables (dimension of the problem) dim; the upper bound ub = [ub 1 , ub 2 , ub 3 , . . . , ub n−1 , ub n ] and the lower bound lb = [lb 1 , lb 2 , lb 3 , . . . lb n−1 , lb n ], i.e., the variables.
Step 2 Population initialization.
Initialize the salp population with random positions in SSA, and the position matrix is as below:
where S represents the position matrix of the salp chain, s ij represents the value of the j-th variable of the i-th salp, i = 1, 2, . . . , n, j = 1, 2, . . . , d, s ij is calculated by the following Equation (12) with a stochastic distribution.
where S(i,j) represents the value of the i-th row, j-th column in the matrix. rand(i,j) is a stochastic matrix with all elements distributed in [0, 1] interval. ub(i) and lb(i) represent the upper bound and lower bound of the i-th salp respectively.
Step 3 Fitness function construction.
The fitness function is to calculate the fitness value of each salp, which is determined during the process of optimization, and the all values are stored in the matrix OS as follows:
In the matrix OS, the position of the salp with best fitness value is assigned to be the variable F as the source food, which is chased by the salp chain. Therefore, a moving food source makes it possible to obtain the global optimum.
Setp 4 Iteration process.
In order to perform global searching and avoid local optimum, all salps renovate their position by special methods in the SSA method.
For the leader's position updating with respect to the food source, the following Equation (14) is implied:
where in the j-th dimension, x 1 j indicates the position of the leader (first salp), F j is the food source's position, ub j and lb j indicate the upper bound and lower bound respectively, c 1 , c 2 , c 3 are all random numbers. c 2 and c 3 are generated in the interval of [0, 1], which determine iteration direction of the next position in the j-th dimension and step size. c 1 is a critical parameter in SSA due to balancing exploitation and exploration; it is defined as below:
where L is the maximum number of iterations, and l is the current iteration. Newton's law of motion is utilized to update the position of the followers; the equation is shown as follows:
where i ≥ 2, x i j is the i-th follower salp's position in the j-th dimension, t is time, a = v f inal v 0 and where
t . v 0 indicates the initial speed. Considering the discrepancy is equal to 1 in the iteration process and v 0 = 0, Equation (16) can be simplified as follows:
All steps are executed in the iteration process except initialization until reaching the ending standard of the SSA method iteration.
Primary Principle of the SSA-LSSVM Model for CO 2 Emissions Forecasting
In order to improve the forecasting performance, the SSA method is utilized to determine the two parameters of the LSSVM model; therefore, the CO 2 emissions forecasting model based on the SSA-LSSVM method is proposed. The main process of the SSA-LSSVM model is elaborated on below:
Step 1 Set parameters.
The main parameters of SSA include: the number of search agents Search Agents_no; maximum number of iterations Max_iteration; the number of variables (dimension of the problem) dim; the upper bound ub = [ub 1 , ub 2 , ub 3 , . . . , ub n−1 , ub n ] and the lower bound lb = [lb 1 , lb 2 , lb 3 , . . . lb n−1 , lb n ] belong to the variables. In this paper, SearchAgents_no = 50; Max_iteration = 300; dim = 2; ub = [1,100,000; 2000]; lb = [1; 1].
Step 2 Initialize population.
After setting the five basic parameters, the first stochastic salp population is generated by Equation (12), which is the start of the iteration, and the initial value of the iteration is 1.
Step 3 Construct the fitness function.
In this paper, the CO 2 emissions is forecast by the proposed SSA-LSSVM model. The two optimal parameters of LSSVM model are obtained by the SSA method, and then the two parameters are fed into the LSSVM model to forecast the CO 2 emissions. The fitness function of this paper is based on calculating the error between actual value and forecasting value by the mean absolute error (MAE) principle, which is shown in Equation (18) .
where x(k) is the actual value of CO 2 emissions;x(k) is the forecasting value of CO 2 emissions; k indicates the year, k = 2014, 2015, 2016, and n = 3 in this paper.
Step 4 Start the optimization
The original value of the first population is generated by Equation (12); then, calculate the fitness values of all the salps, and set the position of the salp with the best fitness value as variable F, which needs to be set in each iteration process. After the variable F is identified, the leader and the follower renew their positions according to Equation (14) and Equation (17) , respectively, to obtain the global optimal value.
Step 5 Finish the optimization.
During the iteration, the best salp position and the best fitness value in each iteration can be obtained, Therefore, when it comes to the termination of iteration, which means reaching the maximum iteration in this paper, there are 300 best fitness values; then, rank all the fitness values and select the best of them, and the best salp position corresponding to the selected best fitness value is gained at the same time. Therefore, the optimal regularization parameter "c" and the optimal bandwidth of RBF kernel "σ" in the LSSVM model are determined by SSA.
The main optimization process of the SSA-LSSVM method for CO 2 emissions forecasting is shown in Figure 2 . 
Empirical Simulation and Analysis
Data Source and Preprocessing of Data Samples
The SSA-LSSVM method is utilized to forecast the CO 2 emissions in China. It is of crucial importance to study the factors that affect CO 2 emissions before forecasting, which should be regarded as the input variables in the new proposed model. The relationships of CO 2 emissions and their key drivers are nonlinear and complicated. As suggested by the existing research [8, 16, 24, 26, 28, 30] , GDP, population, energy consumption, economic structure, energy structure, urbanization rate, and energy intensity are considered as the major contributors to CO 2 emissions in this paper. The economic development, population growth and increased urbanization drive the growth of energy consumption, which leads to increases in CO 2 emissions. Economic structure and energy structure affect CO 2 emissions by affecting fossil energy consumption. Energy intensity is a manifestation of energy consumption technology affecting CO 2 emissions. Further, a correlation analysis is conducted to quantitatively analyze the relationship between CO 2 and each factor in this paper, and results are shown in Table 1 . All P values are less than 0.05, and the null hypothesis is rejected. Therefore, all selected factors will significantly affect CO 2 emissions. GDP, population, energy consumption and urbanization are positively correlated with CO 2 emissions. The correlation coefficient between GDP and CO 2 emissions is 0.992, which means that economic development is the key factor affecting the increase in CO 2 emissions. Economic structure, energy structure, and energy intensity are negatively correlated with CO 2 emissions; energy intensity is most strongly related to the decrease in CO 2 emissions, followed by energy structure and economic structure. Therefore, all above factors are selected as the input variables for the SSA-LSSVM model. The data of China's total CO 2 emissions related to energy consumption from 2000 to 2016 are selected from the British Petroleum Statistical Review of World Energy, which presents various energy consumption data that are objective and precise, such as petroleum, coal, natural gas, solar energy and so on. The data on GDP, population, energy consumption, economic structure, energy consumption structure, urbanization rate, and energy intensity from 2000-2016 are picked out from the China Statistical Yearbook. GDP is converted into a constant price by taking 2000 as the base period. Since coal is the most important energy consumer product in China, and the main source of CO 2 emissions growth, as suggested by Zheng Wang [27] , and Shibao lu [28] , the share of coal consumption in total energy consumption indicates the energy consumption structure. China is still an industrialized country dominated by secondary industry, and secondary industry development affects CO 2 emissions significantly, according to Zhang X [25] and PhilipKofi Adom [26] . The economic structure is represented by the proportion of the secondary industry added value in terms of GDP.
The data of CO 2 emissions, GDP, population, energy consumption, economic structure, energy structure, urbanization rate, and energy intensity in China are shown in Figure 3 . The amount of CO 2 emitted continuously increased at an average annual rate of 419 million tonnes from 2000 to 2013. After 2011, the growth of CO 2 emissions greatly slowed down; China emitted 8979.4 and 9218.8 million tonnes CO 2 in 2012 and 2013, respectively. CO 2 emissions in 2014 increased by only 5.3 million tonnes compared with 2013, and decreased slightly in 2015-2016 mainly due to the adjustment of industrial structure and energy structure policies. GDP and energy consumption showed the same trend as CO 2 emissions, and both have slowed since 2011. The trends of economic structure, energy structure fluctuated from 2000 to 2011, and showed a rapid decline after 2011. In particular, the coal consumption of China has been declining year by year since 2013. Energy intensity has continued to decrease. Population and urbanization both increased stably.
The sample data are normalized, ranging from 0 to 1 by employing Equation (19) before forecasting. (19) where x max and x min are the respective maximal and minimal value of each factor data series. Data samples are divided into a training set and testing set in the use of LSSVM. In this paper, the data of CO 2 emissions and driving factors from 2000 to 2013 are selected as the training set; therefore, the sample points of the testing set range from 2014 to 2016. 
Optimize LSSVM Parameters and Predict CO 2 Emissions
In the SSA-LSSVM model, the values of "σ 2 " and "c" in the LSSVM model are obtained by the SSA method. The iterative mean absolute error (MAE) tendency of the SSA-LSSVM model results of the optimized parameters is shown as Figure 4 . The best optimal value of MAE found by SSA is 0.0020851. The optimal value of "σ 2 " is 1546.396, the optimal value of "c" is 1,079,561.329, and the two optimal parameters will be applied for CO 2 emissions forecasting in the testing stage.
Inputting the data of CO 2 factors, the CO 2 emissions from 2014 to 2016 can be forecast by the SSA-LSSVM model. The forecasting values are shown in Table 2 The iterative mean absolute error tendency of the SSA-LSSVM model of the optimized parameters. Figure 5 . In 2014, the forecasting value of LSSVM has the smallest gap compared with actual value, and the SSA-LSSVM model ranks second. In 2015 and 2016, the SSA-LSSVM model performs best for CO 2 emissions compared with other three models, followed by the BP neural network model, PSO-LSSVM model, and LSSVM model. In order to more directly compare the prediction accuracy of various methods, percentage error (PE), root mean square error (RMSE) and mean absolute percentage error (MAPE) are used to compare and analyze the prediction data of the four models. Their calculation method is shown as below Equations (20)- (22) .
where x(k) andx(k) represent the actual value and the predicted value, respectively, at the time k.
The results of PE, RMSE, and MAPE by different models are demonstrated in Figure 6 and Table 3 . Generally, the values of PE ranging in the interval of [−3%, 3%] are considered as standard performance of prediction accuracy [68] . As displayed in Figure 6 Therefore, the proposed SSA-LSSVM model has the best prediction accuracy compared with the LSSVM model, PSO-LSSVM model, and BP neural network model based on the PE, RMSE, and MAPE standard. It can be concluded that the SSA has a better capacity to optimize the parameters of LSSVM with a widely used prospect, and the SSA-LSSVM model has a high accuracy of CO 2 emissions forecasting in China, which is significantly superior to the LSSVM model, PSO-LSSVM model, and BP neural network model. 
Forecasting CO 2 Emissions from 2017 to 2020 in China
China's CO 2 emissions from 2017 to 2020 can be forecast by the proposed SSA-LSSVM model. All the factors of CO 2 emissions are regarded as input variables in the SSA-LSSVM model; therefore, GDP, population, energy consumption, economic structure, energy structure, urbanization rate, and energy intensity should be forecast from 2017 to 2020. According to the 13th Five-Year Plan for National Economic and Social Development, by 2020, GDP will increase at a steady 6.5% growth rate. The added value of the secondary industry will account for 36.2% of the total output value. The urbanization rate will reach 60%, a total increase of 3.9%. According to the 13th Five-Year Plan for Energy Development, by 2020, the total energy consumption will be controlled at 5 billion tons of standard coal, and the proportion of coal consumption will drop below 58%, and energy intensity will decrease by 15%. The National Plan for the Development of Family Planning in the 13th Five-Year Plan proposes that the total population of the country will be about 1.42 billion at an average annual natural growth rate of about 6% by 2020. The forecasting values of all factors are listed in Table 4 . Table 5 . The CO 2 emissions forecasting value of this paper is less than the three other forecasting values. Structural factors should be considered in the CO 2 emissions forecasting process as these are frequently overlooked in some research, leading to a higher forecasting value of CO 2 emissions. The proposed model in this paper can contribute to improving the CO 2 emissions forecasting accuracy, and the forecasting result may guide the Chinese government to formulate more reasonable CO 2 emission reduction policies. The impact on CO 2 emissions of structural factors is significant; therefore, it is necessary to design stronger, more critical and more scientific energy structural and economic structurale development policies. The growing speed slows down because of a series of policies and actions taken by the Chinese government, such as industrial restructuring policy, energy structure adjustment policy, and eco-friendly development policy, and so on. In particular, China proposed the "two alternative" energy consumption strategy, which contributes to the change of energy structure and vigorously develops clean energy. China invested US$ 89.5 billion in clean energy according to the data in 2014 from the National Bureau of Statistics of China, accounting for 29% of total investment in global renewable development. Recently, China has focused on continuously cutting overcapacity of some key industries including steel and cement; the development of these industries requires a large amount of fossil energy consumption, which is the main source of CO 2 emissions. Therefore, the implementation of the capacity policy is conducive to promoting the adjustment of industrial structure and energy structure, and reducing the CO 2 emissions in China. Strategies of "Made in China 2025" and "Industry 4.0" also upgrade the industrial structure of China. All policies and actions help China achieve its emission reduction targets.
The constant decrease in emissions growth means the peak of China's CO 2 emissions is coming. In the future, China will further stabilize its economic development, optimize the energy structure and industrial structure, increase the implementation of energy conservation and emission reduction policies, and strictly control the total amount of energy consumption and pollutant emissions. It is entirely possible to reach a peak by 2030 in accordance with the current development trend. 
Conclusions
CO 2 emissions forecasting is becoming more important due to increasing climatic problems and contributes to developing scientific climate policies and making reasonable energy plans. Considering that the influential factors of CO 2 emissions are multiplex, and the relationship between each factor and CO 2 emissions is complex and non-linear, CO 2 emissions forecasting is also difficult, which is worth further study. In this paper, a novel CO 2 emissions forecasting model is proposed based on the LSSVM model, which is widely used to solve complex and non-linear problems, and the SSA method, which has superiority in solving single-objective optimization problems with unknown search spaces compared with the general optimization algorithm, namely, the SSA-LSSVM model. GDP, population, energy consumption, economic structure, energy structure, urbanization rate, and energy intensity are all found to affect CO 2 emissions in some context based on a summary of previous research. Moreover, it is found that GDP, population, energy consumption and urbanization are positively correlated with CO 2 emissions, and economic structure, energy structure, and energy intensity are negatively correlated with CO 2 emissions by correlation analysis. Therefore, all factors are considered as input variables in the SSA-LSSVM model; in particular, the structural factors are considered in the CO 2 emissions forecasting process. However, the impact on CO 2 emissions of carbon capture technology is not considered due to the difficulty of quantifying it in the proposed model in this paper. The proposed SSA-LSSVM model is verified to have superiority and better performance in terms of CO 2 emissions forecasting compared with the selected models, including the single LSSVM model, PSO-LSSVM model, BP neural network model, based on three different evaluation indicators, namely, PE, RMSE, and MAPE. The predicted PE values of the SSA-LSSVM model are all in the interval of [−0.2%, 0.2%], the RMSE value of the SSA-LSSVM model is 9.27 Mt, and the MAPE value of the SSA-LSSVM model is only 0.087%. Therefore, the SSA-LSSVM model can improve the accuracy and reliability of CO 2 emissions forecasting. CO 2 emissions will reach 10,110.101 Mt by 2020 in China, forecast by the SSA-LSSVM model according to the 13th Five-Year Plan for social, economic and energy development, and the average annual growth is 242.882 Mt, i.e., considerably lower compared to the growth from 2000 to 2013. The CO 2 emissions forecasting value of China in 2020 in this paper is less than the three other forecasting values, which indicates that structural factors should be taken into account in the forecasting process, and ignoring structural factors may lead to higher a forecasting value. Therefore, the proposed model in this paper can improve the accuracy of CO 2 emissions forecasting and help the Chinese government to formulate more reasonable CO 2 emission reduction policies, energy structure adjustment policies and economic structure transformation policies. The constant decrease of CO 2 emissions benefits from a series of policies and actions, such as the industrial restructuring policy, energy structural adjustment policy and the "two alternative" energy consumption strategy. It is entirely possible to reach a peak by 2030 in accordance with the current development trend.
The SSA can be applied to more practical issues combined with other methods, such as the BP neural network, extreme learning machine (ELM), and SVM, which has a better potential for optimization. Considering that the development of influential factors of CO 2 emissions is uncertain and changeable, the scenario analysis method could contribute to CO 2 emissions forecasting and analysis, which is the focus of further study. Moreover, quantifying the impacts on CO 2 emissions of carbon capture technologies in the model may further improve the forecasting accuracy of the SSA-LSSVM model, which is the focus of the next step.
