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WELL–POSEDNESS OF DISPERSION MANAGED NONLINEAR
SCHRO¨DINGER EQUATIONS
MI–RAN CHOI, DIRK HUNDERTMARK, YOUNG–RAN LEE
Abstract. We prove local and global well–posedness results for the Gabitov–Turitsyn or
dispersion managed nonlinear Schro¨dinger equation with a large class of nonlinearities and
arbitrary average dispersion on L2(R) and H1(R). Moreover, when the average dispersion
is non–negative, we show that the set of nonlinear ground states is orbitally stable.
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1. Introduction
1.1. The Cauchy problem. We prove local and global existence results for the initial
value problem for a dispersion managed nonlinear Schro¨dinger equation (NLS)i∂tu+ dav∂2xu+
∫
R
T−1r (P (Tru))ψ(r)dr = 0,
u(x, 0) = u0(x),
(1.1)
for a large class of nonlinearities P where u = u(x, t), x, t ∈ R, is a complex-valued function,
dav ∈ R, ψ ≥ 0 is in L
q(R) for suitable q ≥ 1, and Tr = e
ir∂2x is the solution operator for
the free Schro¨dinger equation, that is, w(x, r) = (Trf)(x) solves the initial value problem{
i∂rw + ∂
2
xw = 0,
w(x, 0) = f(x).
The case dav = 0 is a singular limit. Positive average dispersion, dav > 0, corresponds to a
focusing nonlinearity, while dav < 0 corresponds to a defocusing nonlinearity, see Remark
1.9. In the application of (1.1) in nonlinear optics, t corresponds to the distance along
the fiber and x denotes the (retarded) time. The name “dispersion management” refers
to the fact that the equation (1.1) models the propagation of signals through glass–fiber
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cables where the local dispersive properties vary periodically between strongly positive and
strongly negative dispersion, with some small average dispersion dav, along the cable. It is
an effective equation describing the electromagnetic wave propagation in optical fibers in
the so–called strong dispersion management regime. See Section 1.2 for a short discussion
on how the probability density ψ is determined from the local dispersion profile in dispersion
managed glass fiber cables.
The technique of dispersion management was invented to balance the competing effects
of nonlinearity and dispersion. It has led to new type of glass–fiber cables for ultra–high
speed data transfer through optical fiber over long distances. The dispersion managed NLS
has intensively been studied, mainly on a non–rigorous level starting with [1, 10, 11], see
also the survey [24] and references therein. There are much fewer rigorous results available,
e.g., [8, 9, 13, 15, 16, 21, 25]. The Kerr–type nonlinearity, i.e., the case when P (z) = |z|2z,
was originally studied by Gabitov and Turitsyn in [10, 11] and is also assumed in much of
the rigorous and non–rigorous work. It corresponds to taking a Taylor series expansion of
the polarization P in the glass–fiber cable and keeping the only the first non–trivial term.
We will not make this simplifying assumption in our paper but consider a rather large class
of nonlinearities, instead.
We assume that the nonlinearity P : C → C in (1.1) is in the form of P (z) = h(|z|)z.
Our main assumptions on h : [0,∞) → R are:
A1) Zero average dispersion: h is continuous on [0,∞) and continuously differentiable
on (0,∞) with lima→0 h
′(a)a = 0. There exists 0 ≤ p ≤ 4 such that
|h(a)| . 1 + ap for all a ≥ 0,
|h′(a)| . a−1 + ap−1 for all a > 0.
(1.2)
A2) Non–zero average dispersion: h is continuous on [0,∞) and continuously differ-
entiable on (0,∞) with lima→0 h
′(a)a = 0. There exist increasing functions J1, J2 :
[0,∞) → [0,∞) such that
|h(a)| ≤ J1(a) for all a ≥ 0,
|h′(a)| ≤ J2(a)(1 + a
−1) for all a > 0.
(1.3)
For global well-posedness, we additionally need to assume
A3) Non–zero average dispersion: The nonlinearity h satisfies
h(a) ≤ J˜(a)(1 + ap) for all a ≥ 0, when dav > 0,
h(a) ≥ −J˜(a)(1 + ap) for all a ≥ 0, when dav < 0,
(1.4)
for some 0 ≤ p ≤ 4 and an increasing function J˜ ≥ 0 with
lim
a→∞
J˜(a)
a4
= 0. (1.5)
Above, we use the convention f . g, if there exists a finite constant C > 0 such that
f ≤ Cg.
Remark 1.1. For vanishing average dispersion, the growth condition on h is consistent
with the fact that the nonlocal nonlinearity in (1.1) is bounded on L2(R) for P (z) = |z|pz
and ψ ∈ L
4
4−p only for 0 ≤ p ≤ 4, see Lemma 2.5. Note, however, that the assumption on h′
in (1.2) is rather weak, allowing a blowup of h′ for small a. For example, our assumptions
cover even highly oscillating nonlinearities of the form
h(a) = aδ sin
(
1
aκ
)
(1.6)
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with h(0) = 0 and 0 < κ < δ ≤ 4.
Assumption A2 is even weaker, h only has to be locally bounded, without any growth
condition at infinity and the possibility of large oscillations of h′(a) for small values of a.
The example (1.6) satisfies ssumption A2 for all 0 < κ < δ and assumption A3 for all
0 < κ < δ < 8.
Before presenting our main results, we make the notion of a solution more precise,
see [6, 23]: Let X1,X2 be Banach spaces. A function u : R × [−M−,M+] → C, for
some positive M±, is called a (local) strong solution of (1.1) if u ∈ C([−M−,M+],X1) ∩
C1((−M−,M+),X2) satisfies the equation
i∂tu+ dav∂
2
xu+Q(u) = 0
and u(·, 0) = u0, where the nonlocal nonlinearity Q is given by
Q(u(t)) :=
∫
R
T−1r (P (Tru(t)))ψ(r)dr.
If dav 6= 0, we take X1 = H
1(R) and X2 = H
−1(R), for a definition of the scale of
Sobolev spaces Hs(R) see the next section. This is motivated by the fact that under
suitable conditions on the nonlinearity, see Lemma 2.6, Q maps H1(R) into itself and
thus, if u(t) ∈ H1(R) solves (1.1), then ∂tu(t) ∈ H
−1(R). If dav = 0, then we take
X1 = X2 = L
2(R), since, under suitable conditions on the nonlinearity, Q maps L2(R) into
itself, see Lemma 2.5.
It is well–known that u is a strong solution of (1.1) with initial datum u0 if and only if
u ∈ C([−M−,M+],H
1(R)) for some positive M± and fulfills the Duhamel formula
u(t) = eitdav∂
2
xu0 + i
∫ t
0
ei(t−t
′)dav∂2xQ(u(t′)) dt′ (1.7)
for all t ∈ [−M−,M+], see [6, Proposition 3.1.3] and, also, [5, 23]. It is a global strong
solution, if [M−,M+] can be replaced by R. In the following, we will mainly work with the
integral version (1.7) instead of (1.1).
The Cauchy problem (1.1), or better the integral equation (1.7), is locally well–posed in
H1(R) for dav 6= 0 if for any initial data u0 ∈ H
1(R), there exists a ball B in H1 containing
u0 and times M± > 0 such that for each φ ∈ B there exists a unique strong solution
u ∈ C([−M−,M+],H
1(R)) of (1.7) with initial datum φ and the map φ 7→ u is continuous
from B to C([−M−,M+],H
1(R)). It is globally well–posed if we can take M± arbitrary
large. For dav = 0, we replace H
1(R) by L2(R).
Theorem 1.2 (Global well–posedness in L2(R) for dav = 0). Let h satisfy assumption A1
and ψ ∈ L1(R) ∩ L
4
4−p (R). Then the Cauchy problem (1.1) is globally well–posed and the
mass is conserved.
Theorem 1.3 (Local well–posedness in H1(R) for dav 6= 0). Let h satisfy assumption A2
and ψ ∈ L1(R). Then the Cauchy problem (1.1) is locally well–posed.
Theorem 1.4 (Global well–posedness in H1(R) for dav 6= 0). Let h satisfy assumptions
A2, A3 and ψ ∈ L1(R) ∩ L
4
4−p (R). Then the Cauchy problem (1.1) is globally well–posed
and the mass and energy are conserved.
The mass is given by
m(u(t)) := ‖u(t)‖2L2 . (1.8)
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In nonlinear optics it is the power of the pulse. The energy is given by
E(u(t)) :=
dav
2
‖∂xu(t)‖
2
L2 −
∫∫
R2
V (|Tru(t)|) dxψ(r)dr , (1.9)
where V (a) =
∫ a
0 P (s) ds =
∫ a
0 h(s)s ds for a ≥ 0.
Remark 1.5. Just assuming A2, we still have a global well–posedness result under some
smallness condition on the initial data, see Proposition 6.4.
Our Theorems 1.2, 1.3, and 1.4 extend the well–posedness result of [2], who only consider
the Kerr nonlinearity, to a much larger class of nonlinearities with minimal smoothness
assumptions on the nonlinearity. Moreover, the condition of [2] on the local dispersion
profile implies that ψ ∈ L∞(R) and has compact support. Thus our results also allow for
a much larger class of dispersion profiles in the dispersion managed NLS.
We now look for the ground states of (1.1), that is, stationary, or standing wave, solutions
of (1.1) in the form u(x, t) = e−iωtf(x) with minimal energy. These are given by minimizers
of the nonlocal nonlinear constrained variational problem
Edavλ = inf{E(f) : f ∈ X, ‖f‖
2
L2 = λ}
where λ > 0, dav ≥ 0, and X = L
2(R) for dav = 0; X = H
1(R) for dav > 0. Since, in
general, the energy is unbounded from below when dav < 0 we consider only dav ≥ 0 in
this case. If dav > 0, assumption A3 then guarantees that the energy is coercive, see (6.4).
Every nonlinear ground state f weekly solves the equation
ωf = −davf
′′ −
∫
R
T−1r (P (Trf))ψ(r)dr
for some Lagrange multiplier ω.
We denote by Sdavλ the set of all ground states
Sdavλ = {f ∈ X : E(f) = E
dav
λ , ‖f‖
2
L2 = λ},
for λ > 0 and dav ≥ 0. Sufficient conditions for S
dav
λ 6= ∅ are given in Theorem 7.1.
Our last result concerns the orbital stability of Sdavλ . In order to be able to state it, we
need some more assumptions:
A4) There exists p0 > 2 with
h(a)a2 ≥ p0
∫ a
0
h(s)s ds for all a > 0 . (1.10)
A5) There exists a continuous decreasing function p : [0,∞)→ (2,∞) such that
h(a)a2 ≥ p(a)
∫ a
0
h(s)s ds for all a > 0. (1.11)
A6) There exists a0 > 0 with h(a0) > 0.
Remarks 1.6. (i) If one prefers to have a local condition on the nonlinearity h, a suitable
substitute is
h′(a)a ≥ (p0 − 2)h(a) for all a > 0 , (1.12)
for (1.10) and
h′(a)a ≥ (p(a)− 2)h(a) for all a > 0 (1.13)
for (1.11). In fact, (1.12) is equivalent to (h(a)a2)′ ≥ p0h(a)a, and integrating this, one
gets (1.10). In a similar way (1.13) implies (1.11).
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(ii) In terms of V =
∫ a
0 P (s) ds =
∫ a
0 h(s)s ds the condition (1.10) is equivalent to V
′(a)a ≥
p0V (a) for a > 0. This is the well-known Ambrosetti–Rabinowitz condition from
the calculous of variations [3]. Condition (1.11) is a weakened version of the classi-
cal Ambrosetti–Rabinowitz condition, which allows for saturating nonlinearities in the
sense that V is asymptotically quadratic, or h is asymptotically constant, for large
a. That the variational approach for constructing nonlinear ground states also works
under this weaker condition is less known, see [17].
To state the last theorem, we need one more notation: Given r ≥ 1 we say that ψ ∈ Lr+
if ψ ∈ Lr+δ for some δ > 0.
Theorem 1.7. Suppose that the nonlinearity h satisfies assumption A6 and either of
(i) Let dav = 0. The nonlinearity h satisfies assumptions A1, A4, |h(a)| . a
p1 + ap2 for
all a ≥ 0 and some 0 < p1 ≤ p2 < 4, and ψ ∈ L
4
4−p2
+
(R) has compact support.
(ii) Let dav > 0. The nonlinearity h satisfies assumptions A2, A4 or A5, and h(a) ≤
J˜(a)(1+ ap) for all a ≥ 0, an increasing function J˜ ≥ 0 with lima→∞ a
−4J˜(a) = 0, and
0 ≤ p ≤ 4, and ψ ∈ L
4
4−p
+
(R) has compact support.
Then there exists a critical threshold 0 ≤ λcr <∞ such that if λ > λcr then S
dav
λ 6= ∅ and it
is orbitally stable in the sense that, for every ε > 0, there exists δ > 0 such that if u0 ∈ X
with
inf
f∈Sdavλ
‖u0 − f‖X < δ,
then the solution u with the initial data u0 satisfies
inf
f∈Sdavλ
‖u(·, t) − f‖X < ε
for all t ∈ R, where X = H1(R) if dav > 0 and X = L
2(R) if dav = 0.
Moreover, if dav > 0 and 0 < λ < λcr then S
dav
λ = ∅.
Remark 1.8. If the average dispersion is negative, dav < 0, the nonlinearity in (1.1) is
defocusing, at least when it is given by the Kerr approximation. For the local NLS it is
known that there are no stationary solutions, i.e., solitons, in this case. For the dispersion
managed NLS this is not known. While there are some numerical simulations, which show
stable propagation of pulses for negative average dispersion dav < 0 with |dav| small, it seems
that these pulses loose energy over time by radiation. Thus they are not true stationary
solutions, see [25, Remark 3.2].
1.2. The connection to nonlinear optics. Equation (1.1) is an averaged version of the
local, but non–autonomous dispersion managed NLS
i∂tw = −dloc(t)∂
2
xw − P (w), (1.14)
where the dispersion dloc(t) is parametrically modulated and P is the nonlinear interaction
due to the polarizability of the glass–fiber cable. The constant dav is the average dispersion
over one period along the cable and the function ψ is the density of a probability measure
related to the mean–zero periodic part of the local dispersion profile,
dloc(t) = dav + dper(t) . (1.15)
In the case of strong dispersion management, one assumes that the mean zero periodic
part dper is give by
dper(t) = ε
−1d0(t/ε)
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with d0 periodic, of period L > 0 and zero mean, and ε > 0 small. Since (1.14) is non-
autonomous with a highly oscillating periodic local dispersion, Gabitov and Turitsyn [10, 11]
found an approximation which is good for small ε, i.e., in the regime of strong dispersion
management. Roughly, the idea is as follows: Let Tr = e
ir∂2x , D(t) =
∫ t
0 d0(s) ds, and make
the ansatz
w(x, t) = TD(t/ε)v(·, t)(x) . (1.16)
Then (1.14) is equivalent to
i∂tv = −dav∂
2
xv − T
−1
D(t/ε)
[
P (TD(t/ε)v)
]
(1.17)
which now contains the fast oscillating term TD(t/ε) in the nonlinearity, but the linear part
is constant in t; since d0 has mean zero and period L, the cumulative dispersion D(t/ε) is
periodic with period εL. The idea of Gabitov and Turitsyn, for the special case of a Kerr
nonlinearity, is to average the fast oscillating nonlinear terms containing TD(t/ε) over one
period in t, which yields the dispersion managed nonlinear Schro¨dinger equation
i∂tu = −dav∂
2
xu−
1
εL
∫ εL
0
T−1D(s/ε)
[
P (TD(s/ε)u)
]
ds
= −dav∂
2
xu−
1
L
∫ L
0
T−1D(s)
[
P (TD(s)u)
]
ds
(1.18)
where u now is the average profile of the pulse v. This is analogous to Kapitza’s treatment
of the unstable pendulum, which is stabilized by fast oscillations of the pivot, see [20]. This
has been rigorously studied in [25] for Kerr type nonlinearities.
We prefer to rewrite (1.18) a bit: Introduce a probability measure µ on the Borel sets
of R by µ(B) := 1L
∫ L
0 1B(D(s)) ds and make to change of variables r = D(s) to see that
(1.18) is equivalent to
i∂tu = −dav∂
2
xu−
∫
R
T−1r
[
P (Tru)
]
µ(dr)
which is equivalent to (1.1) when µ has density ψ.
Note that since the local mean zero periodic dispersion profile d0 is locally integrable,
its integrated version D is bounded, hence the probability measure µ has compact support.
In particular, its density, once it exists, has compact support in all physically interesting
cases. The existence and suitable Lp properties of the density ψ follow from physically
natural conditions on the local mean zero periodic dispersion profile d0.
The model case, which is usually assumed, is a two step local dispersion profile d0 = dmodel
with dmodel(t) = +1 if 0 ≤ t ≤ 1 and dmodel(t) = −1 if 1 < t < 2, extended periodically to
t ∈ R. For such a model case the probability density ψ is given by
ψmodel = 1[0,1] ,
the characteristic function of the interval [0, 1]. This simplifying assumption is often made
but we will not make it here. We refer to [16, Section 1.2] or [8, Section 1.2] for a detailed
discussion how the probability density ψ is connected to the local periodic dispersion profile,
see [16, Lemma 1.4]. Most important for us is the criterion that, if d0 stays away from zero
and changes its sign finitely many times over one period, then
ψ ∈ Lq for q > 1 whenever
∫ L
0
|dper(s)|
1−q ds <∞ , (1.19)
see [16, Lemma 1.4]. In particular, all the Lq–type conditions on ψ are fulfilled for all
physically reasonable local dispersion profiles dper.
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Remark 1.9. The well known local nonlinear Schro¨dinger equation in one space dimension
is often written in the form
i∂tu = −∂
2
xu− λP (u) (1.20)
and a coupling constant λ ∈ R. In this case λ > 0 is called a focusing and λ < 0 is called a
defocusing nonlinearity. Thus for the dispersion managed NLS (1.1), dav > 0 corresponds
to the focusing, and dav < 0 to the defocusing, case of the usual local NLS, at least when
h is nonnegative, where the nonlinearity is given by P (u) = h(|u|)u.
This paper is organized as follows. In Section 2 we gather the necessary nonlinear bounds.
Due to the nonlocality of the nonlinearity, these are quite different from what is usually
used in the study of NLS. Local existence is done in Section 3. Since our assumptions on
the nonlinearity are rather weak, the existence proof does not immediately yield continuous
dependence on the initial data, at least when dav 6= 0. This local well–posedness is done in
Section 4. Global existence and well–posedness are based on mass and energy conservation.
Due to our rather weak differentiability assumptions on the nonlinearity, the usual approach
to prove conservation of energy and mass is not applicable in our case, see the discussion
in the beginning of Section 5, we avoid the usual approximation arguments by directly
showing differentiability of the mass and energy, even for low regularity solutions, by using
a twisting trick. The proof of global existence is finished in Section 6 and in Section 7
we give the proof of orbital stability of the set of ground states for non–negative average
dispersion.
2. Nonlinear estimates
Before we collect the estimates we need, let us introduce some notations. Lp(R) for
1 ≤ p ≤ ∞ and Hs(R), s ∈ R, are the usual Lebesgue and Sobolev spaces with norms
‖ · ‖Lp and ‖ · ‖Hs , respectively. That is, L
p(R) is the space of (equivalence classes of)
functions f for which
‖f‖Lp =
(∫
R
|f(x)|p dx
)1/p
<∞ .
For f ∈ L2(R), we will simply write ‖f‖L2 = ‖f‖. The Sobolev space is given by
Hs(R) =
{
f ∈ S∗ :
∫
R
〈η〉2s|f̂(η)|2 dη <∞
}
with the norm ‖f‖Hs = ‖〈·〉
sf̂‖, where S∗ = S∗(R) denotes the tempered distributions on
R, 〈η〉 := (1 + η2)1/2, and f̂ is the Fourier transform of f , defined by
f̂(η) := (2pi)−1/2
∫
R
e−ixηf(x) dx
for f ∈ S, the Schwartz space of infinitely smooth, rapidly decreasing functions, and ex-
tended by duality to the space of tempered distributions S∗.
We denote by Lqt (J,L
p
x(I)), for 1 ≤ p, q <∞ and intervals I, J , the space of all functions
u for which
‖u‖Lqt (J,L
p
x(I)) =
(∫
J
(∫
I
|u(x, t)|pdx
) q
p
dt
) 1
q
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is finite. If p =∞ or q =∞, use the essential supremum instead. For notational simplicity,
we write Lq(Lp) for Lqt (R, L
p
x(R)). For a Banach space X with norm ‖ · ‖X and an interval
J , C(J,X) is the Banach space of all continuous functions u : J → X with norm
‖u‖C(J,X) = sup
t∈J
‖u(t)‖X
and C1(J,X) is the Banach space of all continuously differentiable functions u : J → X.
Now we gather some properties of the solution operator Tr = e
ir∂2x for the free Schro¨dinger
equation in spatial dimension one. It is a unitary operator on L2(R) and, also, on H1(R)
and therefore for every r ∈ R
‖Trf‖ = ‖f‖ and ‖Trf‖H1 = ‖f‖H1 .
The following is the one-dimensional Strichartz estimate in the form that we need.
Lemma 2.1 (One-dimensional Strichartz estimates). (i) Let 2 ≤ p, q ≤ ∞ so that
1
p
+
2
q
=
1
2
.
If f ∈ L2(R), then the map r 7→ Trf belongs to L
q(Lp) ∩ C(R, L2) and
‖Trf‖Lq(Lp) . ‖f‖, (2.1)
where the implicit constant depends only on p. Moreover, if f ∈ H1(R), then the map
r 7→ Trf is in C(R,H
1).
(ii) Let J be a bounded interval containing zero. If F ∈ L1(J,L2), then the map
r 7→ ΨF (r) :=
∫ r
0
T(r−r′)F (·, r
′)dr′
belongs to L∞(J,L2) ∩ C(J,L2) and
‖ΨF‖L∞(J,L2) . ‖F‖L1(J,L2).
Moreover, if F ∈ L1(J,H1), then ΨF is in C(J,H
1).
The Strichartz inequalities have a long history. The first proof by Strichartz [22], valid
in all dimensions, was for the special case p = q. It was then later extended by several
authors, see, for example, [12, 19]. The above formulation is from [6] for the case of one
space dimension.
Before we present the space time bounds we need, which are based on Strichartz type
estimates, we introduce one more notation. For a suitable ψ = ψ(r), we denote by
Lq(R2, dxψdr), 1 ≤ q <∞, the Banach space of all functions with the weighted norm
‖u‖Lq(R2,dxψdr) =
(∫∫
R2
|u(x, r)|qdxψ(r)dr
)1/q
.
Lemma 2.2. Let 2 ≤ q ≤ 6 and ψ ≥ 0 in L
4
6−q (R). Then for all f ∈ L2(R),
‖Trf‖
q
Lq(R2,dxψdr)
. ‖f‖q, (2.2)
where the implicit constant depends only on the L
4
6−q norm of ψ.
Proof. The bound (2.2) is exactly the same as provided by Lemma 2.1 in [8], but we give
a simpler proof: Use Ho¨lder’s inequality with exponents 4q−2 and
4
6−q in the r-integral and
then Strichartz inequality from Lemma 2.1 to obtain∫∫
R2
|Trf |
q dxψ(r)dr ≤ ‖Trf‖
q
L4q/(q−2)(Lq)
‖ψ‖L4/(6−q) . ‖f‖
q‖ψ‖L4/(6−q) .
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Similar to Proposition 2.15 in [8], one can easily extend the bound (2.2) for q > 6 and
f ∈ H1(R). In the following we use a+ = max(a, 0) for the positive part of a ∈ R.
Lemma 2.3. Let 2 ≤ q <∞ and ψ ≥ 0 in L
4
6−q+κ (R) for some (q−6)+ ≤ κ ≤ q−2. Then
for all f ∈ H1(R)
‖Trf‖
q
Lq(R2,dxψdr)
. ‖f ′‖
κ
2 ‖f‖q−
κ
2 ,
where the implicit constant depends only the L
4
6−q+κ norm of ψ.
Proof. This can be found in the proof of Proposition 2.15 in [8]. For the reader’s conve-
nience, we give the short proof: Since 2 ≤ q−κ ≤ 6 and ψ ∈ L
4
6−(q−κ) (R), applying Lemma
2.2, we get ∫∫
R2
|Trf |
q dxψ(r)dr ≤ sup
r∈R
‖Trf‖
κ
L∞
∫∫
R2
|Trf |
q−κ dxψ(r)dr
. sup
r∈R
‖Trf‖
κ
L∞‖f‖
q−κ.
(2.3)
Now using the well–known bound
‖g‖2L∞ ≤ ‖g
′‖‖g‖,
which follows easily from
|g(x)|2 = 2Re
∫ x
−∞
g(t)g′(t) dt = −2Re
∫ ∞
x
g(t)g′(t) dt
for all g ∈ H1(R), we obtain
sup
r∈R
‖Trf‖
2
L∞ ≤ sup
r∈R
‖∂x(Trf)‖‖Trf‖ = ‖f
′‖‖f‖, (2.4)
where we used the fact that ∂x and Tr = e
ir∂2x commute and Tr is unitary on L
2(R). Then,
combining (2.3) and (2.4) completes the proof.
Remark 2.4. It immediately follows from Lemma 2.3 that
‖Trf‖Lq(R2,dxψdr) . ‖f‖H1
under the conditions in Lemma 2.3. A similar argument shows that if 2 ≤ q ≤ ∞ and
f ∈ H1(R), then
‖Trf‖Lq ≤ ‖f‖H1
for arbitrary r ∈ R. Indeed, this bound clearly holds due to (2.4) when q = ∞. For
2 ≤ q <∞, we have∫
R
|Trf |
qdx ≤ ‖Trf‖
q−2
L∞
∫
R
|Trf |
2dx ≤ ‖f‖
q+2
2 ‖f ′‖
q−2
2 ≤ ‖f‖q
H1
.
We denote the nonlocal nonlinearity in (1.1) by
Q(f) :=
∫
R
T−1r (P (Trf))ψ(r)dr (2.5)
for f in either L2(R) or H1(R). Then the map f 7→ Q(f) is bounded and locally Lipschitz
continuous as in the following two lemmas.
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Lemma 2.5. Suppose that h satisfies assumption A1 and ψ ≥ 0 in L1(R)∩L
4
4−p (R). Then
for all f, g ∈ L2(R) we have
‖Q(f)‖ . ‖f‖+ ‖f‖p+1 (2.6)
and
‖Q(f)−Q(g)‖ . (1 + ‖f‖p + ‖g‖p) ‖f − g‖, (2.7)
where the implicit constants depend only on p and the L1, L
4
4−p norms of ψ.
Proof. Using the triangle inequality for integrals we have
‖Q(f)‖ ≤
∫
R
‖T−1r (P (Trf))‖ψ(r)dr
.
∫
R
(
‖Trf‖+ ‖|Trf |
p+1‖
)
ψ(r)dr ,
where we used assumption A1. For the first term, note that ‖Trf‖ = ‖f‖, since Tr is
unitary on L2(R). For the second term, we use Ho¨lder’s inequality with exponents 4p and
4
4−p in r to get∫
R
‖|Trf |
p+1‖ψ(r)dr =
∫
R
‖Trf‖
p+1
L2(p+1)
ψ(r)dr
≤
(∫
R
‖Trf‖
4(p+1)
p
L2(p+1)
dr
) p
4
(∫
R
|ψ(r)|
4
4−pdr
) 4−p
4
.
Thus (2.6) follows from the Strichartz estimate (2.1).
For the second bound, we again use the triangle inequality and the unitarity of Tr on
L2(R) to see that
‖Q(f)−Q(g)‖ ≤
∫
R
‖P (Trf)− P (Trg)‖ψ(r)dr .
Let w, z ∈ C. From assumption A1 one gets for any 0 ≤ s ≤ 1∣∣∣ d
ds
P (w+s(z − w))
∣∣∣ = ∣∣∣ d
ds
[
h(|w + s(z −w)|)(w + s(z − w))
]∣∣∣
≤
∣∣h′(|w + s(z − w)|)∣∣|w + s(z − w)||z − w|+ ∣∣h(|w + s(z − w)|)∣∣|z − w|
.
(
1 + |w + s(z − w)|p
)
|z − w| ≤
(
1 + max(|w|, |z|)p
)
|z − w|
and the fundamental theorem of calculus gives for all z, w ∈ C
|P (z)−P (w)| =
∣∣∣∣∫ 1
0
d
ds
(
P (w + s(z − w))
)
ds
∣∣∣∣ . (1 +max(|w|, |z|)p)|z − w| . (2.8)
Therefore
‖Q(f)−Q(g)‖ .
∫
R
∥∥∥(1 + max(|Trf |, |Trg|)p)|Tr(f − g)|∥∥∥ψ(r)dr
≤
∫
R
‖Tr(f − g)‖ψ(r)dr +
∫
R
‖(|Trf |
p + |Trg|
p)Tr(f − g)‖ψ(r)dr.
(2.9)
Note that the first term equals ‖f − g‖‖ψ‖L1 . If p = 0, the second term is bounded in
the same way. So to control the second term, it is enough to assume that 0 < p ≤ 4. Use
Ho¨lder’s inequality with α and 2αα−2 in x to get
‖|Trf |
pTr(f − g)‖ ≤ ‖|Trf |
p‖Lα‖Tr(f − g)‖
L
2α
α−2
= ‖Trf‖
p
Lαp‖Tr(f − g)‖L
2α
α−2
.
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Note that 2αα−2 > 2 for any α > 2 and one can always choose α > 2 such that also αp ≥ 2.
Fix such an α > 2 and use Ho¨lder’s inequality with three exponents 4ααp−2 , 2α and
4
4−p in r
to obtain∫
R
‖|Trf |
pTr(f − g)‖ψ(r)dr ≤
∫
R
‖Trf‖
p
Lαp‖Tr(f − g)‖L
2α
α−2
ψ(r)dr
≤
(∫
R
‖Trf‖
4αp
αp−2
Lαp dr
)αp−2
4α
(∫
R
‖Tr(f − g)‖
2α
L
2α
α−2
dr
) 1
2α
(∫
R
|ψ(r)|
4
4−pdr
) 4−p
4
.‖f‖p‖f − g‖‖ψ‖
L
4
4−p
,
where we used the Strichartz estimate for the first two factors. Using this in (2.9) proves
the second part of the lemma.
Lemma 2.6. Suppose that h satisfies assumption A2 and ψ ≥ 0 in L1(R). Then for all
f, g ∈ H1(R) we have
‖Q(f)‖H1 .
[
J1(‖f‖H1) + J2(‖f‖H1)(1 + ‖f‖H1)
]
‖f‖H1
and
‖Q(f)−Q(g)‖
.
[
J1(‖f‖H1 ∨ ‖g‖H1) + J2(‖f‖H1 ∨ ‖g‖H1)(1 + ‖f‖H1 ∨ ‖g‖H1)
]
‖f − g‖,
(2.10)
where the implicit constants depend only on the L1 norm of ψ and a ∨ b to denote the
maximum of two real numbers a and b.
Proof. Let f ∈ H1(R). We first show
‖Q(f)‖ ≤ J1(‖f‖H1)‖f‖‖ψ‖L1 .
Use the triangle inequality, the unitarity of Tr on L
2(R), and assumption A2 to get
‖Q(f)‖ ≤
∫
R
‖P (Trf)‖ |ψ(r)|dr ≤
∫
R
‖J1(|Trf |)‖L∞ ‖Trf‖ψ(r)dr
≤
∫
R
J1(‖Trf‖L∞)‖Trf‖ψ(r)dr ≤ J1(‖f‖H1)‖f‖‖ψ‖L1 ,
(2.11)
where we also used the assumption that J1 is increasing and ‖Trf‖L∞ ≤ ‖Trf‖H1 = ‖f‖H1 .
For any g ∈ H1(R)∣∣∂xP (g)∣∣ = ∣∣∂xh(|g|)g∣∣ = ∣∣h(|g|)g′ + h′(|g|)Re( g
|g|
g′
)
g
∣∣
≤ |h(|g|)g′|+ |h′(|g|)||g′ ||g| ≤
[
J1(|g|) + J2(|g|)(1 + |g|)
]
|g′|,
where we used assumption A2. Since J1 and J2 are increasing, we get∥∥∂x(P (Trf))∥∥ ≤ ‖J1(|Trf |) + J2(|Trf |)(1 + |Trf |)‖L∞‖∂xTrf‖
≤
[
J1(‖f‖H1) + J2(‖f‖H1)(1 + ‖f‖H1)
]
‖f ′‖.
From this we obtain∥∥∂xQ(f)∥∥ ≤ ∫
R
‖∂xP (Trf)‖ψ(r)dr
≤
[
J1(‖f‖H1) + J2(‖f‖H1)(1 + ‖f‖H1)
]
‖f ′‖‖ψ‖L1
which together with (2.11) proves the first bound of the lemma.
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Next, we prove the second bound. Arguing similarly as in the derivation of (2.8), we
have for z, w ∈ C∣∣P (z)− P (w)∣∣ = ∣∣h(|z|)z − h(|w|)w∣∣
≤ |z −w|
∫ 1
0
[
|h′(|w + s(z − w)|)||w + s(z − w)| + |h(|w + s(z − w)|)|
]
ds
≤ |z −w|
[
J1(|z| ∨ |w|) + J2(|z| ∨ |w|)(1 + |z| ∨ |w|)
]
where we used assumption A2 for h in the last bound. This implies
‖Q(f)−Q(g)‖ ≤
∫
R
‖P (Trf)− P (Trg)‖ψ(r)dr
≤
∫
R
‖J1(|Trf | ∨ |Trg|) + J2(|Trf | ∨ |Trg|)(1 + |Trf | ∨ |Trg|)‖L∞‖Tr(f − g)‖ψ(r)dr.
This proves (2.10), since J1 and J2 are increasing, ‖Trf‖L∞ ≤ ‖f‖H1 , and Tr is unitary.
3. Local existence
In this section, we prove the existence of local strong solutions of (1.1), equivalently, local
solutions of (1.7). This can be proven with by now standard arguments (see, for example,
[6, 18]). However, since, in particular in the H1 setting, we want to impose rather weak
differentiability conditions on the nonlinearity, the proofs are somewhat technical and we
prefer to give the proofs in detail for the reader’s convenience.
Here and below, we use C to denote various constants. First, we show the existence of
local solutions of (1.7) in the case of vanishing average dispersion.
Proposition 3.1. Let dav = 0. Suppose that h satisfies assumption A1 and ψ ∈ L
1(R) ∩
L
4
4−p (R). Then there exists a unique local solution of (1.7). More precisely, for any K > 0
there exist positive numbers M±, depending also on p and the L
1, L
4
4−p norms of ψ, such
that for any initial condition u0 ∈ L
2(R) with ‖u0‖ ≤ K there exists a unique solution
u ∈ C([−M−,M+], L
2) of (1.7). Moreover,
‖u(t)‖ ≤ 2K for all t ∈ [−M−,M+] . (3.1)
An immediate cosequence is
Corollary 3.2. Let dav = 0. Suppose that h satisfies assumption A1 and ψ ∈ L
1(R) ∩
L
4
4−p (R). For any initial datum u0 ∈ L
2(R) there exists maximal life times T± ∈ (0,∞]
such that there is a unique solution u ∈ C((−T−, T+), L
2) of (1.7). Moreover, the blowup
alternative for solutions holds: If T+ <∞ then
lim
t→T+
‖u(t)‖ =∞
and similarly, if T− <∞, then
lim
t→−T−
‖u(t)‖ =∞.
Remark 3.3. In fact, due to mass conservation, see (5.2), Corollary 3.2 immediately yields
a unique global solution.
Proof of Proposition 3.1. We will prove the existence of local solutions for positive times
only since the case of negative times is done similarly. Fix u0 ∈ L
2(R) and for each M > 0
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define the map Φ on C([0,M ], L2) by
Φ(u)(t) = u0 + i
∫ t
0
Q(u(t′))dt′ ,
where Q is defined in (2.5). It is easy to see that Φ(u) ∈ C([0,M ], L2).
For each R > 0, define the ball
BM,R = {u ∈ C([0,M ], L
2) : ‖u‖C([0,M ],L2) ≤ R} ,
equipped with the distance
d(u, v) = ‖u− v‖C([0,M ],L2).
For appropriate values of R and M , the map Φ is a contraction on BM,R with respect to
the metric d. Indeed, Lemma 2.5 shows that there exists a constant C depending only on
p and the L1, L
4
4−p norms of ψ such that for all f, g ∈ L2(R),
‖Q(f)‖ ≤ C(‖f‖+ ‖f‖p+1)
and
‖Q(f)−Q(g)‖ ≤ C
(
1 + ‖f‖p + ‖g‖p
)
‖f − g‖.
Thus, if u, v ∈ C([0,M ], L2), then
‖Φ(u)(t)‖ ≤ ‖u0‖+
∫ t
0
‖Q(u(t′))‖dt′
≤ ‖u0‖+ C
∫ t
0
‖u(t′)‖+ ‖u(t′)‖p+1dt′
and
‖Φ(u)(t) − Φ(v)(t)‖ ≤
∫ t
0
‖Q(u(t′))−Q(v(t′))‖dt′
≤ C
∫ t
0
(
1 + ‖u(t′)‖p + ‖v(t′)‖p
)
‖u(t′)− v(t′)‖dt′ .
Therefore, for all u, v ∈ BM,R,
‖Φ(u)‖C([0,M ],L2) ≤ ‖u0‖+ CM(R+R
p+1) (3.2)
and
d(Φ(u),Φ(v)) ≤ CM(1 + 2Rp)d(u, v). (3.3)
Now assume that ‖u0‖ ≤ K, set R = 2K, and choose M+ > 0 satisfying
CM+(1 + (2K)
p) <
1
2
.
Then using (3.2) and (3.3), we conclude that Φ is a contraction from BM+,2K into itself and
since BM+,2K is complete, Banach’s contraction mapping theorem shows that there exists
a unique solution u of (1.7) in BM+,2K . This also proves (3.1).
Remark 3.4. The contraction mapping also yields, by standard arguments, that on com-
pact time intervals the solution depends continuously on the initial condition. A more
quantitative bound is derivable with the help of a Gronwall argument, see Proposition 4.1.
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Proof of Corollary 3.2 . Given an initial datum u0 ∈ L
2(R), let
T+ = T+(u0) = sup{M : ∃ unique solution u ∈ C([0,M ], L
2) with u(0) = u0} .
Proposition 3.1 shows T+ > 0 and that u is the unique solution of (1.7) with initial datum
u0 for all t ∈ [0, T+). To see the blowup alternative, assume that T+ <∞, but
K := lim inf
t→T+
‖u(t)‖ + 1 <∞ .
Then there exists a sequence of times tn → T+, as n→∞, with ‖u(tn)‖ < K.
By simply shifting in time, the already proven local existence result from Proposition 3.1
shows that there is a time ∆T , depending only on p and the L1, L
4
4−p norms of ψ, and K,
such that there is a unique solution u˜ ∈ C([tn, tn +∆T ], L
2) of (1.7). This solution agrees
with u on the time interval [tn, T+) and thus concatenating these two unique solutions one
gets, for all n ∈ N, a unique solution u in C([0, tn +∆T ], L
2) for the given initial condition
u0 at time t = 0. Since tn +∆T > T+ for large enough n, this contradicts the maximality
of the life time interval [0, T+). Thus, if 0 < T+ < ∞ we must have limt→T+ ‖u(t)‖ = ∞.
The case of negative times is done similarly.
Next, we present the local existence result in H1(R) when the average dispersion does
not vanish.
Proposition 3.5. Let dav 6= 0. If h satisfies assumption A2 and ψ ∈ L
1(R), then there
exists a unique local solution of (1.7). More precisely, for any K > 0 there exist positive
numbers M±, depending also on the L
1 norm of ψ and J1, J2 from assumption A2, such
that for any initial condition u0 ∈ H
1(R) with ‖u0‖H1 ≤ K, there exists a unique solution
u ∈ C([−M−,M+],H
1) of (1.7). Moreover,
‖u(t)‖H1 ≤ 2K for all t ∈ [−M−,M+] . (3.4)
As for the case of vanishing average dispersion, an immediate consequence is
Corollary 3.6. Let dav 6= 0 and h satisfy assumption A2 and ψ ∈ L
1(R). For any initial
datum u0 ∈ H
1(R) there exist maximal life times T± ∈ (0,∞] such that there is a unique
solution u ∈ C((−T−, T+),H
1) of (1.7). Moreover, the blowup alternative for solutions
holds: If T+ <∞ then
lim
t→T+
‖u(t)‖H1 =∞
and similarly, if T− <∞, then
lim
t→−T−
‖u(t)‖H1 =∞.
Given Proposition 3.5, the proof of Corollary 3.6 is a straightforward copy of the proof
of Corollary 3.2. So it is enough to give the
Proof of Proposition 3.5. As before, we consider only the case of positive times. For each
M > 0 and R > 0, let
BM,R = {u ∈ L
∞([0,M ],H1) : ‖u‖L∞([0,M ],H1) ≤ R}
be equipped with the distance
d(u, v) = ‖u− v‖L∞([0,M ],L2).
It is not hard to show that (BM,R, d) is a complete metric space. Let K > 0 and u0 ∈ H
1(R)
with ‖u0‖H1 ≤ K be fixed. Define the map Φ on BM,R by
Φ(u)(t) = eitdav∂
2
xu0 + i
∫ t
0
ei(t−t
′)dav∂2xQ(u)(t′)dt′.
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We can apply the same argument in the proof of Proposition 3.1, using Lemma 2.6
instead of Lemma 2.5. Then we see that, for all u, v ∈ BM,R,
‖Φ(u)‖L∞([0,M ],H1) ≤ K + CM
(
J1(R) + J2(R)(1 +R)
)
R
and
d(Φ(u),Φ(v)) ≤ CM
(
J1(R) + J2(R)(1 +R)
)
d(u, v).
Now set R = 2K and choose M+ > 0 satisfying
CM+
(
J1(2K) + J2(2K)(1 + 2K)
)
<
1
2
,
then we obtain that Φ is a contraction from BM+,2K into itself, so ‖u‖L∞([0,M+],H1) ≤ 2K,
which shows (3.4). Moreover, Lemma 2.1 (ii) shows that u is even in C([0,M+],H
1).
Remark 3.7. The above argument is a strategy due to Kato [6]. It yields existence and
uniqueness, but falls short of proving continuous dependence on the initial datum, i.e., it
does not yield well–posedness. This is done in Proposition 4.3.
4. Local well–posedness
To complete the proof of Theorem 1.3 and the local well–posedness part of Theorem 1.2,
we need to show that the solution depends continuously on the initial datum. First, for the
zero average dispersion, we prove that the map u0 7→ u(t) is locally Lipschitz continuous
on L2(R) by a Gronwall argument.
Proposition 4.1. Let dav = 0, h satisfy assumption A1 and ψ ∈ L
1(R)∩L
4
4−p (R). Then,
for every K > 0, there exists a positive constant C depending only on K, p, and the L1 and
L
4
4−p norms of ψ such that for all initial data u0, v0 ∈ L
2(R) with ‖u0‖, ‖v0‖ ≤ K we have
‖u− v‖C([−M−,M+],L2) ≤ e
Cmax(M−,M+)‖u0 − v0‖,
where u and v are the corresponding local strong solutions of (1.1) with initial data u0, v0
on the time interval [−M−,M+] of existence, guaranteed by Proposition 3.1.
Proof. Without loss of generality, we assume that t ≥ 0. From (3.1) we know that
‖u(t)‖, ‖v(t)‖ ≤ 2K for 0 ≤ t ≤M+. Since
u(t)− v(t) = u0 − v0 + i
∫ t
0
(
Q(u(t′))−Q(v(t′))
)
dt′,
we can use (2.7) and the triangle inequality for norms and integrals to obtain
‖u(t)− v(t)‖ ≤ ‖u0 − v0‖+
∫ t
0
‖Q(u(t′))−Q(v(t′))‖dt′
≤ ‖u0 − v0‖+ C1
∫ t
0
(
1 + ‖u(t′)‖p + ‖v(t′)‖p
)
‖u(t′)− v(t′)‖dt′
≤ ‖u0 − v0‖+ C1(1 + 2
p+1Kp)
∫ t
0
‖u(t′)− v(t′)‖dt′
for 0 ≤ t ≤ M+. Therefore, setting C = C1(1 + 2
p+1Kp), it follows from Gronwall’s
inequality that if 0 ≤ t ≤M+, then
‖u(t)− v(t)‖ ≤ eCt‖u0 − v0‖
which completes the proof.
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Remark 4.2. Using that for zero average dispersion one has mass conservation, see the
beginning of Section 5, the local solutions are, in fact global and the above proof yields
‖u(t)− v(t)‖ ≤ eC1(1+‖u0‖
p+‖v0‖p))|t|‖u0 − v0‖
for all t, where C1 depends only on p and the L
1, L
4
4−p norms of ψ.
It remains to show continuous dependence on the initial datum when dav 6= 0.
Proposition 4.3. Let dav 6= 0, h satisfy assumption A2, and ψ ∈ L
1(R). Then the local
solution of the Cauchy problem (1.1) depends continuously on the initial datum. More
precisely, if ϕ,ϕn ∈ H
1(R) with ϕn → ϕ in H
1(R) as n→∞, then there exists a common
time interval [−M−,M+] for which the strong solutions u, respectively un, of the Cauchy
problem (1.1) with initial data ϕ, respectively ϕn, exist and
un → u in C([−M−,M+],H
1) ∩ C1((−M−,M+),H
−1) as n→∞ .
Proof. Choose a positive K such that ‖ϕ‖H1 , ‖ϕn‖H1 ≤ K for all n ∈ N. It is enough to
consider only positive times. Using Proposition 3.5 we then know there exists M+ > 0 such
that on [0,M+] the solutions u, un of (1.1) with initial data ϕ,ϕn exist for all n and
‖u(t)‖H1 , ‖un(t)‖H1 ≤ 2K (4.1)
for all 0 ≤ t ≤M+.
It suffices to prove
un → u in C([0,M+],H
1)
as n → ∞, since then Q(un) converges to Q(u) in C([0,M+], L
2) by (2.10) and ∂2xun
converges to ∂2xu in C([0,M+],H
−1). Hence
∂tun = idav∂
2
xun + iQ(un)→ ∂tu in C([0,M+],H
−1) as n→∞ .
Furthermore, since u, un ∈ C([0,M+],H
1) for all n ∈ N, it is enough to show
un → u in L
∞([0,M+],H
1) .
Using
un(t)− u(t) = e
itdav∂2x(ϕn − ϕ) + i
∫ t
0
ei(t−t
′)dav∂2x
(
Q(un(t
′))−Q(u(t′))
)
dt′ (4.2)
and similar arguments as in the proof of Proposition 3.5, we obtain
‖un − u‖L∞([0,M+],L2)
≤‖ϕn − ϕ‖+ CM+
(
J1(2K) + J2(2K)(1 + 2K)
)
‖un − u‖L∞([0,M+],L2)
≤‖ϕn − ϕ‖+
1
2
‖un − u‖L∞([0,M+],L2),
which yields
‖un − u‖L∞([0,M+],L2) ≤ 2‖ϕn − ϕ‖. (4.3)
It remains to get a similar bound on ‖∂x(un − u)‖L∞([0,M+],L2). Using (4.2) we also get
‖∂x(un − u)(t)‖ ≤ ‖ϕ
′
n − ϕ
′‖+
∫ t
0
‖∂x
(
Q(un(t
′))−Q(u(t′))
)
‖dt′
≤ ‖ϕ′n − ϕ
′‖+
∫ t
0
∫
R
‖∂x
(
P (Trun(t
′))− P (Tru(t
′))
)
‖|ψ(r)|drdt′.
(4.4)
WELL–POSEDNESS OF DMNLS 17
Note that, for any differentiable complex-valued functions f and g on R,
d
dx
(h(|f |)f − h(|g|)g)
=h(|f |)f ′ − h(|g|)g′ +
1
2
[
h′(|f |)|f |f ′ − h′(|g|)|g|g′
]
+
1
2
[
h′(|f |)|f |−1f2f
′
− h′(|g|)|g|−1g2g′
]
= h(|f |)(f ′ − g′) + (h(|f |)− h(|g|))g′ +
1
2
h′(|f |)|f |(f ′ − g′) +
1
2
(
h′(|f |)|f | − h′(|g|)|g|
)
g′
+
1
2
h′(|f |)|f |−1f2(f
′
− g′) +
1
2
(
h′(|f |)|f |−1f2 − (h′(|g|))|g|−1g2
)
g′.
Thus∣∣∣∣ ddx[h(|f |)f − h(|g|)g]
∣∣∣∣ ≤ (∣∣h(|f |)∣∣ + ∣∣h′(|f |)f ∣∣)∣∣f ′ − g′|+ ∣∣h(|f |)− h(|g|)∣∣|g′|
+
∣∣h′(|f |)|f | − h′(|g|)|g|∣∣|g′|+ ∣∣h′(|f |)|f |−1f2 − h′(|g|)|g|−1g2∣∣|g′|.
We apply this in (4.4) to get
‖∂x(un − u)(t)‖
≤ ‖ϕ′n − ϕ
′‖
+
∫ t
0
∫
R
∥∥[|h(|Trun(t′)|)|+ |h′(|Trun(t′)|)Trun(t′)|]∂x(Trun − Tru)(t′)∥∥ |ψ(r)|drdt′
+
∫
R
∥∥[h(|Trun|)− h(|Tru|)]∂x(Tru)∥∥L1([0,M+],L2) |ψ(r)|dr
+
∫
R
∥∥[h′(|Trun|)|Trun| − h′(|Tru|)|Tru|] ∂x(Tru)∥∥L1([0,M+],L2) |ψ(r)|dr
+
∫
R
∥∥[h′(|Trun|)|Trun|−1(Trun)2 − h′(|Tru|)|Tru|−1(Tru)2] ∂x(Tru)∥∥L1([0,M+],L2) |ψ(r)|dr.
(4.5)
Note
‖Trun‖L∞([0,M+],L∞) ≤ ‖Trun‖L∞([0,M+],H1) = ‖un‖L∞([0,M+],H1) ≤ 2K (4.6)
for all n and r ∈ R because of (4.1). So
‖|h(|Trun|)|+ |h
′(|Trun|)Trun‖L∞([0,M+],L∞) ≤ J1(2K) + J2(2K)(1 + 2K) ,
hence the first integral in (4.5) is bounded:∫ t
0
∫
R
∥∥[|h(|Trun(t′)|)| + |h′(|Trun(t′)|)Trun(t′)|]∂x(Trun − Tru)(t′)∥∥ |ψ(r)|drdt′
≤M+
(
J1(2K) + J2(2K)(1 + 2K)
)
‖ψ‖L1‖∂x(un − u)‖L∞([0,M+],L2).
For the second integral in (4.5), use (4.6) to obtain∣∣[h(|Trun|)− h(|Tru|)]∂x(Tru)∣∣ ≤ (J1(|Trun|) + J1(|Tru|)) |∂xTru| ≤ 2J1(2K) |∂xTru| .
(4.7)
Then ∥∥[h(|Trun|)− h(|Tru|)]∂x(Tru)∥∥L1([0,M+],L2) . ‖∂x(Tru)‖L1([0,M+],L2)
= ‖∂xu‖L1([0,M+],L2) ≤ 2KM+ .
Thus, since ψ ∈ L1(R), by the dominated convergence theorem, it is enough to show
lim
n→∞
∥∥[h(|Trun|)− h(|Tru|)]∂x(Tru)∥∥L1([0,M+],L2) = 0 (4.8)
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for almost every r ∈ R to conclude that the third integral in (4.5) converges to zero as
n→∞.
Fix r ∈ R. Then
‖Trun − Tru‖L∞([0,M+],L2) = ‖un − u‖L∞([0,M+],L2) ≤ 2‖ϕn − ϕ‖,
where we used (4.3). Therefore, for almost all (x, t) ∈ R× [0,M+], Trun → Tru as n→∞.
Hence h(|Trun|) − h(|Tru|) → 0 as n → ∞, since h is continuous. Thus, because of (4.7)
we can use the dominated convergence theorem again to see that (4.8) holds.
This shows
lim
n→∞
∫
R
‖[h(|Trun|)− h(|Tru|)] ∂x(Tru)‖L1([0,M+],L2) |ψ(r)|dr = 0 .
To show that the last two integrals in (4.5) converge to zero as n→∞, note that the maps
z 7→ h′(|z|)z and z 7→ h′(|z|) z
2
|z| , extended by zero to z = 0, are continuous on the complex
plane, by assumption. Moreover,∣∣∣[h′(|Trun|)|Trun| − h′(|Tru|)|Tru|]∂x(Tru)∣∣∣
≤ [J2(|Trun|)(1 + |Trun|) + J2(|Tru|)(1 + |Tru|)] |∂xTru|
≤J2(2K)(2 + 4K) |∂xTru|
and∣∣[h′(|Trun|)|Trun|−1(Trun)2 − h′(|Tru|)|Tru|−1(Tru)2] ∂x(Tru)∣∣ ≤J2(2K)(2 + 4K) |∂xTru|
for almost all (x, t) ∈ R × [0,M+]. Thus we can use the same argument as for the third
integral in (4.5) to show that the last two integrals in (4.5) converge to zero as n→∞.
Thus we end up with
‖∂x(un − u)(t)‖L∞([0,M+],L2) . ‖ϕ
′
n − ϕ
′‖+M+‖∂x(un − u)(t)‖L∞([0,M+],L2) + on(1),
where on(1) denotes terms which go to zero in the limit n → ∞. Choosing M+ small
enough, we conclude
‖∂x(un − u)(t)‖L∞([0,M+],L2) . ‖ϕ
′
n − ϕ
′‖+ on(1) .
5. Mass and energy conservation
The usual approach to prove global existence from local existence on L2(R) is to show
that the mass
m(u(t)) = ‖u(t)‖2 (5.1)
is conserved. This is easy when the average dispersion vanishes since
u˙(t) := ∂tu(t) = iQ(u(t)) ∈ L
2(R)
for any strong solution u of (1.1). Thus ‖u(t)‖2 = 〈u(t), u(t)〉 is differentiable in t and
d
dt
‖u(t)‖2 = 2Re〈u, u˙〉 = 2Re(i〈u,Q(u)〉) = 0 (5.2)
since
〈u,Q(u)〉 =
∫
R
〈u, T−1r (P (u))〉ψ(r)dr =
∫
R
〈Tru, P (u)〉ψ(r)dr
=
∫∫
R2
h(|Tru|)|Tru|
2 dxψ(r)dr
is real. Thus ‖u(t)‖2 is constant, i.e., the mass is conserved.
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The conservation of mass when dav 6= 0 is more tricky: In order to calculate the derivative
of the mass one would like to argue that
d
dt
‖u(t)‖2 = 2Re〈u, u˙〉 = 2Re
(
i〈u, dav∂
2
xu〉+ i〈u,Q(u)〉
)
= 2Re
(
− idav〈∂xu, ∂xu〉+ i〈u,Q(u)〉
)
= 0
since both 〈∂xu, ∂xu〉 and 〈u,Q(u)〉 are real. This argument misses, however, that ∂tu ∈
H−1(R), so 〈u, ∂tu〉 is not defined.
While this type of argument can be saved, using that u ∈ H1(R), so the pairing of u
and ∂2xu is well–defined, the problem is much more pronounced, when one tries to prove
conservation of the energy
E(u(t)) =
dav
2
‖∂xu(t)‖
2 −
∫∫
R2
V (|Tru(t)|) dxψ(r)dr (5.3)
as a first step in order to get global from local existence. Here, V is the antiderivative of
the nonlinearity P with V (0) = 0, i.e., V (a) =
∫ a
0 P (s) ds for a ∈ R+.
In this case, the derivative of the kinetic energy of u is not well–defined since, informally
d
dt
‖∂xu(t)‖
2 = 2Re〈∂xu, ∂x∂tu〉 = 2Re
(
idav〈∂xu, ∂x∂
2
xu〉+ i〈∂xu, ∂xQ(u)〉
)
and since ∂xu ∈ L
2(R) and ∂3xu ∈ H
−2(R), the scalar product 〈∂xu, ∂x∂
2
xu〉 is not defined!
In order to circumvent this problem, one usually approximates the solution u by smooth
ones and uses an approximation argument. Thus one has to study solutions of (1.1) for
initial condition in Sobolev spaces Hs(R) with high enough regularity s > 1 and this poses
additional conditions on the nonlinearity, in particular, high enough differentiability, which
we need to avoid. Instead, we will use the twisting argument from [4].
As a warm up, we use the twisting trick to give a simple proof of mass conservation,
which works even on the L2 level.
Proposition 5.1 (Mass conservation). Any solution u ∈ C([−M−,M+],H
1) for dav 6= 0,
or u ∈ C([−M−,M+], L
2) for dav = 0, of the integral equation (1.7) has conserved mass,
‖u(t)‖2 = ‖u0‖
2 for all t ∈ [−M−,M+] . (5.4)
Proof. In order to rigorously show conservation of mass and energy when dav 6= 0, we
twist the solution u. In physics this is known as Dyson’s interacting picture. Given u let
v(t) := e−itdav∂
2
xu(t). Then since u solves (1.7), v solves
v(t) = u0 + i
∫ t
0
e−it
′dav∂2xQ(u(t′)) dt′. (5.5)
Under the assumptions on the nonlinearity, Qmaps L2(R) boundedly into L2(R) for dav = 0,
respectively H1(R) boundedly into H1(R) when dav 6= 0. But then (5.5) shows that v is
differentiable with respect to t and
v˙(t) = ∂tv(t) = ie
−itdav∂2xQ(u(t)) (5.6)
is in L2(R) when dav = 0, respectively in H
1(R) when dav 6= 0. Since e
−itdav∂2x is unitary
on L2(R), we have ‖u(t)‖ = ‖v(t)‖ for all t, hence
d
dt
‖u(t)‖2 =
d
dt
‖v(t)‖2 = 2Re〈v(t), v˙(t)〉 = 2Re〈v(t), ie−itdav∂
2
xQ(u(t))〉
= 2Re(i〈eitdav∂
2
xv(t), Q(u(t))〉) = 2Re(i〈u(t), Q(u(t))〉) = 0 .
This shows that the L2 norm of the strong solution u is constant in t.
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We denote the nonlocal nonlinearity in (1.9) by
N(f) =
∫∫
R2
V (|Trf |) dxψ(r)dr.
Then the energy of u is given by
E(u(t)) =
dav
2
‖∂xu(t)‖
2 −N(u(t)) .
Proposition 5.2 (Energy conservation, dav 6= 0). Any solution u ∈ C([−M−,M+],H
1) of
the integral equation (1.7) has conserved energy,
E(u(t)) = E(u0) for all t ∈ [−M−,M+] . (5.7)
Proof. We use again the twisted solution v(t) = e−itdav∂
2
xu(t). Since e−itdav∂
2
x commutes
with ∂x, we have
E(u(t)) =
dav
2
‖∂xu(t)‖
2 −N(u(t)) =
dav
2
‖∂xv(t)‖
2 −N(u(t))
and using again v˙(t) = ∂tv(t) = ie
−itdav∂2xQ(u(t)), one sees that the first term is differen-
tiable in t with
d
dt
‖∂xv(t)‖
2 = 2Re〈∂xv(t), ∂xv˙(t)〉 = 2Re〈∂xv(t), i∂xe
−itdav∂2xQ(u(t))〉
= −2Im〈∂xu(t), ∂xQ(u(t))〉 . (5.8)
To compute the derivative of the second term, let w ∈ C1([−M−,M+],H
1) and consider
N(w(t)). The chain rule yields
∂tN(w(t)) = DN(w(t))[w˙(t)] =
∫∫
R2
V ′(|Trw(t)|)Re
( Trw(t)
|Trw(t)|
Trw˙(t)
)
dxψ(r)dr
=
∫∫
R2
P (|Trw(t)|)Re
( Trw(t)
|Trw(t)|
Trw˙(t)
)
dxψ(r)dr = Re〈w˙(t), Q(w(t))〉
= Re〈(1− ∂x)
−1w˙(t), (1 + ∂x)Q(w(t))〉. (5.9)
The right hand side of (5.9) extends to w ∈ C([−M−,M+],H
1) ∩ C1([−M−,M+],H
−1), by
the usual density arguments: In this case (1−∂x)
−1w˙(t) ∈ L2(R) and Q(w(t)) ∈ H1(R), so
(1 + ∂x)Q(w(t)) ∈ L
2(R). Thus N(w(t)) is differentiable in t with derivative given by the
last line of (5.9) for any w ∈ C([−M−,M+],H
1) ∩ C1([−M−,M+],H
−1).
Any solution u ∈ C([−M−,M+],H
1) of the integral equation (1.7) has derivative
u˙(t) = ∂tu(t) = idav∂
2
xu(t) + iQ(u(t)) ∈ H
−1(R)
and the right hand side above is continuous in t with values in H−1(R). So (5.9) applies to
u and shows that for any solution u ∈ C([−M−,M+],H
1) of (1.7), N(u(t)) is differentiable
in t with derivative
∂tN(u(t)) = Re〈(1− ∂x)
−1u˙(t), (1 + ∂x)Q(u(t))〉
= Re〈i(1− ∂x)
−1(dav∂
2
xu(t) +Q(u(t)), (1 + ∂x)Q(u(t))〉
= Im〈(1− ∂x)
−1(dav∂
2
xu(t) +Q(u(t)), (1 + ∂x)Q(u(t))〉 .
Note that
〈(1− ∂x)
−1Q(u(t)), (1 + ∂x)Q(u(t))〉 = 〈Q(u(t)), Q(u(t))〉 ∈ R
and, since −∂x(1 + ∂x)
−1 is bounded on L2(R) and the adjoint of (1− ∂x)
−1∂x,
〈(1− ∂x)
−1∂2xu(t), (1 + ∂x)Q(u(t))〉 = 〈∂xu(t),−∂x(1 + ∂x)
−1(1 + ∂x)Q(u(t))〉
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= −〈∂xu(t), ∂xQ(u(t))〉 .
Thus
∂tN(u(t)) = −davIm〈∂xu(t), ∂xQ(u(t))〉,
which together with (5.8) gives that the energy E(u(t)) is differentiable and
d
dt
E(u(t)) = 0
for all t ∈ [−M−,M+]. Hence the energy is differentiable with vanishing derivative, that is,
it is constant.
6. Global existence
In this section, we finish the proof of global well–posedness of the dispersion managed
NLS (1.1). In fact, we only have to show global existence, since then the local well-posedness
result applies to all times for which the solution exists for vanishing average dispersion the
mass conservation and local well–posedness immediately imply global existence and well-
posedness. Using the conservations of mass and energy which were shown in section 5, we
show that the local solution extends globally in t.
For dav = 0, assume that h satisfies assumption A1 and ψ ∈ L
1(R) ∩ L
4
4−p (R), then it
follows from the mass conservation that local solutions for (1.7) obtained in Proposition 3.1
are bounded in L2(R), which means the solution is global in t.
Proposition 6.1. Let dav 6= 0, h satisfy assumptions A2, A3, and ψ ∈ L
1(R) ∩ L
4
4−p (R).
Then the Cauchy problem (1.1) has a unique global strong solution u in C(R,H1)∩C1(R,H−1)
for any initial datum u0 ∈ H
1(R).
Remark 6.2. In particular, for negative average dispersion we have a global existence
result for nonlinearities for which h satisfies assumption A2 and is bounded from below.
In applications, the polarization P (a) = h(a)a is usually non–negative, so the requirement
that h is bounded from below is a rather weak additional condition on the nonlinearity.
If h fulfills a growth condition of the form
|h(a)| . 1 + aβ for a > 0
then it is easy to see that the condition A3 is fulfilled when 0 ≤ β < 8. Other growth
conditions such as
|h(a)| . 1 + a8(ln(2 + a))−1 for a > 0
also yield global existence.
Proof. Since the mass is conserved by Proposition 5.1 it is enough to bound ‖∂xu(t)‖ in
order to control theH1 norm of the solution u. From the energy conservation in Proposition
5.2, we need to control the nonlinearity in a first step.
Recall that the nonlocal nonlinearity is given by
N(f) =
∫∫
R2
V (|Trf |)dxψ(r)dr,
where V (a) =
∫ a
0 P (s) ds =
∫ a
0 h(s)s ds for all a > 0. Assume h(a) ≤ J˜(a)(1 + a
p), then
V (a) . J˜(a)(a2 + ap+2) for all a ≥ 0,
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and
N(f) . J˜
(
(‖f ′‖‖f‖)1/2
) ∫∫
R2
(|Trf |
2 + |Trf |
p+2) dxψ(r)dr
since J˜ is increasing and |Trf | ≤ (‖∂xTrf‖‖Trf‖)
1/2 = (‖∂xf‖‖f‖)
1/2. Also, since Tr is
unitary on L2(R) we have
∫∫
R2
|Trf |
2 dxψ(r)dr = ‖f‖2‖ψ‖L1 . For the last term we use
Lemma 2.2 to obtain ∫∫
R2
|Trf |
p+2 dxψ(r)dr . ‖f‖p+2‖ψ‖L4/(4−p) .
Thus
N(f) . J˜
(
(‖f ′‖‖f‖)1/2
)(
‖f‖2 + ‖f‖p+2
)
. (6.1)
In case that h(a) ≥ −J˜(a)(1 + ap), we get similarly
N(f) & −J˜
(
(‖f ′‖‖f‖)1/2
)(
‖f‖2 + ‖f‖p+2
)
. (6.2)
Let dav 6= 0, then Corollary 3.6 tells us that there exist T± > 0 depending only on ‖u0‖H1
and the L1 norm of ψ such that a unique solution u for (1.7) exists in C((−T−, T+),H
1)
with initial data u0 ∈ H
1(R). Moreover, if T+ <∞, the the H
1-norm of the solution must
blow up as t→ T+ and similarly for T−.
The energy conservation (5.7) shows
‖∂xu(t)‖
2 =
2E(u0)
dav
+
2N(u(t))
dav
≤
2E(u0)
dav
+ C
J˜
(
(‖∂xu(t)‖‖u0‖)
1/2
)(
‖u0‖
2 + ‖u0‖
p+2
)
|dav|
(6.3)
for some finite positive constant C, due to (6.1) when dav > 0, respectively (6.2) when
dav < 0, and ‖u(t)‖ = ‖u0‖ by conservation of mass (5.4).
The bound (6.3) is clearly equivalent to
‖∂xu(t)‖
2
(
1− C
J˜
(
(‖∂xu(t)‖‖u0‖)
1/2
)
‖∂xu(t)‖2
)
. 1
for all t ∈ (−T−, T+) for some maybe different constant C. Due to (1.5) this shows that
‖∂xu(t)‖ cannot blow up as t → T+ or t → −T−. Hence the blow up alternative from
Corollary 3.6 shows that the solution exists globally.
Remark 6.3. The above proof shows that only assuming assumption A3 for dav > 0 we
have
E(f) ≥
dav
2
‖f ′‖2 − CJ˜
(
(‖f ′‖‖f‖)1/2
)(
‖f‖2 + ‖f‖p+2
)
.
Thus the energy is coercive, for any sequence fn ∈ H
1(R) with ‖fn‖ bounded and ‖f
′
n‖ → ∞
as n→∞ one has
lim
n→∞
E(fn) =∞ . (6.4)
Proposition 6.4. Let dav 6= 0 and h satisfy assumption A2.
(i) For any initial datum u0 ∈ H
1(R) with small enough H1-norm, the Cauchy problem
(1.1) has a unique global strong solution u if ψ ∈ L1(R).
(ii) If J1(a) . 1 + a
8 for a ≥ 0, then the Cauchy problem (1.1) has a unique global strong
solution u for initial conditions u0 ∈ H
1(R) with ‖u0‖ small enough when ψ ∈ L
∞(R)∩
L1(R).
Remark 6.5. The global strong solution is, of course, in the space C(R,H1)∩C1(R,H−1(R)).
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Proof. Arguing similarly to get (6.1), we have
|N(f)| . J1
(
(‖f ′‖‖f‖)1/2
) ∫∫
R2
|Trf |
2 dxψ(r)dr = J1
(
(‖f ′‖‖f‖)1/2
)
‖f‖2‖ψ‖L1 . (6.5)
Thus energy and mass conservation again yields
2E(u0)
dav
= ‖∂xu(t)‖
2 −
2N(u(t))
dav
≥ ‖∂xu(t)‖
2 −
2|N(u(t))|
|dav|
≥ ‖∂xu(t)‖
2 − CJ1
(
(‖∂xu(t)‖‖u0‖)
1/2
)
‖u0‖
2 .
Given α, s ≥ 0, let Gα(s) = s
2 − CJ1
(
(αs)1/2
)
α2. Then the above shows
G‖u0‖(‖∂xu(t)‖) ≤
2E(u0)
dav
(6.6)
for all t for which the solution u exists.
Let b > a > 0. Then if α0 > 0 is small enough and α ≤ α0 we have Gα(s) ≥ a
2 −
CJ1
(
(αb)1/2
)
α2 ≥ a2/2 for all a ≤ s ≤ b. Thus Gα(s) ≤ a
2/2 implies 0 ≤ s ≤ a or s ≥ b.
Hence if the initial condition u0 is such that ‖u0‖ ≤ α0 and 2E(u0)/dav ≤ a
2/2, then
(6.6) implies ‖∂xu(t)‖ ≤ a or ‖∂xu(t)‖ ≥ b for all t. Thus, since t 7→ ‖∂xu(t)‖ is continuous
and b > a, the assumption ‖u0‖ ≤ α0 and ‖∂xu(0)‖ ≤ a imply ‖∂xu(t)‖ ≤ a for all t. Due
to (6.5), we can make |E(u0)| as small as we like by choosing ‖u0‖ and ‖u
′
0‖ small enough.
This together with the blowup alternative from Corollary 3.6 proves the first part of the
proposition.
For the second part, we note that using Lemma 2.3 with κ = 4 and q = 10 we have
|N(f)| .
∫∫
R2
(
‖Trf‖
2 + ‖Trf‖
10
)
dxψ(r)dr . ‖f‖2 + ‖f ′‖2‖f‖8 ,
which implies, together with energy and mass conservation,
‖∂xu(t)‖
2
(
1− C‖u0‖
8
)
≤
2E(u0)
dav
+ C‖u0‖
2
similarly as for (6.6). Hence, as soon as ‖u0‖ is small enough, the kinetic energy ‖∂xu(t)‖
stays bounded, so the blowup alternative from Corollary 3.6 again applies.
7. Orbital stability
In this section, we prove Theorem 1.7. We consider only non-negative average dispersion,
dav ≥ 0, since the set of ground states is ill-defined when dav < 0. Recall the set of ground
states
Sdavλ = {f ∈ X : E(f) = E
dav
λ , ‖f‖
2 = λ}
for each λ > 0 and dav ≥ 0 and
Edavλ = inf{E(f) =
dav
2
‖f ′‖2 −N(f) : f ∈ X, ‖f‖2 = λ}.
Here, X = H1(R) for dav > 0 and X = L
2(R) for dav = 0.
Recall that the nonlocal nonlinearity functional is given by
N(f) =
∫∫
R2
V (|Trf |)dxψ(r)dr,
where V (a) =
∫ a
0 P (s) ds, for a ≥ 0, the antiderivative of P , and the nonlinearity P is given
by P (z) = h(|z|)z for z ∈ C.
Recall also the additional assumptions for the orbital stability of Sdavλ :
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A4) There exists p0 > 0 with
h(a)a2 ≥ p0
∫ a
0
h(s)s ds for all a > 0 , (7.1)
A5) There exists a continuous decreasing function p : [0,∞)→ (2,∞) such that
h(a)a2 ≥ p(a)
∫ a
0
h(s)s ds for all a > 0. (7.2)
A6) There exists a0 > 0 with h(a0) > 0.
Our first result concerns the question whether Sdavλ is empty or not.
Theorem 7.1. Suppose that h satisfies assumption A6. Then there exists a critical thresh-
old 0 ≤ λcr < ∞ such that if λ > λcr then E
dav
λ < 0 and the set S
dav
λ is not empty under
either of the following additional assumptions:
(i) Let dav = 0. The nonlinearity h satisfies assumption A4, |h(a)| . a
p1 + ap2 for all
a ≥ 0 and some 0 < p1 ≤ p2 < 4, and ψ ∈ L
4
4−p2
+
(R) has compact support.
(ii) Let dav > 0. The nonlinearity h satisfies assumptions A4 or A5 and |h(a)| ≤ J1(a) and
h(a) ≤ J˜(a)(1+ap) for all a ≥ 0, increasing functions J1, J˜ ≥ 0 with lima→∞ a
−4J˜(a) =
0, and 0 ≤ p ≤ 4, and ψ ∈ L
4
4−p
+
(R) has compact support.
Moreover, if there exists ε > 0 such that h(a) > 0 for 0 < a ≤ ε when dav = 0 or that
h(a) & ap1 for 0 < a ≤ ε and some 0 < p1 < 4 when dav > 0, then λcr = 0.
If λcr > 0 and dav > 0, then S
dav
λ = ∅ for all 0 < λ < λcr.
Proof. These results can be found for non–saturating nonlinearities in [8] and for saturating
nonlinearities in [17].
Remarks 7.2. (i) The requirement that ψ has compact support is very natural from the
point of view of applications for dispersion managed NLS, see Section 1.2.
(ii) We also know that S0λ is non–empty even for saturating nonlinearities if |h(a)| . a
p1+ap2
for all a ≥ 0 and some 1 ≤ p1 ≤ p2 < 3, see [17]. However, the proof of orbital stability
given below does not work in this case, since the proof in [17] uses a version of Ekeland’s
variational principle. Hence for possibly saturating nonlinearities, it is not shown that
any minimizing sequence converges, modulo to the natural symmetries, to a minimizer
if dav = 0.
(iii) The condition on V (a) =
∫ a
0 h(s)s ds used in [8, 17] is |V
′(a)| . aγ1−1 + aγ2−1 for
some 2 ≤ γ1 ≤ γ2 < 10 for dav > 0, and 2 < γ1 ≤ γ2 < 6 for dav = 0 in [8]. The
conditions in Theorem 7.1 are a bit more general than the assumptions used in [8, 17].
However, the proofs carry over to our slightly more general situation: The main tool for
proving tightness, modulo translation, of energy minimizing sequences [8, Proposition
4.4 and 4.6] follow from the strict subadditivity of the energy and the splitting bounds
for the nonlocal nonlinearity in [8, Section 2.2]. This strict subadditivity is shown in [8]
under assumption A4 and in [17] under assumption A5. The splitting bounds relied
on the pointwise splitting bounds for V from [8, Lemma 2.14]. Under the conditions of
Theorem 7.1 such bounds still hold. For example, we have
|V (|z + w|) − V (|z|) − V (|w|)| ≤ 4J1
(
|z|+ |w|
)
|z||w| (7.3)
for all z, w ∈ C, which is a suitable replacement for the bound in equation (2.17) from
[8, Lemma 2.14]. To prove (7.3) just argue as in the proof of [8, Lemma 2.14] using now
|V (|z + w|)− V (|z|)| =
∣∣∣ ∫ |z+w|
|z|
h(s)s ds
∣∣∣ ≤ J1(|z|+ |w|)(|z|+ |w|)|w| .
WELL–POSEDNESS OF DMNLS 25
To prove Theorem 1.7, we need one more result which is the continuity of the nonlinear
functional N similar to [8, Lemma 4.7].
Lemma 7.3. (i) Assume that h satisfies |h(a)| . 1 + ap for all a ≥ 0 and some 0 ≤ p ≤ 4
and ψ ≥ 0 in L1(R) ∩ L
4
4−p (R). Then the nonlinear nonlocal functional N : L2(R) → R
given by
L2(R) ∋ f 7→ N(f) =
∫∫
R2
V (|Trf |)dxψ(r)dr
is locally Lipshitz continuous on L2(R) in the sense that
|N(f1)−N(f2)| .
(
‖f1‖+ ‖f2‖+ ‖f1‖
p+1 + ‖f2‖
p+1
)
‖f1 − f2‖, (7.4)
where the implicit constant depends only on p and the L1, L
4
4−p norms of ψ.
(ii) Assume that h satisfies |h(a)| ≤ J1(a) for all a ≥ 0 and some increasing function
J1 ≥ 0 and ψ ≥ 0 in L
1(R). Then the nonlinear nonlocal functional N : H1(R)→ R given
by
H1(R) ∋ f 7→ N(f) =
∫∫
R2
V (|Trf |)dxψ(r)dr
is locally Lipschitz continuous in the sense that
|N(f1)−N(f2)| . J1
(
‖f1‖H1 ∨ ‖f2‖H1
)
(‖f1‖+ ‖f2‖)‖f1 − f2‖, (7.5)
where the implicit constant depends only on the L1 norm of ψ.
Remark 7.4. Note that the second part of Lemma 7.3 shows the somewhat surprising
result that while the Lipschitz constant of N on H1(R) depends on the H1 norm, however,
if f1 and f2 are bounded in H
1(R), then the difference N(f1)−N(f2) is small whenever f1
is close to f2 in the weaker L
2 norm!
Proof. Recall the notation a∨ b = max(a, b), we also use a∧ b = min(a, b) in the following.
To prove the first part recall V (a) =
∫ a
0 P (s) ds =
∫ a
0 h(s)s ds. Thus∣∣V (|z|)− V (|w|)∣∣ ≤ ∣∣∣∣∣
∫ |z|
|w|
h(s)s ds
∣∣∣∣∣ .
∫ |z|∨|w|
|z|∧|w|
(1 + sp)s ds
.
(
|z|+ |w| + |z|p+1 + |w|p+1
)
|z − w|
for all z, w ∈ C. Thus,∣∣N(f1)−N(f2)∣∣ ≤ ∫∫
R2
∣∣V (|Trf1|)− V (|Trf2|)|dxψ(r)dr
.
∫∫
R2
(|Trf1|+ |Trf2|+ |Trf1|
p+1 + |Trf2|
p+1)|Tr(f1 − f2)|dxψ(r)dr.
(7.6)
Using the Cauchy–Schwartz inequality in the x-integral and Tr being unitary on L
2 for all
r ∈ R one has ∫∫
R2
(|Trf1|+ |Trf2|)|Tr(f1 − f2)| dxψ(r)dr
≤
∫
R
(‖Trf1‖+ ‖Trf2‖)‖Tr(f1 − f2)‖ψ(r)dr
= (‖f1‖+ ‖f2‖)‖f1 − f2‖‖ψ‖L1 .
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Similarly, using the Cauchy–Schwarz inequality in the x-integral, then Ho¨lder’s inequality
in the r-integral with exponents 4p and
4
4−p , and the Strichartz inequality with admissible
pair (2(p + 1), 4(p+1)p ), one has∫∫
R2
(|Trf1|
p+1 + |Trf2|
p+1)|Tr(f1 − f2)| dxψ(r)dr
. (‖f1‖
p+1 + ‖f2‖
p+1)‖f1 − f2‖‖ψ‖
L
4
4−p
.
Substituting the last two bounds in (7.6) proves (7.4).
To prove the second part note that now∣∣V (|z|) − V (|w|)∣∣ ≤ ∣∣∣∣∣
∫ |z|
|w|
h(s)s ds
∣∣∣∣∣ ≤
∫ |z|∨|w|
|z|∧|w|
J1(s)s ds
≤ J1(|z| ∨ |w|)(|z| + |w|)|z − w|
and using this in (7.6) together with the Cauchy–Schwartz inequality yields∣∣N(f1)−N(f2)∣∣
. sup
r∈R
J1(‖Trf1‖L∞ ∨ ‖Trf2‖L∞)
∫∫
R2
(|Trf1|+ |Trf2|)|Trf1 − Trf2| dxψ(r)dr
≤ J1(‖f1‖H1 ∨ ‖Trf2‖H1)(‖f1‖+ ‖f2‖)‖f1 − f2‖‖ψ‖L1 ,
which proves (7.5).
Proof of Theorem 1.7. We show the stability of the set of ground states adapting a proof
from [14], see also [7]. We will only prove the positive average dispersion case since the
proof for the zero average dispersion case is very analogous to that of the positive average
dispersion case, with the modification that (7.5) is replaced by (7.4) and one uses the
tightness result from Proposition 4.6 in [8].
Arguing by contradiction, assume that Sdavλ is not stable. Then there exist ε0 > 0, a
sequence (φn)n in H
1(R) with
d(φn, S
dav
λ ) := inf
f∈Sdavλ
‖φn − f‖H1 <
1
n
for n ∈ N ,
and a sequence (tn)n of times such that
d(un(·, tn), S
dav
λ ) ≥ ε0 (7.7)
for all n, where un are solutions of (1.1) with the initial data φn.
We can then choose a sequence (fn)n ⊂ S
dav
λ such that ‖φn − fn‖H1 <
1
n for all n ∈ N.
Since ‖fn‖2 = λ and E(fn) = E
dav
λ , the coercivity of the energy (6.4) shows that ‖f
′
n‖ is
bounded, hence (φn)n is a bounded sequence in H
1(R). In addition,∣∣∣‖φn‖ − λ1/2∣∣∣ = ∣∣‖φn‖ − ‖fn‖∣∣ ≤ ‖φn − fn‖H1 → 0 as n→∞ ,
so ‖φn‖
2 → λ as n → ∞. By mass conservation we also have ‖un(t)‖
2 → λ as n → ∞
uniformly in t ∈ R.
Moreover, E(φn)→ E
dav
λ as n→∞. Indeed, we have
|E(φn)− E
dav
λ | = |E(φn)− E(fn)| ≤
dav
2
∣∣‖φ′n‖2 − ‖f ′n‖2∣∣+ |N(φn)−N(fn)| .
Using the reverse triangle inequality, we obtain∣∣‖φ′n‖2 − ‖f ′n‖2∣∣ = (‖φ′n‖+ ‖f ′n‖) ∣∣‖φ′n‖ − ‖f ′n‖∣∣ ≤ (‖φ′n‖+‖f ′n‖)‖φ′n − f ′n‖
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which together with (φn)n and (fn)n being bounded in H
1(R) and (7.5) shows
|E(φn)− E
dav
λ |
. (‖φ′n‖+ ‖f
′
n‖)‖(φn − fn)
′‖+ J1(‖φn‖H1 ∨ ‖fn‖H1) (‖φn‖+ ‖fn‖) ‖φn − fn‖
. ‖(φn − fn)
′‖+ ‖φn − fn‖ → 0
as n→∞.
By energy conservation we also have E
(
un(·, tn)
)
= E(φn) → E
dav
λ , i.e, it is an energy
minimizing sequence, except that it might not have the correct L2 norm. Since (un(·, tn))n
is energy minimizing and its L2 norm is bounded, the coercivity of the energy (6.4) implies
that (un(·, tn))n is bounded in H
1(R).
To normalize the L2 norm of un(·, tn) let αn := λ
1/2‖φn‖
−1 and set gn := αnun(·, tn).
From mass conservation it is clear that
‖gn‖
2 = α2n‖un(·, tn)‖
2 = α2n‖φn‖
2 = λ .
Moreover, αn → 1 as n→∞, since ‖φn‖
2 → λ, so by (7.5) we also have, similarly as above,
|E(gn)− E(un(·, tn))| ≤
dav
2
∣∣‖g′n‖2 − ‖un(·, tn)′‖2∣∣+ |N(gn)−N(un(·, tn))|
. ‖(gn − un(·, tn))
′‖+ ‖gn − un(·, tn)‖
. |αn − 1| → 0 as n→∞
since (gn)n and (un(·, tn))n are bounded in H
1(R).
Hence (gn)n∈N is a proper energy minimizing sequence. The tightness result [8, Propo-
sition 4.5], more precisely, its extension to our slightly more general setting, see Remarks
7.2, tells us that there exists K <∞ such that, for any L > 0,
sup
n∈N
∫
|η|>L
|ĝn(η)|
2 dη ≤
K
L2
where ĝn is the Fourier transform of gn, and that there exist shifts yn such that
lim
R→∞
sup
n∈N
∫
|x|>R
|gn(x− yn)|
2dx = 0.
Of course, the shifted sequence g˜n = gn(· − yn) is again a minimizing sequence and thanks
to the above bounds for gn it is tight in the sense of measures. Since it is also bounded in
H1(R), there exist a subsequence, we still denote by g˜n which converges weakly in H
1(R) to
some g˜ ∈ H1(R), hence also weakly in L2(R). The tightness bounds above then imply that
this subsequence also converges strongly in L2(R), see, for example, [16, Lemma A.1]. Thus
‖g˜‖2 = λ > 0 and since g˜n is bounded in H
1(R) the inequality (7.4) shows N(g˜n) converges
to N(g˜). Moreover, by weak convergence in H1(R) we have lim infn→∞ ‖g˜
′
n‖
2 ≥ ‖g˜′‖2,
i.e, the energy is lower semi–continuous under weak convergence. Since g˜n is an energy
minimizing sequence, this yields E(g˜) = limn→∞E(g˜n) = E
dav
λ . Thus limn→∞ ‖g˜
′
n‖
2 =
‖g˜′‖2 and so g˜n converges strongly in H
1(R) to g˜.
Let f˜n = g˜(·+ yn). Then clearly f˜n ∈ S
dav
λ and
‖un − f˜n‖H1 ≤ ‖un − gn‖H1 + ‖gn − f˜n‖H1 = |1− αn|‖un‖H1 + ‖g˜n − g˜‖H1 → 0
as n→∞, which contradicts (7.7). Thus Sdavλ is orbitally stable.
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