Observation and Measurement of the Higgs Boson Produced in Association with a Vector Boson and Decaying to a Pair of Bottom Quarks with the ATLAS Detector at LHC by Wang, Peilong
Southern Methodist University 
SMU Scholar 
Physics Theses and Dissertations Physics 
Fall 12-19-2020 
Observation and Measurement of the Higgs Boson Produced in 
Association with a Vector Boson and Decaying to a Pair of Bottom 
Quarks with the ATLAS Detector at LHC 
Peilong Wang 
peilongw@smu.edu 
Follow this and additional works at: https://scholar.smu.edu/hum_sci_physics_etds 
Recommended Citation 
Wang, Peilong, "Observation and Measurement of the Higgs Boson Produced in Association with a Vector 
Boson and Decaying to a Pair of Bottom Quarks with the ATLAS Detector at LHC" (2020). Physics Theses 
and Dissertations. 12. 
https://scholar.smu.edu/hum_sci_physics_etds/12 
This Dissertation is brought to you for free and open access by the Physics at SMU Scholar. It has been accepted 
for inclusion in Physics Theses and Dissertations by an authorized administrator of SMU Scholar. For more 
information, please visit http://digitalrepository.smu.edu. 
OBSERVATION AND MEASUREMENT OF THE HIGGS BOSON PRODUCED
IN ASSOCIATION WITH A VECTOR BOSON AND DECAYING TO A PAIR
OF BOTTOM QUARKS WITH THE ATLAS DETECTOR AT LHC
Approved by:
Dr. Stephen Sekula
Associate Professor of Physics, SMU
Dr. Fredrick Olness
Professor of Physics, SMU
Dr. Robert Kehoe
Professor of Physics, SMU
Dr. Charles Young
Senior Scientist, SLAC
OBSERVATION AND MEASUREMENT OF THE HIGGS BOSON PRODUCED
IN ASSOCIATION WITH A VECTOR BOSON AND DECAYING TO A PAIR
OF BOTTOM QUARKS WITH THE ATLAS DETECTOR AT LHC




Partial Fulfillment of the Requirements












I would like to express my gratitude to my advisor Dr. Stephen Sekula for the advisory
and support of my research at Southern Methodist University (SMU), Argonne National
Laboratory (ANL), Organisation européenne pour la recherche nucléaire (CERN), and SLAC
National Accelerator Laboratory (SLAC).
I would like to express my appreciation to Dr. Fredrick Olness, Dr. Robert Kehoe, and
Dr. Charles Young for acting as my dissertation committee.
I would like to thank Dr. Ryszard Stroynowski for the financial support and the wisdom
on physics shared with me; Dr. Roberto Vega and Dr. Kent Hornbostel for the wonderful
lectures given on Quantum Mechanics and Quantum Field Theory; and Dr. Jingbo Ye for
his great support of my hardware work in Opto-Electronics Lab at SMU and SLAC.
I am grateful to Dr. Jinlong Zhang, Dr. Jeremy Love and Dr. James Proudfoot for the
guidance and advisory on my project at ANL; to Dr. Valerio Dao, Dr. Tatsuya Masubuchi
and Dr. Francesco Lo Sterzo for the advice and help on my physics analysis at CERN; and
to Dr. Dong Su, Dr. Charles Young and Dr. Zijun Xu for offering me the opportunity and
support to work on the detector upgrade project at SLAC.
I acknowledge the U.S. Department of Energy for the grant support of my research, and
in particular, US-ATLAS for the grant to relocate to SLAC.
I also thank my parents for their great understanding and patience.
Last but not least, many thanks to everyone who has helped me in the past years while
whose name does not appear here.
iv
Wang, Peilong B.S., Physics, University of Science and Technology of China
Observation and Measurement of the Higgs Boson Produced
in Association with a Vector Boson and Decaying to a Pair
of Bottom Quarks with the ATLAS Detector at LHC
Advisor: Dr. Stephen Sekula
Doctor of Philosophy degree conferred December 19, 2020
Dissertation completed December 19, 2019
A search of the Higgs boson decaying into bb̄ pair using the WH and ZH associated
production is performed with the ATLAS detector. The analyzed data were collected in
2015, 2016, 2017 and 2018 LHC Run-2 at a center-of-mass energy of 13 TeV, corresponding
to an integrated luminosity of 139 fb−1. Final states that contains 0, 1, and 2 charged leptons
(electrons or muons, denoted as `) are considered, to target the processes of Z → νν, W → `ν
and Z → ``. Object reconstruction, event selection, and signal and control region definition
are included. Systematic uncertainty and statistical analysis used to extract the final results
are presented. This analysis observes the production pp → (W,Z)H in H → bb̄ channel at
a significance of 6.7 standard deviations (where the expectation is 6.7 standard deviations)
and represents the most precise observation to date of this physics process. Cross-sections of
V H (WH and ZH) with V → leptons and H → bb̄ are measured as a function of the vector
boson transverse momentum in the kinematic fiducial volumes and found to be consistent
with the Standard Model predictions.
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2.1 A picture of elementary particles. The Higgs boson is located in the center,
with quarks in the top-left, leptons in the bottom-left and mediators in the
right [15]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 (left) Potential V (φ) = µ2(φ†φ) + λ
4
(φ†φ)2 with symmetry at ground states;
(right) potential V (φ) = −µ2(φ†φ)+ λ
4
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Particle physics is focused on the study of the nature of the particles that constitute
matter and forces. Since the 1950s, particle physicists have been able to describe the structure
of matter and the interaction of particles using a series of elegant equations which are now
referred to as the Standard Model [1–3]. The Standard Model (SM) has been able to describe
three of the four known fundamental forces and classify all known elementary particles. To
explain why particles except the gluon and photon have mass, theories of the Standard Model
were developed and a new massive scalar particle was predicted in the 1960s. To confirm
the existence of this particle, many experiments were conducted from the 1980s onward.
The Large Hadron Collider constructed at CERN was aimed at the discovery of this
particle and exploration of the limits of the Standard Model. After about 10 years of effort
in both construction and analysis, this particle, called the Higgs boson [4–7], was discovered
by ATLAS and CMS [8, 9], two general-purpose detectors at LHC, at a mass of 125 GeV in
2012. Since then, the focus has been to test the various Higgs production and decay modes
predicted by the Standard Model.
The dominant decay of the Higgs boson is H → bb̄ which has a theoretical branching
ratio of ∼ 58% [10]. Due to the large contribution from multi-jet background, the associated
production of the Higgs boson with a W or Z has the largest sensitivity for studying H → bb̄
decay1, given that the leptons from the W or Z can efficiently trigger the signal events
and remove the multi-jet background (c.f. Section 8.2.2.5). This analysis also has the best
1Although gluon-gluon fusion has a higher cross-section, it is difficult to be triggered by the detector.
1
sensitivity for measuring the WH and ZH production and can be used to constrain the
decay width of the Higgs boson.
This thesis describes the observation and the final and most sensitive measurement of
H → bb̄ in the VH production using the ATLAS detector in Run-2 of LHC. All 139 fb−1
of proton-proton (pp) collision data collected at a center-of-mass energy of 13 TeV from
2015 to 2018 are used in this thesis (c.f. Chapter 9). Systematic uncertainties are reduced
through the updated experimental uncertainties and background modeling uncertainties (c.f.
Section 8.2). Events are selected in 0-lepton, 1-lepton and 2-lepton channels, based on the
number of charged leptons (electrons or muons) from the decay of associated vector boson
(c.f. Chapter 6). Boosted Decision Trees (BDTs), built from the kinematic variables of the
selected events, are used to maximize the sensitivity of this analysis (c.f. Section 8.1). BDT
outputs are combined using a binned maximum-likelihood fit for extraction of signal strength
and background normalizations (c.f. Section 8.3). The signal extraction method is validated
with the dijet-mass analysis and the diboson (VZ, Z → bb̄) analysis (c.f. Chapter 9).
In this analysis, my contribution is on the reduction and modeling of top-pair background
processes, which remained a leading source of background in this analysis even after the
observation of H → bb̄ in 2018. The modeling of top-pair background is crucial, given that
this is a systematics-dominated analysis (c.f. Section 4.2.3 and 8.2.2.2). Top quarks decay
99% of the time to W bosons, and those decay 11% of the time to tau leptons. I explored
a tau-veto as a means to reduce this background and I led this effort in this analysis which
has shown a great potential to reject the top-pair background (c.f. Chapter 7). In addition,
I contributed to the development of the top-pair Monte Carlo filter used in this analysis,
which enriches the number of top-pair events passing the selection of each channel despite
the challenge to computing and storage resources within ATLAS (c.f. Section 4.2.3). My
major technical contribution to the ATLAS experiment was work on the test of the FTK-to-
LVL2-Interface-Crate (FLIC) board and the development of FLIC data monitoring software
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(c.f. Section 3.3.1) used for the Fast TracKer project (FTK) [11] . The FTK was a hardware
track finder designed for the ATLAS trigger system to reconstruct the tracks from the inner
tracker. In further support of the ATLAS upgrade, I worked on the test of the Gigabit Cable
Receiver ASIC version 1 (GBCRv1) and the data transmission test for the ATLAS Inner
Tracker (ITk) Pixel detector (c.f. Section 3.3.2). The ATLAS ITk detector is a charged
particle tracking detector under development for the High-Luminosity LHC [12].
This thesis describes the VH with H → bb̄ analysis, highlighting with details my contri-
butions to this important ATLAS measurement and my work on ATLAS technical projects.
3
CHAPTER 2
Theoretical Framework and Higgs phenomenology
This chapter explains some of the key ideas in the development of the theoretical frame-
work, as well as the Higgs production and decay mechanism at the Large Hadron Collider.
2.1. Theoretical Framework
Quantum field theory is a theoretical framework developed in the 20th century to explain
the existence of elementary particles and 3 of the 4 fundamental interactions. It combines the
view of quantum mechanics, special relativity and classical field theory. Its predictions have
been validated by experiments repeatedly. Quantum field theory is a gauge theory which
means the Lagrangian is invariant under local transformation (in a Lie group1). Maxwell’s
theory for electrodynamics is the earliest theory that has a gauge symmetry. To have a
theoretical model explaining the strong interactions, the concept of gauge theory in Abelian
groups (quantum electrodynamic theory) was extended to non-Abelian groups by Chen-Ning
Yang and Robert Mills2 in 1954 [13]. In 1961, Sheldon Glashow extended the electroweak
unification models [1]. Then in 1967, the Higgs mechanism was incorporated into Glashow’s
electroweak interaction model by Steven Weinberg and Abdus Salam, which gives it its
modern form [2, 14].
1In mathematics, a Lie group is a (1) smooth manifold (2) obeying the group properties and (3) whose
group operations are differentiable. Lie groups play an important role in the symmetry of physical systems.
2Yang-Mills theory was first established in 1954 but was criticized by Wolfgang Pauli because gauge
invariance requires the quanta of the Yang-Mills field be massless and it could not be explained at that
time. The theory was left unnoticed until the 1960s when the concept was introduced that particles can
acquire masses through the symmetry breaking process in massless theories. Later, we shall see that Yang-
Mills theory naturally fits into the SU(2) × U(1) electroweak symmetry structure and the SU(3) strong
interaction symmetry structure.
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Figure 2.1: A picture of elementary particles. The Higgs boson is located in the center,
with quarks in the top-left, leptons in the bottom-left and mediators in the right [15].
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2.1.1. Elementary Particles
In our modern theory, evidence indicates that matter consists of particles and the interac-
tion of these particles is achieved by exchanging virtual quanta called “mediators” (Yukawa’s
theory). These matter particles (which don’t have inner structure) and mediator particles
are assumed to be elementary (as shown in Fig. 2.1). Particles are distinguished by a few
properties, such as spin3, charge and mass. Based on spin, particles with half-integer spin
are called fermions and particles with integer spin are called bosons. Based on charge, there
are particles and antiparticles; from Dirac’s relativistic quantum theory, there exists a cor-
responding antiparticle with the opposite electric charge and same mass, for every kind of
particle. Particles also interact with each other. Fermions participating in strong inter-
actions (having color charge) are called quarks; fermions only participating in electroweak
interactions (having no color charge) are called leptons; bosons carrying forces are media-
tors, and are formally called gauge bosons; bosons with spin-0 are called scalar bosons. At
this moment, there’s only one fundamental scalar boson observed – the Higgs boson – which
generates the masses of leptons and quarks. In addition, based on the mass, decay and
interaction behavior, fermions are grouped into 3 generations. All of these will be explained
in more detail in the following sections of this chapter.
2.1.2. Gauge Theory of Elementary Particles
As a successful field theory, gauge theory has been able to explain the dynamics of
elementary particles. In this section, the development of gauge theory for elementary particle
physics is presented.
3In quantum mechanics, spin is an intrinsic form of angular momentum of elementary particles [16].
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2.1.2.1. (Special) Relativistic Fields
In the (special) relativistic theory, space and time coordinates are equally treated. Thus,










where ∂µφ is defined as ∂µφi ≡
∂φi
∂xµ
. The Lagrangian is a function that describes the state
of a dynamic system in terms of position coordinates and their time derivatives. It is defined
as the difference between the kinetic energy and potential energy of the system. Thus if the
Lagrangian of a field is known, its field equation can be easily derived.
2.1.2.1.1 Electromagnetic Field
Starting from an easy one, the Lagrangian for an electromagnetic field with source jµ ≡




µν − jνAν , (2.2)
where F µν = ∂µAν − ∂νAµ. With the Euler-Lagrangian equations, it yields
∂µF
µν = ∂2Aν − ∂ν∂µAµ = jν , (2.3)
where ∂2 = ∂µ∂µ = ∂2t −∇2, which is the Maxwell equation for the electromagnetic potential4
Aν . Aν describes a massless vector field and it is the field of photon if quantized in the gauge
theory5.
4If let ∂µjµ = 0, it becomes the current continuity equation. The charge is conserved.
5For the gauge transformation and quantization of Aν , refer to Ref. [17].
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2.1.2.1.2 A Scalar (Spin-0) Field








When applying the Euler-Lagrange equation, we obtain
∂µ∂
µφ+m2φ = 0. (2.5)
This is so called Klein-Gordon equation. The solution φ is a real scalar field and corresponds
to a particle of spin-0 and mass m. As we shall see later, the Higgs field is a scalar field and
satisfies the Klein-Gordon equation.
2.1.2.1.3 A Spinor (Spin-1
2
) Field
A spinor field describes a particle with half-integer spin. The Lagrangian for a spin-1
2
field can be shown to be
L = ψ (iγµ∂µ −m) ψ. (2.6)
Here ψ and ψ are treated independently. Applying the Euler-Lagrange equation to ψ, we
obtain the Dirac equation6
(iγµ∂µ −m) ψ = 0, (2.7)
which of the solution describes the field of a particle of spin-1
2
and mass m. Fermion fields
satisfy the Dirac equation.
6If the Euler-Lagrange equation is applied to ψ, it yields the adjoint of the Dirac equation ψ (iγµ∂µ−m) =
0, where ψ ≡ ψ†γ0 . γµ are Pauli matrices.
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2.1.2.1.4 A Vector (Spin-1) Field









The Euler-Lagrange equation yields
∂µF
µν +m2Aν = ∂2Aν − ∂ν∂µAµ +m2Aν = 0. (2.9)
This is Proca equation the solution of which describes the field of a particle of spin-1 and
mass m. If we set m = 0, we obtain the electromagnetic field equation in empty space –
Maxwell’s equations. We’ll see later that the weak interaction fields of Z and W± satisfy
the Proca equation (and are not massless).
2.1.2.1.5 Summary
In relativistic field theory, the field equation of a physics system is obtained from its
Lagrangian. The Lagrangian of a particular system is not unique; constants and terms can be
added to or multiplied by the Lagrangian (as far as terms cancels out after applying the Euler-
Lagrange equation)7. For the field with a source (e.g. charge), similar to the electromagnetic
field, the general spin-0, spin-1
2
and spin-1 field follows the current conservation law [18].
7The solutions to the Euler-Lagrange equation describe the evolution of the physical system. Thus,
parameters which cancels out after applying the Euler-Lagrange equation don’t affect the physics results.
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2.1.2.2. Yang-Mills Theory and Chromodynamics
Gauge theory demands a local transformation invariance (gauge invariance) of the field
by its definition8. Unfortunately, the Lagrangian of Dirac equation is invariant under a
global phase transformation, but not a local phase transformation. Thus, to expand the
gauge theory (to electro-weak theory and chromodynamics), we have to convert a globally
invariant Lagrangian into a locally invariant one. One key milestone is the Yang-Mills Theory.
It was started from the symmetry group of SU(2)9 and extended to SU(3), the symmetry
group of quantum chromodynamics (QCD).
2.1.2.2.1 Yang-Mills Theory
If we construct the fields of two spinors, ψ1 and ψ2 (with identical mass) without consid-
ering interactions, the Lagrangian is
L = ψ (iγµ∂µ −m) ψ, (2.10)
where we can combine ψ1 and ψ2 into a two-component column vector (the same logic applies




 ; ψ = (ψ1 ψ2) . (2.11)
8Gauge theory requires that its Lagrangian does not change (is invariant) under local transformations
so that the underlying physics does not change after the transformation. Local transformation invariance is
a stricter requirement than global transformation invariance [17].
9The SU(2) group was initially introduced to explain the isotopic spin and isotopic gauge invariance.
Later, it was proven to be more successful when used to develop the electroweak unification and quantum
chromodynamics. The symmetry group of the electroweak interactions is SU(2) × U(1). The symmetry
group of the electromagnetic interactions, U(1), is a subgroup of SU(2)× U(1).
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Equation 2.10 then represents the sum of two Dirac Lagrangian. Since ψ1 and ψ2 have
global invariance, L admits a global invariance as well. Thus, the transformation on ψ can
be expressed as
ψ(x) −→ ψ′(x) = eiτ ·α/2ψ(x), (2.12)
where parameters α are independent of x (that’s why it is called a global transformation)10.
With the global transformation invariance, the choice of which two base states to use is a
matter of convention. However, the choice cannot be made independently at all space-time
points, only globally (at all space-time points). This seems to be an unpleasant limitation and
suggested an inconsistency with the localized field concept, which motivated Yang and Mills
to replace this global (space-time independent) phase transformation by the local (space-time
dependent) one11
ψ(x) −→ ψ′(x) = eigτ ·α(x)/2 ψ(x), (2.13)
in which the phase parameter α(x) are functions of xµ ≡ (t,x) [19].
To make the Lagrangian invariant under local transformation, the derivative of ψ trans-
forms as
∂µψ(x) −→ ∂µψ′(x) = eigτ ·α(x)/2 ∂µψ(x) + i
g
2
τ · ∂µα(x) eigτ ·α(x)/2 ψ(x), (2.14)










Dµψ(x) → eigτ ·α(x)/2 Dµψ(x). (2.15)
10The three matrices τ = (τ1, τ2, τ3) are Hermitian Pauli matrices. They are labeled as τ to distinguish
them from the mathematically identical σ matrices which are associated with the real spin degree of freedom
[19].
11g is inserted in the exponential to make this analogous to the electromagnetic U(1) case, ψ(x) →
eiqχ(x)ψ(x). g will be the coupling strength [19].
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Then the Lagrangian will be invariant. By using the infinitesimal local SU(2) transformation
with parameter ε(x)12, the transformation rule for Aµ [19] can be deduced as
Aµ → A′µ = Aµ + δAµ
= Aµ − ∂µε(x)− g[ε(x)×Aµ].
(2.16)
Therefore, the new Lagrangian is
L = ψ (iγµDµ −m) ψ
= ψ (iγµ∂µ −m) ψ − gψγµτ ·Aµψ.
(2.17)
It is invariant under the local transformation. Lastly, due to the introduction of three new
vector fields Aµ, their free Lagrangian LA = −
1
4
Fµν · F µν has to be added, which results
in the complete Lagrangian
L = ψ (iγµ∂µ −m) ψ − gψγµτ ·Aµψ −
1
4
Fµν · F µν . (2.18)
Now it describes the Dirac fields of two equal mass particles interacting via three massless
vector gauge fields.
Yang-Mills theory was initiated to provide an explanation for a different phenomenology.
But it is proven to be greatly successful when applied to the development of electro-weak
unification and quantum chromodynamics after the introduction of the idea that particles
acquire mass through symmetry breaking (which is described in Sec. 2.1.2.3).
12Since this infinitesimal transformation is local, ε(x) are functions of x.
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2.1.2.2.2 Chromodynamics
Experimental evidence suggested that quarks are subject to a force with three kinds of
charge. These are named “red,” “green,” and “blue,” since all observed quark matter states
involve combinations of charge that are overall neutral (“colorless”). Although various flavors
of quark13 carry different masses, the three colors of the same flavor are all supposed to have
the same mass. Thus the free Lagrangian for the same flavor can be written in the same
format with Eq. 2.10,













Following the procedure explained above for the Yang-Mills Lagrangian, we obtain
L = ψ (iγµ∂µ −m) ψ − gsψγµλ ·Aµψ −
1
4
Fµν · F µν . (2.21)
where gauge fields Aµ has eight terms14. It describes three equal-mass Dirac fields (three
possible color charge states of a given flavor) interacting via eight massless vector gauge fields
(gluons). L now has local SU(3) gauge transformation invariance. The eight color currents






13A flavor is a specie of elementary particles. Six flavors of quarks are discovered so far.
14λ (named Gell-Mann matrices) are eight 3 × 3 traceless Hermitian matrices used to study the strong
interactions. gs is the strong interaction coupling constant.
13
They act as the source of the color fields Aµ, similar to the case where the electric currents
act as the source of the electromagnetic fields. This description of quark interactions via the
gluon field is consistent with all experimental evidence.
2.1.2.3. Spontaneous Symmetry-breaking and the Higgs Mechanism
The prompt from global transformation invariance to local transformation invariance
works great with the electromagnetic and strong interactions. But to use it to explain
the weak interactions, the fact that gauge fields are required to be massless in the above ap-
proaches, becomes an obstacle15. Spontaneous symmetry-breaking and the Higgs mechanism
gracefully solve this problem.
2.1.2.3.1 Spontaneous Symmetry-breaking
Spontaneous symmetry-breaking is a process by which the symmetry of a physical system
at normal states is broken at its ground/vacuum states. To illustrate the idea of spontaneous
symmetry breaking, let’s take a system with global U(1) symmetry as an example16.
The Lagrangian of a complex scalar field system can be written as
L = (∂µφ)
† (∂µφ)− V (φ), (2.23)
where φ = 1√
2
(φ1 + iφ2), φ† =
1√
2
(φ1 − iφ2) and V (φ) = µ2(φ†φ) +
λ
4
(φ†φ)2. L is invariant









2, the potential can be shown as in Fig. 2.2. Clearly, the minimum of V (φ)
15The mass term in Proca Lagrangian is not gauge invariant. Although photon and gluons are massless,
but that’s not the case for W and Z bosons.
16More details about the spontaneously broken local U(1) symmetry and local SU(2) × U(1) symmetry,
refer to Ref. [19].
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is uniquely at φ = 0. When we quantize this model (usually treat small oscillations of the
field about the minimum as approximately harmonic), we find that there are two degrees of
freedom with the same mass µ (degeneracy) at the ground/vacuum states.
Figure 2.2: (left) Potential V (φ) = µ2(φ†φ) + λ
4
(φ†φ)2 with symmetry at ground states;
(right) potential V (φ) = −µ2(φ†φ) + λ
4
(φ†φ)2, where the symmetry is broken.
We can break the symmetry by changing the sign of µ2 in V (φ) (Goldstone model, see
Ref. [19]). The Lagrangian becomes
L = (∂µφ)










which still has global U(1) symmetry but the ground state is shifted (see Fig. 2.2). The







. By defining v ≡ 2|µ|√
λ





In order to quantize this model, we need to expand φ(x) in normal modes about the






where ρ(x) gives the radial degree of freedom and θ(x) gives the cylindrical degree of free-
dom17. Since the potential is at the minimum at ρ = v for any θ, we can choose the starting
vacuum as ρ = v and θ = 0, and rewrite ρ(x) as ρ(x) = v+h(x) with h = 0 at the minimum.









µθ)− µ2h2 + µ
4
λ
+ cubic and quartic terms, (2.26)
where the potential is V = µ2h2 − µ
4
λ
+ cubic and quartic terms. This shows a different
particle spectrum – the θ-mode is massless (Goldstone boson) and the h-mode has a mass
of
√
2µ. The vacuum expectation value of the field is v√
2
, which is not invariant under the
symmetry group. U(1) symmetry is no longer visible in the spectrum18 [20].
2.1.2.3.2 The Higgs Mechanism
The spontaneous symmetry-breaking above is triggered by setting µ2 → −µ2 by hand. In
this section, we will see how the Higgs mechanism provides a simple model for investigating
what happens when a gauge symmetry is broken. To explain it, let’s go through the breaking
process of the local U(1) symmetry.
17v is included so that θ has the same dimension (mass) as ρ and φ.
18θ and h are orthogonal to the previous degenerate ground states.
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The Lagrangian of a scalar field with global U(1) symmetry has been shown in Eq. 2.23.
To make it invariant under local phase transformation,
φ(x) → φ′(x) = e−iα(x)φ(x), (2.27)
we can replace ∂µ by covariant derivative Dµ (Dµ ≡ ∂µ + iqAµ), which then requires the
potential transforms as
Aµ → A′µ = Aµ + 1
q
∂µα(x). (2.28)




µν) has also to be added for the gauge trans-























(v + h(x)) eiθ(x)/v, (2.30)
but now with local U(1) symmetry transformation. In this case, the phase of φ(x) is com-
pletely arbitrary, since any change in α of Eq. 2.27 can be compensated by an appropriate
transformation on Aµ in Eq. 2.28, and L remains the same. It means that the θ field which
serves as the phase of φ(x) in Eq. 2.30, can be made vanish if we choose a special gauge for
Aµ. Since the degree of freedom of θ cannot simply disappear, to track where this θ field go,
we can look at the field equation for Aν19
∂2Aν − ∂ν∂µAµ = jν . (2.31)
19jν is the electromagnetic current (similar to Eq. 2.3).
17
The electromagnetic current can also be expressed as jν = iq(φ†∂νφ−(∂νφ†)φ)−2q2Aνφ†φ20,
and φ(x) is parameterized in the polar coordinate (Eq. 2.30). Thus, it leads to
jν = −v2q2(Aν − ∂
νθ
vq
) + quadratic and cubic terms, (2.32)
where the higher order terms represent interactions. If bringing in Eq. 2.31 and only the
linear terms in Eq. 2.32 is retained, we obtain




The left side of the equation is invariant under the transformation of Aµ in Eq. 2.28. So if
we take the definition




then the equation for A′ν will be
∂2A′ν − ∂ν∂µA′µ = −v2q2A′ν or (∂2 + v2q2)A′ν − ∂ν∂µA′µ = 0, (2.35)
which is the Proca equation describing a free vector field of mass vq. Thus, that special
gauge transformation for Aµ is found (that is Eq. 2.34). Under this gauge transformation,
the Goldstone field θ is incorporated to the massive vector field A′ν after being “swallowed”
by the massless gauge field Aν . We can also obtain α(x) = −θ(x)/v, after comparing Eq. 2.34
with Eq. 2.28, which leads to that φ is real φ = 1√
2












µh)− µ2h2 + interactions, (2.36)




which describes a spin-1 field Aµ of mass vq and a scalar field h of mass
√
2µ. h is also
known as the Higgs field.
2.1.2.4. The Lagrangian of a Theoretical Model
The development of the gauge theory results in many theoretical models. Eq. 2.37 shows
the Lagrangian of a model21 which is currently used to describe 3 of the 4 interactions, and
commonly referred to as the “Standard Model” [21]. It is observed to be theoretically self-
consistent and has demonstrated great success in providing testable experimental predictions,
although it is not a total theory of nature and in at least one place is demonstrably incomplete





































































































Higgs dynamical and mass term
(2.37)
21In the Lagrangian of the Standard Model, (h.c.) represents the Hermitian conjugate of the previous
terms. ψ = (h.c.)ψ = ψ† = ψ∗T ; φ is a complex Higgs field with 2 components. More about the explanation
on the Standard Model Lagrangian can be found at Ref. [21].
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The Standard Model has 19 parameters (listed in Table 2.1 along with their currently
established values) whose values are not predicted and must therefore be determined by
experiment; this allows for self-consistency checks of the Standard Model, as multiple inde-
pendent measurements can constrain the same parameter and thus offer the possibility of
observing discrepancies. One of the goals in the analysis of this thesis is to measure the rate
at which the Higgs boson decays to a pair of bottom quarks, a test of the Standard Model’s
predictions of its Yukawa coupling to fermions.
Description Parameter Input value from experiment
Mass of electron me 510.9989461(31) keV
Mass of muon mµ 105.6583745(24) MeV
Mass of tau mτ 1.77686(12) GeV
Mass of up quark mu 2.2 MeV
Mass of down quark md 4.7 MeV
Mass of strange quark ms 95 MeV
Mass of charm quark mc 1.275 GeV
Mass of bottom quark mb 4.18 GeV
Mass of top quark mt 173.0 GeV
CKM 12-mixing angle θ12 13.1◦
CKM 23-mixing angle θ23 2.4◦
CKM 13-mixing angle θ13 0.2◦
CKM CP-violating phase δ 0.995
Gauge coupling for U(1) g1 or g′ 0.357
Gauge coupling for SU(2) g2 or g 0.652
Gauge coupling for SU(3) g3 or gs 1.221
QCD vacuum angle θQCD ∼ 0
Higgs vacuum expectation value v 246.2196(2) GeV
Mass of Higgs mH 125.18 GeV
Table 2.1: Summary of the 19 parameters in the Lagrangian of the Standard Model
(natural units are used) [22].
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2.2. Higgs Phenomenology
The behavior of the Higgs boson can be predicted based on the theoretical framework
described above. In this section, the production and decay modes of the Higgs boson at
LHC is presented.
Figure 2.3: Diagram of the Higgs production at LHC: (a) gluon-gluon fusion, (b)
vector-boson fusion, (c) associated production with a vector boson, and (d) associated
production with top quarks [23].
2.2.1. Higgs Production at LHC
In the proton-proton collision machine, the Higgs boson has four main production modes
used in the measurements: gluon-gluon fusion (ggF ), vector-boson fusion (V BF ), associated
production with a vector boson (V H), and associated production with top quarks (ttH).
Their Feynman diagrams are shown in Fig. 2.3.
In the ggF process, gluons don’t couple directly to the Higgs boson, but through a loop
where virtual quarks are exchanged. Since the coupling of the Higgs boson to fermions is
21
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Figure 2.4: Cross sections of the Higgs boson production as a function of the
center-of-mass energy for proton-proton collisions. The theoretical uncertainties are
represented as bands [24].






Table 2.2: The Higgs production cross sections for mH = 125 GeV at a center-of-mass
energy of 13 TeV at LHC [24].
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proportional to the particle’s mass22, the loop process is more likely for heavy quarks (top or
bottom quarks). ggF dominates the Higgs production at LHC (see Fig. 2.4 and Table 2.2).
In the V BF process, two fermions collide in exchange of a W or Z boson, and the Higgs
boson radiates from this vector boson. The scattered quarks result into two hard jets in the
forward regions of the detector. V BF is the second largest cross-section process in the Higgs
production at LHC.
In the V H production, a fermion and an antifermion collide and form a virtual W or Z
boson. When this virtual boson carries enough energy, it can radiate a Higgs boson. The
V H process has the third largest cross-section at LHC. The full kinematic information of
the decaying products (leptons) provided by the V H production can further help suppress
the large QCD backgrounds23.
In the ttH process, there are two gluons colliding, with each decaying to a top-antitop
quark pair. A top quark and an antitop quark from each pair form a Higgs boson together.
The ttH process has the fourth largest cross-section.
The V H production mode provides a clean environment for studying H → bb̄ by using
the leptons from the associated W or Z boson for triggering. This thesis is focused on the
study of Higgs through the V H production.
2.2.2. Higgs Decay Channels
The previous measurements on the Higgs mass give a result of mH = 125.18 ± 0.16
GeV [25]. With the Higgs mass mH treated as an input to the theoretical model, the
22The coupling of the Higgs boson to bosons (mediators) is proportional to the square of the particle’s
mass.
23QCD background refers to the large number of hadronic jets initiated by quarks and gluons at the LHC.
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prediction on the branching ratio of the Higgs decay channels can be made, as shown in
Fig. 2.5.
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Figure 2.5: The branching ratios of the Higgs boson decays near mH = 125 GeV . The
theoretical uncertainties are represented as bands [24].
Different decay products of the Higgs boson result in different features in the decay
channel. For example, the H → γγ and H → ZZ → 4` are known to be golden channels.
Since all particles in their final state can be well reconstructed, mH can be measured with
excellent resolution. The H → W+W− → `+ν``−ν̄` and H → τ+τ− suffer from the energy
loss due to the presence of neutrinos and large backgrounds; thus, their mH resolutions are
relatively poor.
The H → bb̄ has the largest branching ratio among all decay channels. It is mostly
measured through the V H production where the leptons from the W or Z are used for
triggering the signal events and rejecting the multi-jet backgrounds24. The W boson can
24The multi-jet background arises from the pp collision where a large number of jets are generated.
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be reconstructed from its leptonic decay W → `ν (` = e or µ25), while the Z boson can be
reconstructed from the decay of Z → e+e−, µ+µ− or νν̄. The Higgs boson is reconstructed
from the two b-tagged jets. Challenges on measuring H → bb̄ remain in the b-tagging
efficiency, b-jet momentum and energy resolution, and the background estimation (modeling).
Details of the measurement on H → bb̄ with the V H production mode are presented in
the following chapters of this thesis.
25The case that W boson decaying to τ lepton is not considered in the analysis of this thesis.
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CHAPTER 3
The LHC and ATLAS Detector
This chapter briefly describes the Large Hadron Collider and the ATLAS detector. My
contribution to the ATLAS upgrade is presented at the end of this chapter.
3.1. Large Hadron Collider (LHC)
The Large Hadron Collider [26] is a proton-proton circular collider located at the border
of Switzerland and France near Geneva. It’s an underground ring with a circumference of
27 km. It currently delivers proton-proton collisions at a center-of-mass of 13 TeV, which is
the highest energy available at any facility in the world.
Figure 3.1: Facilities for the accelerator at CERN [27].
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In the LHC, a proton is accelerated through several stages (see Fig. 3.1). First, it is
accelerated to 0.3c (c is the speed of light) using a LINAC – a linear accelerator. Then, by
going through the SPS (Super Proton Synchrotron), the proton is further accelerated to 0.8c
and is then injected to the larger ring — the LHC. In the LHC, the proton is accelerated to
0.999999991c at 7 TeV, at which point the protons are ready to collide.
The acceleration in LHC is done using radio-frequency (RF) waves, similar to other
circular accelerators [28]. The RF wave is tuned at a certain frequency so that the protons
inside the LHC tunnel are accelerated along the wave troughs. The waves are designed to
be at 400 MHz (2.5 ns) and protons are filled at every 10th trough, which leads to the pp
collisions at roughly every 25 ns.
The LHC is a two-ring accelerator, which means that the two proton beams1 that collide
with each other are accelerated in separate rings. This is because the collision particles are
proton-proton and the same bending magnets and RF structure cannot be used to accelerate
both beams. Proton-proton collisions are used2 because it’s easier to achieve the luminosity
requirement3.
The purpose of building the LHC is mainly for the confirmation of the Higgs boson in
the Standard Model and searching for physics beyond the Standard Model [29]. These have
been leading questions that most physicists have been concerned with since the 1980s. The
current LHC physics program is mainly focused on the precision measurement of the Higgs
physics and Standard Model, as well as searches for evidence of physics beyond the Standard
Model [30].
1A beam in the LHC is not a continuous string of particles but is divided into chunks a few centimeters
long. Each chunk is called a bunch. The bunches cross at the collision point every 25 ns.
2Antiprotons are more difficult to produce in the large quantities needed for the LHC.




, which is the number of events at a certain time
interval divided by the interaction cross-section.
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There are several large experiments on the LHC ring: ATLAS [31], CMS [32], ALICE [33],
and LHCb [34]. ATLAS and CMS are two general-purpose detectors, of which the main goal
was to discover and study the Higgs boson. ALICE is a heavy-ion experiment and LHCb is
focused on B physics (studying the properties of B hadrons — hadrons containing at least one
bottom quark). ATLAS and CMS, both aiming at a peak luminosity of L = 1034cm−2s−1, are
located at Point 1 and Point 5 (referring to the interaction points of the counter-circulating
proton beams intersecting with each other in the LHC, see Fig. 3.1). LHCb is at Point 8
where the luminosity is L = 1032cm−2s−1. ALICE is at Point 2 and only runs when the LHC
conducts heavy-ion collisions instead of proton collisions [26].
The design and construction of the LHC have proven to be excellent, and many of the
physicists and engineers devoted a lot of effort and overcame many difficulties to make this
possible [35]. Some of the design features are summarized below.
3.1.1. LHC Magnet
Space limitations in the tunnel and the need to restrain costs have led to the adoption
of the “two-in-one” design for almost all the superconducting magnets of LHC. This design
accommodates the windings for the two proton beams in a common cold mass and cryo-
stat, and the magnetic flux circulates in the opposite direction through the two beams (see
Fig. 3.2). Of course, this makes the magnet structure complicated.
3.1.1.1. Dipole and Quadrupole
Bending the proton beam is achieved through the magnetic field of dipole magnets.
The LHC ring accommodates 1232 main dipoles. The dipolar magnetic field is created by
superconductive currents on the two sides of the beam pipe. Since the current direction of
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Figure 3.2: (left) The “two-in-one” design of the dipole magnets; (right) cross-section of
dipole magnets in a cryostat [26].
each side is opposite to the other, a single magnetic field perpendicular to the pipe axis is
created (see Fig. 3.2).
Protons are all positively charged particles, and the repulsive forces make the beam
diverge. So it’s necessary to focus the beam. This is achieved by quadrupole magnets. With
half of the quadrupoles constraining the beam width and the other constraining the beam
height (see Fig. 3.3), the protons are constantly adjusted toward the center of the beam
pipe where the greatest number of collisions is to occur. The LHC consists of 392 main
quadrupoles.
Figure 3.3: (left) Two quadrupoles work together to keep the protons tightly bunched in
the direction transverse to the z-axis; (middle) picture of a quadrupole magnet; (right) the
current flow of a quadrupole [36].
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Also, given that the protons in a single RF trough have a spread of momenta and each
follows a slightly different trajectory, 3232 sextupole magnets are used to overcome this
problem and further focus the beam.
3.1.1.2. Superconductivity
The LHC relies on superconductivity to generate the required magnetic field. The dipole
magnet is a winding made from special superconducting cables (Rutherford cables), contain-
ing 28 strands in the inner coil layers and 36 strands in the outer coil layers. Each strand of
the cable is made of thousands of Niobium-titanium (Nb-Ti) filaments of 6 µm in diameter
for the inner and 7 µm in diameter for the outer layer of the coil, and surrounded by a sta-
bilizer (typically copper). The strands are twisted to reduce inner-strand coupling currents
and also provide more mechanical stability (see Fig. 3.4). The cables are cooled to 2 K by
superfluid helium for operation.
Figure 3.4: (left) Cross-section of a superconducting cable; (middle) picture and
cross-section of a strand; (right) the distribution of the conductor in the dipole coil
cross-section [26].
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3.1.2. Beam Injection and Beam Dump
Injection of the proton beams into the LHC is achieved through the injection insertions
in Points 2 and 8. The transfer line TI 2 (see Fig. 3.1) delivers the beam to ∼ 150 m before
Point 2 for injection to Ring 1; TI 8 (see Fig. 3.1) takes the beam to ∼ 160 m before Point
8 for injection to Ring 2.
Figure 3.5: Schematic layout of beam dumping system elements around LHC Point 6
(distance in m) [26].
The dedicated beam dumping system (see Fig. 3.5) of the LHC is sited in Point 6.
The system can kick the beam from each ring in a loss-free way, to an external absorber
positioned sufficiently far away allowing the beam to go through the diluter system (so as
not to overheat the absorber material). Given the energy stored in the LHC beam (362 MJ
per beam at 7 TeV beam energy), the dumping system must meet extremely high-reliability
criteria to make sure that the LHC is running safe and stable and the data-recording of the
detectors is not interrupted frequently.
3.2. The ATLAS Detector
ATLAS (A Toroidal LHC ApparatuS) [38] is a general-purpose detector built for probing
pp and heavy-ion collisions (see Fig. 3.6). The nominal interaction point is defined as the
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Figure 3.6: Overview of the ATLAS detector [37].
origin of the coordinate system, while x, y, z-axis are defined as in Fig. 3.7. The azimuthal
angle φ is defined as the angle around the beam axis (z-axis), and the polar angle θ is
defined as the angle from the beam axis. Pseudorapidity is normally used in hadron colliders
to describe the angle relative to the beam axis for highly relativistic particles, due to that
it is much easier to estimate than the rapidity4. Its definition is η = − ln tan(θ/2) . ∆R is
defined as the distance in the pseudorapidity-azimuthal angle space which equals to ∆R =√
(∆η)2 + (∆φ)2.
The rich physics provided by LHC has been used as a benchmark to build the ATLAS
detector. The Higgs boson is produced at ∼ 0.5 Hz at
√
s = 13 TeV; a range of particularly
important production and decay processes can be studied. The top quark is produced at a
rate of ∼ 10 Hz at LHC, which provides an opportunity to measure its coupling and spin.
4The rapidity, as a measure for relativistic velocity, is defined as y = 1/2 ln[(E + pz)/(E − pz)].
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Figure 3.7: The ATLAS experiment location at the LHC and the coordinate system of
ATLAS detector are shown in the figure. The side-A of the detector is defined as the side
of positive z and side-C is the side of negative z. This picture is modified from Ref. [39].
The high luminosity and increasing interaction cross-section with beam energy at LHC also
enable further precision tests of QCD, electroweak interaction, and flavor physics.
The final states of the V Hbb analysis are leptons, jets, and neutrinos. The need to recon-
struct and identify charged leptons, quark jets as well as missing momentum from neutrinos,
requires the use of nearly every key ATLAS system. Thus, the design, construction, and
operation of the ATLAS detector are very important to the V Hbb analysis.
3.2.1. Physics Requirements
The ATLAS detector is required to survive at the LHC designed luminosity and cover
the physics phenomena at the TeV scale as discussed in Sec. 2.2. The nature of pp collision
produces a large amount of QCD jets over the rare processes (like the H → bb̄ decay), which
challenges the particle identification of the detector. Thus, it imposes high standards on the
detector design (summarized below) and the performance goal (shown in Table 3.1).
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• Radiation-hard sensors and electronics, and high granularity for particle identification.
• Large acceptance in pseudorapidity, and full azimuthal angle coverage.
• Good charged-particle reconstruction in the inner tracker, and good vertexing for the
tagging of τ -leptons and b-jets.
• Good calorimetry for e/γ identification and energy resolution, and jet and missing
transverse momentum reconstruction.
• Good muon detector for muon identification and momentum resolution.
• Efficient triggering for low transverse momentum5 objects and good rejection of back-
ground.
Table 3.1: General performance goals of ATLAS detector. “⊕” indicates a quadratic sum.








the first term is the “stochastic” term, the second term is the “noise” term, and the third
term is the “constant” term. The units for E and pT are in GeV [37].
5The momentum of an object in the transverse plane is often denoted as pT.
34
3.2.2. Magnet System
Figure 3.8: Geometry of the ATLAS magnet system windings [37].
The magnetic field is a widely used tool to measure the momentum of charged particles.
When a charged particle travels in a magnetic field, the direction of its velocity can be
changed by the Lorentz force. Thus its trajectory will be a curve (whether or not the
magnetic field is homogeneous). Given that the magnetic field can be mapped at each point
of the tracking detectors, the hits left by the charged particle can be used to reconstruct
its trajectory and then measure its momentum. Taking the classical case (velocity  c) for
example, while a charged particle executing circular motion in a plane perpendicular to a
magnetic field, its momentum can be measured by p = qBR, where q is the charge, B is the
magnetic field strength and R is the radius of the orbit.
The ATLAS magnet system consists of 1 solenoid and 3 toroids (1 barrel toroid and 2
end-cap toroids). The magnetic system provides the magnetic field over a volume of ∼ 12000
m3 (defined as the region in which the field exceeds 50 mT), and stores energy of 1.6 GJ in
total [40]. The general layout of the magnetic system is shown in Fig. 3.8.
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The central solenoid is aligned to the beam axis and provides a 2 T axial magnetic field
for the inner tracker. Its layout was optimized by reducing the material thickness in front
of the calorimeter (∼ 0.66 radiation length6, which affects the calorimeter’s performance).
The flux of the magnetic field is returned by the steel of the ATLAS hadronic calorimeter
and its girder structure [41]. The barrel toroid provides the magnetic field (0.5 T) to fill the
cylindrical volume surrounding the calorimeters, where the muon detectors of the central
regions are. It consists of 8 coils encased in the individual racetrack-shaped, stainless-steel
vacuum vessel. The two end-cap toroids generate the magnetic field (1 T) required for
optimizing the bending power in the end-cap regions of the muon spectrometer system [42].
3.2.3. Inner Detector
The ATLAS Inner Detector (ID) is designed to provide robust pattern recognition, ex-
cellent momentum resolution and vertices measurements for charged tracks above a given pT
threshold (nominally 0.5 GeV), within the central region (|η|< 2.5). It also provides electron
identification for an energy range of 0.5 - 150 GeV within the region of |η|< 2.0 [43].
Figure 3.9: (left) Picture of the barrel Inner Detector traversed by a charged track; (right)
plan view of a quarter-section of the Inner Detector showing each of the sub-detector
elements [37].
6The radiation length is a characteristic of a material, related to the energy loss of high energy particles
electromagnetically interacting with it.
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The ID consists of three sub-detectors, as shown in Fig. 3.9. At inner radii, the space
points from silicon pixel layers (Pixel and IBL) and stereo pairs of silicon microstrip (SCT)
layers are used for the high-resolution pattern recognition and reconstruction of charged
tracks. At larger radii, the transition radiation tracker (TRT) uses many layers of gaseous
straw tube elements to record the hits of tracks and provide electron identification comple-
mentary to that of the calorimeter [44].
3.2.4. Calorimetry
The ATLAS calorimeters consist of several sampling detectors of full φ coverage and
symmetry around the beam axis (see Fig. 3.10). The calorimeters closest to the beam-
line are housed in three cryostats, one in the barrel and two in the end-caps. The barrel
electromagnetic calorimeter is housed in the barrel cryostat; the forward calorimeters, each
end-cap containing an electromagnetic end-cap calorimeter (EMEC) [45], a hadronic end-cap
calorimeter (HEC) [46] located behind the EMEC, and a forward calorimeter (FCal) [47] , are
housed in the relative end-cap cryostats. All these calorimeters use liquid argon as the active
detector medium which is chosen for its intrinsic linear behavior, the stability of response
over time, and intrinsic radiation-hardness [48].
Figure 3.10: (left) View of the ATLAS calorimetry; (right) cumulative amount of material,
in units of interaction length, as a function of |η|, in different calorimeters [37].
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The outer hadronic calorimeter consists of 1 central barrel and 2 extended barrels. Scin-
tillator tiles are chosen as the sampling medium, and steel is chosen as the absorber medium
for the hadronic calorimeter. This is to provide the maximum radial depth with the least
cost of ATLAS [49].
3.2.5. Muon Spectrometer
The muon spectrometer is designed to detect muons exiting the calorimeters and measure
their momentum in the region of |η|< 2.7. It also allows the data acquisition system to trigger
on these muons in the region of |η|< 2.4. The goal is to have a standalone pT resolution of
∼ 10% for 1 TeV tracks [50].
The precise momentum measurement is performed by the Monitored Drift Tube chambers
(MDT), which combine high measurement accuracy, predictability of mechanical deforma-
tions, and simplicity of construction (see Fig. 3.11). Their coverage on pseudorapidity is
|η|< 2.7. MDT chambers consist of three to eight layers of drift tubes, which operate at an
absolute pressure of 3 bar, and achieve an average resolution of 80 µm per tube. [51].
In the forward region (2 < |η| < 2.7), Cathode-Strip Chambers (CSC) are used in the
inner-most tracking layer due to their higher rate capability and time resolution. CSCs are
multi-wire proportional chambers with cathode planes segmented into strips in orthogonal
directions. This allows both coordinates to be measured from the induced-charge distribu-
tion. Each CSC chamber has a resolution of 40 µm in the bending plane and ∼ 5 mm in the
transverse plane [52].
For the triggering, Resistive Plate Chambers (RPC) were selected to trigger on muon
tracks [53] in the barrel region (|η| < 1.05); in the end-cap region (1.05 < |η| < 2.4), Thin
Gap Chambers (TGC) were chosen for this purpose [54].
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Figure 3.11: (left) Cross-section of the barrel muon system; (right) cross-section of the
muon system in a plane containing the beam axis. Note: the three-letter acronym denotes
the location and type of the muon detector installed. Refer to Ref. [37] for details of the
notation.
3.2.6. Luminosity Monitoring Detectors
The luminosity of the collider is a key input to the interpretation of the measurement
in the physics analysis, especially the uncertainty on that measurement. LUCID-2 (the new
LUminosity measurement using Cherenkov Integrating Detector) [55] is used in ATLAS to
measure the luminosity and its associated uncertainty. It is located at a distance of ± 17 m
from the interaction point, near the TAS (Target Absorber Secondaries) collimator.
The LUCID-2 detector consists of two subdetectors using PMTs to collect the Cherenkov
light7. One subdetector is made of 16 PMTs grouped by four and installed around the
beam pipe in the ATLAS TAS shield region. The quartz window of the PMT itself acts as a
Cherenkov radiator. Hamamatsu R760 PMTs with sensitive window diameters of 10 mm and
7 mm are used (see Fig. 3.12). The 7mm diameter ones are to keep the detector acceptance
low duet to the increased particle production rate in Run-2 [55]. The other subdetector uses
4 bundles of quartz fibers as Cherenkov radiator. These bundles are read out by PMTs (one
7Cherenkov light is emitted when a charged particle passes through a dielectric medium at a speed
greater than the phase velocity of light in that medium.
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Figure 3.12: (left) Sketch of the LUCID-2 detector; (right-top) Hamamatsu R760 PMT
(quartz window 10 mm diameter); (right-middle) Hamamatsu R760 PMT (quartz window
7 mm diameter); (right-bottom) Bundles of LUCID-2 readout fibers. [55]
per bundle) placed on top of the ATLAS shielding (see Fig. 3.12). All the 20 readout PMTs
are inserted in mu-metal cylinders to shield from stray magnetic fields.
The van der Meer method [56] is used to measure the luminosity using the LUCID-
2 detector. By varying the separation of two colliding beams, the mean number of pp
interaction per bunch as a function of the separation can be acquired. Then the total
number of protons in each colliding bunch can be determined from the measurement of the
beam currents [57].
3.2.7. Trigger and Data Acquisition System
The trigger system is responsible for deciding whether to keep a given collision event or
not for later study. It consists of 2 levels of event selection: Level-1 (L1) and the High-
Level Trigger (HLT). The DAQ (data acquisition system) receives the events data from the
detector specific readout electronics. After accepted by the L1 trigger, events are buffered in
the Read-Out System (ROS) and processed by the HLT. The HLT uses full granularity and
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precision of calorimeter and muon chamber data, as well as the data from the inner detector,
for event building in RoIs or the whole detector. After accepted by the HLT, events are
transferred to local storage at the experimental site and exported to the Tier-0 facility at
CERN’s computing center for offline reconstruction [58].
Figure 3.13: Schematic layout of the ATLAS trigger and data acquisition system in Run
2 [59].
41
3.3. My Contribution to the ATLAS Detector Upgrade
The ATLAS detector has been constantly upgraded to improve its capability in selecting
required physics events and reconstructing physics objects. My contributions to the ATLAS
detector upgrade are mainly on two projects,
• Fast TracKer (FTK): test of FLIC FPGA and its associated ATCA blade for the data
quality monitoring, and development of the data quality monitoring software;
• Inner Tracker (ITk): test of the GBCR ASIC, and test of the data transmission chain
for the ITk Pixel detector.
I will explain these projects and my contributions in detail in the following sections.
3.3.1. Contribution to the Faster TrcKer (FTK) Project
The Fast TracKer (FTK) system was designed to provide global ID track reconstruction
at the L1 trigger rate using lookup tables stored in custom association memory chips for
the pattern recognition. The implementation of the FTK system was believed to be able to
improve the Higgs candidate event selection, lepton isolation, jet flavor tagging, and primary
vertex finding.
FTK-to-LVL2-Interface-Crate (FLIC) is the last stage board in the FTK system. It
receives data from the upstream board, replaces the local coordinates of recorded tracks by
the global ones, and organizes the data format for the HLT input. The data FLIC receives
have been fully fitted by previous FTK boards. Thus, one thing that FLIC was designed for
is to use its associated ATCA blade8 to monitor the data quality of the FTK output data.
8The ATCA blade is a computer specially designed for the ATCA crate. The ATCA specifications can
be seen in Ref. [60].
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Figure 3.14: Illustration of the FLIC data quality monitoring software running on the
ATCA blade.
Figure 3.15: Test-stand for the FLIC DQM software test at ANL. USTB13 and USTB17 are
external computer names.
43
The associated ATCA blade receives a copy of data from the FLIC board while the FLIC is
processing the data and sending them to the HLT (see Fig. 3.14).
In this project, I tested and tuned the FLIC data quality monitoring system (FLIC and
its associated ATCA blade), and wrote thousands of lines of C++ code for the data quality
monitoring software, which prior to my work did not exist for the FTK. This software would
allow us to monitor the FTK output data and publish quality-check histograms to Online
Histogram service (OH).
3.3.1.1. FLIC and its Associated ATCA Blade
A test-stand was set up at Argonne National Lab (ANL) for the test of FLIC data
quality monitoring (DQM) hardware and the data quality monitoring software, as shown in
Fig. 3.15. In the test-stand, one FLIC board acts as the emulator of the upstream board
sending data to the second FLIC board. The second FLIC board processes the data received
and then sends a copy of the data to the ATCA blade through the ATCA crate backplane.
Two external computers are used to control the emulator board, the FLIC board, and the
ATCA blade through the Ethernet cable. The FPGAs on the processor FLIC are carefully
configured so that they can send a copy of data through the Ethernet connection of the
ATCA backplane in correct format.
3.3.1.2. FLIC Data Quality Monitoring Software
The DQM software runs on the ATCA blade. I designed the structure as shown in
Fig. 3.16. It first receives the fragments of an event sent from the FLIC board and combines
them into a complete event. This event is then buffered to the 8 GB RAM of the ATCA
blade. At the same time, parallel threads access the buffered event and decode them into
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Figure 3.16: The structure of the FLIC DQM software. FLIC DQM software is a parallel
program. While the DQM software keeps receiving events and buffer them, standalone
threads access the buffered events, decode them and publish the results to Online
Histogram (OH).
Figure 3.17: The UDP datagram protocol is used for the associated ATCA blade to receive
data. It is designed to be a single direction communication, which means that FLIC boards
can only send data and the ATCA blade can only receive data.
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the standard C++ storage structure. Those events decoded are further processed by other
parallel threads for error-checking and histogram publishing.
The UDP protocol9 is used on the ATCA blade and FLIC board for data communication,
as shown in Fig. 3.17. The single-direction communication is applied to avoid that the ATCA
blade stops the FLIC board processing upstream data. The raw data format of FTK output
is decoded by the FLIC DQM, as illustrated in Fig. 3.18. The 8 GB RAM can buffer a large
number of events which can be written to TDAQ computer at Point 1 when the FTK system
stops working accidentally. This mechanism significantly helps debug the possible problems
of the FTK system. The process of FLIC DQM software publishing histograms is shown in
Fig. 3.19. FLIC DQM software directly publishes histograms to OH where the run-control
shifter can view them from the TDAQ control panel (as shown in Fig. 3.20). Checks on the
header and trailer of the FTK data, and the error flag and debug block are made; relative
warning and error (if found in the data) will be published to the TDAQ control panel.
The FLIC DQM software I developed had been tested at Point 1 in Run-2. Due to the
serious design and technical challenges, the whole FTK project was unfortunately canceled.
Valuable experience and lessons were learned from all of these processes.
9UDP, User Datagram Protocol, is a protocol in the transport layer. The main difference between the
UDP protocol and the TCP/IP protocol is that UDP protocol doesn’t ask for feedback when sending a
datagram, while TCP/IP protocol asks for feedback when sending a datagram. More technical details can
be referred to Ref. [61].
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Figure 3.18: The column in the left is the data format that the ATCA blade received from
the FLIC board; the column in the right is the data format decoded on the ATCA blade.
Different blocks of the data (assembly header, record header, track header, record trailer,
etc.) are marked with different background colors for the convenience of comparison.
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Figure 3.19: FLIC DQM software publishes histograms directly to Online Histogram (OH).
Figure 3.20: The histograms published to OH by the FLIC DQM software can be viewed
from the TDAQ control panel. The box in red at the top-right corner shows a histogram of
the χ2 of the monitored tracks; the box in red at the bottom-right corner shows a list of
monitored histograms published.
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3.3.2. Contribution to the Inner Tracker (ITk) Project
The ATLAS Inner Tracker (ITk) detector (see Fig. 3.21) is a charged particle tracking
detector designed for the High Luminosity LHC (HL-LHC), where there will be about 200
inelastic p-p collisions per beam crossing. It will replace the current tracking system with
better performance on tracking and vertexing as well as physics object reconstruction. The
goal of it is to operate over the HL-LHC program during which the integrated luminosity
will reach ∼ 3000 fb−1. As we know, laser diodes are used to convert the electric signals
of the readout chip to optical signals for the Pixel detector. Since the radiation level in
ITk will increase by roughly an order of magnitude (see Fig. 3.21), the laser diodes cannot
operate close to the Pixel module anymore. Thus, they have to be placed a few meters (3 to
6 meters) away from the Pixel module, and Flex and Twinax cables10 are used to transmit
the electric signal from the readout module to the Opto-conversion laser diodes.
3.3.2.1. Data Transmission Chain of the ITk Pixel Detector
The whole chain for the Pixel detector data transmission is shown in Fig. 3.22. A down-
link is used to send the control command at 160 Mbps, and several uplinks are used to
transmit the data to DAQ at 1.28 Gbps. In the downlink, the VTRx+ (Versatile TransRe-
ceiver) module receives the control command from the back-end through optical fibers and
converts optical signals to electric signals before sending them to the lpGBT (Low-Power
Gigabit Transceiver) and GBCR (Gigabit Cable Receiver) module. The GBCR module then
sends the control signal through its pre-emphasis11 which drives the Twinax and Flex cable.
The readout chip receives the control signal and is therefore configured. In the uplink, the
10The Flex cable is made of a flexible printed circuit board (PCB), pictures of which are shown in Fig. 3.22.
The Twinax Cable is a cable with two inner conductors, which is good for differential signal transmission.
11Pre-emphasis and equalizer are two ways to improve the signal quality due to the high-frequency loss.
Pre-emphasis boosts the high-frequency signal before the transmission over the cable, while equalizer renders
the high-frequency signal after the transmission over cable.
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Figure 3.21: (left) A schematic layout of the ITk detector. The Pixel detector is marked in
red color; (right) the total ionizing dose for the Pixel detector in the HL-LHC.
Figure 3.22: The data transmission chain for the ITk Pixel detector.
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readout chip sends the data through the Flex cable and Twinax cable to the GBCR module.
The GBCR compensates for the signal loss using its equalizer after receiving the data and
then sends the data to lpGBT and VTRx+ for optical signal conversion.
In this project, I tested the performance of GBCR version 1 ASIC and wrote the Lab-
VIEW program for automatizing the test. After that, I relocated to SLAC to integrate and
test the whole data transmission chain for the Pixel detector.
3.3.2.2. Test of the GBCR ASIC
The test of GBCRv1 ASIC was conducted at SMU. The focus was on the performance
of GBCRv1 ASIC12. The test-stand at SMU is shown in Fig. 3.23. The signal generator
injects a clean pulse signal to a 5-meter Twinax cable. Due to the high-frequency loss in
the cable, we can barely see the original signal (see Fig. 3.24). After receiving the signal,
GBCR compensates for the high-frequency loss in the cable using its adjustable equalizer.
The recovered signals are tested on jitter, signal sensitivity, and Bit-Error-Rate13, and well
meet the requirement. The LabVIEW program configures the GBCR ASIC by changing its
register values. It scans the register value and records the eye diagram for the selection of
the best working point. The results are presented in Fig. 3.24 that the equalizer of GBCRv1
well recovers the signal loss in the 5 meter Twinax cable at a speed of 5.12 Gbps.
12The GBCRv1 was primarily designed for recovering the signal in uplink at 5.12 Gbps. The speed of
uplink was later changed to 1.28 Gbps in GBCRv2. The pre-emphasis didn’t exist for the downlink of
GBCRv1, although it was later added for GBCRv2.
13Bit-Error-Rate (BER) is defined as Number of error bits receive
Number of total bits receive
. Pseudo-random bit sequences (PRBS)
are normally used in the BER measurement. Random bit sequence means that the next bit randomly either
“0” or “1”.
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Figure 3.23: The test-stand for the GBCR (version 1) ASIC test at SMU.
Figure 3.24: The test-stand for the GBCR (version 1) ASIC test at SMU; Test results of
the GBCR (version 1) ASIC at SMU.
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3.3.2.3. Test of the Pixel Detector Data Transmission Chain
The test at SLAC emphasizes the system-level test after the integration of the whole
data transmission chain. A test-stand based on Fig. 3.22 was built. The goal of the test
is to make sure that the readout chip can be well configured by the command from the
DAQ14 and the data can be well received on the DAQ under an acceptable Bit-Error-Rate.
Each component of the transmission chain was adjusted accordingly to achieve this goal.
Cables, connectors, and adapter boards were optimized and carefully designed for less signal
loss. DAQ boards were upgraded with new hardware and new firmware to help improve the
data transmission stability. A commercial pre-emphasis was added to the downlink for the
command signal to reach the front-end readout chip with good quality. This test achieved a
Bit-Error-Rate of less than 10−10 in the data transmission system. It gave valuable feedback
to the GBCR ASIC version 2 design where the pre-emphasis in the downlink is added back
for better quality of signal transmission.
14An FPGA Mezzanine Card (FMC) card plugged in the Xilinx KCU 105 board serves as the DAQ
system.
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Figure 3.25: The data transmission chain test at SLAC. The Bit-Error-Rate of the system
achieves a level of less than 10−10.
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CHAPTER 4
Data and Monte Carlo
This chapter describes the data and Monte Carlo samples used in the VHbb analysis. I
contributed to the data-taking by taking trigger and run-control shifts, and to the tt̄ filter
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Figure 4.1: (left) The total integrated luminosity delivered by LHC and recorded by
ATLAS during Run-2 at
√
s = 13 TeV; (right) the distribution of the mean number of
interactions per bunch crossing after weighted by luminosity. Data are recorded at stable
beams (special runs and machine commissioning periods are included as well) [62].
The data-set used in this analysis is the full Run 2 pp collision data recorded at a center-
of-mass of 13 TeV during 2015-2018 data-taking. The integrated luminosity of the data
qualified as being “good for physics” (explained in the next paragraph) is 139 fb−1. The
bunch spacing of the LHC is 25 ns. The distribution of the mean number of interactions per
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crossing weighted by luminosity, denoted µ1, is shown in Fig. 4.1 (right). The luminosity is
primarily measured using the LUCID-2 detector [63], and the uncertainty of the integrated
luminosity of Run-2 data-set is measured to be 1.7% [57] (c.f. Section 3.2.6).
The data-taking of the ATLAS detector starts after the declare of “stable beam” by
LHC, which indicates that stable pp collisions are achieved. An “run” in ATLAS refers
to a data-set taken by the detector in a continuously recording period. It can be further
divided into luminosity blocks (LB), a period of ∼ 60 s. In an LB, instantaneous luminosity,
configurations of detector and trigger, and data quality conditions are considered constant2.
A set of XML [66] files containing the LBs qualified for use in physics analysis, named “Good
Run List”, is generated after filtering out the data of anomalous conditions such as a magnet
that is off, etc. The integrated luminosity of “good for physics” is calculated from Good Run
List.
4.2. Monte Carlo Samples
Monte Carlo (MC) techniques are widely used to evaluate difficult integrals or to sample
random variables with complicated probability density functions. At LHC, experiments
require a sound understanding of signal and background processes. Fully exclusive3 hadronic
final states are required for the input to Geant4 [67] for the processes in the detector to be
fully simulated. Thus, to fill in the gap between the parton level computations and the
hadronic final states, Monte Carlo event generators are developed to simulate the parton
showering, hadronizing, and particle decay processes (see Table 4.1 for a summary of available
MC generators).
1At any given time interval, the actual number of interactions is Poisson distributed. The mean number
of interactions per crossing is calculated as mean of the Poisson distribution of the number of interactions
per crossing of each proton bunch [62].
2Detector and trigger status, configuration and other time-dependent information such as calibration
constants, called detector “conditions,” [64] are stored in the ATLAS conditions data base [65] during data-
taking.
3In particle physics, “exclusive” means that one counts only processes with given and well defined particles
in the final states; “inclusive” means that one selects all processes that include the specified products.
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Figure 4.2: A diagram showing the physics processes of a typical proton-proton
collision [68].
As shown in Fig. 4.2, the process of a proton-proton collision is complicated. It is
therefore divided into a few steps to be simulated. First, before entering the hard-scattering
process, incoming charged particles can radiate. This is called initial-state radiation (ISR).
The scattering of the partons with large momentum transfer (either an elastic scatter or an
inelastic process such as the creation of a system of large mass) while colliding, is called
hard-scattering. Based on the Feynman rules, we can calculate the final states for a few
numbers of particles (leading-order (LO) or next-to-leading order (NLO) ) from the initial
state. The emission of the final state particles is called final-state radiation (FSR).
Then, starting from the quarks and gluons final states, based on its short-distance and
short-time fluctuation (from the matrix elements), the process is evolved (to have more
quarks and gluons). This evolutionary process is called the parton shower. Although the
colored quarks and gluons can be considered free during the collision, subsequently color
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interactions will organize them into colorless hadrons; this is called hadronization. Some
hadrons decay extremely quickly and many measurements from previous experiments have
contributed to the hadron decay model. The detector only observes the hits left by the
particles during hadron decay; these hits can be reconstructed as a bunch of tracks and
neutral particles from the same vertex, which is called a “jet.” However, in addition to the
hard-scattering process (and its associated ISR and FSR), there are also other processes hap-
pening during the proton-proton collision; these processes together are called the “underlying
event” (UE).
Hard process Pythia [69] Herwig [70] Sherpa [71] Powheg [72] MadGraph5_aMC@NLO [73]
Matrix Element calculator Pythia Herwig Sherpa Powheg MadGraph5_aMC@NLO
Parton shower Pythia Herwig Sherpa
NLO + ME matching & merging Sherpa Powheg MadGraph5_aMC@NLO
Underlying event Pythia Herwig Sherpa
Hadronization Pythia Herwig Sherpa
Hadron and tau decay Herwig Sherpa EvtGen [74] TAUOLA [75]
Table 4.1: A table summarizing the Monte Carlo generators used for the simulation of
different processes.
4.2.1. V H Signal
The V H signal processes have 2 main production modes: qq → ZH and WH, as well
as gg → ZH. There are 3 main decay modes: ZH → ννbb̄, ZH → llbb̄, WH → lνbb̄,
where l = e or µ. All qq-initiated production processes are simulated using the Powheg
generator [76] with the Multiscale Improved NLO procedure (MiNLO) [77,78], interfaced to
Pythia 8 [79] applying the AZNLO tune4 [80] with NNPDF3.05 [81]. For the gg-initiated
ZH process, Powheg (LO QCD) was interfaced to Pythia 8 applying the AZNLO tune
with NNPDF3.0 for both matrix element (ME) and parton shower (PS). Alternative MC
4In the Monte Carlo simulations, to achieve the best description of the data, the parameters of simulations
are adjusted. This is called a “tune.”
5Parton Distribution Functions (PDFs), which describes the momentum distribution of the partons
within the proton, are necessary inputs to almost all theory predictions for the hadron colliders.
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samples are generated to check the signal modeling and study systematic uncertainties. The
configurations of the MC samples are summarized in Table 4.2.




























Herwig 7 H7UE tune,
MMHT2014 (LO)
gg → ZH
Powheg + LO QCD
NNPDF3.0 (NLO)








Pythia 8 AZNLO tune,




Pythia 8 AZNLO tune,





Pythia 8 AZNLO tune,




Pythia 8 AZNLO tune,





Pythia 8 AZNLO tune, ISR cut-off: 0.5-3.0 GeV




Pythia 8 AZNLO tune, ISR cut-off: 0.5-3.0 GeV
Primordial kT : 0.5-2.5 GeV
Table 4.2: A table summarizing the V H signal samples generated for the systematic
uncertainty estimation. Note: µR is the renormalization scale and µF is the factorization
scale [82–93].
All samples are normalized to the best theoretical prediction of the cross-section of cor-
responding processes. The cross-sections for the qq-initiated WH and ZH processes are
calculated at NNLO in QCD and NLO in EW [82–88]. The cross-section for the gg-initiated
ZH process is calculated at NLO in QCD, with the resummation of next-to-leading loga-
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rithmic (NLL) soft gluon terms included [89–93]. The WH signal samples are normalized to
the production cross-section of 1.37 pb. The ZH signal samples are normalized to 0.88 pb.
4.2.2. Vector Boson + Jets
The production a W or Z boson in association with jets is one of the main backgrounds for
all lepton channels. The V+jet processes are simulated with Sherpa 2.2 [94–98] interfaced
with NNPDFs [99].
Sherpa is able to model the large jet multiplicities through the combination of different
ME with different parton multiplicities (maximally two extra partons included in ME at
NLO, and 3 or 4 extra partons included in QCD at LO). A CKKM extended merging scheme6
with a merging scale of Qcut = 20 GeV7 is used to merge different parton multiplicities
[102]. The internal parton shower and underlying event models of Sherpa are used (Catani-
Seymour dipole factorization formalism8 and Lund multiple interaction model9).
V+jet samples are split according to the pVT and HT , by introducing a cut at generation
level and producing different slices in max(pVT , HT ) (pVT is the transverse momentum of the
vector boson; HT is the scalar sum of the EmissT , and the pT values of the lepton and all
selected jets.). Since the final states require one, two or more b-tagged jets, to increase the
MC statistics in this specific heavy-flavor enriched phase-space, different flavor filters are
6CKKW merging scheme is a method to combine the QCD ME and PS during the simulation of hadronic
final states. It is named after the four authors [100].
7The shower is terminated when the virtual mass-square of the partons have fallen to the hadronization
scale, q2 = Q2cut [101].
8The jet cross-section is calculated to the next-to-leading order in perturbative QCD for accurate predic-
tions. The Catani-Seymour dipole factorization formalism uses an imaginative dipole formalism to construct
a completely general algorithm for next-to-leading order calculations of arbitrary jet quantities in arbitrary
processes [103].
9The Lund multiple interaction model is a model developed for the hadronic events with specifically the
perturbative parton-parton scattering framework extended to the low pT region [104].
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used to select the flavor composition of the jets produced in association with the Vector
boson. The filters used for the V+jets samples are shown in Table 4.3.
V+jets samples using MadGraph 5 [73] interfaced to Pythia 8 are also generated for
estimation of the modeling uncertainties. MadGraph 5 provides a LO QCD description of
the parton shower and the underlying events, merging with matrix-element calculations with
different parton multiplicities. The CKKW-L merging scheme [105, 106] was applied with a
merging scale of Qcut = 30 GeV, and NNPDF2.3 (LO) was used for the ME calculation.
The cross-section of the single boson is calculated at next-to-next-to-leading order (NNLO)
QCD [107]. A scale factor10 of kQCDNNLO = 0.9702 is used to scale the W (lν)+jets samples to the
NNLO prediction, and kQCDNNLO = 0.9751 for Z(ll)+jets samples. The k-factor of Z(νν)+jets
samples is obtained from the correction from the Z(ll) to Z(νν) process [108].
Systematic ME generation and matching Parton shower Hadronization Underlying event Filter
nominal
Sherpa 2.2, NNPDF3.0 (NLO),
µQ2 = 1, Qcut = 20 GeV
Sherpa 2.2, NNPDF3.0 (NLO),
µR = 1, µF = 1
BFilter, CFilterBVeto, CVetoBVeto
variation
MadGraph 5, NNPDF2.3 (LO),
Qcut = 30 GeV
Pythia 8.2 A14 tune, NNPDF2.3 (LO),
pTdef = 2, pTHard = 0, µR = 1, µF = 1
BFilter, CFilterBVeto, CVetoBVeto
Table 4.3: A table summarizing the V+jets samples generated for the systematic
uncertainty estimation.
4.2.3. Top-Pair Production
Powheg [110] and Pythia 8 were used as the default MC generator for the tt̄ processes.
NNPDF3.0 (NLO) was used in Powheg for ME generation, interfaced to Pythia 8 applying
A14 tune [111] with NNPDF2.3 (LO) for PS, hadronization, and UE [112]. hdamp is the
resummation damping factor to control the ME/PS matching in Powheg (which regulates
10The cross-section of the process is theoretically calculated at NNLO QCD. However, the Matrix Element
used in the Monte Carlo generator is at NLO. Thus, the ratio of the NNLO and NLO cross-section, defined
as k-factor, is used to scale the Monte Carlo sample to NNLO prediction.
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Filter Description
BFilter at least 1 b-hadron with pT >0 GeV and |η|<4
at least 1 b-hadron with pT >5 GeV and |η|<2.9
CFilterBVeto at least 1 c-hadron with pT >4 GeV and |η|<3
veto events which pass the BFilter
CVetoBVeto veto events which pass the BFilter or the CFilterBVeto
Table 4.4: A table showing the heavy flavor filters used in the V+jets MC sample
generation [109].
the high-pT radiation). It is found to give the best description by setting it to 1.5 mtop,
when comparing the MC samples with 8 TeV and 13 TeV data. pTdef and pTHard are the
parameters controlling the merging between Powheg and Pythia through the use of vetoed
showering11. They are varied with hdamp = 1.5 mtop, because they are strongly correlated
with the pT definition used for ISR and FSR, and the procedure to calculate the matching
scale. pTdef = 2 and pTHard = 012 are found to be optimal [112].
To increase the tt̄ events in the selected phase space, samples are filtered at the event
generation stage using truth level information. The “non-all-had” filter requires events to
have at least one W boson decay leptonically. The “dilepton” filter requires both W bosons
decay leptonically. In addition, MC samples with filters specific to the selection of each
channel are used to reduce the MC statistical uncertainties. In the 1-lepton channel, filters
are applied based on the number of leptons, the lepton kinematics and the pWT (the transverse
momentum of the W boson) at generation level. It is required to have exactly 1 final state
11Both Powheg and Pythia are based on a combined evolution of ISR and FSR in pT-related “hardness”
variables but the hardness definition differ. The mismatch between Powheg-hardness and Pythia-hardness
can be minimized if Pythia shower knows the Powheg-hardness criterion and value. Then Pythia can fill
the missing phase space regions through vetoed showering: let the shower sweep over the full phase space,
using its Pythia-hardness ordering, and use the Powheg-hardness to veto those emissions that Powheg
should already have covered [72].
12pTdef is the definition for the Powheg-hardness criterion; pTdef = 2 means that the Pythia-hardness
definitions are used. pTHard is the value for the Powheg-harness criterion; pTHard = 0 means that the
value in the “SCALUP” member (of the LHA/LHEF class) is used.
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lepton with its pT greater than 20 GeV and |η| less than 3. The filtered sample is split in the
slices of [0-100, 100-200, >200] GeV according to the pT of the W boson. The development
of this dedicated tt̄ filter was initiated by SMU and then expanded with the work of others
in the V Hbb analysis group.
Alternative MC samples with different configurations are generated to access the sys-
tematic uncertainty on the processes of initial state radiation, ME generation and matching,
and hadronization. The summary of the configuration of alternative samples is shown in
Table 4.5.
The value of the tt̄ cross-section is 831.76 pb at a center-of-mass energy of 13 TeV for
the top quark mass of 172.5 GeV. It is calculated at NNLO in QCD, with the resummation
of next-to-next-to-leading logarithmic (NNLL) [113–119] soft gluon terms13 included. All tt̄
samples are normalized to the NNLO + NNLL cross-section.
Systematic ME generation and matching Parton shower Hadronization Underlying event Filter
nominal
Powheg, NNPDF3.0 (NLO),
hdamp = 1.5 · mtop
Pythia 8.2 A14 tune, NNPDF2.3 (LO),





hdamp = 1.5 · mtop
Pythia 8.2 A14 tune (Var3c down), NNPDF2.3 (LO),





hdamp = 3 · mtop
Pythia 8.2 A14 tune (Var3c up), NNPDF2.3 (LO),







Pythia 8.2 A14 tune, NNPDF2.3 (LO),





hdamp = 1.5 · mtop
Herwig 7.0 H7UE tune, MMHT2014 (LO),
non-all-had
dilepton
Table 4.5: A table summarizing the tt̄ samples generated for the systematic uncertainty
estimation. Note: “Var3c” is the variation of strong coupling in the initial state shower
affecting the description of the tt̄ gap fraction, the dijet decorrelation and the Z-boson
transverse momentum.
13Uncertainties of PDFs and αS were calculated using the PDF4LHC prescription [120]. PDF sets of
MSTW2008 68% CL NNLO [121, 122], CT10 NNLO [123, 124] and NNPDF2.3 5f FFN [99] PDF sets, were
added in quadrature to the scale uncertainty.
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4.2.4. Single-top
The default single-top (s-, t- and Wt-channel) samples are generated using Powheg with
NNPDF3.0, interfaced to Pythia 8 applying the A14 tune with NNPDF2.3. Pythia 8 is
further interfaced to EvtGen [125] to simulate the decays of heavy flavor particles. Samples
in the s-channel [126] and t-channel are generated with a leptonic filter (where the W boson
decays leptonically), while the Wt-channel [127] is generated both applying a dileptonic
filter (both W bosons decay leptonically) and inclusively. Single-top samples don’t make
use of the Powheg resummation damping parameter hdamp; therefore its variations are not
considered for these samples.
There are also alternative samples in s-, t- and Wt-channels generated to assess the
single-top modeling. The configurations of the alternative samples are shown in Table 4.6.
A different matrix element calculation in the Wt-channel was used to generate additional
MC samples as well (using the diagram subtraction (DS) scheme, rather than the diagram
removal (DR)14 scheme used in the nominal sample).
The single-top samples used in this analysis are normalized to the cross-section calculated
at higher orders, specified for each channel. The cross-section of the t-channel is σt = 136.02
pb for top quark and σt̄ = 80.95 pb for anti-top quark. The cross-section of the s-channel
is σt = 6.35 pb for top quark and σt̄ = 3.97 pb for anti-top quark. They are calculated at
NLO QCD [130,131] for a top quark mass of 172.5 GeV. The cross-section of the Wt-channel
process is σt = 71.7 pb for top quark plus anti-top quark processes. It is calculated at NNLO
(MSTW2008 NNLO PDF [121,122]), for a top quark mass of 172.5 GeV. The samples with
filters are normalized to the value of cross-section multiplied by the leptonic branching ratio.
14In DR, the real contribution to Wt-channels R is defined by eliminating the tt̄ contribution matrix
element Mtt̄ from the generic amplitude M: RDR = |M−M
tt̄|2
2s , where s is squared center-of-mass energy.
In DS, the full squared amplitude M is kept but a local counter-term CSUB is subtracted from it to suppress








Pythia 8 A14 tune, NNPDF2.3 (LO),







Pythia 6 PERUGIA2012 tune, CTEQ6L1PDF (LO),







Pythia 6 PERUGIA2012 tune, CTEQ6L1PDF (LO),


























Table 4.6: A table summarizing the single-top samples generated for the systematic
uncertainty estimation.
4.2.5. Diboson
Diboson processes can be produced through either qq or gg processes. Some diboson
processes contribute significantly to the 3 channels of the V Hbb analysis: ZZ → bb̄νν̄,
ZW → bb̄lν, ZZ → bb̄ll. Other diboson processes can give small contributions as well, by
mistagging if a jet from W decay is mistagged, or one of the leptons fails to be reconstructed
in ZW → νν̄qq̄, ZW → llqq̄, and WW → lνqq̄.
The default MC generator for the diboson processes is Sherpa 2.2, using NNPDF3.0
for both ME calculation and PS simulation. Sherpa provides a combination of different
matrix elements with different parton multiplicities to model the large jet multiplicities.
The CKKW-L merging scheme [105, 106] was used in the ME calculation with a merging
scale of Qcut = 20 GeV. Alternative samples were generated to determine the modeling
uncertainties. The configurations of those samples are summarized in Table 4.7.
Sherpa provides an NLO calculation for the diboson cross-sections for 0 or 1 extra
partons and a LO calculation for 2+ extra partons in hard scattering. Each diboson sample
is normalized to its Sherpa predicted cross-section.
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Systematic ME generation and matching Parton shower Hadronization Underlying event
Nominal
Sherpa, NNPDF3.0 (NLO),





Qcut = 20 GeV
Sherpa, NNPDF2.3 (LO)










Herwig ++, CTEQ6L1-UE-EE-5 tune
CTEQ6L1PDF (LO)
Table 4.7: A table summarizing the diboson samples generated for the systematic
uncertainty estimation.
Before fully utilizing the data, the Monte Carlo samples here are used to build the
reconstruction algorithms, model the physics processes, and improve the statistical analysis
techniques. The procedure and configuration of the MC simulation explained in this chapter




This chapter describes the trigger used in the VHbb analysis, as well as the reconstruction
of lepton, jet and missing transverse momentum.
5.1. Trigger Selection
The final state of the 0-lepton channel (ννqq) basically consists of EmissT due to neutrinos
and jets from the Higgs decay. To select the ννqq process based on this signature, the lowest
unprescaled1 EmissT triggers were used during each data collection period from 2015 to 2018,
taking into account the balance of trigger efficiency2 and simplicity. The EmissT at trigger
level is determined only based on the energy measured in the calorimeter.
The final state of the 1-lepton channel (`νqq) consists of one lepton plus EmissT and jets.
Therefore, the electron final-state of the 1-lepton channel used the lowest unprescaled single-
electron triggers (no EmissT requirement) in each data-taking period. Due to the inefficiencies
in single-muon triggers, EmissT -only triggers used in the 0-lepton channel were applied to the
selection of the 1-lepton muon channel.
The 2-lepton channel final state (``qq) consists of two leptons and jets. Thus, to se-
lect those e±e∓/µ±µ∓ events, the single-electron triggers mentioned before and the lowest
unprescaled single-muon triggers were used in each data-taking period.
1Prescaling is used to reduce the trigger output rate for certain stages (L1 item or HLT trigger chains).
A trigger chain without a prescale applied is called “unprescaled”.
2The trigger efficiency is defined as: εtrigger = NtriggerNoffline , where Ntrigger is the number of triggered object
candidates (like electron) and Noffline is the number of identified and reconstructed object candidates that
would have been selected exclusively by offline approaches. Both Ntrigger and Noffline are counted from the
same number of events [132].
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Channel Final state Trigger
0-lepton ννqq lowest EmissT trigger
1-lepton lνqq
lowest EmissT trigger for µ
lowest single-electron trigger for e
2-lepton llqq
lowest single-electron trigger
and lowest single-muon trigger
Table 5.1: The triggers used in the 0-, 1- and 2-lepton channels.
5.1.1. Recommended Trigger Chains
The event selections implemented at the HLT are referred to as chains, since a sequence
of selection algorithms are chained together. The complete set of all trigger chains is called
“trigger menu.” Each chain specifies a set of L1 trigger seeds which if present will activate
the chain. The L1 trigger menu consists of 512 single items and combinations, and the HLT
menu is composed of O(1000) chains [133].
The trigger menu is usually named in the form of HLT_<HLT objects and thresholds>
_L1<L1 OBJECTS AND THRESHOLDS>. For instance, the EmissT trigger, named HLT_xe70_L1XE
50, means that this trigger chain is seeded using the region of interest identified by L1_XE503
calorimeter trigger, calibrated at the EM scale with a threshold of 50 GeV for EmissT at L1
and a threshold of 70 GeV at HLT. The trigger chains of EmissT trigger, single-electron trigger
and single-muon trigger used in Run 2 are shown in Table 5.2, Table 5.3 and Table 5.4.
3EmissT is denoted in the trigger as XE. The uppercase is used in the L1 trigger and the lowercase is used
in the HLT trigger.
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Trigger Name Data-taking Period Threshold (GeV)
HLT_xe70_L1XE50 2015 70
HLT_xe90_mht_L1XE50 2016 (A-D3) 90
HLT_xe110_mht_L1XE50 2016 (≥ D4) 110
HLT_xe110_pufit_L1XE55 2017 110
HLT_xe110_pufit_xe70_L1XE50 2018 110
Table 5.2: EmissT triggers used in the VHbb analysis during the 2015-2018 data-taking
period [134].




HLT_e26_lhtight_nod0_ivarloose 2016 – 2018 26
HLT_e60_lhmedium(_nod0) 2016 – 2018 60
HLT_e140_lhloose(_nod0) 2016 – 2018 140
HLT_e300_etcut 2018 300
Table 5.3: Single-electron triggers used in the VHbb analysis during the 2015-2018
data-taking period [134].
Trigger Name Data-taking Period Threshold (GeV)
HLT_mu20_iloose_L1MU15 2015 20
HLT_mu50 2015 – 2018 60
HLT_mu26_ivarmedium 2016 – 2018 26
Table 5.4: Single-muon triggers used in the VHbb analysis during the 2015-2018
data-taking period [134].
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5.2. Physics Object Reconstruction
When particles are produced from pp collisions and travel outward, hits are recorded by
the tracking detectors and energy is deposited in the calorimeters. The tracking algorithms
use the hits from pixel layers as seeds and apply a staged pattern-recognition approach, which
includes a loose track candidates search giving a number of combinatorial track candidates,
followed by a stringent ambiguity-solver comparing and rating the individual tracks4. The
interaction vertices are reconstructed from the fit to at least 2 selected tracks. The one
with the largest
∑
p2T of associated tracks is selected as the primary vertex. The tracks,
primary vertex and the signals of calorimeters are then used together for the reconstruction
of momentum, mass and charges, from which the identity of the particles can be worked out.
Those reconstructed particles with their measured physics quantities are called “physics
objects.”5 Leptons, photons and jets are examples of physics objects.
5.2.1. Lepton
5.2.1.1. Electron
An electron is generally defined as an object consisting of a cluster built from the energy
deposits in the calorimeter and a matched track (tracks) from the inner detector [135]. The
reconstruction algorithm first selects the cluster of energy deposits measured in topologically
connected EM and hadronic calorimeter cells [136], denoted topo-clusters. It then performs
a refit of the Inner Detector tracks to account for the bremsstrahlung6 and matches them to
4In detail, there are inside-out, outside-in, and some special algorithms used for the track reconstruction.
5A physics object is a representation of a physical particle or system of particles (e.g. jets and EmissT )
that uses a combination of detector information to stand-in for the real particle or system.
6When an electron interacts with the material of the Inner Detector, it radiates a bremsstrahlung photon.
A significant amount of energy can be lost by the electron due to bremsstrahlung. The photon radiated from
the electron can convert to an electron and a positron whose interactions with the detector material can
generate multiple tracks in the inner tracker.
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the selected topo-clusters. The algorithm also builds conversion vertices out of the refitted
tracks and matches them to the selected topo-clusters. The matched topo-clusters are used
to seed the electron supercluster7 building. After applying the initial position corrections
and energy calibrations to the resulting superclusters, the supercluster-building algorithm
matches tracks to the electron superclusters (and conversion vertices to the photon super-
clusters). Since an object can be reconstructed as both an electron and a photon due to
the similarity of their electromagnetic interactions, an ambiguity resolution is performed to
remove overlaps between object candidate lists. The final electrons (and photons) are then
built and their energy calibrated8. The electron identification is performed using a likelihood-
based method. It allows the discriminating variables to separate electrons (or photons) from
the background and make the quality cuts for physics analyses [137].
The “loose” electrons are used in the V Hbb analysis, which requires the electrons pT
larger than 7 GeV, |η| in the range of 2.47, and that the “loose” likelihood criteria9 is passed.
A requirement on the impact parameter10 is applied to reject tracks from pile-up11 and the
loose track isolation (FCLoose) is applied to reduce jet-faking electrons. In the WH 1-lepton
channel, tighter electron selections – “medium” electron identification and “tight” likelihood
isolation, are used for the reduction of multi-jet background [135].
7A supercluster is a dynamic, variable-size cluster to recover low energy photons radiated due to
bremsstrahlung interactions in the Inner Detector, and connect them to their associated electron or con-
verted photon [137].
8The electron energy calibration is performed with a MC-based MVA, trained on sensitive cluster vari-
ables, like the energy in different layers of calorimeters. The energy is then corrected with data driven
techniques [137].
9The electron identification efficiencies are are 93%, 88% and 80% on average for the “loose,” “medium,”
and “tight” operating points. To reduce the background contamination in the selected data, probe electrons
are required to satisfy a “very loose” requirement on the likelihood discriminant. This requirement rejects
∼ 95% of the background [135].
10d0 is defined as the transverse parameter relative to the beam-line (BL).
11For every 25 ns, there’s a proton beam-crossing in the LHC. There are multiple p-p collisions during a
beam crossing but only the one whose primary vertex has the largest sum of pT is triggered and selected.
Thus, additional particles resulting from the previous p-p collisions can be collected during the time window
of the selected one; those tracks resulting from them are called pile-up tracks.
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Electron Selection pT η Identification dsig0 w.r.t. BL |∆z0 sin θ| Isolation
V H − loose >7 GeV |η|< 2.47 LH Loose + B-layer cut < 5 < 0.5 mm FCLoose
ZH − signal >27 GeV |η|< 2.47 LH Loose + B-layer cut < 5 < 0.5 mm FCLoose
WH − signal >27 GeV |η|< 2.47 LH Tight < 5 < 0.5 mm FixedCutHighPtCaloOnly
Table 5.5: Electron selection requirement. Note: LHLoose and LHTight are two criteria of
the electron likelihood identification; FCLoose and FixedCutHighPtCaloOnly are the
operating points of the electron isolation which have a fixed requirement either on the
calorimeter or the track isolation variables (or both) [109].
5.2.1.2. Muon
Muons are first reconstructed independently in ID and MS. All information in ID and MS
are then used together to reconstruct the muon tracks for physics analyses. In ID, muons are
reconstructed like any other charged particles [138,139]. In MS, muon reconstruction starts
with a search for patterns among hits throughout the spectrometer. Segments are formed by
fitting the close hits in the same chamber to the trajectory. Muon track candidates are then
built by fitting together hits to form segments in different layers12. Four muon types are
defined based on which subdetectors (ID, MS or calorimeters) are used in the reconstruction.
The primary type used in ATLAS is called “combined muon”, which is reconstructed from
global refit using the hits from both ID and MS [140].
In the V Hbb analysis, muons are required to have |η| < 2.7, pT > 7 GeV and small impact
parameters. “Loose” muons are selected using a generous set of quality criteria that select
96.7% of true muons in the low momentum region (4 < pT < 20 GeV) and 98.1% in the high
momentum region (20 < pT < 100 GeV)13, as determined in simulation [140], and a loose
track isolation working point. In the 1-lepton channel, the “medium” muon identification
criteria and the “tight” track isolation working point are used [109]. This has a selection
12The same segments can be used to build several track candidates in the beginning. Later an overlap
removal algorithm selects the best assignment to a single track, or allows for the segments to be shared
between two tracks.
13Four muon identification selections (“loose,” “medium,” “tight” and “high-pT”) are provided for the
needs of different physics analyses [140].
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efficiency of 95.5% on true muons in the low-pT region and 96.1% in the high-pT region,
determined in simulation [140].
Muon Selection pT η Identification dsig0 w.r.t. BL |∆z0 sin θ| Isolation
V H − loose >7 GeV |η|< 2.7 Loose quality < 3 < 0.5 mm FixedCutLoose
ZH − signal >27 GeV |η|< 2.5 Loose quality < 3 < 0.5 mm FixedCutLoose
WH − signal > 25 GeV(27 GeV for 75< pVT<150 GeV) |η|< 2.5 Medium quality < 3 < 0.5 mm FixedCutHighPtTrackOnly
Table 5.6: Muon selection requirements [109].
5.2.1.3. Hadronic Tau
Over 90% of hadronic tau decays occur through just five dominant decay modes, which
yield one or three charged hadrons, up to two neutral pions and a tau neutrino [141]. The
hadronic tau reconstruction algorithm is seeded by calorimeter energy deposits which have
been reconstructed as individual jets. Such jets are formed from topo-clusters using anti-kt
algorithm [142] with a spacing parameter of R = 0.4, using topo-clusters as inputs. To seed
a hadronic tau candidate, a jet must fulfill the requirement of |η| < 2.5, pT > 20 GeV, and
being outside of 1.37 < |η| < 1.52 (the transition region between the barrel and end-cap
electromagnetic calorimeter) [143].
In an event with pile-up, the default primary vertex does not always correspond to the
vertex at which the tau lepton was produced. The tau vertex association algorithm uses all
the tracks (with pT > 1 GeV) in a cone ∆R < 0.2 around the seed jet direction to identify the
primary vertex associated with the tau14. The pT of these tracks is summed and the candidate
of tau vertex to which the largest fraction of the pT sum is matched is chosen as the tau
vertex [144]. This vertex is then used to determine the hadronic tau direction, to associate
14Tau vertex is another primary vertex reconstructed using all the tracks in a cone ∆R < 0.2 associated
with the tau. So even though a hadronic tau decay only has 1 or 3 tracks, all the tracks in the cone ∆R <
0.2 together are capable of the primary vertex reconstruction.
73
tracks and to build the coordinate system in which identification variables are calculated.
The three-momentum of the hadronic tau is calculated by computing η and φ of barycenter15
of the topo-clusters of the jet seed, assuming a mass of zero for each constituent. The four-
momentum of all clusters in the region ∆R < 0.2 around the barycenter are recalculated
using the tau vertex coordinate system and summed to have the hadronic tau direction.
The hadronic tau mass is defined to be zero [143]. The energy of the hadronic tau is then
calibrated using a dedicated schemes.
The tau identification algorithm uses Boosted Decision Tree (BDT)16 to reject back-
grounds from quark- and gluon-initiated jets [146, 147]. The BDT for the tau candidates
associated with one and three tracks are trained separately [148]. Three working points
(“loose,” “medium” and “tight”) corresponding to three tau identification efficiencies are
provided17. In the VHbb analysis described in this thesis, the “medium” working point of
the tau identification is used for the tau-veto study in Sec. 7.2 [149].
5.2.2. Jet
Quarks and gluons manifest themselves in the detector as a directional spray of tracks
and calorimeter deposits, known as jets. This is true of b-quark initiated jet (b-jets) produced
by the Higgs boson in our signal processes and the jets initiated from other quarks or gluons
originating from the background processes. Jets play an important role in identifying event
topologies and kinematics consistent with our signal processes [134].
15The barycenter is computed as the η and φ (weighted by energy) of all calorimeter cells within the
topo-clusters [145].
16Definition of BDT and details about how it works can be seen at Sec. 8.1.1.
17The efficiency is designed to be independent of pT. The target efficiencies are 60%, 55% and 45%
for the generated 1-track “loose,” “medium” and “tight” working points, and 50%, 40% and 30% for the
corresponding generated 3-track target efficiencies [149].
74
5.2.2.1. Standard Jet Collections
The primary jet collection used in this analysis is reconstructed from topological calorime-
ter cells (topo-clusters) [150] using the anti-kt algorithm. Topo-clusters are built from neigh-
boring calorimeter cells containing a significant energy above a noise threshold that is esti-
mated from measurement of calorimeter electronic noise and simulated pile-up noise. The
energies of calorimeter cells are measured at the electromagnetic energy scale, and corre-
sponds to the energy deposited by electromagnetically interacting particles. Each cluster18
is passed as an input to the anti-kt algorithm with a radius parameter of R = 0.4 to form a
jet; this collection is referred to as an AntiKt4EMTopoJet (see Table 5.7) [152].




2.5 ≤ |η| < 4.5
Signal Jets
pT > 20GeV and |η| < 2.5
jet cleaning
JVT> 0.59 for |η|< 2.4 and > 0.11 for 2.4 < |η|< 2.5 if (pT < 120GeV)
Table 5.7: AntiKt4EMTopoJets selection requirements19 The jet cleaning is applied via the
JetCleaningTool, that removes events in regions corresponding to hot calorimeter
cells [109].
Jet from non-collision backgrounds or noise in the calorimeters are removed using the jet
cleaning criteria [152]. Jets in the central region (|η| < 2.5, named Signal Jets) are required
to have pT > 20 GeV. Jets in the forward region (2.5 < |η| < 4.5, named Forward Jets) are
required to have pT > 30 GeV. A likelihood-based discriminant named the Jet Vertex Tagger
(JVT) [144, 153] is used to remove jets with pT < 120 GeV and |η| < 2.5, which arise from
18Those topo-clusters are three-dimensional, massless and positive-energy [151].
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pile-up. The JVT score is initially calculated on uncalibrated jets during the reconstruction
and is recalculated for each calibrated jet for further selection [109].
5.2.2.2. b-tagging
The jets from the Higgs boson in our signal process should originate from b-quarks. It is
therefore necessary to distinguish b-jets from light-flavor jets (u-, d-, s-quark and gluon) and
c-jets, to maximize signal sensitivity. This procedure is commonly referred to as b-tagging,
as illustrated in Fig. 5.1 [134].
The standard algorithm for b-tagging used in the analysis is the MV2 algorithm (see
Fig. 5.2) [155]. This algorithm combines the output of the low-level tagging algorithms, such
as the log-likelihood ratios from IP2D and IP3D20 [156], secondary vertices from SV121 [157],
and information about the relationship between the primary and secondary vertices from
JetFitter22 [158]. Those information together with the pT and |η| of the jets are input to a
boosted decision tree to produce final discriminant. The output of MV2 algorithm uses a
score between -1 and 1 to give the likelihood for a jet to be a real b-jet. The algorithm is
trained on a sample composed of tt̄ events (with at least one lepton from leptonic decay of a
W) and hadronically decaying Z’ events to compensate the steeply falling tt̄ spectrum above
250 GeV. The training has been performed with b-jets as signal and a mixture of light-jets
and c-jets as background [134]. The average efficiency of MV2 is tuned to be 70% for b-jets
in the tt̄ MC samples, corresponding to light-jet mis-identification efficiency of 0.3% and
c-jet mis-identification efficiency of 12.5% [159].
20IP2D and IP3D are two complementary impact parameter-based algorithms. The IP2D tagger makes
use of the signed transverse impact parameter significance of tracks to construct a discriminating variable,
whereas IP3D uses both the track signed transverse and the longitudinal impact parameter significance in a
two-dimensional template to account for their correlation [156].
21SV1 is a secondary vertex tagging algorithm which reconstructs a single displaced secondary vertex in
a jet [157].
22JetFitter is a topological multi-vertex algorithm which exploits the topological structure of weak b- and
c-hadron decays inside the jet and tries to reconstruct the full b-hadron decay chains [158].
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Figure 5.1: Illustration of the physics of a b-jet [154].
Figure 5.2: The structure of the MV2 b-tagging algorithm.
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5.2.2.2.1 Truth Tagging and Hybrid Truth Tagging
In the Monte Carlo simulation, jets can be “truth-tagged” to gain in simulation statistics,
especially for the processes containing c- or light-jets in the final states. A jet is labeled by
its true origin in the simulation (e.g. “b”, “c”, or “light”). Its pT and η are used to determine
the probability it would have been identified as a b-jet using the tagging algorithm. That
probability is assigned to the jet as a weight in an event23. Events are thus weighted, rather
than being eliminated by a strict cut on the b-jet tagging algorithm.
To further reduce the discrepancies between the truth-tagged and direct-tagged events,
a hybrid tagging approach is also adopted in this analysis, which applies truth tagging to
non-b-jets and direct tagging to b-jets, in an event.
5.2.2.3. b-jet Energy Correction
The b-tagged jets are calibrated with the standard jet energy scale, which restores the
jet energy scale to that of truth jets reconstructed at the particle-level energy scale [160]. In
addition, corrections based on the unique features of b-jets such as the semileptonic decay,
secondary vertex and B hadron mass, are applied to improve the energy measurement scale
and resolution. A summary of the corrections used in each channel of the V Hbb analysis is
shown in Table 5.8.
23The probability of a jet being identified as a b-jet is derived from the b-tagging efficiency which depends
on the jet pT and η. Thus, the probability of an event requiring 2 b-tagged jets out of 3 jets can be determined
through the possible combinations of the b-tagged and non-b-tagged jets.
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muon-in-jet PtReco Kinematic Fit
0-lep, 2-jet/3-jet Yes Yes
1-lep, 2-jet/3-jet Yes Yes
2-lep, 2-jet/3-jet Yes Yes
2-lep, 4plus-jet Yes Yes
Table 5.8: b-jet energy corrections applied in each channel of the V Hbb analysis.
5.2.2.3.1 Muon-in-jet Correction
It is found that about 10% of the b-jets have reconstructed muons which deposit a few
GeV of energy in the calorimeter24. If a muon of medium quality and pT > 5 GeV is found
within a variable cone25 around the jet axis, the four-momentum of the muon is added
to that jet, after subtracting the energy loss in the calorimeter. No isolation criteria is
applied. The muon closest to the jet axis is chosen, if more than one muon is found in the
cone [161]. The systematic uncertainties on the muon-in-jet correction are demonstrated to
be negligible [134].
5.2.2.3.2 PtReco Correction
The unique features of b-jets described before can cause additional resolution effect com-
pared to the standard jets. A pT-dependent correction (PtReco) is used to correct the
response to the low pT jets with leptonic or hadronic decays of heavy-flavor hadrons (see
Fig. 5.3). The correction factor is derived from the pT ratio of the reconstructed b-tagged
jets (with all previous corrections applied) and the corresponding truth jets (produced by
clustering final state particles of MC truth record, including neutrinos and muons) [161].
24Light jets produce muons from charged pion decay in-flight. Charm and bottom jets produce them
from semi-leptonic decays.
25The variable cone is defined as ∆R(jet, µ) < min(0.4, 0.04 + 10 GeV / pµT ) [134].
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The b-jets with muons and without muons are considered separately; only the b-jets with
muons are corrected. The mean value of the pT ratio is calculated in each pT slice and used as
the correction factor. The calculation is done in the nominal MC samples and applied to all
systematic variation samples including the latest MC b-jet energy scale uncertainty. There-
fore, no additional uncertainty is applied [134]. Together with the muon-in-jet correction,
the PtReco correction improves the resolution of the dijet mass by ∼ 10 - 20% [161].
Figure 5.3: The PtReco correction factor for the b-jets with muon is marked as red and for
those without muon is marked as blue. The jets after muon-in-jet correction are denoted as
“OneMu”.
5.2.2.3.3 Kinematic Fit
In the 2-lepton channel, the Z → ll is fully reconstructed. Since there is no neutrino
in such an event and the lepton resolution (typically 1% level) is much better than the
jet resolution (typically 10% level), the b-jet energy can be corrected by constraining the
llbb system to be balanced in the transverse plane [134]. The Kinematic Fit correction is
achieved with a negative log likelihood minimized to obtain the fit value, as the equation
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shown below [134]. This log likelihood function consists of a Breit-Wigner constraint on
the invariant mass of dilepton, a Gaussian constrain on each component of pT of the llbb
system, dedicated transfer functions relating the truth-jet pT to their reconstructed ones
(after muon-in-jet correction, but no PtReco correction), and a prior built from the expected
truth-jet pT spectrum in ZH events (which has a role similar to the PtReco correction) [162].



























+ 2ln{(m2ll −m2Z)2 +m2ZΓ2Z}
Z-mass Breit-Wigner constraint
26There is no improvement in 4plus-jet events therefore Kinematic Fit is not used in 4plus-jet events.
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Figure 5.4: Comparison of the mbb resolution with the muon-in-jet correction, PtReco
correction and Kinematic Fit. All corrections are applied to the jet energy scale. The




The overlap removal procedure is applied before the reconstruction of missing trans-
verse momentum to avoid any double-counting of objects created from the same tracks and
calorimeter deposits within an event. During this procedure, only the pre-selected objects
among electrons, muons, τ -leptons, small-R jets (R = 0.2) and large-R jets (R = 1.0 or
larger) are considered. The individual overlap removals are done in the following sequence
(Fig. 5.5).
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if ΔR(τ, e) < 0.2
if ΔR(τ, μ) < 0.2
if a calo-tagged μ shares a 
track with an electron
if ΔR(e, jet) < 0.2
if ΔR(e, jet) < min(0.4, 
0.04 + 10 Gev / 𝑝𝑇
𝑒 )
if ΔR(μ, jet) < 0.2 or μ ID 
track is associated to jet
if ΔR(μ, jet) < min(0.4, 
0.04 + 10 Gev / 𝑝𝑇
𝜇
)
if ΔR(τ, jet) < 0.2 










if a combined μ shares a 
































Figure 5.5: The cut-flow diagram of the overlap-removal procedure.
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5.2.4. Missing Transverse Momentum
The missing transverse momentum, EmissT , plays an important role in the 0-lepton and
1-lepton channels due to the existence of neutrino in Z → νν and W → `ν. The EmissT is
reconstructed as the negative vector sum of the transverse momentum of both the hard term
objects and the track-based soft term, as the equation shown below [163]. The hard term
contribution arises from muons, electrons, photons, hadronically decaying τ -leptons and jets.
The soft term is calculated as the vector sum of the pT of the tracks matched to the primary
vertex but not associated to a reconstructed object. Since these tracks are associated with
the primary vertex, the track-based soft term is robust against the pile-up [134]. Neutral
particle signals from the calorimeter suffer from significant contributions from pile-up and










































27Another missing transverse momentum, denoted as EmissT, trk, pmissT or softMET, is calculated using only
tracks in the inner tracking detector and from the primary vertex [159]. EmissT, trk provides a robust estimate of
EmissT while being less sensitive to the pile-up. However, since EmissT, trk is only based on tracks left by charged




This chapter describes the event selection for the 0-, 1- and 2-lepton channel. Also,
definitions of signal region and control region, and regions for cross-section measurement are
presented.
6.1. Event Selection
The signal events are categorized into 3 channels depending on the number of leptons
from the processes of ZH → ννbb̄, WH → `νbb̄ and ZH → ``bb̄. In all three channels,
events are required to have exactly two b-tagged jets and the leading b-tagged-jet pT is
required to be greater than 45 GeV, given of the signature of H → bb̄. In each channel,
events are further split into 2-jet and 3-jet (3-or-more-jet in the 2-lepton channel) categories.
In the 0-lepton and 1-lepton channels, only one non-b-jet is allowed in the 3-jet category.
This is to remove the tt̄ background with four or more jets. In the 2-lepton channel, the
3-or-more-jet category has all the events with the number of non-b-jet greater than or equal
to one. This is to increase the signal acceptance by 100% in the 3-or-more-jet category [159].
The reconstructed transverse momentum of the vector boson, pVT , further divides the
events in the 2-jet and 3-jet categories into more regions. In the 0-lepton channel, pVT
corresponds to EmissT ; in the 1-lepton channel, it corresponds to the vectorial sum of the
EmissT and the charged-lepton pT; in the 2-lepton channel, it corresponds to the pT of the
2-lepton system. The signal-to-background ratio increases for large pVT values [164, 165].
Thus, events in the high-pVT region of the 2-jet and 3-jet categories are selected and split
into 2 regions – 150 GeV < pVT < 250 GeV and pVT > 250 GeV. In the 2-lepton channel, an
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additional fiducial measurement region is studied via the inclusion of a medium-pVT region
with 75 GeV < pVT < 150 GeV [159].
Event selections specific to each channel are defined in the following subsections.
6.1.1. 0-lepton
In the 0-lepton channel, a specific selection is defined to select events containing a Z
decaying to a pair of neutrinos, in addition to the H → bb̄ selection. For this purpose, EmissT
is required to be larger than 150 GeV and no “loose” lepton candidates exist in the event.
This is motivated by the fact that the offline trigger efficiency for events with a reconstructed
EmissT = 150 GeV is about 90%1 [109]. Further requirements on the scalar sum of the pT
(HT) of the jets in the events are applied to remove a region where the trigger efficiency is
dependent on the number of jets in the event2. For the 2-jets events, HT must be larger than
120 GeV and for the 3-jet events, HT must be larger than 150 GeV [109].
Due to the fact that the fake high EmissT in multi-jet events typically arises from mismea-
sured jets in the calorimeters and EmissT tends to be aligned with the mismeasured jets, a
selection on the azimuthal angular difference of the EmissT , jets and pmissT is applied to remove
multi-jet events. The selection imposes four requirements3, also referred to as “anti-QCD
cuts”, in Ref. [109, 166]. The values of the cuts are tuned in such a way that the remaining
fraction of multi-jet contamination is of the order of 1% of the total background. Therefore
it is negligible in the 0-lepton channel [134].
1Trigger scale correction factor are applied to the MC events, ranging from 0.95 at offline EmissT > 150
GeV, to ∼ 1 at EmissT > 200 GeV [159].
2The dependency is due to the mis-modeling in the simulation. It was found in the Run-1 analysis as
well [109].
3(1) |∆Φ(EmissT ,pmissT )| < 90◦; (2) |∆Φ(jet1, jet2)| < 140◦; (3) |∆Φ(EmissT , h)| > 120◦; (4)
min[|∆Φ(EmissT ,pre-sel. jets)|] > 20◦ for 2 jets, > 30◦ for 3 jets. Details can be referred to Ref. [109].
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6.1.2. 1-lepton
Selections in the 1-lepton channel are implemented to confine events containing a W
decaying to a neutrino and an electron or a muon in addition to the H → bb̄ [109]. So an
event is required to have exactly 1 “tight” electron with pT > 27 GeV or 1 “tight” muon with
pT > 25 GeV. Additional “loose” leptons are vetoed. In the electron sub-channel, a selection
of EmissT > 30 GeV is applied to reduce the multi-jet background. In the muon sub-channel,
the same EmissT triggers and correction factor as the 0-lepton channel are used. Given that
muons are not included in the trigger EmissT calculation, the EmissT triggers effectively select
on pVT and are more efficient than the single-muon triggers in the analysis regions [159].
6.1.3. 2-lepton
In the 2-lepton channel, the decay of Z boson to two same flavor leptons (ee or µµ)
needs to be reconstructed with the H → bb̄ decay. Events are required to have exactly two
same-flavor “loose” leptons, at least one of which has pT > 27 GeV and satisfies the electron
selection of “ZH-signal” in Table 5.5 or the muon selection of “ZH-signal” in Table 5.6. For
the di-muon events, the two muons are additionally required to have opposite charges4. The
invariant mass of ee or µµ must be 81 < m`` < 101 GeV, to suppress the tt̄ and multi-jet
backgrounds. After all these requirements, the multi-jet background in the 2-lepton channel
is negligible [109].
4This requirement is not applied to di-electron events due to higher rate of charge mis-identification [167].
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6.2. Signal and Control Region
To better constrain the modeling of background processes, a number of signal and control
regions have been defined after the event selection. Events are categorized into either signal
regions or control regions, using a continuous selection on the ∆R between the two b-tagged
jets (∆R(~b1, ~b2)) as a function of pVT. A lower and upper cut was introduced to outline
the signal yield in the ∆R(~b1, ~b2)-pVT plane, which creates the high and low ∆R control
regions [109], as shown in Fig 6.1. The signal events splitting into signal and control regions
for each analysis category is summarized in Table 6.3.
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Figure 6.1: Signal yield distribution of ∆R between the two selected b-jets as a function of
pVT in the 1-lepton channel are shown in the 2-tag 2-jet (a) and 2-tag 3-jet (b) categories.
The black lines demonstrate the upper and lower continuous cuts used to categorize the
events into the signal and control regions [159].
The upper cut is defined in the 1-lepton channel to keep 95% of the signal in the signal
region for 2-jet events, and 85% of the signal for 3-jet events [159], as shown in Table 6.2.
This region in the 1-lepton channel is enriched with tt̄ and single-top backgrounds5. In the
0-lepton channel, the contribution from tt̄ is enhanced. With the division into categories
5These control regions are first constructed in the 1-lepton channel and then applied to 0-lepton and
































































































































































































































































































































































































































































































































































































along pVT , a better constraining of tt̄ and single top modeling systematics is achieved [109].
In the 2-lepton channel, this region is enriched with the Z + HF events. The lower cut is
defined to keep 90% of the diboson yield in the signal region in the 1-lepton channel, shown
in Table 6.2. This is to ensure sufficient diboson events remain when later conducting the
diboson validation analysis [159]. The low ∆R region is enriched with W +HF events in the
1-lepton channel and Z+HF events in the 2-lepton channel. In the 0-lepton channel, W+HF
events are enhanced in this region which allows to better constrain V +HF systematics with
the categorization along pVT [109]. The plots illustrating the signal and background events
are in the pre-fit distributions at Appendix D.
Category Cut
High ∆R 2− jet ∆R > 0.87 + e1.38−0.00795×pVT
High ∆R 3− jet ∆R > 0.76 + e1.33−0.0073×pVT
Low ∆R 2− jet ∆R < 0.40 + e0.788−0.01023×pVT
Low ∆R 3− jet ∆R < 0.42 + e0.268−0.00809×pVT
Table 6.2: Cuts defining the high and low ∆R control region [109].
In addition, an e-µ control region is defined in the 2-lepton to enrich the top events. Since
tt̄ is flavor symmetric, a high purity tt̄ control region can be obtained by requiring the flavor
of the dilepton pair to be different (eµ or µe) [109]. The top control region is considered
after the event selection; the only difference between the analysis phase space and the top
control region is the lepton flavor (kinematics of tt̄ between two phase space don’t change).
The top control region is used to extract a data-driven top background modeling template
in the 2-lepton channel in the profile likelihood fit. Plots illustrating the distribution of tt̄




2 jet 3 jet
Low ∆R CR SR High ∆R CR Low ∆R CR SR High ∆R CR
150 GeV< pZT < 250 GeV 1.9% 92.8% 5.0% 2.7% 84.4% 12.9 %
pZT > 250 GeV 1.1% 94.3% 4.6% 3.2% 81.2% 15.5%
1 lepton
2 jet 3 jet
Low ∆R CR SR High ∆R CR Low ∆R CR SR High ∆R CR
150 GeV< pWT < 250 GeV 1.4% 93.6% 5.1% 2.6% 82.6% 14.8%
pWT > 250 GeV 0.7% 94.6% 4.7% 3.2% 82.3% 14.5%
2 lepton
2 jet ≥ 3 jet
Low ∆R CR SR High ∆R CR Low ∆R CR SR High ∆R CR
75 GeV< pZT < 150 GeV 1.1% 92.6% 6.3% 4.1% 79.5% 16.4%
150 GeV< pZT < 250 GeV 0.8% 93.1% 6.1% 2.8% 73.7% 23.5%
pZT > 250 GeV 0.3% 94.3% 5.4% 2.3% 67.5% 30.2%
Table 6.3: The split of V H signal events into signal and control regions for each channel
and each pVT and number of jets category. Numbers are given as the percentage of total
signal events in that given analysis category [109].
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6.3. Regions for Cross-section Measurement
Simplified Template Cross Sections (STXS) scheme [168,169] is adopted to define common
regions for the Higgs measurements in LHC experiments. It provides fine-grained regions for
different Higgs production modes, and allows for the combination in different decay channels
and eventually between experiments.
The STXS scheme used in the measurement of V H with V → leptons and H → bb̄
is summarized in Table 6.4. In this scheme, qq → ZH and gg → ZH are treated as a
single ZH production since the sensitivity is not enough to distinguish them. All leptonic
decays of gauge bosons (including Z → ττ and W → τν, which are extrapolated from the
electron and muon channel measurements) are used for the STXS definition. Regions in
STXS scheme are combined and chosen such that the total uncertainty of the measurement
in each region is near or below 100%. The signal acceptance (with the efficiency of the
experimental selection included) and distribution (of the discriminating variables) in each
STXS region is estimated from the simulated V H samples based on the pVT in the truth level
(denoted as pV,tT ). The migration matrices on the signal yield between the truth-pVT -region
and reconstructed-pVT -region are shown in Fig. 6.2, where the top one describes the migration
on the signal yield, and the bottom one describes the migration on the fraction of signal
events corresponding to the reconstructed-pVT -region. Since the acceptance in the region
of pW,tT < 150 GeV and p
Z,t
T < 75 GeV is very low (about 0.1% level, refer to Ref. [169]),
cross-sections in these regions are constrained to the SM prediction, within their theoretical
uncertainties [159]. Since these regions only contribute very little to the selected events, and
thus their effects can be neglected.
The experimental value of the production cross-section (with V → leptons and H → bb̄
branching ratio) in each of the STXS regions is determined by a binned maximum-likelihood
fit to the data, details of which are explained in Sec. 8.3.
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STXS region Corresponding reconstructed analysis regions
Process pV , tT interval Number of leptons pVT interval Number of jets
WH 150–250 GeV 1 150–250 GeV 2, 3
WH > 250 GeV 1 > 250 GeV 2, 3
ZH 75–150 GeV 2 75–150 GeV 2, ≥ 3
ZH 150–250 GeV
0 150–250 GeV 2, 3
2 150–250 GeV 2, ≥3
ZH > 250 GeV
0 > 250 GeV 2, 3
2 > 250 GeV 2, ≥3
Table 6.4: A table summarizing the STXS regions and the corresponding
reconstructed-pVT -regions. The current analysis is not sensitive to the regions WH,
pW , tT < 150 GeV and ZH, p
Z, t
T < 75 GeV, and their cross-sections are fixed to the SM
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ATLAS Simulation  = 13 TeVs
Figure 6.2: (Top) migration matrix of the expected signal yield between the
truth-pVT -regions (x-axis) and reconstructed-pVT -regions (y-axis); (bottom) migration matrix
of the signal fraction (with respect to the reconstructed-pVT -region) between the
truth-pVT -regions (x-axis) and reconstructed-pVT -regions (y-axis). Regions with the signal
yield below 0.1 or fraction below 0.1% are ignored [159].
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CHAPTER 7
tt̄ Rejection and Tau-veto in the 1-lepton Channel
This chapter describes one of my main contributions to the VHbb analysis – the study
of the tt̄ rejection and tau-veto in the 1-lepton channel.
7.1. tt̄ Rejection in the 1-lepton Channel
(a) (b) (c)
(d) (e) (f)
Figure 7.1: The diagrams are tt̄ decaying (a) dileptonically, (b) semi-leptonically, (c) to a
leptonic τ , (d) to a hadronic τ and (e) to ττ . Diagram (f) is WH signal.
Top-pair production is one of the main backgrounds in the 1-lepton channel and has many
decay processes, as shown in Fig. 7.1. It is very useful to understand what tt̄ decay processes
have been selected in the 1-lepton channel, as this will lead us to a better tt̄ rejection.
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ttbar decay code



































Figure 7.2: After the selection of 2-tag 2-jet category in the pVT > 150 GeV region of the
1-lepton channel, each tt̄ event is categorized according to decay mode (in truth-level) and
then filled into this histogram.
ttbar decay code







































Figure 7.3: The comparison of “nTaus” variable distributions of different decay processes
of tt̄ in 2-tag 3-jet category of the 1-lepton channel (with pVT > 150 GeV) after the
distributions are normalized to unity.
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The exploration of identifying the tt̄ decay processes has been done through a variable
named codeTTbarDecay which divides the tt̄ events into ten categories based on their decays
in the truth-level: “jet-jet,” “jet-e,” “jet-mu,” “jet-tau,” “e-e,” “mu-mu,” “tau-tau,” “e-mu,”
“e-tau,” “mu-tau.” The distribution of the tt̄ events with different decay modes after the
selection of the 1-lepton channel is shown in Fig. 7.2 for 2-jet category and Fig. 7.3 for
3-jet category. When studying using codeTTBarDecay, one issue is that the children of tau
lepton in truth-level are not saved in the MC samples. For example, when we get an integer
value of 8 from codeTTBarDecay, although we can tell that this tt̄ event has a decay mode
of “e-tau”, we don’t know whether this tau decays leptonically or hadronically (because
the children of tau lepton are not saved). Given that the selection of the 1-lepton channel
requires exactly one reconstructed electron or muon, it is reasonable that we assume the tau
decays hadronically in this “e-tau” event (otherwise, the number of reconstructed electron
or muon will be two), which means that it is considered a hadronic tau. Thus, e-tau and
mu-tau events can be categorized as “hadronic tau” events. Although this tau may be a
leptonic tau, the possibility is very small1. Due to the same reason (the selection of exactly
one reconstructed electron or muon in the 1-lepton channel), the tau in the “jet-tau” event
is considered a leptonic tau.
Thus, all selected tt̄ events can be grouped into “dileptonic,” “semileptonic,” “hadronic
tau,” “leptonic tau” and “tau-tau,” categories, as summarized in Table 7.1 and Table 7.2.
We can learn that the semileptonic decaying tt̄ has the largest percentage among all tt̄ decay
processes after the selection. It is not a surprise, given that the tt̄ semileptonic decay has a
very similar final state with WH signal process. However, it is also very difficult to reject
1Because, for the tt̄ e-tau events that pass the 1-lepton channel selection, the number of events where
tau decays hadronically is much larger compared to the ones where tau decays leptonically. Therefore, the
comparison and conclusion we obtain from this study are acceptable. Of course, there are still very few
leptonic taus in the e-tau events categorized as hadronic tau. A more robust way of dealing with this is to
use the truth-matching rather than codeTTBarDecay. Then we know exactly whether this is a leptonic-tau
event or hadronic-tau event. The truth-matching was not yet ready in the analysis framework by the time
the tt̄ rejection was studied.
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the semileptonic tt̄ events, especially under the situation that no more than 3 jets are saved
in the MC samples generated for the 1-lepton channel in this round of analysis.
The comparison of MVA input variable distributions of different tt̄ decay modes are
presented in Fig. 7.4, 7.5 and 7.6 for the 2-jet category, and Fig. 7.7, 7.8 and 7.9 for the 3-jet
category. From the comparison, we can find that,
• for the variables that have nothing to do with EmissT , dileptonic (in black) and hadron-
ictau (in green) distributions are similar and semileptonic (in red) and leptonictau (in
blue) distributions are similar;
• for the variables related to EmissT , semileptonic (in red) and leptonictau (in blue) dis-
tributions are different.
The reasons can be explained as
• both the leptons in the dileptonic events and the jets in hadronic tau events are very
soft (why distributions in black and green are similar), and the decay products of
leptonic tau decay are very similar to that of the semileptonic decay, if not considering
the number of neutrinos (why distributions in red and blue are similar);
• the decay products of leptonic tau decay and semileptonic decay are not similar any-
more if considering the number of neutrinos (why distributions in red and blue are
different).
Thus, for different tt̄ decay processes, different strategies can be proposed to reject them.
These rejection strategies are summarized in Table 7.3.
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Process dileptonic semileptonic hadronictau leptonictau tau-tau
Percentage in tt̄ 15.2% 38.0% 41.0% 2.9% 2.9%
Table 7.1: The percentage of tt̄ processes in the 2-tag 2-jet region of 1-lepton (with pVT >
150 GeV).
Process dileptonic semileptonic hadronictau leptonictau tau-tau
Percentage in tt̄ 6.8% 71.3% 15.6% 5.4% 1.0%




(i) Tau-veto (nTaus < 1).
(ii) Reconstructed mTW(τ) using pτT and EmissT .
Dileptonic
Its MVA variable distributions are very similar to the hadronic tau ones. Hopefully,
it can benefit from the rejection of hadronic tau.
Leptonic tau
Its MVA variable distributions are different from the semileptonic ones (and WH
signal). Maybe the EmissT related distributions (like EmissT , mTW, pTL, dPhi(lep,
MET) can play a role in the rejection.
Semileptonic
If four or more jets in an MC event are stored, a four-jet control region can be
created for the semileptonic tt̄ rejection.
Other ideas
(i) Lepton charge, soft MET, MV2c10 scores for b-jets and other jets, mbl, etc.
(ii) Comparison of the distributions in different flavor composition of 2 b-tagged jets.
Table 7.3: Strategies of tt̄ events rejection in the 1-lepton channel.
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Figure 7.4: Comparison of possible MVA input variable distributions of different tt̄ decay
modes (and WH(lνbb) in the 2-jet region of the 1-lepton channel.
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Figure 7.5: Comparison of possible MVA input variable distributions of different tt̄ decay
modes (and WH(lνbb) in the 2-jet region of the 1-lepton channel.
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Figure 7.6: Comparison of possible MVA input variable distributions of different tt̄ decay
modes (and WH(lνbb) in the 2-jet region of the 1-lepton channel.
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Figure 7.7: Comparison of possible MVA input variable distributions of different tt̄ decay
modes (and WH(lνbb) in the 3-jet region of the 1-lepton channel.
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Figure 7.8: Comparison of possible MVA input variable distributions of different tt̄ decay
modes (and WH(lνbb) in the 3-jet region of the 1-lepton channel.
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Figure 7.9: Comparison of possible MVA input variable distributions of different tt̄ decay
modes (and WH(lνbb) in the 3-jet region of the 1-lepton channel.
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7.2. Tau-veto in the 1-lepton Channel
The tt̄ events decaying to a hadronic tau (labeled as “hadronic tau” tt̄) has the second
largest fraction in all tt̄ events after the selection, as shown in Table 7.1 and 7.2. From
the hadronic tau reconstruction algorithm (see Sec. 5.2.1.3), a variable nTaus denoting the
number of reconstructed hadronic tau in an event is available. The nTaus distribution on
different tt̄ decay processes are shown in Fig. 7.10 (for the 2-jet category) and Fig. 7.11
(for the 3-jet category) for comparison. We can clearly see that the nTaus distribution of
the hadronic tau tt̄ events has a large proportion of nTaus > 1 events, compared to other
tt̄ processes. Thus, the hadronic tau events can be simply rejected by applying “tau-veto”
(nTaus < 1)!
Table 7.4 shows the cut-flow2 in the 2-jet category of the 1-lepton channel and Table 7.5
shows the cut-flow in the 3-jet category of the 1-lepton channel. After the application of tau-
veto, 13.1% (3128 predicted events) of the total MC background events in the 2-jet category
and 5.58% (7254 predicted events) of the total background events in the 3-jet category are
rejected, which of them are tt̄ hadronic tau events, as illustrated in Fig. 7.10 and Fig. 7.11.
The V H signal only loses 0.73% (1.53 predicted events) in the 2-jet category and 0.86%
(1.74 predicted events) in the 3-jet category after the tau-veto in the 1-lepton channel. The
comparisons of BDT distributions with and without tau-veto are presented in Fig. 7.12 and
Fig. 7.13 (the distributions are not normalized). They further validate that tau-veto removes
not only the low BDT region events but also the high BDT region events for both the 2-jet
and 3-jet categories.
The tau-veto study has proven its great power in rejecting the tt̄ events in the 1-lepton
channel. Although its systematic uncertainty estimation was not yet concluded by the time
2In the cut-flow table, “mTop<225 || mBB>75” is the old signal region definition before the introduction
of the low and high ∆R signal and control regions. This study was done with the old signal region definition.
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the V Hbb analysis went out for publication, it had gained a very high priority and is antici-
pated to be a standard part of the analysis shortly.
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Figure 7.10: The comparison of “nTaus” variable distributions of different decay processes
of tt̄ in 2-tag 2-jet category of the 1-lepton channel (with pVT > 150 GeV) after the
distributions are normalized to unity.













Figure 7.11: The comparison of “nTaus” variable distributions of different decay processes
of tt̄ in 2-tag 3-jet category of the 1-lepton channel (with pVT > 150 GeV) after the
distributions are normalized to unity.
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Cut Bkg2J (sumOfWeights) Sig2J (sumOfWeights)
all 3.19× 106 1419.63
nJ>1.5 3.19× 106 1419.63
nJ<2.5 152901 504.464
pTV>150 25036.2 209.599
mTop<225 || mBB>75 23811.7 208.379
nTaus<1 20683.7 206.853
Table 7.4: The cut-flow of signal and backgrounds in 1-lepton 2-jet region.
Cut Bkg3J (sumOfWeights) Sig3J (sumOfWeights)
all 3.19× 106 1419.63
nJ>2.5 3.04× 106 915.167
nJ<3.5 515677 454.51
pTV>150 133245 205.993
mTop<225 || mBB>75 130112 202.157
nTaus<1 122858 200.417
Table 7.5: The cut-flow of signal and backgrounds in 1-lepton 3-jet region.
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Figure 7.12: (a): the comparison of background MVA distributions (including tt̄, W+jets,
etc.) with and without tau-veto in the 150 GeV < pVT < 250 GeV region of 2-tag 2-jet
category of the 1-lepton channel; (b): the comparison of binned background MVA
distributions with and without tau-veto in the 150 GeV < pVT < 250 GeV region of 2-tag
2-jet category of the 1-lepton channel; (c): the comparison of background MVA
distributions (including tt̄, W+jets, etc.) with and without tau-veto in the pVT > 250 GeV
region of 2-tag 2-jet category of the 1-lepton channel; (d): the comparison of binned
background MVA distributions (including tt̄, W+jets, etc.) with and without tau-veto in
the pVT > 250 GeV region of 2-tag 2-jet category of the 1-lepton channel.
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Figure 7.13: (a): the comparison of background MVA distributions (including tt̄, W+jets,
etc.) with and without tau-veto in the 150 GeV < pVT < 250 GeV region of 2-tag 3-jet
category of the 1-lepton channel; (b): the comparison of binned background MVA
distributions with and without tau-veto in the 150 GeV < pVT < 250 GeV region of 2-tag
3-jet category of the 1-lepton channel; (c): the comparison of background MVA
distributions (including tt̄, W+jets, etc.) with and without tau-veto in the pVT > 250 GeV
region of 2-tag 3-jet category of the 1-lepton channel; (d): the comparison of binned
background MVA distributions (including tt̄, W+jets, etc.) with and without tau-veto in




This chapter describes the three critical analysis methods used in the V Hbb analysis –
multivariate analysis, systematic uncertainty estimation, and statistical analysis. My con-
tribution is on the systematic uncertainty estimation of the tt̄ background.
8.1. Multivariate Discriminants
Multivariate analysis (MVA) has been widely used in high energy physics to improve the
sensitivity of the analysis. In this analysis, two sets of boosted decision trees (BDTs) are
trained using the same input variables. One is the nominal set, denoted as BDTV H , designed
to discriminate the VH signal from the background processes; the other is the cross-check
set, denoted as BDTV Z , defined to separate the V Z(Z → bb̄) process from the V H signal
and other background processes, and to validate the V H analysis [159]. In each set, BDTs
are trained in eight regions categorized by the number of leptons, number of jets and range
of the reconstructed pVT , as shown in Table 8.1. The 150 GeV < pVT < 250 GeV and pVT > 250
GeV regions in each lepton channel and jet category are merged together for the training.
This is because the pVT > 250 GeV region has low training statistics which would easily lead
to over-training. The BDT training is also performed in the inclusive phase space of signal
and control regions (before the categorization of events based on ∆R(~b1, ~b2) and pVT described
in Sec. 6.2 takes place). This is done to enhance the training statistics1 [109]. The BDT
outputs, evaluated in each signal region, are used as final discriminating variables [159].
1Studies showed that the training only using signal region events introduces significant levels of over-
training without enhancing the performance [109].
114
0 lepton
2 jets (2 b-tagged) EmissT > 150 GeV BDT1
3 jets (2 b-tagged) EmissT > 150 GeV BDT2
1 lepton
2 jets (2 b-tagged) pWT > 150 GeV BDT3
3 jets (2 b-tagged) pWT > 150 GeV BDT4
2 lepton
2 jets (2 b-tagged) 75 GeV < pZT < 150 GeV BDT5
>3 jets (2 b-tagged) 75 GeV < pZT < 150 GeV BDT6
2 lepton
2 jets (2 b-tagged) pZT > 150 GeV BDT7
>3 jets (2 b-tagged) pZT > 150 GeV BDT8
Table 8.1: A table showing the regions that BDTs are trained on.
8.1.1. Boosted Decision Tree
In this analysis, the TMVA package of ROOT is included for the use of BDTs. A decision
tree is a tool that uses a tree-like model of conditions and their possible consequences to
help make decisions. It is one way to display an algorithm that only contains conditional
control statements. A decision tree usually contains a sequence of selection cuts applied in a
specified order on the discriminating variables of a data-set. The discriminating variables are
selected by experimentalists based on their power of separating the signal from backgrounds.
An example of decision tree is shown in Fig. 8.2. The very top of the tree is called Root
node. Each cut splits the data-set into nodes, each of which corresponds to a given number
of events, classified as signal or background. A node can be further split by the application of
the subsequent cut in the tree. Nodes with no further selection applied on are called leaves
or leaf nodes. Signal or background is usually largely dominant in leaves2. Each branch
represents a sequence of cuts and the outcome of them3 [170].
Selection cuts are usually tuned to optimize the split in each node. One way used in
the optimization is to maximize the gain of the Gini index for the split of each node. The
2A node in which the signal or background is not largely dominant could also be classified as a leaf, and
the selection path is then ended. This is to prevent that there are too few events remaining per node, or the
total number of identified nodes is too large. There are different criteria in the real situation [170].
3Each node represents a statistical hypothesis test on an attribute.
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Figure 8.1: An example of a decision tree. The root node is represented as a Rectangle;
each (internal) node is represented as a circle; and each leaf is represented as a triangle.
Each of them contains a different number of signal and background events. Applied
selection cuts are shown at the top of the root node and (internal) nodes.
Gini index is defined as G = P (1 − P ), where P is the purity of the node (the fraction
of signal events). G is equal to zero for the nodes containing only signal or background
events. For a chosen cut, the gain due to the splitting of a node A into nodes B1 and B2
is ∆G = G(A) − G(B1) − G(B2). By varying the cut threshold, the maximum gain can be
achieved. The one selection cut which best separates the signal and background is usually
used at the root of the tree [170].
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Although a single decision tree can be optimized as mentioned above, one aspect has pre-
vented it from being the ideal tool for prediction – inaccuracy4 [172]. A single tree can work
accurately with the data used to create it, but it is not flexible when it comes to classifying
new samples. Random forests [173] is an advanced approach that combines the simplicity of
decision trees with flexibility resulting in a vast improvement in the accuracy. The random
forest algorithm grows many decision trees in parallel (usually hundreds) from replicas of the
training samples obtained by randomly resampling the input data5. This results in a wide
variety of trees. The variety is what makes the random forest more effective than individual
decision trees. The final score of the algorithm is given by an unweighted average of the
prediction (0 or 1, no or yes) by each individual tree. The process of bootstrapping the data
plus using the aggregate to make a decision is called ”bagging” [172].
The term ”boosting” refers to a family of algorithms which converts the weak learners
to strong ones. The idea of boosting is to train weak learners sequentially, each trying to
correct its predecessor, to improve the model predictions. The weak learners in decision trees
are shallow trees, sometimes as small as decision stumps (trees with just one node and two
leaves). Figure 8.2 shows an example of how the AdaBoost algorithm [174] works. AdaBoost
first builds a stump which is selected from attributes and has the maximum gain of the Gini
index6. That stump is trained using the initial weights of the training samples7. AdaBoost
then iteratively grows a forest of stumps and for each successive iteration, the event weights
are individually modified. The modified weights of the training events are based on how
4The limit of the performance is set by the Neyman-Pearson lemma [170]. When we perform a hypothesis
test between two hypotheses H0: θ = θ0 and H1: θ = θ1 using the likelihood-ratio Λ(x) with threshold η,
which rejects H0 in favor of H1 at a significance level of α = P (Λ(x) ≤ η | H0), where Λ(x) = L(θ0 | x)L(θ1 | x) and
L(θ |x) is the likelihood function, the Neyman-Pearson lemma tells us that the likelihood ratio, Λ(x), is the
most powerful test at significance level α [171].
5The trees grown in the random forests are full-sized decision trees. There’s no maximum depth required.
6The cut threshold of that stump is determined by the gain of the Gini index, as well.
7The modifications on samples at each boosting step apply weights w1, w2, ..., wN to each of the training
events. All weights are initially set to wi = 1/N , so that in the first step, the classifier is trained on the
samples in the usual way [172].
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Figure 8.2: Illustration of AdaBoost algorithm. AdaBoost grows a forest of stumps. The
training samples are reweighted using the previous classifier before a new stump is grown.
The errors that the previous stump makes influence how the following stump is made.
well the previous stump classifies the samples, which is measured by the total error of that
stump. The total error of that stump is calculated as the sum of the weights associated
with the mis-classified events. Those events mis-classified by the previous stump will have
their weights increased, whereas those that were classified correctly will have their weights
decreased. In this way, as iterations proceed, events that are difficult to classify correctly
receive escalating influence8. In that way, each successive classifier is forced to focus on those
training events that are missed by the previous ones in the sequences [172]. In the end, the
8The sample weights can be used to calculate the weighted Gini index to determine which attribute/vari-
able should be the next stump. The weighted Gini index would put more emphasis on correctly classifying
the events that were mis-classified by the last stump since those events have larger weights.
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output of the final classifier is the weighted average of all stumps in the forest given by each
of the steps.
The Gradient Boost approach [175] has many similarities with AdaBoost. But instead
of making a very short tree first, the Gradient Boost algorithm starts by making a single
leaf. This leaf represents the initial prediction for every individual event and is usually
the average value of the variable to be predicted. Then, based on the pseudo-residuals –
the difference between the observed values and the predicted values, a new tree is built by
Gradient Boost. This tree is usually larger than a stump but still has its size restricted.
This tree’s contribution is scaled to the final prediction with a learning rate. Then another
tree is added based on the new pseudo-residuals, and Gradient Boost keeps adding trees
based on those errors made by the previous trees until it has made the maximum number of
trees specified, or additional trees doesn’t significantly reduce the size of the residual. Thus,
when there’s new data available, the prediction can be made by starting the initial predicted
value then adding scaled value from the trees in sequence. Gradient Boost is an aggressive
strategy. At each step, the solution tree is the one whose gradient reduces most. Thus, the
tree predictions are analogous to the components of the negative gradient [172].
In the V Hbb analysis, Gradient Boost was chosen among all other approaches due to its
power in separating signal from backgrounds.
8.1.2. Input Variables
In V Hbb analysis, MVAs are constructed using a list of discriminating variables. MVAs
were initially built with mbb and ∆R(~b1, ~b2). More variables are then added in order after
mbb and ∆R(~b1, ~b2), with the one offering the largest improvement insignificance first. The
final MVA is constructed when a variable in sequence is added and no further improvement
is seen. MVAs are constructed separately in each lepton channel and jet category, as shown
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in Table 8.1. The variables used in each channel are listed in Table 8.2 and the explanation
can be found in Table 8.3.
There are a few MVA variables newly added for the full Run-2 analysis. The binned
MV2c10 distribution9 was found to improve the sensitivity of the 0-lepton channel by ∼
7% and 1-lepton channel by ∼ 10% due to the increased discrimination power against back-
grounds where a c-jet or light-flavor jet has been misidentified as a b-jet, especially W → cq in
the tt̄ and Wt backgrounds. The track-based EmissT soft term10 was found to increase the V H
signal significance by 2-3% depending on the analysis region in the 0-lepton channel [109].
The cos θ( ~̀−, ~Z) variable uses the difference in polarization between the ZH signal and
Z+jets background and improves the sensitivity in the 2-lepton channel by ∼ 7% [159,178].
9The MV2c10 discriminant is grouped into two bins corresponding to efficiencies of 0-60% and 60-70%
which are calibrated to data [155,176,177].
10Soft MET provides additional rejection against tt̄ background. Due to the kinematic and detector
acceptance, unreconstructed objects (such as leptons or b-jets) will result in a larger soft MET for tt̄ compared
to the V H signal [159].
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track-based soft EmissT softMET
EmissT MET ≡ pVT
min[∆φ(~̀,~b)] dPhiLBmin
mWT mTW





|∆η(~V , ~bb)| dEtaVBB
m`` mLL
cos θ( ~̀−, ~Z) cosThetaLep









commonly used in all lepton channels
mbb invariant mass of the two b-tagged jets
∆R(~b1, ~b2) distance in η and φ between the two b-tagged jets
pb1T transverse momentum of the b-tagged jet in the dijet system with the higher pT
pb2T transverse momentum of the b-tagged jet in the dijet system with the lower pT
pVT
transverse momentum of the vector boson; reconstructed as EmissT in the 0 lepton channel, vectorial sum
of EmissT and the transverse momentum of the lepton in the 1 lepton channel and vectorial sum
of the transverse momenta of the two leptons in the 2 lepton channel
∆φ(~V , ~bb)
distance in φ between the vector boson candidate (EmissT in the 0 lepton channel, E
miss
T and
the lepton in the 1 lepton channel and the di-lepton system in the 2 lepton channel) and the




transverse momentum of the signal jet with the highest transverse momentum amongst the
signal non-b-jets; only used for events with 3 or more signal jets
mbbj
invariant mass of the two b-tagged jets and the signal jet with the highest transverse momentum
amongst the signal non-b-jets; only used for events with 3 or more signal jets
0-lepton specific variables
binned MV2c10(b1)
binned distribution of the MV2c10 b-tagging output score of the leading b-tagged jet. The bins
in this distribution are identical with the bins defined for the pseudo-continuous b-tagging
working point; more details are given in the object note for this analysis [179].
binned MV2c10(b2)
binned distribution of the MV2c10 b-tagging output score of the sub-leading b-jet tagged. The
bins in this distribution are identical with the bins defined for the pseudo-continuous b-tagging
working point.
|∆η(~b1, ~b2)| distance in η between the two b-tagged jets
meff scalar sum of EmissT , the pT of the two b-jets and the pT of the third jet if present
track-based soft EmissT
the vectorial sum of the pT of all tracks in the events that are not associated to any
reconstructed event. This variable is identical with the track based soft EmissT term defined by
the JetETmiss combined performance group, see Ref. [180].
1-lepton specific variables
binned MV2c10(b1)
binned distribution of the MV2c10 b-tagging output score of the leading b-tagged jet. The bins
in this distribution are identical with the bins defined for the pseudo-continuous b-tagging
working point.
binned MV2c10(b2)
binned distribution of the MV2c10 b-tagging output score of the sub-leading b-tagged jet. The
bins in this distribution are identical with the bins defined for the pseudo-continuous b-tagging
working point.
EmissT missing transverse energy of the event
min[∆φ(~̀,~b)] distance in φ between the lepton and the closest b-tagged jet






T (1− cos(∆φ(`, E
miss
T )))
|∆y( ~W, ~bb)| difference in rapidity between the Higgs boson candidate and W boson candidate









ST with ST the scalar sum of
the pT of the leptons and jets in the event.
|∆η(~Z, ~bb)| distance in η between the dilepton and dijet system of the b-tagged jets
m`` invariant mass of the dilepton system
cos θ( ~̀−, ~Z)
angle between the negatively charged lepton in the Z-boson rest frame and the Z-boson flight
direction in the rest-frame
Table 8.3: Explanation of the MVA input variables in each lepton channel. Table is
modified from Ref. [109].
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8.1.3. Set-up and Training
BDTs are trained using all nominal MC samples in this analysis, with the mc16a, mc16d,
and mc16e production period combined. The signal template is defined by the V H samples
and the background template is defined by the sum of all background samples. In each region,
the BDT training is split into two sub-trainings: one is trained with the even event-number
events and evaluated with the odd ones; the other is trained with the odd event-number
events and evaluated with the even ones. This ensures the orthogonality between the events
on which we train and evaluate performance. The final discriminant is built by adding the
discriminant distributions of the even and odd events since the physics between the even and
odd events are expected to be the same. Because of the b-tagging efficiency, truth-tagging is
applied to all events in the BDT training to maximize the MC statistic in the training11. This
improves training performance and avoids over-training. The long tails of the BDT input
variables often distract the BDT by wasting the degrees of freedom on classifying the small
number of events. Thus, to increase the stability of the training, the range of the variables
is limited to include 99% of the events, with the events beyond those limits artificially set to
the extremum value of the selected range. The hyper-parameters used in the BDT training
are listed in Table 8.4. The learning rate, number of trees, and the depth of trees are scanned
coarsely to have the optimal set-up for this analysis. The final hyper-parameter set-up was
chosen based on maximizing sensitivity without significant over-training.
To avoid any bias towards the training data set, BDT over-training was assessed using
the training data set and evaluation data set. No significant difference in the BDT output
score distribution is found between the training and the evaluation data set. Neither for the
signal nor the background template. This is also reflected in the ROC curve and signal and
11The MC events entering the profile likelihood fit are hybrid-truth-tagged. It was tested to use hybrid
truth tagging in the training. No change in the sensitivity of the MVA was found.
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tmva Setting Value Definition
Boost Type gradient boosting Boost procedure
Shrinkage 0.5 Learning rate
Separation Type Gini index Node separation gain
Prune Method No Pruning Pruning method
NTrees 200 (600 for 1-lepton V H) Number of trees
Max Depth 4 (2 for 1-lepton diboson) Maximum tree depth
nCuts 100 Number of equally spaced cuts tested per variable per node
nEventsMin 5% Minimum number of events in a node (% of total events)
Table 8.4: Hyper-parameters used for the BDT training. Exceptions for the 1-lepton V H
and diboson training are given in brackets [109].
background efficiencies12 shown in Fig. 8.3. The diboson analysis retains the BDTs but using
the diboson samples as the signal template and V H samples in the background template.
All training configurations and hyper-parameter settings remain the same except those given
in brackets in Table 8.4.


























































Figure 8.3: Over-training checks for the 2-jet (left) and 3-jet (right) category of
pVT >150GeV region trained on odd-number MC samples in the 1-lepton channel. The
ROC curve compares the training data-set with a statistically independent testing data-set




The systematic uncertainties in this analysis can be categorized into two categories: one
is the experimental uncertainties related to the detector design and physics object recon-
struction; the other is the modeling uncertainty related to the theoretical models behind the
Monte Carlo generators13.
8.2.1. Experimental Uncertainty
The experimental uncertainties in this analysis come from the reconstructions of jets,
leptons, and EmissT , as well as the processes of b-tagging, pile-up (re-weighting), and luminosity
measurement.
In the jet reconstruction, the main uncertainties are from the jet energy scale (JES) and
the jet energy resolution (JER). Many steps are involved in JES calibration and JER mod-
eling, resulting in various uncertainties being included, detailed in [160, 181]. The electrons
and muons used in V Hbb analysis introduce small uncertainties, most of which come from
the uncertainties in reconstruction, identification, isolation, trigger efficiencies, energy scale,
and resolution [182, 183]. For the EmissT , due to the way it is calculated, uncertainties in
EmissT result from various sources: the energy scale and resolution propagated from jets and
leptons, the EmissT trigger, soft term tracks, and even the underlying event model [184].
Jet b-tagging is the dominant experimental uncertainty. To correct the mis-modeling of
the b-tagging algorithm, b-tagging scale factors are derived from the difference of efficiency
measured in data and MC samples. These correction factors are derived separately for b-jets,
c-jets, and light-flavor jets, with their uncertainties measured individually and decomposed
into independent components [176,177,185]. The integrated luminosity in Run-2 is measured
13For the modeling using a data-driven method, its uncertainty is dominated by the data statistical
uncertainty.
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based on the LUCID-2 detector (see Sec. 3.2.6) and its uncertainty is 1.7%, as detailed in
Sec. 4.1. To describe the pile-up in data, the average number of interactions per bunch
crossing, µ, in the Monte Carlo samples is scaled by 1.03 and uncertainty on the scale factor
is included [186].
The experimental uncertainties are summarized in Table 9.4.
8.2.2. Modeling Uncertainty
The modeling uncertainty is used to describe the uncertainties of the theoretical model
used in the MC generators to model the real physics interaction processes. Because it is
not possible to fully compute all physical processes and compare them with the nominal
MC generators (which are believed to best describe the data), alternative MC generators
with different assumptions and theoretical models are used in the V Hbb analysis to compare
with the nominal MC generators. The differences between the nominal and the alternative
generators are used to estimate the modeling uncertainties. Given that there are multiple
steps in the Monte Carlo simulation and the V Hbb analysis, it will be far more compli-
cated if comparing and calculating the differences between the nominal and alternative MC
generators at each step. Thus, the differences between MC generators are calculated only
once for the relevant variables before input to the final likelihood fit. Those differences are
represented by the normalization uncertainty, the relative acceptance uncertainty, and the
shape uncertainty, which are explained below.
Although the simulated physics processes in V Hbb have been normalized to the most
accurate cross-section calculation available, there are still differences in the yield of the
events, compared with the data observations of these processes. This difference is called
“normalization uncertainty”. It is derived from the ratio of the yield between the nominal
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Since the ratios of the yield between different analysis regions (and also different jet flavor
compositions) are used to constrain the likelihood fit, the uncertainties of these ratios can
be derived from the double-ratio method using the nominal and alternative MC samples, as







The theoretical models can cause shape differences (the result of entries migrating in
variable space) in the kinematic variable distributions, such as pVT , when compared with
the real physics. Thus, the shape uncertainties are estimated from comparing the shape
distribution of the kinematic variables between the nominal and alternative MC samples.
Then, the shape in the alternative samples which has the largest deviation from the shape
of the nominal sample is assigned as the “shape uncertainty”.
In addition, a new method using a trained BDT (denoted “BDTS”) to categorize the
nominal sample from the alternative (using the sample input variables as in BDTV H) is
also used for modeling the shape uncertainties [187]. The ratio of BDTS distributions of
the alternative and the nominal samples are used to derive a ratio function for the nominal
sample reweighted to match the alternative sample. Thus, the shape differences between the
nominal and alternative MC generators are represented by this ratio function, referred to as
RBDT
14.
14The input variable distribution for the nominal sample after RBDT reweighting is verified to agree well
with those in the alternative sample [159].
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In this analysis, the shape uncertainties are derived in a way combining the shape com-
parison method and the BDT reweighting method. The shape uncertainty of pVT is derived
using the shape comparison method due to its large impact when being input for the likeli-
hood fit (see Sec. 8.3.2). The shape uncertainties of the MVA input variables other than pVT
are derived using the BDT reweighting method15.
8.2.2.1. V+jet
Given the flavor composition of the two b-tagged jets, the V+jets background can be
divided into 3 main components: V+heavy flavor or V+HF (V + bb, V + bc, V + b`, V +
cc), V + c`, and V + ``, where ` denotes lepton. Due to the requirement of two b-tagged
jets, there are only ∼ 1% V + cl and V + ll background in each analysis region. Thus, a
single normalization uncertainty is sufficient for each of these backgrounds. For the V+HF
background, its overall normalization is left free to float in the global likelihood fit, separately
for 2-jet and 3-jet category. The relative acceptance uncertainties are derived for the ratio of
yields in the 0-lepton and 1-lepton channel for the W+HF background, and in the 0-lepton
and 2-lepton channel for the Z+HF background. The uncertainties of the flavor composition
and SR-to-CR ratios are done in the same way as in Eq. 8.2. The shape uncertainties of
W+HF are derived using the pVT distribution and the BDTR method, while those of Z+HF
are derived using the mbb and pVT from comparisons with data in the mbb side-bands (mbb <
80 GeV or mbb > 140 GeV) after subtracting non Z+jets backgrounds [188].
8.2.2.2. tt̄
The modeling of tt̄ background in the 0-lepton and 1-lepton channels is where I con-
tributed to the VHbb analysis.
15This is achieved by re-weight the nominal pVT distribution to match the alternative one before the BDTS
training [188].
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In the 0-lepton and 1-lepton channels, the tt̄ normalization parameters are set free to
float separately for 2-jet and 3-jet category. The relative acceptance uncertainty is derived
from the ratio of yield in the 0-lepton and 1-lepton channel using the double-ratio method as
shown in Eq. 8.2. Although the dominant flavor component of the two b-tagged jets is bb in tt̄,
the uncertainties on the ratio of different components (bb, bc, and other) are estimated [159].
The shape uncertainty in the 0-lepton and 1-lepton channels are derived using the combined
method previously described in Sec. 8.2.2. The shape uncertainties derived from the shape
comparison method are shown in Sec. 8.2.2.2.1 in detail.
In the 2-lepton channel, due to the existence of the eµ-control region (described in
Sec. 6.2), the tt̄ background (and single top Wt as well) is modeled with a data-driven
method. Since there is almost no difference in the kinematic variable distributions between
the eµ-control region and the signal region, the tt̄ (and single top Wt) events can be directly
used to model those in the signal region, and calculate the normalization and shape uncer-
tainties. The possible normalization difference caused by the lepton trigger, reconstruction
and identification between the signal region and the eµ-control region, is corrected by a scale











. Then, the statistical uncertainty in the eµ-control region becomes the
dominant uncertainty, and most of the systematic uncertainties on the extrapolation param-
eter cancel, especially the theoretical modeling and jet-related systematic uncertainties.
8.2.2.2.1 tt̄ shape uncertainty (shape comparison method)
This subsection describes the shape comparison method I used to derive the shape uncer-
tainties of tt̄ (and other backgrounds) process. This method is used before the study of the
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BDTr method concludes. Since the VHbb analysis uses the BDT score as the fit discriminant
to extract the final results, the pVT and mbb̄ distributions, which are the most important un-
derlying physics quantities, are used for the shape uncertainties. The procedure of deriving
the shape uncertainties of pVT and mbb̄ using the shape comparison method is as follows:
• compare the pVT and mbb̄ distributions of the alternative MC samples with the nominal
ones;
• a ratio function was fit for each of the distribution comparison;
• the ratio function which has the largest deviation from the nominal is assigned as the
shape uncertainty.
The pVT and mbb̄ shape uncertainties derived in the signal regions are shown in Fig. 8.4
and 8.5. The details are documented in Appendix C.1.1 and C.1.2. The nuisance parameters
which the pVT and mbb̄ shape uncertainty are input to for the likelihood fit are shown in
Table 8.5.
8.2.2.3. Single Top-quark
The single-top background has 3 channels: Wt-, t- and s-channel. The s-channel has
a small contribution so only a normalization uncertainty is assigned. For the t-channel,
uncertainties on normalization, relative acceptance, and shape of thembb and pVT distributions
Analysis region Uncertainty Type Source Nuisance Parameter
0,1 lepton pVT shape shape + norm aMC@NLO+Pythia 8 (ME, 2-/3-jet) TTbarPTV
2 lepton pVT shape + norm aMC@NLO+Pythia 8 (ME) TTbarPTV_L2
0,1 lepton mbb̄ shape shape + norm aMC@NLO+Pythia 8 (ME, 2-jet) + Herwig7 (PS, 3-jet) TTbarMBB
2 lepton mbb̄ shape shape aMC@NLO+Pythia 8 TTbarMBB_L2
Table 8.5: Summary of all shape uncertainties for the tt̄ process with short descriptions
and the name of the corresponding nuisance parameters.
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(a) 2-jet, 75 GeV < pVT < 150 GeV































(b) 3-jet, 75 GeV < pVT < 150 GeV
































(c) 2-jet, pVT > 150 GeV






























(d) 3-jet, pVT > 150 GeV
mBB


















(e) 2-jet, 75 GeV < pVT < 150 GeV
mBB


















(f) 3-jet, 75 GeV < pVT < 150 GeV
mBB


















(g) 2-jet, pVT > 150 GeV
mBB


















(h) 3-jet, pVT > 150 GeV
Figure 8.4: mbb̄ shape variations used in the 0-/1-lepton channel for the 75GeV
< pVT < 150GeV and pVT > 150GeV regions. Figures (a-d) show the systematic variations
selected from the all MC-to-MC comparisons summarized in figures (e-h).
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(a) 2-jet, pVT > 150 GeV































(b) 3-jet, pVT > 150 GeV
pTV


















(c) 2-jet, pVT > 150 GeV
pTV


















(d) 3-jet, pVT > 150 GeV
Figure 8.5: pVT shape variations used in the 0-/1-lepton channel for the 2-/3-jet categories.
Figures (a-b) show the systematic variations selected from the all MC-to-MC comparisons
summarized in figures (c-d).
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are derived using the alternative sample variation method. For the Wt-channel, the flavor
composition of the two b-tagged jets is divided into bb and “other” two categories and their
relative acceptance uncertainties and shape uncertainties of mbb and pVT distributions are
evaluated separately.
8.2.2.4. Diboson Production
The diboson backgrounds originate from 3 processes: WZ, WW and ZZ. For WW , only
normalization uncertainty is assigned because of its small contribution16. For WZ, and ZZ,
the uncertainties on normalization, relative acceptance and shape uncertainties of mbb and
pVT are estimated and shown in Table 8.8.
8.2.2.5. Multi-jet Background in the 1-lepton Channel
The QCD multi-jet background has a large production cross-section at LHC, as discussed
in Sec. 2.2. It can arise from the jet energy mis-measurement in the 0-lepton channel or the
jet-faked-leptons in the 1-lepton and 2-lepton channel. Due to the selection cuts applied,
the multi-jet events in the 0-lepton and 2-lepton channels are negligible. In the 1-lepton
channel, the contribution of the multi-jet background is small (level of a few percent ). It
is modeled from the data by creating a multi-jet control region (MJ-CR), which is enriched
with multi-jet events and from which all other simulated backgrounds are subtracted. The
MJ-CR is obtained by inversion of the tight isolation cut, with the loose isolation cut still
applied.
The requirement on the number of b-tagged jets is loosened from 2 to 1 to reduce the
impact of statistical fluctuation by increasing the yield of multi-jet events. The normalization
of the multi-jet background is estimated from a template fit to the mWT distribution after
16The contribution of WW is less than 0.1% of the total background [188].
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the nominal selection with the 2 b-tag requirement, where the multi-jet shape is taken from
the 1-b-tag MJ-CR and shapes of other backgrounds taken from Monte Carlo simulation.
The normalization uncertainty is derived from changes to the mWT template distribution and
relative yield [189]. Since the MV2c10 scores of the two b-tagged jets are used in the BDT,
while one b-tagged jet is required in MJ-CR, a method using the 2D distribution of each jet’s
MV2c10 score is used to emulate those scores for the one b-tagged multi-jet event [188].
8.2.2.6. VH Signal
The systematic uncertainties in the calculations of the V H production cross-section and
the H → bb̄ branching ratio are assigned using the recommendations of the LHC Higgs
Cross Section Working Group [92, 93, 190–192]. The mbb shape uncertainties from the QCD
scale variation, parton shower/underlying event variation, and PDF+αS are derived from
comparing the relative MC samples or error sets17. The uncertainty on the pVT shape migra-
tion originating from the higher-order electro-weak correction is evaluated for the qq → V H
production [24, 169, 193, 194].
For the STXS measurement, uncertainties of the acceptance and shapes of variables are
estimated based on the STXS regions. The uncertainties of the theoretical cross-section are
not included in the likelihood fit since they only affect the predictions with which they are
compared [159].
17For the QCD scale uncertainty, the samples used for comparison are the factorization and renormaliza-
tion scale varied samples. For the PDF+αS uncertainty, the ones used are the PDF error set PDF4LHC15_30
and the αS uncertainties which follow the PDF4LHC recommendation for Run-2.
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Z + jets
Z + ll normalization 18%
Z + cl normalization 23%
Z + HF normalization
Floating (2-jet, 3-jet) ×
(75GeV < pVT < 150GeV, pVT > 150GeV)
Z + bc-to-Z + bb ratio 30 – 40%
Z + cc-to-Z + bb ratio 13 – 16%
Z + bl-to-Z + bb ratio 20 – 28%
SR-to-low ∆R CR ratio 3.8 – 9.9% (75GeV < pVT < 150GeV, pVT > 150GeV)
SR-to-high ∆R CR 2.7 – 4.1% (75GeV < pVT < 150GeV, pVT > 150GeV)
0-to-2 lepton ratio 7%
pVT M+S (75GeV < pVT < 150GeV, pVT > 150GeV)
mbb S (75GeV < pVT < 150GeV, pVT > 150GeV)
W + jets
W + ll normalization 32%
W + cl normalization 37%
W + HF normalization Floating (2-jet, 3-jet)
W + bc-to-W + bb ratio 15% (0-lepton) and 30% (1-lepton)
W + cc-to-W + bb ratio 10% (0-lepton) and 30% (1-lepton)
W + bl-to-W + bb ratio 26% (0-lepton) and 23% (1-lepton)
SR-to-CR ratio 3.6-15%
0-to-1 lepton ratio 5%
pVT M+S (2-jet, 3-jet)
RBDT S
tt̄ (0+1-lepton channels only)
tt̄ normalization Floating (2-jet, 3-jet)
0-to-1 lepton ratio 8%
tt̄ (flavor composition) bc-to-bb ratio (ME) 7.6 – 8.2% (0-lepton), 1.3 – 3.8% (1-lepton)
tt̄ (flavor composition) bc-to-bb ratio (PS) 2.1 – 3.2% (0-lepton), 1.5 – 7.1% (1-lepton)
tt̄ (flavor composition) other-to-bb ratio (ME) 2.8 – 6.4% (0-lepton), 3.3 – 5.7% (1-lepton)
tt̄ (flavor composition) other-to-bb ratio (PS) 5.6 – 13% (0-lepton), 0.3 – 2.1% (1-lepton)
pVT M+S (2-jet, 3-jet)
RBDT ME variation M+S (2-jet, 3-jet)
RBDT PS variation M+S (0-lepton, 1-lepton)
Single top-quark
Cross-section 4.6% (s-channel), 4.4% (t-channel), 6.2% (Wt)
Acceptance 2-jet 17% (t-channel), 55% (Wt(bb)), 24% (Wt(other))
Acceptance 3-jet 20% (t-channel), 51% (Wt(bb)), 21% (Wt(other))
mbb M+S (t-channel, Wt(bb), Wt(other))
pVT M+S (t-channel, Wt(bb), Wt(other))
Multi-jet (1-lepton)
Normalization 30 – 200% (2-jet), 100% (3-jet)
BDT template M+S
Table 8.6: Summary of the systematic uncertainties in the background modeling for Z + jets, W + jets,
tt̄, single top-quark, and multi-jet production. ‘ME’ represents the matrix element generator variation and
‘PS’ represents the parton shower generator variation. In the ’M+S’ symbol, ’M’ indicates that the shape
uncertainty includes a migration effect that allows relative acceptance changes between regions, and ’S’
indicates that the uncertainty only acts on the shape in the signal region. Where the size of an acceptance
systematic uncertainty varies between regions, a range is displayed. The table is from the publication of
the V Hbb analysis of ATLAS [159].
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Signal
Cross-section (scale) 0.7% (qq), 25% (gg)
H → bb̄ branching fraction 1.7%
Scale variations in STXS bins 3.0 – 3.9% (qq →WH), 6.7 – 12% (qq → ZH), 37 – 100% (gg → ZH)
PS/UE variations in STXS bins 1 – 5% for qq → V H, 5 – 20% for gg → ZH
PDF+αS variations in STXS bins 1.8 – 2.2% (qq →WH), 1.4 – 1.7% (qq → ZH), 2.9 – 3.3% (gg → ZH)
mbb from scale variations M+S (qq → V H, gg → ZH)
mbb from PS/UE variations M+S
mbb from PDF+αS variations M+S
pVT from NLO EW correction M+S
Table 8.7: Summary of the systematic uncertainties in signal modeling. ‘PS/UE’ represents the
parton shower/underlying event. In the ’M+S’ symbol, ’M’ indicates that the shape uncertainty
includes a migration effect that allows relative acceptance changes between regions, and ’S’
indicates that the uncertainty only acts on the shape in the signal region. Where the size of an
acceptance systematic uncertainty varies between regions, a range is displayed. The table is from




0-to-2 lepton ratio 6%
Acceptance from scale variations 10 – 18%
Acceptance from PS/UE variations for 2 or more jets 6%
Acceptance from PS/UE variations for 3 jets 7% (0-lepton), 3% (2-lepton)
mbb from scale variations M+S (correlated with WZ uncertainties)
pVT from scale variations M+S (correlated with WZ uncertainties)
mbb from PS/UE variations M+S (correlated with WZ uncertainties)
pVT from PS/UE variations M+S (correlated with WZ uncertainties)
mbb from matrix-element variations M+S (correlated with WZ uncertainties)
WZ
Normalization 26%
0-to-1 lepton ratio 11%
Acceptance from scale variations 13 – 21%
Acceptance from PS/UE variations for 2 or more jets 4%
Acceptance from PS/UE variations for 3 jets 11%
mbb from scale variations M+S (correlated with ZZ uncertainties)
pVT from scale variations M+S (correlated with ZZ uncertainties)
mbb from PS/UE variations M+S (correlated with ZZ uncertainties)
pVT from PS/UE variations M+S (correlated with ZZ uncertainties)
mbb from matrix-element variations M+S (correlated with ZZ uncertainties)
WW
Normalization 25%
Table 8.8: Summary of the systematic uncertainties in the background modeling for diboson
production. ‘PS/UE’ represents the parton shower/underlying event. In the ’M+S’ symbol, ’M’
indicates that the shape uncertainty includes a migration effect that allows relative acceptance
changes between regions, and ’S’ indicates that the uncertainty only acts on the shape in the
signal region. When extracting the (W/Z)Z diboson production signal yield, as the
normalizations are unconstrained, the normalization uncertainties are removed. Where the size of
an acceptance systematic uncertainty varies between regions, a range is displayed. The table is
from the publication of the V Hbb analysis of ATLAS [159].
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8.3. Statistical Analysis
The statistical analysis of V Hbb is achieved by applying a global likelihood fit to all
channels and regions at the same time, with the signal strength and parameters of interest
(POI) extracted by maximizing the likelihood. The procedure is explained in the following
subsections in detail.
8.3.1. Hypothesis
The hypothesis test has been widely used not only in particle physics but also a lot of
other fields. In the V Hbb analysis, it is used to determine whether the collected data is better
described by background-only or background-plus-signal events. Thus, two hypotheses are
made:
• H0, the null hypothesis, where the data is background-only;
• H1, the alternative hypothesis, where the data is signal-plus-background.
To express those hypotheses in mathematics, a scale factor, µ, is introduced, such that,
nexpected(µ) = µ · sexpected + bexpected, (8.4)
where nexpected(µ) is the total expected number of events to be compared with the collected
data, sexpected is the expected number of signal events, and bexpected is the expected number
of background events18. µ is also referred to as the signal strength, defined as the ratio of
18sexpected and bexpected are the statistical expectations of the number of signal and background events
[195]. Both of them depend on their theoretical models, which are from the Monte Carlo simulation in most
of the cases in V Hbb.
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the measured over the expected signal cross-section, µ = σ/ σSM. Then, the hypotheses can
be written as19:
• H0, the null hypothesis, µ = 0;
• H1, the alternative hypothesis, µ 6= 0.
Before testing those hypotheses, the likelihood function has to be constructed.
8.3.2. Likelihood Function
For each bin of the kinematic variable histogram, the number of events in it follows the
Poisson distribution20. Then, the global likelihood function can be written as the product








where λi is the expected value of number of events in bin i, which is nexpectedi (µ), and ki is
the observed value of number of events in bin i, which is ndatai . Thus, given of Eq. 8.4, the














19In most cases, µ is assumed to be µ ≥ 0. The hypotheses could be much more complicated depending
on the measurement [195].
20The Poisson distribution expresses the probability of a given number of events occurring in a fixed
interval of time or space if these events occur with a known constant mean rate and independently of the time
since the last event [196]. A discrete random variable X is said to have a Poisson distribution with parameter
λ > 0, if, for k = 0, 1, 2, ..., the probability density function of X is given by: f(k;λ) = Pr(X = k) = λ
ke−λ
k! ,
where λ is equal to the expected value of X and also to its variance, λ = E(X) = Var(X) [197].
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However, due to the uncertainties of the shape and normalization of the distributions21,
the expected number of events, sexpectedi and b
expected
i , at bin i is not 100% known. s
expected
i and










b ). Those uncertainties are together represented as nuisance




b ) [195]. To obtain more information on
the normalization and shapes, subsidiary measurements are made, such as the kinematic
variables in the control regions and the flavor composition of the two b-tagged jets. These
values are implemented as priors of Gaussian or log-normal probability density functions to
constrain the relative nuisance parameters23. The Gaussian or log-normal probability density






















21The scale factors from the comparison of data and Monte Carlo simulation enter the likelihood fit
standalone from the nuisance parameter.
22The uncertainty on the signal normalization θ normalizations is not included in s
expected
i , since the signal
strength µ has existed (whose uncertainty expresses the same physics meaning).
23Those nuisance parameters follow the Gaussian or log-normal probability density functions, which means
that their value having a large deviation from the prior (or central) value is small.






2/2σ2j , where θ̃j central value of the Gaussian
for nuisance parameter j, θj is the corresponding best fit value, and σj is the prior uncertainty of θj [198].
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where in the numerator, ˆ̂θ denotes the value of θ that maximizes L for a given µ (condi-
tional likelihood), and in the denominator, µ̂ and θ̂ are the parameters that maximize the
likelihood L (unconditional likelihood). The maximization happens while fitting to the data
and estimating the values of µ̂ and θ̂25. If the data favors a hypothesized value of µ, L(µ, ˆ̂θ)
and L(µ̂, θ̂) will yield close maximized results, and λ(µ) will be close to 1 (0 ≤ λ(µ) ≤ 1).
Conveniently, we can define the statistic, tµ, for the test of hypothesis,
tµ = −2 ln λ(µ), (8.9)
where the larger incompatibility between the data and the hypothesized µ, the higher value





where tµ,obs is the value of the statistic tµ observed from the data, and f(tµ|µ) is the prob-
ability density function of tµ under the hypothesized value of µ26 [195]. The relations of
p-value with respect to tµ,obs and significance Z27 are shown in Fig. 8.6.
With the hypothesis µ = 0 in Sec. 8.3.1, if the observed t 0,obs is 5σ significance deviated
from this hypothesis28, then it leads to the claim of the discovery of a new signal.
25This is why λ is a function of µ.
26The probability density function is given by the asymptotic formula; more related can be found in
Ref. [195].
27The measured µ value is extracted from the unconditional fit to the data, where L(µ̂, θ̂) is maximized.
The significance of µ is evaluated using the likelihood function L(µ,θ), with µ changed near the measured
value and θ is refitted. The expected (median) significance of µ can be estimated by a representative data set,
Asimov data set. In Asimov data set, all parameters remain at their expected (nominal) value, including the
nuisance parameters, although they could possibly be constrained. Asimov data set is normally constructed
from the Monte Carlo samples. For more about obtaining experimental sensitivity using Asimov data set,
refer to Ref. [195,198,199].
28If the observed t 0,obs is 5σ significance deviated from the hypothesis, it means that the observed data















Figure 8.6: (left) Illustration of the p-value obtained from an observed value of the test statistic
tµ,obs. (right) Illustration of the relation between the significance Z and the p-value for a standard
normal distribution ϕ(x) = (1/
√
2π) exp(−x2/2) [195].
8.3.4. Fit to Data
The global likelihood fit is performed simultaneously in the 14 signal regions of the three
channels, with the 28 control regions input as event yields in all fit configurations. The signal
regions and control regions are shown in Table 6.3. The signal and background processes
which are described in Sec. 4.2 and Sec. 8.2.2, are included in the fit29. All processes modeled
by the Monte Carlo are hybrid-truth-tagged, as described in Sec. 5.2.2.2.1.
In the nominal V H analysis, the output distributions of BDTV H are used as input to
the fit. Three POI configurations are evaluated for the fit:
(i) a single-POI fit to measure the signal strength µbbV H30;
(ii) a two-POI fit to measure the signal strengths of µbbWH and µbbZH simultaneously;
(iii) a five-POI fit to measure the cross-section in the five STXS regions (multiplied by the
branching ratios of H → bb̄ and V → leptons) [159].
29As described in Sec. 8.2.2.2, in the 2-lepton channel, tt̄ and single-top processes are estimated by the
data-driven method and considered as a single template.
30This is the signal strength after multiplying the V H production cross-section and the branching ratio
into bb̄.
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To determine the robustness of the results against assumptions, the dijet mass, and
diboson analysis are conducted to validate the V H analysis. The dijet mass analysis uses
the mbb distribution (instead of the output distributions of BDTV H) as input to the fit. It
only has a single-POI fit to measure µbbV H . The diboson analysis is used to measure the signal
strength of WZ and ZZ processes. It uses the output distributions of BDTV Z as input to
the fit, where the SM Higgs boson is included as a background process31. There are two POI
configurations studied:
(i) a single-POI fit to measure the signal strength µbbV Z32;
(ii) a two-POI fit to measure µbbWZ and µbbZZ together [159].
The systematic uncertainties are implemented into the fit as nuisance parameters, as de-
scribed in Sec. 8.2. In addition, the procedures of “smoothing” and “pruning” are applied to
reduce the statistical fluctuation and simplify the fit. Since independent nuisance parameters
have been introduced to account for the Monte Carlo statistical uncertainties, the inflation
of the shapes in systematic uncertainties due to limited statistics should be smoothed out.
The “smoothing” algorithms merge bins from one extremum to the next until no local ex-
trema are left in the BDT distribution and the statistical uncertainty in each bin is less than
5%33. The “pruning” procedure removes the uncertainties which have a negligible effect on
the distributions that entered the fit, for example, the normalization uncertainty variation
that is less than 0.5%. The detailed steps of “smoothing” and “pruning” are documented in
Ref. [109].
31The SM Higgs boson process is normalized to the predicted SM cross-section which of the uncertainty
is set to 50%. It is believed to be conservative enough to cover previous measurement and uncertainty [159].
32This is the combined signal strength of WZ and ZZ diboson processes.
33The smoothing procedure is applied to the uncertainties associated to e/γ, EmissT , muons, taus, JVT,




The likelihood fit to the data described in Sec. 8.3.4 leads us to the results in this chapter,
where we will discuss the measurements of the signal strength and cross-section of the V Hbb
analysis, as well as its cross-check and validations.
9.1. Signal Strength Measurements
9.1.1. V H Signal Strength
One of the main goal of the V Hbb analysis is to extract the signal strength of the process.
After fitting to data, the normalization factors of the tt̄ and V+jets background are displayed
in Table 9.1. The yields of the signal, backgrounds and data for each category in the 0-, 1-
and 2-lepton channels are shown in Table 9.2 and 9.3. The BDT distributions of the 2-jet
category in each of the lepton channel are shown in Fig. 9.1. For a Higgs boson mass of 125
GeV, the fitted value of the V H signal strength is:







as shown in Fig. 9.2. Therefore, for the V H production, the background-only hypothesis is
rejected with a significance of 6.7 standard deviations, where the expectation is 6.7 standard
deviations.
The results of the simultaneous fit to measure the signal strengths separately to the WH










−0.23 = 1.08± 0.17(stat.)
+0.18
−0.15(syst.).
The WH and ZH production reject the background-only hypothesis with observed signif-
icances of 4.0 and 5.3 standard deviations, with the expected significances of 4.1 and 5.1
standard deviations respectively1.
The sources of uncertainties on the measurement of the V H, WH and ZH signal
strengths are summarized in Table 9.4. The total statistical uncertainty is defined as the
uncertainty in µ when all the NPs are fixed to their best-fit values. The total systematic
uncertainty is then computed as the difference in quadrature between the total uncertainty in
µ and the total statistical uncertainty [159]. For the WH and ZH signal strength measure-
ments, the total statistical and systematic uncertainties are similar in size with the b-tagging,
jet, EmissT , background modeling and signal systematic uncertainties. The statistical uncer-
tainty from simulated event samples has been significantly reduced compared to the previous
result, due to the increase on the number of simulated events.
1The simultaneous/combined fit has a linear correlation of 2.7% between the WH and ZH production.
145
Process and Category Normalization factor
tt 2-jet 0.98± 0.09
tt 3-jet 0.93± 0.06
W +HF 2-jet 1.06± 0.11
W +HF 3-jet 1.15± 0.09
Z +HF 2-jet, 75 < pVT < 150 GeV 1.28± 0.08
Z +HF 3-jet, 75 < pVT < 150 GeV 1.17± 0.05
Z +HF 2-jet, 150 GeV < pVT 1.16± 0.07
Z +HF 3-jet, 150 GeV < pVT 1.09± 0.04
Table 9.1: Factors applied to the nominal normalization of the tt, W +HF and Z +HF
backgrounds, as obtained from the global likelihood fit to the 13 TeV data for the nominal
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Figure 9.1: The BDTV H output post-fit distributions in the 0-lepton (top), 1-lepton (middle) and 2-lepton (bottom) channels
for 2-b-tag 2-jet events, for the 150 < pVT < 250 GeV (left) and p
V
T> 250 GeV (right) p
V
T regions. The background
contributions after the global likelihood fit are shown as filled histograms. The Higgs boson signal (mh = 125 GeV) is shown
as a filled histogram on top of the fitted backgrounds normalized to the signal yield extracted from data (µ = 1.02), and
unstacked as an unfilled histogram, scaled by the factor indicated in the legend. The dashed histogram shows the total pre-fit
background. The size of the combined statistical and systematic uncertainty for the sum of the fitted signal and background is
indicated by the hatched band. The ratio of the data to the sum of the fitted signal (µ = 1.02) and background is shown in
the lower panel. The BDTV H output distributions are shown with the binning used in the global likelihood fit. Figures are
from the publication of the V Hbb analysis of ATLAS [159].
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Figure 9.2: Best values of the signal strength µbb̄V H for the 0-, 1- and 2- lepton channels and
their combination in the unconditional fit to the Run 2 data of the three channels
combined. The (black) total observed uncertainty is quoted together with its decomposition
in the (green) statistical component, and systematic component. In this plot the
uncertainty due to background scale factors is included in the statistical component [109].
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Figure 9.3: The fitted values of the Higgs boson signal strength µbbV H for mh = 125 GeV for
the WH and ZH processes and their combination. The individual µbbV H values for the
(W/Z)H processes are obtained from a simultaneous fit with the signal strength for each of
the WH and ZH processes floating independently. The probability of compatibility of the





V H WH ZH
Total 0.177 0.260 0.240
Statistical 0.115 0.182 0.171
Systematic 0.134 0.186 0.168
Statistical uncertainties
Data statistical 0.108 0.171 0.157
tt̄ eµ control region 0.014 0.003 0.026
Floating normalizations 0.034 0.061 0.045
Experimental uncertainties
Jets 0.043 0.050 0.057
EmissT 0.015 0.045 0.013
Leptons 0.004 0.015 0.005
b-tagging
b-jets 0.045 0.025 0.064
c-jets 0.035 0.068 0.010
light-flavor jets 0.009 0.004 0.014
Pile-up 0.003 0.002 0.007
Luminosity 0.016 0.016 0.016
Theoretical and modeling uncertainties
Signal 0.072 0.060 0.107
Z + jets 0.032 0.013 0.059
W + jets 0.040 0.079 0.009
tt 0.021 0.046 0.029
Single top quark 0.019 0.048 0.015
Diboson 0.033 0.033 0.039
Multi-jet 0.005 0.017 0.005
MC statistical 0.031 0.055 0.038
Table 9.4: Breakdown of the contributions to the uncertainty in µbbV H for the V H, WH and ZH
signal strength measurements. The sum in quadrature of the systematic uncertainties attached to
the categories differs from the total systematic uncertainty due to correlations. Table is from the
publication of the V Hbb analysis of ATLAS [159].
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9.1.2. Dijet-mass Cross-check
The fitted value of the signal strength in the dijet-mass cross-check after combining all
channels is,
µbbV H = 1.17
+0.25
−0.23 = 1.17± 0.16(stat.)
+0.19
−0.16(syst.),
which rejects the background-only hypothesis with a significance of 5.5 standard deviations
compared to an expected value of 4.9 standard deviations. It is in good agreement2 with the
result of the multivariate analysis in Sec. 9.1.1. The mbb distribution is shown in Fig. 9.4,
which is summed over all regions and channels, and weighted by their respective values
of the ratio of the yield of fitted Higgs boson signal to background, after subtracting all
backgrounds except for the yields of WZ and ZZ processes.
2Good agreement is also found between the signal strengths values in the individual channels from the
dijet-mass analysis and those from the multivariate analysis.
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 -1 = 13 TeV, 139 fbs
0+1+2 leptons
2+3 jets, 2 b-tags
Dijet mass analysis
Weighted by Higgs S/B
Figure 9.4: The distribution of mbb in data after subtracting all backgrounds except the
WZ and ZZ diboson processes, as obtained with the dijet-mass analysis. The
contributions from all lepton channels, pVT regions and number-of-jets categories are
summed and weighted by their respective S/B ratios, with S being the total fitted signal
and B the total fitted background in each region. The expected contribution of the
associated WH and ZH production of a SM Higgs boson with mh = 125 GeV is shown
scaled by the measured signal strength (µ = 1.17). The size of the combined statistical and
systematic uncertainty for the fitted background is indicated by the hatched band. Figure
is from the publication of the V Hbb analysis of ATLAS [159].
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9.1.3. Diboson Cross-check
As described in Sec. 8.3.4, the measurement of V Z (WZ and ZZ) production uses a
multivariate approach. It serves as a validation of the V H analysis. After fit to data, the
measured signal strength is







which well agrees with the standard model prediction. A fit to measure the signal strengths
of the WZ and ZZ production modes separately is also performed. The results are shown
in Fig. 9.5.
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Figure 9.5: The fitted values of the V Z signal strength µbbV Z for the WZ and ZZ processes
and their combination. The individual µbbV Z values for the WZ and ZZ processes are
obtained from a simultaneous fit with the signal strengths for each of the WZ and ZZ
processes floating independently. The probability of compatibility of the individual signal
strengths is 27%. Figure is from the publication of the V Hbb analysis of ATLAS [159]
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9.2. Cross-section Measurements
The measured V H cross-section times the V → and H → bb̄ leptons branching ratios,
σ×B, are summarized in Table 9.5 and Fig. 9.6 together with the theoretical predictions in
the reduced STXS regions. The cross-section measurements are consistent with the Standard
Model expectations and their relative uncertainties vary from 30% in the highest pVT regions to
85% in the lowest pVT regions. In all regions, there are large contributions from the background
modeling, b-tagging and jet systematic uncertainties. The EmissT uncertainty is one of the
largest uncertainties in the lowest pVT region of both the WH and ZH measurements. In
the ZH measurements, the signal uncertainties also make a sizable contribution due to the
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Figure 9.6: Measured V H, V → leptons cross-sections times the H → bb̄ branching fraction
in the reduced STXS scheme. Figure is from the publication of the V Hbb analysis of
ATLAS [159].
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STXS region SM prediction Result Stat. unc. Syst. unc. [fb]
Process pV , tT interval [fb] [fb] [fb] Th. sig. Th. bkg. Exp.
W (`ν)H 150–250 GeV 24.0 ± 1.1 19.0 ± 12.1 ± 7.7 ± 0.9 ± 5.5 ± 6.0
W (`ν)H > 250 GeV 7.1 ± 0.3 7.2 ± 2.2 ± 1.9 ± 0.4 ± 0.8 ± 0.7
Z(``/νν)H 75–150 GeV 50.6 ± 4.1 42.5 ± 35.9 ± 25.3 ± 5.6 ± 17.2 ± 19.7
Z(``/νν)H 150–250 GeV 18.8 ± 2.4 20.5 ± 6.2 ± 5.0 ± 2.3 ± 2.4 ± 2.3
Z(``/νν)H > 250 GeV 4.9 ± 0.5 5.4 ± 1.7 ± 1.5 ± 0.5 ± 0.5 ± 0.3
Table 9.5: Best-fit values and uncertainties for the V H, V → leptons cross-section times
the H → bb̄ branching fraction, in the reduced STXS scheme. The SM predictions for each
region, computed using the inclusive cross-section calculations and the simulated event
samples are also shown. The total systematic uncertainty, equal to the difference in
quadrature between the total uncertainty and the statistical uncertainty, differs from the
sum in quadrature of the Th. sig., Th. bkg., and Exp. systematic uncertainties due to
correlations. All leptonic decays of the V bosons (including those to τ -leptons, ` = e, µ, τ)




Ever since the Higgs boson was discovered in 2012, the focus of the ATLAS experiment
has been shifted to the measurement of its properties. The analysis presented in this thesis
has measured the Higgs boson decaying to a pair of b-quarks produced in association with
a vector boson, using the p-p collision data of 139 fb−1at a center-of-mass of 13 TeV for the
full Run-2 of LHC.
The measured signal strength of the V H signal for a Higgs mass of 125 GeV is µbbV H =
1.02+0.12−0.11(stat.)
+0.14
−0.13(syst.), which rejects the background-only hypothesis with a significance
of 6.7 standard deviations compared to an expectation of 6.7 standard deviations. It leads
to an observation of the V H production in the H → bb̄ channel at the ATLAS experiment1.
It is also the first time any single experiment has observed H → bb̄ from a single production
mechanism without support from additional production mechanisms.
The cross-sections of V H with V → leptons and H → bb̄ are measured in the simpli-
fied STXS scheme. They are consistent with the Standard Model calculations and their
uncertainties vary from 30% in the highest pVT regions to 85% in the lowest pVT regions.
The LHC is being upgraded and plans to deliver an integrated luminosity of 300 fb−1at
the end of Run-3. Although it is hard to predict what the V Hbb results will be by then,
the precision of measurements due to the effect of doubled data compared to Run-2 can be
estimated. Table 10.1 shows the estimated precision of the signal strength measurements
1Since the measured signal strength of ZH signal is µbbZH = 1.08 ± 0.17(stat.)
+0.18
−0.15(syst.) which rejects
the background-only hypothesis with a significance of 5.3 standard deviations, this analysis also leads to an
observation of the ZH production in the H → bb̄ channel.
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for Run-3. The statistical uncertainties in those tables are evaluated with the statistical
uncertainties in Table 9.4 divided by
√
2. The systematic uncertainties are the sum in
quadrature of the experimental uncertainties and the theoretical and modeling uncertainties2.
Since the study of the experimental uncertainties often relies on the statistics of the selected
events in data3, the experimental uncertainties in Run-3 are simply estimated from those
values in Run-2 after divided by
√
2. Then the total uncertainty is the sum in quadrature
of the statistical uncertainties and systematic uncertainties.
The estimated total uncertainties in Table 10.1 are slightly smaller than those in Run-2,
which means that an increase in statistics alone won’t simply improve the precision of mea-
surements in this analysis. The signal and background modeling, as well as relevant theoreti-
cal models, need to be optimized, at the same time. In addition, room exists for improvement
on the object reconstruction, event selection, and flavor tagging. I have also demonstrated
that a veto on hadronic taus can improve background rejection and expect this to be a
standard part of the analysis in Run-3.
In Run 2, for the first time, ATLAS and CMS have established the direct observation of
the Higgs decaying to quarks. While this process so far fits the pattern first predicted in the
Standard Model in the 1960s and 1970s, the uncertainty on this measurement is large. In
addition, it is essential to also observe the Higgs decaying to second-generation fermions (e.g.
muons or charm quarks) to establish the pattern of such decays predicted by the Standard
Model. The work described in this thesis will serve all of these developments as the basis for
future discoveries while establishing this observation for the textbooks in particle physics.
2The assumption here is that the experimental uncertainties are independent of the theoretical and
modeling uncertainties, while in fact, that’s not 100% true.
3For example, the muon momentum scale and resolution are derived using J/ψ → µµ and Z → µµ decay
events. The b-tagging efficiency is calibrated using tt̄ events which is enriched in b-jets.
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Source of uncertainty in Run-3
σµ
V H WH ZH
Total estimated uncertainty 0.140 0.206 0.187
Statistical 0.081 0.129 0.121
Systematic 0.114 0.161 0.143
Experimental uncertainties 0.069 0.093 0.088
Theoretical and modeling uncertainties 0.091 0.132 0.113
Table 10.1: Estimation of the uncertainties in the signal strength measurement of the V H,
WH and ZH production for Run-3. In this table, the statistical uncertainties and
experimental uncertainties are divided by
√
2 due to the increase of the integrated
luminosity from Run-2 to Run-3. The theoretical and modeling uncertainties are kept the
same. The total uncertainties are the sum in quadrature of the statistical uncertainties and
systematic uncertainties. The table to be compared with Run-2 is Table 9.4.
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APPENDIX A
tt̄ Rejection in the 1-lepton Channel
Additional tt̄ rejection plots are presented here.
162
ttbar decay code


































Figure 1.1: After the 2t2j selection of 150ptv region in 1-lep and then cut on BDT score
greater than 0 (∼90% signal efficiency), each ttbar event is asked what its decay
mode is (in truth-level) and then filled here. dileptonic (e-e, µ-µ, e-µ): 10.0%; semileptonic
(jet-e, jet-µ): 60.8%; hadronictau (e-τ , µ-τ): 23.1%; leptonictau (jet-τ): 4.5%; τ -τ : 1.6%.
ttbar decay code






































Figure 1.2: After the 2t3j selection of 150ptv region in 1-lep and then cut on BDT score
greater than 0 (∼90% signal efficiency), each ttbar event is asked what its decay
mode is (in truth-level) and then filled here. dileptonic (e-e, µ-µ, e-µ): 6.9%; semileptonic
(jet-e, jet-µ): 69.2%; hadronictau (e-τ , µ-τ): 17.5%; leptonictau (jet-τ): 5.0%; τ -τ : 1.3%.
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APPENDIX B
Tau-veto in the 1-lepton Channel
Study on the implementation of tau-veto in the 1-lepton channel is presented here.
B.1. Cut-flow
Table 2.1: Background cut-flow in 2J region
Table 2.2: Signal cut-flow in 2J region
164
Table 2.3: Background cut-flow in 3J region


























































































































Figure 2.1: Over-training Check
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Figure 2.2: BDT Efficiency
167
B.3. ROC Curves


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































100.0 88.0 -12.0 -71.0 -2.0 41.0 21.0  7.0 -33.0  1.0  4.0
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-12.0 -3.0 100.0 14.0 10.0 15.0 -4.0 -2.0 11.0  4.0  4.0
-71.0 -57.0 14.0 100.0 -3.0 -50.0 -25.0 -22.0 44.0  3.0 -20.0
-2.0 15.0 10.0 -3.0 100.0 63.0 25.0 -4.0 36.0  1.0 45.0
41.0 46.0 15.0 -50.0 63.0 100.0 42.0  4.0 -1.0  0.0 33.0
21.0 36.0 -4.0 -25.0 25.0 42.0 100.0  4.0 35.0 -3.0 14.0
 7.0  6.0 -2.0 -22.0 -4.0  4.0  4.0 100.0 -1.0  3.0 14.0
-33.0 -6.0 11.0 44.0 36.0 -1.0 35.0 -1.0 100.0 23.0  6.0
 1.0  2.0  4.0  3.0  1.0  0.0 -3.0  3.0 23.0 100.0  1.0





















100.0 81.0 -11.0 -66.0  4.0 26.0 29.0  1.0 -33.0  1.0  4.0 41.0 16.0
81.0 100.0  0.0 -53.0 18.0 56.0 53.0  3.0 -7.0  0.0 10.0 51.0  1.0
-11.0  0.0 100.0 34.0 -2.0 19.0 -6.0  0.0 18.0  6.0 -5.0 -34.0 -79.0
-66.0 -53.0 34.0 100.0 -11.0 -29.0 -31.0 -9.0 44.0  5.0 -12.0 -41.0 -35.0
 4.0 18.0 -2.0 -11.0 100.0 45.0 18.0 -2.0 23.0  0.0 52.0 25.0 28.0
26.0 56.0 19.0 -29.0 45.0 100.0 49.0  4.0  9.0  0.0 23.0 46.0 -16.0
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 1.0  0.0  6.0  5.0  0.0  0.0 -6.0  3.0 22.0 100.0  1.0  4.0 -5.0
 4.0 10.0 -5.0 -12.0 52.0 23.0 10.0  9.0  6.0  1.0 100.0 17.0 18.0
41.0 51.0 -34.0 -41.0 25.0 46.0 49.0  5.0  1.0  4.0 17.0 100.0 38.0
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Figure 2.19: Correlation Matrix – Background
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Figure 2.20: Correlation Matrix – Signal
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B.6. Evaluation in the region of 150 < pVT < 250 GeV
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Figure 2.21: MVA 150_250ptv
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Figure 2.22: MVA TrafoD 150_250ptv
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Table 2.6: ROC integral
186
B.7. Evaluation in the region of pVT > 250 GeV
Background












































Figure 2.24: MVA 250ptv
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Figure 2.25: MVA TrafoD 250ptv
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Table 2.8: ROC integral
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APPENDIX C
tt̄ Modeling: Shape Uncertainties Using the Shape Comparison Method
C.1. Fits for shape uncertainties
C.1.1. 0-lepton fits
The mbb̄ shape variation in 0-lepton 2-jet and 3-jet regions is shown in Fig. 3.1; for the
case of ISR variations, no significant shapes are observed. The pVT shape variation in 0-lepton
2-jet and 3-jet regions is shown in Fig. 3.2.
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(a) I/FSR variation (up) for 2-jet






























(b) ISR variation (down) for 2-jet






























(c) ME variation for 2-jet






























(d) PS variation for 2-jet































(e) ISR variation (up) for 3-jet































(f) ISR variation (down) for 3-jet































(g) ME variation for 3-jet































(h) PS variation for 3-jet
Figure 3.1: mbb̄ shape variation in 0-lepton for the 2-/3-jet category. ISR variation is the
scale variation, ME variation is comparison to aMC@NLO, and PS variation is comparison
to Powheg +Herwig 7.
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(a) I/FSR variation (up) for 2-jet































(b) ISR variation (down) for 2-jet































(c) ME variation for 2-jet































(d) PS variation for 2-jet

































(e) ISR variation (up) for 3-jet

































(f) ISR variation (down) for 3-jet

































(g) ME variation for 3-jet

































(h) PS variation for 3-jet
Figure 3.2: EmissT shape variation in 0-lepton for the 2-/3-jet category. I/FSR variation is
the scale variation, ME variation is comparison to aMC@NLO, and PS variation is
comparison to Powheg +Herwig 7.
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C.1.2. 1-lepton fits
The mbb̄ shape variation in 1-lepton 2jet and 3jet regions is shown in Fig. 3.3 and Fig. 3.4;
for the case of ISR variations, no significant shapes are observed. The pVT shape variation in
1-lepton 2jet and 3jet regions is shown in Fig. 3.5
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(a) I/FSR variation (up) for 2-jet
































(b) I/FSR variation (down) for 2-jet
































(c) ME variation for 2-jet
































(d) PS variation for 2-jet































(e) I/FSR variation (up) for 3-jet































(f) I/FSR variation (down) for 3-jet































(g) ME variation for 3-jet































(h) PS variation for 3-jet
Figure 3.3: mbb̄ shape variation in 1-lepton for the 75GeV < pVT < 150GeV regime. I/FSR
variation is the scale variation, ME variation is comparison to aMC@NLO, and PS
variation is comparison to Powheg +Herwig 7.
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(a) I/FSR variation (up) for 2-jet
































(b) I/FSR variation (down) for 2-jet
































(c) ME variation for 2-jet
































(d) PS variation for 2-jet






























(e) I/FSR variation (up) for 3-jet






























(f) I/FSR variation (down) for 3-jet






























(g) ME variation for 3-jet






























(h) PS variation for 3-jet
Figure 3.4: mbb̄ shape variation in 1-lepton for the pVT > 150 GeV regime. I/FSR variation
is the scale variation, ME variation is comparison to aMC@NLO, and PS variation is
comparison to Powheg +Herwig 7.
195





























(a) I/FSR variation (up) for 2-jet





























(b) I/FSR variation (down) for 2-jet





























(c) ME variation for 2-jet





























(d) PS variation for 2-jet































(e) I/FSR variation (up) for 3-jet































(f) I/FSR variation (down) for 3-jet































(g) ME variation for 3-jet































(h) PS variation for 3-jet
Figure 3.5: pVT shape variation in 1-lepton channel, inclusive of pVT > 75GeV. I/FSR
variation is the scale variation, ME variation is comparison to aMC@NLO, and PS
variation is comparison to Powheg +Herwig 7.
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APPENDIX D
Pre-fit Data-MC Comparison in the 1-lepton Channel
This section shows the data-MC comparison plots in the 1-lepton channel before input
to the MVA and fit to the template. The mbb and pWT variables are shown in terms of the
pWT regions, jet categories, and signal/control regions. Fig. 4.1 and 4.2 correspond to the





Figure 4.1: The pre-fit 150 GeV< pWT < 250 GeV mbb distributions in the 1-lepton channel
in the signal region in 2-tag 2-jet (a), 2-tag 3-jet (b), the low ∆R control region in 2-tag
2-jet (c), 2-tag 3-jet (d) and the high ∆R control region in 2-tag 2-jet (e) and 2-tag 3-jet






Figure 4.2: The pre-fit pWT > 250 GeV mbb distributions in the 1-lepton channel in the
signal region in 2-tag 2-jet (a), 2-tag 3-jet (b), the low ∆R control region in 2-tag 2-jet (c),
2-tag 3-jet (d) and the high ∆R control region in 2-tag 2-jet (e) and 2-tag 3-jet (f). The






Figure 4.3: The pre-fit 150 GeV< pWT < 250 GeV pWT distributions in the 1-lepton channel
in the signal region in 2-tag 2-jet (a), 2-tag 3-jet (b), the low ∆R control region in 2-tag
2-jet (c), 2-tag 3-jet (d) and the high ∆R control region in 2-tag 2-jet (e) and 2-tag 3-jet






Figure 4.4: The pre-fit pWT > 250 GeV pWT distributions in the 1-lepton channel in the
signal region in 2-tag 2-jet (a), 2-tag 3-jet (b), the low ∆R control region in 2-tag 2-jet (c),
2-tag 3-jet (d) and the high ∆R control region in 2-tag 2-jet (e) and 2-tag 3-jet (f). The
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