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Abstract
We propose an e!cient algorithmic solution to the problem of determining a Bisimulation
Relation on a 2nite structure working both on the explicit and on the implicit (symbolic) repre-
sentation. As far as the explicit case is concerned, starting from a set-theoretic point of view we
propose an algorithm that optimizes the solution to the Relational Coarsest Partition Problem
given by Paige and Tarjan (SIAM J. Comput. 16(6) (1987) 973); its use in model-checking
packages is also discussed and tested. For well-structured graphs our algorithm reaches a lin-
ear worst-case behaviour. The proposed algorithm is then re-elaborated to produce a symbolic
version.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
It is di!cult to accurately list all the 2elds in which, in one form or another, the
notion of bisimulation was introduced and now plays a central roˆle: Modal Logic, Con-
currency Theory, Set Theory, Formal Veri2cation, etc. In Modal Logic the notion was
introduced by van Benthem [5] as an equivalence principle between Kripke structures.
In Concurrency Theory it was introduced by Milner and Park for testing observational
equivalence of the Calculus of Communicating Systems (CCS). In particular, in [41]
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a previous notion of automata simulation by Milner is re2ned in the context of omega
regular languages for concurrency, while in [38] (weak and strong) bisimulation is
proposed. In Set Theory, it was introduced by Forti and Honsell [24] as a natural
principle replacing extensionality in the context of non-well-founded sets (also known
as hypersets). As far as Formal Veri2cation is concerned (cf. [13]), several existing
veri2cation tools make use of bisimulation in order to minimize the states’ space of
systems’ description [8,15,21,43]. The reduction of the number of states is important
both in compositional and in non-compositional Model Checking. Bisimulation serves
also as a means of checking equivalence between transition systems. In the context of
security many non-interference properties are based on checking bisimulation between
systems [23].
The bisimulation problem is equivalent to determine the coarsest partition of a set,
stable with respect to a given relation. Hopcroft [33] presents an algorithm for the
minimization of the number of states in a given 2nite state automaton: the problem is
equivalent to that of determining the coarsest partition of a set stable with respect to a
2nite set of functions. A variant of this problem is studied in [39], where it is shown
how to solve it in linear time in case there is only one function. Paige and Tarjan [40]
solved the problem in the general case in which the stability requirement is relative to
a relation E (on a set N ) with an algorithm whose complexity is O(|E| log |N |).
The main feature of the linear solution to the single-function coarsest partition prob-
lem (cf. [39]) is the use of a positive strategy in the search for the coarsest partition:
the starting partition is the partition with singleton classes and the output is built via
a sequence of steps in which two or more classes are merged. Instead, Hopcroft’s so-
lution to the (more di!cult) many-functions coarsest partition problem is based on a
(somehow more natural) negative strategy: the starting partition is the input partition
and each step consists of the split of all those classes for which the stability constraint
is not satis2ed. The interesting feature of Hopcroft’s algorithm lies in its use of a clever
ordering (the so-called “process the smallest half” ordering) for processing classes that
must be used in a split step. Starting from an adaptation of Hopcroft’s idea to the
relational coarsest partition problem, Paige and Tarjan succeeded in obtaining their fast
solution [40].
In this paper we present a procedure that integrates positive and negative strategies to
obtain the algorithmic solution to the bisimulation problem and hence to the relational
coarsest partition problem. The strategy we develop is driven by the set-theoretic notion
of rank of a set. The algorithm we propose uses [39,40] as subroutines and terminates
in linear time in many cases, for example when the input problem corresponds to a
bisimulation problem on acyclic graphs (well-founded sets). The algorithm operates
in linear time in other cases as well and, in any case, it runs at a complexity less
than or equal to that of [40]. Moreover, the partition imposed by the rank allows to
process the input without storing the entire structure in memory at the same time. This
allows (potentially) to deal with larger graphs than those treatable using a Paige and
Tarjan-like approach.
When memory requirements become more stringent, the data-structure called Ordered
Binary Decision Diagrams (OBDDs) are commonly used [10,37]. An OBDD allows
an implicit (symbolic) representation of a graph 〈N; E〉 based on the encoding of the
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characteristic function associated to the relation E. Rather than explicitly manipulate
single states, this data-structure allows to deal with subsets of the set of states. In the
2nal part of this paper we present a procedure that allows to compute the rank of a
graph working on its symbolic representation. This procedure avoids the construction
of the strongly connected components, used in the de2nition of rank. On this ground,
we develop a symbolic rank-based bisimulation algorithm.
The paper is organized as follows: in Section 2 we recall the main related results.
In Section 3 we introduce the set-theoretic formulation of the bisimulation problem.
The subsequent Section 4 contains the algorithm for the well-founded case. Section 5
presents the basic idea of our proposed algorithm, while its optimizations are explained
in Section 6. In Section 7 we show how our results and methods can be adapted to the
multi-relational coarsest partition problem (i.e., bisimulation on labeled graphs) and in
Section 8 we discuss some testing results. In Section 9 we develop the symbolic version
of our rank-based algorithm. Finally, some conclusions are drawn in Section 10.
Some results reported in this paper have been preliminarily presented in [19,20].
2. Related works
The 2rst signi2cant result related to the algorithmic solution of the bisimulation
problem is in [33], where Hopcroft presents an algorithm for the minimization of the
number of states in a given 2nite state automaton. The problem is equivalent to that of
determining the coarsest partition of a set stable with respect to a 2nite set of functions.
A variant of this problem is studied in [39], where it is shown how to solve it in linear
time in case of a single-function. Finally, Paige and Tarjan [40] solved the problem for
the general case (which is the same as computing bisimulation equivalence) in which
the stability requirement is relative to a relation E (on a set N ) with an algorithm whose
complexity is O(|E| log |N |). Kannellakis and Smolka [34] notice that the algorithm by
Paige and Tarjan [40] can be used to determine the maximum bisimulation over a graph
G= 〈N; E〉. Bouajjani et al. [7] propose an algorithm for the relational coarsest partition
problem tailored for the context of the so-called on-the-Ny Model Checking. Precisely,
at each iteration the algorithm stabilizes only the reachable blocks with respect to all
blocks. Lee and Yannakakis [35] improve this method by using only reachable blocks
to stabilize the reachable blocks.
In the symbolic case (cf. Section 9) a popular bisimulation algorithm is the one in
[9] by Bouali and de Simone. This algorithm implements the naPQve negative strategy
optimizing the Boolean operations involved: 2rst, the set of reachable nodes R is com-
puted through a symbolic visit of the graph, then, starting from R×R all the pairs
〈u; v〉 for which it is possible to prove that u is not bisimilar to v are removed. In [9]
experimental results about the performances of the algorithm are presented, while there
is no through discussion of its complexity in terms of basic symbolic operations.
Fisler and Vardi [22] analyze the complexity of the symbolic versions of the algo-
rithms of Paige and Tarjan [40], Bouajjani et al. [7], and Lee and Yannakakis [35]. In
particular, they determine the number of basic symbolic operations involved in each
iteration of the three algorithms and conclude, through experimental results, that an
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optimized version of the algorithm in [40], which splits only reachable blocks, per-
forms better than the other two algorithms, since it gains from the right choice of the
splitters.
In [27] Hennessy and Lin use the adjective symbolic in a diRerent setting. They re-
examine bisimulation equivalence for value-passing process calculi and generalize the
standard notion of labeled transition graph using symbolic actions. In their setting, they
compute bisimulations on in2nite graphs which have a 2nite symbolic representation.
Always in the context of process languages we mention the work by Hirshfeld et
al. [29] on normed basic parallel processes, which are a particular class of in2nite-
state processes. The authors present an algorithm to decide bisimulation on normed
basic parallel processes avoiding to compute all the states generated by the parallel
compositions.
In [16] Cleaveland and Sokolsky show how bisimulation can be used to calculate
other semantic relations like weak bisimulation and branching bisimulation.
Several tools developed to analyze systems implement one or more bisimulation algo-
rithms. In general, in the case of explicit-state representation, the underlying algorithm
used is the one proposed by Kanellakis and Smolka [39], while Bouali and de Simone’s
algorithm [9] is used in the case of symbolic representation. The veri2cation environ-
ment XEVE [8] provides bisimulation tools which can be used for both minimization
and equivalence test. The Concurrency Workbench (CWB) [14] tests bisimulation using
techniques based on the Kanellakis and Smolka algorithm. The Compositional Security
Checker (CoSec) [23] exploits the bisimulation algorithm implemented in CWB in or-
der to test information Now security properties. In the Concurrency Workbench of the
New Century (CWB-NC) [15] the underling bisimulation algorithm is the one by Paige
and Tarjan. CSSAR/ALDTEBARAN Development Package (CADP) [21] supports both
explicit bisimulation based on Paige and Tarjan’ algorithm and symbolic OBDD-based
algorithms.
As for the criticism on the use of bisimulation algorithms in formal veri2cation,
Fisler and Vardi observe in [22] that “bisimulation minimization does not appear to be
viable in the context of invariance veri2cation”, but in the context of compositional
veri2cation it “makes certain problems tractable that would not be so without
minimization” [2,42].
3. The problem: a set-theoretic perspective
One of the main features of intuitive (naPQve) Set Theory is the well-foundedness of
membership. As a consequence, standard axiomatic set theories include the foundation
axiom that forces the membership relation not to form cycles or in2nite descending
chains. In the 1980s the necessity to consider theories that do not assume this strong
constraint (re-)emerged in many communities; hence various proposals for (axiomatic)
non-well-founded set (hyperset) theories (and universes) were developed. Probably the
2rst one was [24] by Forti and Honsell. Following Barwise and Moss (cf. [3]) we
can say that the book [1] by Aczel can be considered as the de2nitive reference on
non-well-founded sets. More recent references on this topic are [4,12].
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Sets can be seen as nothing but accessible pointed graphs (cf. De2nition 3.1). Edges
represent membership, namely 〈m; n〉 (also denoted as m→ n) means that m has n as
an element, and the nodes in the graph denote all the sets which contribute in the
construction of the represented set.
Denition 3.1. An accessible pointed graph (apg) 〈G; 
〉 is a directed graph G= 〈N; E〉
together with a distinguished node 
∈N (the point) such that all the nodes in N are
reachable from 
.
The resulting set-theoretic semantics for apg’s, developed in [1], is based on the
natural notion of picture of an apg. In the picturing process, each node of an apg is
uniquely associated to a set. We say that an apg represents the set associated to its
point.
The extensionality axiom—saying that two objects are equal if and only if they
contain exactly the same elements—is the standard criterion for establishing equality
between sets. If extensionality is assumed it is immediate to see that, for example,
diRerent acyclic graphs can represent the same set. However, extensionality leads to
a cyclic argument (no wonder!) whenever one tries to apply it as a test to establish
whether two cyclic graphs represent the same non-well-founded set (hyperset). To this
end a condition (bisimulation) on apg’s can be stated in accordance with extensionality:
two apg’s are bisimilar if and only if they are representations of the same set.
Denition 3.2. Given two graphs G1 = 〈N1; E1〉 and G2 = 〈N2; E2〉, a bisimulation
between G1 and G2 is a relation b⊆N1×N2 such that
(1) u1b u2 ∧ 〈u1; v1〉 ∈E1 ⇒ ∃v2 ∈N2(v1b v2 ∧ 〈u2; v2〉 ∈E2)
(2) u1b u2 ∧ 〈u2; v2〉 ∈E2 ⇒ ∃v1 ∈N1(v1b v2 ∧ 〈u1; v1〉 ∈E1):
Two apg’s 〈G1; 
1〉 and 〈G2; 
2〉 are bisimilar if and only if there exists a bisimulation
b between G1 and G2 such that 
1b 
2.
We can now say that two hypersets are equal if their representations are bisimilar.
For example the apg 〈〈{
}; ∅〉; 
〉 represents the empty set ∅. The hyperset , i.e. the
unique hyperset which satis2es the equation x= {x} (see [1]), can be represented using
the apg 〈〈{
}; {〈
; 
〉}〉; 
〉. Any graph such that each node has at least one outgoing
edge can be shown to be a representation of . It is clear that for each set there
exists a collection of apg’s which are all its representations. It is always the notion of
bisimulation which allows us to 2nd a minimum representation (there are no two nodes
representing the same hyperset). Given an apg 〈G; 
〉 that represents a set S, to 2nd
the minimum representation for S it is su!cient to consider the maximum bisimulation
≡ between G and G.
Proposition 3.3. Given an apg 〈G; 
〉 the maximum bisimulation ≡ between G and G
always exists it is unique, and is an equivalence relation over the set of nodes of G.
Proof. Since the number of relations on the nodes of a graph is 2nite, the result
follows by the fact that the union of two bisimulation is a bisimulation itself. Thus,
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≡ is the union of all the bisimulations on a graph. It is immediate to check that it is
an equivalence relation.
Thus, the minimum representation of a set S denoted by an apg 〈G; 
〉 that represents
it, is the apg 〈G=≡ ; [
]≡〉 where G=≡ is the graph obtained from G by collapsing all
equivalent nodes into a single one, and [
]≡ is the node where 
 has been mapped.
This graph is usually called bisimulation contraction of G.
An equivalent way to present the problem is to de2ne the concept of bisimulation
as follows.
Denition 3.4. Given a graph G= 〈N; E〉, a bisimulation on G is a relation b⊆N ×N
such that
(1) u1b u2 ∧ 〈u1; v1〉 ∈E ⇒ ∃v2(v1b v2 ∧ 〈u2; v2〉 ∈E)
(2) u1b u2 ∧ 〈u2; v2〉 ∈E ⇒ ∃v1(v1b v2 ∧ 〈u1; v1〉 ∈E):
A bisimulation on G is nothing but a bisimulation between G and G. Thus it is not
ambiguous to de2ne ≡ as the maximum bisimulation on G.
The problem of recognizing if two graphs are bisimilar and the problem of deter-
mining the maximum bisimulation on a graph are equivalent.
Proposition 3.5. Two disjoint apg’s A1=〈〈N1; E1〉; 
1〉 and A2=〈〈N2; E2〉; 
2〉 are bisim-
ilar if and only if 
1≡ 
2, where ≡ is the maximal bisimulation on A3 = 〈〈N1 ∪N2 ∪
{}; E1 ∪E2 ∪{〈; 
1〉; 〈; 
2〉}〉; 〉, with  a new node.
Proof. The (←) direction holds by de2nition. Now, assume that A1 and A2 are bisim-
ilar. Let b be the union of all the bisimulations between them. By de2nition, it holds
that 
1b
2. It is immediate to check that b′= b∪{(; )} is a bisimulation on A3.

1 b′ 
2 implies 
1≡ 
2, since ≡ is the maximum one.
The problem faced in this paper is that of 2nding the minimum graph bisimilar to
a given graph, that is, the bisimulation contraction of a graph. To solve it, we use
another characterization of the same problem based on the notion of stability:
Denition 3.6. Let E be a relation on the set N , E−1 its inverse relation, and P a
partition of N . P is said to be stable with respect to E iR for each pair B1; B2 of
blocks of P, either B1⊆E−1(B2) or B1 ∩E−1(B2)= ∅.
We say that a partition P re:nes a partition Q if each block (i.e., class) of P
is contained in a block of Q. The above de2nition suggest a natural operation on
partitions. A class B of P splits a class C of P if C is replaced in P by C1 =C ∩E−1(B)
and C2 =C\C1; if C1 or C2 is empty, it is not added in P. A partition P is split by the
class B if each class C of P is split by B. The split operation produces a re2nement
of a partition P; if P is stable with respect to E, the split operation returns P.
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Denition 3.7. Let E be a relation on the set N and Q a partition of N . The coarsest
stable partition problem is the problem of 2nding the coarsest partition P re2ning Q that
is stable with respect to E. If Q is not given, we assume it is the trivial partition {N}.
We will 2rst prove that this problem, that emerged in automata minimization, is
equivalent to the problem of 2nding the bisimulation contraction of a graph.
Proposition 3.8. Let G= 〈N; E〉 be a graph.
(i) Let P be a partition of its nodes stable with respect to E. Then bP de:ned as:
u bP v i< ∃B ∈ P(u ∈ B ∧ v ∈ B)
is a bisimulation on G.
(ii) Let b be a bisimulation on G which is also an equivalence relation. Then Pb=
{[u]b : u∈N}, where [u]b= {v∈N : ubv}, is a partition stable with respect to E.
Proof.
(i) We prove that bP is a bisimulation on G. Let us prove property (1) of De2nition
3.4. Let u1; u2 be such that u1 bP u2. This means that there is a class B1 ∈P such
that u1 ∈B1 and u2 ∈B1. Assume there is v1 ∈N such that 〈u1; v1〉 ∈E. Let B2 be
the class such that v1 ∈B2. Since P is stable with respect to E and E−1(B2) is
not empty (it contains u1), this means that B1⊆E−1(B2). Thus, u2 ∈E−1(B2), and
this implies that there is v2 ∈B2 such that 〈v1; v2〉 ∈E. By de2nition of bP; v1 b v2.
The proof of (2) of De2nition 3.4 is similar.
(ii) By contradiction, assume that Pb is not stable with respect to E. This means that
there are blocks B1 and B2 and two nodes u; v such that
u ∈ B1\E−1(B2) ∧ v ∈ B1 ∩ E−1(B2)
This implies that there is a node v′ ∈B2 such that 〈v; v′〉 ∈E but no node u′
bisimilar to v′ (i.e., in B2) can be reached by an edge from u. Thus, u =bv.
Corollary 3.9. Let G= 〈N; E〉 be a graph. Computing the maximum bisimulation ≡
on G or :nding the coarsest stable partition of N stable with respect to E are
equivalent problems.
Proof. Immediate from Propositions 3.3 and 3.8.
Given a set N , k relations E1; : : : ; Ek on N , and a partition P of N , the multi-
relational coarsest partition problem consists of 2nding the coarsest re2nement of P
which is stable with respect to E1; : : : ; Ek . As noted in [34], the algorithm of [40]
that determines the coarsest partition of a set N stable with respect to k relations
solves exactly the problem of testing if two states of an observable Finite States
Process (FSP) are strongly equivalent. Our bisimulation problem is a particular case
of observable FSPs strong equivalence problem (k =1). In Section 7 we show how the
case of bisimulation over a labeled graph (multi-relational case) can be linearly reduced
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to our bisimulation problem. This means that the problem of 2nding the bisimulation
contraction of a graph is equivalent to the multi-relational coarsest partition problem.
4. The well-founded case
We start by considering the case of acyclic graphs (well-founded sets). As done
for the minimization of Deterministic Finite Automata, it is possible to determine the
coarsest partition P stable with respect to E via the computation of a suitable greatest
2xpoint. A “negative” (and blind with respect to the relation) strategy is applicable:
start with the coarsest partition P= {N}, choose a class B∈P (the splitter) and split
all the classes using B whenever P is not stable. The complexity of the algorithm,
based on a negative strategy, presented in [40] for this problem is O(|E| log |N |). The
main “ingredient” in that algorithm is the use of Hopcroft’s “process the smallest half”
ordering in the choice of the block to be used to split.
We can take advantage of the set-theoretic point of view of the problem in order to
develop a selection strategy for the splitters depending on the relation E. In particular,
making use of the ordering induced by the notion of rank we start from a partition
which is a re2nement of the coarsest one; then we choose the splitters using the
ordering induced by the rank. These two ingredients allow to obtain a linear-time
algorithm. Those who are familiar with k-layered DFAs [32] can read our algorithm
for the well-founded case as a generalization of the minimization algorithm for k-
layered DFA. In the well-founded case we admit that a node at the ith layer may
reach a node at the jth layer with j¿i.
Denition 4.1. Let G= 〈N; E〉 be a directed acyclic graph. The rank of a node n is
recursively de2ned as follows:{
rank(n) = 0 if n is a leaf
rank(n) = 1 + max{rank(m): 〈n; m〉 ∈ E} otherwise
The notion of rank determines a partition which is coarser than the maximum bisim-
ulation.
Proposition 4.2. Let u and v be nodes of an acyclic graph G. If u≡ v, then rank(u)=
rank(v).
Proof. By induction on rank(u).
The function rank can easily be computed in time O(|N | + |E|) by one depth-2rst
visit of the graph.
The converse of the above proposition, of course, is not true:
Example 4.3. Consider the graph in Fig. 1. The nodes u and v have both rank 2, but
they are not bisimilar. The node u represents the set {{∅}}, while the node v represents
{{∅}; ∅}.
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u v
Fig. 1. Non-bisimilar nodes with the same rank.
Let P be a partition of N such that for each block B in P it holds that u; v∈B implies
rank(u)= rank(v); then every re2nement of P ful2lls the same property. Hence, we
can assign to a block B the rank of its elements.
Algorithm 1 (Well-founded case).
(1) for n∈N do compute rank(n); — compute the rank
(2)  := max{rank(n) : n∈N};
(3) for i=0; : : : ;  do Bi := {n∈N : rank(n)= i};
(4) P := {Bi : i=0; : : : ; }; — P is the partition to be re2ned
(5) for i=0; : : : ;  do
(a) Di := {X ∈P :X ⊆Bi}; — determine the blocks currently at rank i
(b) for X ∈Di do
G := collapse(G; X ); — collapse nodes at rank i
(c) for n∈N ∩Bi do — re2ne blocks at higher ranks
for C ∈P and C ⊆Bi+1 ∪ · · · ∪B do
P := (P \ {C}) ∪ {{m∈C : 〈m; n〉 ∈E}; {m∈C : 〈m; n〉 =∈E}};
Collapsing nodes a1; : : : ; ak , as in step (5(b)), consists in eliminating all nodes but
a1 and replacing all edges incident to a2; : : : ; ak by edges incident to a1. Despite the
nesting of for-loops the following holds.
Proposition 4.4. The algorithm for the well-founded case correctly computes the bisi-
mulation contraction of its input acyclic graph G= 〈N; E〉 and can be implemented
so as to run in linear time O(|N |+ |E|).
Proof. Proposition 4.2 ensures that the initial partition is correct. Now, we prove by
induction on the i, that rank(u)= rank(v)= i and u ≡ v implies that u and v enter in
diRerent classes at the ith iteration.
For rank(u)= rank(v)= 0 the property holds trivially.
Ler rank(u)= rank(v)= i¿0. Observe that, by de2nition of bisimulation, if u ≡ v
then we are in one of the following two cases:
(1) there is u′ ∈N such that 〈u; u′〉 ∈E and u′ is not bisimilar to any node reached by
v, or, symmetrically
(2) there is v′ ∈N such that 〈v; v′〉 ∈E and is not bisimilar to any node reached by u.
By inductive hypothesis, non-bisimilar nodes at the lowest ranks have been already
split and hence action (5c) will split nodes u and v.
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Fig. 2. Minimization process.
The complexity estimate is a consequence of the following facts:
• the rank can be computed by a depth-2rst visit;
• each node n is considered at most once in (5(b));
• the incoming edges are considered only once;
• for an e!cient implementation of the collapsing procedure and of step (5c), it is
su!cient to maintain the counter image E−1(n) of each node n. Notice that collapsing
the nodes n1; : : : ; nk into a single node can be done in time O(E−1({n1; : : : ; nk})),
and that the collapsing phase is done once per level;
• some suitable list manipulation is needed for storing partitions.
An example of computation of the above algorithm can be seen in Fig. 2. In all the
examples we present, the computation steps proceed from left to right.
5. Basic idea for the general case
The presence of cycles causes the usual notion of rank (cf. De2nition 4.1) to be no
longer adequate: an extension of this notion must be de2ned and such extension will
be built on the notion of strongly connected component.
Denition 5.1. Given a graph G= 〈N; E〉, let Gscc = 〈N scc; Escc〉 be the graph obtained
as follows:
N scc = {c : c is a strongly connected component in G};
Escc = {〈c1; c2〉 : c1 = c2 and (∃n1 ∈ c1)(∃n2 ∈ c2)(〈n1; n2〉 ∈ E)}:
Given a node n ∈ N , we refer to the node of Gscc associated to the strongly connected
component of n as c(n).
Observe that Gscc is acyclic and if G is acyclic then Gscc is (isomorphic to) G itself.
We need to distinguish between the well-founded part and the non-well-founded part
of a graph G.
A. Dovier et al. / Theoretical Computer Science 311 (2004) 221–256 231
Denition 5.2. Let G= 〈N; E〉 and n∈N . G(n)= 〈N (n); E  N (n)〉 is the subgraph of
G of the nodes reachable from n, where E  N (n)=E ∩ (N (n)×N (n)). WF(G), the
well-founded part of G, is WF(G)= {n∈N : G(n) is acyclic}.
Observe that 〈G(n); n〉 is an apg; n∈WF(G) if and only if it denotes a well-founded
set.
Denition 5.3. Let G= 〈N; E〉. The rank of a node n of G is de2ned as
rank(n) = 0 if n is a leaf in G
rank(n) = −∞ if c(n) is a leaf in Gscc and n is not a leaf in G
rank(n) = max({1 + rank(m) : 〈c(n); c(m)〉 ∈ Escc; m ∈ WF(G)}∪
{rank(m) : 〈c(n); c(m)〉 ∈ Escc; m ∈ WF(G)}) otherwise
rank(n) is well-de2ned, since Gscc is always acyclic. Observe that the de2nition is
consistent with De2nition 4.1 for acyclic graphs. As a matter of fact, if G is acyclic
then G=Gscc.
Nodes that are mapped into leaves of Gscc are either bisimilar to ∅ or to the hyperset
 (cf. Section 3). For a non-well-founded node diRerent from  the rank is 1 plus
the maximum rank of a well-founded node reachable from it (i.e., a well-founded set
in its transitive closure).
We have used the graph Gscc to explicitly provide a formal de2nition of the notion
of rank. Gscc can be computed using Tarjan’s classical algorithm (see [47]) essentially
based on two depth-2rst visits of the graph. Once Gscc is known, it is immediate to
compute the rank with one visit of Gscc and a further visit of G. All these tasks can
be performed in time O(|N |+ |E|).
In order to speed up the process, we can swap the ordering of the visits of Tarjan’s
algorithm. More precisely, start with a depth-2rst visit of the graph 〈N; E−1〉. Then use
the 2nishing times f[n] associated to the nodes by this visit to order (for decreasing
values of f[n]) the nodes to perform the depth-2rst visit of 〈N; E〉. During this second
visit it is easy to associate to each node n a Boolean value WF[n] stating whether n
is a well-founded node or not. Moreover, it is also possible to compute directly the
rank of n. The correctness of this procedure follows from the fact that rank(n) depends
only on the nodes m such that f[m]¿f[n′] for n′ node in the same strongly connected
component as n.
To sum up, the rank function can be computed by only two visits of the graph.
Proposition 5.4. Let m and n be nodes of a graph G:
(i) m≡ if and only if rank(m)=−∞;
(ii) m≡ n implies rank(m)= rank(n).
Proof. (i) Immediate from the characterization of  of [1]: a graph G rooted in m
represents  if and only if each node has at least one outgoing edge.
(ii) If m and n are well-founded nodes, the result follows from Proposition 4.2.
If one node is well-founded and the other one is not, it is immediate to see that
they cannot be bisimilar.
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Assume now that both m and n are not well-founded. If rank(m)=−∞ then the
result follows from (i). Otherwise, since m is not well-founded, rank(m)= h for some
h¿0. Let a be a well-founded node reachable from m of rank h − 1. Since m≡ n,
there exists a node b reachable from n such that a≡ b. Since a and b are well-founded
rank(b)= rank(a) and this implies rank(n)¿rank(m). Symmetrically, starting from n,
we can conclude that rank(m)¿rank(n) from which the thesis follows.
The converse of Proposition 5.4(ii) is not true (Example 4.3 provides a counterex-
ample also for this proposition). Moreover, observe that the rank of c(n) in Gscc (that
can be computed using De2nition 4.1) is not necessarily equal to the rank of n in G.
Given a graph G= 〈N; E〉 with = max{rank(n) : n∈N}, we call the sets B−∞; B0;
: : : ; B, where Bi = {n∈N : rank(n)= i}, the rank components of G.
We can use the linear-time Algorithm 1 for the well-founded case in order to process
the nodes in WF(G) in the general case. Hence, we can assume that the input graph
for the general case does not contain two diRerent bisimilar well-founded nodes.
Algorithm 2 (General case).
(1) for n∈N do compute rank(n); — compute the rank
(2)  := max{rank(n) : n∈N};
(3) for i=−∞; 0; : : : ;  do Bi := {n∈N : rank(n)= i};
(4) P := {Bi : i=−∞; 0; : : : ; }; — P is the partition to be re2ned
(5) G := collapse(G; B−∞); — collapse all the nodes of rank −∞
(6) for n∈N ∩B−∞ do — re2ne blocks at higher ranks
for C ∈P and C =B−∞ do
P := (P\{C})∪{{m∈C : 〈m; n〉 ∈E}; {m∈C : 〈m; n〉 =∈E}};
(7) for i=0; : : : ;  do
(a) Di := {X ∈P :X ⊆Bi}; — determine the blocks currently at rank i
Gi := 〈Bi; E  Bi〉; — isolate the subgraph of rank i
Di := Paige–Tarjan(Gi; Di); — process rank i
(b) for X ∈Di do
G := collapse(G; X ); — collapse nodes at rank i
(c) for n∈N ∩Bi do — re2ne blocks at higher ranks
for C ∈P and C ⊆Bi+1 ∪ · · · ∪ B do
P := (P\{C}) ∪ {{m∈C : 〈m; n〉 ∈E}; {m∈C : 〈m; n〉 =∈E}};
In steps (1)–(4) we determine the function rank and we initialize a variable P
representing the computed partition using it. The collapse operation (steps (5) and
(7(b))) is as in the well-founded case. Splits of higher rank blocks is done in steps
(6) and (7(c)). Step (7) is the core of the algorithm, where optimizations will take
place. For each value i of the rank, we call the procedure of [40] on Gi = 〈Bi; E  Bi〉,
with a cost O(|E Bi| log |Bi|) and we update the partition P on nodes at ranks greater
than i. From these observations:
Proposition 5.5. The algorithm for the general case on input G= 〈N; E〉 correctly
computes the bisimulation contraction of G, and can be implemented so as to run
with a worst case complexity of O(|E| log |N |).
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Proof. From Proposition 5.4 we have that if m≡ n, then m and n belong to the same
block in the initial partition.
If rank(m)= rank(n)=−∞, then from Proposition 5.4 we know that they are both
bisimilar to . Step (5) takes care of their collapse.
For the remaining cases, by induction on rank(m), we prove that if rank(m)= i,
then m≡ n if and only if at the ith iteration, after step (7(a)) there exists X ∈Di such
that m; n∈X .
If rank(m)= 0, then it must be the case that m is a leaf of G. At the beginning all
the leaves of G are in B0. After step (6) all the leaves of G still belong to the unique
block B0. This implies that the procedure Paige–Tarjan applied to G0 does not split
the block B0. Hence, step (7(b)) collapses all the nodes at rank 0. This is equivalent
to our thesis, since it is true that all the leaves of G are bisimilar (they all represent
the empty set).
If rank(m)= i¿0 and we assume m≡ n, then for all m′ ∈m there exists n′ ∈ n such
that m′≡ n′ and vice-versa. Hence, by inductive hypothesis, they belong to the same
block X of Di at the beginning of the ith iteration of step (7). The correctness of the
procedure Paige–Tarjan (cf. [40]) ensures that they still belong to the same block at
the ith iteration after step (7(a)). The opposite direction is similar.
As far as complexity is concerned, we have already seen that step (1) can be executed
in time O(|N | + |E|). The complexity of steps (3) and (4) is clearly linear. Step (5)
is performed as in the well-founded case, and thus, linear.
The complexity of step (6) is the same as the complexity of step (7c).
As for the complexity of step (7) at the ith loop, it corresponds to the complexity
of the procedure Paige–Tarjan which is O(|E Bi| log |Bi|). This is due to the fact that
all the remaining sub-steps can be implemented at a cost which is linear in the size of
Gi (cf. [33]); in other words (for some c1; c2 ∈N), the global cost is no worse than:
c1(|N |+ |E|) +
∑
i=1
c2(|E  Bi| log |Bi|) = O(|E| log |N |): (1)
The complexity of the method sketched above is asymptotically equivalent to that
of Paige and Tarjan. However, as for Algorithm 1, we take advantage of a re2ned
initial partition and of a strategy to select blocks for splitting at higher ranks. In a
speci2c rank, the negative strategy of Paige and Tarjan’ algorithm is applied to the rank
components which, in general, are much smaller than the global graph. In particular,
for families of graphs such that  is %(|N |) and the size of the each rank component
is bounded by a constant c the global cost becomes linear (cf. (1)).
6. Optimizations in the general case
In this section we develop some optimizations for our algorithm, that allow, in some
cases, to reach a linear running time even for cyclic graphs. The optimizations described
in Sections 6.1–6.4 are called topological optimizations. In Section 6.5 we explore the
use of a new notion of rank.
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6.1. No critical nodes
This optimization makes use of the Paige–Tarjan–Bonic procedure [39]. Such a
procedure can be used in some cases to solve the coarsest partition problem in linear
time adopting a “positive” strategy. Its integration with our algorithm produces a global
strategy that can therefore be considered as a mix of positive and negative strategies.
Denition 6.1. A node n belonging to a rank component Bi⊆N is said to be a critical
node if |{m∈Bi : 〈n; m〉 ∈E}|¿1.
Critical nodes are called multiple nodes in [20]. Whenever Bi has no critical nodes,
we can replace the call to Paige–Tarjan in step (7(a)) with a call to Paige–Tarjan–
Bonic. This allows us to obtain a linear time performance at rank i (in (1) the term
c2(|E  Bi| log |Bi|) can be replaced by c3(|E  Bi|+ |Bi|) for some c3 ∈N).
Proposition 6.2. The optimized algorithm for the general case on input G correctly
computes the bisimulation contraction of G. If G= 〈N; E〉 is a graph with no critical
nodes, then its worst case complexity is O(|N |+ |E|).
Proof. Correctness follows from the correctness of the algorithm for the general case
(see Proposition 5.5) and the correctness of the procedure in [39].
The only (minor) problem lies in the fact that in our case at any given rank we
are actually working with partial functions. In fact if G has no critical nodes, then the
graph Gi of the nodes at rank i can be seen as the graph of a partial function f on
Bi: f(n)=m iR 〈n; m〉 ∈E. The original statement of the single-function coarsest par-
tition problem assumes, instead, the input functions to be total. However, it is not
di!cult to see how to produce the graph of a total function equivalent for our pur-
poses. For example, add a new node with a self-loop acting as a sink for those nodes
where the input function is not de2ned.
The complexity result follows from the complexity analysis performed in Proposition
5.5 and from the linear time complexity of Paige–Tarjan–Bonic [39].
In Fig. 3 we show an example of a graph on which the above optimization can be
performed and the overall algorithm turns out to be linear.
Fig. 3. Example of the 2rst kind of topological optimization.
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Fig. 4. Example of the second kind of topological optimization.
6.2. No bisimilar nodes on the same rank I
The crucial consideration behind the second optimization we propose is the follow-
ing: the outgoing edges of a node u allow one to establish to which other nodes (of
the same rank component) it is bisimilar. If we have some means to know that u is
not bisimilar to any other nodes of its rank component, we can simply delete all edges
outgoing from u. The deletion of a set of edges splits a rank component (i.e., we can
re-compute the rank) and makes it possible to recursively apply our algorithm on a
simpler case. The typical case in which the above idea can be applied occurs when, at a
given iteration i, there exists a block X among the blocks of rank i which is a singleton
set {n}: then all the outgoing edges from node n can be safely deleted. In next section
we show the usefulness of this optimization in cases coming from formal veri2cation.
In some cases the application at each step of this optimization allows the algorithm
to run in linear time, as shown in Fig. 4. To improve the readability of the picture we
have used the labels A, B, and C to distinguish the nodes which belong to the same
block at the previous iteration, while the circles are used to denote the ranks (before
and after edges’ removal).
6.3. No bisimilar nodes on the same rank II
This optimization is a generalization of the previous one. Even in case there are no
singletons in set Di of blocks of rank i, some sort of optimization based on similar
ideas is possible. For example, if X in Di is of the form {u1; : : : ; uh}, let us de2ne
succ(uj)= {Y : Y∈Di and ∃v∈Y : 〈uj; v〉 ∈Gi}: It is immediate to see that if two nodes
uj and uk of X are such that succ(uj) = succ(uk), then they cannot be equivalent. In
particular if there exists a node uj such that succ(uj) is diRerent from all the other
sets succ(uk), then such node is not bisimilar to any node of Gi and we can delete its
outgoing edges. The set-theoretic meaning of this deletion is that, for a given uj ∈X ,
all the candidates for bisimilarity have elements witnessing the diRerence. In Fig. 5 we
present a case in which we apply this optimization.
The diRerence between this optimization and the previous one is that in the previous
case the information from the nodes of rank less than i were enough to allow to delete
some edges. In this case we also use information concerning the successors at the same
rank of the node.
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Fig. 5. Example of the third kind of topological optimization.
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Fig. 6. Example of the fourth kind of topological optimization.
Notice that if we are considering a rank i on which no further splits are necessary,
this optimization allows us to reach the solution in one step. Let Di = {X1; : : : ; Xk};
if for all j6k, for all u; v∈Xj succ(u)= succ(v), then for all j6k all the nodes in
Xj are bisimilar. In fact it is immediate to prove that the relation de2ned as u∼ v iR
∃j6k(u∈Xj ∧ v∈Xj) is the maximal bisimulation.
We conclude by observing that the set-theoretic point of view can easily suggest
further optimizations of this sort. For example, if a set is a common element of all the
elements of a given X in Di, then it can be ignored (delete all the entering edges).
6.4. Limited negative strategy
The last topological optimization can be applied considering not only the successors
of a node but all the paths of length less than or equal to a constant ‘. An estimate
of the value of ‘ guaranteeing good performances is necessary: if we do not put a
bound on ‘ we obtain exactly the negative strategy. In Fig. 6 we show an example
in which using this optimization our algorithm works in linear time. Labels A, B,
C, and D indicate nodes in the same block. With ‘=2 we are able to discover that
the two nodes labeled A of the leftmost 2gure must be distinguished. In particular,
the leftmost node reaches a node of the block D with a path of length 2, while the
rightmost does not. Hence, we can remove all their (nodes labeled A) outgoing edges.
In the rightmost 2gure we report the eRect of this removal (we have reordered the
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nodes in order to make more explicit the form of the graph obtained). Applying Paige
and Tarjan’ algorithm to this case it is possible to recognize that the node 1 is not
bisimilar to node 2 only after four iterations, while the optimization allowed us to do
it in one step.
Notice also that in this example the second topological optimization (Section 6.2),
looking only for paths of length 1, does not allow to distinguish the two nodes.
6.5. Rank-based optimizations
The de2nition of rank given in Section 5 ensures that if two nodes are bisimilar, then
they have the same rank (cf. Proposition 5.4). In this section we re2ne this de2nition,
i.e. we give a de2nition of rank which still satis2es the property above, but such that
there are less nodes with the same rank. This implies that the part of graph to be
processed at each iteration is smaller and hence there is a higher probability that one
of the topological optimizations could be applied. Any de2nition of rank satisfying
Proposition 5.4 2ner than the de2nition of rank given in Section 5, and computable in
linear time, can be used to optimize our bisimulation algorithm.
The feature that we believe is crucial in the following de2nitions is that the rank is
no longer integer number but a more structured notion (e.g. a set of integers). In the
second case the rank cannot be computed a priori. Clearly, from a computational point
of view there is a trade-oR between the cost involved in determining the rank and the
overall complexity of the algorithm.
In the inductive part of De2nition 5.3, we have taken into consideration only the
maximum of a set of ranks. We re2ne this de2nition considering the whole set of
ranks.
Denition 6.3. Given a graph G= 〈N; E〉, then the rank′ of a node is recursively de-
2ned as follows:
rank ′(n) = {0} if n is a leaf in G
rank ′(n) = {−∞} if c(n) is a leaf in Gscc and n is not a leaf in G
rank ′(n) = {1 + m′ : 〈c(n); c(m)〉 ∈ Escc; m ∈ WF(G); m′ ∈ rank ′(m)}
∪{m′ : 〈c(n); c(m)〉 ∈ Escc; m ∈ WF(G); m′ ∈ rank ′(m)} o:w:
A possible way to e!ciently compute such rank is by maintaining a bit-vector of
length  (the maximal well-founded rank in G) for each node. Such vectors can be
computed using bit-wise disjunctions over the vectors associated to the successors.
Proposition 6.4. Let m and n be nodes of a graph G:
(i) m≡↔ rank ′(m)= {−∞}.
(ii) m≡ n→ rank ′(m)= rank ′(n).
Proof. The argument for (i) and for the 2rst part of the argument for (ii) are the same
as in Proposition 5.4.
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Let us focus on the case in which both m and n are not well-founded and not
bisimilar to . Let h∈ rank ′(m) and let a be a well-founded node reachable from
m such that h − 1∈ rank ′(a). Since m≡ n, there exists a node b reachable from n
such that a≡ b. Since a and b are well-founded rank ′(a)= rank ′(b) and this implies
rank ′(m)⊆ rank ′(n). Symmetrically we can conclude that rank ′(m) ⊇ rank ′(n).
It easy to see that the above de2nition of rank re2nes properly the previous one
and that it is possible to give an order in which rank components can be correctly
processed. To that purpose we also compute the auxiliary vector rank ′d that assigns a
unique integer to each diRerent set of integers.
Algorithm 3 (Procedure Comp Rank′(G)).
(1) for c(n)∈N scc compute rank(c(n))∈Gscc;
(2) compute WF(G); — compute the well-founded part of G
(3) * := 3 + max{rank(c(n)) : n∈WF(G)};
(4) + := max{rank(c(n)) : n∈G};
(5) for n∈N scc do
for 1; : : : ; * do rank ′(n)[i] := 0; — initialize the bit-vectors
(6) if rank(c(n))= 0 and n is a leaf in G then rank ′(n)[2] := 1;
— compute rank ′ of nodes bisimilar to ∅
(7) if rank(c(n))= 0 and n is not a leaf in G then rank ′(n)[1] := 1;
— compute rank ′ of nodes bisimilar to 
(8) for i=1; : : : ; + do — compute rank ′ of the remaining nodes
if rank(c(n))= i then
A := {c(m) : 〈c(n); c(m)〉 ∈Escc; m∈WF(G)};
B := {c(m) : 〈c(n); c(m)〉 ∈Escc; m ∈WF(G)};
for j=1; : : : ; * do
rank ′(c(n))[j] :=
∨
a∈A rank
′(a[j − 1]) ∨∨b∈B rank ′(b[j]);
(9) for n∈N do rank ′d(n) =
∑*
j=1 rank
′(c(n))[j] ∗ 10 j — order the rank ′’s
Algorithm 4 (General case using rank ′).
(1) Comp Rank′(G); — compute ranks
(2)  := max{rank ′d(n) : n∈N};
(3) for i=10; 11; : : : ;  do Bi := {n∈N : rank ′d(n)= i};
(4) C := {Bi : i=10; 100; 101; : : : ; ∧Bi = ∅};
— C is the partition to be re2ned initialized by the Bi’s
(5) G := collapse(G; B10); — collapse all the nodes of rank ′ {−∞}
(6) for n∈B10 do — re2ne blocks at higher ranks
for C′ ∈C and C′ =B10 do
C := (C \ {C′}) ∪ {{m∈C′: 〈m; n〉 ∈E}; {m∈C′ : 〈m; n〉 =∈E}}
(7) for i=100; : : : ;  and Bi = ∅ do
(a) Di := {X ∈C: X ⊆Bi}; — determine the blocks at rank ′d= i
Gi := 〈N ∩Bi; E Bi〉; — isolate the subgraph to process
Di := Paige–Tarjan(Gi; Di); — process Gi
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(b) for X ∈Di do
G := collapse(G; X ) — collapse nodes at rank ′d= i
(c) for n∈Bi do — re2ne blocks at higher ranks
for C′ ∈C and C′⊆Bi+1 ∪ · · · ∪B do
C := (C \ {C′}) ∪ {{m∈C′: 〈m; n〉 ∈E}; {m∈C′ : 〈m; n〉 =∈E}}
Proposition 6.5. If G≡〈N; E〉 is a graph, then the above algorithm on input G cor-
rectly computes the maximal bisimulation on G and the worst case complexity is
O(|E| log |N |).
Proof. The correctness result can be proved using the same considerations used to
prove Proposition 5.5. In general, a correctness result can be proved for our algo-
rithm each time a notion r of rank which satis2es the following three properties is
employed:
(a) the nodes collapsed in step (5) are exactly all the nodes bisimilar to ;
(b) if m≡ n, then r(m)= r(n);
(c) if 〈n; m〉 ∈E, then r(m)6r(n).
From Proposition 6.4 we have that rank ′d satis2es (a) and (b). The de2nitions of
rank ′ and rank ′d ensure that rank
′
d satis2es (c).
As far as complexity is concerned, the only step diRerent from the algorithm for
the general case is step (1). Thus, we prove that the complexity of the procedure
Comp Rank′(G) is O(|E| + |N |). From Proposition 5.5 we have that step (1) of
Comp Rank′(G) can be performed in O(|Escc| + |N scc|). To execute step (2) of the
procedure in linear time observe that it is possible to decide whether n∈WF(G) using
a breadth-2rst visit of G(n). A node n is in WF(G) if and only if n is a leaf or
∀m(〈n; m〉 ∈E→m∈WF(G)).
Steps (3)–(7) are trivial. Step (8) can be implemented using a breath-2rst visit of
Gscc and a bit-sum over the ranks’ vectors.
The last rank optimization we sketch consists in determining the rank component
on-line starting from the following observation. Let X and Y be two strongly connected
components whose rank (according to De2nition 5.3) is the same and such that Y is
reachable from X in Gscc. For a given node a let us call label the block of C to which
a belongs. X and Y can contain bisimilar nodes only if the set of labels of nodes in
X is contained in the set of labels of nodes in Y .
On the ground of the above observation we could proceed by computing a rank ′′ for
nodes belonging to the same strongly connected components on-line during the main
loop of the algorithm.
We conclude noticing that it would be interesting to study the problem of the ex-
istence of a notion of rank (re2ning the ones given above) with respect to which the
computation of the maximal bisimulation can be performed at optimal cost.
Our intuition is that, for a given non-well-founded set a, such an optimal notion
should somehow encode the entire topology of the well-founded sets in the transitive
closure of a.
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7. Labeled graphs
In several applications (e.g., Concurrency, Databases, Veri2cation) edges and nodes
of the graphs to be tested for bisimilarity are labeled. Labels on edges can denote
actions associated to the eRect of moving from one state to another (e.g. in Concur-
rency) or they can contribute in de2ning diRerent relations (e.g. in Databases). Labels
on nodes typically identify a property that holds in that node.
The de2nition of bisimulation needs to be re2ned in order to take into consideration
labels on nodes and edges:
Denition 7.1. Let A and L be two 2nite sets of labels. Given a labeled graph G=
〈N; E; ‘〉, with E⊆N ×A×N and ‘ :N→L, a labeled bisimulation on G is a relation
b⊆N ×N such that: 1
• if u0 b u1, then ‘(u0)= ‘(u1);
• if u0 b u1, then for i=0; 1: if ui a→ vi ∈E, then there is an edge u1−i a→ v1−i ∈E and
v0 b v1.
We 2rst assume that only nodes are labeled (e.g., when a unique label is used for
all edges) and we discuss how to modify the algorithm in this case. We then consider
labeled edges and nodes and we show how to reduce also this problem to the unlabeled
one.
7.1. Labeled nodes
Let us consider the minimization problem on a graph G= 〈N; E; ‘〉 whose nodes
are labeled. The only change with respect to the algorithm for the pure (unlabeled)
case is in the initialization phase: the partition suggested by the rank function must
be re2ned so as to leave in the same block only nodes with the same label. Then the
previously presented algorithms can be employed without further changes. Thus, the
unique overhead is that of performing a partition re2nement guided by the set of node
labels. Assuming that the set of labels employed is known in advance, this task can
be done in time O(|N |).
The correctness of this procedure is justi2ed in the remaining part of the section.
We will use the notion of m-chain to remove node labels: for m∈N, let us call an
m-chain a graph of the form
v1 → v2 → · · · → vm
Node v1 denotes the set {· · · {∅
m−1︷ ︸︸ ︷
} · · ·}. We identify such a node with {∅}m−1. The
reader can easily check that:
Lemma 7.2. Let m; n∈N and m = n. Then {∅}m is not bisimilar to {∅}n.
1 We use u a→ v∈E for 〈u; a; v〉 ∈E.
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Fig. 7. A labeled graph, its wrong and correct unlabeling.
Given a graph with labeled nodes, the idea is to distinguish nodes with diRerent
labels by adding outgoing edges reaching diRerent nodes of the kind {∅}m. The next
example shows that chains must be chosen carefully.
Example 7.3. Consider the labeled graph G in Fig. 7(a). Using a 4-chain to replace
the label -, a 5-chain for label ., and a 3-chain for label /, we obtain the graph in
Fig. 7(b). Observe that the two highest nodes (one coming from a node labeled -, the
other from a node labeled .) are bisimilar.
The above problem can be easily solved as follows:
Denition 7.4. Let G= 〈N; E; ‘〉 be a graph with labeled nodes and assume, without
loss of generality, that ‘(N )= {1; : : : ; k}. G′ is the graph obtained from G by adding
an outgoing edge from each node u∈N according to the following rule:
(‘(u) = i)⇒ add the edge u→ {∅}(n+1)∗i
where n= |N |, and adding all the required chains.
Example 7.5. Applying the graph construction technique of De2nition 7.4 to the graph
G in Fig. 7(a), we obtain the graph G′ in Fig. 7(c). Observe that diRerently labeled
nodes produce non-bisimilar nodes.
Proposition 7.6. Let G be a graph with node labels and G′ be the graph obtained
from G using the technique of De:nition 7.4. Let ≡′ be the maximum bisimulation
on G′. Then, the restriction of ≡′ to the nodes of G is the maximum bisimulation
on G.
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Proof. It is immediate to prove that a bisimulation b on G can be extended to a
bisimulation b′ on G′.
In order to prove that the restriction to G of a bisimulation b′ on G′ is a bisimulation
on G we have to prove that
u b v→ ‘(u) = ‘(v):
Let us assume, by contradiction, that ubv, ‘(u)= i, and ‘(v)= j with i = j. By con-
struction, we know that there is a (n + 1) ∗ i-chain that is reached with an edge by
u, with n the number of nodes of G. Since we assumed that ubv, there must be a
(n + 1) ∗ i-chain reached by v. By assumption and construction, we know that there
is a chain of length (n+ 1) ∗ j starting from v, with i = j. Moreover, all other chains
starting from v have length r + 1 + (n + 1) ∗ s with r6n − 1. Hence, the length of
these chains is not a critical of (n+ 1), i.e. they cannot have length (n+ 1) ∗ i.
Thus, after preprocessing, we can run the algorithm for the pure case on this G′. The
construction ensures that classes at lowest ranks contain the nodes of newly introduced
chains. The eRect of the introduction of such nodes is to split the classes of the
original graph in the same way as if guided by labels. Of course, this reduction is
only of theoretical interest: if implemented exactly as described it would requires the
introduction of O(|N |2) new nodes. However, we could introduce only one copy of the
longest chain and subsume all the others. In this way, we introduce at most O(|N |)
new nodes.
7.2. General case
Assume now that in G= 〈N; E; ‘〉 nodes and edges are labeled. Assume also, without
loss of generality, that the labels of nodes and edges are picked from disjoint sets (i.e.,
A ∩ L= ∅—cf. De2nition 7.1). We suggest the following encoding:
Denition 7.7. Obtain a graph G′ from G applying the following rewriting rule until
it is no longer possible: for each pair of nodes u; v and for each label a such that there
is an edge u a→ v∈E (see also Fig. 8):
• remove the edge u a→ v;
• add a new node , labeled by a;
• add the two (unlabeled) new edges u→ ; → v.
We obtain a new graph G′= 〈N ′; E′; ‘〉, with labeled nodes that can be treated with
the technique described in Section 7.1.
Fig. 8. Removing edges labels.
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Proposition 7.8. Let G be a labeled graph and G′ be the graph obtained from G as
described in De:nition 7.7. Let ≡′ be the maximum bisimulation on G′. The restric-
tion ≡ of ≡′ to G is the maximum bisimulation on G.
Proof. We prove that each bisimulation b over G can be extended to a bisimulation b′
on G′ and, vice versa, each bisimulation b′ over G′ can be restricted to a bisimulation
b on G.
We denote by u;a;v the new node introduced to replace the labeled edge u
a→ v.
Given a bisimulation b on G let us de2ne its extension to G′ as
∀u;a;v; u′ ;a′ ;v′ ∈ (N ′ \ N )(u;a;v b′u′ ;a′ ;v′ ↔ (u b u′ ∧ v b v′ ∧ a = a′)):
It is immediate to prove that b′ is a bisimulation over G′.
Given a bisimulation b′ over G′, consider its restriction b over G′:
∀u; v ∈ N (u b v↔ u b′ v):
Again, it is immediate to prove that b is a bisimulation over G.
As a consequence, the restriction of the maximum bisimulation over G′ to G its the
maximum bisimulation over G.
Let us now estimate the potential increase in time and space complexity introduced
by the above rewriting method. We know that:
• |N ′|= |N |+ |E|,
• |E′|=2|E|.
As far as time is concerned, we know that the algorithm will run in time O(|N ′|+
|E′| log |N ′|)=O(|E| log |N |).
As far space the method introduces a new node for each original edge. This seems
to lead to a non-acceptable waste of space. Let us analyze in detail this problem. Since
we are not using symbolic representations (e.g., OBDDs), the more compact way to
represent a graph is by adjacency lists.
• We maintain an array of |N | pairs (node label, list). Each list’s cell stores:
◦ an edge label,
◦ the identi2er of the reached node, and
◦ the pointer to the ‘next’ cell of the list
Let us assume that each of the three pieces of data uses one word w. Globally, we
need space: 2|N |w + 3|E|w.
• Let us consider the adjacency list representation of G′. We have now a vector of
|N | + |E| pairs (label, list). However, the 2rst N lists are now simpler than those
used for G: a cell stores only the reached node and the pointer to the ‘next’ cell.
The remaining |E| lists are lists made by a unique cell (newly introduced nodes have
a unique outgoing edge reaching a node among the 2rst |N |). Hence the list 2eld
of the vector cell will need to store only one reference. Globally, we need space
2|N |w + 4|E|w.
To sum up, memory requirement increases by a factor less than 43 .
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8. Testing
We present here some tests performed on the implementation of our bisimulation
algorithm. First we motivate, from a theoretical point of view, the set of tests we have
chosen.
To the best of our knowledge there is no o@cial set of benchmarks for testing an
algorithm such as the one we propose. We decided to test our implementation in the
context of formal veri2cation using model checkers (such as SPIN) and considering
the transition graphs they generate from a given program. In [30] it is described how
to check that the implementation of a protocol conforms a formal speci2cation. To this
purpose the implementation is translated into interacting 2nite-state machines. Usually
the graphs of these machines are composed by a unique strongly connected component.
The theory presented in [30] 2nds application in the model checker SPIN [31]. We
have taken into consideration the transition systems generated by the examples in the
SPIN package. The alphabets which label the edges of the graphs of these transition
systems have usually a large number of characters. When we translate these graphs
into graphs without edge labels (see Section 7.2), we obtain graphs on which we can
perform the second optimization proposed in Section 6. Such an optimization allows
us to delete edges in the graphs, obtaining, in a signi2cant number of cases, graphs
on which our algorithm works in linear time. For example, in Fig. 9 we show the
graph we obtain for the process Cp0 of the Snooping Cache protocol. We obtain
similar results for all its procedures. From left to right, we show: the graph with edge
labels, its translation into a graph without edge labels, the graph obtained applying
our optimization, and 2nally, is bisimulation contraction. Observe that the graph in the
third column can be computed from the initial one in linear time and our algorithm
determines its bisimulation contraction in linear time.
In Fig. 10 we show the graphs of the process Node in the Leader protocol from the
SPIN package. This protocol implement the Dolev, Klawe, and Rodeh’ algorithm for
leader election in unidirectional ring [18]. The upper graph is obtained applying the
mapping described in Section 7 in order to eliminate the edge labels. The lower graph
is obtained by applying the second optimization described in Section 6. The latter is
an acyclic graph, hence our algorithm computes its bisimulation contraction in linear
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Fig. 9. Bisimulation contraction of Cp0 from Snoopy.
A. Dovier et al. / Theoretical Computer Science 311 (2004) 221–256 245
11 2
12 2
1413
15
16
10 17 22
24
1
2 23
2 26
15 7
11 2
18 2
19 20
21
25
8
9
11 2
12 2
1413
15
16
10 17 22
24
1
2 23
2 26
15 7
11 2
18 2
19 20
21
25
8
9
Fig. 10. Bisimulation contraction of Node from Leader.
time. These considerations about the topology of the graphs coming from the context
of veri2cation suggest us some further examples on which compare the performances
of our algorithm with those of Paige and Tarjan’ algorithm.
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Fig. 11. Test (1) (Hopcroft’s graphs).
The algorithm has been implemented in standard C and compiled using the C++
Builder 5 Compiler. As far as the optimizations presented in Section 6 are con-
cerned, we implemented only the optimization relative to the use of Paige –Tarjan
–Bonic, when it is possible (see Section 6.1). Tests have been executed on a PIII,
600 MHz PC, OS Windows NT. We compare the execution times of the Paige –
Tarjan procedure [40] with those of our algorithm. In order to make the compari-
son meaningful, the Paige –Tarjan procedure has been implemented in the same code
and the two algorithms employ the same data structures for graphs and partitions, as
well as the same auxiliary procedures (e.g., that performing blocks splitting).
In Figs. 11 and 12 we report the running times of the two algorithms over 6 families
of graphs. In the tables, Alg denotes the running time of our algorithm and PT denotes
the running time of the Paige and Tarjan’ procedure. Times are expressed in seconds.
We brieNy describe below these families of graphs.
(1) This is the graph used by Hopcroft in [33] as an example of automata on which
its algorithm runs in time proportional to |E| log |N | (Fig. 11).
(2) Inspired by the previous graphs, we have tested the algorithm over graphs of the
form reported on the top of Fig. 12. A and B are the node labels that split the
initial partition.
(3) This is the graph of a function, i.e. each node has one outgoing-edge, with an
initial partition of the nodes of the graph into three classes, A, B and C. Each
node in A∪B reaches a node in C and each node in B reaches a node in A or a
node in C. On this graph Paige and Tarjan’s algorithm runs in time proportional
to |E| log |N |. The errors in Paige –Tarjan for more than 240; 000 nodes are due
to the fact that in general Paige –Tarjan requires more memory, since it always
works on the global graph.
(4) Generalization of Test (3). This graph at each rank represents a function similar
to the one in Test (3). All the nodes at rank i are also connected to nodes at rank
i − 1, hence the global graph is not the graph of a function.
(5) Labeled function. This is the graph of a function with an initial partition of the
nodes chosen in such a way that there are few equivalence classes in the initial
partition, but all the nodes are not bisimilar. As for Test (3), Paige –Tarjan with
more than 240; 000 nodes does not run on the system we used.
(6) Rank graph. In this graph the subgraph at rank i is a complete graph. The nodes
at rank i are connected to the nodes at rank i− 1 in such a way that all the nodes
at rank i are bisimilar.
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Fig. 12. Computational tests.
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9. The symbolic rank-based algorithm
The proposed algorithm is implemented and tested on the explicit representation of
the graph. In this section we analyze how the same ideas can be exploited in a symbolic
setting, namely when the graph is symbolically represented using OBDDs [10]. We
focus on the pure (unlabeled) case.
Before de2ning the rank-based symbolic bisimulation algorithm we review some
basic notions on OBDDs and the computational complexity of symbolic procedures.
Any Boolean function f(x1; : : : ; xk) can be represented by a binary tree of height k,
whose leaves are labeled by 0 or 1. A path from the root to a leaf represents a Boolean
assignment b1 : : : bk for the variables x1; : : : ; xk . The labels of the leaves will be either
0 or 1 according to the Boolean value of f(b1; : : : ; bk). Such a tree is called Binary
Decision Tree (BDT) for the function f. This BDT can be processed bottom-up so
as to obtain an acyclic graph that stores the same information in a more compact way:
the OBDD for the function f (see [13]). OBDDs are canonical representations for
Boolean functions since two Boolean functions are equivalent if and only if they are
associated to the same OBDD [10].
The way OBDDs are usually employed in Model Checking to represent the states’
space N , sets of states S ⊆N , and the transition relation E, is based on the following
observations [13]:
• we can assume that N ⊆{0; 1}u, i.e. each node is encoded as a binary number (and
u= log |N | );
• a set S ⊆N is a set of binary strings of length u, speci2ed by its characteristic
(Boolean) function 1S : {0; 1}u→{0; 1}, where
1S(s1; : : : ; su) = 1⇔ 〈s1; : : : ; su〉 ∈ S;
• E⊆N ×N is a set of binary strings of length 2u and it can be described by its
characteristic function
1E(x1; : : : ; xu; y1; : : : ; yu) = 1⇔ 〈x1; : : : ; xu〉E〈y1; : : : ; yu〉:
Since 1S and 1E are Boolean functions, they can be represented using OBDDs. In
particular, in the OBDD representing E the 2rst u levels (variables) represent the
codes of the source nodes, while the second u levels represent the codes of the target
nodes. If B is an OBDD, then |B| denotes the number of its nodes.
Various packages have been developed to manipulate OBDDs: Somenzi’s CUDD
from Colorado University [46], Lind-Nielsen’s BuDDy, Biere’s ABCD, Janssen’s
OBDD package from Eindhoven University of Technology, Carnegie Mellon’s OBDD
package, the CAL package from Berkeley [44], K. Milvang-Jensen’s parallel pack-
age BDDNOW, Yang’s PBF package. All these packages are endowed with a number
of built-in operations which allow to manipulate and combine OBDDs. Here we are
interested in some of these operations: the equality test, the Boolean operations ∪;∩; \,
and in the img (image) and preimg (pre-image) operations.
Equality test can be considered a constant time operation. This is reasonable because
if f and g are represented by two OBDDs in a unique table, then the functions are
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equal if and only if f and g are two pointers to the same memory location in the
table.
Let us assume that B1 and B2 are the OBBDs representing the Boolean functions
f1(x1; : : : ; xk) and f2(x1; : : : ; xk), respectively. Then B1 ∪B2 is an OBDD that represents
the function f1(x1; : : : ; xk)∨f2(x1; : : : ; xk) and can be computed by dynamic program-
ming in time O(|B1‖B2|), (similarly for ∩ and \).
The graph operations img(A;G) and preimg(A;G) allow to 2nd the nodes that
can be reached in one step forward (resp. backward) from a set of nodes A. They
are implemented using relational products and have a worst-case complexity which is
exponential with respect to |A| and |G|. In practical cases the cost of the operations
img and preimg even though acceptable is the crucial one. Thus, in the area of the
symbolic algorithms [45], the operations img and preimg are referred as symbolic
steps and the time complexities of symbolic algorithms are usually expressed as the
number of symbolic steps that are performed.
9.1. The symbolic rank-based bisimulation algorithm
In order to de2ne a symbolic version of the algorithm proposed in the previous
sections we mainly need to e!ciently compute the rank-partition of the graph. All
other operations can be considered standard in symbolic terms:
• collapse(G; X ) (steps (5) and (7b)) means that all the nodes in X are bisimilar.
They are already in the same set symbolically represented: no further operation is
needed.
• The operations in the for-loops at steps (6) and (7c) are standard splitting operations,
i.e. they replace C with C ∩ preimg(X ) and C\preimg(X ).
• The extraction of the subgraph Gi =E Bi at step (7a) corresponds to the Boolean
operation
E( [x; [y) ∧ (Bi( [x) ∧ Bi( [y))
where E( [x; [y) is the OBDD for the set of edges, while Bi(·) is the OBDD for the
set of nodes of rank i. If [c is the Boolean code of a node n, Bi( [c) is true if and
only if n has rank i.
• The operation Bisim(Gi; Di) at step (7a) can be performed by using a symbolic
bisimulation algorithm and it will be brieNy discussed in Section 9.2.
Therefore, in this section we focus only on the rank computation.
In the explicit case Tarjan’s algorithm [47] identi2es, in O(|N |+ |E|) steps, all the
strongly connected components of G. Once the graph G scc has been computed, it is
possible to assign to each node of G its rank, accordingly to De2nition 5.3, through
a visit of G. Such a two-step procedure is applicable also symbolically, however,
the algorithm in [47] cannot be used as a subroutine: the e!cient computation of G scc
in [47] relies on the labelling of each node of the input graph. In other words [47] is an
explicit algorithm that cannot be translated symbolically. The most e!cient symbolic
algorithms to determine G scc are those described in [6], that requires O(|N | log |N |)
symbolic steps, and the algorithm recently presented in [26] which is linear and would
therefore solve the problem.
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Here, as an alternative, we show how the explicit construction of the SCC can be
avoided. We start revisiting the De2nition 5.3 to give a diRerent characterization of the
notion of rank. Such a reformulation leads us to the de2nition of a procedure performing
the rank-layering of a graph in O(|N |) symbolic steps, avoiding the computation of
G scc.
Denition 9.1. Let G= 〈N; E〉. For each node n∈N let rank(n) be de2ned as follows:
rank(n) = 0 if n is a leaf of G
rank(n) = max({1 + rank(m) : 〈n; m〉 ∈ E}) if n ∈ WF(G) is not a leaf
rank(n) = max({−∞} ∪ {1 + rank(m) :
m ∈ WF(G) ∧ path(n; m)}) if n =∈ WF(G)
where path(n; m) is true iR there is a path connecting n to m in G.
The following lemma states the equivalence between the above de2nition and
De2nition 5.3.
Lemma 9.2. Let G= 〈N; E〉. For each node n∈N it holds:
rank(n) = rank(n):
Proof. Consider G scc = 〈N scc; E scc〉. We start by observing that if m; n∈N belong to
the same strongly connected component, then by De2nition 5.3 it holds that rank(m)=
rank(n). Since two nodes in the same strongly connected component reach exactly the
same nodes, it also holds, by De2nition 9.1, that rank(m)= rank(n). After the above
considerations we can proceed in the proof by induction on the height of G scc.
For the base case, let n∈N be such that c(n) is a leaf in G scc. Then, either n is a
leaf of G or there is no path from n to any node in WF(G). Hence, by De2nition 5.3,
either rank(n)= rank(n)= 0, or rank(n)= rank(n)=−∞.
For the inductive step, let n∈N be such that c(n) has height h+1 in G scc. If
n∈WF(G) then 〈n; m〉 ∈E iR 〈c(n); c(m)〉 ∈E scc. Moreover, if 〈c(n); c(m)〉 is an edge
of G scc, then m is a well-founded node. Hence, exploiting the inductive hypothesis
together with De2nition 5.3 and De2nition 9.1 it holds that:
max({1 + rank(m) : 〈n; m〉 ∈ E}) = max({1 + rank(m) : 〈c(n); c(m)〉 ∈ Escc})
and rank(n)= rank(n).
If n =∈WF(G), consider the set S = {m | 〈c(n); c(m)〉 ∈E scc}. Since a well-founded
node is reachable from n iR it is reachable from some m∈ S, it holds that rank(n) is:
max({rank(m): m ∈ S ∩WF(G)} ∪ {rank(m): m ∈ S\WF(G)}) ∪ {−∞}:
The inductive hypothesis and the de2nition of rank allow to easily get the thesis.
Hence, the rank of a well-founded node is the maximum length of a path starting
from it, while the rank of a non-well-founded node is 1 plus the maximum length of
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a path starting from one of its well-founded descendants (or −∞ if such a path does
not exist). The symbolic rank-layering algorithm (Algorithm 5) proceed as follows: it
identi2es the well-founded nodes, starting from rank 0 up to rank p; then, it uses the
well-founded nodes to compute the ranks of the non-well-founded ones. In particular,
2rst it uses the well-founded nodes at rank p to determine the non-well-founded nodes
at rank p+1, then it uses the well-founded rank p−1 to determine the non-well-founded
rank p, and so on. The linear complexity of the procedure follows from the fact that
each pre-image computation discovers at least one new node of the graph. Hence, the
number of symbolic steps is linear in the number of nodes of the graph. Theorems 9.3
and 9.4 state the correctness and the complexity of the proposed algorithm.
Algorithm 5 (Symbolic Rank(G= 〈N; E〉)).
(1) i := 0;
(2) SET :=N ; — SET is the set of not-ranked nodes
(3) PRESET := preimg(SET ); — PRESET= preimage of not-ranked nodes
(4) while SET =PRESET do
(a) Bi := SET\PRESET ;— Bi =well-founded nodes of rank i
(b) SET :=PRESET ;— remove well-founded nodes of rank i from SET
(c) PRESET :=preimg(SET );— update PRESET
(d) i := i + 1;
— SET now contains only not well-founded nodes
(5) for j= i down to 1 do
FRONT :=Bj−1;— put in FRONT well-founded nodes of rank j − 1
while preimg(FRONT )∩ SET = ∅ do
(a) FRONT := preimg(FRONT )∩ SET ;— discover new nodes
(b) SET := SET \ FRONT ;— remove from SET new nodes
(c) Bj :=Bj ∪FRONT ;— assign rank j to discovered nodes
(6) if SET = ∅ then B−∞ := SET ;— rank −∞ to nodes still in SET
(7) return {B−∞; B0; : : : ; B};
Theorem 9.3. Let G= 〈N; E〉 be a graph. The Symbolic Rank algorithm always
terminates and the classes of the partition over N induced by the rank are
{B−∞; B0; : : : ; B}.
Proof. Let us consider the set of nodes SET , that is initialized in step (2) to N . Then,
whenever it is modi2ed, some nodes are removed from it and no node is added. In
particular, each iteration of the 2rst while-loop assigns to SET its pre-image. Such a
pre-image is always a subset of SET . Each iteration of the second while-loop removes
from SET the subset SET ∩FRONT which is not empty (condition of the loop). The
above considerations ensure the termination of the two while-loop as well as of the
Symbolic Rank algorithm. Moreover, as soon as a subset has been removed from
SET it is inserted in one of the Bi (steps (4(a)) and (5(c))), while B−∞ (step (6))
collects whatever remain in SET . Thus {B−∞; B0; : : : ; B} is a partition of N . We
will now prove that each n∈WF(G) is put in the right rank-set (Brank(n)), during the
rank(n) + 1th iteration of the 2rst while-loop. Let us proceed by induction on the
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rank of n∈WF(G). The 2rst iteration of the loop in step (4) puts in B0 all nodes in
N \preimg(N ) and it is entered only if such a set is not empty. Thus, if there are non-
well-founded nodes (N \ preimg(N )), the 2rst while-loop is not executed. Otherwise,
all the leaves of the graph are put in B0 during its 2rst iteration. For the inductive
step, note that steps (4(b)) and (4(c)) ensure that, as soon as a vertex is assigned to a
rank, it is removed from SET . Hence, at the beginning of the (j+1)th iteration of the
2rst loop with j + 16 max{rank(n) + 1|n∈WF(G)}, SET is N deprived of all well-
founded nodes having height less then j. If SET is equal to its preimage (PRESET )
we have that SET =N \ WF(G) and the loop is not entered. Otherwise Bj contains
all well-founded nodes having height j. Now, consider the for-loop (step (5)) and let
/=max{rank(n)|n ∈ WF(G)}. We have just proved that, upon entering such loop, SET
contains all non-well-founded nodes of N . The 2rst for-loop iteration is executed only
if i¿1 (i.e. only if some well-founded rank has been generated) and inserts in B/+1
all nodes having some descendent in B/. Moreover, step (5(b)) removes from SET all
nodes just assigned to a rank. Thus, an inductive argument can again be used to prove
that the jth iteration, with j∈{1; : : : ; /+1}, puts in B/+2−j, all non-well-founded nodes
whose maximal-height well-founded descendent has rank /+ 1− j. Hence, when step
(6) is executed, SET contains all nodes having no well-founded descendent which are
put in B−∞. We can conclude that {B−∞; B1; : : : ; Bi} are the classes of the partition
of N induced by the rank.
Theorem 9.4. Let G= 〈N; E〉 be a graph. The Symbolic Rank algorithm performs
O(|N |) symbolic steps to produce the partition {B−∞; B0; : : : ; B} of N.
Proof. Let / be the maximum rank of a well-founded node and M =N\WF(G). We
will prove that Algorithm 5 performs at most O(/ + |M |) symbolic steps. Trivially
/6|WF(G)|, hence O(/+|M |)=O(|N |). The jth iteration of the 2rst while-loop discov-
ers exactly those well-founded nodes having rank j− 1 performing only one symbolic
step (step (4(c))). Hence, to execute steps (1)–(4) we perform at most / symbolic
steps. As stated by Theorem 9.3, before entering the for-loop SET is N \WF(G)=M .
During each iteration of the innermost while-loop at least one node is removed from
SET (step (5(b))), since FRONT ∩ SET = ∅ because of the while-guard. Moreover,
SET is never augmented during the computation. Since during each iteration of the
innermost while-loop only one pre-image operation is executed the global cost of steps
(5)–(7) is O(|M |) symbolic steps.
Note that also the number of set-diRerences, intersections and unions involved in the
procedure is O(|N |).
9.2. Local bisimulation splitting
As we said in Section 2, in [22] Fisler and Vardi analyzed the symbolic cost of three
symbolic bisimulation algorithms. In particular, they prove that for the symbolic version
of the Paige and Tarjan algorithm the overall complexity depends on -(2M+D+I+Q),
where - is the number of iterations necessary to reach the 2x-point, M is the cost of
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an image or preimage operation and D, I , and Q are the costs of one operation of
diRerence, intersection, and equality test, respectively.
A symbolic version of the Paige and Tarjan’ algorithm can be used in step (7(a)) of
our symbolic algorithm. The diRerences between using directly the symbolic version
of the Paige and Tarjan’ algorithm and using it inside our routine, correspond to the
diRerences that arise in the explicit case. First, we start with an initial partition, the
rank-partition, which is 2ner than the one used in Paige and Tarjan’ algorithm, hence,
in general, our computation requires less iterations to converge to a 2x-point. Moreover,
during the ith iteration we work on the OBDDs representing the graph Gi, instead of
working on the OBDD representing the graph G. This implies that we perform pre-
image computations on smaller sets of nodes. Finally, we use the edges which connect
nodes at diRerent ranks only once, while this is not necessarily the case in Paige and
Tarjan’ algorithm.
The notion of rank provides a partition 2ner than the trivial partition {N}, which
can be used in any algorithm which computes the maximum bisimulation relation ≡
using a negative strategy. Bouali and de Simone’ algorithm [Bds92] starts with the
total relation R0 = {〈n; m〉 : n; m∈R}, where R is the subset of N of reachable nodes
and during the ith iteration it re2nes Ri−1 in order to determine the relation Ri as
follows:
Ri−1 \ {〈n; m〉; 〈m; n〉 :∃ n1(〈n; n1〉 ∈ E ∧ ∀m1(〈m;m1〉 ∈ E → 〈n1; m1〉 =∈ Ri−1))}:
It terminates when it reaches a 2x-point which, in particular, coincides with the
maximum bisimulation relation. The correctness of Bouali and de Simone’ algorithm
remains valid whenever the starting relation R0 contains the maximum bisimulation
relation ≡, i.e. ≡ ⊆R0. The more relation R0 approximates the relation ≡, the less
is the number of iterations necessary to compute ≡. Hence, once the rank has been
symbolically computed we can exploit it to speed up Bouali and de Simone’ algorithm
by starting with
R0 = {〈n; m〉 : rank(n) = rank(m)}:
The Ordered Binary Decision Diagram for R0 can be built from the OBDDs for
B−∞; B0; : : : ; B, since the characteristic function of R0 is
(B−∞( [x) ∧ B−∞( [y)) ∨
∨
i=0
Bi( [x) ∧ Bi( [y):
10. Conclusion and further developments
We proposed algorithms to determine the minimum, bisimulation equivalent, repre-
sentation of a directed graph or, equivalently, to test bisimilarity between two directed
graphs. The algorithms are built making use of algorithmic solution to the relational
and single-function coarsest partition problems as subroutines. In the acyclic case the
performance of the presented algorithm is linear while, in the cyclic case turns out
to be linear when a condition (absence of critical nodes) is satis2ed. In general the
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performance is no worse than that of the best-known solution for the relational coarsest
partition problem.
Fisler and Vardi [22] compare three minimization algorithms (cf. Section 2). An im-
portant conclusion of that paper is that the Paige and Tarjan’ algorithm runs faster than
algorithms developed speci2cally for veri2cation purposes. This suggests that “mini-
mization algorithms tailored to veri2cation settings should pay attention to choosing
splitters carefully”. The algorithm we have presented here is again not speci2cally tai-
lored to veri2cation, and its main diRerence with respect to Paige and Tarjan’s is that
it performs better choices of the splitters and of the initial partition thanks to the use
of the notion of rank. In some cases we obtain linear time performances, moreover the
initial partition we use allows to process the input without storing the entire structure
in memory at the same time. This allows (potentially) to deal with larger graphs than
those treatable using a Paige and Tarjan-like approach.
Many other lines of research could be pursued using the same circle of ideas. For
example, it would be stimulating to extend and further study the connection and anal-
ogy with algorithms and problems considered by the scienti2c community studying
formalism to denote concurrent processes. Moreover, it would be interesting to see if
the algorithm studied for the case of hyperset could be adapted to study the case of
hyper-multisets. In general, it would be interesting to study the adaptation of our work
to the case in which the underlying theory of non-well-founded sets assumes axioms
diRerent from AFA [1].
Recently, connections between databases designed to easily access the web and
hypersets has been pointed out in [36]. For such applications, bisimulation-matching
is the engine of the operational semantics of graphical query languages for web-like
databases [17].
Further studies relative to the applicability of the ideas presented here to the problem
of determining simulations have also been presented (see [11,25,28]).
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