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is its interaction with the diurnal cycle over the Maritime 
Continent. This interaction is present in HiGEM but is 
unrealistically weak.
Keywords HiGEM · MJO · Maritime Continent · Diurnal 
cycle  · Diagnostics
1 Introduction
The Madden–Julian Oscillation (MJO; Madden and Julian 
1971, 1972, 1994; Zhang 2005) is the greatest source of 
variability on intra-seasonal time scales throughout the 
tropics. It consists of alternate large-scale envelopes of 
active and suppressed convection propagating slowly 
(∼5 m s−1) eastwards from the Indian Ocean to the Pacific 
Ocean, and an associated planetary-scale circulation. 
Although referred to as an oscillation, the MJO is in fact 
episodic, with MJO “events” being initiated at any loca-
tion within its propagation region (Matthews 2008). The 
eastward propagation arises from a complex interaction 
between dynamical and convective processes (e.g., Mat-
thews 2000; Seo and Kim 2003; Hsu and Lee 2005). One 
interpretation of the MJO is that it consists of a Matsuno–
Gill-style reponse (Matsuno 1966; Gill 1980) to a moving 
heat source (e.g., Chao 1987). An eastward-propagating 
equatorial Kelvin wave and a westward-propagating equa-
torial Rossby wave are forced by equatorial diabatic heat-
ing. The circulation anomalies of these waves together act 
to enhance convection to the east of the active MJO enve-
lope and shut off convection to the west, thus shifting the 
convective region slowly eastward (Matthews 2000).
Recent research has shown that over the Maritime Con-
tinent (the equatorial archipelago at 95◦–160◦E, consist-
ing of Indonesia, Philippines and Papua New Guinea) the 
Abstract The Madden–Julian Oscillation (MJO) is the 
chief source of tropical intra-seasonal variability, but is 
simulated poorly by most state-of-the-art GCMs. Common 
errors include a lack of eastward propagation at the correct 
frequency and zonal extent, and too small a ratio of east-
ward- to westward-propagating variability. Here it is shown 
that HiGEM, a high-resolution GCM, simulates a very 
realistic MJO with approximately the correct spatial and 
temporal scale. Many MJO studies in GCMs are limited 
to diagnostics which average over a latitude band around 
the equator, allowing an analysis of the MJO’s structure 
in time and longitude only. In this study a wider range of 
diagnostics is applied. It is argued that such an approach is 
necessary for a comprehensive analysis of a model’s MJO. 
The standard analysis of Wheeler and Hendon (Mon Wea 
Rev 132(8):1917–1932, 2004; WH04) is applied to produce 
composites, which show a realistic spatial structure in the 
MJO envelopes but for the timing of the peak precipitation 
in the inter-tropical convergence zone, which bifurcates 
the MJO signal. Further diagnostics are developed to ana-
lyse the MJO’s episodic nature and the “MJO inertia” (the 
tendency to remain in the same WH04 phase from one day 
to the next). HiGEM favours phases 2, 3, 6 and 7; has too 
much MJO inertia; and dies out too frequently in phase 3. 
Recent research has shown that a key feature of the MJO 
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precipitation anomalies associated with the MJO over land 
are very different from the surrounding large-scale enve-
lope (Peatman et al. 2014). For example, when the MJO is 
suppressed over the Maritime Continent region as a whole 
there is a wet anomaly over the island of New Guinea, so a 
gap appears in the large-scale MJO envelope. This behav-
iour was attributed to an interaction with the strong diurnal 
cycle of precipitation over the Maritime Continent islands 
(e.g., Qian 2008; Teo et al. 2011; Biasutti et al. 2012). This 
diurnal cycle is due to the relative thermal inertias of the 
land and ocean. As the land warms faster than the ocean 
during the day, onshore breezes converge and force moist 
air upwards, causing strong convective rainfall which peaks 
in the afternoon and evening, dying out overnight. The cor-
responding diurnal peak over the ocean occurs in the early 
morning and is significantly weaker than that over land (see 
Peatman et al. 2014, Figs. 2,  3).
Peatman et al. (2014) showed that the diurnal cycle is 
triggered most strongly just to the east of an advancing 
active MJO envelope. Thus, the greatest enhancement of 
the diurnal cycle occurs about one-eighth of an MJO cycle 
before the most active MJO conditions arrive. Since the vast 
majority (81 %) of the MJO variability in daily mean pre-
cipitation over the Maritime Continent islands is accounted 
for by changes in the diurnal cycle, Peatman et al. (2014) 
concluded that the gaps in the large-scale envelopes are 
caused by the strong diurnal signal rectifying onto the daily 
mean, thus determining the spatial structure of the MJO. 
They showed also that the common assumption that outgo-
ing longwave radiation (OLR) is a good proxy for rainfall 
breaks down over the islands, with precipitation tending to 
peak ahead of the OLR signal in the MJO cycle.
These phenomena were explained by Peatman et al. 
(2014) in terms of atmosphere–land interactions. How-
ever, atmosphere–ocean interactions, which are known 
to be important in the propagation of the MJO in general 
(e.g., Woolnough et al. 2007), are still likely to be impor-
tant in the Maritime Continent since significant sea surface 
temperature (SST) anomalies associated with the MJO 
can exist there (e.g., Hendon and Glick 1997). Indeed, the 
tropical ocean diurnal cycle is known to interact with the 
MJO, with the diurnal cycle of SST affecting the initiation 
and intensity of MJO events (Seo et al. 2014), and the MJO 
modulating the effect of the diurnal cycle of insolation 
on the ocean mixed layer (Li et al. 2013; Matthews et al. 
2014). In particular, the diurnal cycle of SST is likely to 
affect the offshore convection which occurs strongly in the 
Maritime Continent region.
The interaction between the MJO and the Maritime 
Continent diurnal cycle has clear implications for forecast-
ing and for modelling in general. A failure to simulate this 
interaction is likely to lead to the strongest MJO convection 
simply peaking in phase with the large-scale conditions, 
changing the radiation budget considerably. It has been 
shown (e.g., Neale and Slingo 2003) that errors in the sim-
ulation of Maritime Continent convection can cause errors 
to propagate globally in models. Therefore, the behaviour 
of the MJO over the Maritime Continent should be treated 
as a matter of great importance by climate modellers, and a 
thorough review of a model’s ability to simulate the MJO 
should consider this behaviour. However, the MJO itself is 
generally simulated poorly by general circulation models 
(GCMs). According to Zhang (2005), common problems 
include a lack of eastward-propagating intra-seasonal vari-
ability altogether, convection failing to couple correctly to 
the dynamics, and convection being incorrectly distributed 
in space. Only around one-third of the Coupled Model 
Intercomparison Project Phase 5 (CMIP5; Taylor et al. 
2012) models studied by Hung et al. (2013) exhibit a peak 
in the OLR power spectrum in the MJO region of wave-
number-frequency space, many have an overreddened spec-
trum due to equatorial precipitation being too persistent, 
and only one model has realistic eastward propagation. 
Hung et al. (2013) did not use the High-resolution Global 
Environmental Model (HiGEM), used in this study (see 
Sect. 2.1), but they did analyse two versions of the Hadley 
Centre Global Environmental Model (HadGEM), on which 
HiGEM is based. Neither had a peak in the MJO region 
of wavenumber-frequency space; the ratio of eastward- to 
westward-propagating variability was ∼1.5 in the Indian 
Ocean and just under 1 in the west Pacific (the respective 
values in observations were ∼3.5 and ∼2.5).
There are a few diagnostics which are frequently used 
in the literature to determine the skill of climate models at 
simulating the MJO. For example, wavenumber-frequency 
spectra of OLR (Wheeler and Kiladis 1999) provide a clear 
first indication of whether MJO-like variability exists (i.e., 
Does a model have eastward-propagating convectively-
coupled variability on intra-seasonal time scales at a real-
istic zonal wavenumber?). Such diagrams were used by 
Lin et al. (2006) and Hung et al. (2013) to compare the 
MJO in CMIP3 and CMIP5 models resepectively, and by 
Zhang (2005) to provide an overview of GCMs’ MJO skill. 
The Climate and Ocean—Variability, Predictability and 
Change (CLIVAR) MJO Working Group (MJOWG) has 
attempted to standardize MJO model analysis by decid-
ing upon a limited set of diagnostics, designed to provide a 
consistent, coherent way of analysing and comparing mod-
els. MJOWG diagnostics include maps of intra-seasonal 
variance, time spectra and wavenumber-frequency spec-
tra, mono- and multi-variate empirical orthogonal func-
tions (EOFs), MJO composites and inter-annual variabil-
ity. Crueger et al. (2013) went further and combined just 
two quantities—the ratio of eastward to westward spectral 
power and the fraction of variance explained by the leading 
two EOFs of OLR—into a single metric, the “MJO score”.
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A shortcoming of many of the diagnostics commonly 
used is that they do not consider the full structure of the 
MJO. For example, finding a realistic amount of spectral 
power in the eastward part of the power spectrum around 
MJO frequencies and zonal wavenumbers does not mean 
that the convective envelopes have the correct shape or 
internal structure. The results of Peatman et al. (2014) sug-
gest that, given the effect of the MJO on Maritime Conti-
nent land-based convection, and the effect of the Maritime 
Continent convection on the MJO itself, a full analysis of a 
model’s ability to simulate the MJO must also take account 
of these more detailed features. This paper is an example 
of a more in-depth study into the MJO in a high-resolution 
model, which is able not only to assess the model’s skill but 
also to give an indication of the possible knock-on effects 
of model biases and the reasons for their occurrence.
Section 2 of this paper gives an overview of the HiGEM 
model, the observational data used in the study and the 
types of diagnostics which will be employed. First, the 
MJO’s basic structure will be examined (Sect. 3) then new 
diagnostics will be introduced to examine the MJO’s epi-
sodic and sporadic nature (Sect. 4) and finally the scale 
interaction with the diurnal cycle will be investigated 
(Sect. 5). A summary of results and discussion are found 
in Sect. 6.
2  Methodology
2.1  HiGEM Model
The model used in this study is version 1.2 of the High-
resolution Global Environmental Model (HiGEM; Shaf-
frey et al. 2009), based on version 1 of the UK Met Office 
Hadley Centre model (HadGEM1; Martin et al. 2006; 
Ringer et al. 2006). HiGEM has increased horizontal reso-
lution (5/6◦ latitude by 5/4◦ longitude and 38 levels up to 
39 km for the atmosphere, 1/3◦ latitude by 1/3◦ longitude 
and 40 levels down to 5.5 km for the ocean) and alterations 
to, amongst other things, the moisture diffusion scheme, 
surface flux calculations, snow-free sea ice albedo, and 
the treatment of run-off on frozen soil. The Third Hadley 
Centre Coupled Ocean–Atmosphere General Circulation 
Model (HadCM3, forerunner to HadGEM1) used a mass 
flux convection scheme based on Gregory and Rowntree 
(1990); the HadGEM1 scheme (also used by HiGEM) is a 
revised version of that used in HadCM3 with new param-
eterizations, new thermodynamic closures, and the diagno-
sis of deep and shallow convection as detailed in Table 1 
of Martin et al. (2006). Integrations of HiGEM show many 
improvements compared with HadGEM1, including the 
sea surface temperature and representation of air–sea cou-
pled processes in the tropical Pacific Ocean. Although the 
horizontal resolution is high by the standards of climate 
models, it is still very coarse compared with the scale of 
coastal features of the Maritime Continent islands, their 
mountain peaks and the straits between the islands. There-
fore, the Maritime Continent land-sea and mountain-valley 
breeze circulations, which are key to the simulation of the 
diurnal cycle of precipitation, are a priori unlikely to be 
simulated realistically.
The integration used for this study was a contribution 
to the decadal prediction part of CMIP5. The run extends 
from 1957 to 2016, initialized from a control experiment. 
Historical greenhouse gas and aerosol forcings were used 
up to the model year 2005, and representative concentra-
tion pathway 4.5 (RCP4.5; Moss et al. 2010) thereafter. 
Output will be used from model year 2000 onwards since 
this coincides with the Tropical Rainfall Measuring Mis-
sion (TRMM) era; TRMM data are used to diagnose the 
real-life diurnal cycle of precipitation and its relationship 
with the MJO (see Sect. 2.2 below).
2.2  Data
The TRMM 3B42 data set (Simpson et al. 1996; Huff-
man et al. 2007) provides estimates of precipitation rate at 
three-hourly intervals on a 0.25◦ × 0.25◦ grid. Data derived 
from microwave sensors are used wherever possible, with 
missing regions filled in using infra-red data from geosta-
tionary satellites. However, precipitation estimates derived 
from infra-red radiances have an inherent time lag of about 
three hours (Kikuchi and Wang 2008), and we shall be 
comparing precipitation data with OLR, so only the data 
from microwave instruments will be used in this study. The 
microwave-only, “high-quality” part of 3B42 is denoted 
3B42HQ.
The Wheeler and Hendon (2004; hereafter,WH04) 
MJO indices are based on EOF analysis of a combined 
field of OLR, and zonal wind at 850 hPa (u850) and 
200 hPa (u200). The principal components of the leading 
two EOFs are known as the Real-time Multivariate MJO 
series, RMM1 and RMM2, and the eight phases of the 
MJO are eight octants of the RMM1–RMM2 plane. The 
EOFs computed by WH04 are used in this study, and the 
RMM1 and RMM2 time series found by WH04 are used 
for diagnosing the MJO in observations. All analysis of 
the MJO will be for boreal winters (November to April) 
only, since this is when the MJO tends to be strongest. 
The date range used for 3B42HQ in this paper starts in 
November 1998 and ends in April 2013, and for HiGEM 
starts in November 2000 and ends in April 2015; thus, 
15 boreal winters are used. Days with RMM amplitude √
(RMM1)2 + (RMM2)2 less than 1 are considered to 
have a weak MJO, and are excluded from composites and 
other analysis.
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2.3  Diagnostics
Several aspects of the modelled MJO will be investigated 
in Sects. 3, 4 and 5. The initial approach will be to seek evi-
dence of convectively-coupled, eastward-propagating intra-
seasonal variability by finding the wavenumber-frequency 
spectrum of OLR, using the approach of Wheeler and 
Kiladis (1999). Once it is established there is a strong peak 
in the MJO region of the spectrum, we consider the spatial 
structure of this variability using EOF analysis and com-
posites of daily mean precipitation, to confirm whether the 
shape of the anomalies in the intra-seasonal cycle resemble 
the observed MJO.
Phases of the MJO will be defined in the model using 
the approach of WH04, but dividing up the days of the 
model output depending on how they project onto the 
EOFs does not necessarily imply that those phases tend to 
occur in succession or that they persist for the right amount 
of time. Therefore, the time series of MJO phases will be 
analysed. New diagnostics will be presented which deter-
mine the frequency of occurrence of each phase, the mean 
RMM amplitude in each phase, and the amount of time the 
model tends to spend in each phase before the MJO either 
progresses to the next phase or decays. Furthermore, a cli-
matology will be produced of all instances of propagation 
from one phase of the MJO to the next. These diagnostics 
will all be produced for both the observed MJO and that 
in HiGEM, and will be used to pinpoint precisely where 
biases exist and what physical processes require further 
attention in the model’s development.
As described in Sect. 1, the results of Peatman et al. 
(2014) indicate that the interaction between the MJO 
and the diurnal cycle over the Maritime Continent is a 
key aspect of the MJO itself and is a significant factor in 
determining the precipitation over the Maritime Continent 
islands. Therefore, we wish this interaction to be repro-
duced faithfully by GCMs. Here, we use the same quan-
tities plotted for observations by Peatman et al. (2014) in 
the discovery of this interaction. By comparision between 
observations and the model we investigate whether such an 
interaction exists in HiGEM, its strength and what aspects 
of the physics are incorrectly simulated.
3  Existence of MJO variability
Figure 1 shows the zonal wavenumber-frequency power 
spectrum of the equatorially symmetric part of the OLR 
field in HiGEM, relative to a background spectrum 
(Wheeler and Kiladis 1999). The spectrum shown is the 
mean over 96-day segments (overlapping by 60 days), 
summed over the latitude range 15◦S–15◦N. There is a clear 
signal in the region representing the MJO, with frequency 
of less than about 1/30 cycles per day (cpd) and small zonal 
wavenumber propagating eastwards. However, this peak 
in spectral power is slightly less pronounced and slightly 
more spread in the zonal wavenumber direction than that 
found from the National-Center for Environmental Predic-
tion-Department of the Environment (NCEP-DOE) Rea-
nalysis 2 (Kanamitsu et al. 2002; not shown here). In the 
reanalysis the peak ranges from about zonal wavenumber 0 
to 2, and is greatest at 1; in the model the peak ranges from 
close to 0 to about 5, and is greatest at 2. Hence, the zonal 
structure tends to vary too much in the model, and on aver-
age the wavenumber tends to be too high. The frequency 
range covered by the MJO spectral peak is very nearly 
the same as in the reanalysis, but does extend slightly into 
higher frequencies (up to around 1/25 cpd in the model as 
opposed to 1/30 cpd in the reanalysis).
In Sect. 1 the MJO was described as consisting of con-
vectively-coupled equatorial Kelvin and Rossby waves. 
Both such waves are present in the OLR power spectrum 
(relative maxima along the relevant dispersion curves in 
Fig. 1), which is consistent with the fact that MJO-like var-
iability appears in the model.
The WH04 MJO indices are based on the leading two 
EOFs of the combined field of OLR, u850 and u200. As 
well as being used to define the phases of the MJO, in a 
model the structure of the EOFs themselves also gives an 
indication of how realistic the MJO is. Following WH04, 
the mean and first three harmonics of the annual cycle 
Fig. 1  Spectral power of the equatorially-symmetric part of the OLR 
field in HiGEM, summed over the range 15◦S–15◦N, divided by the 
background spectrum (not shown). Hypothetical dispersion curves for 
families of equatorial waves are superimposed (ER equatorial Rossby, 
IG inertio-gravity, n mode number, h equivalent depth; see Kiladis 
et al. 2009). This is the equivalent of Fig. 3b in Wheeler and Kiladis 
(1999). See main text for more details
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were removed from each grid point for the three fields 
individually, and the mean of the previous 120 days was 
then subtracted at each time to remove further unwanted 
variability. The fields were averaged over the range 
15◦S–15◦N, non-dimensionalized by normalizing by the 
standard deviation of each, then concatenated along the 
longitude axis.
The leading two EOFs of this combined field describe 
13.4 and 10.3 % of the total variance each, which is sig-
nificantly larger than the proportion described by the third 
(6.2 %). These EOFs are plotted in Fig. 2d, c respectively. 
Fig. 2a, b show the first two EOFs, in order, found by 
WH04 from reanalysis data. WH04’s EOF1 and HiGEM’s 
EOF2 exhibit very similar spatial structures, as do WH04’s 
EOF2 and HiGEM’s EOF1. The WH04 EOFs account for 
12.8 and 12.2 % of the total variance. From North et al. 
(1982), the error in an eigenvalue  is
where N is the number of independent realizations of the 
MJO. WH04 used 8401 days of data so, taking a typical 
MJO period of about 48 days and a decorrelation time-
scale of one-quarter of a cycle, we let N = 700. Hence, 
measured in percent of the total variance, 
Therefore, the uncertainty ranges of WH04’s leading two 
eigenvalues overlap, so the EOFs are degenerate. Hence, 
(1)δ ∼ 
√
2
N
,
(2a)1 = (12.8± 0.68) %,
(2b)2 = (12.2± 0.65) %.
there is no inconsistency between the WH04 EOFs and the 
HiGEM EOFs, even though they are ordered differently.
The similarity between WH04’s EOFs and those gener-
ated from HiGEM is remarkable. Nearly all the same local 
maxima and minima, for all three variables and for both 
EOFs, are present. The differences which exist are a change 
in amplitude, or a shift in longitude, of the same features 
found in the observed EOFs. For example, the chief mini-
mum in OLR in WH04 EOF1 is quite broad and centred 
around 130◦E, whereas the corresponding minimum in 
HiGEM EOF2 is sharper and centred around 105◦E. Also, 
there is only a very shallow minimum in OLR in WH04 
EOF2 at around 145◦E, whereas HiGEM EOF1 has a far 
more pronounced minimum at the same longitude. Overall, 
however, the longitudinal structure of the MJO in HiGEM 
is very realistic.
It must be emphasized at this point, however, that WH04 
use only one spatial dimension in their EOFs, having aver-
aged over 15◦S–15◦N. It is quite possible for errors in the 
latitudinal structure to be hidden by this averaging. This is 
of particular concern in the light of the results of Peatman 
et al. (2014), which demonstrated that in the Maritime Con-
tinent region the MJO convective envelopes are far from 
homogeneous. Therefore, we also consider composites of 
daily mean precipitation in each phase of the MJO.
Although we have seen that the EOFs generated from 
HiGEM match those of WH04 very closely, we proceed 
by using the WH04 EOFs to allow consistency with other 
studies. Projecting the combined time series of OLR, 
u850 and u200 onto those EOFs allows us to define eight 
phases, as in WH04’s Fig. 7. Anomalies of the daily mean 
Fig. 2  EOFs of the combined 
field of OLR, u850 and u200,  
from WH04 (a EOF1 and 
b EOF2) and HiGEM (c EOF2 
and d EOF1). The percentage 
of the total variance explained 
by each EOF is printed in the 
bottom right of the panel. A 
land mask, generated using the 
GLOBE topography data set at 
0.11◦ × 0.11◦ resolution and 
covering the same latitude range 
as was used to generate the 
EOFs, is shown for information
(a) (c)
(b) (d)
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precipitation in each of these phases show alternate posi-
tive and negative large-scale envelopes propagating slowly 
eastwards from the Indian to the Pacific Oceans (Fig. 3b). 
This behaviour in the model is expected since the phases 
are defined by projecting onto EOFs which describe just 
such a propagation in OLR, and OLR is closely related to 
precipitation.
However, there are some clear errors which become 
apparent when looking at this two-dimensional field. In 
phase 1 HiGEM produces a suppressed envelope which 
has strong negative (dry) anomalies in two regions, north 
and south of the equator. This bifurcation of the enve-
lope is even clearer in phases 2 to 4, in which a positive 
anomaly appears to shoot through from the west between 
(a)
(b)
Fig. 3  Anomaly of daily mean precipitation r¯ in each phase of the MJO, for a TRMM 3B42HQ and b HiGEM. Phases move forward in time in 
the anti-clockwise direction round the diagram
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about 0◦ and 5◦N. As a result, a persistently strong inter-
tropical convergence zone (ITCZ) occurs whilst the sur-
roundings are in the suppressed MJO phase. It could be 
argued that this does also occur in observations (Fig. 3a) 
but the effect is not nearly as clear or prolonged. The 
manner in which the anomaly in the model appears to 
move through quickly from the west is consistent with 
a strong equatorial Kelvin wave. A similar effect occurs 
but for a sign change in phases 6–8, with a suppressed 
anomaly along the ITCZ splitting the active envelope 
into two. 
Peatman et al. (2014) noted gaps, colocated with the 
Maritime Continent islands, in the MJO envelopes. There is 
some sign of the same phenomenon in HiGEM, albeit less 
clearly. For example, over northern New Guinea in phase 1 
and southern New Guinea in phase 2 there is a positive 
anomaly within the suppressed envelope; and in phases 5 
and 6 the suppressed anomaly extends beyond the main 
suppressed envelope to Sumatra, Java, part of Borneo and 
Sulawesi (phase 5), and to Borneo, Sulawesi and the Bird’s 
Head Peninsula at the north-west corner of New Guinea 
(phase 6). This “leaping ahead” of the anomaly, and its 
relationship with the diurnal cycle, will be investigated in 
Sect. 5.
4  MJO inertia and propagation 
Figures 1, 2 and 3 are standard diagnostics commonly used 
in MJO studies. They have shown us that convectively-
coupled intra-seasonal variability around the correct zonal 
wavenumber does exist in the model (Fig. 1); that the 
longitudinal structure of the leading modes of OLR, u850 
and u200 are similar to those found in the observed MJO 
(Fig. 2); and that when projecting data onto these modes 
and producing composites, we see the active and sup-
pressed envelopes positioned successively further east 
as expected albeit with some errors, chiefly in the ITCZ 
(Fig. 3b). In model inter-comparison studies these results 
would probably satisfy us that HiGEM is one of the more 
successful models at simulating the MJO, but there are 
aspects of the MJO which have not yet been investigated 
at all. For example, although we have composites for each 
of the eight phases, as yet we have no evidence that these 
phases occur in succession as they should. Even if the 
phases do occur in succession, there remains the question 
of how quickly the model tends to evolve from one phase 
to the next. Also, when an MJO event occurs (that is, the 
model moves through successive phases in order), for how 
many phases does this tend to be sustained before the event 
Fig. 4  a Number of days and b 
mean RMM amplitude in each 
phase of the observed MJO 
(from WH04). Days in which 
the RMM amplitude is less 
than 1 have been excluded from 
both plots. Red regions which 
lie entirely within the inner 
grey circle (186 days) or extend 
beyond the outer grey circle 
(238 days) are statistically sig-
nificant at the 95 % confidence 
level (two-tailed test). c, d As 
(a) and (b) respectively but for 
HiGEM; the 95 % significance 
levels in c are 173 and 224 days
(a) (b)
(c) (d)
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decays? New diagnostics designed to investigate these 
aspects of the MJO will now be presented in Sect. 4.1, and 
their interpretation will be discussed in Sect. 4.2. These 
diagnostics share some similarities with the MJO activity 
diagrams of Klingaman and Woolnough (2014a; Fig. 1) 
and Klingaman and Woolnough (2014b; Fig. 1a, b), but 
will focus on different aspects of the distribution of MJO 
phases and the propagation between them.
4.1  Diagnosis
Figure 4a shows the number of days the observed MJO 
spent in each of the WH04 phases in the study period, and 
Fig. 4b shows the mean RMM amplitude in each of these 
phases. As ever, for both plots, days on which the RMM 
amplitude was less than 1 have been excluded. (Note that 
the axis in Fig. 4b begins at 1, not 0). If such weak days 
are included then the number of days in Fig. 4a increases 
roughly equally for all phases and, of course, the ampli-
tudes in Fig. 4b are much smaller for all phases. The equiv-
alent data for HiGEM are plotted in Fig. 4c, d respectively. 
Given a null hypothesis that the MJO is equally likely to 
be in any of the eight phases, the grey circles in Fig. 4a, c 
indicate the 2.5th and 97.5th percentiles (186 and 238 days 
respectively for the observed MJO, 173 and 224 days for 
HiGEM). Thus, if the red sector for any given phase does 
not extend as far as the inner circle then there is a signifi-
cant tendency against the MJO being in that phase, and if 
it extends beyond the outer circle then there is a significant 
tendency for being in that phase.
Although some small variation between the phases is 
always to be expected, for the observed MJO in Fig. 4a 
there is a clear difference between the phases with the few-
est and the most days. Only 147 days were in phase 1, as 
opposed to 256 days in phase 6; phase 8 also has signifi-
cantly few days (and phase 2 has exactly 186 days), and 
phase 3 has significantly many. In Fig. 4b, phase 3 has by 
far the largest mean amplitude, and there is very little vari-
ation between all of the other phases. For HiGEM the num-
ber of days is skewed towards phases 2, 3, 6 and 7 (when 
the magnitude of RMM2 is larger than that of RMM1), 
with all of these phases occurring significantly often. There 
is no such significant pattern for observations, although in 
both the observations and the model it is phase 1 in which 
the fewest days fall (135 for HiGEM) and both values are 
significantly small. The mean amplitude of each phase is 
roughly similar in the observations and the model but for 
phase 3 which on average is the strongest in observations 
(amplitude 1.88) but the weakest in the model (amplitude 
1.56).
Having seen the distribution of WH04 phases in the 
model output we now turn our attention to the propagation 
of the MJO in RMM space. As explained in Sect. 2.2 the 
eight WH04 phases are just octants of the RMM1-RMM2 
plane; during an MJO event the MJO can spend several 
days at a time in one of these phases before propagating 
into the next octant. However, there are also periods, which 
may last many weeks, when there is no MJO at all and 
the RMM amplitude is persistently less than 1. When an 
event does occur it does not necessarily begin in phase 1 
and end in phase 8. As an example, Fig. 5 shows a WH04 
diagram—that is, a plot of RMM2 against RMM1—for 
the boreal winter 2008–2009 in HiGEM. During most of 
November and December the MJO is weak (inside the grey 
unit circle). From 2 January onwards we see anti-clock-
wise propagation from phase 4 to phase 8, before the MJO 
becomes weak again on 15 January; on 22 January the MJO 
re-emerges in phase 5 and propagates anti-clockwise until 
it dies on 24 March in phase 4. Hence, MJO propagation 
events vary in terms of how far around the phase diagram 
they travel. They also vary in terms of their rate of propaga-
tion through each phase; for example, in the longer propa-
gation event here the MJO spent only 4 days (15–18 Febru-
ary) in phase 1 but 18 days (19 February to 6 March; recall 
that each month has 30 days in model time) in phase 2.
In order to study how long the MJO tends to spend in 
any given phase, for Fig. 6 all instances of the same phase 
Fig. 5  Wheeler–Hendon phase diagram (see Wheeler and Hendon 
2004) for boreal winter 2008–2009 in HiGEM, chosen as an example 
to show a time of weak MJO (when the RMM amplitude is less than 
1, in the central grey circle) and two propagation events. Propagation 
occurs from phase 4–8 (first half of January) then from phase 5 right 
through to 4 (end of January, all of February and most of March)
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(a) (b)
Fig. 6  Histograms showing the number of occurrences of strings of successive days of the same phase, for a the observed MJO (from WH04) 
and b HiGEM. For example, in b there were 15 instances of phase 3 occurring on exactly 4 successive days
(a) (b)
Fig. 7  Histograms of MJO “events”, for a the observed MJO (from 
WH04) and b HiGEM. An N denotes any phase; an x denotes any 
phase that does not continue the numerical sequence; and an ellipsis 
denotes any sequence of phases. For example, “x34x” means a phase 
other than 2, followed by phase 3, then phase 4, then a phase other 
than 5; “...3x” means any event of length 2 or more, ending with 3x 
(which could be x23x or x123x or x8123x, and so on). The top row 
shows the number of one-phase events (i.e., no propagation whatso-
ever). The large red grid shows the number of each type of event; 
they are summed by end phase (above in green) and by length (to the 
right in blue). The purple box shows the total number of events of 
length 2 or more. See main text for full details
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occurring on successive days were found, as were all 
instances of a phase occurring in isolation (i.e., for just 
1 day at a time). Days on which the RMM amplitude was 
less than 1 had been relabelled as phase “0” so do not con-
tribute to these events. The histogram shows the number 
of times that a string of any given number of successive 
days were all in the same phase (with phase 0 shown on 
the left-hand side, labelled “Weak MJO”). For example, to 
find the number of times that exactly 2 days in a row were 
in phase 4 in the observed MJO, see the second row of the 
fourth column in the main grid of Fig. 6a; there were 15 
such occasions.
For most phases in Fig. 6a the frequency distribution is 
skewed towards the top of the histogram, suggesting that 
the MJO tends to move through the phase quite rapidly. 
This is especially true of phase 1: on only one occasion 
was the MJO in that phase for more than 6 successive days, 
and even then it was for only 8 days. In contrast, the MJO 
remained in phase 3 for more than 6 successive days on 
11 occasions, the longest being 13 (not shown). The total 
number of events of each length, shown in the blue column 
on the right of the panel, is monotonically decreasing; the 
number of 1-day events is considerably higher than the total 
for any other length. This is in marked contrast to HiGEM’s 
MJO (Fig. 6b). Here, the totals peak at length 3 days, with 
only 48 1-day events but 71 3-day events. Hence, the mod-
elled atmosphere has more “inertia” with respect to the 
MJO, with a tendency for it to remain in the same phase for 
a longer period of time than in observations.
Figures 4, 5 and 6 treat WH04 phases in isolation. How-
ever, it is obviously crucial that a model is able to simulate 
the evolution of the MJO from one phase to the next. To 
diagnose this, a modified technique was used (Fig. 7). Days 
with an RMM amplitude of less than 1 were again rela-
belled as being in phase 0. Then, inspired by the method of 
Matthews (2008), any duplicate phases on successive days 
were removed; for example, any number of successive 4s 
would be replaced by a single 4. All instances were then 
found of at least two consecutive phases occurring succes-
sively. For example, if a 1 is followed by a 2, or a 5 is fol-
lowed by a 6, or an 8 is followed by a 1, and so on, then 
there is an MJO “event”. It is emphasized that these are not 
necessarily MJO events in the conventional sense, which 
are often thought of as a complete cycle through all the 
WH04 phases. A sizeable proportion of the events in this 
analysis (36 % for WH04, 42 % for HiGEM) are only two 
phases long, but even these are of interest because they help 
us to identify the phases during which the MJO tends to die 
out. All instances were also found of “standalone” phases—
that is, a phase neither following nor followed by a phase in 
sequence. Figure 7 shows histograms of these events, for 
the observed MJO (Fig. 7a) and HiGEM (Fig. 7b). In the 
notation used in the diagram, a letter x denotes a phase out 
of sequence. Thus, an “x345x” event means an instance of 
phase 3 followed by phase 4 followed by phase 5, with the 
whole event preceded by any phase other than 2 and suc-
ceeded by any phase other than 6. (In practice, an x is usu-
ally phase 0). In the histograms, events are sorted by their 
end phase (the phase at which the RMM amplitude decays 
or the propagation in some other way ceases) and by their 
length. The red row at the top of the diagram shows the 
number of times that an MJO-like signal appears but never 
propagates into the next phase.
The distributions of the observed (Fig. 7a) and mod-
elled MJO (Fig. 7b) are broadly similar. The number of 
events of length 2 or more (shown in the purple boxes) is 
almost the same in the two cases, and the distributions of 
total number of events, in the blue column, are also similar 
(both are monotonically decreasing with increasing length, 
at roughly the same rate). This suggests that the number of 
propagating MJO events is very realistic in the model. In 
addition, the number of events of length 1 (61 in observa-
tions, 54 in HiGEM) and length 2 (31 in observations, 36 
in HiGEM) are similar, so the frequency with which non-
propagating MJO-like conditions appear is also realistic.
If we take as a null hypothesis that length-1 events are 
equally likely to occur for any of the eight phases, in a two-
tailed statistical significance test with a 95 % confidence 
interval we reject the null hypothesis—and conclude that 
there is a bias towards or against an xNx event occurring 
for a particular phase—if there are fewer than 3 or more 
than 13 observed events, or fewer than 2 or more than 11 
HiGEM events, for any given phase. Thus, the only phase 
for which there is statistical significance is phase 4, with 14 
x4x events in observations but only 1 in the model. Hence, 
in observations there is a significant tendency for OLR and 
zonal wind patterns which look like phase 4 to appear, not 
propagating from phase 3 first, and not to propagate into 
phase 5. In the model there is a significant lack of such 
occurrences, although it must be remembered that phase 4 
has a significant lack of days in the model in the first place 
(Fig. 4c).
The green rows of data show the frequency with which 
the MJO was in each of the eight WH04 phases immedi-
ately before dying out or switching to some other non-con-
secutive phase. We take as a null hypothesis that MJO prop-
agation is equally likely to end in any of the eight phases 
and again use a two-tailed statistical significance test with 
a 95 % confidence interval; we reject the null hypothesis—
and conclude that there is a bias towards or against ending 
in a particular phase—if there are fewer than 5 or more than 
16 events. Thus, the only phase for which there is statistical 
significance in HiGEM is phase 3, since there are 18 exam-
ples of “...3x” events. In the “...3x” column in Fig. 7b, 10 
of the 18 events were only two phases long, suggesting that 
the model quite frequently initiates MJO-like convection 
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over the Indian Ocean which begins to propagate but never 
reaches the Maritime Continent (phases 4–5). There is no 
statistically significant evidence for this occurring in obser-
vations (Fig. 7a). In observations there are, however, only 
4 events ending in phase 2, which is statistically signifi-
cant. Thus, in observations, there is a definite lack of events 
dying out over the Indian Ocean. In the model, the number 
of “...2x” events is small, with only 6 such events, so there 
is a sign of the same effect occurring but not at a statisti-
cally significant level.
4.2  Interpretation
The diagnostics in Figs. 4, 6, and 7 provide a simple com-
parison between the propagation of the MJO in a model 
and in observations. In principle, they could be used as 
the basis for a propagation skill score. This would not be 
a measure of forecasting skill (i.e., the model’s ability to 
simulate the evolution of any particular, real MJO event), 
for which more traditional forecast verification techniques 
could be employed, but of the general ability to simulate 
an MJO, for example in climate prediction. However, per-
haps even more usefully, they also allow a model developer 
to understand specific characteristics of the observed MJO 
cycle and diagnose specific problems in a model.
The analysis of HiGEM here provides a good example 
of the value of these diagnostics. Let us return to Fig. 4a, 
c. The number of days in each WH04 phase might vary due 
to different propagation speeds at different stages of the 
MJO cycle or because there are isolated days (or a few days 
in succession) which happen to project strongly onto the 
EOFs even though they are not part of a propagation event. 
In the observed MJO (Fig. 4a) there is a clear difference 
between phases 8–2, with few days, and 3–7, with many 
days. Hence, it may be that phases 8–2 occur relatively 
quickly or that there are lots of days which look like phases 
3–7 but are not part of MJO propagation.
Figures 6a and 7a suggest a combination of these expla-
nations to be true. The histogram showing instances of con-
secutive days being in the same phase (Fig. 6) is skewed 
towards the short end of the distribution. This is especially 
true of phase 1, suggesting that the MJO does indeed 
move quickly through this phase. The histogram showing 
instances of propagation (Fig. 7a) has a greater frequency 
of xNNx events involving phases 3–7 than phases 8–2. 
Hence, it is relatively common for days like phases 3–7 to 
exist outside of well established MJO propagation.
In HiGEM we have seen that there is a significant ten-
dency for the amplitude of RMM2 to be greater than that 
of RMM1 (Fig. 4c), but such a tendency does not exist in 
observations. This is consistent with the ITCZ error noted 
in the MJO composites in Fig. 3. As explained in Sect. 3 the 
strong ITCZ occurring out of phase with the surrounding 
MJO conditions causes a feature to emerge in the OLR 
part of one of the EOFs in HiGEM (Fig. 2d) which is not 
present in the EOFs computed by WH04. However, since 
WH04’s EOFs were used to generate the RMM time series 
in the model we find that the model output projects more 
strongly onto EOF2 (positively for the strong ITCZ, nega-
tively for the suppressed ITCZ), thus skewing the distribu-
tion towards phases 2, 3, 6 and 7, and away from phases 4, 
5, 8 and 1.
We have also seen that the MJO inertia in HiGEM is 
greater than in observations. That is, the MJO tends to 
stay in the same phase for longer in the model than in the 
observations. This is a valuable piece of information for the 
model developer who wishes to investigate the propagation 
mechanism in the model in detail. The inertia being too 
large may indicate that the modelled atmosphere responds 
too slowly to the forcings which cause the model to move 
to the next MJO phase. Alternatively, it may be that once an 
MJO-like signal emerges it becomes too robust, and is less 
susceptible to decay than in observations. Thus, the diag-
nostic points towards specific processes in the model which 
require further examination and development.
For HiGEM the histogram of propagation events 
(Fig. 7b) showed significantly many events ending in 
phase 3, but there is no evidence for such an effect in obser-
vations. This appears to be a key feature of the modelled 
MJO, which may also contribute to there being so few days 
in phase 4 (Fig. 4c) because the MJO tends to die out before 
reaching it. The fact that the model tends to have a dying 
MJO in phase 3 is presumably due to the average amplitude 
in that phase being so weak (Fig. 4d). Why this amplitude 
is so weak is not clear, and warrants further investigation. 
Indeed, the fact that the same phase has by far the strongest 
amplitude in observations suggests that there is a particu-
larly serious systematic bias present. Further investigation 
is needed to identify the source of the error. The cause of 
the strength of phase 3 in the observed MJO is also unclear.
It has been shown that the new diagnostics presented 
here are useful in diagnosing strengths and weaknesses 
in the simulation of the MJO cycle in HiGEM, that they 
can tell us specifically about the nature of the propagation 
(or otherwise) through the MJO phases, and that they can 
inform further model development by contributing to the 
identification of the sources of errors.
5  Scale interaction with the diurnal cycle
The Maritime Continent is the land area over which the 
MJO has the greatest influence on precipitation. It is 
home to around 5 % of the human population and the sig-
nificant latent heat release associated with deep convec-
tion there has led to it being termed the “boiler box” for 
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the atmosphere. Hence, there are major human and sci-
entific needs for precipitation to be modelled accurately 
over the Maritime Continent, and the results of Peatman 
et al. (2014) indicate that this requires the scale interaction 
between the MJO and diurnal cycle to be simulated cor-
rectly. This interaction will now be diagnosed in HiGEM.
5.1  Diurnal cycle and its modulation
We have seen that HiGEM, but for some systematic errors 
as described in Sects. 3 and 4, has a very realistic MJO. 
We must now establish whether the climatological diur-
nal cycle is also accurate. The precipitation field was out-
put every three hours and, as described in Peatman et al. 
(2014), the data were converted by linear interpolation to 
00:00, 03:00, ..., 21:00 local solar time (LST) at each longi-
tude. Composites were created for each LST time step and 
the diurnal harmonic was found at each grid point. Thus, 
the diurnal cycle is modelled as being sinusoidal, and is 
described at each grid point by two values: the amplitude 
(rd) and phase (φd).
The spatial extent of the region with rd > 3 mm day−1 
in HiGEM is reasonably accurate (Fig. 8). The largest 
amplitude is over land, and the diurnal cycle over ocean 
is weak (generally 3–6mm day−1) close to the islands and 
even smaller a long way from it. However, there are dif-
ferences between the model and observations, as illustrated 
by Fig. 8c which shows the model bias. rd in the model is 
broadly homogeneous over land regions whereas in real-
ity there are substantial regional variations. This causes 
many of the large islands to have regions of both positive 
and negative bias. HiGEM’s diurnal cycle is systematically 
weak over regions where it does not resolve high orography 
(e.g., south-west Sumatra, Java and central New Guinea) 
and where it fails to simulate nocturnal offshore propaga-
tion (e.g., off the south-west coast of Sumatra, north-west 
coast of Borneo and north coast of New Guinea), and tends 
to be slightly too strong over the seas of the Maritime 
Continent.
Maps of the diurnal phase φd (Fig. 9) contain major 
biases. In the observed diurnal cycle the land is almost clear 
of precipitation thoughout the morning (see Peatman et al. 
2014), with precipitation starting around the edges of the 
islands during the afternoon, and strengthening and spread-
ing inland throughout the afternoon and evening (Fig. 9a). 
In contrast, in HiGEM the precipitation over the land 
tends to peak in the middle of the day (Fig. 9b); the phase 
appears to be locked to that of the incoming solar radia-
tion. An early phase has been reported in the tropical diur-
nal cycle of many climate models (e.g., Collier and Bow-
man 2004; Slingo et al. 2004; Wang et al. 2007; Hara et al. 
2009). In the UK Met Office model, over the Maritime 
Continent, this systematic bias remains until the model is 
run at a much higher resolution than HiGEM, such that the 
convection can be simulated explicitly (Love et al. 2011). 
In HiGEM, φd over land is earliest around the coasts, at 
about 09:00, and further inland is later, mostly peaking 
between 12:00 and 15:00. This seems to suggest that the 
model correctly simulates the initiation of the diurnal cycle 
as starting at the coasts and moving inland. However, the 
composites for each time of day (not shown) indicate that 
this is not the case. Rather, the precipitation is initiated 
almost homogeneously over the land at about 09:00, and 
the change in phase between the coasts and inland regions 
arises from the variation in persistence time of the rainfall. 
Inland and especially over orography, where the diurnal 
harmonic peaks latest in the day, the convection begins just 
as early as on the coasts but lasts many hours longer.
We now investigate whether the diurnal cycle is modu-
lated by the MJO, and whether any modulation is similar to 
that seen in observations. The diurnal cycle was composited 
separately for each WH04 phase and the diurnal harmonic 
was found at each grid point, as above. The anomaly of rd 
was found for each phase by subtracting the mean over all 
eight phases, as in Fig. 7 of Peatman et al. (2014). These 
(a)
(b)
(c)
Fig. 8  Amplitude rd of the diurnal cycle of precipitation, for 
a TRMM 3B42HQ and b HiGEM. c rd bias in HiGEM (b minus a)
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anomalies (not shown) tend to have the correct sign but 
are generally 2 or 3 times weaker than in 3B42HQ obser-
vations. However, we have just seen that the climatologi-
cal amplitude in the model is weaker anyway so we now 
consider the anomaly of the diurnal amplitude as a percent-
age of climatology at each grid point (Fig. 10). In order 
to focus on regions where there is an appreciable diurnal 
cycle, regions where the climatological amplitude is weak 
(rd < 3 mm day−1) are masked out in grey. The mean of 
the absolute value of the percentage anomaly is shown in 
the bottom-left corner of each panel. The mean of these val-
ues is 30 % for 3B42HQ (Fig. 10a) and 18 % for HiGEM 
(Fig. 10b). Thus, even when normalized by the climatologi-
cal amplitude the model has a considerably weaker MJO-
modulation of the diurnal cycle than exists in observations. 
However, there is a coherent structure to the regions of 
enhanced and suppressed rd in HiGEM so the modulation 
of the diurnal amplitude in the model, despite being weak, 
is consistent. Similarities and differences between the 
model and observations are emphasized by Fig. 10c, which 
shows the meridional average of the percentage anomalies 
above, for TRMM (thin line) and HiGEM (thick line).
In Fig. 10a there are many localized effects so the rd 
anomaly is quite noisy. In Fig. 10b, however, there is 
greater spatial coherence, suggesting that the convective 
parameterization scheme in the model responds to the MJO 
in a relatively consistent manner rather than being sensitive 
to location. In both 3B42HQ and HiGEM there is no clear 
relationship between orography and the modulation of the 
diurnal cycle.
In many locations the anomaly is of the same sign in 
observations and the model in any given WH04 phase; 
this is made especially clear by the meridional means 
in Fig. 10c. The main exceptions are over New Guinea 
in phases 6 and 7 (where the simulated diurnal cycle is 
enhanced but the observed diurnal cycle is suppressed); 
and Sumatra in phases 1 and 5 (where the signs of the 
anomalies disagree), and phase 2 (where the enhancement 
of the TRMM diurnal cycle is strong but there is very lit-
tle modulation in HiGEM). The percentages printed in the 
bottom-left corner in (a) and (b) are very weakly correlated 
between 3B42HQ and HiGEM (R = 0.25) so there is little 
or no skill in simulating the varying strength of the diurnal 
cycle’s modulation through the MJO cycle.
5.2  Relative MJO phases
We now compare the MJO signals of OLR, daily mean pre-
cipitation r¯ and diurnal amplitude of precipitation rd over 
both land and ocean. Figure 11 shows the means over the 
region 7◦S–10◦N, 100◦ − 120◦E (parts of Sumatra and 
the Malay Peninsula, Java and Borneo), for observations 
(Fig. 11a) and HiGEM (Fig. 11b). The OLR signals in 
HiGEM are similar to those of brightness temperature (Tb) 
used in observations, peaking in phase 4, as expected since 
OLR is used to define the WH04 phases themselves. (Note 
that the Tb and OLR axes are inverted since lower values 
correspond to more active convection).
In Peatman et al. (2014) it was shown that over regions 
where the diurnal cycle is strong it explains 81 % of the 
variance in MJO precipitation; the equivalent figure in 
HiGEM is only 51 %. In observations this provided evi-
dence that the strong diurnal cycle over the land of the 
Maritime Continent is in a 1:1 relationship with r¯, so that 
the spatial structure of the MJO is determined chiefly by 
the diurnal cycle itself. Furthermore, the diurnal cycle was 
being triggered ahead of the advancing MJO envelope. 
Over land (although not over ocean) this was strong enough 
to cause the daily mean signal over the islands also to “leap 
ahead” of the main envelope. In HiGEM the evidence sug-
gests that the diurnal cycle does not determine the struc-
ture of the MJO, with 49 % of the MJO variability arising 
from other, presumably more persistent, weather systems. 
Despite this, the “leaping ahead” of the precpitation signal 
does still occur in the model.
In observations rd (Fig. 11a, short-dashed lines) peaks 
in phase 3 over both land and ocean, ahead of the large-
scale Tb envelope in phase 4. This is also true of HiGEM 
(a)
(b)
Fig. 9  Phase φd of the diurnal cycle of precipitation, for a TRMM 
3B42HQ and b HiGEM
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(a)
(b)
(c)
Fig. 10  Anomaly of the amplitude rd of the diurnal harmonic of 
precipitation in each phase of the MJO, as a percentage of the cli-
matological amplitude: a TRMM 3B42HQ and b HiGEM. Regions 
where the climatological rd is less than 3 mm day−1 are masked out in 
grey. The figure in the bottom-left corner of each panel is the mean of 
the absolute value for that panel. c Meridional means of non-masked 
areas for TRMM (thin line) and HiGEM (thick line)
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(Fig. 11b). In observations over land the diurnal cycle is 
strong enough to cause r¯ to peak in phase 3 also, whereas 
over ocean it peaks in phase with the large-scale enve-
lope in phase 4. Even though we have established in the 
model that the same relationship does not exist between r¯ 
and rd, the daily mean precipitation in HiGEM does peak 
in phase 3 over land, ahead of the large-scale envelope. 
Moreover, the same is true over ocean. Hence, the convec-
tive parameterization scheme in HiGEM does not cause the 
scale interaction between the diurnal cycle and the MJO to 
be modelled correctly, but it is still able to make the rainfall 
leap ahead of the MJO OLR envelope.
Having compared the large-scale conditions over land 
and ocean we now compare the timing of OLR and precipi-
tation at each grid point using MJO harmonics (introduced 
in Sect 4.2 of Peatman et al. 2014). Just as the diurnal har-
monic was computed by fitting a sine wave through the 
eight time steps of precipitation data, so we fit a sine wave 
through the eight MJO phase composites of any variable to 
compute its MJO harmonic. The phase lags (measured in 
WH04 phases) (a) ∆φ(−Tb, r¯) (that is, the phase of r¯ minus 
the phase of −Tb) and (b) ∆φ(−Tb, rd) for observations, 
and (c) ∆φ(−OLR, r¯) and (d) ∆φ(−OLR, rd) for HiGEM, 
are shown in Fig. 12. The negative of Tb and OLR are used 
since negative anomalies correspond to active convection. 
Compared with observations, the phase lags in the model 
are broadly accurate; they are of the correct sign throughout 
almost all of the domain, and are of approximately the cor-
rect magnitude. In panels (a) and (c) the daily mean rain-
fall over the land leads the −Tb signal by 0.5–1.5 phases in 
observations and leads the OLR signal by 0.5–2.5 phases 
in the model. The main difference is over Sumatra, where 
the lag is about 1 phase in observations but about 2 phases 
in HiGEM.
The other clear difference is over ocean: in observations 
the precipitation is roughly synchronous with Tb but in 
HiGEM a lag exists just as over the land, especially north 
of the equator within the Maritime Continent (the ITCZ 
region). In panel (d), as in observations in panel (b), the 
∆φ(−OLR, rd) signal is generally quite noisy, but there 
are still clear similarities between HiGEM and 3B42HQ. 
Over ocean within the Maritime Continent itself the diur-
nal amplitude is consistently ahead of the OLR, as was 
the case in observations, and over land it peaks ahead of 
OLR in general but there is a considerable amount of local 
variability, and this variability does not agree with that in 
observations. However, it is a priori unlikely that a global 
model, unable to resolve all of the coastal and orographic 
features of the Maritime Continent, would ever simu-
late a quantity such as this MJO phase lag accurately on 
small scales. Therefore, the fact that the overall picture of 
Fig. 12d shows the correct characteristics should be consid-
ered a success for the model.
6  Summary and discussion
The aim of this paper was to investigate the realism of the 
MJO in HiGEM, a high-resolution model based on the Met 
Office Hadley Centre’s HadGEM1. Despite the importance 
of the MJO, it is frequently simulated poorly by climate 
models with common errors including a lack of eastward-
propagating variability on intra-seasonal time scales, an 
MJO with an incorrect spatial distribution of convec-
tion and a failure to couple convection to the atmospheric 
dynamics. The main causes of these errors include unrealis-
tic convective parameterization schemes and coarse model 
resolutions.
MJO-like variability (eastward-propagating with fre-
quency below around 1/30 cycles per day) was shown to 
exist in HiGEM over a larger range of zonal wavenumbers 
than in reanalysis data, implying an inconsistent zonal 
scale to the MJO’s OLR envelopes (Fig. 1). However, by 
the standards of current state-of-the-art GCMs the MJO 
signal is impressive. The structures of the EOFs of the 
combined field of OLR, u850 and u200 in HiGEM are also 
very accurate. The leading two EOFs are ordered differ-
ently from those of WH04, but WH04’s EOF1 and EOF2 
(a)
(b)
Fig. 11  Daily mean brightness temperature or OLR, daily mean pre-
cipitation (r¯) and amplitude of the diurnal harmonic of precipitation 
(rd), for a observations and b HiGEM, averaged separately over land 
and ocean for the domain 7◦S–10◦N, 100◦–120◦E (Borneo and most 
of Sumatra). Note that the brightness temperature and OLR axes are 
inverted
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are degenerate (Eqs. 2a and 2b) so it is consistent for the 
leading two EOFs in a model to match those of WH04 in 
either order. The only clear difference between the WH04 
and HiGEM EOFs is the existence of a fairly deep trough 
in the OLR part of HiGEM’s EOF1 over the eastern Mari-
time Continent; the equivalent trough in the WH04 EOF2 is 
very shallow. This error was shown by composites of daily 
mean precipitation for each MJO phase (Fig. 3) to be due 
to the ITCZ peaking strongly in the wrong phase. This also 
acts to split the MJO’s active and suppressed envelopes into 
two, interrupting the MJO structure considerably. Aside 
from this one bias, however, the horizontal structure of the 
MJO envelopes is again very accurate. The ITCZ error is 
also responsible for the number of days in each phase being 
skewed towards phases 2, 3, 6 and 7 (Fig. 4c), since pro-
jecting the strong ITCZ onto the WH04 EOFs, in which 
the feature is absent, often results in |RMM2| > |RMM1|. 
Thus, the bias in the timing of the enhancement and sup-
pression of the ITCZ appears to be responsible for many 
of the errors seen in the MJO. This is encouraging in the 
sense that an improvement to the model in this one respect 
could also improve many other aspects of the MJO’s 
representation.
The histogram showing the frequency of MJO propa-
gation events (Fig. 7b) indicates that the distribution of 
events by length is very accurate indeed. There is, how-
ever, a tendency in the model for propagation to cease in 
phase 3, which is consistent with the fact that the mean 
amplitude is weak in phase 3 (Fig. 4d). In observations, 
phase 3 is on average the strongest. The observed MJO has 
a significant tendency not to die out in phase 2 (Fig. 7a), 
whereas the model has no such significant tendency. Also, 
the MJO “inertia” in the model is too great, with the MJO 
most likely to spend 3 successive days in the same phase, 
whereas in observations it is most likely to spend only 
1 day in each phase at a time. The reasons for the strong 
phase 3 and the robustness of the propagation through 
phase 2 in observations, and the weak phase 3 and the high 
MJO inertia in the model, are unknown and warrant fur-
ther investigation.
The diurnal cycle of precipitation over the Maritime 
Continent has an accurate spatial structure but for the fact 
that its amplitude over land is systematically too weak 
(Fig. 8b), but the diurnal phase (Fig. 9) is roughly simul-
taneous with solar heating. The latter is due to errors in 
the convective parameterization scheme and occurs in very 
many models of the tropical diurnal cycle. It is likely that 
such a bias has knock-on effects since it results in too many 
clouds in the middle of the day, and therefore too high an 
albedo when insolation is strongest.
(a) (c)
(b) (d)
Fig. 12  MJO phase lags from a, b TRMM observations and c, 
d HiGEM (see main text for details): a ∆φ(−Tb, r¯), b ∆φ(−Tb, rd), 
c ∆φ(−OLR, r¯) and d ∆φ(−OLR, rd). The scale is measured in MJO 
phases as defined by WH04. If ∆φ(−T¯b, r¯) is positive (negative) then 
the maximum in r¯ lags (leads) the maximum in −T¯b, and similarly for 
other phase lags. Black hatching indicates regions of low variability 
of the diurnal cycle during the MJO, defined as the MJO anomaly of 
rd being below 1 mm day−1 (TRMM) or 0.4 mm day−1 (HiGEM) for 
all eight WH04 phases
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Peatman et al. (2014) reported a considerable modula-
tion of the observed diurnal amplitude rd by the MJO. 
There is also a modulation in HiGEM (Fig. 10), generally 
of the correct sign, but it is too weak (even when normal-
izing by the climatological rd; the average modulation is 
30 % in 3B42HQ but only 18 % in HiGEM) and the relative 
strengths of the modulation in each phase are inconsistent 
with observations. The weakness of the diurnal amplitude, 
the earliness of the diurnal phase and the weakness of the 
rd modulation may all be indicative of an inability of the 
convective parameterization scheme to couple properly to 
dynamics. It is quite possible, therefore, that the weakness 
of the climatological diurnal cycle and the weakness of its 
modulation by the MJO are two manifestations of the same 
model error, especially given that the sign of the modula-
tion tends to be correct.
In Fig. 11a the observed diurnal cycle was shown to 
peak ahead of the advancing MJO envelope over both land 
and ocean, with the land-based cycle strong enough to 
make the daily mean precipitation signal also “leap ahead” 
of −Tb in the MJO. In HiGEM the diurnal cycle also leaps 
ahead of the MJO (Fig. 11b) but is not strong enough to 
determine the daily mean signal, with only 51 % of the 
MJO variability in r¯ being attributable to changes in rd (the 
equivalent figure for observations is 81 %). However, the 
daily mean signals over both land and ocean do leap ahead 
of the MJO, suggesting that not only the diurnal cycle but 
also other (presumably more persistent) weather systems 
peak ahead of the advancing MJO envelope.
The relationships between OLR, r¯ and rd at each grid 
point were compared using the difference in phase between 
their MJO harmonics (Fig. 12). In observations the daily 
mean precipitation was out of phase with −Tb over land, 
but in the model the same is true over the ocean also. Over 
Sumatra, the MJO phase lag is 2 WH04 phases (that is, r¯ 
peaks a quarter of an MJO cycle ahead of the most active 
OLR), so OLR acts as an even worse proxy for rainfall over 
that location. Overall, however, the phase lag is reason-
able, both for r¯ and rd. Thus, one aspect of the convection 
scheme is very accurate—the strongest OLR signal does 
not coincide with the heaviest precipitation.
When analysing skill at modelling the MJO it is com-
mon, especially in model inter-comparison studies, to use a 
relatively narrow range of diagnostics such as wavenumber-
frequency spectra, ratios of eastward- to westward-prop-
agating spectral power and EOFs. These have the disad-
vantages that they tend to involve averaging over a latitude 
band rather than considering the whole horizontal structure, 
neglect to examine the episodic nature of the MJO, and do 
not consider the complex interactions between the MJO 
and other systems such as the diurnal cycle. Such consid-
erations are all crucial to the distribution of convection and, 
therefore, latent heat release associated with the MJO. This 
study has shown the value of more detailed diagnostics, the 
like of which we contend should be used in any compre-
hensive analysis of the MJO in a model. The simpler diag-
nostics mentioned above are very useful for inter-compar-
ison projects in which it is desirable to compute a series 
of quantities which provide an easy comparison between 
many models, but it is important not to think of these as the 
last word in MJO diagnosis.
Novel diagnostics presented in this paper have exposed 
very specific issues with the HiGEM’s simulation of the 
MJO, which can ultimately be used to guide future model 
development. In particular, examining the frequency of 
occurrence of each MJO phase, the MJO inertia and the fre-
quency with which propagation occurs has highlighted suc-
cesses and failures in HiGEM’s treatment of each stage of 
the MJO cycle. Furthermore, the examination of the scale 
interaction with the Maritime Continent diurnal cycle was 
necessary to evaluate the spatio-temporal distribution over 
one of the wettest and most highly populated regions of the 
planet. We propose that studies of the MJO in climate mod-
els should always take such diagnostics into account.
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