Abstract. The 'random intersection graph with communities' models networks with communities, assuming an underlying bipartite structure of groups and individuals. Each group has its own internal structure described by a (small) graph, while groups may overlap. The group memberships are generated by a bipartite configuration model. The model generalizes the classical random intersection graph model that is included as the special case where each community is a complete graph (clique).
Introduction
Communities are local structures that are more densely connected than the network average. They are present in numerous real-life networks [12] , for example in the Internet, in collaboration networks and in social networks, and offer a possible explanation for the often observed high clustering (transitivity) [23, Chapter 7.9, 11] . Our focus of interest is networks with an underlying (possibly hidden) structure of individuals and groups that they are part of. Such structures exist in many real-life networks [14, 15] , the most evident example being collaboration networks, like the Internet movie database IMDb or the ArXiv. In these examples, the 'individuals' are the actors and actresses or the authors, and the 'groups' are the movies or articles they collaborate in. We can also consider a social network based on groups, where 'groups' can represent families, common interests, workplaces or cities. Our terminology and examples are mainly taken from social networks, however this model is applicable for any network that builds on some kind of group structure.
Due to the complexity of real-world networks, they are often modeled using random graphs [5, 11, 20] . These models are chosen to match some empirically observed properties of the network that we consider as defining features, such as degree structure, clustering, smallworld property, etc. Further properties and processes of interest, such as network evolution and information or epidemic spreading processes, are studied on the random graph models to predict their behavior on real-life networks.
The historical random graph model for networks with group structure is the random intersection graph (RIG) [4, 10, 13, 22, 24] . In this model, the underlying group structure mentioned above is represented by a bipartite graph, where the two partitions correspond to the individuals (people) and the groups (or attributes), and an edge represents a group membership (see Fig. 1b ). The group memberships, that is, connections in this bipartite graph are random. Individuals are then connected in the intersection graph if they share at least one group as neighbor in the bipartite graph. As a result, the members of a group form a complete subgraph. In [18] , we introduced a generalization of this model, the random intersection graph with communities (RIGC), where each group is assigned a community graph that describes its internal connections. The RIGC thus combines the efforts to model networks with overlapping communities, as well as networks with arbitrary communities as building blocks [3, 19] . The RIGC is applicable for real-life network data, while we also derive rigorous analytic results.
In [18] , we studied "local" properties of the RIGC model, such as local weak convergence (convergence of subgraph counts), degrees, local clustering coefficient, and the overlapping structure. In this paper, we instead focus on "global" properties, in particular the connected components of the model and percolation, i.e., independent removal of edges or vertices. The following statements are understood asymptotically as the graph size tends to infinity. We prove that as we vary the model parameters, the size of the largest component undergoes a phase transition: either all components are sublinear, or there exists a unique component containing a constant fraction of the vertices. In the latter case, we are able to further characterize this unique linear-sized component called the giant component. Percolation on the model, assuming the original graph sequence has a giant component, undergoes a similar phase transition.
Notational conventions. To study asymptotic behavior, we will consider a sequence of graphs and consequently, a sequence of input parameters, both indexed by n ∈ N. We note that n does not necessarily mean the size or any other parameter of the graph, and to keep the notation light, we often omit indicating the dependence on n, as long as it does not cause confusion. Throughout this paper, we distinguish the set of positive integers as Z + and the set of non-negative integers as N. The notions P −→ and d −→ stand for convergence in probability and convergence in distribution (weak convergence), respectively. We denote X d = Y to say that the random variables X and Y have the same distribution. For an N-valued random variable X such that E[X] < ∞, we define its size-biased distribution X and the transform X with the following probability mass functions (pmf): for all k ∈ N, (1.1) P(X = k) = k P(X = k)/E[X], P( X = k) = P(X − 1 = k).
We denote the probability generating function of X by G X : [0, 1] → [0, 1], given by
Note that G X (z) = zG X (z)/E[X] and G X (z) = G X (z)/z = G X (z)/E[X]. We say that a sequence of events (A n ) n∈N occurs with high probability (whp), when lim n→∞ P(A n ) = 1. For two (possibly) random sequences (X n ) n∈N and (Y n ) n∈N , we say that
is the vector of l-degrees. Without loss of generality (wlog), we assume d l ≥ 1 (element-wise). Analogously, we call the set of groups the right-hand side (rhs) partition V r = [M n ], where the number of groups M n → ∞, and we may refer to groups as r-vertices. Each r-vertex a is associated with a community graph Com a , and Com = (Com a ) a∈ V r is the vector of community graphs. Let H be the set of possible community graphs: simple, finite, connected graphs H, labeled arbitrarily by [|H|] , such that each isomorphism class has exactly one representative in H. We assume each assigned community graph Com a ∈ H satisfies |Com a | ≥ 1. We call |Com a | the r-degree (right-degree) of group a and denote it by d r a = r-deg(a). We collect all r-degrees in the vector d r := (d r a ) a∈ V r . Community memberships. In the bipartite graph of group memberships, the l-and rdegrees act as degrees. We refer to them together as b-degrees (bipartite degrees). To ensure the existence of a bipartite graph with these given degrees, we assume and denote (2.1)
With the given b-degrees, we construct the group memberships according to a bipartite matching, described as follows. To each r-vertex a, we assign r-deg(a) r-half-edges, labeled by (h r a,j ) j∈[r-deg(a) ] . We declare h r a,j to be the membership token corresponding to the vertex with label j within the assigned community graph Com a . To each l-vertex v, we assign l-deg(v) l-half-edges, labeled by (h l v,i ) i∈ [l-deg(v) ] . In contrast with r-half-edges, the l-half-edges incident to the same l-vertex are equivalent as membership tokens.
Denote by Ω n the set of all bijections from the set of l-half-edges (h n (h r a,j ), respectively. Viewing the half-edges as membership tokens, one of the membership tokens of v ∈ V l is matched with membership token j of a ∈ V r , thus v takes on community role j in Com a . Thus ω n defines the community memberships (and structure) of the RIGC model (see Fig. 1b ). Before we define the RIGC graph based on these community memberships, we make some observations about ω n .
Remark 2.1 (Algorithmic pairing). The uniform bipartite matching ω n can be produced algorithmically, as follows. In each step, we pick an arbitrary unpaired half-edge, and match it to a uniform unpaired half-edge of the opposite type. As the choices are arbitrary, they may even depend on the past of the pairing process.
Remark 2.2 (The underlying BCM).
We may view the half-edges as tokens to form edges (as opposed to group membership tokens), as usual in the configuration model. Then, if h l v,i and h r a,j are matched, we say that they form an edge labeled by (h
and a ∈ V r . Thus ω n also determines a bipartite (multi)graph. Keeping the unique label of each edge, this graph provides an equivalent representation of the group memberships. Thus we refer to this bipartite (multi)graph as the underlying bipartite configuration model.
Deleting the edge labels introduced above, we obtain the (classical) bipartite configuration
r ) with degree sequences d l and d r .
Community-projection. In the following, we define the community projection operator P that maps any given bipartite matching ω n into a realization of the RIGC, a multigraph n (h r a,i ). We create the embedding of group a, denoted by Com a (ω n ), as a multigraph on vertex set V l , by adding (a new instance of) an edge between v a i and v a j for all {i, j} ∈ E(Com a ). We repeat this procedure for all a ∈ V r to 1 Note that, by re-indexing the half-edges, we can think of ωn as a permutation of [hn], thus |Ωn| = hn!. 2 For a discussion on why multigraphs arise and why we chose to work with them, see the companion paper [18, Section 2.4, p. 14]. 
(b) Assigning community memberships 
and the multiplicity of the edge {v, w} within the random graph RIGC(ω n ) is
{v,w} (ω n ). We denote the (random) degree of the l-vertex v in the RIGC n , that we may refer to as p-degree (projected degree) for clarification, by
2.2. Assumptions on the parameters. In this section, we introduce some notation and state our assumptions necessary for our results in Sections 2.3 and 2.4. We remark that the notation and assumptions are identical to those we introduced in [18, Section 2.3.1]. The bipartite degrees. We define uniformly chosen vertices
and their degrees
Then the following pmfs, for k ∈ Z + , We collect the pmfs in the (infinite-dimensional) probability vectors
The empirical community distribution. Recall that the possible community graphs are H, the set of representatives of each isomorphism class of simple, finite, connected, labeled graphs. For a fixed H ∈ H, define (2.9) V r H := {a ∈ V r : Com a = H}.
We introduce the pmf:
H ) H∈H . Thus µ (n) describes the empirical pmf of Com, as well as the pmf of
H (see (2.8)), where (2.11)
The community degrees. Recall that the r-half-edge h r a,i incident to a ∈ V r is the membership token corresponding to vertex i in Com a . We define its c-degree (community degree) d 
Assumptions. Recall (2.6), (2.8), (2.10). We can now summarize our assumptions on the model parameters:
The conditions for the empirical distributions are summarized as follows: (a) The partition sizes N n , M n → ∞ as n → ∞ are such that
(b) There exists a random variable D l with pmf p s.t. p (n) → p pointwise as n → ∞, i.e.,
] is finite, and as n → ∞,
(d) There exists a probability mass function µ on H such that µ (n) → µ pointwise as n → ∞.
Remark 2.4 (Consequences of Assumption 2.3, [18, Remark 2.5])
. We note the following:
H , condition (d) implies that there exists a random variable D r with pmf q such that q (n) → q pointwise as n → ∞, or equivalently,
13). (iii) Since
(n) (see (2.12)) can be obtained from µ (n) , condition (d) also implies that there exists a random variable D c with pmf such that 
r )) is random itself. In this case, we replace Assumption 2.3 (b-d) (resp., Assumption (b-c) and Remark 2.4 (i)) by the conditions p
, and µ (n) P −→ µ pointwise (resp., q (n) P −→ q). For a similar setting in the configuration model, see [16, Remark 7.9] , where this is spelled out in more detail.
2.3.
Results on the largest component of the random intersection graph with communities. In this section, we study the largest connected component of the RIGC model. Its local properties have been studied in the companion paper [18] . We prove a phase transition in the size of the largest component in terms of the model parameters, and identify the conditions under which a unique linear-sized component exists. We study further properties of this component, i.e., its degree distribution and the number of edges. Recall (1.1), (1.2), (2.6) and (2.8).
Theorem 2.6 (Size of the largest component). Consider the RIGC n (d l , Com) satisfying Assumption 2.3, and further assume that p 2 + q 2 < 2. Denote the largest connected component (the component containing the most l-vertices, breaking ties arbitrarily) by C (n) 1 , and the second largest by
then there exists η l ∈ [0, 1), the smallest solution of the fixed point equation
and
Furthermore, whp there is only one linear-sized component, i.e., | C (n)
In this case, we refer to C 
We prove Theorem 2.6 in Section 4 and we discuss the relevance of the condition p 2 + q 2 < 2 in Section 4.6. Note that the size of the largest component only depends on D l and D r = |H|, where H ∈ H follows distribution µ; this is because the communities are connected. Consequently Theorem 2.6 applies to the classical RIG, which is the special case of RIGC with complete graph communities. We continue by studying the degree distribution and the number of edges in the giant component. These quantities depend more sensitively on µ and are non-trivial: our results show that the degree distribution in the giant component is considerably different from the degree distribution of the whole graph (unless ξ l = 1 and the giant component contains almost all vertices). The reason for this is a size-biasing effect of the giant. Recall (2.7) and further denote 
The proof of Theorem 2.7 is deferred to Section 3.2.2. We remark that to obtain a proper distribution, one should normalize by | C 1 | instead of N n on the lhs, resulting in an additional factor ξ −1 l on the rhs (see (2.18) ). However, normalizing by N n proves more convenient in the upcoming calculations. While the rhs of (2.20) seems quite involved, the following remark shows that in fact, it is closely related to the limiting degree distribution of the whole graph. We recall from [18, (2.26) ] that the limiting degree distribution is D 
The factor E[D r ] only serves for renormalization, since µ (n) is a distribution on M n rvertices while (n) is a distribution on h n r-half-edges. By (2.21), without the factor 1 − η k i=1 (|Hi|−1) r that heuristically corresponds to belonging to the giant, the r.h.s. of (2.20) would become a simple convolution:
which is the asymptotic joint distribution of l-and p-degrees in the whole graph. 
Next, we state our result regarding the number of edges in the giant component. We introduce the N-valued random variables (Y n ) n∈N and Y with the following pmfs:
Intuitively, Y n and Y describe the distribution of the number of edges within a community chosen with pmf µ (n) and µ, respectively. By Assumption 2.
Theorem 2.9 (Edges in the giant). Consider RIGC under Assumption 2.3 and supercriticality (2.16). Assume that the collection {Y } ∪ {Y n } n∈Z from (2.24) is uniformly integrable. Recall η r from Theorem 2.7 and γ from (2.13), and let E µ denote expectation wrt the pmf µ. Then the number of edges in the giant component of the RIGC satisfies, as n → ∞,
We prove Theorem 2.9 in Section 4.5. We remark that Theorem 2.9 only follows from Theorem 2.7 under the additional condition that the average degree in the RIGC converges. Formally, with the limiting degree D p recalled above and empirical degree D p n with em-
Under this condition, an appropriate summation of (2.20) yields (2.25). To avoid the technicalities of working with (2.20), we take an alternative approach. We impose the more tractable condition of uniform integrability of {Y } ∪ {Y n } n∈N from (2.24), and prove Theorem 2.9 in Section 4.5 independently of Theorem 2.7. We also note that the uniform integrability of
it is more refined as it takes into account the density of communities.
2.4.
Results on percolation on the random intersection graph with communities. In this section, we introduce the percolation model and state our results on percolation on the random intersection graph with communities.
2.4.1. Introduction to percolation. In this section, we motivate and introduce the percolation model, and prove that percolation on the RIGC exhibits a phase transition (to be defined later) as we vary the percolation parameter. We also provide a brief discussion on attack vulnerability, in particular, the phenomenon of robustness (to be defined later).
Percolation is a probabilistic model introduced in [7] to study physical phenomena of a "fluid" spreading through a porous medium in a general way. Percolation processes stand apart from diffusion processes as in the former, the spreading behavior is largely determined by properties of the medium rather than properties of the fluid. Examples and motivations given in [7] include adsorption of gas or liquid into a porous rock and spreading of a disease through a social network. Phase transition also has its roots in physics and refers to the phenomenon when a model shows significantly different behavior depending on a specific parameter. The most common example is the different states of matter, sometimes referred to as phases, that the same material assumes at different temperatures. The parameter value or interval where the behavior switches from one phase to another is referred to as the critical point or critical window.
In the percolation model, we define a random environment where edges (bond percolation) or vertices (site percolation) of a graph are randomly removed. The 'fluid' can then spread through all retained edges (resp., vertices). Many variations of the model exist, but we focus on the Bernoulli case: each edge (resp., vertex) is removed with the same probability, independently of each other. We call these models bond percolation and site percolation, respectively. While it is possible to remove both edges and vertices at the same time, we study these two models separately. Percolation was extensively studied first on infinite (deterministic) lattices, where the phase transition is characterized by the presence or absence of an infinite connected component after the removal of edges (resp., vertices). It is straightforward to apply the percolation model for finite as well as random graphs, where the phase transition is commonly re-interpreted in the large graph limit, as whether a linear proportion of the graph is connected after percolation.
We are motivated to study percolation on the RIGC model by possible applications in epidemiology and large-scale randomized attacks on the network. The correspondence between random removal of edges or vertices and a randomized attack is quite intuitive. For a virus spread, whether a computer or biological virus, the percolation model is able to capture the final infected cluster of an SI-epidemic or information cascade. Two variations of the model, corresponding to edge and site percolation respectively, are defined as follows.
Individuals have two possible states: susceptible and infected, and once an individual becomes infected it never recovers. We start the spread at time 0 by setting a single individual, the source, as infected. Time progresses in discrete steps, and the infection dynamics are as follows: all the individuals that became infected in the previous step attempt to transmit the infection through all incident edges to all susceptible neighbors. Corresponding to bond percolation, each transmission succeeds with probability π, independently of each other. Corresponding to site percolation, each contact is successful, however upon first contact with the virus, each individual has probability π to become infected, and otherwise becomes immune. Each individual only attempts to spread the infection once. When no new individual becomes infected, the process stops, thus the process terminates by time N n (the number of individuals). It is easy to see that the infected individuals are exactly the individuals in the percolated component of the source.
Formally, we define percolation on the RIGC as follows. Let π ∈ [0, 1] be a parameter called the edge (resp., vertex) retention probability. Given a realization of the RIGC, we retain each edge (resp., vertex), independently of each other, with probability π, and otherwise delete it. We call the remaining subgraph (with two layers of randomness) the percolated RIGC and denote it by RIGC e (π) (resp., RIGC v (π)), or RIGC(π) for simplicity. Note that RIGC(1) = RIGC, and RIGC(0) is an empty graph.
2.4.2.
Phase transition of bond percolation. Recall (1.1), (2.6), and D l and D r from Assumption 2.3 (b) and Remark 2.4 (i) respectively. To study percolation, we require some further regularity of the size-biased b-degrees, as follows: Assumption 2.10. We assume that, as n → ∞,
Note that we do not require
] to be finite. In fact, (2.26) is equivalent to assuming 
We prove Theorem 2.11 and further results below as a consequence of Theorem 2.6 in Section 3.3. We refer to the behavior in case (i) as subcritical percolation and in case (ii) as supercritical percolation. Keep in mind that we always assume the unpercolated graph to be supercritical in the sense that (2.16) holds, otherwise case (ii) becomes impossible. In the case we study, the result π c < 1 ensures that the set of supercritical percolation parameters is non-empty.
In the following, we characterize the threshold π c . Recall (1.1) and Assumption 2.3 (b) and (d). Let H denote a random graph with pmf µ and let
denote the percolated component of U H within H with edge retention probability π. Then, the edge retention probability threshold is
Here, the expectation
is taken with respect to the joint measure of H, U H and the (bond) percolation, thus it is a deterministic function of π.
We note that the supercritical case (2.16) includes the case
shows diverse behavior and leaves open questions, and it is beyond the scope of this paper to explore it fully. We impose Assumption 2.10 to obtain exact results in the case
Proof techniques
In this section, we highlight and elaborate the core ideas of the proofs, subject to Theorem 2.6, the proof of which is deferred to Section 4.
3.1. The giant of the bipartite configuration model and proof of Theorem 2.6. In this section, we introduce our results on the largest component of the BCM, which are of individual interest, and further we also apply them to prove our results on the RIGC. (i) The supercritical case (2.16). Recall η l , ξ l and η r from Theorems 2.6 and 2.7 respectively, and
Furthermore, the giant component is whp unique, in the sense that | C
We prove Theorem 3.1 in Section 4. The proof is based on the exploration algorithm of the (traditional, unipartite) configuration model proposed in [21] , however has been adapted for the bipartite graph. We explain our modified exploration algorithm in detail in Section 4.1, and highlight the changes here. We take a "hypergraph approach", that is, we think of r-vertices as hyperedges, and once an r-vertex is discovered, we reveal all its neighbors. Consequently, the number of l-half-edges belonging to the same hyperedge is random, as it is determined by the r-degree of a randomly chosen r-vertex. The evolution of the number of unmatched l-half-edges becomes significantly more complex, and the study of this process, carried out in Section 4.4, requires novel contribution.
We note that while (3.3) looks "asymmetric", by
In Section 4.6, we discuss why the condition p 2 + q 2 < 2 is consequential, and how Theorem 3.1 applies to related random graph models. Next, we provide some corollaries for C (n) 1,b .
Corollary 3.2 (The rhs partition).
Under the conditions of Theorem 3.1 and supercriticality (2.16), with
Proof. In Section 3.2.1 below, we formally establish the symmetric role of the quantities η l and η r , as well as ξ l and ξ r . This observation allows us to focus on the lhs partition in Theorem 3.1 and its proof in Section 4 and simply conclude analogous results for the rhs partition, hence Corollary 3.2 follows from Theorem 3.1.
We are now ready to prove our results on the component sizes of the RIGC:
Proof of Theorem 2.6, subject to Theorem 3.1. For some v ∈ V l , let us denote its connected component in the RIGC by C p (v), and its connected component in the underlying BCM (see Remark 2.2) by C b (v). Since every community graph is connected, two l-vertices are connected within the RIGC exactly when they are connected within the underlying BCM.
, and each connected component of the RIGC is exactly the set of l-vertices in the corresponding connected component of the underlying BCM. Note that ordering the connected components of the underlying BCM by size generally does not ensure that the corresponding connected components of the RIGC are in order by size. In the subcritical and critical case, | C
In the supercritical case (2.16), C
This concludes the proof of Theorem 2.6, subject to Theorem 3.1.
3.2.
Relation between local and global properties. In this section, we establish a relation between the branching process (BP) approximation (defined shortly in Section 3.2.1) of the underlying BCM and the giant component. There is some subtlety to this statement and we do not pursue proving Theorem 3.1 using the BP-approximation. Rather, we prove Theorem 3.1 using a different technique in Section 4, and we rigorize its connection to the BP-approximation subject to Theorem 2.6 itself.
3.2.1. The approximating BPs. In this section, we introduce the branching processes (see e.g. [2] for an introduction on branching processes) related to the local weak limit (see [18, Section 2.2 ] for a precise definition) of the RIGC. Approximating BP for l-vertices. We describe the discrete-time branching process BP l defined in [18, Section 3.2] that approximates the neighborhood of l-vertices in the underlying BCM. Recall (1.1) and (2.6). We start with a single root in generation 0 that produces offspring distributed as D l . Every other individual in an even generation has offspring distributed as D l , while every individual in an odd generation has offspring distributed as D r . The offspring of any two individuals are independent. In [18, Section 3.2], we have defined an analogous branching process BP r by reversing the roles of l and r, that approximates the neighborhood of r-vertices.
In the following, we show that BP l and BP r are supercritical exactly when the graph is supercritical, i.e., when (2.16) holds; and the survival 5 probabilities are ξ l (from Theorem 2.6) and ξ r (from Corollary 3.2), respectively. We prove the statement for BP l first. Consider the subprocess BP l formed by the descendants in odd generations of the first child of the root, where offspring in BP l is defined as grandchildren in BP l . Consequently, BP l is a Galton-Watson process, with offspring distribution and generating function
where D l (i) are iid random variables with distribution D l and are independent from D r .
Thus the extinction probability for BP l is the smallest fixed point of G N r , defined as η l in (2.17). Also note that η l < 1 exactly when
, that is, when (2.16) holds, or in the exceptional case P(N r = 1) = 1, i.e., the almost-2-regular graph
we have η l = 0 and ξ l = 1, i.e., BP l survives forever. Excluding this case, each child of the root in BP l survives exactly when BP l survives. Using that the root of BP l produces offspring distributed as D l , the survival probability of BP l is 1 − G D l(η l ), defined as ξ l in Theorem 2.6. By properties of G D l, ξ l > 0 exactly when η l < 1, that is, under supercriticality (2.16). Left-right correspondence and approximating BP for r-vertices. We define the analogous Galton-Watson process BP r in BP r with offspring distribution ] > 1, which is again equivalent to (2.16). Thus the extinction probability of BP r is the smallest solution to the fixed point equation
We now verify that the smallest solution is η r = G D l (η l ). Applying G D l to both sides of (2.17) implies that η r indeed satisfies (3.10). Further, under supercriticality (2.16), η l < 1, which implies η r < 1 as well. In the exceptional case P(D l = 2) = P(D r = 2) = 1, we also have P(N l = 1), which implies η r = 0 and ξ r = 1. Excluding this case, analogously to ξ l , ξ r = 1 − G D r (η r ) is indeed the survival probability of BP r , and ξ r > 0 exactly when η r < 1, that is, under supercriticality (2.16). We also note that applying G D r to both sides of (3.10) yields η l = G D r (η r ), showing that the roles of lhs and rhs are indeed symmetric, however the corresponding quantities are generally not equal.
3.2.2.
The relation of local and global properties and its consequences. Thinking of ξ l in (3.1) and ξ r in (3.4) as the probability for an l-vertex (respectively, r-vertex) to be in the giant, we find that the same quantities equal the probabilities of survival of the respective branching processes BP l and BP r . Thus, we have established the "asymptotic equivalence", as formalized below, of the following events: a vertex being in the giant and the survival of the corresponding branching process. 
Lemma 3.3 (Relation of the BP-approximation and the giant component). Consider the RIGC under Assumption 2.3. Then, for any ε > 0,
This notion is closely related to convergence in probability.
Proof. Note that, for any K fixed, for n large enough
and (3.12) is equivalent to
By Theorem 2.6, P N −1
We denote by (CP, 0), introduced in detail in [18, Section 4.1], the local weak limit of the RIGC, i.e., the random graph CP with root 0 that approximates neighborhoods in the RIGC. By the triangle inequality,
By the local weak convergence stated in [18, Theorem 2.7], the inner limit in (3.14b) equals 0 for any fixed K, thus (3.14b) equals 0. Note that the limit in n in (3.14c) can be omitted, and also note that the survival probability ξ l = P(|BP l | = ∞). From the construction of CP in [18, Section 4.1] using BP l , we know that P(|CP| = ∞) = P(|BP l | = ∞). As P(|CP| ≥ K) → P(|CP| = ∞) = ξ l , (3.14c) equals 0 as well. Combining the above yields (3.12), as required.
The above equivalence can be extended to give a heuristic interpretation for further results, namely, the formulas in Theorem 3.1 and Corollary (3.2). Knowing the extinction probability of a child of the root and the degree of the root results in (3.2) and (3.5). For (3.3), note that choosing an (instance of an) edge uar in the random graph is equivalent to picking the comprising l-and r-half-edges uar independently. Then the two endpoints can be viewed as a child of the root in BP l and BP r , respectively, and at least one of them has to survive. In the following, we prove our results on degrees in the giant as a consequence of local weak convergence. 
For convenience, denote, with 
by Lemma 3.3, thus (3.17b) is also 0. Combining everything above, indeed N −1 (2.20) . This concludes the proof of Theorem 2.7.
3.3. Percolation phase transition as a consequence of the largest component phase transition. In this section, we reduce Theorem 2.11 to Theorem 2.6.
3.3.1. Percolation on the RIGC represented as an RIGC with random parameters. First, we focus on a qualitative understanding of the percolation model.
Recall the construction of the RIGC from Section 2.1. Let us denote the disjoint union of edges in all communities by E(Com). Further, denote the probability measure of the bipartite matching ω n by P ωn . For a given ω n , denote by E(ω n ) the edge set of the corresponding realization of the RIGC. Note that by construction and our choice of treating the RIGC as a multigraph, for any given ω n , there is a one-to-one correspondence between E(Com) and E(ω n ). For e ∈ E(Com), we denote the corresponding edge e = e(ω n ) ∈ E(ω n ).
Recall that percolation is defined conditioned on the realization of the random graph RIGC, as follows. Given ω n , each edge e ∈ E(ω n ) is assigned an independent Bernoulli random variable X e with success probability π, and we denote this conditional measure by P π (· | ω n ). Together with the measure P ωn of ω n , this determines the joint measure P π of the percolated graph RIGC(π). In the following, we establish an alternative representation as a product measure. Intuitively, we make use of the correspondence of E(Com) and E(ω n ) to define percolation on the communities, rather than on the RIGC, which can be done independently of the bipartite matching.
We define percolation on the communities and the percolated community list Com e (π), or Com(π) for short, as follows. With each e ∈ E(Com), we associate independent Bernoulli(π) random variables X e ; e is retained exactly when X e = 1. Denote by Com a (π) the random graph produced by percolation on Com a . Note that Com a (π) is not necessarily connected, which conflicts with our initial assumptions. Thus, we need to replace Com a (π) by the random list of its connected components . Now, the above intuition can be formalized as:
Proposition 3.4 (Percolation on the RIGC is still an RIGC). bond percolation with edge retention probability π on an RIGC with parameters d l and Com is equivalent to an RIGC with parameters d l and Com(π). Formally,
We refer to RIGC(d l , Com e (π)) as the RIGC representation of RIGC e (π).
Proof. Recall that given ω n , percolation on the RIGC is described by the independent Bernoulli(π) random variables (X e ) e ∈E(ωn) . Also recall that each e ∈ E(ω n ) can be written as e = e(ω n ) for a unique e ∈ E(Com) and define X e (ω n ) := X e for each e ∈ E(Com).
A given realization of RIGC(π) can characterized by its (unpercolated) edge set E and the outcomes of the Bernoulli variables, x e ∈ {0, 1} for e ∈ E(ω n ). Define x e := x e , with e = e(ω n ). We have that, for any given E and x e for e ∈ E(ω n ), (3.20) P π E(ω n ) = E, X e = x e ∀e ∈ E(ω n ) = P ωn E(ω n ) = E P π X e = x e ∀e ∈ E(ω n ) ω n = P ωn E(ω n ) = E P π (X e (ω n ) = x e ∀e ∈ E(Com) ω n = P ωn E(ω n ) = E P X e = x e ∀e ∈ E(Com) , where in the last step we have used that for any ω n , X e (ω n ) for e ∈ E(Com) are independent Bernoulli(π) random variables. We conclude that the joint measure of the percolated graph can indeed be written as a product measure.
Noting that throughout (3.20), ω n did not change, we conclude that the new measure is still an RIGC. Similarly, as d l did not even appear in the formulas, it necessarily remains unchanged. As intuition suggested that percolation can be executed on the communities before constructing the random graph, the formulas indeed contain the random variables X e corresponding to e ∈ E(Com), meaning that the new RIGC must use Com(π). This concludes the proof of Proposition 3.4.
Next, we show that RIGC(d Lemma 3.6 (Average percolated community size). Under the assumptions of Lemma 3.5 and Assumption 2.10, as n → ∞,
Further, E D r (π) is a non-decreasing function of π. Let H be a random graph with pmf µ and U H |H ∼ Unif[ V(H)], then we can express
We prove Lemma 3.6 in Section 3.3.3.
3.3.2.
Proof of Theorem 2.11. We now prove Theorem 2.11, subject to Lemmas 3.5, 3.6 and Theorem 3.1. (Recall that we have proved Theorem 2.6 subject to Theorem 3.1.)
Proof. By Proposition 3.4, studying percolated component sizes is equivalent to studying component sizes in the RIGC representation of RIGC(π). By slight abuse of notation, we use C 1 (π) and C 2 (π) to denote the largest and second largest component of RIGC(d l , Com(π)), respectively. Recall µ e n (π), the empirical distribution of Com(π), its limit µ e (π), and the corresponding empirical and limiting community size distributions D r n (π) and D r (π). Also recall (1.1).
By Lemmas 3.5, 3.6 and Remark 2.5, our results apply to the RIGC representation of RIGC(π). In particular, applying Theorem 2.6 to RIGC(d l , Com(π)) yields:
In the following, we separate the cases E[ {π : π < π c } ⊆ {π :
where we see that if j ∈ V(H) so that |H| ≥ 2, then the term E | C c (j, π)| − 1 is positive for any π > 0. Wlog 6 assume µ H > 0 for some H such that |H| > 1. Thus for any π > 0, 
satisfying (3.24) . In the following, we show that π c < 1 by showing that there exists π < 1
, it is sufficient to give a lower bound of E[ D r (π)] that is sufficiently close to E[ D r ]. Recall (3.25). With K ∈ Z + to be specified later, we bound
We show that S ≤K (π) is close enough to E[ D r ] for some K and π by comparing both to S ≤K (1) as an intermediate step. In fact, noting that C c (j, 1) is the unpercolated component of j, i.e., the whole community that contains j, we have
by Remark 2.4 (i) and (1.1). By Assumption 2.10,
, and fix such a K. Next, we compare S ≤K (π) and S ≤K (1). Note that for any fixed H ∈ H and j ∈ V(H), the expected component size E | C c (j, π)| is a polynomial in π, thus continuous. Note that S ≤K (π) is defined in (3.27) as a finite sum, as there are only finitely many graphs on at most K vertices. Thus S ≤K (π) is a continuous function of π, and
We only exclude the trivial case where proportion 1 of communities are isolated vertices.
as π → 1. Consequently, we can choose π close enough to 1 so that
. We have thus shown that for some K ∈ Z + and π < 1, as chosen above,
and we conclude that indeed π c < 1. This concludes the proof of Theorem 2.11.
Note that combining (3.23) and (3.26) yields (2.27).
3.3.3.
Convergence of the percolated community list. In this section, we study the empirical percolated community size distribution D r n (π) and its limit D r (π).
Proof of Lemma 3.5. Recall that Com(π) = Com a (π) a∈[Mn(π)] . Recall (2.9) and for any possible community graph H ∈ H, we introduce
Com a H}. We aim to prove the convergence in probability of the following quantity to some constant:
In the following, we prove convergence in probability to respective constants for both factors separately. This implies convergence in probability for the fraction, despite the dependence. Also note that M n (π)/M n ≥ 1 by construction, thus the denominator is bounded away from 0, as required.
Recall that each new community in Com(π) is a connected component under percolation on some original community in Com. Thus, to count the frequencies and total number of new communities, we break it down with respect to the original communities, and first study percolation on an arbitrary community and the frequency of each outcome.
We introduce some notation. Recall H, the set of possible community graphs: simple, finite, connected graphs, with a fixed arbitrary labeling. For an arbitrary F ∈ H, denote bond percolation on F by F e (π) or F (π) for short. We introduce an object to compare realizations of this random graph to: let G denote the set of simple, finite, unlabeled, not necessarily connected graphs. Denote by supp (F (π) ) the set of G ∈ G that are isomorphic to a possible realization of F (π). Note that for a fixed F , supp(F (π)) is a finite set. Recall (2.9). For F ∈ H and G ∈ supp(F (π)), define the random subset of original r-vertices with original community F that become isomorphic to G under percolation:
Since percolation on different communities is independent, (| V r F (π) G |) G∈supp(F (π)) follows multinomial distribution with probability vector (P(F (π) G)) G∈supp(F (π)) and number of trials | V r F |. Thus by multinomial concentration and
In the following, we count how one or more copies of H ∈ H can be produced by percolating some F ∈ H. This is possible if H is isomorphic to a subgraph of F , and we denote this event by H ⫇ F . For some H ⫇ F and G ∈ supp(F (π)), we define the multiplicity of H in G, denoted by κ(H|G) ≥ 0, as the number of distinct connected components in G that are isomorphic to H. If κ(H|G) ≥ 1, that is, there exists a connected component of G that is isomorphic to H, then we write H ⪽ G. Note that if H ⫇ F , there must exist a (not necessarily unique) G ∈ supp(F (π)) such that H ⪽ G. We compute, for arbitrary H ∈ H,
In fact, we may omit the conditions H ⪽ G and H ⫇ F , as κ(H|G) = 0 for any other choice of F and G. We claim that
For convenience, we denote (3.37)
By (3.34), for each H, F ∈ H, T n (F, H) P −→ T (F, H) as n → ∞, as we have the same linear combinations of the converging random vectors. We use a truncation argument to prove the convergence of the infinite sum over F ∈ H. The same argument also reveals the rhs of (3.36) to be finite.
Note that, as κ(H|G) counts components of G that are isomorphic to H, κ(H|G) ≤ |G| |H| = |F | |H|. Thus, for a fixed F , by (3.33),
Note that this bound is deterministic. By Remark 2.4 (i-ii),
Thus for arbitrary ε > 0, there exists K = K(ε) and n 0 = n 0 (ε) such that for all n ≥ n 0 , (3.40)
Thus, combining (3.38-3.40), we obtain the deterministic bounds, for n ≥ n 0 ,
Analogously, using (3.39) and the identity G∈supp(F (π)) P(F (π) G) = 1,
Note that the number of F ∈ H such that |F | ≤ K is finite, thus by (3.34), it follows that the finite sum converges in probability. Thus, as n → ∞,
Combining (3.41-3.43) yields the convergence in probability claimed in (3.36). We see that the rhs of (3.36) can be written as the sum a finite sum in (3.43) and a bounded quantity in (3.42) and is thus finite. Next, we focus on M n (π)/M n that is the denominator in (3.31). Recall that for G ∈ G, the number of connected components in G is denoted by c(G). Recall (3.32) and compute
We note the similarity between this formula and (3.35), as well as c(G) ≤ |G| = |F |. Thus, with analogous arguments and the same truncation as above, we conclude that
Combining (3.31), (3.35) and (3.45) yields
This concludes the proof of (3.21) and thus the proof of Lemma 3.5.
In order to prove Lemma 3.6, we first introduce some notation and establish the claim below that is instrumental to the proof.
Recall from Section 3.3.1 the percolated community list Com(π) = (Com a (π)) a∈[Mn(π)] and its empirical distribution µ (n) (π). Recall that D r n (π) is the empirical community size distribution corresponding to µ (n) (π). Denote by V(Com) the disjoint union of vertices in all communities. Recall that for j ∈ V(Com), C c (j, π) denotes its percolated component within its community. For real-valued random variables X, Y , we say that Y stochastically dominates X and write X Y if for all x ∈ R, P(X > x) ≤ P(Y > x).
Claim 3.7 (Empirical percolated community sizes).
Under the conditions of Lemma 3.6,
for any fixed n. Further, D r n (π) and D r n (π) are non-decreasing in π, in the sense of stochastic domination, that is, for all 0 ≤ π 1 < π 2 ≤ 1,
Additionally, D r n (π) n∈N and D r n (π) n∈N are uniformly integrable. Proof of Claim 3.7. We first prove (3.47). By conditioning on the outcome of percolation,
. We compute the empirical average (3.50)
Note that |Com a (π)| = j∈ V(Coma(π)) 1. Also note that, by the construction of Com(π),
Taking expectation wrt the percolation yields (3.47), as required. Also note that the formula obtained (3.51) is the average over all j ∈ V(Com) of percolated component sizes. Analogous calculations to the above could be carried out for the mass function to obtain
. Thus, we also have
which proves useful in the upcoming proof of (3.48). To prove the required stochastic dominance, we relate percolation with different edge retention parameters through the so-called Harris-coupling, defined as follows. To each edge e ∈ E(Com), we associate independent standard uniform random variables U e , and for any π, define X e = X π e := 1 {Ue≤π} . It
e under this coupling. Thus, for any realization of the standard uniform variables, as we decrease π from 1 to 0, edges are removed one by one (almost surely). Some edge removals result in a community becoming disconnected and consequently being replaced by two smaller communities. Thus the empirical community size distribution never increases when π decreases. This implies that the community size distribution is non-decreasing under this coupling, i.e., for 0 Proof of Lemma 3.6. We first prove (3.22) . By (1.1),
.
We present the proof for
Thus, it is sufficient to prove
Note that these quantities are deterministic. Pointwise convergence holds, as explained in the following. By (3.21), µ
H (π)] → µ H (π) for any H. We prove convergence for the infinite sum by a truncation argument. Introduce a truncation index K ∈ Z + , and for convenience, denote
We make the following observations: (i) For any fixed n, S
K is a non-decreasing sequence in K, and for ay K, S
We also know that S K is a non-decreasing sequence and for any K, S K ≤ S ≤ ∞. K ≤ C for all n and K. By observation (iii), S (n) K → S K ≤ C. Combined with observation (ii), S K has a finite limit as K → ∞, which necessarily equals S < ∞. To prove that S (n) → S, by the triangle inequality it is sufficient to show that for any ε > 0,
for an appropriate K and all n ≥ n 0 for an appropriate n 0 . In the following, we prove that we can choose K and n 0 so that each term is smaller than ε/3. By the convergence S K → S < ∞ as K → ∞ that we have established above, we can choose K 1 large enough so that for all K ≥ K 1 , |S K − S| = S − S K < ε/3. Substituting (3.56-3.57), the first term is
by the definition of D r n (π). By Claim 3.7, D r n (π) n∈N is uniformly integrable. Thus we can choose K 2 so that for all K ≥ K 2 , uniformly in n, the rhs of (3.59) is less than ε/3. Fix K := max{K 1 , K 2 }. By observation (iii), we can choose n 0 = n 0 (K) so that for all n ≥ n 0 , |S (n) K −S K | < ε/3. With K = max{K 1 , K 2 } and n 0 (K) defined above, combining everything above yields (3.58). This concludes the proof of (3.22).
Next, we prove (3.23). The average in (3.51) can be interpreted as the expected community size of a uniformly chosen community vertex j ∈ V(Com). This is equivalent to choosing a community in a size-biased fashion and picking a uniform vertex within the community. Formally, we can rewrite (3.51) by grouping V(Com) according to their original communities to obtain (3.60)
where
Since we have already proved that the limit of E[ D r n (π)] as n → ∞ exists, we can take the limit of the above formula to obtain
where H is a random graph with pmf µ and U H |H ∼ Unif[ V(H)]. This concludes the proof of (3.23).
Finally, we prove that E[ D r (π)] is non-decreasing in π. By (3.22) , E[ D r (π)] is the pointwise limit of the sequence E[ D r (π)]. By (3.48), we have that for any fixed n, E[ D r n (π)] is non-decreasing in π. Consequently, the limit E[ D r (π)] must also be non-decreasing in π. This concludes the proof of Lemma 3.6.
Analysis of the bipartite configuration model
In this section, we study the largest component of the BCM and prove Theorem 3.1.
4.1. Global exploration. We prove our results regarding the giant component with the aid of an exploration algorithm of the BCM. It is based on the exploration algorithm of the CM proposed by Janson and Luczak in [21] , however a naive interpretation of their algorithm would result in finding only the average density (ξ l + γξ r )/(1 + γ) in (3.6). We obtain this average density as a corollary of our more refined results on the individual partitions, which requires significant changes to the algorithm.
We define the algorithm focusing on the lhs partition; one can analogously define a dual algorithm focusing on the rh partition. The algorithm runs in continuous time t ≥ 0 until exhausting the whole BCM, and it unveils the graph one connected component at a time. By Remark 2.1, we can simultaneously build the graph while exploring it, and match a half-edge when we try to cross the edge it is part of.
We give a brief and intuitive explanation of the algorithm first before formalizing it. At the beginning, and whenever we finish exploring a component, we start exploring a new component from an l-vertex picked randomly among unexplored ones. We then match one of its l-half-edges to reveal one neighboring r-vertex, and we immediately match all of its r-half-edges, using the r-vertex only as a bridge to a subset of the second neighbors which are again l-vertices. In the algorithm, the discovery and exhaustion of an r-vertex will correspond to one loop, or a double-step: left-to-right, then right-to-left, where the rightto-left step may mean matching any non-negative number of r-half-edges. By the end of a double-step, no r-half-edges incident to vertices in the current component are unpaired. We repeat this double-step while there are unpaired l-half-edges incident to vertices in the current component, unveiling this component one r-vertex at a time. Once we are "stuck" and all l-half-edges incident to vertices in the component are paired, we have finished exploring a connected component. As long as there are unexplored vertices, we continue by picking a new l-vertex and start exploring a new component.
In the following, we introduce our terminology and notation. We call half-edges siblings if they are attached to the same vertex. To keep notation simple, we do not always explicitly indicate the dependence on n, however it is always meant. Instead, we add the superscripts l or r to emphasize which partition each quantity is related to. All the quantities below are defined to be right-continuous, i.e., if the algorithm updates a quantity at time t, the value at time t is the updated value.
At any given time, V l is partitioned into the sleeping set and the awake set at time t. Initially, all l-vertices are sleeping, and are moved one by one to the awake set, and this progression is one-way, i.e., awake vertices cannot become sleeping again. Intuitively, an awake vertex is at least partially explored. We denote the number of sleeping l-vertices of degree k at time t by V l k (t). Similarly, V r is partitioned into the sleeping set and awake set, and each r-vertex starts in the sleeping set and later progresses into the awake set.
The set of l-half-edges, at any given time, is partitioned as follows: sleeping set of size S l (t), active set of size A l (t) and paired (dead) set. Intuitively, active half-edges are unpaired half-edges that we already know belong to the component we are currently exploring. Note that
Each l-half-edge progresses from sleeping to active to paired. Sometimes we say a half-edge "dies" to mean that we must pair it immediately. We thus refer to the union of the sleeping and active sets as the living set, and it has size L l (t) = A l (t) + S l (t). Further, we assign i.i.d. Exp(1) random variables with each l-half-edge, that we call the alarm clock of the half-edge. Once the exploration time reaches the value of this variable, the alarm goes off, and if the half-edge is still unpaired, it dies and must be paired. When an l-half-edge dies, if the incident l-vertex is sleeping, we set it awake, and set all sibling half-edges active. (If the incident l-vertex is already awake, we do not change the status of the vertex or the sibling half-edges.) When we set an l-vertex awake for a different reason, we set each incident half-edge active.
The r-half-edges are partitioned into the sleeping set, the waiting to be paired set of size W r (t), and the paired (dead) set. Half-edges may progress from sleeping to paired directly, or through the waiting to be paired status, but never move backwards. While the waiting to be paired set plays the role of active half-edges on the rhs, we intentionally denote it differently to emphasize its different role in the algorithm. While the set of active l-halfedges is allowed to grow large, however the waiting to be paired set must immediately be exhausted. When an r-half-edge is paired, we set the incident r-vertex is set to awake, and all sibling half-edges are set to be waiting to be paired. (By how the algorithm is designed, this is the only way to set an r-vertex awake.)
Note that the number of paired half-edges in the two partitions must be equal.
Algorithm 4.1 (Exploration). The algorithm is as follows:
step1 Starting the exploration of a new component. If A l (t) = 0 = W r (t), we start exploring a new component: choose a uniform sleeping l-half-edge and set it to active together with its sibling-half-edges, and set the incident l-vertex awake. We say that we execute step1. Otherwise, we proceed to step2. We say that we skip step1. This step happens instantaneously, i.e., the time variable does not increase.
step2 Attribute discovery/left-to-right step.
Choose an arbitrary active l-half-edge x and a uniform sleeping r-half-edge y. Pair them to form an edge and set the r-vertex a that is incident to y as awake. Set the sibling half-edges of y as waiting to be paired, then W r (t) = r-deg(a) − 1 This step happens instantaneously. step3 Attribute exhaustion/right-to-left step.
If W r (t) > 0, pick an arbitrary r-half-edge y in the waiting to be paired set. Now wait until t > t when the next alarm clock of an unpaired l-half-edge x rings, then x dies and we pair x to y. Set W r (t ) = W r (t) − 1. If the l-vertex v incident to x has been sleeping, then set v as awake and all sibling half-edges of x as active. Set A
If there are sleeping half-edges, then repeat from step1.
A loop is the course of the algorithm while going through step1, step2 and the appropriate number of step3s until W r (t) = 0. Let us denote
X taking values from N (such that P(X = 0) < 1) is continuous and strictly increasing, G (−1) X exists on the interval P(X = 0), 1 .
Proposition 4.5 (Living half-edges).
Define the function
The process of living half-edges L l (t) satisfies, for any 0 < t 0 < − log q 0 ,
We prove Proposition 4.5 in Section 4.4. We remark that for the RIGC and its underlying BCM, postulating q 1 = 0 implies q 0 = 0 and − log q 0 = ∞. It is hard to intuitively interpret the appearance of an inverse generating function in (4.12-4.13). The deeper analysis of the process L l (t) in Section 4.4 reveals that this inverse appears due to step2 happening instantaneously. However the upcoming proof of Theorem 3.1 justifies that the inverse must appear here in order to obtain (2.17), the fixed point equation for the composition of the generating functions, which is much more intuitive in light of Section 3.2.1. Proof. Recall from Section 3.2 that when p 1 = q 1 = 0, then P N r = 0 = 0 and η l = 0, ξ l = 1. Here, we consider η l and ξ l as constants defined in terms of the generating functions, and their relation to the giant component is yet to be proven. Assume Theorem 3.1 for q 1 > 0. This is equivalent to assuming that the results (3.1-3.3) hold for any η l > 0, ξ l < 1. We slightly modify our graph sequence for which originally q 1 = 0 holds, in the following way. Let d 
otherwise.
Denote the smallest fixed point of
We now let ε → 0, then D Finding the largest supercritical component. In the following, wlog we assume that q 1 > 0 or equivalently, q 0 > 0, with q 0 = q 1 /E[D r ] defined in Proposition 4.5. We define 1] , and for convenience, we denote
Recall the process A l (t) from (4.7) that approximates A l (t). Subject to Lemma 4.3 and Proposition 4.5, for any t 0 < − log q 0 , A l (t) satisfies (4.17) sup
Recall we start exploring a new component when step1 is executed, for which A l (t) = 0 is a necessary condition. By the intuition that A l (t)/n ≈ A l (t)/n from Lemma 4.4, and (4.17), we want to find the zero(s) of t → H e −t on R + . By (4.15-4.16) , the zeros of this function are described by the fixed point equation (3.9) . It is known from the literature that in the so-called supercritical case (2.16), there exists a unique fixed point η l in the interval [0, 1). In fact, by a bootstrap argument the condition q 1 > 0 implies that η l > q 0 > 0. Hence 4.19) t < t 0 := − log (η l + q 0 )/2 < − log q 0 , and denote the "good event"
(4.20)
Note that by t 0 < − log q 0 , both Lemma 4.3 and Proposition 4.5 are applicable for this choice of t 0 . Consequently, for any fixed δ, by (4.17) the good event happens whp, i.e.,
1 (δ) → 1 as n → ∞. By properties of the generating function G N r and (4.15), z → H(z) is positive for z ∈ (η l , 1), thus t → H(e −t ) is positive for t ∈ (0, t ). Further, we have the following analytical properties of t → H e −t :
Claim 4.7. For any ε > 0 small enough, there exists δ = δ(ε) > 0 such that t → H e −t > δ on t ∈ (ε, t − ε) and H e −(t +ε) < −2δ.
Proof. Recall (4.15) and (4.16) and note that 0 < z 0 := e −t0 < e −t < 1 is bounded for t ∈ (0, t 0 ). It is sufficient to show that, for some δ > 0, (4.22) h e −t > δ on (ε, t − ε), h e −t < −2δ at t = t + ε, then the statement follows for δ :
By the strict monotonity of the mapping t → e −t , (4.22) is equivalent to
Recall (4.16) . Note that by q 1 > 0, z → h(z) is strictly concave on its domain [ q 0 , 1] and positive exactly on (η l , 1), hence for any ε fixed, we can choose δ > 0 appropriately such that (4.23) holds. This concludes the proof of Claim 4.7.
In the following, we aim the characterize those executions of step1 where we start exploring the giant component and the component after, i.e., when we finish exploring the giant. Recall the definition of S 1 from Section 4.1. Denote by T 1 the last element of S 1 that is less than t /2, and denote by T 2 the next element after T 1 , i.e., the first element of S 1 that is at least t /2. The times are given by (4.24)
with the convention that the minimum over an empty set is +∞. Intuitively, the exploration of the largest component lasts from T 1 to T 2 . We first show the following:
Claim 4.8 (Exploration time of the "giant"). As n → ∞, (4.20) and Claim 4.7, on the event E 1 (δ) for t ∈ (ε, t − ε),
Recall that executing step1 requires A l (t) = 0. Consequently, on the event E 1 (δ), step1 could not have been executed within the time interval (ε, t − ε), hence on this event, (4.27)
Noting that 0 ∈ S 1 , thus 0 ≤ T 1 , T 1 P −→ 0 by (4.21) and (4.27).
We have yet to give an upper bound on T 2 to prove T 2 P −→ t . We do so by proving that step1 must have been executed between t − ε and t + ε. Recall that H e −t is positive on (0, t ), hence on the
. Lemma 4.4 is applicable for our choice of t 0 and t < t 0 , thus for any fixed δ,
for n large enough by Assumption 2.3 (c). However, by Claim 4.7, on the event E 1 (δ),
Comparing (4.28) and (4.30), we see that A l (t) − A l (t) increased between times t and t + ε. As discussed in the proof of Lemma 4.4, this is only possible when step1 is executed. Consequently T 2 ≤ t + ε on the event E 1 (δ) that happens whp. Combining this with (4.27), we obtain that T 2 P −→ t , concluding the proof of Claim 4.8.
Properties of the giant candidate. By (4.24), only one component is explored on (T 1 , T 2 ). Let us denote this component by C (n) . We study some properties of C (n) that will help us in showing that C (n) is whp the largest component. Recall from Section 4.1 that l-vertices can be sleeping or awake and l-half-edges can be sleeping, active or paired. Also recall that V l k (t) denotes the number of vertices of degree k still sleeping at time t.
, all l-half-edges that are removed from the sleeping set between T 1 and T 2 must be paired by T 2 . Thus all l-vertices and l-halfedges that are removed from thje sleeping set between T 1 and T 2 are part of the component
Recall that t is defined in (4.18) so that H(e −t ) = 0 and H(e −t ) > 0 for t ∈ (0, t ). By Claim 4.8 and the continuity of H, inf t≤T2 H e −t P −→ inf t≤t H e −t = 0. Thus whp (4.17) applies for T 2 and yields n
Combining (4.31) and (4.33) with (4.4) from Lemma 4.3, (4.34) 
Then combining (4.34) and (4.35) yields
Similarly, by summation and (4.5), as well as (4.32) and (4.6), respectively,
Uniqueness. We have just shown that C (n) contains a linear proportion of edges and lvertices. We now prove that whp there is no other such component, hence C (n) must be
1,b and the giant component is unique. Since T 1 P −→ 0, by (4.6), the total number of l-half-edges explored before C (n) is o P (n). Consequently, whp no linear-sized component is explored before C (n) . Let us define T 3 as the element in S 1 right after T 2 (and ∞ if there is no such element). The time of T 3 is given by (4.39)
Note that T 3 = T 2 may occur, due to the multiplicities in the sequence S 1 . As discussed in the proof of Lemma 4. 
by (4.33) and Remark 2.4 (iv). Comparing (4.40) and (4.30), we conclude that T 3 < t + ε whp for any ε fixed. Combining this with T 3 ≥ T 2 P −→ t yields T 3 P −→ t . Hence the component C explored between T 2 and T 3 has o P (n) edges by (4.6). Now assume that for some α > 0, there exists a component C with αn many edges, that was not explored before C (n) . Then we find C at T 2 with positive probability, i.e., P( C = C) > 0, which implies lim inf n→∞ P |E( C )|/n ≥ α > 0. This contradicts |E( C )|/n P −→ 0, and thus C cannot exist. We conclude that whp no component containing a linear proportion of edges was explored before or after C (n) . Note that if a connected component has linearly many vertices, it must also have linearly many edges. Hence whp C Subcritical and critical case. Note that up to (4.17), the arguments carried out for the supercritical case still apply. However, the arguments between (4.17) and (4.18) must be adapted, as follows.
it is well-known that the unique solution to the fixed point equation
It is straightforward to check that t → H e −t is then negative on R + , its last and only zero is t = 0. Let us denote the first two elements of S 1 by T 1 = t = 0 and T 2 = min t ∈ S 1 \ {T 1 } . By Lemma 4.4, we have that A 
4.4.
Living half-edges. This section is dedicated to analyzing the process of living halfedges in Algorithm 4.1 proposed in Section 4.1, and in particular we prove Proposition 4.5. As we remarked in Section 4.2, the number of living half-edges follows significantly different dynamics in our algorithm compared to the algorithm for the CM introduced by Janson and Luczak in [21] . The study of the process L l (t) is one of our novel contributions to generalizing the Janson-Luczak proof to the bipartite case.
4.4.1. Asymptotics for the living half-edges: proof of Proposition 4.5. We consider L l (t) as a continuous-time pure death process with deterministic initial value L l (0) = L l,(n) (0) = h n . Since the edges of the BCM are revealed by Algorithm 4.1 one by one, each jump in the process is −1. However, as step2 decreases the number of living half-edges and does not change the time variable, certain jumps happen instantaneously.
The exact dynamics are as follows. Since step1 only sets sleeping l-half-edges to active, it does not affect the number of living l-half-edges. Step2 instantaneously pairs one (active) l-half-edge and discovers an r-vertex. Then each execution of step3 pairs one l-half-edge after a random amount of time. In particular, it waits for the first Exp(1) alarm clock (recall from Section 4.1) belonging to an unpaired (living) l-half-edge to go off. Consequently, jumps that happen due to step3 happen at rate i when the process is in state i, and jumps that happen due to step2 happen at rate infinity. Jumps due to step2 happen at random intervals: it happens once at the beginning of every loop, but the length of each loop is random, for the following reason. In each loop, we reach a random r-vertex in step2, the size of which determines the number of step3s required to pair all its r-half-edges. Further, the distribution of the frequency of infinite rate jumps shifts during the process, as r-vertices are used up. Thus, we take an alternative approach, and in the following, we study the death process L l (t) with varying rates through its hitting times RThe following claim ensures that studying the hitting times is essentially equivalent to studying the death process:
Claim 4.9 (Concentration of a death process and its hitting times). For each n ∈ N, let X (n) (t) t≥0 be a pure death process with deterministic initial condition a n := X (n) (0) → ∞ as n → ∞. For c ∈ (0, 1], let T (n) (c) := min{t : a Fix ε > 0 and with some K = K(ε) to be defined later, bound the above sum term by term in the following decomposition:
