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論文要旨
　本論文は，IP 網の上に構築されたコンテンツ配信ネットワーク（Content
Delivery Networks: CDN）を通して提供される映像コンテンツについて，配信時
の品質を維持するための制御技術に関する研究成果を述べたものである．論文
は，第 1 章「序論」，第 2 章「並列転送による品質維持制御」，第 3 章「コンテ
ンツ配布時における性能改善」，第 4 章「品質維持制御のための利用可能帯域
通知法」，第 5章「結論」の 5つの章から構成されている．
　第 1 章では，本研究に至った背景を整理した．一般に，ネットワークを介し
て映像を配信するには，その解像度や符号化処理によって決まるビットレート
を送受信者間で確保する必要がある．しかし，現在の TCP/IP に基づいたネッ
トワークアーキテクチャでは，ネットワークおよびサーバにかかる負荷が時間
と共に変動し，かつその振る舞いを予測するのは困難である．従って，受信，
再生される映像の品質を保つことが難しい．そのため，配信対象のコンテンツ
を複数の広域に分散配置されたサーバ群に複製しておき，クライアントからの
アクセスを，ネットワークおよびサーバの状態に応じて最適なサーバに誘導す
ることでネットワークとサーバの負荷分散を図り，品質保証を目指す CDN の
概念が現れた．
　第 2 章では，CDN によって映像コンテンツが配信される場合，「コンテンツ
が複数のサーバに複製配置されていることを利用して再生品質を可能な限り保
つ配信制御法はないか」という点に着目し，検討を進めた．その結果，1) コン
テンツがミラーリングされている環境においてクライアントへの転送量を前回
の転送時の転送速度に比例させる方法，2) コンテンツをストライピングするこ
とで記憶容量のコストを下げながらも一定の品質維持に寄与させる方法を提案
する．LAN および JGN を利用したテストベッドにおいて，通常転送時にはア
ンダーフローを起こし，再生が中断してしまう負荷状態であっても，提案方式
を採用することにより再生が中断されず，本来の時間・空間解像度での再生が
続行されることを実証した．
　続いて第 3 章では，上記 1)の方式を，コンテンツのミラーリング時に活用す
る方法について検討し，次のように利用することを考えた．始めに，配布対象
のコンテンツを N 等分し，配布先となる N 台のミラーサーバにストライピン
グする．続いて，各ミラーサーバが残り N-1 個のブロックをオリジンサーバと
他のミラーサーバから 1)の方式によって受信する．こうすることにより，ネッ
トワーク品質の変動があってもそれに応じて転送速度が最大化され，ボトルネ
ックに依存せずに配布時間の短縮につながる．前述のテストベッドを用いた実
験により，この配布方式が通常の配布に対して 1.2 倍から 1.5 倍の速度向上が
達成されることを示した．
　本研究は，「クライアントでの再生品質を維持した上で，システム全体の負
荷を最も良く分散するには，N 台のサーバのうちどの K 台からどういった分量
で配信してもらえば良いか？」という問題に帰着される．第 4 章では，この問
題を解くのに要求されるエンドホスト間の利用可能帯域を取得するモデルを検
討した．その結果，自律システム（AS:Autonomous System）ごとに経路と利用
可能帯域をチェック，保持するモニタリングサーバを置き，送信ホストからの
プローブパケットを中継する方式を導いた．提案方式を実装し，既存の方式と
比較した結果，測定時間はミリ秒単位，経路を通過するパケット数は 2 個で済
み，0.5 秒というプローブ間隔で帯域幅の変動に追従可能であることが明らか
となった．また，モニタリングによるノード負荷およびネットワーク負荷に関
しても，0.2 秒程度のモニタリング間隔であれば，システムの運用に支障のな
い範囲であることがわかった．
　最後に，第 5 章において本研究で得られた成果をまとめ，今後の検討課題，
将来展望について整理する．
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(2.4) Si
bi(t)
bsnd(t)
brcv(t) 2.9 bi(t)
brcv(t) = bsnd(t) ifbi(t) ≥ bsnd(t) (2.7)
brcv(t) < bsnd(t) if bi(t)<bsnd(t) (2.8)
– 38 –
2.2
brcv(t) = bsnd(t) bsnd(t) brcv(t)<bsnd(t) bsnd(t)
bi(t) pathload
bi(t)
10 30
TCP
Host S
(sender)
Host R
(receiver)
Packet Train
bt[Mbps]
bt > A ! jitter occurs, down btbt < A ! no jitter, up bt 
A: Available Bandwidth
Monitoring the delay jitter
2.9
TCP
brcv(t) bi(t)
si(t)
2.10 Sf U [Bytes] M
C Si
HTTP TCP
1 m u = U/m[Bytes]
k Si sik[Bytes] (2.10)
(2.10)
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2.3
2.10
si1 =
u
N
(k = 1) (2.9)
sik =
bik−1∑N
i=1 bik−1
× u (2 ≤ k ≤ m) (2.10)
bik Si k bik sik
bi(t) bik
Bf
2.3
2.3.1
N
Bf
Bf
2.11 Us[Bytes]
– 40 –
2.3
Si RAID
0
Si Sf/N [Bytes]
1/N
S1 SN Us[Bytes]
C C
C
Bf
bi(t) ≥
Bf
N
(i = 1, 2, ..., N) (2.11)
bi(t) t Si C
bi(t) Bf/N Bf
Bf Bf/N
2.3.2
U [Bytes]
Us[Bytes] Si
U [Bytes]
– 41 –
2.4
2.11
2.4
1
2.12 AS
C1, C2, ..., CM
Si AS
Ci AS M
1. Ci Sp
2. Sp Si
3. Ci Ci Sp
– 42 –
2.5 DV
2.12
2 Si
Sp
2.5 DV
DV
LAN
2.5.1
2.13 Tf=8 DV
NTSC DV 1 120,000Bytes
– 43 –
2.5 DV
2.13
[18] Sf Sf = 120,000Bytes/frame × 30frames/sec ×
480sec = 1,728,000,000Bytes ' 1.6GB∗1
2 PC-AT Linux 2.4.22 HTTP
apache-1.3.29∗2 PC-AT FreeBSD 5.1-
RELEASE libcurl-7.10.8∗3
IEEE1394 DV
fwcontrol∗4
S1, S2 C 100Base-TX 1 PC R
R R dummynet[56]
∗1 1GB = 230Bytes
∗2 http://www.apache.or.jp/
∗3 http://curl.haxx.se/
∗4 /usr/src/usr.sbin/fwcontrol
– 44 –
2.5 DV
2.5.2
2.14 Sf [Bytes] U [Bytes]
2 2
IEEE1394
3
U=36,000,000Bytes 300 10
TCP DV
2.14
– 45 –
2.5 DV
2.5.3
2.13 (1)S1 (2)S1, S2
(3)S1, S2
(2) 8 (2.10), (2.10)
(3) Us=3,600,000Bytes 30
1
S1, S2 C B1, B2 dummynet (I)
(II) DV
Bf 30Mbit/s
∗5 B1, B2 10Mbit/s
40Mbit/s B1, B2 10Mbit/s 40Mbit/s
Tr 5, 10, 20, 30
Number of Stalling: NoS 0
Time
to Resumption: TR 0 0
Mean Time Between Stalling: MTBS
Mean Time To Resumption: MTTR Consective
Playback Ratio: CPR
• MTBS [sec]
Tf
MTBS = Tf / (NoS+1)
• MTTR [sec]
MTTR =
∑NoS
i=1 TRi/NoS
∗5 120000Bytes/sec × 30frames/sec = 3,600,000Bytes/sec = 28,800,000bit/s = 28.8Mbit/s
– 46 –
2.5 DV
2.1 S1 MTBS/MTTR sec
B1[Mbit/s] NoS MTBS MTTR CPR
10 23 20.000 48.339 0.292
20 19 24.000 16.841 0.587
25 11 40.000 11.835 0.771
30 0 480 0 1.000
2.2 MTBS/MTTR sec
B1[Mbit/s] B2[Mbit/s] NoS MTBS MTTR CPR
10 20 11 40.0 10.004 0.799
10 25 1 240 8.067 0.967
20 20 0 480 0 1.000
• CPR
CPR = MTBS/(MTBS+MTTR)
0 1 1
Bu Bu
U
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2.5 DV
2.3 MTBS/MTTR sec
B1[Mbit/s] B2[Mbit/s] NoS MTBS MTTR CPR
10 20 22 20.869 16.021 0.565
10 25 23 20.0 15.145 0.569
20 20 0 480 0 1.000
2.5.4
B1, B2 NoS
MTBS MTTR CPR 2.1 2.3
S1 2.1 B1 ≤ 25Mbit/s
B1 S1, S2
2.2 B1=20Mbit/s B2=20Mbit/s
NoS=0 B1=10Mbit/s B2=25Mbit/s NoS=1 B1, B2
Bf S1, S2
S1, S2
2.3 B1=20Mbit/s B2=20Mbit/s NoS=0
B1=10Mbit/s B2=25Mbit/s B1=10Mbit/s B2=20Mbit/s
0.57
Bu 2.15 2.17 2.15
B1=30Mbit/s
Bf=30Mbit/s B1=30Mbit/s
B1=20, 25Mbit/s k k + 1
k k + 2
– 48 –
2.5 DV
2.15 S1
k + 1
k + 1 k + 2
2.15 Bu
B1=10Mbit/s 3
10 1
30
NoS=0
Bu ≥
Bf
2
(2.12)
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2.5 DV
2.16
N∑
i=1
Bi ≥
Bf
2
(i = 1, 2, ..., N) (2.13)
Bi ≥
Bf
2N
(i = 1, 2, ..., N) (2.14)
Bf [Mbit/s]
Bu=15Mbit/s
2.16 2.17
2.15
Bu ≥15Mbit/s
B1, B2 10Mbit/s 40Mbit/s
2.4 2.6 B1, B2 Tr=5, 10, 20[sec]
NoS=0
– 50 –
2.5 DV
2.17
2.4 S1 MTBS/MTTR sec
Tr[sec] NoS MTBS MTTR CPR
5 7 60 14.706 0.803
10 9 48 16.6 0.743
20 5 80 15.745 0.844
30 3 120 15.141 0.887
Tr=20, 30[sec] 2
Tr=5,10[sec] NoS=0
AVG MIN MAX
SD 2.7 2.9 2.18 2.21
S1 2
S1
– 51 –
2.5 DV
2.5 MTBS/MTTR sec
Tr[sec] NoS MTBS MTTR CPR
5 0 480 0 1.000
10 0 480 0 1.000
20 0 480 0 1.000
30 0 480 0 1.000
2.6 MTBS/MTTR sec
Tr[sec] NoS MTBS MTTR CPR
5 0 480 0 1.000
10 0 480 0 1.000
20 2 160 13.626 0.921
30 2 160 44.594 0.782
2.18 2.21 2.4 2.6 Bu=15Mbit/s
NoS=0 Bu
2.7 S1
Tr[sec] AVG MIN MAX SD
5 20.5 10.9 38.5 7.09
10 20.4 8.55 38.5 8.48
20 24.8 9.82 38.5 8.96
30 26.2 10.88 38.5 9.10
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2.6 JGN
2.8
Tr[sec] AVG MIN MAX SD
5 39.5 26.2 57.6 8.34
10 41.9 28.8 72.0 10.2
20 41.6 24.0 57.6 9.05
30 42.4 26.2 57.6 6.64
2.9
Tr[sec] AVG MIN MAX SD
5 32.7 19.5 53.6 7.99
10 34.4 17.0 60.6 9.57
20 33.6 10.8 57.9 12.2
30 34.9 13.2 54.6 10.3
2.6 JGN
JGN(Japan Gigabit Network)∗6[57]
DV
2.6.1
2.22 JGN
3
∗6 http://www.jgn.tao.go.jp/
JGN 2004 3
– 53 –
2.6 JGN
2.18 Tr=5[sec]
2.19 Tr=10[sec]
2.10 PC 1 ATM-
PVC(Permanent Virtual Circuit)
2
1 2.23 2.24
→ PC → JGN → PC →
– 54 –
2.6 JGN
2.20 Tr=20[sec]
2.21 Tr=30[sec]
2.6.2
8 DV 1,728,000,000bytes
S1 S2 HTTP
2 DV F1, F2 S1, S2 C1
F1 C2 F2 HTTP Apache HTTP
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2.6 JGN
2.22 JGN
2.23
– 56 –
2.6 JGN
2.10 JGN
OS CPU RAM
S1 SGI Origin200 IRIX 6.5.21m R10000 512MB
200MHz × 2
S2 SGI Origin2000 IRIX 6.5.21m R10000 1024MB
200MHz × 2
PC PC/AT WindowsNT4.0 Pentium-III 128MB
600MHz
C1 PC/AT FreeBSD Athlon 384MB
5.1-RELEASE 1.2GHz
C2 PC/AT FreeBSD 5.1 Celeron 512MB
5.1-RELEASE 800MHz
L SGI Origin200 IRIX 6.5.21m R10000 512MB
200MHz × 2
libcurl C1, C2 192Kbytes L
S1, S2 512Kbytes
DV 2.25
DV 5
1. C1, C2 S1, S2 F1, F2
2. C1 S1 F1 C2 S1, S2 F2
3. C1, C2 S1, S2 F1, F2
4. C1 S1 F1 C2 S1, S2 F2
5. C1, C2 S1, S2 F1, F2
– 57 –
2.6 JGN
2.24
2.25 DV
2.6.2 2.6.2 300
36,000,000bytes 1 30
3,600,000bytes DV IEEE1394
C1 C1 C2
– 58 –
2.6 JGN
2.26 1
2.27 2
L 2.31 S1 S2 4 HTTP
30 30
S1, S2 PC 100Base-TX PC
L 1000Base-SX C1, C2 DV
– 59 –
2.6 JGN
2.28 3
2.29 4
C1, C2
2.6.3 :
NoS
MTBS MTTR CPR
– 60 –
2.6 JGN
2.30 5
2.31
C1, C2 2.11 2.12
1 2 5 0
1 2 4
– 61 –
2.6 JGN
2.11 C1 MTBS/MTTR sec
NoS MTBS MTTR CPR
1 10 43.64 11.81 0.787
2 1 240 8.076 0.967
3 0 480 0 1.000
4 0 160 0 1.000
5 1 240 13.14 0.948
2.12 C2 MTBS/MTTR sec
NoS MTBS MTTR CPR
1 6 68.57 12.11 0.850
2 1 240 0 1.000
3 0 480 13.626 1.000
4 0 480 44.594 1.000
5 1 240 13.626 0.946
2.6.4 :
C1, C2 DV 2.13
2.14 2.32 2.36 1
10Mbit/s 25Mbit/s
15Mbit/s
2 5
20Mbit/s
3
– 62 –
2.7
2.13 C1 Mbit/s
1 27.26 9.73 91.05 22.40
2 42.88 13.7 90.97 22.10
3 39.09 19.2 72.0 11.45
4 40.22 16.29 90.74 17.97
5 38.64 13.66 65.59 13.87
2.14 C2 Mbit/s
1 26.48 9.79 91.02 20.87
2 31.93 13.71 72.0 13.43
3 40.32 20.57 72.0 11.49
4 42.65 17.27 73.45 14.79
5 41.19 13.21 73.25 15.56
2.7
CDN
1
– 63 –
2.7
2.32 JGN 1
2.33 JGN 2
100Mbit/s 30Mbit/s
LAN
1000Base-T LAN WAN 10G Ethernet
– 64 –
2.7
2.34 JGN 3
2.35 JGN 4
– 65 –
2.7
2.36 JGN 5
– 66 –
33.1
3.1.1
N
3.1
S0
B0[Mbit/s] S0 Si (i = 1, 2, ..., N) Bi[Mbit/s]
– 67 –
3.1
3.1
B0 ≥
N∑
i=1
Bi (3.1)
S0 Si Sf [Bytes]
Si Tdu[sec]
Tdu = max(
Sf
B1
,
Sf
B2
, ...,
Sf
BN
) =
Sf
min(Bi)
(3.2)
Bi
HTTP FTP
N S0
N
S1 S2 S3 ..., SN
S0
Tdu
Tdu =
Sf
B1
+
Sf
B2
+ ... +
Sf
BN
= Sf
N∑
i=1
1
Bi
(3.3)
Tdu N
– 68 –
3.1
3.1.2 IP
IP IP Multicast:
3.2 [58]
1 R1 R1
R2, R3 R2, R3
3.2 IP
IPv4 3.3
D 224.0.0.0 239.255.255.255
IPv6
IPv4
– 69 –
3.1
3.3 IPv4
Scope IGMP ICMP
[59] IPv6
3.4
3.4 IPv6
– 70 –
3.1
3.5 IGMP(Internet Group Management Protocol)[60]
3.1 [61]
3.5 IGMP
3.1
DVMRP RFC1075
MOSPF OSPF RFC1584
CBT RFC2189
PIM-SM RFC2362
IP IP
– 71 –
3.2
Reliable Multicast Protocol [62]
3.2
3.2
ACK-based ACK ACK
Tree-based ACK ACK
NACK-based
FEC∗1
Tdm[sec]
Tdm = max(
Sf
Bi
) =
Sf
min(Bi)
(3.4)
(3.2) (3.2)
(3.4)
3.2
3.2.1
Bi
– 72 –
3.2
3.2.2
1. Si
2. Si
3.6
Sf [Bytes] N Si
Pi Sf/N [Bytes]
3.6
S1 P1 S2 P2 SN PN
N − 1 S1 P2
S2 P3 SN P1 P2 S0 S2
P3 S0 S4 P1 S0 S1 3.7
– 73 –
3.2
2 Pi
3.7 2
Si 2
3 N = 3 3.8
S1 P3 S0, S3, S2 S2 P1 S0, S1, S3 S3 P2
S0, S2, S1
3.8 3
k k + 1 N − 1
Si
– 74 –
3.2
Tdp[sec] Tdp
Tst N − 1 Tpr(i)
Tdp = Tst +
N−1∑
i=1
Tpr(i) (3.5)
Tst
Tst =
Sf/N
min(B0i)
(3.6)
Tpr(1), Tpr(2), ..., Tpr(N − 1) Si(i = 0, 1, ..., N) Sj(j = 0, 1, ..., N)
Sij [Mbit/s]
Tpr(1) = max(
Sf/N
B01 + B21
,
Sf/N
B02 + B32
, ...,
Sf/N
B0N + B1N
) (3.7)
Tpr(2) = max(
Sf/N
B01 + B31 + B41
,
Sf/N
B02 + B42 + B52
, ...,
Sf/N
B0N + B2N + B3N
) (3.8)
Tpr(N − 1) = max(
Sf/N
B01 + B21 + ... + BN1
,
Sf/N
B02 + B12 + ... + BN2
, ..., (3.9)
Sf/N
B0N + B1N + ... + BN−1N
)
(3.6) Sf/N
Tpr(i) ≤ Tst (i = 1, 2, ..., N − 1) (3.10)
(3.5) (3.10)
Tdp ≤
N−1∑
i=1
Tst = N ×
Sf/N
min(B0i)
=
Sf
min(B0i)
(3.11)
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3.2
Bij Tpr(i) Bij
(3.11)
3.2.3
1.
1/N
2.
Bij t bij(t)
3.
4.
: Scalability
– 76 –
3.3
Tdp N
Bij = B
Tdp
Tdp =
Sf/N
B
+
Sf/N
2B
+ ... +
Sf/N
NB
=
Sf
NB
N∑
k=1
1
k
(3.12)
ln(N) ≤
N∑
k=1
1
k
≤ ln(N + 1) (3.13)
[63] (3.12) N
3.3
JGN
3.3.1
3.9 3.3
S1, S2 Gigabit
Ethernet(1000BASE-SX) S0
S1, S2 S0
L S1, S2
S0-S1 S0-S2 S1-S2 RTT TCP
ping RTT 3.10
Iperf[64] 3.11
192Kbytes FTP HTTP
– 77 –
3.3
3.12 120Mbit/s, 80Mbit/s,
60Mbit/s RTT
3.9 JGN
3.3
OS CPU RAM
S0 SGI Origin200 IRIX 6.5.21m R10000 512MB
200MHz × 2
S1 SGI Origin200 IRIX 6.5.21m R10000 512MB
200MHz × 2
S2 SGI Origin2000 IRIX 6.5.21m R10000 1024MB
200MHz × 2
PC PC/AT WindowsNT4.0 Pentium-III 128MB
600MHz
– 78 –
3.3
3.10 RTT
3.11 TCP
3.3.2
10 DV 5 2
F1, F2 S0 S1, S2 F1, F2 Sf
Sf = 120, 000bytes/frame× 30frames/sec× 300sec = 1, 080, 000, 000bytes (3.14)
3.13
1 3.14 S1
F1 S2 F2 3.15 S0 S2 F2 S1 S0
– 79 –
3.3
3.12 FTP/HTTP
S1 F1 S2 2
64Mbytes
HTTP HTTP Apache HTTP libcurl
PC PVC PCR(Peak Cell Rate)
50Mbit/s F1 F2
Td
Td =
8× 1, 080, 000, 000bits
50× 106bit/s
= 172.8sec (3.15)
PCR 50Mbit/s
40Mbit/s 42Mbit/s
DV 3.16
S0 S1 S0 S2 S1 S2
S2 S1 Iperf T [sec] 1
TCP
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3.3
3.13 1
3.14 2
3.3.3
T 15sec, 30sec, 60sec DV
3.4 1 2
T=15sec 2 1
15% T =30sec 52% T=60sec 65%
– 81 –
3.3
3.15 2
3.16
3.4
T=30sec 1.17 T = 60sec
1.22
2 S1 S0 S2 F2
3.17 3.19
T=15sec S0 S2
T =30sec, 60sec
– 82 –
3.3
3.4
T 1 2
1 15sec 270sec 272sec 542sec
32.0Mbit/s 31.8Mbit/s 31.9Mbit/s
2 15sec 296sec 236sec 532sec
29.2Mbit/s 36.6Mbit/s 32.5Mbit/s
1 30sec 280sec 265sec 545sec
30.9Mbit/s 32.6Mbit/s 31.7Mbit/s
2 30sec 280sec 175sec 465sec
30.9Mbit/s 49.4Mbit/s 37.2Mbit/s
1 60sec 288sec 274sec 562sec
30.0Mbit/s 31.6Mbit/s 30.8Mbit/s
2 60sec 294sec 166sec 460sec
32.0Mbit/s 52.0Mbit/s 37.6Mbit/s
1.5 1.6
TCP
[65]
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3.4
3.17 T = 15sec
3.18 T = 30sec
3.4
3.4.1
1. TCP
2.
3.
– 84 –
3.4
3.19 T = 60sec
3
3.4.2
3.20
S0 S1
SN Tf [sec]
Bf [Mbit/s] Sf = Bf × Tf [bytes]
S0 S1 SN
Sk S0
S0 Sk
Smin S0 Sk
– 85 –
3.4
100%
3.21
3.20
– 86 –
3.5
3.21
3.5
2
IP
– 87 –
42
4.1
2 TCP
TCP
TCP
2
4.1 30Mbit/s DV 2
C S1 P1 100Mbit/s
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4.1
4.1
20% S2 P2 100Mbit/s 80%
P1, P2 100%
S1 30Mbit/s P1
50% P2 80% TCP
UDP
UDP
TCP [66]
2
TCP TCP (4.1)
Throughput =
WindowSize
RTT
(4.1)
4.2
– 89 –
4.1
Bandwidth Delay Produt:BDP
4.2
BDP
TCP
B[Mbit/s] n TCP fi fi
TPi[Mbit/s] RTT
TPi =
B
n
(i = 1, 2, ..., n) (4.2)
RTT
TPi
TCP BDP
[68] TCP
– 90 –
4.2
[69] [70]
1. TCP
• BDP
• BDP
2. UDP
• TCP
•
4.2
4.2.1
4.3 Tx
Rx R1, R2, ..., RN N
Ri Li Ci[Mbit/s] Utilization ρi(0 ≤ ρi ≤ 1)
– 91 –
4.2
Host S
(sender)
Host R
(receiver)
Router R1 Router R2 Router R3 Router Rn
Link L1 Link LnLink L2
C1 C2
CnA1 A2
An
Flowing Traffic
L1 L2
Ln
4.3
Ai[Mbit/s]
Ai = Ci(1− ρi) (4.3)
Li Ti[Mbit/s] ρi =
Ti
Ci
, Ai = Ci− Ti
Tx Rx A[Mbit/s]
A = min(A1, A2, ..., AN) (4.4)
4.2.2
4.4
IP [71]
– 92 –
4.2
Passive
Measurement : Probe
Active Measurement
4.4 tcpdump[72], Ethereal[73],
MRTG[74] ping, traceroute, Iperf
[75]
S[Bytes] T [sec]
N TP [Mbit/s]
TP =
8NS
T
× 10−6 (4.5)
Iperf
pathload∗1[76] pathload
4.5 Tx N Bsnd[Mbit/s]
Rx Rx Brcv[Mbit/s]
A
Host S
(sender)
Host R
(receiver)
Packet Train
bt[Mbps]
bt > A ! jitter occurs, down btbt < A ! no jitter, up bt 
A: Available Bandwidth
Monitoring the delay jitter
4.5 pathload
∗1 http://www.cc.gatech.edu/fac/Constantinos.Dovrolis/pathload.html 2003 12
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4.2
• Brcv = Bsnd A ≥ Bsnd Bsnd
• Brcv<Bsnd A<Bsnd Bsnd
A
[77]-[79] Active Measurement
Passvie Measurment 4.6
Ri SNMP
SNMP
SNMP
Ri Sold(i)[bytes] T [sec]
Snew(i)[bytes] A
A = min(
Snew(1)− Sold(1)
T
,
Snew(2)− Sold(2)
T
, ...,
Snew(N)− Sold(N)
T
) (4.6)
traceroute
ICMP
SNMP query reply
SNMP
– 94 –
4.2
Host R
(receiver)
Host S
(sender)
R1
query
A1
An
R2 Rn
………
A2
query
query
…
Router Ri monitors Ai
(Ai: Available Bandwidth at link Li ) LnL2L1
4.6 SNMP
4.2.3
4.7
Active Measurement
Active Measurement Passive Measurement
4.7
Tx Rx A
A
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4.2
1. Tx 4.8 : Probe Packet
1 R1 Source Address/Destination
Address Tx Rx IP Link Cpacity/Available Band-
width Tx C0 A0
2. R1
R2 A1
A0
3. A1 A0 Available Bandwidth
A1 Link Capacity C1 R2
A1 A0 R2
4. R2 RN RN Rx
5. Rx Source Address Tx
: Reply Packet
Tx
6. Tx Available Bandwidth
A
A Ai
Ai
Rx A
1. IP IP Version 1byte
IP 4
4bytes 6 4.9 16bytes
2. Unit 1byte
– 96 –
4.2
4.8
3. Reserved 2bytes
4. Source Address 4bytes or 16bytes
IP
5. Destination Address 4bytes or 16bytes
IP
6. Link Bandwidth 4bytes
4bytes 4Gbit/s
U
C, A
– 97 –
4.2
C × 10U [bit/s] A× 10U [bit/s]
7. Available Bandwidth 4bytes
4.9 IPv6
Host R
(receiver)
Host S
(sender)
R1 R2 Rn
……
LnL2L1
IP Header
S = R1
D = R2
IP Header
S = Rn
D = R
IP Header
S= R
D = S
S = R
D = S
LB = C2
AB = A2
reply packet
IP Header
S = S
D = R1
S = S
D = R
LB = C0
AB = A0
probe packet
IP Header
S = R2
D = R3
S = S
D = R
LB = C1
AB = A1
S: Source Address
D: Destination Address
LB: Link Bandwidth
AB: Available Bandwidth
A1 < A0 A2 < A1
S = S
D = R
LB = C2
AB = A2
S = S
D = R
LB = C2
AB = A2
A2 = Min {Ai }
4.10
– 98 –
4.2
4.10
S
IP R IP
C0, A0
R R1
IP S
R1
UDP
R1 R1
1. Reply Packet
R2 E1
2. E1 A1 Probe Packet A0
A1 A0 A1 E1
C1
A1 A0
3. IP R1 , R2 R2
R2.R3, ..., Rn R
R S
R
IP R
S
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4.2
NIC
NIC
S IP
R S
4.2.4
2 1 Active Measurement
Ai Ri
1-RTT
30
4.2.5
4.11
PC
4.11 Sender Receiver 20bytes
– 100 –
4.2
20bytes Receiver
2 R1, R2
PC NIC R1, R2
Net-SNMP[80] 1
Sender, Receiver PC 1
Fast Ethernet
100Mb/s 0Mbit/s 80Mbit/s
Sender-Receiver 4.1
ICMP Echo Request ping
RTT ping RTT 100
ping
4.1
ping RTT
0Mbit/s 99-100Mbit/s 0.620ms 1.120ms
10Mbit/s 88-90Mbit/s 0.697ms 1.128ms
20Mbit/s 77-78Mbit/s 0.750ms 1.232ms
40Mbit/s 58-61Mbit/s 0.806ms 1.238ms
60Mbit/s 35-46Mbit/s 0.869ms 1.415ms
80Mbit/s 14-22Mbit/s 0.991ms 1.348ms
180
– 101 –
4.3
CPU 4.2 1ms
CPU 3%
10.5% 1000PPS(Packet Per Second)
131kPPS CPU R1
99.0% R2 55.0%
DoS(Denail of Services)
4.2 CPU PPS Packet Per Second
R1 CPU R2 CPU
10ms 206PPS 0.10% 0.00%
1ms 1125PPS 3.22% 3.17%
0 3062PPS 10.5% 10.1%
0 Reply 131kPPS 99.9% 55.0%
4.3
4.3.1
QoS
– 102 –
4.3
IntServ
4.12 Ai
4.12 AS:
Autonomous System MSk
•
•
???
???
???
??? ???
???
???
???
??????
???
???
??? ???
???
???
??? ???
????
????????????
???
???
????? ????
????? ????
??????????????
????? ???????
??
4.12
4.3.2
4.13 AS
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4.13
SNMP SNMP
1. AS 4.3
2. SNMP
3. ID
4. AS AS 2
AS
IP
ID
IP
5.
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4.3
6. SNMP
4.3
IP SNMP IP
SNMP
AS
IP IP
4.3.3
Tx Rx A
4.14
UDP
• Tx IP (Tx, 4bytes)
• RX IP Rx, 4bytes
• AS IP ER, 4bytes
• F, 1byte
• ABW, 4bytes
1. Tx Tx AS MS
Tx
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4.3
TxUDP???IP??? ABWFERRx
4.14
b0 MS1 IP Tx
2. MS AS IP
Rx IP
3. b2 b0 b2 b2
4. Rx IP AS
IP
5. AS
AS
6. 2 5 Rx AS
7. Rx AS 2 Rx
8. Rs Tx
9. Tx Rx
MS1 Tx Rx
A1 A1 A0
AS MS2
4.15 ASk
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4.3
MSk AS MSk−1 MSk+1
?? ?????
??
??????
???????
?? ??
?? ??
???????
?? ??
?? ??
???????
??? ????? ????????
??? ????? ??????????? ??????????????
??? ????? ??????????? ??????????????
??
?? ??
????
?? ??
?? ??
???????
4.15
4.3.4
2
1 AS
AS
SNMP
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4.4
4.4
4.4.1
?? ??????? ??????? ???????
??
??
??
????? ????
????? ????
??????????????
????? ?????
??
4.16
4.16 4.4 100Base-
TX
Perl SNMP
Perl Net-SNMP 4.1.0[81]
SNMP Net-SNMP 5.1
4.4.2
Iperf Tx−Rx pathload
Iperf Red Hat Linux
TCP pathload
1.1 Red Hat Linux
– 108 –
4.4
4.4
Tx MS Router1
OS Windows XP Windows2000 Fedora Core1
Red Hat Linux 9.0 Server
CPU Celeron 750MHz Celeron 2.5GHz Celeron 2.5GHz
RAM 256MB 512MB 512MB
HDD 20GB 80GB 80GB
Router2 Router3 Rx
OS Red Hat Linux 9.0 Windows2000 Windows XP
Red Hat Linux 9.0 Red Hat Linux 7.3
CPU pentium-II 450MHz Athlon 1.2GHz Celeron 600MHz
RAM 192MB 512MB 256MB
HDD 12GB 12GB+20GB 10GB
Iperf 1 3 30Mbit/s 50Mbit/s UDP
4.5 30Mbit/s 50Mbit/s UDP
4.6 4.7 5
100Mbit/s Iperf pathload
93Mbit/s 96Mbit/s
UDP Iperf
pathload
pathload
– 109 –
4.4
4.5 Mbit/s
Iperf pathlaod
1 93.5 96.1-96.1 100
2 93.5 95.42-96.26 100
3 93.6 96.18-96.18 100
4 93.3 95.42-96.26 100
5 93.3 96.06-96.06 100
93.836 95.836-96.172 100
4.6 30Mbit/s Mbit/s
Iperf pathlaod
1 64.4 38.5-74.83 67.68
2 64.1 36.82-36.82 68.15
3 63.8 37.5-84.5 68.15
4 69.4 37.95-57.79 68.15
5 65.2 38.84-63.11 67.68
65.38 37.922-63.41 67.962
4.4.3
4.8 Iperf
10 10
Tx Ethereal
1 pathload 8.1 3.1ms
1
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4.4
4.7 50Mbit/s Mbit/s
Iperf pathlaod
1 44.8 37.78-41.59 47.35
2 44.8 37.7-45.24 47.69
3 44.7 38.97-49.22 47.69
4 44.6 39.25-41.43 48.04
5 44.5 39.13-39.13 48.04
44.68 38.566-43.322 47.762
Tx − Rx RTT 0.7ms
2.4ms
4.4.4
OS
1
1, 2, 10, 20, 100 CPU
4.17 0.01 CPU 25%
– 111 –
4.4
4.8 sec
Iperf pathlaod
1 10 6.74 0.002977
2 10 9.15 0.003016
3 10 7.82 0.003083
4 10 9.16 0.003086
5 10 10.73 0.003127
6 10 7.35 0.003138
7 10 10.87 0.003169
8 10 6.75 0.003181
9 10 8.82 0.003184
10 10 4.00 0.03218
10 8.139 0.0031179
CPU 4.9
10 Iperf 50%
CPU pahtload 63%
?
?
??
??
??
??
??
? ?? ?? ?? ?? ??? ???
??????
??
??
?
?
???
??
4.17
– 112 –
4.4
Tx Rx 1% 5%
4.9 CPU %
Iperf pathlaod (Tx) Rx
1 44 65 1 2
2 45 66 4 2
3 50 67 2 2
4 50 65 2 2
5 52 67 3 2
6 52 47 1 2
7 57 56 4 2
8 52 68 1 2
9 47 66 5 3
10 48 66 1 2
48.96 63.3 2.4 2.1
3 1 CPU
4.10 Iperf 32.2% pathload 4.8%
1.3% Iperf
4.11 Tx Ethereal
5 Iperf pahtload 1000
2
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4.4
4.10 CPU %
Iperf pathlaod
1 30 6 2
2 26 7 1
3 37 8 1
4 40 4 1
5 29 5 3
6 35 7 1
7 38 3 1
8 27 3 1
9 30 2 1
10 24 3 1
32.3 4.8 1.3
4.4.5
???
?
??
??
??
??
???
???
? ? ? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ??? ??? ??? ??? ??? ??? ??? ??? ??? ???
?????
?
?
??
??
??
??? ????? ??????
4.18 0.5
Tx−Rx
60 Iperf
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4.4
4.11
Iperf pathlaod
1 58354 4420 2
2 63416 7166 2
3 65097 6005 2
4 71254 10893 2
5 67833 9563 2
65191 7609 2
???
?
??
??
??
??
???
???
? ? ? ? ? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ??
?????
?
?
??
??
??
?? ????? ????
4.19 1
TCP
0.5 1 2
4.18 4.19 4.20 1
TCP
TCP
1
10Mbit/s
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4.5
?
??
??
??
??
???
???
? ? ? ? ? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ??
?????
?
?
??
??
??
?? ????? ????
4.20 2
90%
0
4.5
Active Measurment
AS
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51 2 4 CDN
Active
Measurement Passive Measurement
PC UNIX
Apache, libcurl, fwcontrol, Net-SNMP
DV
– 117 –
IP
2003 12 3 2010
IP
IP
1.
PC TV
2. OS IPv6 FTTH
3. Peer-to-
Peer(P2P)
PeerCast[82]
[83] P2P AV
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[84]
• 2
•
• DVCPRO D1 HD
• 3
• 4
•
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