Abstract. Under the Riemann Hypothesis, we improve the error term in the asymptotic formula related to the counting lattice problem studied in a first part of this work. The improvement comes from the use of Weyl's bound for exponential sums of polynomials and a device due to Popov allowing us to get an improved main term in the sums of certain fractional parts of polynomials.
Introduction and result
This work is the continuation of the paper [3] in which the following problem is studied. For integer T 1, we let F (T ) := {a/b : (a, b) ∈ Z 2 , 0 a < b T, (a, b) = 1}
be the set of Farey fractions. We also define I(T ) = F (T ) ∩ 0, 1 2 and consider the quantity
where
As it is mentioned in [3] , this quantity C(T ) appears naturally in some counting problems for twodimensional lattices and the main term of the asymptotic formula for C(T ) can be expressed via the cardinality
of the set of Farey fractions and also second moment of the Farey fractions in [0,
More precisely, it is shown [3, Theorem 1.1] that, unconditionally
is the usual number-theoretic remainder function defined as
Under the Riemann Hypothesis, one can improve on the error term by using the well-known estimate [1] (1.1)
where ρ(t) := exp (log t) 1/2 (log log t)
5/2+o (1) and the authors derived in [3, Theorem 1.4 ] the estimate The aim of this work is to show that there is no need to assume this very difficult conjecture in order to get this estimate. More precisely, we prove Theorem 1.1. Assume the Riemann Hypothesis. Then
The idea is to estimate a sum of fractional parts using Weyl's bound for exponential sums of polynomials [6] and a device of Popov [7] , also used by Fomenko [4] , which allows us to improve the main term in sums of the shape
where P is any polynomial of degree 2 and
Notation
We take all the notation of [3] into account, in particular
is the error term in the lattice counting problem considered here. Let ψ(x) := x − ⌊x⌋ − 1 2 be the 1st Bernoulli function and x := min
is the distance of x to its nearest integer. For any β 0, let F β be the multiplicative function defined by
Note that F 0 = 2 ω and (2.1)
Sums of fractional parts of polynomials
This section is devoted to the proof of the following proposition, generalizing [4, Theorems 1 and 2], and which may have its own interest (see Remark 3.3 below).
For the proof, the following lemma is needed. This result is similar to [6, (9) ] but the statement does not need any rational approximation of α and the method of proof is quite different.
Proof. From [2, Lemma 6.45], we first have
where K := log L log 2 , and using [2, Theorem 5.6] we get
implying the asserted result.
⊓ ⊔
We now are in a position to prove Proposition 3.1.
Proof of Proposition 3.1. One may assume α ∈ (0, 1), otherwise N α
For any H ∈ Z 1 , the left-hand side does not exceed
and using Weyl's bound [6, (4) p. 40] we get
Following [7, (13) , (14)] (see also [4] ), note that, in the innersum
and the crude bounds τ (n) ≪ ε n ǫ and σ(n) ≪ ε n 1+ǫ , along with Lemma (3.2) used with so that, for any k ∈ Z 2 and α ∈ (0, 1), Proposition 3.1 improves significantly the first term, sometimes called the main term, and the secondary terms are of the same strength.
