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LOCAL FREENESS IN FRAME BUNDLE
PROLONGATIONS OF C8 ACTIONS
SCOT ADAMS
Abstract. We prove a local freeness result for C8 actions.
1. Introduction
Let a real Lie group have a C8 action on a C8 real manifold M .
Let G˝ be the identity component of G. Assume the fixpoint set of any
nontrivial element of G˝ has empty interior in M . Let n :“ dimG.
Assume n ě 1. Let F be the frame bundle of M of order n ´ 1. We
prove (Theorem 12.1): there exists a G-invariant dense open subset Q
of F such that the G-action on Q has discrete stabilizers.
2. Global notation, conventions and observations
Let N :“ t1, 2, 3, . . .u and N0 :“ NYt0u. For any set S, the identity
function on S, denoted idS : S Ñ S, is defined by idSpsq “ s.
Let f be a function. We will denote the domain of f by domrf s
and the image of f by imrf s :“ fpdomrf sq. For any set T , we will
denote the f -preimage of T by f˚pT q :“ tx P domrf s | fpxq P T u. For
any S Ď domrf s, define f |S : S Ñ imrf s by pf |Sqpsq “ fpsq. For any
function g, define g ˝ f : f˚pdomrgsq Ñ imrgs by pg ˝ fqpxq “ gpfpxqq.
Throughout this paper, by “manifold”, we mean “Hausdorff, second
countable, finite dimensional C8 real manifold without boundary”,
unless otherwise specified. By “vector space”, we mean “real vector
space”, unless otherwise specified. By “group”, we mean “multiplica-
tive group”, unless otherwise specified. By “Lie group”, we mean “real
Lie group”, unless otherwise specified. By “action”, we mean “left ac-
tion”, unless otherwise specified. Throughout this paper, every finite
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dimensional vector space is given, without comment, its standard topol-
ogy and manifold structure. A nonempty open subset of a topological
space acquires, without comment, its relative topology, inherited from
the ambient topological space.
For any group G, the identity element of G is 1G. For any vector
space V , the zero element of V is 0V . For all n P N, let 0n :“ 0Rn;
then 0n “ p0, . . . , 0q P R
n. For any set S, for any vector space V , the
zero map 0S,V : S Ñ V is defined by 0S,V psq “ 0V . For any topological
space X , by “@˝x P X”, we mean “there exists a dense open subset
of X such that, for all x in that subset”.
LetM be a manifold. Then the tangent bundle ofM is denoted TM .
Also, for any x PM , the tangent space at x of M is denoted TxM .
Let M and N be manifolds. Let f : M Ñ N be C8. Then the
differential of f is denoted df : TM Ñ TN . Also, for any x P M , the
differential at x of f is denoted pdfqx :“ pdfq|pTxMq : TxM Ñ TfpxqN .
We say that f has constant rank if: there exists r P N0 such that,
for all x PM , dim pimrpdfqxsq “ r.
Let M be a manifold. Let d :“ dimM . Let L ĎM . For any integer
p P r0, ds, we say L is a locally closed p-submanifold of M if, for
all x P L, there are a neighborhood U in M of x and a C8 diffeomor-
phism φ : U Ñ Rd such that φpL X Uq is a p-dimensional subspace
of Rd. We say L is a locally closed submanifold of M if there is an
integer p P r0, ds such that L is a locally closed p-submanifold of M .
Any open subset of a manifold M is a locally closed submanifold
ofM . Any closed subgroup of a Lie group G is a locally closed subman-
ifold of G. Any affine subspace of a finite dimensional vector space V
is a locally closed submanifold of V .
Let L be a locally closed submanifold of a manifold M . Then L ac-
quires, without comment, the unique manifold structure for which the
inclusion map ι : LÑM is an immersion. The image of dι : TLÑ TM
is a locally closed subset of TM , and will be denoted TL. There is a
slight technical difference between this image, denoted TL, and the
tangent bundle of L, also denoted TL. We ask the careful reader to
determine which TL is meant from context; they are typically identi-
fied. For any x P L, the image of pdιqx : TxL Ñ TxM is denoted TxL.
Again, it is common to identify the two vector spaces TxL. If L is open
in M , then, for all x P L, we have TxL “ TxM .
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Let G be a group acting on a set X . For any x P X , we denote the
stabilizer in G of x by StabGpxq :“ tg P G | gx “ xu. For any g P G, we
denote the fixpoint set in X of g by FixXpgq :“ tx P X | gx “ xu. The
G-action on X is effective if, for all g P Gzt1Gu, we have FixXpgq ‰ X .
The G-action on X is free if, for all g P Gzt1Gu, we have FixXpgq “ H.
The G-action on X is effective iff
č
xPX
StabGpxq “ t1Gu. The G-action
on X is free iff, for all x P X , we have StabGpxq “ t1Gu.
Let G be a topological group acting on a set X . The G-action on X
is locally free if, for all x P X , we have: StabGpxq is discrete in G.
Let G be a group acting on a topological space X . We will say that
the action is fixpoint rare if, for all g P Gzt1Gu, the interior in X
of FixXpgq is empty. Fixpoint rare implies: effective on all nonempty
invariant open sets. A partial converse of this is Lemma 6.1.
Let G be a group acting on a manifold M . Assume: for all g P G,
x ÞÑ gx : M Ñ M is C8. The G-action on M induces a G-action
on TM . For all x P M , let Stab1Gpxq :“ tg P G | @v P TxM, gv “ vu.
Let G be a Lie group acting on a manifold M . Assume that the
G-action on M is C8, i.e., that pg, xq ÞÑ gx : G ˆM Ñ M is C8.
Then both of the following functions are upper semi-continuous:
x ÞÑ dim pStabGpxqq : M Ñ N0
and x ÞÑ dim pStab1Gpxqq : M Ñ N0.
Let M and N be manifolds. Let U be the set of open subsets of M .
We define C8O pM,Nq :“
ď
UPU
C8pU,Nq. We let D8O pM,Nq denote the
set of all maps f P C8O pM,Nq such that: p imrf s is open in N q and
p f : domrf s Ñ imrf s is a C8 diffeomorphism q.
Let M be a manifold, d :“ dimM . We will let CM :“ D
8
O pM,R
dq
denote the set of charts on M , and will let RM :“ D
8
O pR
d,Mq denote
the set of reverse charts on M . Let R0M :“ tλ P RM | 0d P domrλsu.
Let d P N. Let α1, . . . , αd P N0. Let α :“ pα1, . . . , αdq P N
d
0
. We set
|α| :“ α1 ` ¨ ¨ ¨ ` αd and α! :“ pα1!q ¨ ¨ ¨ pαd!q. For all x1, . . . , xd P R,
for x :“ px1, . . . , xdq P R
d, we set xα :“ xα1
1
¨ ¨ ¨xαdd P R. Let E1, . . . , Ed
be the standard framing of Rd. For all δ P t1, . . . , du, for any finite di-
mensional vector space V , the vector field Eδ corresponds to a differen-
tial operator Bδ : C
8
O pR
d, V q Ñ C8O pR
d, V q. For any finite dimensional
vector space V , we define Bα :“ Bα1
1
˝¨ ¨ ¨˝Bαdd : C
8
O pR
d, V q Ñ C8O pR
d, V q.
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Let d P N and let D :“ t1, . . . , du. We define a partial ordering ď
on Nd
0
by: ( pρ1, . . . , ρdq ď pσ1, . . . , σdq ) iff ( @i P D, ρi ď σi ). For
all ρ, σ P Nd
0
, if ρ ď σ, then we define
σˆ
ρ
˙
:“
σ!
rρ!srpσ ´ ρq!s
. Then, for
all x, y P Rd, for all σ P Nd
0
, for R :“ tρ P Nd
0
| ρ ď σu, we have a vector
binomial formula: px` yqσ “
ÿ
ρPR
σˆ
ρ
˙
xρyσ´ρ.
Let M and N be manifolds, let d :“ dimM and let k P N0. Let
A :“ tα P Nd
0
s.t. |α| ď ku. Let f, φ P C8O pM,Nq and let p P M . By
f agrees with φ to order k at p, written f „ φ rrk, pss, we mean:
( p P pdomrf sqX pdomrφsq ) and ( fppq “ φppq ) and
( there exist λ P R0M and µ P CN such that
[ λp0dq “ p ] and [ fppq P domrµs ] and
[ @α P A, pBαpµ ˝ f ˝ λqqp0dq “ pB
αpµ ˝ φ ˝ λqqp0dq ] ).
Let M and N be manifolds. Let f, φ P C8O pM,Nq and let p P M .
Assume that p P pdomrf sq X pdomrφsq. Then we have both
[ ( f „ φ rr0, pss ) ô ( fppq “ φppq ) ] and
[ ( f „ φ rr1, pss ) ô ( pdfqp “ pdφqp ) ].
Let L, M and N be manifolds. Let α P C8O pL,Mq. Let p P domrαs.
Let k P N0 and let f, φ P C
8
O pM,Nq. Assume f „ φ rrk, αppqss. Then,
by the Chain Rule, f ˝ α „ φ ˝ α rrk, pss.
Let L, M and N be manifolds. Let k P N0, p P L, f, φ P C
8
O pL,Mq.
Assume f „ φ rrk, pss. Let ω P C8O pM,Nq. Assume fppq P domrωs.
Then, by the Chain Rule, ω ˝ f „ ω ˝ φ rrk, pss.
Let M and N be manifolds and F Ď C8O pM,Nq. Let p PM , k P N0.
Assume: @f P F , p P domrf s. Then tpf, φq P F ˆ F | f „ φ rrk, pssu is
an equivalence relation on F , and, for any f P F , the equivalence class
in F of f will be denoted by Jkp pf,Fq :“ tφ P F | f „ φ rrk, pssu.
Let V and W be finite dimensional vector spaces. For all j P N0,
P
j
V,W denotes the vector space of all homogeneous polynomial functions
V Ñ W of degree “ j. Then P1V,W is the vector space of all homo-
geneous linear transformations V Ñ W . For all integers i ě 0, for
all integers k ě i, let P i,kV,W :“
kÿ
j“i
P
j
V,W . Then, for all j P N0, P
0,j
V,W is
the vector space of all polynomial functions V Ñ W of degree ď j.
Also, for all j P N, we have P1,jV,W “ tP P P
0,j
V,W |P p0V q “ 0W u.
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Let V and W be finite dimensional vector spaces. Let f P C8O pV,W q
and let x P domrf s. For all j P N0, by Tay
j
xpfq, we will denote the
order j Taylor approximation of f at x, i.e., the unique P P P0,jV,W such
that P „ f rrj, xss. Also, linfx :“ rTay
1
xpfqs ´ rpTay
1
xpfqqp0V qs P P
1
V,W
denotes the homogeneous linear part of the Taylor series of f at x.
Let d P N. Let V and W be d-dimensional vector spaces. Let
f P C8O pV,W q. Let x P domrf s. According to the Inverse Function
Theorem: ( there exists a neighborhood U in domrf s of x such that
f |U P D8O pV,W q ) ô ( lin
f
x : V Ñ W is invertible ).
For all d P N, let Hd :“ tη P D
8
O pR
d,Rdq | 0d P domrηs, ηp0dq “ 0du.
Let d P N, E :“ Rd, j P N0. Let det : P
1
E,E Ñ R be the determinant.
Let Q` :“ tP P P1,jE,E | det plin
P
z q ‰ 0u. Then Q
` is a dense open subset
of P1,jE,E. Let z :“ 0E “ 0d. For all η P Hd, let J
j
dη :“ J
j
z pη,Hdq. Let
H
j
d :“ tJ
j
dη | η P Hdu. Then the function J
j
dη ÞÑ Tay
j
zpηq : H
j
d Ñ Q
`
is a bijection. We give Hjd the unique manifold structure making this
bijection into a C8 diffeomorphism, as follows. Let m` :“ dim pP1,jE,Eq.
Let K` be the set of vector space isomorphisms P1,jE,E Ñ R
m` . For
all κ P K`, we define C`κ : H
j
d Ñ R
m` by:
@η P Hd, C
`
κ pJ
j
dηq “ κpTay
j
zpηqq.
Then tC`κ | κ P K
`u is an atlas on Hjd, making H
j
d into a manifold.
Also, Hjd is a group under the multiplication induced by composition,
i.e., under the multiplication given by:
@η, θ P Hd, pJ
j
dηqpJ
j
dθq “ J
j
dpη ˝ θq.
With this manifold and group structure, Hjd is a Lie group.
Let M be a manifold and let d :“ dimM . Let z :“ 0d. Let j P N0.
For all λ P R0M , let J
j
Mλ :“ J
j
z pλ,R
0
Mq. Then the jth order frame
bundle of M is F jM :“ tJ jMλ |λ P R
0
Mu. Define π
j
M : F
jM Ñ M by:
@λ P R0M , π
j
MpJ
j
Mλq “ λpzq.
Let d P N and let z :“ 0d. Let M and N be d-dimensional manifolds.
Let f P D8O pM,Nq. Define ζ : R
0
M Ñ M by ζpλq “ λpzq. Let j P N0.
We then define F jf : pπjMq
˚pdomrf sq Ñ pπjN q
˚pimrf sq by:
@λ P ζ˚pdomrf sq, pF jfqpJ jMλq “ J
j
Npf ˝ λq.
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Let d P N, j P N0. Let L, M and N be d-dimensional manifolds.
With the definitions above, F j has the following functoriality property:
@f P D8O pL,Mq, @g P D
8
O pM,Nq, we have F
jpg ˝ fq “ pF jgq ˝ pF jfq.
Let M be a manifold. Let j P N0. We develop a manifold structure
on F jM : Let d :“ dimM , E :“ Rd, z :“ 0E “ 0d. Let det : P
1
E,E Ñ R
be the determinant. Let Q :“ tP P P0,jE,E | det plin
P
z q ‰ 0u. Then
Q is a dense open subset of P0,jE,E and J
j
Eλ ÞÑ Tay
j
zpλq : F
jE Ñ Q is
a bijection. Let m :“ dim pP0,jE,Eq. Let K be the set of vector space
isomorphisms P0,jE,E Ñ R
m. For all κ P K, define Cκ : F
jE Ñ Rm by:
@ν P R0E , CκpJ
j
Eνq “ κpTay
j
zpνqq.
For all κ P K, λ P CM , let C
λ
κ :“ Cκ ˝ pF
jλq : pπjMq
˚pdomrλsq Ñ Rm.
Then tCλκ | κ P K, λ P CMu is an atlas on F
jM , making F jM into a
manifold. Define a right action on F jM by Hjd by the rule:
@λ P R0M , @η P Hd, pJ
j
MλqpJ
j
dηq “ J
j
Mpλ ˝ ηq.
Then πjM : F
jM ÑM is a C8 principal Hjd-bundle.
Let d P N and let M and N both be d-dimensional manifolds.
Let f P D8O pM,Nq. Let j P N0. Then F
jf is a local isomorphism
of C8 principal Hjd-bundles, by which we mean all of the following:
‚ F jf P D8O pF
jM,F jNq,
‚ @q P domrF jf s, πjN ppF
jfqpqqq “ πjMpqq,
‚ domrF jf s is invariant under the right action on F jM by Hjd
and ‚ @q P domrF jf s, @h P Hjd, pF
jfqpqhq “ rpF jfqpqqsh.
3. Fibers of constant rank maps
LEMMA 3.1. Let L and M be manifolds. Let f : L Ñ M be C8.
Assume f has constant rank. Let q P fpLq and A :“ f˚ptquq. Then:
(i) A is a closed subset of L,
(ii) A is a locally closed submanifold of L and
(iii) for all a P A, we have TaA “ kerrpdfqas.
Proof. Result (i) follows from continuity of f . Results (ii) and (iii)
follow from the Constant Rank Theorem. 
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4. Orbits of C8 actions
Let G be a Lie group acting on a manifold M . We assume that
the G-action on M is C8. For all p P M , let Gp :“ StabGppq, and
define p : GÑ M by ppgq “ gp.
LEMMA 4.1. Let p P M and let a P G. Then aGp is a closed subset
of G and a locally closed submanifold of G. Also, TapaGpq “ kerrpd pqas.
Proof. Let G act on G by left translation so that the action of g P G
on g1 P G yields gg1 P G. This action induces an action of G on TG.
The map p : G Ñ M is G-equivariant. Then d p : TG Ñ TM is also
G-equivariant. By transitivity of the G-action on G, we see that p has
constant rank. Let q :“ ppaq. Then aGp “ p
˚ptquq. The result is then
a consequence of Lemma 3.1 (with L replaced by G and f by p). 
COROLLARY 4.2. Let p P M . Then Gp is a closed subset of G
and a locally closed submanifold of G. Also, for all a P Gp, we have
TaGp “ kerrpd pqas.
Proof. As (@a P Gp, aGp “ Gp), the result follows from Lemma 4.1. 
5. Infinitesmal stabilizers in C8 actions
Let G be a Lie group acting on a manifold M . We assume that
the G-action on M is C8. For all p P M , let Gp :“ StabGppq, and
define p : G Ñ M by ppgq “ gp. Let g :“ T1GG. For all X P g, for
all p PM , let Xp :“ pd pq1GpXq P TpM . For all p PM , let gp :“ T1GGp.
LEMMA 5.1. Let p PM . Then gp “ kerrX ÞÑ Xp : gÑ TpMs.
Proof. Let a :“ 1G. Then, for all X P g, we have Xp “ pd pqapXq, so,
since gp “ TaGp, the result follows from Corollary 4.2. 
COROLLARY 5.2. Let p P M . Assume that Gp is discrete. Then
X ÞÑ Xp : gÑ TpM is injective.
Proof. Since Gp is discrete, we see that gp “ t0gu. Then, by Lemma 5.1,
X ÞÑ Xp : gÑ TpM has kernel t0gu, and is therefore injective. 
6. Fixpoint rare for connected locally compact groups
LEMMA 6.1. Let G be a connected locally compact Hausdorff topo-
logical group acting on a Hausdorff topological space X. Assume, for
all g P G, that the map x ÞÑ gx : X Ñ X is continuous. Assume,
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for all x P X, that the map g ÞÑ gx : G Ñ X is continuous. Assume,
for every nonempty G-invariant open subset V of X, that the G-action
on V is effective. Then the G-action on X is fixpoint rare.
Proof. Let g0 P Gzt1Gu be given, and let F0 :“ FixXpg0q. We wish
to show that F0 has empty interior in X . Let V0 be the interior in X
of F0. Assume that V0 ‰ H. We aim for a contradiction.
Let V1 :“ GV0. As V1 is a nonempty G-invariant open subset of X ,
by hypothesis, the G-action on V1 is effective. Then FixV1pg0q Ĺ V1.
Choose x1 P V1 such that x1 R FixV1pg0q. Then we have g0x1 ‰ x1. Let
H :“ StabGpx1q. Then g0 R H . Let U0 :“ GzH be the complement inG
of H . Then U0 is an open neighborhood in G of g0. Let U :“ g
´1
0
U0.
Then U is an open neighborhood in G of 1G. By the Approximation
Theorem in §4.6, p. 175 of [MZ], choose a compact normal subgroup K
of G such that K Ď U and such that G{K admits a Lie group structure
compatible with its quotient topology. Let G :“ G{K, and give G its
quotient topology and compatible Lie group structure. Then give the
Lie group G its natural Cω manifold structure. Let π : G Ñ G be
the canonical homomorphism. Let g0 :“ πpg0q.
Since x1 P V1 “ GV0, choose c P G and x0 P V0 such that x1 “ cx0.
Let A :“ tg P G | gx1 P V0u. Then Ax1 Ď V0. As c
´1x1 “ x0 P V0, it
follows that c´1 P A, and so A ‰ H. Also, since g ÞÑ gx1 : G Ñ X
is continuous, we see that A is open in G. Let A :“ πpAq. Since
π : GÑ G is an open mapping and since A is a nonempty open subset
of G, we see that A is a nonempty open subset of G. Let H :“ πpHq.
Then π˚pHq “ HK. SinceH is closed inG andK is compact, it follows
that HK is closed in G. Then H is closed in G. Let Y :“ G{H . Let
p : GÑ Y be the canonical map. By the theory of homogeneous spaces
of Lie groups, give Y the unique Cω manifold structure under which
p : GÑ Y is a Cω submersion. Let y1 :“ pp1Gq. Then StabGpy1q “ H.
Claim 1: @y P Y, g0y “ y. Proof of Claim 1: Let W :“ ppAq. Since
G is connected, G is connected, so Y is connected. Because p : GÑ Y
is open and because A is a nonempty open subset of G, we see that
W is a nonempty open subset of Y . Then, as y ÞÑ g0y : Y Ñ Y is C
ω,
it suffices to show, for all w P W , that g0w “ w. Let w P W be given.
We wish to prove that g0w “ w.
As w P W “ ppAq “ ppπpAqq, choose a P A such that w “ ppπpaqq.
Let g1 :“ a
´1g0a. Let g1 :“ πpg1q and a :“ πpaq. Then a g1 a
´1 “ g0.
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Because ax1 P Ax1 Ď V0 Ď F0 “ FixXpg0q, we see that g0ax1 “ ax1,
so g1x1 “ a
´1g0ax1 “ a
´1ax1 “ x1. Then g1 P StabGpx1q “ H , and
it follows that g1 “ πpg1q P πpHq “ H “ StabGpy1q. Then g1y1 “ y1,
Moreover, we have w “ ppπpaqq “ ppaq “ arpp1Gqs “ ay1. Therefore,
g0w “ a g1 a
´1 ay1 “ a g1y1 “ ay1 “ w. End of proof of Claim 1.
By Claim 1, we have g0y1 “ y1, so g0 P StabGpy1q. It follows that
πpg0q “ g0 P StabGpy1q “ H . Then g0 P π
˚pHq “ HK. Choose h P H ,
k P K such that g0 “ hk. Then h “ g0k
´1 P g0K Ď g0U “ U0 “ GzH ,
so h R H . Then h P H and h R H . Contradiction. 
In Lemma 6.1, we cannot drop the assumption that G is connected,
even if we add the assumption that X is connected:
Example: Let X :“ R. Let D denote the group of all C8 diffeomor-
phisms of X . Then D acts effectively on X . Choose f P D such that
FixXpfq “ r´1, 1s. For all q P Q, let Tq P D be defined by Tqpxq “ q`x.
Let G be the subgroup of D generated by tfu Y tTq | q P Qu. Since
D acts effectively on X , it follows that the G-action on X is also effec-
tive. Give to G the discrete topology and manifold structure. Then the
G-action onX is C8. For all x P X , since Q`x “ tTqpxq | q P Qu Ď Gx,
we see that Gx is dense in X . Then, for any nonempty G-invariant sub-
set V of X , we see that V is dense in X , and so, because the G-action
on X is effective, it follows that the G-action on V is effective as well.
On the other hand, f P Gzt1Gu and FixXpfq “ r´1, 1s, so the G-action
on X is not fixpoint rare. End of example.
7. Induced maps on polynomial spaces
Let j, d P N. Let E :“ Rd. Let V :“ P0,jE,E. Let z :“ 0E “ 0d.
Define ζ : V Ñ E by ζpP q “ P pzq. For all ω P C8O pE,Eq, define
ω˚ : ζ
˚pdomrωsq Ñ V by ω˚pP q “ Tay
j
zpω ˝ P q; then ω˚ P C
8
O pV, V q.
LEMMA 7.1. Let f P C8O pE,Eq. Let i P N0. Let Q P V , and assume
that f „ 0E,E rri` j, Qpzqss. Then f˚ „ 0V,V rri, Qss.
Proof. Let V0 :“ P
0,j
E,R. Let pP, yq ÞÑ P dy : V0ˆE Ñ V be the bilinear
map defined by pP d yqpwq “ rP pwqsy. Let A :“ tα P Nd
0
s.t. |α| ď ju.
Let U :“ domrf s and let p :“ Qpzq. For all α P A, let Hα : E Ñ V0
be defined by pHαpxqqpwq “
pw ´ xqα
α!
, and let ηα : U Ñ V be defined
by ηαpxq “ rHαpxqs d rpB
αfqpxqs. Since f „ 0E,E rri` j, pss, it follows,
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for all α P A, that Bαf „ 0E,E rri, pss. So, by the Product Rule for d,
we conclude, for all α P A, that ηα „ 0E,V rri, pss.
Define τ : U Ñ V by τpxq “ Tayjxpfq. For all x P U , for all w P E,
pτpxqqpwq “
ÿ
αPA
„
pw ´ xqα
α!

rpBαfqpxqs
“
ÿ
αPA
rpHαpxqqpwqs rpB
αfqpxqs
“
ÿ
αPA
ˆ
rHαpxqs d rpB
αfqpxqs
˙
pwq
“
ÿ
αPA
pηαpxqqpwq.
Then τ “
ÿ
αPA
ηα. Then τ „ 0E,V rri, pss. So, since ζpQq “ Qpzq “ p,
it follows that τ ˝ ζ „ 0E,V ˝ ζ rri, Qss. Let µ0 :“ τ ˝ ζ : ζ
˚pUq Ñ V .
Let ν0 :“ 0V,V : V Ñ V . Then we have ν0 “ 0E,V ˝ ζ . It follows that
µ0 „ ν0 rri, Qss. Define µ : ζ
˚pUq Ñ V ˆ V and ν : V Ñ V ˆ V by
µpP q “ pµ0pP q, P q and νpP q “ pν0pP q, P q.
Then µ „ ν rri, Qss. Define Ω : V ˆV Ñ V by ΩpP,Πq “ TayjzpP ˝Πq.
Then Ω ˝ µ „ Ω ˝ ν rri, Qss. It therefore suffices to show both that
f˚ “ Ω ˝ µ and that 0V,V “ Ω ˝ ν.
For all P P V , we have 0V,V pP q “ 0V “ 0E,E, and so
pΩ ˝ νqpP q “ ΩpνpP qq “ Ωpν0pP q, P q “ Ωp0V,V pP q, P q
“ Ωp0E,E, P q “ Tay
j
zp0E,E ˝ P q
“ Tayjzp0E,Eq “ 0E,E “ 0V,V pP q.
Then Ω ˝ ν “ 0V,V . It remains to show that f˚ “ Ω ˝ µ.
Because imrµs Ď V ˆ V “ domrΩs, we get domrΩ ˝ µs “ domrµs.
Then domrΩ ˝ µs “ ζ˚pUq. Also, domrf˚s “ ζ
˚pdomrf sq “ ζ˚pUq. Let
P P ζ˚pUq be given. We wish to prove that f˚pP q “ pΩ ˝ µqpP q.
Let u :“ P pzq. Then u “ ζpP q. Then u P ζpζ˚pUqq Ď U “ domrf s.
Let F :“ Tayjupfq. Then F „ f rrj, uss, so, since P pzq “ u, we see
that F ˝ P „ f ˝ P rrj, zss. Then TayjzpF ˝ P q “ Tay
j
zpf ˝ P q. Also,
we have µ0pP q “ pτ ˝ ζqpP q “ τpζpP qq “ τpuq “ Tay
j
upfq “ F . Then
pΩ ˝ µqpP q “ ΩpµpP qq “ Ωpµ0pP q, P q “ ΩpF, P q “ Tay
j
zpF ˝ P q.
Then f˚pP q “ Tay
j
zpf ˝P q “ Tay
j
zpF ˝P q “ pΩ˝µqpP q, as desired. 
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LEMMA 7.2. Let f P C8O pE,Eq. Let i P N0. Let I :“ idE P V .
Assume that z P domrf s. Then:
p f „ 0E,E rri` j, zss q ô p f˚ „ 0V,V rri, Iss q.
Proof. By Lemma 7.1 (with Q replaced by I), we get ñ. Assume that
f˚ „ 0V,V rri, Iss. We wish to prove that f „ 0E,E rri` j, zss.
Let F :“ Tayi`jz pfq. Then f „ F rri ` j, zss, so it suffices to show
that F “ 0E,E. Let Y :“ P
0,i`j
E,E . Then F P Y and 0Y “ 0E,E. It
therefore suffices to prove that F “ 0Y .
Let φ :“ F ´ f . Then φ˚ “ F˚ ´ f˚. Since F „ f rri ` j, zss,
we conclude that φ „ 0E,E rri ` j, zss. Then, by Lemma 7.1 (with Q
replaced by I and f by φ), we see that φ˚ „ 0V,V rri, Iss. So, since
f˚ „ 0V,V rri, Iss and since F˚ “ φ˚ ` f˚, we get F˚ „ 0V,V rri, Iss.
For all w P E, define Tw : E Ñ E by Twpxq “ w ` x; then Tw P V .
Also, Tz “ I. Define T‚ : E Ñ V by T‚pwq “ Tw. Then T‚pzq “ I.
So, because F˚ „ 0V,V rri, Iss, we get F˚ ˝ T‚ „ 0V,V ˝ T‚ rri, zss. Let
Λ :“ F˚ ˝ T‚. Then, since 0V,V ˝ T‚ “ 0E,V , we get Λ „ 0E,V rri, zss.
Let S :“ tσ P Nd
0
s.t. |σ| ď i ` ju. Let D :“ t1, . . . , du. Let
C :“ RSˆD denote the vector space of all functions S ˆ D Ñ R. For
all γ P C, for all σ P S, for all δ P D, we simplify notation by defining
γσδ :“ γpσ, δq. Let ε1, . . . εd be the standard basis of E “ R
d. For
all γ P C, let Pγ : E Ñ E be defined by Pγpxq “
ÿ
δPD
ÿ
σPS
γσδ x
σεδ; then
Pγ P Y . The map γ ÞÑ Pγ : C Ñ Y is a vector space isomorphism. Let
c P C satisfy Pc “ F . We wish to show that c “ 0C.
For all σ P S, let Rσ :“ tρ P N
d
0
s.t. ρ ď σu. For all w, x P E,
pF ˝ Twqpxq “ F pTwpxqq “ F pw ` xq “ Pcpw ` xq
“
ÿ
δPD
ÿ
σPS
cσδ pw ` xq
σεδ
“
ÿ
δPD
ÿ
σPS
cσδ
ÿ
ρPRσ
σˆ
ρ
˙
wρxσ´ρεδ.
For all w P E, Λpwq “ pF˚ ˝ T‚qpwq “ F˚pT‚pwqq “ F˚pTwq. For
all σ P S, let R1σ :“ tρ P Rσ s.t. |σ ´ ρ| ď ju. Then, for all w, x P E,
pΛpwqqpxq “ pF˚pTwqqpxq “ pTay
j
zpF ˝ Twqqpxq
“
ÿ
δPD
ÿ
σPS
cσδ
ÿ
ρPR1σ
σˆ
ρ
˙
wρxσ´ρεδ.
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Let σ0 P S and δ0 P D be given. We wish to show that c
σ0
δ0
“ 0.
Let A :“ tα P Nd
0
s.t. |α| ď iu. Let B :“ tβ P Nd
0
s.t. |β| ď ju. Then
A`B “ tσ P Nd
0
s.t. |σ| ď i`ju “ S. So, since σ0 P S “ A`B, choose
α0 P A and β0 P B such that σ0 “ α0 ` β0. Then α0 ď α0 ` β0 “ σ0,
so α0 P Rσ0 . Also, we have |σ0 ´ α0| “ |β0| ď j. Then α0 P R
1
σ0
. Let
S 1 :“ tσ P S s.t. α0 P R
1
σu. Then σ0 P S
1. Let ξ :“
pBα0Λqpzq
α0!
P V .
Then, for all x P E, we have
ξpxq “
ÿ
δPD
ÿ
σPS1
cσδ
ˆ
σ
α0
˙
xσ´α0εδ
“
ÿ
δPD
ÿ
βPS1´α0
c
α0`β
δ
ˆ
α0 ` β
α0
˙
xβεδ.
Since α0 P A, we have |α0| ď i. So, as Λ „ 0E,V rri, zss, we get
pBα0Λqpzq “ 0V . Then ξ “ 0V “ 0E,E. Since α0 ` β0 “ σ0 P S
1, we get
β0 P S
1 ´ α0. Let u :“
pBβ0ξqpzq
β0!
P E. Then
u “
ÿ
δPD
c
α0`β0
δ
ˆ
α0 ` β0
α0
˙
εδ “
ÿ
δPD
cσ0δ
ˆ
σ0
α0
˙
εδ.
As ξ “ 0E,E, we see that pB
β0ξqpzq “ 0E. Then u “ 0E “ 0d.
Let π : E Ñ R denote projection onto the δ0 coordinate, defined
by πpx1, . . . , xdq “ xδ0 . Then c
σ0
δ0
ˆ
σ0
α0
˙
“ πpuq “ πp0dq “ 0. So,
since
ˆ
σ0
α0
˙
‰ 0, we conclude that cσ0δ0 “ 0, as desired. 
8. Induced maps on frame bundles
Let d P N and let M and N both be d-dimensional manifolds.
LEMMA 8.1. Let f, φ P D8O pM,Nq, i, j P N0, q P F
jM , p :“ πjM pqq.
Then: p f „ φ rri` j, pss q ô p F jf „ F jφ rri, qss q.
Proof. If j “ 0, then, by identifying F jf with f and F jφ with φ, the
result follows. We therefore assume that j P N. We also assume
p p P domrf s q and p p P domrφs q and p fppq “ φppq q;
otherwise, both p f „ φ rri` j, pss q and p F jf „ F jφ rri, qss q are false.
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Let h :“ φ´1 ˝ f P D8O pM,Mq. Let ι :“ idM : M Ñ M . Then
hppq “ p “ ιppq and F jh “ pF jφq´1 ˝ pF jfq. It suffices to prove:
p h „ ι rri` j, pss q ô p F jh „ F jι rri, qss q.
Let E :“ Rd, z :“ 0d, I :“ idE : E Ñ E, σ :“ J
j
EI P F
jE. Then
π
j
Epσq “ π
j
EpJ
j
EIq “ Ipzq “ z. Choose λ P R
0
M such that q “ J
j
Mλ.
Then pF jλqpσq “ pF jλqpJ jEIq “ J
j
Mpλ ˝ Iq “ J
j
Mλ “ q. Also, we have
p “ πjMpqq “ π
j
MpJ
j
Mλq “ λpzq. Let ψ :“ λ
´1 ˝h˝λ P D8O pE,Eq. Then
ψpzq“z“Ipzq and F jψ“pF jλq´1 ˝ pF jhq ˝ pF jλq. It suffices to prove:
p ψ „ I rri` j, zss q ô pF jψ „ F jI rri, σss q.
Let V :“ P0,jE,E. Let det : P
1
E,E Ñ R denote the determinant func-
tion. Let V ˆ :“ tP P V | det plinPz q ‰ 0u. Define T : F
jE Ñ V ˆ
by T pJ jEλq “ Tay
j
zpλq. Then T : F
jE Ñ V ˆ is a C8 diffeomorphism.
Let U :“ domrψs. Then U is an open neighborhood in E of z.
Let χ :“ ψ ´ I : U Ñ E. Define ζ : V Ñ E by ζpP q “ P pzq. For
all ω P C8O pE,Eq, define ω˚ : ζ
˚pdomrωsq Ñ V by ω˚pP q “ Tay
j
zpω˝P q;
then ω˚ P C
8
O pV, V q. Since χ “ ψ ´ I, we get χ˚ “ ψ˚ ´ I˚.
Claim 1: Let ω P D8O pE,Eq. Then ω˚ ˝ T “ T ˝ pF
jωq. Proof
of Claim 1: Because we have imrF jωs Ď F jE “ domrT s, we see that
domrT ˝ pF jωqs “ domrF jωs. For all λ P R0E ,
pζ ˝ T qpJ jEλq “ ζpT pJ
j
Eλqq “ ζpTay
j
zpλqq
“ pTayjzpλqqpzq “ λpzq “ π
j
EpJ
j
Eλq.
Then ζ ˝ T “ πjE . Let Q :“ pπ
j
Eq
˚pdomrωsq. Then Q Ď domrπjEs. Also,
domrω˚ ˝ T s “ T
˚pdomrω˚sq “ T
˚pζ˚pdomrωsqq
“ pπjEq
˚pdomrωsq “ Q.
Also, domrT ˝ pF jωqs “ domrF jωs “ pπjEq
˚pdomrωsq “ Q. Let q P Q
be given. We wish to show that ω˚pT pqqq “ T ppF
jωqpqqq.
Since q P Q Ď domrπjEs “ F
jE, choose µ P R0E such that q “ J
j
Eµ.
Let P :“ Tayjzpµq. Then T pqq “ T pJ
j
Eµq “ Tay
j
zpµq “ P . Then
ω˚pT pqqq “ ω˚pP q “ Tay
j
zpω ˝ P q. Also, π
j
Epqq “ π
j
EpJ
j
Eµq “ µpzq.
Then µpzq “ πjEpqq P π
j
EpQq “ π
j
Eppπ
j
Eq
˚pdomrωsqq Ď domrωs.
We have pF jωqpqq “ pF jωqpJ jEµq “ J
j
Epω ˝ µq. Moreover, we have
T pJ jEpω ˝ µqq “ Tay
j
zpω ˝ µq. As P “ Tay
j
zpµq, we get P „ µ rrj, zss.
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Then ω ˝ P „ ω ˝ µ rrj, zss, so Tayjzpω ˝ P q “ Tay
j
zpω ˝ µq. Then
ω˚pT pqqq “ Tay
j
zpω ˝ P q “ Tay
j
zpω ˝ µq
“ T pJ jEpω ˝ µqq “ T ppF
jωqpqqq,
as desired. End of proof of Claim 1.
By Claim 1, ψ˚ ˝ T “ T ˝ pF
jψq and I˚ ˝ T “ T ˝ pF
jIq. Also, we
have T pσq “ T pJ jEIq “ Tay
j
zpIq “ I. Then
p ψ˚ „ I˚ rri, Iss q ô p F
jψ „ F jI rri, σss q.
By Lemma 7.2, ( χ „ 0E,E rri` j, zss ) ô ( χ˚ „ 0V,V rri, Iss ). So,
since χ “ ψ ´ I and since χ˚ “ ψ˚ ´ I˚, we get
p ψ „ I rri` j, zss q ô p ψ˚ „ I˚ rri, Iss q.
Putting this together, we have shown:
p ψ „ I rri` j, zss q ô p ψ˚ „ I˚ rri, Iss q
ô p F jψ „ F jI rri, σss q,
as desired. 
The i “ 0 special case of ð of Lemma 8.1 is often useful, and it
admits a simple proof, so we present it separately:
LEMMA 8.2. Let f, φ P D8O pM,Nq. Let j P N0. Let q P F
jM . As-
sume that q P pdomrF jf sqXpdomrF jφsq and that pF jfqpqq “ pF jφqpqq.
Let p :“ πjMpqq. Then f „ φ rrj, pss.
Proof. Since q P F jM , choose λ P R0M such that q “ J
j
Mλ. Then
pF jfqpqq “ J jNpf ˝ λq and pF
jφqpqq “ J jNpφ ˝ λq and π
j
Mpqq “ λp0dq.
We have J jN pf ˝ λq “ pF
jfqpqq “ pF jφqpqq “ J jNpφ ˝ λq. It follows
that f ˝λ „ φ˝λ rrj, 0dss. Since p “ π
j
M pqq “ λp0dq, we get λ
´1ppq “ 0d.
Then f ˝ λ ˝ λ´1 „ φ ˝ λ ˝ λ´1 rrj, pss. Then f „ φ rrj, pss. 
9. Iterated frame bundles contain frame bundles
Let X be a manifold. Let d :“ dimX , E :“ Rd, z :“ 0d, j P N0
and m :“ dim pP0,jE,Eq. Let κ : P
0,j
E,E Ñ R
m be a fixed vector space
isomorphism. Recall (from §2): Cκ : F
jE Ñ Rm is defined by
@ν P R0E , CκpJ
j
Eνq “ κpTay
j
zpνqq.
Then Cκ P CF jE . Let I :“ idE. Let q0 :“ J
j
EI P F
jE. Then we have
π
j
Epq0q “ π
j
EpJ
j
EIq “ Ipzq “ z. Let the function Bκ : F
jE Ñ Rm be
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defined by Bκpqq “ rCκpqqs´rCκpq0qs; then Bκ P CF jE andBκpq0q “ 0m.
Let Rκ :“ B
´1
κ ; then Rκ P R
0
F jE
and Rκp0mq “ q0. For all λ P R
0
X ,
Rκp0mq “ q0 P pπ
j
Eq
˚pzq Ď pπjEq
˚pdomrλsq “ domrF jλs,
and we define Rλκ :“ pF
jλq ˝Rκ P R
0
F jX
. Let i P N0.
LEMMA 9.1. For all λ, µ P R0X , we have:
p λ „ µ rri` j, zss q ô p Rλκ „ R
µ
κ rri, 0mss q.
Proof. For all λ, µ P R0X , because of the definitions above, we have
both Rλκ “ pF
jλq ˝ Rκ and R
µ
κ “ pF
jµq ˝Rκ; so, since Rκp0mq “ q0,
p F jλ „ F jµ rri, q0ss q ô p R
λ
κ „ R
µ
κ rri, 0mss q.
By Lemma 8.1 (with M replaced by E, N by X , q by q0 and p by z),
we conclude that: for all λ, µ P R0X ,
p λ „ µ rri` j, zss q ô p F jλ „ F jµ rri, q0ss q.
Putting this together, for all λ, µ P R0X ,
p λ „ µ rri` j, zss q ô p F jλ „ F jµ rri, q0ss q
ô p Rλκ „ R
µ
κ rri, 0mss q,
as desired. 
LEMMA 9.2. There exists a unique function Φ : F i`jX Ñ F ipF jXq
satisfying the condition: @λ P R0X , ΦpJ
i`j
X λq “ J
i
F jX
Rλκ.
Proof. This follows from ñ of Lemma 9.1. 
LEMMA 9.3. Let the function Φ : F i`jX Ñ F ipF jXq satisfy the
condition: @λ P R0X , ΦpJ
i`j
X λq “ J
i
F jX
Rλκ. Then Φ is injective.
Proof. This follows from ð of Lemma 9.1. 
10. Naturality of inclusion in iterated frame bundles
Let d P N. Let i, j P N0. Let E :“ R
d. Let m :“ dim pP0,jE,Eq, and let
κ : P0,jE,E Ñ R
m be a fixed vector space isomorphism. Define Rκ as in §9.
For any d-dimensional manifold X , for any λ P R0X , define R
λ
κ P R
0
F jX
as in §9. Following Lemma 9.2, for every d-dimensional manifold X ,
let Φi,jX,κ : F
i`jX Ñ F ipF jXq be the unique function satisfying the
condition: @λ P R0X , Φ
i,j
X,κpJ
i`j
X λq “ J
i
F jX
Rλκ.
With i, j and κ fixed, we show that Φi,jX,κ is natural in X :
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LEMMA 10.1. Let M and N both be d-dimensional manifolds, and
let f P D8O pM,Nq. Then pF
ipF jfqq ˝ Φi,jM,κ “ Φ
i,j
N,κ ˝ pF
i`jfq.
Proof. Let M 1 :“ F jM , N 1 :“ F jN , f 1 :“ F jf P D8O pM
1, N 1q. Let
S :“ Φi,jM,κ, T :“ Φ
i,j
N,κ. We wish to prove: pF
if 1q ˝ S “ T ˝ pF i`jfq.
Let Π :“ πjM ˝ π
i
M 1 : F
iM 1 Ñ M and π :“ πi`jM : F
i`jM Ñ M .
Let I :“ idE : E Ñ E and q0 :“ J
j
EI P F
jE. For all λ P R0M ,
pF jλqpq0q “ pF
jλqpJ jEIq “ J
j
Mpλ ˝ Iq “ J
j
Mλ. Then, for all λ P R
0
M ,
pΠ ˝ SqpJ i`jM λq “ pπ
j
M ˝ π
i
M 1 ˝ Φ
i,j
M,κqpJ
i`j
M λq
“ pπjM ˝ π
i
M 1qpJ
i
M 1R
λ
κq “ π
j
M pR
λ
κp0mqq
“ πjMpppF
jλq ˝Rκqp0mqq “ π
j
M ppF
jλqpq0qq
“ πjMpJ
j
Mλq “ λp0dq “ πpJ
i`j
M λq.
Then Π ˝ S “ π. Also, domrf 1s “ domrF jf s “ pπjM q
˚pdomrf sq. Then
Π˚pdomrf sq “ pπiM 1q
˚ppπjMq
˚pdomrf sqq
“ pπiM 1q
˚pdomrf 1sq “ domrF if 1s.
Because we have imrF i`jf s Ď F i`jN “ domrT s, it follows that
domrT ˝ pF i`jfqs “ domrF i`jf s. Let Q :“ π˚pdomrf sq. Then
domrpF if 1q ˝ Ss “ S˚pdomrF if 1sq “ S˚pΠ˚pdomrf sqq
“ π˚pdomrf sq “ Q.
Also, domrT ˝ pF i`jfqs “ domrF i`jf s “ π˚pdomrf sq “ Q. Let q P Q
be given. We wish to prove that pF if 1qpSpqqq “ T ppF i`jfqpqqq.
We have q P Q “ π˚pdomrf sq Ď domrπs “ F i`jM , so choose µ P R0M
such that q “ J i`jM µ. Then Spqq “ Φ
i,j
M,κpJ
i`j
M µq “ J
i
M 1R
µ
κ. Also,
µp0dq “ πpJ
i`j
M µq “ πpqq P πpQq “ πpπ
˚pdomrf sqq Ď domrf s.
Let φ :“ f ˝ µ P R0N . By functoriality of F
j, F jφ “ pF jfq ˝ pF jµq.
We have Rµκ “ pF
jµq ˝ Rκ and R
φ
κ “ pF
jφq ˝ Rκ. Then
f 1 ˝ Rµκ “ pF
jfq ˝ pF jµq ˝ Rκ “ pF
jφq ˝ Rκ “ R
φ
κ.
Then pF if 1qpSpqqq “ pF if 1qpJ iM 1R
µ
κq “ J
i
N 1pf
1 ˝ Rµκq “ J
i
N 1R
φ
κ.
We have pF i`jfqpqq “ pF i`jfqpJ i`jM µq “ J
i`j
N pf ˝ µq “ J
i`j
N φ. Then
T ppF i`jfqpqqq“T pJ i`jN φq“Φ
i,j
N,κpJ
i`j
N φq“J
i
N 1R
φ
κ“pF
if 1qpSpqqq. 
11. Loss of dimension in stabilizers
Let a Lie group G act on a manifold M . Assume that the action
is C8. The G-action on M induces a G-action on TM . For all p P M ,
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let Gp :“ StabGppq and G
1
p :“ Stab
1
Gppq “ tg P G | @v P TpM, gv “ vu.
Let g :“ T1GG. For all p P M , let gp :“ T1GGp, and let g
1
p :“ T1GG
1
p.
Let G˝ denote the identity component of G.
LEMMA 11.1. Assume the G˝-action on M is fixpoint rare. Let
k P N. Assume: @p PM , dim gp “ k. Then: @
˝p PM , dim g1p ă k.
Let g‚ :“ p ÞÑ gp denote the stabilizer map from M to the manifold
of k-dimensional subspaces of g. The basic theme of the proof below
is: Since each nontrivial element of G˝ has interior-free fixpoint set, it
follows that: @˝p P M , the differential pdpg‚qqp is nonzero. Morever,
at such a point p, we can show that g1p Ĺ gp. Consequently, @
˝p P M ,
dim g1p ď pdim gpq ´ 1 “ k ´ 1 ă k. In words: “By fixpoint rarity, the
stabilizer map cannot be constant on a nonempty open set. Moreover,
wherever the stabilizer map is ‘on the move’, it is strictly larger than the
first order stabilizer. Consequently, generically, the first order stabilizer
is strictly smaller than the stabilizer.” Details follow.
Proof. Define S :“ tp P M | dim g1p ă ku. By upper semi-continuity
of p ÞÑ dim g1p : M Ñ N0, we see that S is open in M . It therefore
suffices to show that S is dense in M . Let a nonempty open subset M 1
of M be given. We wish to prove that M 1 X S ‰ H.
For all g P G, define g : M Ñ M by gppq “ gp. For all g P G, for
all v P TM , we have gv “ pd gqpvq. For all p P M , define p : G Ñ M
by ppgq “ gp. For all x P TG, for all p P M , let xp :“ pd pqpxq.
By Lemma 5.1, for all p PM , the kernel of X ÞÑ Xp : gÑ TpM is gp.
For all p PM , let 0p :“ 0TpM . For all g P G, let 0g :“ 0TgG.
Let e :“ exp : gÑ G˝ be the Lie theoretic exponential map. Choose
an open neighborhood g˚ in g of 0g and an open neighborhood G˚
in G˝ of 1G such that epg˚q “ G˚ and such that e|g˚ : g˚ Ñ G˚ is
a C8 diffeomorphism. Let gˆ˚ :“ g˚zt0gu. Let G
ˆ
˚ :“ G˚zt1Gu. Then
epgˆ˚ q “ G
ˆ
˚ . Since G˚ Ď G
˝, we conclude that Gˆ˚ Ď G
˝zt1Gu.
As M 1 ‰ H, choose u P M 1. Choose a vector subspace c of g such
that both cXgu “ t0gu and c`gu “ g. Then pdim cq`pdim guq “ dim g.
Let ℓ :“ dim c and let n :“ dim g. Then, as k “ dim gu, we get ℓ`k “ n.
Choose C1, . . . , Cℓ P c such that tC1, . . . , Cℓu is a basis of c. Since cXgu
is the kernel of C ÞÑ Cu : c Ñ TuM and since c X gu “ t0gu, it follows
that C ÞÑ Cu : c Ñ TuM is injective. So, because C1, . . . , Cℓ are
linearly independent in c, we conclude that C1u, . . . , Cℓu are linearly
independent in TuM . Choose an open neighborhoodM1 inM
1 of u such
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that, for all p P M1, the vectors C1p, . . . , Cℓp are linearly independent
in TpM . For all p P M , the map X ÞÑ Xp : g Ñ TpM has kernel gp
and image gp, and so dim pgpq “ pdim gq´pdim gpq “ n´k “ ℓ. Then,
for all p PM1, the set tC1p, . . . , Cℓpu is a basis of gp.
By hypothesis, k P N, so k ě 1. Because dim gu “ k ě 1, we see
that gu ‰ t0gu. Choose Y0 P guzt0gu. Choose s0 P Rzt0u such that
s0Y0 P g˚. Let Y :“ s0Y0. Then Y P pguzt0guq X g˚ “ gu X g
ˆ
˚ .
For all p P M1, we know both that tC1p, . . . , Cℓpu is a basis of gp
and that Y p P gp. Define a1, . . . , aℓ : M1 Ñ R by: for all p P M1,
Y p “
ℓÿ
j“1
rajppqsrCjps. Then a1, . . . , aℓ P C
8pM1,Rq. Since Y P gu, we
get Y u “ 0u, and so a1puq “ ¨ ¨ ¨ “ aℓpuq “ 0. Define χ : M1 Ñ c
by χppq “
ℓÿ
j“1
rajppqsCj. Then χpuq “ 0c “ 0g. For all p P M1, we have
rχppqsp “
ℓÿ
j“1
rajppqsrCjps “ Y p. Let the map f0 : M1 Ñ g be defined
by f0ppq “ Y ´ rχppqs. Then, for all p PM1, we have
rf0ppqsp “ Y p ´ rχppqsp “ Y p ´ Y p “ 0p,
so f0ppq P gp. Also, f0puq “ Y ´ 0g “ Y P g
ˆ
˚ , so u P f
˚
0
pgˆ˚ q, so
f˚
0
pgˆ˚ q ‰ H. Since g
ˆ
˚ is open in g and f0 : M1 Ñ g is continuous, we
see that f˚
0
pgˆ˚ q is open in M1, and, therefore, is open in M as well. As
M is locally connected, choose a nonempty connected open subset M˝
of M such that M˝ Ď f
˚
0
pgˆ˚ q. Then M˝ Ď domrf
˚
0
s “ M1 Ď M
1, so it
suffices to prove that M˝ X S ‰ H.
We have f0pM˝q Ď f0pf
˚
0
pgˆ˚ qq Ď g
ˆ
˚ . Define f :“ f0|M˝ : M˝ Ñ g
ˆ
˚ .
Define F :“ e ˝ f : M˝ Ñ G
ˆ
˚ . For all p P M˝, fppq “ f0ppq P gp, so
F ppq “ pe ˝ fqppq “ epfppqq P epgpq Ď Gp, and so rF ppqsp “ p.
Claim 1: f is not constant onM˝. Proof of Claim 1: Since F “ e˝f ,
it suffices to show that F is not constant onM˝. Let g P imrF s be given.
We wish to show that F pM˝q ‰ tgu.
We have g P imrF s Ď Gˆ˚ Ď G
˝zt1Gu, so, as the G
˝-action on M is
fixpoint rare, the interior in M of FixMpgq is empty. So, as M˝ is a
nonempty open subset of M , we get M˝ Ę FixMpgq. Choose p P M˝
such that p R FixMpgq. Then rF ppqsp “ p ‰ gp, so F ppq ‰ g. Then
F pM˝q ‰ tgu, as desired. End of proof of Claim 1.
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Since M˝ is connected, by Claim 1, choose q P M˝ such that the
differential of f does not vanish at q, i.e., such that pdfqq ‰ 0TqM,Tfpqqg.
It suffices to show that q PM˝XS. So, since q PM˝, it suffices to show
that q P S. That is, we wish to show that dim g1q ă k. Since G
1
q Ď Gq,
we get g1q Ď gq. Then, as dim gq “ k, we need only show that g
1
q ‰ gq.
Let r :“ F pqq and let R :“ fpqq. We have r “ F pqq P Gq, so rq “ q.
Also, R “ fpqq P gq. Also, R “ fpqq P imrf s Ď g
ˆ
˚ Ď g˚. Also,
epRq “ epfpqqq “ pe ˝ fqpqq “ F pqq “ r. Let φ :“ pdfqq : TqM Ñ TRg
and Φ :“ pdF qq : TqM Ñ TrG and ε :“ pdeqR : TRg Ñ TrG. Since
F “ e˝f and fpqq “ R, by the Chain Rule, pdF qq “ pdeqR˝pdfqq. That
is, Φ “ ε˝φ. As R P g˚ and as e|g˚ : g˚ Ñ G˚ is a C
8 diffeomorphism, it
follows that the map pdeqR : TRgÑ TrG is a vector space isomorphism.
That is, the map ε : TRgÑ TrG is a vector space isomorphism.
Since R P gq, it suffices to show that R R g
1
q. So, since epRq “ r and
epg1qq Ď G
1
q, it suffices to show that r R G
1
q. Let W :“ TqM . We wish
to show that there exists w PW such that rw ‰ w.
Since φ “ pdfqq ‰ 0TqM,Tfpqqg “ 0W,TRg, choose w P W such that
φpwq ‰ 0TRg. We wish to show that rw ‰ w.
For all X P g, let pX :“ pd{dtqt“0pR ` tXq P TRg. Then the function
X ÞÑ pX : gÑ TRg is a vector space isomorphism. So, because we have
φpwq P imrφs Ď TRg, choose B P g such that pB “ φpwq. Then, by the
choice of w, pB ‰ 0TRg. So, by injectivity of X ÞÑ pX : g Ñ TRg, we get
B ‰ 0g. Let b :“ Φpwq. Then b “ Φpwq “ pε˝φqpwq “ εpφpwqq “ εp pBq.
We have imrχs Ď c. Then, for all p PM˝, we see that
fppq “ f0ppq “ Y ´ rχppqs P Y ´ c “ Y ` c.
Then imrf s Ď Y ` c. Then R “ fpqq P imrf s Ď Y ` c. Also, we have
w PW “ TqM and fpqq “ R. Then pdfqqpwq P TRpY ` cq.
For all s Ď g, let ps :“ t pX |X P su. For any subspace s of g, if R P s,
then TRs “ ps. So, since R P gq, we get TRgq “ xgq. For any subspace
s of g, for any X P g, if R P X ` s, then TRpX ` sq “ ps. So, since
R P Y ` c, we get TRpY ` cq “ pc. ThenpB “ φpwq “ pdfqqpwq P TRpY ` cq “ pc.
Then, by injectivity of X ÞÑ pX : g Ñ TRg, we get B P c. Since
q P M˝ Ď M1, it follows that C1q, . . . , Cℓq are linearly independent.
So, as the R-span of tC1, . . . , Cℓu is c, the map C ÞÑ Cq : c Ñ TqM is
injective. So, since B P c and B ‰ 0g “ 0c, it follows that Bq ‰ 0q.
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Then B R gq, so, by injectivity of X ÞÑ pX : g Ñ TRg, we get pB R xgq,
and so, by injectivity of ε : TRgÑ TrG, we get εp pBq R εpxgqq.
We have b “ Φpwq P imrΦs Ď TrG and w P W “ TqM . Then
bq P rTrGsq Ď TrqM and that rw P rrTqMs “ TrqM . Recall: rq “ q.
Then bq, rw P TrqM “ TqM “ W . We wish to show that w´rw ‰ 0W .
As ε : TRg Ñ TrG is a vector space isomorphism, we conclude that
dim pεpTRgqqq “ dim pTRgqq. As R P gq and epRq “ r and epgqq Ď Gq,
it follows that pdeqRpTRgqq Ď TrGq. That is, εpTRgqq Ď TrGq. So, since
dim pεpTRgqqq “ dim pTRgqq “ dim gq “ dimGq “ dim pTrGqq,
we get εpTRgqq “ TrGq. Then b “ εp pBq R εpxgqq “ εpTRgqq “ TrGq. As
r P Gq, by Corollary 4.2 (with p replaced by q and a by r), it follows
that kerrpd qqrs “ TrGq. So, since b R TrGq, we get pd qqrpbq ‰ 0q. Since
b P TrG, we get pd qqpbq “ pd qqrpbq. SinceW “ TqM , we have 0W “ 0q.
Then bq “ pd qqpbq “ pd qqrpbq ‰ 0q “ 0W .
Define a : GˆM Ñ M by apg, pq “ gp. Define F1 : M˝ Ñ GˆM by
F1ppq “ pF ppq, pq. Then pdF1qpwq “ pΦpwq, wq “ pb, wq. Recall that,
for all p PM˝, we have rF ppqsp “ p. Then, for all p PM˝, we have
pa ˝ F1qppq “ apF1ppqq “ apF ppq, pq “ rF ppqsp “ p.
Then pdpa ˝F1qqpwq “ w. By the Chain Rule, dpa ˝F1q “ pdaq ˝ pdF1q.
For all g P G, apg, qq “ gq “ qpgq. Then pdaqpb, 0qq “ pd qqpbq “ bq.
For all p P M , apr, pq “ rp “ rppq. Then pdaqp0r, wq “ pd rqpwq “ rw.
Putting all this together, we get
w “ pdpa ˝ F1qqpwq “ ppdaq ˝ pdF1qqpwq “ pdaqppdF1qpwqq
“ pdaqpb, wq “ rpdaqpb, 0qqs ` rpdaqp0r, wqs “ bq ` rw.
Then w ´ rw “ bq ‰ 0W , as desired. 
LEMMA 11.2. Assume the G˝-action on M is fixpoint rare. Let
k P N. Assume: @˝p PM , dim gp ď k. Then: @
˝p PM , dim g1p ď k´1.
Proof. For all L ĎM , let L denote the closure in M of L.
Let S :“ tp P M | dim g1p ă ku. Then, by upper semi-continuity
of p ÞÑ dim g1p : M Ñ N0, we conclude that S is open in M . So, since
S “ tp PM | dim g1p ď k ´ 1u, it suffices to show that S is dense in M .
Let U :“ tp PM | dim gp ă ku. For all p PM , we have G
1
p Ď Gp, and
so g1p Ď gp. Then U Ď S, so U Ď S. LetM1 :“ tp PM | dim gp ă k`1u.
By upper semi-continuity of p ÞÑ dim gp : M Ñ N0, we see that M1 is
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open in M . Because M1 “ tp P M | dim gp ď ku, by hypothesis, we
know that M1 contains a dense open subset of M . Then M1 “M .
Let M0 :“ M1zU . Then M0 is a G-invariant open subset of M .
Since the G-action on M is fixpoint rare, it follows that the G-action
on M0 is fixpoint rare as well. For all p P M0, dim gp “ k. So, by
Lemma 11.1 (with M replaced by M0), @
˝p P M0, dim g
1
p ă k. Let
S0 :“ tp P M0 | dim g
1
p ă ku. Then S0 contains a dense open subset
of M0. Then M0 Ď S0. Since S0 “ M0 X S Ď S, we get S0 Ď S. Then
M1zU “M0 Ď S0 Ď S. Then M1 Ď U Y pM1zUq Ď S Y S “ S, and so
M1 Ď S. Then M “M1 Ď S, so S is dense in M , as desired. 
12. Local freeness
Here is a frame bundle analogue of Theorem 6.14 of [Olver]:
THEOREM 12.1. Let a Lie group G act on a manifold M . Assume
that the action is C8. Let G˝ denote the identity component of G.
Assume that the G˝-action on M is fixpoint rare. Let n :“ dimG. As-
sume that n ě 1. Then there exists a G-invariant dense open subset Q
of F n´1M such that the G-action on Q is locally free.
We will argue below that, at each level in the frame bundle tower,
if the generic stabilizer dimension is positive, then, at the next level
up, it will decrease by at least one. By fixpoint rarity, it starts out less
than n, so, after n ´ 1 transitions, it must be zero. Details follow.
Proof. Let g :“ T1GG. For all p PM , let Gp :“ StabGppq, gp :“ T1GGp.
Since dimG˝ “ dimG “ n ě 1, we have G˝ ‰ t1Gu. Choose
g0 P G
˝zt1Gu. Let F0 :“ FixXpg0q. By continuity of p ÞÑ g0p : M Ñ M ,
F0 is closed inM . The G
˝-action onM is fixpoint rare, so F0 has empty
interior in M . Let U0 :“MzF0. Then U0 is a dense open subset of M .
Claim 1: Let p P U0. Then dim gp ă n. Proof of Claim 1: Since
gp Ď g and since n “ dimG “ dim g, it suffices to show that gp ‰ g.
Assume that gp “ g. We aim for a contradiction.
Since g Ď gp, we get G
˝ Ď Gp. Then g0 P G
˝ Ď Gp, so g0p “ p. Then
p P FixMpg0q “ F0. Also, p P U0 “MzF0, so p R F0. Then both p P F0
and p R F0. Contradiction. End of proof of Claim 1.
For all j P N0, let Mj :“ F
jM and πj :“ π
j
M . The G-action on M
induces a G-action onMj and this, in turn, induces a G-action on TMj.
For all j P N0, for all q P Mj , let Gq :“ StabGpqq, let G
1
q :“ Stab
1
Gpqq,
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let gq :“ T1GGq, and let g
1
q :“ T1GG
1
q. For all g P G, let g : M Ñ M
be defined by gppq “ gp. Let I :“ idM : M Ñ M . For all p P M , for
all j P N0, let G
pjq
p :“ tg P G | g „ I rrj, pssu, and let g
pjq
p :“ T1GG
pjq
p .
Claim 2: Let j P N0. Let q PMj and let p :“ πjpqq. Then gq Ď g
pjq
p .
Proof of Claim 2: It suffices to show that Gq Ď G
pjq
p . Let g P Gq be
given. We wish to prove that g P G
pjq
p .
Since g P Gq, gq “ q. Then pF
jgqpqq “ gq “ q “ pF jIqpqq. So,
by Lemma 8.2, g „ I rrj, pss. So g P G
pjq
p . End of proof of Claim 2.
Claim 3: Let j P N0. Let q PMj and let p :“ πjpqq. Then g
pj`1q
p Ď g1q.
Proof of Claim 3: It suffices to show that G
pj`1q
p Ď G1q. Let g P G
pj`1q
p
be given. We wish to prove that g P G1q.
Since g P G
pj`1q
p , we get g „ I rrj ` 1, pss. So, by ñ of Lemma 8.1
(with i replaced by 1), F jg „ F jI rr1, qss. Then pdpF jgqqq “ pdpF
jIqqq.
Then, for all v P TqMj , we have gv “ pdpF
jgqqqpvq “ pdpF
jIqqqpvq “ v.
It follows that g P Stab1Gpqq “ G
1
q, as desired. End of proof of Claim 3.
Let m :“ n ´ 1. Let Q :“ tq P Mm | gq “ t0guu. Then we have
Q Ď Mm “ Mn´1 “ F
n´1M . Also, Q is G-invariant, and, moreover,
the G-action on Q is locally free. Also, Q “ tq P Mm | dim gq ă 1u,
so, by upper semi-continuity of the mapping q ÞÑ dim gq : Mm Ñ N0,
we see that Q is an open subset of Mm. It remains to show that Q is
dense in Mm. It suffices to show that Q contains a dense open subset
of Mm. That is, it suffices to prove: @
˝q PMm, gq “ t0gu.
The preimage, under πm : Mm Ñ M , of a dense open set is dense
open. It therefore suffices, by Claim 2, to show: @˝p P M , g
pmq
p “ t0gu.
For all j P N0, let Kj :“ tk P N0 | @
˝p P M, dim g
pjq
p ď ku. Then
K0 Ď K1 Ď K2 Ď ¨ ¨ ¨ . We wish to show that 0 P Km. We will, in fact,
show, for all integers j P r0, ms, that m´ j P Kj.
For all p P M , we have g
p0q
p “ gp. So, by Claim 1, for all p P U0,
we have dim g
p0q
p ă n, so dim g
p0q
p ď n ´ 1 “ m. Then, because U0 is a
dense open subset of M , we get m P K0. Therefore, by induction, it
suffices to show, for every integer j P r0, m´ 1s, that
pm´ j P Kj q ñ pm´ j ´ 1 P Kj`1 q.
Let an integer j P r0, m´ 1s be given, let k :“ m´ j, and assume that
k P Kj. We wish to show that k ´ 1 P Kj`1.
We have j ď m´1. Then k “ m´ j ě 1. Then k P N. Since k P Kj,
we get: @˝p P M , dim g
pjq
p ď k. The preimage, under πj : Mj Ñ M ,
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of a dense open set is dense open. Therefore, by Claim 2, @˝q P Mj ,
dim gq ď k. Since πj : Mj Ñ M is open and G-equivariant, and since
the G˝-action onM is fixpoint rare, we see that the G˝-action onMj is
fixpoint rare as well. Then, by Lemma 11.2 (with M replaced by Mj),
we have: @˝q P Mj, dim g
1
q ď k ´ 1. The image, under πj : Mj Ñ M ,
of a dense open set is dense open. Therefore, by Claim 3, @˝p P M ,
dim g
pj`1q
p ď k ´ 1. Then k ´ 1 P Kj`1, as desired. 
We cannot replace “F n´1M” by “F n´2M” in Theorem 12.1:
Example: (Cf. Example 4.3 in [Olver].) Let n ě 2 be an integer. Let
G be the additive Lie group Rn. Let M be the manifold R2. Let G act
on M by: ps1, . . . , snq px, yq “ px, y ` s1x ` s2x
2 ` ¨ ¨ ¨ ` snx
nq. Since
every nonzero polynomial has only finitely many roots, we conclude,
for all s P Gzt0nu, that there exists a finite set A Ď R such that
FixMpsq “ A ˆ R. Thus, the G-action on M is fixpoint rare. It is,
moreover, C8, and, therefore, induces a G-action on F n´2M . We wish
to prove: For any dense open G-invariant subset Q of F n´2M , there
exists q P Q such that StabGpqq is not discrete in G. We will, in fact,
show: @q P F n´2M , StabGpqq is not discrete in G. Let q0 P F
n´2M be
given. We wish to prove: StabGpq0q is not discrete in G.
For any φ P C8pR,Rq, for all integers i ě 0, let φpiq : RÑ R denote
the ith derivative of φ. For all integers j P r1, ns, define fj : R Ñ R
by fjpxq “ x
j . Let p0 :“ π
n´2
M pq0q. Then p0 P M “ R
2. Let x0, y0 P R
satisfy p0 “ px0, y0q. For all integers i P r1, n´ 1s, define Ti : R
n Ñ R
by Tips1, . . . , snq “
nÿ
j“1
sjrf
pi´1q
j px0qs; then Ti : R
n Ñ R is linear. Define
T : Rn Ñ Rn´1 by T psq “ pT1psq, . . . , Tn´1psqq; then T : R
n Ñ Rn´1 is
a linear transformation. Because dim pRnq ą dim pRn´1q, we conclude
that dim pker T q ą 0, and, therefore, that ker T is not discrete in Rn.
So, since G “ Rn, it suffices to show that ker T Ď StabGpq0q. Let
s P ker T be given. We wish to show that sq0 “ q0.
Define σ : M Ñ M by σppq “ sp. Let I :“ idM : M Ñ M .
Then pF n´2σqpq0q “ sq0 and pF
n´2Iqpq0q “ q0, so we wish to show:
pF n´2σqpq0q “ pF
n´2Iqpq0q. In other words, we wish to prove that
F n´2σ „ F n´2I rr0, q0ss. By ñ of Lemma 8.1 (with i replaced by 0
and j by n´ 2), it suffices to show: σ „ I rrn´ 2, p0ss. Let α P N
2
0
be
given, and assume |α| ď n´2. We wish to show: pBασqpp0q “ pB
αIqpp0q.
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Let a, b P N0 satisfy α “ pa, bq. Then a ` b “ |α| ď n ´ 2. Then
a P t0, . . . , n´ 2u. We wish to show: pBpa,bqσqpx0, y0q “ pB
pa,bqIqpx0, y0q.
As s P ker T , T psq “ 0n´1. Then pT1psq, . . . , Tn´1psqq “ 0n´1. So,
since a P t0, . . . , n ´ 2u, we get Ta`1psq “ 0. Let s1, . . . , sn P R satisfy
s “ ps1, . . . , snq. Let f :“
nÿ
j“1
sjfj . Then, for all x P R, we have
fpxq “ s1x` s2x
2 ` ¨ ¨ ¨ ` snx
n. Therefore, for all x, y P R, we have
σpx, yq “ ps1, . . . , snqpx, yq “ px, y ` rfpxqsq
“ px, yq ` p0, fpxqq “ rIpx, yqs ` p0, fpxqq.
Then pBpa,bqσqpx0, y0q “ rpB
pa,bqIqpx0, y0qs ` p0, f
paqpx0qq. So, since
f paqpx0q “
nÿ
j“1
sjrf
paq
j px0qs “ Ta`1psq “ 0,
we get pBpa,bqσqpx0, y0q “ pB
pa,bqIqpx0, y0q, as desired. End of example.
References
[Olver] P. J. Olver. Moving frames and singularities of prolonged group actions.
Selecta Math. 6 (2000), 41–77.
[MZ] D. Montgomery and L. Zippin. Topological Transformation Groups. In-
terscience Publishers, a division of John Wiley & Sons, New York, 1955.
School of Mathematics, University of Minnesota, Minneapolis, MN
55455, adams@math.umn.edu
