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Abstract
During the laser powder bed fusion (L-PBF) process, the built part undergoes multiple rapid heating-cooling cycles, leading to complex mi-
crostructures with nonuniform properties. In the present work, a computational framework, which couples a finite element thermal model to a
non-equilibrium phase field model was developed to investigate the rapid solidification microstructure of a Ni-Nb alloy during L-PBF. The frame-
work is utilized to predict the spatial variation of the morphology and size of microstructure as well as the microsegregation in single-track melt
pool microstructures obtained under different process conditions. A solidification map demonstrating the variation of microstructural features as a
function of the temperature gradient and growth rate is presented. A planar to cellular transition is predicted in the majority of keyhole mode melt
pools, while a planar interface is predominant in conduction mode melt pools. The predicted morphology and size of the solidification features
agrees well with experimental measurements.
Keywords: Additive manufacturing; Non-equilibrium phase field modeling; Rapid solidification; Microsegregation; Experimental
validation; Cellular growth; Planar Growth; Absolute Stability
1. Introduction
Additive manufacturing (AM) refers to the technologies in which
three-dimensional objects are created by adding materials layer-by-
layer [1, 2]. A number of AM processes has been developed over the
past few decades. Among them, laser powder bed fusion (L-PBF),
a powder-based AM process, has attracted much attention due to its
ability to produce fully dense parts with superior mechanical prop-
erties. During this process, the material undergoes multiple rapid
heating-cooling cycles, leading to complex solidification microstruc-
tures with anisotropic properties. Typically, post-processing heat treat-
ments are performed to homogenize and control L-PBF microstruc-
tures. However, it is also possible to control the as-deposited mi-
crostructure through modulating the manufacturing process parame-
ters, which in turn can reduce the cost and time needed for post-
processing and thus facilitate the qualification process [3]. Therefore, it
is essential to develop an understanding of the influence of the process
parameters on L-PBF solidification microstructure [1]. Once the solid-
ification microstructure is expressed as a function of process parame-
ters, this knowledge can be used to assist the design of AM materials
to obtain desired properties.
Numerical modeling of the solidification microstructure has been
performed using various methodologies [4–10]. A thorough discussion
on solidification microstructures and simulation methods can be found
in prior works [11–16]. A number of simulation methods has been
adopted in the literature to investigate the solidification microstructure
of AM parts. Korner et al. [17] studied the equiaxed and columnar
grain structures during electron beam melting (EBM) of IN718 using
∗Corresponding author email:kubra87@tamu.edu
lattice Boltzmann (LB) method and experimental techniques. It was
demonstrated that the grain structure can be tailored from columnar to
equiaxed using different scanning strategies. Markl et al. [18] devel-
oped a model by coupling LB and cellular automata (CA) methods to
investigate the evolution of grain structure during EBM of Ti-6Al-4V.
The predicted thermal history in LB model was fed into CA model to
predict the grain structure. It was demonstrated that at a low power,
stray grains were formed due to incomplete melting.
Nie et al. [19] predicted solidification microstructure during laser
AM of a nickel-based superalloy using a multi-scale modeling ap-
proach that couples finite element (FE) method and stochastic analysis.
The model was used to investigate the evolution of dendritic structure,
niobium (Nb) segregation, and formation and morphology of the Laves
phase. It was demonstrated that the morphology of the Laves phase,
which is an undesired phase, was influenced by the cooling rate. As
the cooling rate increased, the morphology of the Laves phase changed
from a coarse and chain-like structure to a fine and discrete structure,
which is considered to be less detrimental. Lopez-Botello et al. [20]
employed a CA-FE model to investigate the grain structure (equiaxed
vs. columnar) during L-PBF of aluminum alloys.
Recently, the phase field (PF) method has attracted much attention
in investigation of solidification microstructure that results during AM
processes [21–23]. This approach is promising with the ability to de-
scribe complex microstructural evolution without needing to track the
moving interface, as opposed to the classical sharp interface models
[24–30]. The phase field model, also called ‘diffuse interface model’,
assumes the interface between phases to have a finite thickness, in con-
trast to the sharp interface assumption. The phase field variable in these
models is a state variable with values spanning in space and time, and
used to describe the relative amount of a phase. It varies smoothly
along the interface with each phase having a constant value. For ex-
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ample, in a system with solid-liquid interface, the phase field variable
takes the value of 0 in the solid phase, 1 in the liquid phase, and a value
between 0 and 1 in the interface.
It has been demonstrated that by the coupling of PF method with
a FE thermal model, quantifiable predictions of the solidification phe-
nomenon during AM can be achieved. Acharya et al. [31] employed a
computational fluid dynamics (CFD) model coupled with a PF model
to simulate the microstructure evolution during L-PBF of IN718, which
was approximated as a binary alloy. The authors investigated the den-
dritic structure (size, morphology, and orientation), segregation of Nb,
primary dendrite arm spacing (PDAS) and secondary dendrite arm
spacing (SDAS). The influence of laser speed on the orientation of den-
dritic structure was also investigated.
Keller et al. [32] investigated the evolution of cellular/dendritic
structure and micro-segregation in IN625 alloy during L-PBF process
using multiple computational techniques including DICTRA simula-
tion, Scheil-Gulliver model, PF model, and FE-based thermal model.
Micro-segregation of multiple substitutional elements (e.g. Nb, Mo,
Fe, Cr) were predicted using DICTRA software and Scheil-Gulliver
model. Both approaches showed an increase in Nb, Mo, C and a de-
crease in Fe and Cr at the growth front of FCC − γ cells during solid-
ification. The microsegregation of Nb was further investigated using a
PF model with an approximation of IN625 alloy to a binary alloy sys-
tem with the composition of Ni-4 wt.% Nb. In this work, the predicted
PDAS varied between 0.2 µm and 1.8 µm depending on the cooling
rate, in the range of 104K/s-106K/s calculated using a FE model.
Ghosh et al. [33, 34] employed a coupled FE-PF model to simulate
the solidification microstructure of a Ni-5 wt.% Nb alloy (a binary ap-
proximation of IN718 alloy) during the L-PBF process. Varying values
of temperature gradient (G: 2.4×107 K/m-0.14×107 K/m) and growth
rate (R: 0.01 m/s - 0.3 m/s) were predicted by the FE model and fed
into the PF model to investigate the PDAS and Nb enrichment under
different conditions. Predicted PDAS ranged from 0.2 µm to 0.7 µm
as the cooling rate decreased from 106 K/s to 3 × 105 K/s. Nb segre-
gation in the interdendritic region was predicted as 16 wt.%. Similar
studies in which the solidification microstructure under AM conditions
was simulated using a number of different PF models can be found in
the literature [34–36].
Note that the aforementioned phase field works were based on the
equal diffusion potential condition—i.e., the local equilibrium condi-
tion. However, during a typical L-PBF process, the system is out-
of-equilibrium due to the extremely high solidification growth rates.
Therefore, a phase field model with the capability of capturing and de-
scribing this rapid solidification phenomenon under L-PBF conditions
is required. Recently, Steinbach et al. [37, 38] proposed a phase field
model, namely, the finite interface dissipation model, in which both the
equilibrium and strongly non-equilibrium conditions can be described
successfully. The novelty of this model is that the rate of transport of
the components across phase interfaces can be controlled with a ki-
netic coefficient, namely, “interface permeability”, Pint f . The value of
the interface permeability parameter can be chosen (i.e. Pint f → 0) such
that the large non-equilibrium case can be modeled. In contrast, when
Pint f → ∞, the condition of equal diffusion potential in the conven-
tional models (system with local equilibrium condition) can be recov-
ered. To account for non-equilibrium solidification effects observed
during the L-PBF process, the finite interface dissipation phase field
model is adopted in the present work.
It is common practice to describe multi-component alloys using a bi-
nary approximation due to the complexity of implementing the phase
field model for multi-component systems. Although it is a reasonable
approach to simulate the microstructure of complex alloys consisting of
a number of constituent elements (e.g. Inconel 718 with 15 constituent
elements), it involves multiple model assumptions that are not neces-
sarily representative of reality, and hence inevtiably include inaccuracy
and uncertainty in model predictions. For example, NiNb has been
widely used as a binary approximation for Ni-based superalloys such
as Inconel 718 [31, 33] and Inconel 625 [32]. Although the Nb amount
in the binary model material is the same as the amount that exists in the
approximated multi-component alloy (e.g. 5 wt.% Nb in Inconel 718),
it is evident that there will be contributions from other constituent ele-
ments (e.g., Cr, Fe, Mo, Al) in the formation of microstructure phases in
the target multi-component alloy, which might influence the accuracy
of the comparison with the binary phase field model predictions.
In contrast, the present work provides, for the first time, a consistent
framework through using a binary Ni-5 wt.% Nb (Ni-3.2 at.% Nb) alloy
in both phase field simulations and validation experiments. We believe
that this will serve to reduce the inaccuracy and uncertainty associated
with microstructure simulations when a binary approximation is used in
simulations while the complex alloy is used in validation experiments.
Indeed, recent modeling and experimental efforts on AM have adopted
various binary alloy systems (e.g., Ti-Nb [39], Al-Cu [40], Al-Si [40],
Cu-Ni [41]) to elucidate the solidification microstructure developed un-
der AM conditions.
It is worthwhile to mention that the finite interface dissipation phase
field model adopted in the present work is well suited for describing
multi-phase multi-component systems. Very recently, this model was
employed in [42] to investigate the solidification microstructure of Fe-
Cr-Ni-Mo-C and stainless steels under AM conditions. The authors
emphasized the capability of the model in simulating the solidification
microstructure for multi-component systems in high temperature gra-
dient and growth rate.
It is important to point out that the present work differs from the
aforementioned study due to the implementation of a FE-PF coupled
framework and rigorous experimental validation, as well as the use of
the same material for simulations and experimental validation. The
main goal of the present work is to present a consistent framework
which can be used to elucidate the influence of AM process param-
eters on the variations in Ni-Nb solidification microstructures during
single-track laser melting. Once the microstructure variations in a sim-
ple binary alloy during single-track experiments are well understood,
the next step is to employ the presented framework to investigate more
complex alloying systems (e.g. Inconel 718) under multi-track multi-
layer laser melting conditions.
Current PF modeling efforts in the AM literature [34, 36, 39, 43]
typically report microstructure predictions (e.g. morphology, size, seg-
regation) as a function of temperature gradient (G) and grwoth rate
(R). Significant insights on the solidification microstructures under
AM conditions have been revealed through these types of investiga-
tions. However, it is known that the AM microstructures vary locally
within a single melt pool even under constant process parameters as
well as from melt pool to melt pool depending on the variation of G
and R [1]. Therefore, these types of studies fall short of elucidating
the relationship between the process parameters and the microstruc-
ture variability. In this regard, solidification maps demonstrating AM
solidification microstructure as a function of process parameters (e.g.
laser power P and scan speed v⃗) are essential to understand and control
the microstructure variations and variability under AM conditions.
In the present work, we developed an integrated modeling frame-
work which couples an FE-based thermal model to a finite interface
dissipation PF model to investigate the rapid solidification microstruc-
ture during single track laser melting of a binary Ni-3.2 at.% Nb al-
loy. First, the thermal history of the material will be predicted through
FE simulations which will then be introduced into the PF model to
predict the rapid solidification microstructure (e.g. the morphology,
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size, and Nb segregation) under L-PBF conditions. To reveal the ef-
fect of process parameters on microstructure variability, first, a con-
ventional solidification microstructure map expressing the rapid solid-
ification microstructure as a function of G and R is developed. Next,
the microstructure predictions in multiple regions across the melt pool
for different combinations of laser power, P, and laser scanning speed,
v⃗, are shown and compared with the experimental measurements for
validation.
The paper is structured as follows. In Section 2, the experimental
methodology is described. Section 3 describes the models and proce-
dures. Section 4 presents the experimental measurements, simulation
predictions, and discusses the effect of process parameters on the L-
PBF microstructures. Finally, Section 5 summarizes and addresses the
future directions.
2. Experimental Methodology
Gas atomized Ni-3.2 at.% Nb powder was used to manufacture L-
PBF NiNb specimens. Single tracks were printed using a 3D Systems
ProX DMP 200 Laser Type (fiber laser with a Gaussian profile λ =
1070 nm, and beam size = 100 µm). The tracks were printed on a Ni-
3.2 at.% Nb base plate. These tracks were 10 mm in length with 1
mm spacing between tracks. Cross-sections of the single tracks were
wire-cut using wire electrical discharge machining (EDM), and these
specimens were polished down to 0.25 µm with water-based diamond
suspension polishing solutions. Kalling’s Solution No. 2 (5 g CuCl2,
100 mL HCl, and 100 mL ethanol) was used to etch the Ni-3.2 at.% Nb
single tracks to obtain optical micrographs.
Optical microscopy (OM) was carried out using a Keyence VH-X
digital microscope equipped with a VH-Z100 wide range zoom lens.
Scanning electron microscopy (SEM) and wavelength dispersive spec-
troscopy (WDS) were performed with a CAMECA SXFive electron
probe microanalyzer equipped with a LaB6 electron source. Backscat-
tered electron (BSE) images of polished single tracks were captured at
15 kV and 30 nA. Quantitative WDS composition maps were obtained
at settings of 15 kV, 100 nA, and 110 µm pixel dwell time with a 0.1
µm step size. Composition data was extracted from the WDS maps to
create line scans for visual aid purposes. BSE images were processed
using Image J ®software [44] in order to determine PDAS at different
locations along select single tracks. The displayed PDAS values were
averaged from 30 measurements at each location.
3. Model Description
3.1. Thermal Model
The thermal history during the L-PBF process can be determined by
numerically solving the transient heat transfer equation given by:
ρCp
∂T
∂t
+∇(−k∇T) = Q (1)
where ρ is the density, Cp is the specific heat, k is the thermal con-
ductivity, T is the temperature, t is the time, and Q is the heat source
term. This basic form of the heat transfer equation describes the tran-
sient evolution of temperature (T ) and is typically modified to account
for additional physical phenomena that serve to increase the accuracy
of the predictions. Examples of such phenomena are phase transforma-
tion energy contributions and temperature dependent material proper-
ties. In the current model we include phenomena and also perform a
coordinate transformation:
∂T
∂t
= ∂T
∂x
∂x
∂t
+ ∂T
∂y
∂y
∂t
+ ∂T
∂z
∂z
∂t
= ∇T ⋅ v⃗ (2)
Substituting Equation 2 into Equation 1 eliminates the transient por-
tion of the governing heat transfer equation and shifts the reference
frame from the material substrate to the heat source which is moving
at a constant speed v⃗.
ρCp(∇T ⋅ v⃗) +∇(−k∇T) = Q (3)
The effect of this transformation is the conversion of the transient
problem to a steady-state problem, which is a much simpler problem
that results in several orders of magnitude decrease in simulation time.
This simplification in the governing equations opens up the possibility
to use a very fine finite element mesh size (2 µm) in and around the
melt pool, which is essential for the accurate prediction of solidifica-
tion properties at the solid-liquid interface. A schematic of the finite
element domain and the representative heat affected region can be seen
in Fig. 1.
Boundary conditions for this model can be broken down into three
categories: Dirichlet, Symmetry, and Thermal Loads. Boundaries 1,
2, 4, and 5 are Dirichlet boundary conditions with a fixed temperature
of T0 = 298[K]. A symmetry condition imposed on the centerline of
the track (Boundary 3) essentially halves the computational expense of
the simulation. The top surface (Boundary 6) contains all of the heat
transfer phenomena that contribute to the source term (Q) in Equation
3.
Q = qrad + qconv + qvap + qbeam (4)
qrad = εσB(T 4amb − T 4) (5)
qconv = h(Tamb − T) (6)
qvap = Lv n∑
i=1 Xi44.331pi(T)
√
MWi
T
(7)
qbeam = a(T)P[ 12piσ2 exp( − (r − r0)22σ2 )] (8)
Equations 5-8 describe surface radiation, natural surface convection,
vaporization, and deposited beam power, respectively. The radiation,
convection, and beam terms are commonly implemented in the finite
element modeling of L-PBF. Evaporative energy loss qvap accounts for
energy transferred out of the system in the form of mass transfer via hot
vapor. The form of this equation is taken from Bolten-Block and Eagar
[45] and modified to include temperature dependent partial pressure re-
lationships for each element. These pressure-temperature relationships
are calculated using equations described in [46].
In general, the parameters in equations 3-8 can be sorted into tem-
perature dependent and non-temperature dependent properties. Param-
eters considered to be constant are: ambient temperature (Tamb), emis-
sivity (ε), Stefan-Boltzmann constant (σB), molecular weights of Ni
and Nb (MWi), laser power (P), beam standard deviation (σ), and beam
centerpoint (r0). The group of temperature dependent material proper-
ties include: partial pressure (pi), density (ρ), specific heat (Cp), ther-
mal conductivity (k), and laser speed (v⃗), and absorptivity (a). Phase
dependent values for all of these properties can be found in Table 1. The
natural convection coefficient (h) is calculated internally within COM-
SOL Multiphysics [47] framework based on the domain geometry and
orientation.
The phase-dependent property values in Table 1 are calculated us-
ing an average of the elemental properties for each constituent [48],
weighted by the corresponding atomic percent. This rule-of-mixtures
approximation is necessitated by the lack of experimental thermophys-
ical property measurements for this custom NiNb alloy. A weighted
average is sufficient in this case because the alloy is a very dilute single-
phase solid-solution. In particular, the absorptivity values were chosen
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Figure 1: Coupling of the thermal model with the phase field model. An example of predicted heat affected region of Ni-5%Nb alloy during L-PBF is presented
on the three dimensional thermal model geometry. The temperature gradient G and growth rate R are extracted from the thermal model and fed into the phase field
model to predict the microstructure at the corresponding location at the melt pool indicated by a small rectangle in the magnified view of the heat affected region.
to approximate a recent study by Trapp et al. [49] which shows ex-
perimental evidence for low effective absorptivity of the solid/liquid
phases and high effective absorptivity upon vaporization and keyhole
formation. Additionally, a powder layer with effective material prop-
erties is not directly modeled due to the fact that its primary effect (in-
creased laser absorptivity) is negligible at steady-state conditions when
the laser is solely incident upon the solid, liquid and vapor phases.
Smooth transitions between the phase-dependent thermophysical
property values in Table 1 are accomplished by averaging the properties
of each phase based on their respective fractions during the transforma-
tion. Latent heat contributions for melting and vaporization (Lm and Lv)
are included in the model by adding the appropriate term directly to the
heat capacity value during their respective transformations. Details of
this effective property approach can be found in [51].
3.2. Phase Field Model with Finite Interface Dissipation
The phase field model with finite interface dissipation introduced by
Steinbach et al. [37, 38] is adopted in the present work to investigate
the rapid solidification process during L-PBF of Ni-3.2 at.% Nb alloy.
The model has been proven to be capable of modeling non-equilibrium
solidification behavior. Here, a brief description of the model is pre-
sented. Further details on full derivation can be found in the references
provided above.
The derivation of a typical phase field model starts with the descrip-
tion of the free energy functional that may consist of local chemical free
energy density, interfacial energy density, elastic energy density, elec-
trochemical energy density depending on the studied problem [52–56].
In the present work,the free energy functional has contributions from
the local chemical free energy density ( f chem) and from the interfacial
energy density ( f int f ):
F tot = ∫
Ω
( f int f + f chem) dΩ (9)
f int f = 4σαβ
η
{−η2
pi2
∇φα ⋅ ∇φβ + φαφβ} (10)
f chem = φα fα∣cα∣ + φβ fβ∣cβ∣ + λ{c − (φαcα + φβcβ)} (11)
where σαβ, η, φα/β, cα/β, and c are the interfacial energy, the interface
width, the phase fractions of α/β phases, the phase concentrations of
α/β phases, and the overall concentration, respectively. The summation
of the phase fractions is 1 throughout the system with the relationship
of φα + φβ = 1. λ is the Lagrange multiplier, which is introduced to
assure the solute conservation constraint given by: c = cαφα + cβφβ. fα
and fβ are the free energy densities of the corresponding phases and
expressed within the CALPHAD formalism [57]. At the selected alloy
composition of calloy = 3.2 (at.%Nb), two phases (liquid and γ) can be
described as:
fαVm = cαG0Nb + (1 − cα)G0Ni+ RT (cαln(cα) + (1 − cα)ln(1 − cα))
+ cα(1 − cα) n∑
i=0 Gi(2cα − 1)i (12)
where Vm, R and T represent the molar volume, ideal gas constant and
temperature, respectively. G0Nb, G0Ni are reference states of constituent
elements. Gi terms are coefficients contributing to excess Gibbs energy.
The coefficients for each phase (i.e. G0Nb,G0Ni, andGi) are obtained from
[58].
The evolution equations of the phase concentrations, cα and cβ, are
derived through variational principles. The final form of the evolution
equations of the phase concentrations:
φαc
′
α = ∇(φαDα∇cα)+Pint fφαφβ (∂ fβ
∂cβ
− ∂ fα
∂cα
)+φαφ′α (cβ − cα) (13)
φβc
′
β = ∇(φβDβ∇cβ) + Pint fφαφβ (∂ fα
∂cα
− ∂ fβ
∂cβ
) + φβφ′β (cα − cβ) (14)
where Dα, Dβ are the chemical diffusivities in the α and β phases, re-
spectively, and Pint f is the interface permeability defined as: Pint f = 8Maη .
Here, M is the atomic mobility and a is the lattice constant. Further in-
formation on the physical meaning of the interface permeability, Pint f ,
can be found in the referenced papers [37, 38].
4
Table 1: Thermophysical and processing parameters used in the FE thermal
model. All thermophysical property values were calculated using a weighted
average of the pure elemental properties of Ni and Nb.
Phase Properties Values Source
Solid
ρS 8900 [kg/m3] MSDS
kS 85 [W/mK] [48]
CpS 550 [J/kgK] [48]
aS 0.3 [unitless] [49]
Solid↔ Liquid
Tm 1703 [K] MSDS
∆Tm 50 [K] [48]
Lm 2.9(10)5 [J/kg] [50]
Liquid
ρL 8450 [kg/m3] [48]
kL 120 [W/mK] [48]
CpL 650 [J/kgK] [48]
aL 0.3 [unitless] [49]
Liquid↔ Vapor
Tv 3209 [K] [50]
∆Tv 200 [K] Approx.
LV 7.1(10)6 [J/kg] [50]
Vapor
ρV Temp. Dep. [45]
kV 1000 [W/mK] Approx.
CpV Temp. Dep. [50]
aV 0.6 [unitless] [49]
pi Temp. Dep. [46]
Constants Values Source
Laser
P 70-255 [W] User
v⃗ 50-2300 [mm/s] User
4σ 70 [µm] Manuf.
General
Tamb 298 [K]
MWNi 58.7 [g/mol]
MWNb 92.9 [g/mol]
ε 0.7
Similarly, the evolution equations of the phase fractions, φα and φβ,
are derived through variational principles. The final evolution equation
for the phase fraction φα is:
φ
′
α = K {σαβ[∇2φα + pi2
η2
(φα − 12)] − pi28η∆gphiαβ } (15)
K = 8Pint f ηµαβ
8Pint f η + µαβpi2(cα − cβ)2 (16)
∆gφαβ = fα − fβ + (φα ∂ fαcα − φβ ∂ fβcβ )(cβ − cα) (17)
where, µαβ is the interfacial mobility, K is the kinetic coefficient de-
scribing the effect of finite diffusion and redistribution at the interface
and∆φαβ phi is the chemical driving force. The evolution equation for φβ
can be easily obtained using the relationship: φβ = 1 − φα. Therefore,
it is not explicitly demonstrated here.
In order to model the cellular/dendritic structure, the phase field
equation (Eq. 15) should be modified properly. Following the sim-
plification suggested in [59], the interfacial energy σαβ and interface
mobility µαβ terms are modified to their anisotropic forms as σ∗αβ(n⃗)
and µ∗αβ(n⃗), where n⃗ is the interface normal vector described as n⃗ =∣∇φα∣/∇φα, in which α represents the solid phase. More explicitly,
these two terms are described as: σ∗αβ(n⃗) = σαβ(n⃗)+σ′′αβ(n⃗), µ∗αβ(n⃗) =
µαβ(n⃗) + µ′′αβ(n⃗), where σ′′αβ(n⃗) and µ′′αβ(n⃗) are the second derivatives
of σ
′′
αβ(n⃗) and µ′′αβ(n⃗) with respect to (n⃗). For the solid-liquid interface
with 4-fold anisotropy, σαβ(n⃗) and µαβ(n⃗) are approximated as:
σαβ(n⃗) = σ0αβ (1 − [3 − 4(n4x + n4y])]) (18)
µαβ(n⃗) = µ0αβ (1 − [3 − 4(n4x + n4y])]) (19)
where σ0αβ, µ0αβ and  are the interfacial energy coefficient, interface
mobility coefficient and anisotropy coefficient, respectively. nx and ny
represent the x and y components of the norm n⃗.
To account for the varying temperature during solidification process,
the frozen temperature approach is employed. It neglects the latent
heat release during solidification and assumes a constant temperature
gradient G. The temperature field along y axis is calculated as:
T(y) = T0 +G(y − Rt) (20)
where T0 is the reference temperature, R is the growth rate and t is the
time. This approach has been widely adopted in the literature to model
directional solidification [26, 60].
3.3. Computational Procedures
3.3.1. Macroscopic Thermal Model
Numerical simulation of the thermal history during L-PBF was im-
plemented in Comsol Multiphysics ® [47]. A fine element with the
size of (2 µm) was adopted in and around the melt pool, while rela-
tively coarser elements were utilized at the further locations. The do-
main size was set to 7mm × 1.5mm × 1.5mm which is sufficiently large
enough to negate boundary effects for any combination of power and
speed simulated in this work.
Single track laser melting simulations were run at varying laser
power (P: & 70-255 [W]) and laser speed (v⃗: 50-2300 [mm/s]). The
values ofG and R parameters were extracted from the these simulations
to use as inputs for the phase field model as illustrated in Fig. 1. Both
G and R are calculated on the trailing half of the melt pool which is
the portion subject to solidification as the melt pool travels through the
substrate at a constant velocity. As suggested in the frozen tempera-
ture approach, G is assumed to be constant in the simulation domain
of the phase field model and calculated from the partial derivatives of
temperature with respect to each Cartesian coordinate with:
G = √(∂T
∂x
)2 + (∂T
∂y
)2 + (∂T
∂z
)2 (21)
The growth rate is geometrically derived as the projection of laser
velocity v⃗ onto the normal vector of the solidification front using the
angle (θ) between said vectors [61, 62]:
R = ∣v⃗∣ ⋅ cos θ (22)
3.3.2. Finite Interface Dissipation Phase Field Model
The phase-field and concentration evolution equations, 13, 14, 15
are numerically solved using the finite difference method (forward in
time, centered in space). A dynamic time step is adopted to ensure
numerical stability. Neumann boundary conditions are applied to all
boundaries. A Fortran code with OpenMP parallelization directives
was utilized to reduce the computational time. To investigate the gen-
eral features of the microstructure, a 2-dimensional simulation domain
with the size of 616∆x by 4500∆y is utilized, where the grid spacing
∆x = ∆y = 0.008µm, resulting in a physical size of ∼ 5µm by 36µm,
while a relatively smaller simulation domain with the size of 800∆x by
800∆y is adopted to study the effect of process parameters. The ini-
tial simulation domain consists of a thin layer of FCC-γ solid at the
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Table 2: Material parameters used in the phase field simulations
Parameters Values
Grid spacing, ∆x (nm) 8
Interface width, η (nm) 32
Molar volume, Vm (cm3/mol) 6.59 [63]
Interface energy, σαβ (J/cm2) 1.3 × 10−5
Interface mobility, M (cm3/Js) 1
Diffusivity of solid, DS (cm2/s) 1.0 × 10−8 [19]
Diffusivity of liquid, DL (cm2/s) 3.0 × 10−5 [19]
Interface permeability, Pint f (cm3/Js) 8333
Lattice constant, a (cm) 3.0 × 10−8
Atomic mobility, M (J/mol) 1.0 × 10−10
Anisotropy coefficient,  0.03
Equilibrium freezing range, ∆T (K) 14
Equilibrium segregation coefficient, ke 0.68
bottom and a thick layer of liquid on the top. Initially, random per-
turbations are applied to the solid-liquid interface to promote cellu-
lar/dendritic growth structure. Initial Nb compositions of the solid and
liquid are set to c0s = ceqs = 2.2 (at.%Nb) at (T = T0 = 1695K) and
c0l = calloy = 3.2 (at.%Nb). The material parameters used in the simu-
lations are listed in Table 2. The chemical free energies of each phase
are expressed within the CALPHAD formalism [57] as described in Eq.
12, using the thermodynamic data given in [58]. The frozen tempera-
ture approach as described above is used to model the influence of the
temperature. Varying values of temperature gradient, G, and growth
rate, R, obtained from the thermal model, with the order of magnitudes
varying from 106K/m to 108K/m, and 10−3m/s to 1m/s, respectively,
are fed into the PF model to investigate the morphology, size, and seg-
regation of the simulated microstructures.
4. Results and Discussion
Energy density is often employed as a metric to determine the print-
ability range of L-PBF manufactured components. A number of en-
ergy density formulations using different process parameters (e.g., laser
power, laser speed, hatch spacing, layer thickness, laser beam diame-
ter) have been defined and adopted in the current literature. A thorough
discussion on the success and limitation of the energy density formula-
tions as a design parameter can be found elsewhere [64, 65]. Keeping
those limitations in mind, for simplification we use the linear energy
density (LED)-based categorization (e.g. low LED, high LED) while
discussing the effect of laser power (P) and speed (v⃗) on the melt pool
characteristics (e.g. melt pool size, geometry, temperature gradient,
cooling rate) and microstructure (e.g. morphology, size, segregation).
LED in this work is calculated by:
LED = P
v⃗
(23)
4.1. Macrostructure Characterization: Experiments
For the experimental validation, three sets of process parameters
are selected. Figure 2 shows optical micrographs of transverse cross-
sections of single track laser melts using these three parameter sets:
(a) P: 162 W, v⃗: 957 mm/s, LED (low): 0.169 J/mm (b) P: 96 W,
v⃗: 67 mm/s, LED (medium): 1.43 J/mm (c) P: 122 W, v⃗: 50 mm/s,
LED (high): 2.44 J/mm as listed in Table 3. The optical micrographs
demonstrate a variation in the melt pool size and geometry depending
on variation in the values of LED. The melt pool widths are measured
as 97.79 ± 1.3µm, 288.29 ± 9.28µm, and 353.53 ± 10.83µm, while the
melt pool depths are measured as 48.55±1.98µm, 177.84±6.05µm, and
321.48± 3.64µm, respectively for low, medium and high LED cases as
Table 3: Process Parameters used in the Single-Track Laser Melting Experi-
ments
Laser Power [W] Laser Speed [mm/s] Linear Energy Density [J/mm]
162 957 0.169 (low)
96 67 1.43 (medium)
122 50 2.44 (high)
Table 4: Measurements of the Melt Pool Dimensions under Varying Processing
Conditions as listed in Table 3
Melt Pool Width [µm] Melt Pool Depth [µm] Linear Energy Density [J/mm]
97.79 ± 1.3 48.55 ± 1.98 0.169 (low)
288.29 ± 9.28 177.84 ± 6.05 1.43 (medium)
353.53 ± 10.83 321.48 ± 3.64 2.44 (high)
listed in Table 4. From left to right in Fig. 2, an increase in both melt
pool width and depth is revealed due to the increase in the LED.
Typically there are three laser heating modes that influence the melt
pool geometry: conduction mode, transition keyhole mode, and key-
hole (penetration) mode. Conduction mode heating occurs at low LED
and is characterized by wide and shallow melt pool shape. Transition
keyhole mode occurs at medium LED and results in a melt pool with an
aspect ratio (depth/width) of around 1. Keyhole mode heating occurs
at high LED and is characterized by deep melt pools with a large aspect
ratio typically greater than 1.5 [39]. The optical micrographs reveal a
clear trend from conduction to transition keyhole mode heating as the
LED increases from left to right in Fig. 2. Note that, within the range
of P ∶ 70− 255 [W] and v⃗ ∶ 50− 2300 [mm/s] used in the present work,
conduction mode heating was achieved in the majority of single track
experiments. All the successful prints with P < 100 W or v⃗ > 957
mm/s revealed conduction mode heating, while varying heating modes
were achieved depending on the combination of P and v⃗. It is appar-
ent from these results that a variation in process parameters leads to
a variation in melt pool characteristics, and in turn the solidification
microstructure.
4.2. Microstructure Characterization: Experiments
Multiple regions from the melt pools indicated with small rectan-
gles in Fig. 2 are selected and characterized using SEM and WDS
techniques as shown in Fig. 3. SEM micrographs of the selected re-
gions reveal two types of growth structures: cellular and planar. The
SEM micrograph corresponding to the top right position under high
LED as shown in Fig. 3 presents a cellular structure growing normal
to the fusion boundary and antiparallel to the heat flux direction. The
appearance of columnar cells indicates the directional growth in a posi-
tive temperature gradient [66]. Cells are also visible in the WDS maps
of the corresponding region due to composition differences between
the cell cores and walls. This variation in the composition is the result
of solute rejection by the growing cells. The WDS map indicates that
cell walls are Nb-rich while cell cores are Ni-rich. Cell growth rates
can vary from below the limit of constitutional supercooling to beyond
the limit of absolute stability [66].
It is worthwhile to note that the fusion boundary with Nb depletion
in the WDS map (corresponding to High LED-Top Right in Fig. 3) is
indicative of the local equilibrium planar structure. The appearance
of planar structure near the fusion boundary can be explained due to
the presence of extremely low growth rates. Solidification starts near
the fusion boundary once the temperature is below the liquidus tem-
perature (1701 K for the alloy composition of 3.2 (at.% Nb) used in the
present work [58]). According to the phase diagram [58], the equilib-
rium composition of the solid phase just below the solidus temperature
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Figure 2: Optical micrographs demonstrating transverse cross-sections of melt pool obtained under (a) P: 162 W, v⃗: 957 mm/s, LED (low): 0.169 J/mm (b) P: 96 W,
v⃗: 67 mm/s, LED (medium): 1.43 J/mm (c) P: 122 W, v⃗: 50 mm/s, LED (high): 2.44 J/mm. From left, to right a clear transition from conduction mode to keyhole
mode is shown.
Figure 3: The microstructure of the selected rectangular regions in Fig. 2 are characterized using SEM (middle column), WDS (right column), and WDS line scans
(left column). SEM images show cellular and planar morphologies for the corresponding LED conditions in Fig. 2.
is around 2.2 (at.% Nb), which agrees well with the low Nb composi-
tion shown in the planar region at the WDS map. This planar structure
quickly transitions to a cellular structure as the temperature decreases
below the liquidus temperature and the growth rate exceeds the limit of
constitutional supercooling. The constitutional supercooling criteria
will further be discussed in the following subsections.
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A cellular growth structure is revealed in the SEM micrograph, and a
WDS map corresponding to the top position under high LED is shown
in Fig. 3. It is apparent that these images are different from those shown
for the top right region, and one can argue whether this structure is cel-
lular or equiaxed dendritic. It is assumed that the tail of the melt pool
exhibits a solidification growth rate equal to the laser scan speed (ac-
cording to Eq. 22). We propose that the structure shown at the top
region under high LED to be the transverse section of cells growing
near the top surface (illustrated as the circular structures in Fig. A.1
(b)) with a growth rate close to the laser scan speed due to the fol-
lowing reasons. First, the sizes of the equiaxed dendrites typically are
different from each other due to the variation in the nucleation time of
each dendrite. However, the similar sizes of the microstructural fea-
tures that appear in the top region suggests these structures to be cells
at steady state condition. Second, according to classical G versus R
analysis [67], equiaxed dendrites are formed under low G/R while cells
are stable at a higher G/R. Thermal model simulations work predicted
a higher G/R at the top region compared to the top right region indicat-
ing the structure at the top region to be cellular. In the low LED case,
the SEM micrograph (Low LED -Top in Fig. 3) corresponding to the
top region of the melt pool reveals a planar structure with a uniform
composition as shown in the corresponding WDS map.
To compare the composition variations in the aforementioned three
distinct regions, line scans are extracted from WDS maps (shown in the
left column in Fig. 3). The corresponding locations of these line scans
are indicated with dashed lines in SEM micrographs. For the cellular
structures, the maximum segregation is measured to be Ni-5 at.% Nb
based on 40 different line scans obtained from the WDS maps of dif-
ferent regions in a melt pool. This is also clearly visible in the WDS
maps. Local composition in the planar melt pool structure displays
small fluctuations in the data attrbutable to noise, however, the maxi-
mum composition is shown to be much lower than the value obtained
from that of the cellular structure. In each figure, the alloy composition
of Ni-3.2 at.% Nb is shown (dashed line) as a reference. These results
indicate that the microstructure varies locally in a single melt pool (e.g.
planar vs. cellular in high LED) under constant process parameters as
well as from melt pool to melt pool (e.g. planar in low LED vs cel-
lular in high LED) depending on the variation in the applied process
parameters.
4.3. General Features of the Microstructure
Understanding non-planar interfaces (cellular and dendritic) is es-
sential since these growth structures lead to microsegregation and
secondary-phase formation, which affect the mechanical properties and
performance of the solidified material. The characteristic features of a
typical non-planar interface (cellular) under AM conditions will be dis-
cussed in the following paragraphs.
Figure 4 (a) represents a typical cellular microstructure predicted in
our simulations with the values of G = 3 × 106K/m and R = 0.03m/s.
Note that, these values ofG and R and in turn the simulated microstruc-
ture correspond to a particular location in the melt pool. Variation in
the morphology and size of the microstructural features under varying
G and R across the melt pool will be discussed in the Section 4.4. The
simulation domain was initialized with a thin layer of solid FCC −γ at
the bottom and liquid with the composition of Ni-3.2 at.% Nb on top.
The initial solid-liquid interface is perturbed randomly to promote the
growth of the cellular structure. A number of small cells appear at the
fluctuated interface and grow into the liquid in the direction of applied
temperature gradient. As solidification advances, competitive growth
at the cell fronts occurs and only a few of these fronts become primary
cells. The primary dendrite arm spacing (PDAS) varies at the initial
Figure 4: Typical cellular microstructure forms under L-PBF condition. Nb
concentration varies along line A (a), B (b), and C (c).
Figure 5: Phase field evolution of the tip velocity and tip undercooling with
time.
stages and remains constant once the steady state is reached. At this
stage, the cell tips advance at a constant velocity and constant temper-
ature as shown in Fig. 5. Note that the interface velocity reaches the
the applied solidification growth rate R = 0.03m/s at steady state.
Solute microsegregation is a typical phenomenon observed in the
rapid solidification process and has significant influence on the me-
chanical properties of the solidified material. As cells grow, Nb is
rejected into the liquid, resulting in Nb enriched intercellular regions
as shown in Fig. 4 (a). The Nb enriched liquid droplets appearing
along the cell grooves as solidification advances are also shown in Fig.
4. With time, these Nb enriched droplets may transform to secondary
phases such as Ni3Nb if the amount of microsegregation is enough to
promote the growth of this phase. The Scheil simulations [32] indi-
cated that for the selected alloy composition (Ni-3.2 at.% Nb), at least
Ni-7 at.% Nb is needed for such a transformation to occur. However,
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the Nb amount in those droplets have not reached the levels needed for
the precipitation of the secondary phases.
In order to investigate solute segregation, three lines denoted by A,
B, C are selected in Fig. 4 (a) and the corresponding Nb concentra-
tion profiles along the selected lines are presented in Fig. 4(b) to 4(d).
Figure 4(b) demonstrates the Nb concentration variations through the
core of the cell into the liquid along the growth direction y (line A in
Fig. 4 (a)). Left side of this profile denoted by c∗s corresponds to the
concentration in the cell core near the solid-liquid interface (cell tip),
while the spike denoted by cmax represents the concentration at the liq-
uid side of the interface. Beyond this, concentration decreases rapidly
and eventually reaches the far-field liquid composition given by c0.
In Fig. 4 (c), the Nb concentration variation is shown along the
intercellular region (line B in Fig. 4 (a)). Nb concentration gradu-
ally decreases in the growth direction y along the intercellular region
and reaches the far-field liquid concentration of Ni-3.2 at.% Nb beyond
the cell tips. The slope of the linearly decaying part, between 28µm
and 30µm, in Fig. 4(c) is calculated to be 3.33%/µm. An analytical
solution to obtain the solute concentration gradient in the intercellu-
lar region was reported by [68]. Ignoring the interface curvature ef-
fects, the concentration gradient in the above region can be estimated
by dc/dx = G/m, where G is the applied temperature gradient,m is the
liquidus slope. G and m in this work are 3 × 106K/m and −869K/%,
respectively. Substituting the values in the equation, the solute concen-
tration gradient is found to be 3.45%/µm, which agrees well with the
calculated value.
In Fig. 4(d), the Nb concentration variation is presented perpendic-
ular to the growth direction (line C in Fig. 4 (a)). Here, the top and
bottom of the U-shaped profile correspond to the Nb concentration in
the intercellular regions and the cell cores, respectively. Note that c∗s in
Fig. 4(b) corresponds to the bottom of the U-shaped profile, represent-
ing the concentration at the cell core. It is observed that the concen-
tration at the intercellular region is much higher than the concentration
inside the cell cores. This happens due to the fact that the solute is re-
jected from the growing cells into the liquid and since the growth of
cells happens rapidly, there is no time for the solutes to diffuse back
and eventually enrichment of Nb occurs.
4.4. Microstructural Variability as a Function of Thermal Pa-
rameters (G, R)
The temperature gradient, G, and the solidification growth rate, R,
are the most significant parameters in determining the solidification
microstructure. The ratio of these parameters, G/R, determines the
morphology of the solidification microstructure (e.g. planar, cellular,
columnar dendritic, and equiaxed dendritic), while the product of these
parameters G × R, the cooling rate T˙ , determines the size of the mi-
crostructure (the higher the cooling rate the finer the structure is).
A solidification morphology selection map for Ni-3.2 at.% Nb
demonstrating the variation in the morphology and size of the solid-
ification microstructure as a function of G and R is illustrated in Fig.
6. For the selected alloy composition under the L-PBF process with
varying P and v⃗, two types of growth morphologies, planar and cel-
lular, are predicted. As the growth rate increases, a transition from
planar to cellular and again to planar morphology is predicted. Typ-
ically, the constitutional supercooling criterion [66] and the absolute
stability criterion [66] are utilized to roughly estimate these limits of
growth rates in between which the cellular morphology is stable, given
by Vcs < R < Vab. Here, the lower limit is determined by the con-
stitutional supercooling criterion, Vcs = GDL
∆T , while the upper limit is
approximated by the absolute stability criterion, Vab = ∆TDLkeΓ , where
∆T , ke, Γ are the equilibrium freezing range, equilibrium segregation
Figure 6: The variation in morphology, size, and microsegregation as a function
of growth rate and temperature gradient is shown.
coefficient, and Gibbs-Thomson coefficient, respectively. Beyond these
limits, a planar structure becomes stable (either for low growth rates
(R < Vcs) or for extremely high growth rates (R > Vab)).
The aforementioned solidification limits are determined in two ways:
the classical theory (linear solid lines) and PF simulations. The theoret-
ically determined limits are indicated with V⋆cs and V⋆ab, while the limits
predicted by PF simulations are indicated with Vcs and Vab as shown
in Fig. 6. A triangular region in the middle of the map is indicated as
cellular in both cases. Less than an order of magnitude difference is
shown between the lower and upper limits predicted from model and
theory especially for high G conditions, while much better agreement
is achieved as G decreases. Note that the theory gives a rough estimate
of the limits and has some limitations. For example, the constitutional
supercooling criterion ignores the effect of surface tension, which is
considered in our PF simulations. Also, the absolute stability criterion
has other limitations. For instance, it accounts only for the species dif-
fusion in the liquid and thus neglects solid diffusion, which is taken
into account in PF predictions. Therefore, we believe that the theoret-
ical predictions are less accurate, especially under rapid solidification
(a) (b)
Figure 7: The calculated primary dendrite arm spacing (PDAS) reduces as the
cooling rate increases.As the solidification growth rate R increases the segrega-
tion coefficient increases
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(a) (b)
Figure 8: The predicted temperature gradient, G and growth rate, R are shown for varying solidification front depths for two set of process parameters
(a) (b)
Figure 9: The predicted cooling rates at varying solidification front depths are shown for two set of process parameters
conditions.
In addition to the type of growth structures (planar and cellular),
the presented solidification map in Fig. 6 can be utilized to gain in-
formation on the variation in size of cells (PDAS) and microsegre-
gation (kv) as a function of G and R. As the cooling rate increases
(from the bottom left corner to the top right corner), PDAS is reduced
(within Vcs < R < Vab) and finally the interface re-stabilizes and a
segregation-free planar structure is achieved (beyond R > Vab). In the
majority of current literature, a cellular/dendritic structure with nonuni-
form properties is predicted/observed as the typical growth structure
under AM [31, 33, 36]. We emphasize the possibility of a planar struc-
ture with uniform properties at high cooling rates ( 107 − 108K/s).
Increasing the cooling rate/growth rate results in a decrease in the
calculated kv. Under equilibrium conditions in the selected alloy kv
can be calculated as ke = 0.68. Our simulations demonstrated that
kv = ke with c0s = ceqs is achieved only for the low growth rates, observed
near the fusion boundary, and resulted in a planar growth structure as
demonstrated in top left image in Fig. 6. This finding agrees well with
the Nb depleted region near the fusion boundary as presented in Fig.
3. Beyond the fusion boundary and through the center line of the track,
the growth rate is much higher and the resultant segregation coefficient
given by kv diverges from the equilibrium value and eventually reaches
kv = 1, indicating the full solute trapping condition, which takes place
during rapid solidification beyond the velocity limit of absolute stabil-
ity (R >> Vab) as displayed in the top right image in Fig. 6. The
inset images in Fig. 6 illustrate the variation in the concentration pro-
file (in mole fraction Nb) and the calculated kv for the representative
microstructure predictions. It is shown that as cooling rate/growth rate
increases, the peak of the profile reduces while the concentration at the
left and right side of the profile approach and become equal with the
value of c0 and kv = 1, indicating solute trapping. It should be noted
that the finite interface dissipation phase field model utilized is well
suited to study the rapid solidification phenomenon such as solute trap-
ping. By adjusting the permeability parameter Pint f (Eq. 16), we can
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quantify the solute trapping behavior, as well as the non-equilibrium
segregation coefficient. The influence of permeability on calculated kv
will be shown in future work.
The variation in PDAS and kv as a function of G and R are further
analyzed in Fig. 7. As discussed in the above paragraphs, during rapid
solidification the system deviates from local equilibrium. To quantify
this deviation, the velocity-dependent partition coefficient kv, given by:
kv(R) = c∗s /cmax [69] is plotted against the growth rate as shown in
Fig. 7(b). The horizontal line in Fig. 7(b) represents the equilibrium
segregation coefficient of the NiNb alloy. As the solidification growth
rate R increases, the calculated segregation coefficient deviates from
this value and approaches to 1 beyond the velocity limit of absolute
stability indicated with a vertical dashed line in Fig. 7(b). Above this
limit, the solid-liquid interface restabilizes to a planar interface.
Fig. 7(a) presents the variation in predicted PDAS with respect to the
cooling rate (G×R) along with a fitted line and experimental measure-
ments obtained from the regions with cellular structure as presented in
Fig. 15 and 16. It is evident from the predictions that as the cooling rate
increases, the PDAS decreases. Note that a similar trend is obtained
from the measurements as well when the outlier at the low cooling rate
is neglected. The typical cooling rate under AM ranges from 105K/s
to 108K/s depending on the process parameters and the location in the
melt pool. The predicted PDAS varies from 0.58µm to 0.2µm, as the
cooling rate increases from 105K/s to 3.5×106K/s. Above this, a tran-
sition from cellular to planar interface is observed. Note that, although
both increasingG and R leads to an increase in the cooling rate (G×R),
hence smaller PDAS, their effects might be different. For example, at
G = 5 × 105K/m and R = 3 × 10−1m/s fine cellular structure is ob-
served with the PDAS of 0.3µm while a planar structure for R < Vcs
is observed at G = 1.5 × 107K/m and R = 1 × 10−2m/s. Although in
both cases the cooling rate is calculated as G × R = 1.5 × 105K/s, two
different growth structures are observed. In another example with the
condition ofG = 5×105K/m and R = 1×10−1m/s results in a PDAS of
0.4µm, whereasG = 5×106K/m and R = 1×10−2m/s leads to a PDAS
of 1µm. Therefore, one should be careful using PDAS vs. cooling rate
information when there are a few orders of magnitude variation in G.
On the other hand, by keeping the G constant and varying R, a consis-
tent correlation between PDAS and cooling rate can be obtained. Note
that, Fig. 7 (a) is created by varyingG within the range of 106−107K/m
and R from R = 10−2m/s to R = 10−1m/s. Therefore, the information
provided in this plot will be valid only for the given ranges of G and R.
4.5. Microstructural Variability as a Function of Process Pa-
rameters
Microstructural features vary spatially within a single melt pool as
well as from melt pool to melt pool depending on the process param-
eters applied. It is therefore essential to understand and control these
variabilities by tailoring the process parameters so that a final product
with desired properties can be achieved. In this subsection, the influ-
ence of process parameters on the thermal parameters (G, R) will be
discussed first, followed by a description of the microstructural features
as a function of these estimated thermal parameters.
4.5.1. Effects of Temperature Gradient, Growth Rate, and Cool-
ing Rate
Single track laser melting simulations were run at varying laser
power (P ∶ 70 − 255[W]) and laser speed (v⃗ ∶ 50 − 2300[mm/s]). To
investigate spatial variations in the microstructural features, the output
G and R were predicted both along the longitudinal section and trans-
verse section of the resultant melt pool. Fig. 8 represents an example of
outputG and R for two sets of P and v⃗ along the longitudinal section of
the melt pool boundary, corresponding to high and low LED cases. De-
pending on the location of the melt pool, the calculated G and R varied
within the range of [3×106K/m−5×107K/m] and [3×10−5m/s−1m/s],
respectively. The maximumR is calculated near the top of the melt pool
(with a low solidification front depth) while the minimum is found near
the bottom of the melt pool (with a high solidification front depth). In
contrast, the maximum G is calculated at the bottom of the melt pool
as the minimum G is observed at the top.
Figure 10: Variation in the G and R are shown across the melt pool.
(a) (b)
Figure 11: The calculated G and R along the transverse section of the melt
pool boundary are shown for two set of process parameters with different linear
energy densities (LED).
Due to the inverse relationship between solidification front depth and
R, and the proportionality between front depth and G, it is not clear
from Fig. 8 how the resultant cooling rate T˙ = GR will vary as a func-
tion of the depth. In figure 9, the variation of T˙ along the melt pool
boundary with increasing depth is explicitly shown for the same pro-
cess parameters as in Fig. 8. On the left, an example of a high LED
case is shown, while on the right a low LED case is presented. In both
cases, the cooling rate increases as we move from the bottom to the
top along the melt pool boundary. Predicted cooling rate varies as a
function of LED. Lower LED tends to show higher rates of cooling.
While the maximum predicted cooling rate in the high LED case is
around T˙ = 1.5×107K/s, the maximum rate of cooling for low LED is
T˙ = 7 × 107K/s. Variations in the cooling rate affect the solidification
microstructure, which will be discussed in the following sections.
Fig. 10 presents a top, side (longitudinal), cross-section (transverse),
and oblique views of the three dimensional melt pool at P:162 [W]
and v⃗: 500 [mm/s], demonstrating the local variation in the G and R
throughout the melt pool boundary. The same trend for G and R as
presented in Fig. 8 is shown along the melt pool boundary in the lon-
gitudinal view (as the depth increases along the melt pool boundary,
G increases while R decreases). In addition, the local variation in G
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and R across the melt pool can be seen in Fig. 10. The left half of the
cross-sectional view in Fig. 10 demonstrates the temperature gradient
G, while the right half represents the solidification growth rate R. G
increases from top (1.5×106K/m) to bottom (4.8×107K/m) across the
melt pool with the minimum and the maximum being at the top (left)
edge and the bottom of the melt pool, respectively. In contrast, R re-
duces from the top to the bottom as well as from the interior of the melt
pool to the edge of the melt pool.
In the present work, an experimental analysis of the microstructure
is performed at the transverse cross-sections of the melt pool. There-
fore, the G and R data across the transverse cross-section will be uti-
lized for the validation purposes. To predict the spatial variation in the
microstructural features across the transverse section, G and R data at
corresponding locations are extracted from the associated melt pools
(Fig. 11). For the experimental validation, we will be using three dif-
ferent cases: low, medium and high LED. Here, we show the variation
in G and R for the low and high LED cases as an example. The G and
R data needed for the medium LED case is also extracted from the as-
sociated melt pool, but not explicitly shown here. The high LED case
results in a larger melt pool size with lowerG and R values, when com-
pared to the low LED case as expected. This is due to the fact that as
the laser speed v⃗ increases, the heat accumulated in the laser interac-
tion zone decreases, leading to formation of smaller melt pools. In both
cases, G increases from the top to the bottom. While a high degree of
variation in G from the top-edge to the top-interior location in the melt
pool is observed in the high LED condition, it is almost constant in the
low LED condition. In contrast to G, R decreases from the top to the
bottom and from interior to edge in both cases. Since R is a function
of v⃗, it is reasonable to observe higher cooling rate for higher v⃗. This is
the case with the low LED condition.
Figure 12: Variation in the cellular structure and size at varying cooling rates
along the melt pool boundary is shown for high LED condition.
4.5.2. Morphology and Size
As mentioned previously, the growth structure and size vary locally
within a melt pool as well as from melt pool to melt pool under different
processing conditions. To investigate the variation in the microstruc-
ture along the longitudinal section of melt pools under different AM
conditions, the calculated cooling rates along the melt pool boundaries,
as shown in Fig. 9, are utilized.
Fig. 12 demonstrates the variation in the solidification microstruc-
ture at different locations of the melt pool boundary under the high LED
condition. It is observed that the resultant cooling rates in this case lead
Figure 13: Variation in the solidification structure and size at varying cooling
rates along the melt pool boundary is shown for low LED condition. A transition
from cell to plane structure is observed at high cooling rates.
to the formation of cellular structure with varying cell sizes (PDAS)
along the melt pool boundary. As the cooling rate increases from the
bottom to the top of the melt pool, the cells become finer. Here, the
predicted cooling rate varied from 2 × 104K/s to 3.5 × 106K/s as we
go from the bottom to the top of the melt pool, and the predicted PDAS
ranged from 0.7µm to 0.3µm, respectively. It is worthwhile to note that
Ghosh et al. [33] predicted the cooling rate to range from 5×104K/s to
3×106K/s, and corresponding PDAS to be within the range of 1.6µm-
0.14µm under similar laser processing parameters (P = 195W and
v⃗ = 800mm/s), using the conventional PF model with local equilibrium
assumption. It is clear that in the work by Ghosh et al. a larger range of
PDAS were predicted. This difference can be attributed to multiple fac-
tors. First of all, although both studies use the binary Ni-3.2 at.% Nb as
the modeling material, the aforementioned work aimed to approximate
the microstructure of Inconel 718, hence adopted the thermodynamic
data from a quasi-binary phase diagram of Inconel 718. Based on the
utilized phase diagram, the freezing range and equilibrium segregation
coefficient were reported as 57 K [19] and 0.48 [19], respectively in the
aforementioned study, whereas these properties in the present work are
given as 14 K [57] and 0.68 [57], respectively. It is inevitable that these
variations in the material properties will also influence the microstruc-
ture predictions. The other source of this difference could be due to
the differences in the employed PF models (local equilibrium model vs
non-equilibrium model).
Fig. 13 demonstrates the variation in the solidification microstruc-
ture at different locations of the melt pool boundary under the low LED
condition. Here, the predicted cooling rate varied from 1.75 × 106K/s
to 6× 107K/s from bottom to top of the melt pool. Near the bottom of
the melt pool, a cellular structure is predicted, while a planar structure
is observed near the top of the melt pool due to extremely high cooling
rates. Note that the transition from cellular to planar structure at high
solidification growth rate (hence the cooling rate) is already reported
in the literature [70]. One can refer to the solidification map in Fig. 6
to gain an understanding of the effect of G and R on such a transition
in the growth morphology.
Next, the predicted growth morphology and size throughout the
transverse section of melt pool are demonstrated along with the ex-
perimental measurements for three sets of process parameters as high
LED (P: 122 W, v⃗: 50 mm/s, LED: 2.44 J/mm), medium LED (P: 96
W, v⃗: 67 mm/s, LED: 1.43 J/mm), and low LED (P: 162 W, v⃗: 957
12
mm/s, LED: 0.169 J/mm). Fig. 14 demonstrates the predicted and
measured microstructure at varying locations along the transverse sec-
tion of the melt pool for P: 162 W, v⃗: 957 mm/s. The calculated LED
is 0.169 J/mm at this condition, which we identify as the low LED case.
A conduction mode melt pool with the low depth-to-width aspect ra-
tio is shown in the optical micrograph. The SEM micrographs in Fig.
14 present a planar structure. From the thermal model, a very low R
with R < Vcs is predicted near the edge of the melt pool, hence a planar
structure is expected to form. in the low LED case, the values of R vary
within the range of 0.2−0.9m/s (figure 11), which falls into the region
of R > Vab. Note that, in experiments solidification always begins with
a planar structure at the melt pool boundary (R < Vcs), which is fol-
lowed by a transition to cellular (Vcs < R < Vab) or planar structure
(R > Vab), depending on the laser processing conditions.
Figure 14: The predicted growth morphology and size throughout the melt pool
are demonstrated along with the experimental measurements. Planar structure
is observed throughout the melt pool. (P: 162 W, v⃗: 957 mm/s, LED: 0.169
J/mm)
Fig. 15 demonstrates the predicted and measured microstructure at
varying locations along the transverse section of the melt pool for P:
96 W, v⃗: 67 mm/s. The calculated LED is 1.43 J/mm at this condi-
tion, which we call as the medium LED case. A conduction to keyhole
transition mode melt pool with the medium depth-to-width aspect ra-
tio is shown in the optical micrograph. The SEM micrographs in Fig.
15 present the microstructure and size at three different locations: bot-
tom (a), top-middle (b), and top-edge (c). All locations show cellular
structure with measured PDAS of 0.39 ± 0.112µm, 0.38 ± 0.096µm,
and 0.44 ± 0.157µm, and the PF-predicted PDAS of 0.38µm, 0.32µm,
and 0.42µm, respectively, indicating very good agreement between the
simulation and experimental measurements. The predicted morpholo-
gies and PDAS at varying locations, from top to bottom and from top-
middle to top-edge, are also presented in Fig. 15. The results show that
the PDAS decreases from the top to the bottom of the melt pool with the
maximum and the minimum being 0.46µm and 0.38µm, respectively.
In contrast, the PDAS increases from the top-middle to the top-edge
region with minimum and maximum being 0.32µm and 0.42µm, re-
spectively. The predictions show that the cooling rate decreases from
top-middle to top-edge explaining the increase in PDAS.
Fig. 16 demonstrates the predicted and measured microstructure at
varying locations along the transverse section of the melt pool for P:
122 W, v⃗: 50 mm/s. The calculated LED is 2.44 J/mm at this condition,
Figure 15: The predicted growth morphology and size throughout the melt pool
are demonstrated along with the experimental measurements. Cellular structure
is observed throughout the melt pool. (P: 96 W, v⃗: 67 mm/s, LED: 1.43 J/mm)
which we refer to as the high LED case. A keyhole mode melt pool with
high depth-to-width aspect ratio is shown in the optical micrography
image. The bottom region is exposed to a highG and low R < Vcs, and
hence corresponds to the planar region as shown in Fig. 6. On the other
hand, the top region shows a relatively lowerG and R (between Vcs and
Vab). Therefore, a cellular structure is stable in this region, as depicted
in Fig. 6. The SEM micrographs in Fig. 16 present the microstructure
and size at three different locations: the bottom (a), top-middle (b),
and top-edge (c). The bottom (a) location shows a planar structure.
Similarly, a planar structure is predicted by the PF simulations at the
corresponding location. The top-middle location (b) shows a cellular
structure with the measured PDAS of 0.43±0.158µm. The PF-predicted
PDAS at this location is 0.36µm. The top-edge (c) shows a long cellular
structure which grow from the melt pool boundary to the interior melt
pool. The measured PDAS at this location is 0.257 ± 0.157µm while
the PF-predicted PDAS is 0.46µm. While the PF-predicted PDAS in-
creases from the top-middle to the top-edge region, the experimentally
measured PDAS decreases. The simulations and experiments do not
agree in this scenario. We wish to note that, PDAS at the top-edge lo-
cation is measured to be greater than that of the top-middle region for
almost half of the total number of melt pool measurements correspond-
ing to multiple sets of process parameters. Therefore, it is difficult to ar-
rive at a conclusion on how the PDAS should vary from the top-middle
to the top-edge location. For example, in Fig. 15, PDAS increases with
the increasing distance from the top-middle to the top-edge region. On
the other hand, the model consistently shows that the predicted PDAS
increases as we move from top-middle to top-edge. Another source
of this discrepancy could be due to the fact that the convection in the
melt pool is not taken into account in the thermal model, hence the FE
model is not accurate for predicting the keyhole mode melt pool shape,
as seen in the high LED case.
Above, we explained the variation in the morphology and size of
the microstructural features across the solidified melt pool for differ-
ent processing conditions. Nb microsegregation is another important
phenomenon to discuss. The overall results indicate that as the cooling
rate increases, the concentration of Nb in the intercellular region de-
creases. For example, a reduction in the cooling rate from 7.5×105K/s
to 1.5 × 105K/s leads to an increase in the predicted amount of Nb in
the intercellular region from 4 to 5 (in at.% Nb). Also, once the growth
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Figure 16: The predicted growth morphology and size throughout the melt pool
are demonstrated along with the experimental measurements at the correspond-
ing locations. A transition from a planar to a cellular structure from the bottom
to the top of the melt pool is observed. (P: 122 W, v⃗: 50 mm/s, LED: 2.44
J/mm)
rate reaches beyond the absolute stability limit, a segregation-free pla-
nar structure is formed. Since the growth rate is a strong function of the
laser speed, it is assumed to have this type of segregation free structure
to be formed under sufficiently high laser speed conditions.
5. Summary and Conclusion
In the present work, we developed a computational modeling frame-
work by coupling a finite element based thermal model to a non-
equilibrium phase field model to investigate the rapid solidification mi-
crostructure that forms during the single track melting of Ni-3.2 at.%
Nb. Most of the previous literature adopted phase field models with the
assumption of local equilibrium at the solid-liquid interface. However,
this assumption is not valid for rapid solidification processes occuring
under L-PBF conditions. In contrast, the present study employs the fi-
nite interface dissipation phase field model with the ability of describ-
ing highly non-equilibrium systems, and is thus well suited to predict
the rapid solidification microstructure during the L-PBF process.
The present study provides a consistent framework by adopting a
binary Ni-3.2 at.% Nb alloy in both phase field model and valida-
tion experiments. Note that the finite interface dissipation PF model
adopted in the present work is well suited for describing multi-phase
and multi-component alloy systems. The main goal of the present work
was to elucidate the influence of the process parameters on the vari-
ability in solidification microstructure under single-track laser melting
conditions. Once the microstructure variability in a simple binary alloy
during single-track experiments is well understood, the next step would
be employing the present framework to investigate more complex alloy
systems (e.g. Inconel 718) under multi-track laser melting conditions.
The major findings of the present work can be summarized as fol-
lows:
1. The single track laser melting simulations were run at varying
laser power (P ∶ 70 − 255[W]) and laser speed (v⃗ ∶ 50 − 2300[mm/s]).
A planar to cellular transition was predicted as we go from the melt pool
boundary to the interior of majority of the keyhole mode melt pools. A
planar interface beyond the limit of absolute stability was observed to
be predominant in the conduction mode melt pools with high growth
rates.
2. A solidification map of the Ni-Nb alloy under L-PBF condi-
tions (Fig. 6) describing the variation in the morpholgy and size of
microstructure as a function of temperature gradient G and growth
rate R was presented. The minimum G and R conditions, leading to
a segregation-free planar structure (beyond the absolute stability) was
shown. Note that a solidification map describing the variation in the
morphology (cellular, planar, and mixed) as a function of laser power
P and scan speed v⃗ will be presented in a following work.
3. The typical cooling rate during L-PBF ranged from 105K/s to
108K/s depending on the process parameters and the location in the
melt pool. Above 3.5 × 106K/s, a transition from cellular to planar
interface was predicted with growth rates beyond Vab.
4. The predicted morphology and size of microstructure during the
single-track melt pool solidification under varying process conditions
were compared against the experimental measurements, and very good
agreement was achieved regarding the cell spacing (ranging between
0.2 and 0.5 µm) and the amount of Nb in the intercellular region (from
4-5 at.% Nb).
Finally, we note that the authors have recently developed a 3-
dimensional phase field model (A.2) and compared the PDAS pre-
dicted from 2-dimensional model (2D) with those predicted from 3-
dimensional (3D) model. A slight difference (e.g. 0.4µm vs 0.46µm)
in the predicted PDAS was shown. A thorough analysis in which a com-
parison of microstructural features under varying processing conditions
predicted using 2D and 3D models will be presented in the future work.
Due to the high temperature gradients observed in the solidifying
melt pool, the convection is expected to have a significant impact on
the melt pool shape and the microstructure pattern. For example, the
depth of the melt pool increases due to the downward fluid flow along
the growth direction, which transfers more heat from the upper to the
bottom of the melt pool. In addition, due to the fluid flow the particle
distribution in the liquid phase is changed, which effects the chemical
driving force in the interface, hence the microstructure. Currently, the
incorporation of Lattice Boltzmann to the developed modeling frame-
work has been carried out by the authors in order to investigate the
influence of fluid flow on rapid solidification microstructure.
The influence of interface permeability, interface energy and inter-
face mobility will be investigated in a following publication.
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Figure A.1: The formation of cellular structures is shown in (a) longitudinal
section (b) transverse section of melt pool. Depending on the orientation of the
cells, two different view of cellular structure (columnar and circular) is observed
in the transverse section of melt pool
(a) (b)
Figure A.2: Two different views of growing cells (i.e. oblique (a) and transverse
section(b)) obtained from 3-dimensional PF model is presented. The colorbar
in (b) indicates the mole fraction of Nb.
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