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STRONG BIFURCATION LOCI OF FULL HAUSDORFF DIMENSION
THOMAS GAUTHIER
Abstract. In the moduli spaceMd of degree d rational maps, the bifurcation locus is
the support of a closed (1, 1) positive current Tbif which is called the bifurcation current.
This current gives rise to a measure µbif := (Tbif)
2d−2 whose support is the seat of strong
bifurcations. Our main result says that supp(µbif) has maximal Hausdorff dimension
2(2d − 2). As a consequence, the set of degree d rational maps having 2d − 2 distinct
neutral cycles is dense in a set of full Hausdorff dimension.
1. Introduction
The boundary of the Mandelbrot set has Hausdorff dimension 2. This fundamental
result is the main Theorem of Shishikura’s work [Sh]. Tan Lei has generalized this by
showing that the boundary of the connectedness locus of polynomial families of any de-
gree has maximal Hausdorff dimension. Tan Lei has also shown that the bifurcation
locus in any non-stable holomorphic family of rational maps is of full dimension (see [T]).
McMullen gave another proof of her result in [Mc3]. Our aim here is to show that dynam-
ically relevent, but a priori much smaller, subsets of the bifurcation locus have maximal
Hausdorff dimension in the space Ratd of all degree d rational maps.
We can define a bifurcation current on Ratd by setting Tbif := dd
cL, where L(f) is the
Lyapounov exponent of f with respect to its maximal entropy measure. DeMarco has
shown in [De1] and [De2] that the support of Tbif is precisely the bifurcation locus. This
current and its powers T kbif (k ≤ 2d−2) have been used in several recent works for studying
the geometry of the bifurcation locus (see [BB1, BB2, BB3, BE, DS, Du2, DF]). Moebius
transformations act by conjugacy on Ratd and the quotient space is an orbifold known
as the moduli space Md of degree d rational maps. Giovanni Bassanelli and Franc¸ois
Berteloot [BB1] introduced a measure µbif on this moduli space, which may be obtained
by pushing forward T 2d−2bif . We will call strong bifurcation locus the support of this measure
µbif. This set can be interpreted as a set on which bifurcations are maximal. Our main
result is the following:
Theorem 1.1. The support of the bifurcation measure µbif of the moduli space Md of
degree d rational maps is homogeneous and has maximal Hausdorff dimension, i.e.
dimH(supp(µbif) ∩ Ω) = 2(2d − 2)
for any open set Ω ⊂Md such that supp(µbif) ∩ Ω 6= ∅.
Let us mention that this implies that the conjugacy classes of rational maps having
2d− 2 distinct neutral cycles are dense in a homogeneous set of full Hausdorff dimension
in Md (see Main Theorem of [BE]).
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As we shall now explain, this will be obtained by using Misiurewicz rational maps
properties and bifurcation currents techniques. A rational map f is k-Misiurewicz if its
Julia set contains exactly k critical points counted with multiplicity, if f has no parabolic
cycle and if the ω-limit set of any critical point in its Julia set does not meet the critical set.
A classical result of Man˜e´ states that the k critical points of f which are in Jf eventually
fall under iteration in a compact f -hyperbolic set E0, which means that f is uniformly
expanding on E0, and that the 2d−2−k remaining critical points are in attracting basins
of f (see Section 2.2).
The first result we need to establish is the following transversality theorem:
Theorem 1.2 (Weak transversality). Let (fλ)λ∈B(0,r) be a holomorphic family of degree
d rational maps parametrized by a ball B(0, r) ⊂ C2d−2 with 2d− 2 marked critical points.
Let f0 be k-Misiurewicz but not a flexible Latte`s map. Let us denote by E0 the compact
f0-hyperbolic set such that f
k0
0 (c1(0)), . . . , f
k0
0 (ck(0)) ∈ E0. Denote also by h the dynamical
holomorphic motion of E0. If the set {λ / ∃m ∈ Aut(P1), fλ ◦m = m ◦ fλ0} is discrete for
any λ0 ∈ B(0, r), then
codim {λ ∈ B(0, r) / fk0λ (cj(λ)) = hλ(fk00 (cj(0))), 1 ≤ j ≤ k} = k.
The establishment of Theorem 1.2 is the subject of Section 3. Let us mention that a
stronger transversality result has been proved by van Strien in [vS] in the case of (2d− 2)-
Misiurewicz map with a trivial stabilizer for the action by conjugaison of the group Aut(P1)
on Ratd, and by Buff and Epstein in [BE] in the case of strictly postcritically finite rational
maps. We want here to give a weaker result which is easier to prove and sufficient for our
purpose. In their work [BE], Buff and Epstein established their tranversality Theorem
using quadratic differential techniques. As these tools are not well adapted when the
critical orbits are infinite, we have instead followed van Strien’s and Aspenberg’s ideas
(see [vS] and [A]) of using quasiconformal maps. See also [RL] for a transversality result
concerning quadratic semihyperbolic polynomials.
Section 4 is devoted to local dimension estimates. To achieve our goal we have to prove
that the set of (2d− 2)-Misiurewicz maps has maximal Hausdorff dimension in Ratd. Like
in Shishikura’s or Tan Lei’s work, this basically requires to ”copy” big hyperbolic sets in
the parameter space. For this, using the transversality Theorem 1.2, we construct a trans-
fer map from the dynamical plane to the parameter space which enjoys good regularity
properties. When k = 1, our proof here is actually slightly simpler than the classical ones.
Indeed, in his original proof, Shishikura builds two successive holomorphic motions, where
we only use one such motion. Using the work of Shishikura [Sh] on parabolic implosion
and Theorem 1.3, and using again the transversality Theorem 1.2, we deduce that the set
Mk is homogeneous and has maximal Hausdorff dimension 2(2d + 1). The main result of
Section 4 is the following:
Theorem 1.3. Let 1 ≤ k ≤ 2d − 2. Denote by Mk the set of all k-Misiurewicz degree d
rational maps with simple critical points which are not flexible Latte`s maps. Then for any
f ∈Mk and any neighborhood V0 ⊂ Ratd of f one has:
dimH(Mk ∩ V0) ≥ 2(2d + 1− k) + k dimhyp(f).
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For our purpose we have to show that k-Misiurewicz maps belong to the support of T kbif.
To achieve this goal, we give a criterion for a rational map with k critical points eventually
falling under iteration in a compact hyperbolic set to belong to the support of T kbif. The
condition is exactly the one that appears in the statement of the Transversality Theorem
1.2. Our approach is inspired by the work of Buff and Epstein [BE] who proved that
strictly postcritically finite maps, which are (2d−2)-Misiurewicz, belong to the support of
T 2d−2bif . The main idea of the proof of this criterion is a dynamical renormalization process
which enlights a similarity phenomenon between parameter and dynamical spaces at maps
with critical points eventually falling into a hyperbolic set. To implement this process we
need to linearize the map along a repelling orbit. In the geometrically finite case this is just
the linearization along repelling cycles. This technical result, which may be of independent
interest, is established in Section 5. The renormalization is then performed in Section 6.
In the same Section, we also prove that the kth-self-intersection of the bifurcation current
detects the activity of at least k distinct critical points (see Theorem 6.1). Combining the
results of Section 6 with Theorem 1.2, we get the following:
Theorem 1.4. Let 1 ≤ k ≤ 2d−2 and f ∈ Ratd be k-Misiurewicz but not a flexible Latte`s
map. Then f ∈ supp(T kbif) \ supp(T k+1bif ).
In Section 7, we focus on dimension estimates for the bifurcation measure. The estimates
established in Section 4 have the following interesting consequence. Due to Theorem
1.4, they directly imply that the set supp(T kbif) \ supp(T k+1bif ) has Hausdorff dimension
2(2d + 1) for 1 ≤ k ≤ 2d − 3, and that supp(T 2d−2bif ) is homogeneous and that the set
dimH(supp(T
2d−2
bif )) = 2(2d+1) (see Theorem 7.1). Notice that it is still unknown wether
supp(T kbif) is homogeneous or not, when 1 ≤ k ≤ 2d − 3. Theorem 1.1 then immediatly
follows. Recall that, if µ is a Radon measure on a metric space, the upper pointwise
dimension of µ at x0 is
dimµ(x0) := lim sup
r→0
log µ(B(x0, r))
log r
.
In the same Section, we also establish a lower bound for the upper pointwise dimension of
the bifurcation measure at (2d − 2)-Misiurewicz parameters, which rely on the renormal-
ization process performed in Section 6. In particular, we get the following:
Theorem 1.5. There exists a dense subset M of supp(µbif) which is homogeneous and
has maximal Hausdorff dimension 2(2d − 2) such that dimµbif [f ] > 0 for any [f ] ∈M.
Let us mention that all these results have their counterpart in poynomial families. We
develop the description of the above results in the context of polynomial families in Section
8. For instance, the equivalent of Theorem 1.1 might be stated as follows:
Theorem 1.6. In the moduli space Pd of degree d polynomials, the Shilov boundary of the
connectedness locus is homogeneous and has maximal Hausdorff dimension 2(d − 1).
This improves Tan Lei’s result. We also give a very easy proof of Theorem 1.2 in the
case of a degree d polynomial with k critical points which are preperiodic to repelling
cycles (see Lemma 8.2).
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1.1. Notation. To end the introduction, let us give some notation:
- P1 is the Riemann sphere, D is the unit disc of C and D(0, r) is the disc of C of
radius r centered at 0. Leb denotes the Lebesgue measure on P1.
- ‖ · ‖ is a norm on Cn and B(a, r) is the ball of Cn of radius r centered at a ∈ Cn.
- Jf is the Julia set and Ff is the Fatou set of f ∈ Ratd.
- The group Aut(P1) is the group of all Moebius transformations. The quotient
space Md := Ratd/Aut(P1) is the moduli space of degree d rational maps and
Π : Ratd −→Md is the quotient map. The space Md has a canonical structure of
affine variety of dimension 2d− 2 (see [Sil] pages 174 − 179).
- Finally, dimH is the Hausdorff dimension in any metric space.
1.2. Acknowledgment. The author would very much like to thank Franc¸ois Berteloot
for his help and encouragement for writting this article. The author also wants to thank
Romain Dujardin for his helpful comments and for suggesting Lemma 8.2 and the formu-
lation of Theorem 6.2. Finally, we would like to thank the Referees for their very useful
suggestions, which have greatly improved the readability of this work.
2. The framework
2.1. Hyperbolic sets.
Definition 2.1. Let f ∈ Ratd and E ⊂ P1 be a compact f -invariant set, i.e. such that
f(E) ⊂ E. We say that E is f -hyperbolic if one of the following equivalent conditions is
satisfied:
(1) there exists constants C > 0 and α > 1 such that |(fn)′(z)| ≥ Cαn for all z ∈ E
and all n ≥ 0,
(2) for some appropriate metric on P1, there exists K > 1 such that |f ′(z)| ≥ K for
all z ∈ E. One says that K is the hyperbolicity constant of E.
The following Theorem is now classical (see [dMvS] Theorem 2.3 page 225 or [Sh] section
2 for a sketch of proof):
Theorem 2.2 (de Melo-van Strien). Let (fλ)λ∈B(0,r) be a holomorphic family of degree d
rational maps parametrized by a ball B(0, r) ⊂ Cm. Let E0 ⊂ P1 be a compact f0-hyperbolic
set. Then there exists 0 < ρ ≤ r and a unique holomorphic motion
h : B(0, ρ) × E0 −→ P1
(λ, z) 7−→ hλ(z)
which conjugates f0 to fλ on E0, i.e. such that for all λ ∈ B(0, ρ) the diagram:
E0
f0
//
hλ

E0
hλ

Eλ
fλ
// Eλ
commutes (Eλ := hλ(E0)). We shall call h the dynamical holomorphic motion of E0.
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Remark 2.3. If B(λ0, ε) ⊂ B(0, ρ), one may check that there exists a unique holomorphic
motion g : B(λ0, ε)× Eλ0 −→ P1 such that
hλ(z) = gλ ◦ hλ0(z)
for all z ∈ E0 and all λ ∈ B(λ0, ε).
Let K > 1 be the hyperbolicity constant of E0 and Nδ be a δ neighborhood of E0. Up
to reducing r, δ and K we may assume that
|f ′λ(z)| ≥ K for every λ ∈ B(0, r) and z ∈ Nδ.
Set B := supλ∈B(0,r), z∈Nδ |f ′λ(z)|. Let us stress that Theorem 2.2 implicitly contains the
existence of inverse branches of fλ along Eλ:
Lemma 2.4. Under the hypothesis of Theorem 2.2, there exists ε > 0 such that for all
w0 ∈ E0 and all k ≥ 1, there exists an inverse branch f−1fk−10 (w0),λ(z) of fλ defined on
B(0, r)× D(fk0 (w0), ε), taking values in D(fk−10 (w0), ε) and such that:
(1) hλ(f
k−1
0 (w0)) = f
−1
fk−10 (w0),λ
◦ hλ(fk0 (w0)) for λ ∈ B(0, r),
(2) 1B |z − w| ≤ |f−1fk−10 (w0),λ(z) − f
−1
fk−10 (w0),λ
(w)| ≤ 1K |z − w| for λ ∈ B(0, r) and z, w ∈
D(fk0 (w0), ε).
2.2. Misiurewicz rational maps. Let us recall that for z ∈ P1 and f ∈ Ratd the ω-limit
set of z is given by ω(z) :=
⋂
n≥0 {fk(z) / k > n} and that z is recurrent if z ∈ ω(z).
Definition 2.5. Let f ∈ Ratd. We say that f is Misiurewicz if f has no parabolic cycle,
C(f)∩Jf 6= ∅ and ω(c)∩C(f) = ∅ for every c ∈ C(f)∩Jf . Moreover, when Jf contains
exactly k critical points of f counted with multiplicity we say that f is k-Misiurewicz.
The three following Theorems of Man˜e´ (see [ST] Theorems 1.1, 1.2 and 1.3 page 266)
are among the main tools for studying the dynamics of Misiurewicz rational maps.
Theorem 2.6 (Local version). Let f ∈ Ratd. There exists an integer N ≥ 1 not depending
on f for which if x ∈ Jf is not a parabolic periodic point of f and x is not contained in
the ω-limit set of any recurrent critical point of f , then for every ε > 0 there exists a
neighborhood U of x in P1 such that for every n ≥ 0 and every component V of f−n(U):
(1) diam(V ) ≤ ε and deg(fn : V −→ U) ≤ N ,
(2) for every ε1 there exists n0 ≥ 1 for which diam(V ) ≤ ε1 as soon as n ≥ n0.
Theorem 2.7 (Compact version). Let f ∈ Ratd and K ⊂ Jf be a f -invariant compact
set not containing critical points nor parabolic periodic points of f . If K doesn’t meet the
ω-limit set of any recurrent critical point of f , then K is f -hyperbolic.
Theorem 2.8 (An application). Let f ∈ Ratd and Γ be either a Cremer cycle, or the
boundary of a Siegel disc or a connected component of the boundary of a Herman ring of
f . Then there exists a recurrent critical point c of f for which Γ ⊂ ω(c).
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Recall that f ∈ Ratd is said to be semi-hyperbolic if there exists δ > 0 and d0 ∈ N∗ such
that for any z ∈ Jf and n ∈ N we have deg(fn : U(z, fn, δ) −→ D(fn(z), δ)) ≤ d0, where
U(z, fn, δ) is the component of f−n(D(fn(z), δ)) containing z (see [BM] pages 96-97).
Let f ∈ Ratd. For k ≥ 0 we set
P k(f) := {fn(c) / n ≥ k and c ∈ Jf ∩ C(f)}.
The items 1, 2, 3 and 4 of the next Proposition follow from Man˜e´’s Theorems:
Proposition 2.9. Let f ∈ Ratd be Misiurewicz. Then
(1) there exists k0 ≥ 1 such that P k0(f) is a compact f -hyperbolic set,
(2) f has no neutral cycle,
(3) the periodic Fatou components of f are attracting basins,
(4) f is semi-hyperbolic and in particular, either Jf = P1 or Leb(Jf ) = 0,
(5) if f carries an invariant line field on its Julia set, then f is a flexible Latte`s map.
Item (5) uses the fact that the set of conic points of f coincides with Jf when f is semi-
hyperbolic (see [BM] page 109 and [U] Proposition 6.1). In particular if f is Misiurewicz
and carries an invariant line field on its Julia set, item (4) implies that f is a Latte`s map
(see [BM] Theorem VII.22). More precisely, f is a flexible Latte`s map (see [Mc1] corollary
3.18).
2.3. Bifurcation currents. Let (fλ)λ∈X be a holomorphic family of degree d rational
maps. The theory of bifurcations of a holomorphic family, introduced by Man˜e´, Sad and
Sullivan, makes a link between the instability of critical orbits, and that of neutral or
repelling cycles. To make this precise, we set:
R(X) := {λ0 ∈ X / every repelling cycle of fλ0 moves holomorphically on a fixed
neighborhood of λ0}
S(X) = {λ0 ∈ X / (λ 7−→ fnλ (C(fλ)))n≥0 is equicontinuous at λ0}
N (X) := {λ0 ∈ X / fλ0 has a non-persistent neutral cycle}.
The following Theorem is due to Man˜e´, Sad and Sullivan ([MSS]):
Theorem 2.10 (Man˜e´-Sad-Sullivan). Let (fλ)λ∈X be a holomorphic family of degree d
rational maps. Then R(X) = S(X) = X \ N (X) is an open dense subset of X.
The set X \ R(X) is called the bifurcation locus of the family (fλ)λ∈X .
Definition 2.11. A critical point c is said to be marked if there exists a holomorphic
function c : X −→ P1 satisfying f ′λ(c(λ)) = 0 for every λ ∈ X.
We say that the critical point c is active at λ0 ∈ X if (fnλ (c(λ)))n≥0 is not a normal
family in any neighborhood of λ0. Otherwise we say that c is passive at λ0. The activity
locus of c is the set of parameters λ ∈ X at which c is active.
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When (fλ)λ∈X is a holomorphic family of degree d rational maps with 2d − 2 marked
critical points c1, . . . , c2d−2, Theorem 2.10 states that the bifurcation locus coincides with
the union of the activity loci of the ci’s.
Recall that f ∈ Ratd admits a unique maximal entropy measure µf . The Lyapounov
exponent of f with respect to the measure µf is the real number L(f) :=
∫
P1
log |f ′|µf .
For a holomorphic family (fλ)λ∈X of degree d rational maps, we denote by L(λ):=L(fλ).
Then, the function λ 7−→ L(λ) is called the Lyapounov function of the family (fλ)λ∈X . It
is a plurisubharmonic (which we will denote by p.s.h) and continuous function on X (see
[BB1] Corollary 3.4). The Margulis-Ruelle inequality implies that L(f) ≥ log d2 .
Definition 2.12. The bifurcation current of the family (fλ)λ∈X is the (1, 1)-closed positive
current on X defined by Tbif := dd
cL(λ).
The support of Tbif coincides with the bifurcation locus of the family (fλ)λ∈X in the
sense of Man˜e´-Sad-Sullivan. This actually follows from the so-called DeMarco’s formula
which we now present (see [De2] Theorem 1.1 or [BB1] Theorem 5.2).
Let π : C2 \ {0} −→ P1 be the canonical projection. Every f ∈ Ratd admits a lift
F : C2 −→ C2 under π. The map F is a degree d non-degenerate homogeneous polynomial
endomorphism of C2. The Green function of a lift F of f is defined by
GF := limn→∞ d
−n log ‖Fn‖.
The following properties of the Green function will be useful (see [BB1] Proposition 1.2).
Proposition 2.13. Let (fλ)λ∈X be a holomorphic family of degree d rational maps which
admits a holomorphic family of lifts (Fλ)λ∈X . The function Gλ(z) is p.s.h and continuous
on X × (C2 \ {0}). Moreover it satisfies the homogeneity property
Gλ(tz) = log |t|+Gλ(z)(2.1)
for every λ ∈ X and t ∈ C \ {0} and the functional equation
Gλ ◦ Fλ = dGλ.(2.2)
If U is a small ball in X, there exists a lift c˜i(λ) of the marked critical points ci(λ) under
the projection π and a holomorphic family of lifts (Fλ)λ∈U . DeMarco’s formula may then
be stated as:
Tbif
∣∣
U
=
2d−2∑
j=1
ddcGλ(c˜j(λ)).(2.3)
Let us stress that the support of ddcGλ(c˜i(λ)) is precisely the activity locus of ci in U .
For more details on pluripotential theory, see [DS].
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3. Activity and weak transversality
To any k-Misiurewicz rational map f0 within a holomorphic family (fλ)λ∈B(0,r) is nat-
urally associated an analytic subset X0 of B(0, r) such that fλ is k-Misiurewicz for all
λ ∈ X0 and (fλ)λ∈X0 is stable. In order to describe this set, we introduce a holomorphic
map χ : B(0, r) −→ Ck which we call the activity map of (fλ)λ∈B(0,r) at λ = 0. We show
in particular that X0 = χ
−1{0} has codimension k. The map χ will turn out to induce
local ”changes of coordinates” which will play a crucial role in our study of the bifurcation
locus near Misiurewicz parameters.
3.1. The activity map. Let (fλ)λ∈B(0,r) be a holomorphic family of degree d rational
maps with 2d−2 marked critical points c1, . . . , c2d−2 and parametrized by a ball B(0, r) ⊂
C
2d−2. Assume that c1(0), . . . , ck(0) ∈ J0 and that
E0 := {fn0 (cj(0))/n ≥ k0, 1 ≤ j ≤ k}
is a f0-hyperbolic set (which is the case if f0 is k-Misiurewicz). Denote by h : B(0, r) ×
E0 −→ P1 the dynamical holomorphic motion of E0 (see item 1. of Proposition 2.9). For
λ ∈ B(0, r), n ≥ 0 and 1 ≤ i ≤ k we will adopt the following notations:
ξn,i(λ) := f
n+k0
λ (ci(λ)),
νn,i(λ) := hλ
(
fn+k00 (ci(0))
)
= fnλ ◦ hλ
(
fk00 (ci(0))
)
,
mn,i(λ) := (f
n
λ )
′
(
ν0,i(λ)
)
,
χi(λ) := ξ0,i(λ)− ν0,i(λ).
To define correctly χi one should use a local chart around ξ0,i(0) = ν0,i(0). Moreover,
we will identify the tangent spaces Tν0,i(λ)P
1 and Tνn,i(λ)P
1 with C to view mn,i(λ) as a
complex number. As the next Lemma shows, the function χi describes the activity locus
of the critical point ci:
Lemma 3.1 (Activity). Let (fλ)λ∈B(0,r) be as above. Then, for each 1 ≤ i ≤ k,
(1) as a marked critical point of the restricted family (fλ)λ∈χ−1i {0}
, ci is passive at
every λ ∈ χ−1i {0},
(2) ξ0,i 6≡ ν0,i on B(0, r) if and only if ci is active at every λ0 ∈ χ−1i {0} in the full
family (fλ)λ∈X .
Proof. If χi(λ) = 0 we have ξ0,i(λ) = hλ(ξ0,i(0)). Let us set Eλ := hλ(E0). Since hλ
conjugates f0 to fλ on E0, for λ ∈ χ−1i {0} and n ≥ 0 we get
ξn,i(λ) = f
n
λ
(
ξ0,i(λ)
)
= fnλ ◦ hλ(ξ0,i(0)) = hλ(ξn,i(0)).
The equicontinuity of (ξn,i)n≥0 then follows from the uniform continuity of h on B(0, r)×
E0. This proves (1).
By (1) we already know that if ci is active at λ0 ∈ χ−1i {0} then χi 6≡ 0. We proceed by
contradiction and assume that ξ0,i 6≡ ν0,i on B(0, r) and that ci is passive at λ0 ∈ χ−1i {0}.
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By remark 2.3 it suffices to consider the case where λ0 = 0. Let Nδ ⊂ P1 be a δ-
neighborhood of E0 and let K > 1 be the hyperbolicity constant of E0. Up to reducing
K and r we may assume that
|f ′λ(z)| ≥ K for every λ ∈ B(0, r) and every z ∈ Nδ.(3.4)
By continuity of h we may also assume that Eλ ⊂ Nδ for every λ ∈ B(0, r). Since (ξn,i)n≥0
is equicontinuous at 0 we may again reduce r so that
ξn,i(λ) ∈ D(ξn,i(0), δ) ⊂ Nδ, for λ ∈ B(0, r) and n ≥ 0.(3.5)
For n ≥ 0 we set ǫn,i(λ) := ξn,i(λ) − hλ(ξn,i(0)) = ξn,i(λ) − νn,i(λ) for every λ ∈ B(0, r).
Notice that ǫ0,i ≡ χi on B(0, r). By assumption (ǫn,i)n≥0 is equicontinuous at 0. On the
other hand, for every n ≥ 0 and every λ ∈ B(0, r) we have
ǫn+1,i(λ) = fλ(ξn,i(λ)) − fλ(νn,i(λ)),
which after differentiation yields
Dλǫn+1,i = f
′
λ ◦ ξn,iDλǫn,i −
(
f ′λ ◦ νn,i − f ′λ ◦ ξn,i
)
Dλνn,i +Dλfλ ◦ ξn,i −Dλfλ ◦ νn,i.
Let ε > 0 be small. Since ξn,i and νn,i are equicontinuous, up to reducing r, the estimates
3.4 and 3.5 give
‖Dλǫn+1,i‖ ≥ K‖Dλǫn,i‖ − ε
By iterating, we get ‖Dλǫn,i‖ ≥ Kn
(‖Dλχi‖− ε(1−K−n)/(K − 1)) which contradicts the
equicontinuity of (ǫn,i)n≥0, since χi 6≡ 0. 
Definition 3.2. Let (fλ)λ∈B(0,r) be a holomorphic family of degree d rational mpas with
k marked critical points c1, . . . , ck. Assume that the set {fn0 (cj)/n ≥ k0, 1 ≤ j ≤ k} is a
compact f0-hyperbolic set. The activity map χ of (fλ)λ∈B(0,r) at λ = 0 is defined by
χ : B(0, r) −→ Ck
λ 7−→ (χ1(λ), . . . , χk(λ))
where the functions χi are given by χi(λ) := ξ0,i(λ)− ν0,i(λ).
The first useful fact we may remark is the following:
Lemma 3.3. Let (fλ)λ∈B(0,r) be a holomorphic family of degree d rational maps with
2d − 2 marked critical points and parametrized by a ball B(0, r) ⊂ C2d−2. Assume that
f0 is k-Misiurewicz. Then, up to reducing r, the family (fλ)λ∈χ−1{0} is stable and fλ is
k-Misiurewicz for any λ ∈ χ−1{0}.
Proof. Assume that c1(0), . . . , ck(0) ∈ J0 and ck+1(0), . . . , c2d−2(0) ∈ F0. Since χ = 0 on
χ−1{0}, the critical points c1(λ), . . . , ck(λ) are captured by a hyperbolic set for any λ ∈
B(0, r) and Lemma 3.1 states that they are passive on χ−1{0}. Moreover, by Proposition
2.9, the critical points ck+1(0), . . . , c2d−2(0) are in attracting basins of f0 and then, up to
reducing r, are passive and stay in the same basin. 
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Let (fλ)λ∈B(0,r) be a holomorphic family of degree d rational maps. The group Aut(P
1)
acts on Ratd by conjugacy. The quotient space Ratd/Aut(P
1) is denoted by Md and is
called the moduli space of degree d rational maps. We denote by Π : B(0, r) −→Md the
natural projection. Then we have
Π−1(Π(λ0)) = {λ ∈ B(0, r) / ∃ φ ∈ PSL2(C) s.t. fλ ◦ φ = φ ◦ fλ0 on P1}
for every λ0 ∈ B(0, r).
Our main goal in this section is to prove Theorem 1.2 we reformulate as follows:
Theorem 3.4 (Weak transversality). Let (fλ)λ∈B(0,r) be a holomorphic family of degree
d rational maps with 2d − 2 marked critical points and parametrized by a ball B(0, r) ⊂
C
2d−2. Assume that f0 is k-Misiurewicz but not a flexible Latte`s map and that for every
λ0 ∈ B(0, r) the set Π−1(Π(λ0)) is discrete. Let χ be the activity map of (fλ)λ∈B(0,r) at
λ = 0. Then codim χ−1{0} = k.
3.2. Good families. The notion of good family was introduced by Aspenberg (see [A]
pages 3-4), we begin with recalling it:
Definition 3.5. Let (fλ)λ∈B(0,r) be a holomorphic family of degree d rational maps with
2d− 2 marked critical points and let X ⊂ B(0, r) be an analytic set containing 0. We say
that (fλ)λ∈X is a good family of rational maps if for every λ0 ∈ X the set Π−1(Π(λ0)) is
discrete and if every attracting cycle Cλ of fλ which depends holomorphically on λ ∈ B(0, r)
satisfies the following assertions:
(1) the multiplier of Cλ is constant on X,
(2) the multiplicity of the critical points of fλ which belong to the attracting basin Aλ
of the cycle Cλ for every λ ∈ B(0, r) are constant on X,
(3) if z(λ) ∈ Cλ satisfies fpλ(z(λ)) = z(λ) for every λ ∈ X and some integer p ≥ 1,
there exists a Koenigs/Bo¨ttcher-coordinate ϕλ for f
p
λ at z(λ) such that the following
holds: let c(λ) ∈ C(fλ) lie in the attracting basin Aλ of the cycle Cλ for every λ ∈
B(0, r). Then, there esists an integer n ≥ 1 such that ϕλ(fnλ (c(λ))) = ϕ0(fn0 (c(0)))
for all λ ∈ X.
We say that a good family (fλ)λ∈X is smooth if X is smooth.
The main usefulness of good families is revealed by the following Proposition:
Proposition 3.6. Let (fλ)λ∈B(0,r) be a smooth good family of rational maps. Assume that
0 is a stable parameter in the family (fλ)λ∈B(0,r). Assume also that fλ admits an attracting
cycle Cλ holomorphically depending on λ ∈ B(0, r) and denote by Aλ its attracting basin.
Then there exists 0 < ρ ≤ r/3 and a unique holomorphic motion φ : B(0, ρ) × P1 −→ P1
such that for any λ ∈ B(0, ρ):
(1) the following diagram commutes:
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P
1 φλ //
f0

P
1
fλ

P
1
φλ
// P
1,
(2) φλ : A0 −→ Aλ is a biholomorphism.
Proof. We adapt here the argument of the proof of Theorem 7.4 of [MS]. As 0 is a stable
parameter, if {c1(0), . . . , ck(0)} = J0 ∩ C(f0), then {c1(λ), . . . , ck(λ)} = Jλ ∩ C(fλ) for λ
close enough to 0 and there exists a holomorphic motion φ : B(0, ρ1) × J0 −→ P1 which
conjugates the dynamics on J0. Remark also that, by items (2) and (3) of the definition
of good family,
⋃
n≥0 f
n
0 (C(f0) ∩ F0) admits a dynamical holomorphic motion. By the λ-
Lemma, it extends uniquely to a dynamical holomorphic motion of
⋃
n≥0 f
n
0 (C(f0)) ∪ J0.
Setting ρ := ρ1/3, Bers-Royden extension Theorem gives a unique holomorphic motion
φ˜ : B(0, ρ) × P1 −→ P1 which extends φ and such that the Beltrami form µλ of φ˜λ is
harmonic (see [BR] Theorem 3 and [MS] page 381 for the definition of harmonic Beltrami
forms). To conclude the proof of (1), we thus have to prove that fλ ◦ φ˜λ = φ˜λ ◦ f0 on P1.
The map
fλ : P
1 \
⋃
n≥0
fnλ (C(fλ)) ∪ Jλ −→ P1 \
⋃
n≥0
fnλ (C(fλ)) ∪ Jλ
is a covering map. We define another motion by setting
ψλ(z) := f
−1
λ ◦ φ˜λ ◦ f0(z), for z ∈ P1 \
⋃
n≥0 f
n
λ (C(fλ)) ∪ Jλ,
where the inverse branch is choosen so that ψ0(z) = z. As φλ conjugates the dynamics on⋃
n≥0 f
n
0 (C(f0)) ∪ J0, the holomorphic motion ψ is also an extension of φ. Since f0 and
fλ are holomorphic, the Beltrami form of ψλ is f
∗
0µλ. The map f0 being a local isometry
for the hyperbolic metric on P1 \⋃n≥0 fn0 (C(f0)) ∪ J0 and the form µλ being harmonic,
the Beltrami form f∗0µλ is also harmonic. By uniqueness of Bers-Royden extension, we
get ψ = φ˜, which proves (1). We denote by φ this unique extension.
Let us now prove (2). As φλ ◦ f0 = fλ ◦ φλ on P1, it is obvious that φλ(A0) = Aλ and
that φλ ◦ f q0 = f qλ ◦ φλ on P1, where q is the period of the cycle Cλ whose attracting basin
is Aλ. Take now z(λ) ∈ Cλ and ϕλ a local coordinate at z(λ) which conjugates f qλ to its
normal form. It is easy to see that ϕλ ◦ φλ = ϕ0. In a neighborhood of z(λ), this yields:
∂φλ
∂z
(z) =
(
ϕ′λ ◦ φλ(z)
)−1 · ∂ϕ0
∂z
(z) ≡ 0,
i.e. φλ is holomorphic in a neighborhood of z(λ). We thus can find Ω0 ⊂ A0 an f0-invariant
open set on which φλ is holomorphic. For any z ∈ f−10 (Ω0) \
(
C(f0)∪ f0(C(f0))
)
, we have
∂φλ
∂z
(z) =
(
f ′λ ◦ φλ(z)
)−1 · ∂φλ
∂z
◦ f0(z) · f ′0(z) = 0,
since φλ is holomorphic on Ω0. This means that φλ is holomorphic on f
−1
0 (Ω0). Since
A0 =
⋃
n≥1 f
−n
0 (Ω0), the Proposition follows by induction. 
Let us see how this Proposition implies the weak transversality in good families:
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Proposition 3.7. Let (fλ)λ∈X be a good family of degree d rational maps with 2d − 2
marked critical points and 0 ∈ X. Assume that f0 is k-Misiurewicz but not a flexible
Latte`s map and c1(0), . . . , ck(0) ∈ J0. Let χ be the activity map of (fλ)λ∈X at λ = 0.
(1) Then there exists 1 ≤ i ≤ k such that the critical point ci is active at 0 in X, which
means that χ−1i {0} has codimension 1 in X.
(2) Assume moreover that dimCX ≥ k. Then the analytic set χ−1{0} has codimension
k in X.
Proof. Let us begin with proving (1). We proceed by contradiction assuming that ci is
passive in X for every 1 ≤ i ≤ k, which means that 0 is stable in X. Let V0 ⊂ X be
a neighborhood of 0 in X which, since f0 is not a flexible Latte`s map, may be assumed
not to contain flexible Latte`s maps. By Lemma 3.1, χ ≡ 0 on V0 and, by Lemma 3.3, fλ
is k-Misiurewicz for all λ ∈ V0. Let λ0 ∈ V0reg and ψ : D −→ V0reg be a non-constant
holomorphic disc centered at λ0. In the following we will identify D and ψ(D) and therefore
work with the family (fλ)λ∈D.
If 1 ≤ k < 2d − 2, then Jλ0 6= P1. Taking into account item 3 of Proposition 2.9,
Proposition 3.6 asserts that (up to reducing D) there exists a holomorphic motion φ :
D×P1 −→ P1 which conjugates fλ0 and fλ and which is holomorphic on Fλ0 for all λ ∈ D.
Item 4 of Proposition 2.9 ensures that φλ ∈ Aut(P1). This contradicts our assumption
that Π−1(Π(λ0)) is discrete.
If k = 2d − 2, then Jλ0 = P1. As λ0 is a stable parameter, by the Man˜e´-Sad-Sullivan
Theorem (see [MSS] Theorem B) there exists a quasiconformal holomorphic motion φ :
D × P1 −→ P1 which conjugates fλ0 to fλ on P1. For λ ∈ D \ {λ0} we denote by µλ the
Beltrami form satisfying:
∂φλ
∂z
= µλ
∂φλ
∂z
,
and by Sλ its support. There exists a λ1 ∈ D \ {λ0} such that Leb(Sλ1) > 0, otherwise
φλ would belong to Aut(P
1) and Π−1(Π(λ0)) could not be discrete. Since fλ1 carries an
invariant line field on its Julia set, item 5 of Proposition 2.9 states that fλ1 is a flexible
Latte`s map. This is a contradiction since V0 contains no flexible Latte`s maps.
Let us now establish (2). We have proved in (1) that there exists 1 ≤ i ≤ k such that
codim χ−1i {0} = 1. If k ≥ 2 then χ−1i {0} is a good family of dimension k − 1 ≥ 1 and
assertion (1) provides j 6= i and cj is active at 0 in (fλ)λ∈χ−1i {0}. Iterating this k− 1 times
we obtain (2). 
3.3. Ubiquity of good families and weak transversality. We now prove Theorem
3.4. According to item 2 of Proposition 3.7, it suffices to exhibit a good family (fλ)λ∈X
such that 0 ∈ X ⊂ B(0, r) and dimCX ≥ k.
When k = 2d−2, fλ0 has empty Fatou set and the family X = B(0, r) is obviously good.
We may therefore suppose 1 ≤ k < 2d−2. As usual we will assume that c1(0), . . . , ck(0) ∈
J0 and ck+1(0), . . . , c2d−2(0) ∈ F0. We will be brought to reduce r without mentionning it.
Let us begin with finding a family N ⊂ B(0, r) of sufficiently high dimension and sat-
isfying the assumptions 1 and 2 of the definition of good family. By Proposition 2.9,
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ck+1(0), . . . , c2d−2(0) are in attracting basins of f0. Let us denote by C1, . . . , Cp the at-
tracting cycles of f0, by q1, . . . , qp ≥ 1 their respective periods and by m1, . . . ,mp ∈ D
their respective multipliers. The set
N := B(0, r) ∩ Perq1(m1) ∩ · · · ∩ Perqp(mp)
is an analytic subset of B(0, r) of codimension at most p containing 0. Replacing N by
N ∩ {λ ∈ B(0, r) / ci(λ) = cj(λ)} when ci 6≡ cj , ci(0) = cj(0) and i, j ≥ k + 1 we get
an analytic subset N of B(0, r) satisfying items 1 and 2 of the definition of good families.
Moreover the codimension of N is at most:
p+
∑(
mult(c) − 1)
where the sum is taken over all critical points of f0 contained in F0 and counted without
multiplicity.
To conclude we have to find a subfamily of N satisfying item 3 of the definition of good
family with codimension at most 2d− 2− k in B(0, r). Let C(0) be an attracting cycle of
f0 of period p and let z(0) ∈ C(0) be such that fp0 (z(0)) = z(0). By the Implicit Function
Theorem C(0) and z(0) may be followed holomorphically in B(0, r). Since N satisfies item
1 of the definition of good family we have two distinct cases:
• C(0) is not super-attracting. Then there exists a critical point ci(λ) converging to
C(λ) whose orbit is infinite. Let ϕλ : Vλ −→ C be the Koenigs coordinate of fpλ at
z(λ) and ni ≥ 1 be large enough so that fniλ (ci(λ)) ∈ Vλ for every λ ∈ B(0, r). We
normalize ϕλ by setting:
ψλ(z) :=
ϕλ(z)
ϕλ(f
ni
λ (ci(λ)))
for every λ ∈ N and every z ∈ Vλ.
• C(0) is super-attracting. There exists a critical point ci(λ) of fλ and 0 ≤ ni ≤ p−1
such that fniλ (ci(λ)) = z(λ) and ϕλ(f
ni
λ (ci(λ))) ≡ 0 if ϕλ is the Bo¨ttcher coordinate
of fpλ at z(λ). In that case we set ψλ := ϕλ.
If cj(0) is any other critical point contained in the attracting basin of C(0), then we
replace N by
N ∩ {λ ∈ B(0, r) / ψλ
(
f
nj
λ (cj(λ))
)
= ψ0
(
f
nj
0 (cj(0))
)}.
Since, by definition of ψλ, this operation does not change N for p distinct critical points
of f0, the codimension of N is now at most equal to
p+
∑(
mult(c)− 1)− p+∑ 1 =∑mult(c) = 2d− 2− k,
where the sums are taken over critical points of f0 contained in F0 and counted without
multiplicity. This ends the proof of Theorem 3.4.
3.4. An application. Let (fλ)λ∈X be a holomorphic family of degree d rational maps
with a marked critical point c, which is active at some λ0 ∈ X. Let E ⊂ Jλ0 be a fλ0-
hyperbolic set containing at least three points and hλ its dynamical holomorphic motion.
As it is well-known, Montel’s Theorem allows one to find λ1 ∈ X, arbitrarily close to λ0,
and n1 ≥ 1 such that fn1λ1 (c(λ1)) ∈ hλ1(E). However, there is in general no way to extend
this to the case of two, or more, active critical points. Weak transversality allows such a
generalization when fλ0 is Misiurewicz. This will be used in Section 4.
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Lemma 3.8. Let (fλ)λ∈B(0,r) be a holomorphic family of degree d rational maps with 2d−2
marked critical points. Assume that for every λ0 ∈ B(0, r), the set Π−1(Π(λ0)) is discrete
and that f0 is k-Misiurewicz but not a flexible Latte`s map. Let also E ⊂ J0 be a compact
f0-hyperbolic set containing at least three points. Then for any 0 < ε < ρ, there exists λ0 ∈
B(0, ε) and an integer N0 ≥ 1 such that fλ0 is k-Misiurewicz and fN0λ0 (cj(λ0)) ∈ hλ0(E)
for 1 ≤ j ≤ k.
Proof. Let E1 and E2 be two compact f0-hyperbolic sets. Assume that E2 contains at least
three distinct points and let h : B(0, ρ)× (E1 ∪ E2) −→ P1 be its dynamical holomorphic
motion. Suppose that
fk00 (c1(0)), . . . , f
k0
0 (cp(0)) ∈ E1 and fk00 (cp+1(0)), . . . , fk00 (ck(0)) ∈ E2.
We only need to find a parameter λ ∈ B(0, ε) and an integer N0 ≥ k0 such that
fN0λ0 (c1(λ0)), . . . , f
N0
λ0
(cp−1(λ0)) ∈ hλ0(E1) and fN0λ0 (cp(λ0)), . . . , f
N0
λ0
(ck(λ0)) ∈ hλ0(E2).
Let ε > 0 and denote by χ : B(0, ρ) −→ Ck the activity map for (fλ)λ∈B(0,r) at 0. By
Theorem 1.2 and Lemma 3.7 the critical point cp is active at 0 in the familyX0 := χ
−1
1 {0}∩
· · ·∩χ−1p−1{0}∩χ−1p+1{0}∩· · ·∩χ−1k {0}. By Montel’s Theorem, there exists λ0 ∈ X∩B(0, ε)
and N0 ≥ k0 such that fN0λ0 (cp(λ0)) ∈ hλ0(E2). Since λ0 ∈ X0 and N0 ≥ k0 we get
fN0λ0 (cj(λ0)) ∈ hλ0(E1) if 1 ≤ j ≤ p − 1 and f
N0
λ0
(cj(λ0)) ∈ hλ0(E2) if p + 1 ≤ j ≤ k.
After item (3) of Proposition 2.9, the 2d − 2 − k remaining critical points fλ0 belong to
attracting basins of fλ0 . Since this condition is stable under small enough perturbations,
the map fλ0 is k- Misiurewicz. 
4. Local Hausdorff dimension estimates in Ratd
We consider here the sets Mk defined by:
Mk := {f ∈ Ratd / f is k-Misiurewicz but not a flexible Latte`s map
and f has simple critical points}.
Remark 4.1. The condition ”f is not a flexible Latte`s map” is superfluous when d is not
the square of an integer or k < 2d− 2.
Our goal here is to prove Theorem 1.3. Following Shishikura [Sh], we define the hyper-
bolic dimension of f ∈ Ratd by:
dimhyp(f) := sup{dimH(E) / E is compact, f -hyperbolic and homogeneous}.
Recall that a subset E of a metric space (X, d) is homogeneous if, for every open set U ⊂ X
such that U ∩ E 6= ∅, we have dimH(U ∩ E) = dimH(E).
4.1. Technical preliminaries. The proof requires weak transversality in Ratd. Recall
that Π : Ratd −→ Md is the quotient map. For f ∈ Ratd we denote by Aut(f) the
stabilizer of f under the action of Aut(P1), i.e. Aut(f) = {φ ∈ PSL2(C) / φ−1◦f ◦φ = f}.
Lemma 4.2. Let 1 ≤ k ≤ 2d − 2 and f0 ∈Mk. Let B(0, r) be a ball centered at f0 small
enough so that (fλ)λ∈B(0,r) is with 2d− 2 marked critical points. Let also χ be the activity
map of (fλ)λ∈B(0,r) at λ = 0. Then codim χ
−1{0} = k.
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Proof. One can prove that for every f ∈ Ratd there exists a local (2d − 2)-dimensional
submanifold Vf of Ratd containing f which is transversal to the orbit O(f) ⊂ Ratd of f
under the action of Aut(P1) (see for example [BB1] page 226). The stabilizer Aut(f) of f
is a finite group and Vf is invariant by the action of Aut(f). Moreover, Π(Vf ) is an open
subset of Md and Π induces a biholomorphism Vf/Aut(f) −→ Π(Vf ).
Thus for every g ∈ Vf , the set Π−1(Π(g)) contains at most card(Aut(f)) < +∞ ele-
ments. We conclude by applying Theorem 1.2 in B(0, r) ∩ Vf . 
To control how the Hausdorff dimension of a compact set is affected by holomorphic
motion, we shall use the following precise Ho¨lder-regularity statement. A proof is provided
in [Du1] Lemma 1.1.
Lemma 4.3. Let E be a compact subset of P1 and h : B(0, r)×E −→ P1 be a holomorphic
motion. Then there exists 0 < r1 ≤ r and η > 0 such that:
1
C(r′)
|z − z′|
r1+‖λ‖
r1−‖λ‖ ≤ |h(λ, z) − h(λ, z′)| ≤ C(r′)|z − z′|
r1−‖λ‖
r1+‖λ‖(4.6)
for 0 < r′ < r1, all z0 ∈ E, all z, z′ ∈ D(z0, η) ∩ E and all λ ∈ B(0, r′).
It will be crucial to observe that, after a small perturbation, all active critical points
of a Misiurewicz map may be assumed to be captured by some hyperbolic set of ”big”
Hausdorff dimension.
Lemma 4.4. Let 0 < ε < 1 and f ∈ Mk. Let V0 ⊂ Ratd be a neighborhood of f and
F0 ⊂ Jf be a compact homogeneous f -hyperbolic set such that dimH(F0) ≥ dimhyp(f)− ε.
Then we may find ft ∈ Mk arbitrary close to f and a compact ft-hyperbolic set Ft such
that fNt (C(ft) ∩ Jft) ⊂ Ft for some N ≥ 1 and dimH(Ut ∩ Ft) ≥ dimhyp(f) − 2ε for all
open set Ut intersecting Ft.
Proof. We may assume that f = f0 where (fλ)λ∈B(0,r) is a holomorphic family and fλ ∈ V0
for all λ ∈ B(0, r). Let h : B(0, r) × F0 ∪ P k0(f) −→ P1 be the dynamical holomorphic
motion and Fλ := hλ(F0). As it follows from Lemma 4.3 and from the homogeneity of F0,
there exists 0 < r1 ≤ r such that:
dimH
(
Fλ ∩ Uλ
) ≥ r1 − ‖λ‖
r1 + ‖λ‖ dimH
(
F0
)
(4.7)
for all λ ∈ B(0, r1/2) and all open set Uλ ⊂ P1 intersecting Fλ.
Suppose that J0 ∩ C(f0) = {c1(0), . . . , ck(0)}. Let 0 < τ < 1/2. According to Lemma
3.8, there exists λ0 ∈ B(0, τr1) and N ≥ 1 satisfying fNλ0(cj(λ0)) ∈ Fλ0 = hλ0(F0) for any
1 ≤ j ≤ k. By 4.7 we have dimH
(
Fλ0 ∩Uλ0
) ≥ 1−τ1+τ dimH (F0) ≥ 1−τ1+τ ( dimhyp(f)− ε) and
we conclude by taking τ small enough. 
Let us now describe briefly the mechanism of the proof of Theorem 1.3. Let Ef be a
compact homogeneous f -hyperbolic set with dimH(Ef ) ≥ dimhyp(f) − ε. Using Lemma
4.4 we may find g ∈Mk, arbitrary close to f , and N ≥ 1 such that gN (C(g)∩Jg) ⊂ Eg and
dimH(Eg ∩ D(gN (cj(g)), η)) ≥ dimhyp(f) − 2ε. Using holomorphic motions we will build
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a transfer map which ”copies” small pieces of Ekg ×C2d+1−k into a small neighborhood of
g in Mk and enjoys good Ho¨lder regularity properties. Finally, we precisely estimate the
Hausdorff dimension of these copies to get a lower bound for the local Hausdorff dimension
of Mk near f .
4.2. The transfer map. In this subsection, we define a transfer map and investigate its
regularity properties in the following setting: let g ∈ Mk and V0 be a neighborhood of
g in Ratd. We may assume that g = g0 where (gλ)λ∈B(0,r) is a holomorphic family and
gλ ∈ V0 for all λ ∈ B(0, r) with dimC B(0, r) = 2d + 1. Assume that gN0 (cj(0)) ∈ E0,
where E0 is a g0-hyperbolic compact set, for j ≤ k. Set z0 :=
(
gN0 (c1(0)), . . . , g
N
0 (ck(0))
)
and let h : B(0, r) × E0 −→ P1 be the dynamical holomorphic motion of E0. By Bers-
Royden’s Theorem (see [BR] Theorem 3), the motion h extends to a holomorphic motion
h : B(0, ρ)× P1 −→ P1, with ρ := r/3. Denote by Dkη(z0) ⊂ (P1)k the polydisc of radius η
centrered at z0. Let η0 > 0 and set:
X : B(0, ρ)× Dkη0(z0) −→ Ck
(λ, z) 7−→ (X1(λ, z), . . . ,Xk(λ, z)),
where Xj(λ, z) := gNλ (cj(λ)) − hλ(zi). The map X defined above is well-defined in an
appropriate system of coordinate on Dkη0(z0) and continuous. Moreover, X (λ, ·) is injective
on Dkη0(z0) for every λ ∈ B(0, ρ) and X (·, z) is holomorphic on B(0, ρ) for every z ∈ Dkη0(z0).
In what follows we will write λ ∈ Ck×C2d+1−k under the form λ = λ′+λ′′ with λ′ ∈ Ck
and λ′′ ∈ C2d+1−k. Similarly we write B′(0′, r′) (resp. B′′(0′′, r′′)) the ball of Ck (resp.
C
2d+1−k) of radius r′ (resp. r′′) centered at the origin.
Proposition-Definition 4.5. Under the above assumptions, up to reducing ρ, there exists
η1 > 0, 0 < δ
′′
1 ≤ δ′1 ≤ ρ and a continuous map
T : Dkη1(z0)× B′′(0′′, δ′′1 ) −→ B′(0′, δ′1)
such that X (T (z, λ′′)+λ′′, z) = 0 and satisfying the following properties: for any 0 < ε < 1
there exists 0 < δ′′ ≤ δ′ ≤ ερ such that the following occurs:
(1) there exists a constant Cε > 0 such that:
‖T (z1, λ′′)− T (z2, λ′′)‖ ≥ Cε‖z1 − z2‖
1+ε
1−ε
for every λ′′ ∈ B′′(0′′, δ′′) and every z1, z2 ∈ Dkη1(z0),
(2) T
(
D
k
η1(z0) ∩
(
E0
)k × {λ′′})+ λ′′ ⊂Mk ∩ B(0, ερ1) for any λ′′ ∈ B′′(0′′, δ′′).
The map T is called the transfer map associated to g.
Proof. Let χ be the activity map of (gλ)λ∈B(0,r) at λ = 0 (see Section 3.1), then X (λ, z0) =
χ(λ). Therefore, by Lemma 4.2, the analytic set {X (λ, z0) = 0} has pure codimension k.
Up to a linear change of coordinate and after reducing ρ we may assume that C2d+1 =
C
k × C2d+1−k and
{λ′ ∈ B′(0′, ρ) / X (λ′, z0) = 0} = {0′}.
Let p be the multiplicity of 0′ as a zero of X (·, z0) in B′(0′, ρ). Let 0 < δ′1 ≤ r be such that
|X (λ′, z0)| 6= 0 on ∂B′(0′, δ′1). Then
0 = |X (λ′, z0)− X (λ′, z0)| < |X (λ′, z0)|
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for any λ′1 ∈ ∂B′(0′, δ′1) and, by continuity, there exists 0 < δ′′1 ≤ δ′1 and η1 > 0 such that
|X (λ′ + λ′′, z)− X (λ′, z0)| − |X (λ′, z0)| < 0
for any λ′′ ∈ B′′(0′′, δ′′1 ), z ∈ Dkη1(z0) and B′(0′, δ′1) × B′′(0′′, δ′′1 ) ⊂ B(0, ρ). A Rouche´-
like Theorem then states that the map X (· + λ′′, z) admits exactly p zeros counted with
multiplicity in B′(0′, δ′1) for every λ
′′ ∈ B′′(0′′, δ′′1 ) and every z ∈ Dkη1(z0) (see [C], Theorem
1, section 10.3 page 110). To define T (z, λ′′) it thus suffices to pick one of the p elements
of {X (·+ λ′′, z) = 0}. Since the set {(λ′, λ′′, z) ∈ B′(0′, δ′1)×B′′(0′′, δ′′1 )×Dkη1(z0) / X (λ′+
λ′′, z) = 0} is an analytic set, one can choose (λ′′, z) 7→ T (z, λ′′) continuous.
Let us establish (1). According to Lemma 4.3, up to reducing η1 and ρ, for any 0 < ε < 1,
there exists constants Cε, C
′
ε > 0 such that for λ ∈ B(0, ερ) and z1, z2 ∈ Dkη1(z0) we have:
C ′ε‖z1 − z2‖
ρ+‖λ‖
ρ−‖λ‖ ≤ ‖X (λ, z1)− X (λ, z2)‖ ≤ Cε‖z1 − z2‖
ρ−‖λ‖
ρ+‖λ‖ .
Moreover, as ‖z1 − z2‖ < 1,
C ′ε‖z1 − z2‖
1+ε
1−ε ≤ ‖X (λ, z1)− X (λ, z2)‖ ≤ Cε‖z1 − z2‖
1−ε
1+ε .(4.8)
Since X is continuous in both variables and holomorphic in λ on B(0, ρ), there exists
C˜ε > 0 such that
‖X (λ1, z)− X (λ2, z)‖ ≤ C˜ε‖λ1 − λ2‖(4.9)
for every λ1, λ2 ∈ B(0, ερ) and every z ∈ Dkη1(z0). Combining 4.8 and 4.9 we find:
‖X (λ1, z1)− X (λ2, z2)‖ ≥ C ′ε‖z1 − z2‖
1+ε
1−ε − C˜ε‖λ1 − λ2‖
for every λ1, λ2 ∈ B(0, ερ1) and every z1, z2 ∈ Dkη1(z0). As T is continuous, up to reducing
η1, one can find 0 < δ
′′ ≤ δ′ ≤ ερ1 such that T (Dkη(z0)×B′′(0′′, δ′′)) ⊂ B′(0′, δ′) ⊂ B′(0′, ερ).
Taking λ1 = T (z1, λ′′) + λ′′ and λ2 = T (z2, λ′′) + λ′′ yields the announced estimate. The
above construction and Lemma 3.3 directly give (2). 
4.3. Local Hausdorff dimension estimates. We are now ready to end the proof of
Theorem 1.3. Let f ∈Mk and V0 be a neighborhood of f in Ratd. Let 0 < ε < 1 and F0
be a homogeneous compact f -hyperbolic set such that dimH(F0) ≥ dimhyp(f)−ε. Assume
that f = f0 where (fλ)λ∈B(0,R) is a holomorphic family and fλ ∈ V0 for all λ ∈ B(0, R),
with dimB(0, R) = 2d+ 1.
By Lemma 4.4, there exists λ0 ∈ B(0, R/2) and a compact fλ0-hyperbolic set Fλ0
such that fNλ0(C(fλ0) ∩ Jfλ0 ) ⊂ Fλ0 for some N ≥ 1 and such that dimH(Uj ∩ Fλ0) ≥
dimhyp(f)− 2ε for any neighborhood Uj of fNλ0(cj(λ0)) for 1 ≤ j ≤ k.
Let 0 < r ≤ R/2 and set E0 := Fλ0 , g0 := fλ0 and gλ := fλ+λ0 . Let us now denote by
T the transfer map associated to g in the family (gλ)λ∈B(0,r). Let ρ ≤ r, η1, δ′′ ≤ δ′ ≤ ερ
be given by Proposition 4.5. For λ′′ ∈ B′′(0′′, δ′′) we set:
Eλ′′ := T
(
D
k
η(z0) ∩
(
E0
)k × {λ′′})+ λ′′.
From item (1) of Proposition 4.5 we get:
dimH
(Eλ′′) ≥ 1− ε
1 + ε
dimH
((
E0
)k ∩ Dkη(z0)) ≥ 1− ε1 + ε
k∑
i=1
dimH
(
E0 ∩D(z0,i, η)
)
.
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By the choice of E0, we then get
dimH
(Eλ′′) ≥ 1− ε
1 + ε
k
(
dimhyp(f)− 2ε
)
.(4.10)
Set E := {λ = λ′ + λ′′ ∈ B′(0′, δ′) × B′′(0′′, δ′′) / λ′ ∈ Eλ′′} ⊂ B′(0′, δ′) × B′′(0′′, δ′′). We
shall now use the following Lemma (see [Mc3] Lemma 5.1 page 15):
Lemma 4.6. Let Y be a metric space and X ⊂ Y × [0, 1]k. Denote by Xt the slice
Xt := {y ∈ Y / (y, t) ∈ X}. If Xt 6= ∅ for almost every t ∈ [0, 1]k, then
dimH
(
X
) ≥ k + dimH (Xt), for almost every t.
Lemma 4.6 states that for almost every λ′′ ∈ B′′(0′′, δ′′)
dimH(E) ≥ dimH(B′′(0′′, δ′′)) + dimH
(Eλ′′).(4.11)
Since dimH
(
B
′′(0′′, δ′′)
)
= 2(2d + 1− k), 4.10 and 4.11 give:
dimH(E) ≥ 2(2d + 1− k) + 1− ε
1 + ε
k
(
dimhyp(f)− 2ε
)
.
As E ⊂Mk ∩ V0 (see item (2) of Proposition 4.5) we find:
dimH
(
Mk ∩ V0
) ≥ 2(2d + 1− k) + 1− ε
1 + ε
k
(
dimhyp(f)− 2ε
)
.
We conclude by letting ε tend to 0.
4.4. The Hausdorff dimension of Mk. Here we give the Hausdorff dimension of Mk:
Theorem 4.7. For any 1 ≤ k ≤ 2d − 2 the set Mk has Hausdorff dimension 2(2d + 1)
and is homogeneous.
When k = 1, this has already been proved by Aspenberg and Graczyk in [AG]. When
k < 2d − 2, the proof of this result is based on a finer perturbation Lemma than Lemma
4.4 which can be established with parabolic implosion techniques:
Lemma 4.8. Let 0 < ǫ < 1 and f ∈ Mk. Let V0 ⊂ Ratd be a neighborhood of f .
Then we may find ft arbitrary close to f and a compact ft-hyperbolic set Et such that
fNt (C(ft) ∩ Jft) ⊂ Et for some N ≥ 1 and dimH(Ut ∩ Et) ≥ 2 − 2ǫ for all open set Ut
intersecting Et.
Proof. Take (fλ)λ∈B(0,r) a holomorphic family of degree d rational maps parametrized by
a ball B(0, r) ⊂ C2d+1, with f = f0 and fλ ∈ V0 for all λ ∈ B(0, r). Recall that we denoted
by χ(λ) = (χ1(λ), . . . , χk(λ)) the activity map of f0.
Lemma 3.7, combined with Lemma 4.2, asserts that the critical point c1 is active at
0 in X := χ−12 {0} ∩ · · · ∩ χ−1k {0} ∩ B(0, r). Man˜e´-Sad-Sullivan’s Theorem gives λ1 ∈ X,
arbitrary close to 0, such that fλ1 has a non-persistent parabolic cycle. Since every critical
point except c1 is passive in X, its immediate parabolic basin contains exactly one critical
point which must be c1(λ1). In these precise conditions, Shishikura proved, using fine
parabolic implosion techniques (see [Sh] Theorem 2 and [T] Theorem 1.1), that there
exists λ2 ∈ X, arbitrary close to λ1, such that dimhyp(fλ2) > 2 − ǫ and fλ2 has a neutral
cycle which is non-persistent in X.
STRONG BIFURCATION LOCI OF FULL HAUSDORFF DIMENSION 19
Let now E ⊂ Jλ2 be a compact homogeneous fλ2-hyperbolic set with dimH(E) ≥ 2− ǫ
and h : B(λ2, ρ) × E −→ P1 be the dynamical holomorphic motion of E (ρ ≤ r − ‖λ2‖).
By Lemma 4.3 we may find 0 < ρ′ < ρ such that
dimH
(
hλ(E) ∩ Uλ
) ≥ dimH(E) − ǫ
for every λ ∈ B(λ2, ρ′) and every open set Uλ intersecting hλ(E). Since fλ2 has a non-
persistent neutral cycle, the parameter λ2 is in the bifurcation locus of X ∩ B(λ2, ρ′) and
the critical point c1 is active at λ2. By Montel’s Theorem there exists λ3 ∈ X ∩ B(λ2, ρ′),
arbitrary close to λ2, and N ≥ 1 such that fNλ3(c1(λ3)) ∈ hλ3(E) and fλ3 is k-Misiurewicz.
To conclude we now proceed as in the proof of Lemma 4.4. 
Proof of Theorem 4.7. By Theorem 1.1 of [Mc2], one has dimhyp(f) = dimH(Jrad,f )
for any f ∈ Ratd, where Jrad,f ⊂ Jf is the set of radial points of f (see [Mc2] page 541
for the definition). Moreover, Proposition 6.1 of [U] implies that Jf \ Jrad,f is countable
whenever f is Misiurewicz.
Let now f ∈ Ratd be k-Misiurewicz. If k = 2d − 2 then Jf = P1 and, by Theorem
1.3, the proof is over (see Proposition 2.9). Assume now that k < 2d − 2. According to
Lemma 4.8, for any k-Misiurewicz map f ∈ Ratd and any neighborhood U ⊂ Ratd of f
and any ǫ > 0, there exists g ∈ Mk ∩ U such that dimhyp(g) = dimH(Jg) ≥ 2 − ǫ. As
g ∈ U , combined with Theorem 1.3, this gives the wanted estimate. 
5. Linearization along infinite repelling orbits
We aim here to prove the following linearization process along infinite repelling orbits:
Proposition 5.1. Let (fλ)λ∈B(0,r) be a holomorphic family of degree d rational maps. Let
E0 ⊂ J0 be a compact f0-hyperbolic set and h : B(0, r) × E0 −→ P1 be its dynamical
holomorphic motion. Let w0 ∈ E0 and, for λ ∈ B(0, r), w(λ) := hλ(w0). Then there
exists constants ρ,C > 0 and for n ≥ 1, continuous functions ρn : B(0, r) −→ R∗+ and
holomorphic injections ψ
(n)
0,λ : D(0, ρn(λ)) → D(0, 2ρn(λ)) and ψ(n)1,λ : D(0, ρ) → D(0, 2ρ)
holomorphically depending on λ ∈ B(0, r) and satisfying:
• fnλ (z + w(λ)) − fnλ (w(λ)) = ψ(n)1,λ
((
fnλ
)′
(w(λ)).ψ
(n)
0,λ (z)
)
,
• ρn(λ) := ρ2 |(fnλ )′(w(λ))|−1,
• |ψ(n)i,λ (z) − z| ≤ C|z|2,
for all λ ∈ B(0, r) and all z ∈ D(0, ρn(λ)), z ∈ D(0, ρ). Moreover, we may assume that
Cρ < 1.
The proof uses two ingredients. The first one is a linearization principle for chains of
contractions. The second one is a construction of ”good” inverse branches along an orbit
in E0 to which apply this principle.
5.1. Linearization for chains of contractions.
Definition 5.2. Let a ≤ b < 0. A (a, b)-chain of holomorphic contractions is a sequence
of holomorphic maps
gj : D(0, η) // D(0, η)
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for which there exists aj ≤ bj < 0 such that ea|z| ≤ eaj |z| ≤ |gj(z)| ≤ ebj |z| ≤ eb|z|,
for all z ∈ D(0, η). We say that the chain depends holomorphically on λ ∈ B(0, r) if
gj(z) = gj,λ(z) is holomorphic on (λ, z) ∈ B(0, r)× D(0, η) for each j ≥ 1.
The linearization principle for chains of contractions is a version of the classical Koenigs
Theorem in the non-autonomous setting. The idea of the proof is essentially the same as
for the classical Theorem of Koenigs. In a more general setting, Berteloot, Dupont and
Molino establish a similar result (see [BDM]).
Theorem 5.3 (Linearization). Let a ≤ b < 0 and η ≤ 1. Let (gj,λ)j≥1 be a (a, b)-chain of
holomorphic contractions on D(0, η) which holomorphically depend on λ ∈ B(0, r). Denote
by lj,λ the linear part of gj,λ at 0 and assume that 2bj − aj ≤ −δ for all j ≥ 1 and some
δ > 0. Then there exists a constant 0 < ρ ≤ η/2 and a sequence ϕj,λ : D(0, ρ) −→ D(0, 2ρ)
of holomorphic injections holomorphically depending on λ ∈ B(0, r) such that the following
diagram commutes:
D(0, ρ)
g1,λ
//
ϕ1,λ

D(0, ρ)
g2,λ
//
ϕ2,λ

· · · gj−1,λ// D(0, ρ) gj,λ //
ϕj,λ

D(0, ρ)
gj+1,λ
//
ϕj+1,λ

· · ·
D(0, 2ρ)
l1,λ
// D(0, 2ρ)
l2,λ
// · · · lj−1,λ// D(0, 2ρ) lj,λ // D(0, 2ρ)lj+1,λ // · · ·
Moreover, there exists C0 > 0 such that
|ϕj,λ(z)− z| ≤ 2
η
eb−aC0|z|2, ∀ j ≥ 1, ∀ λ ∈ B(0, r), ∀ z ∈ D(0, ρ).
Proof. For any z ∈ D(0, η) and λ ∈ B(0, r) we have
|gj,λ(z)− lj,λ(z)| =
∣∣∣∣∣
∑
n≥2
g
(n)
j,λ (0)
n!
zn
∣∣∣∣∣ ≤ |z|2
∑
n≥2
|g(n)j,λ (0)|
n!
.|z|n−2.
By Cauchy’s inequalities we get
∑
n≥2
|g
(n)
j,λ (0)|
n! .|z|n−2 ≤ eb
∑
n≥2
|z|n−2
ηn−1
= e
bj
η
∑
k≥0
(
|z|
η
)k
and thus
|gj,λ(z)− lj,λ(z)| ≤ 2e
bj
η
|z|2 for z ∈ D(0, η
2
), λ ∈ B(0, r) and j ≥ 1.(5.12)
For j ≥ 1, n ≥ 1, λ ∈ B(0, r) and z ∈ D(0, η), we set:
ϕj,n,λ(z) := l
−1
j,λ ◦ · · · ◦ l−1j+n−1,λ ◦ gj+n−1,λ ◦ · · · ◦ gj,λ(z)
and ϕj,0,λ = id. By induction on n ≥ 0, we will establish the assertion
(An) : ∀j ≥ 1, ∀z ∈ D(0, η
2
), |ϕj,n+1,λ(z)− ϕj,n,λ(z)| ≤ 2
η
eb−a−nδ|z|2.
By 5.12 we have (A0) : |ϕj,1,λ(z)− ϕj,0,λ(z)| ≤ e−a|gj,λ(z)− lj,λ(z)| ≤ 2
η
eb−a|z|2.
Suppose now that (An) is true. Since |gj,λ(z)| ≤ ebj |z| ≤ η/2 when z ∈ D(0, η/2) we get
|ϕj+1,n+1,λ(gj(z))− ϕj+1,n,λ(gj(z))| ≤ 2
η
eb−a−nδ |gj,λ(z)|2 ≤ 2
η
eb−a−nδ+2bj |z|2,
which, post-composing by l−1j,λ, yields (An+1).
STRONG BIFURCATION LOCI OF FULL HAUSDORFF DIMENSION 21
As b < 0, the sequence (ϕj,n,λ)n≥1 uniformly converges to a holomorphic function ϕj,λ =
id+
∑
n≥0(ϕj,n+1,λ − ϕj,n,λ) on D(0, η2 )× B(0, r). Moreover, setting C0 := (1− eδ)−1 and
ρ := 12 min
(η
2 ,
η
2eb−aC0
)
, one has
|ϕj,λ(z) − z| ≤ 2
η
eb−aC0|z|2 ≤ 1
2
|z| for z ∈ D(0, 2ρ) and λ ∈ B(0, r).(5.13)
Making n→∞ in ϕj+1,n,λ ◦ gj,λ = lj,λ ◦ ϕj,n+1,λ we get ϕj+1,λ ◦ gj,λ = lj,λ ◦ ϕj,λ.
Let us set ψj,λ(z) := ϕj,λ(z) − z. The first inequality in 5.13 gives |ψ′j,λ(z)| ≤ 12 on
D(0, ρ). This implies that ϕj,λ is injective on D(0, ρ). 
5.2. Families of inverse branches. Let us return to the case where (fλ)λ∈B(0,r) is a
holomorphic family and E0 ⊂ J0 is a compact f0-hyperbolic subset of P1. Let h be the
dynamical holomorphic motion of E0. Using the compactness of E0, we will construct
inverse branches of fλ, at any depth, along the orbit of hλ(w0).
Lemma 5.4. The assumptions and notations are those of Proposition 5.1. Let n ≥ 1,
w0 ∈ E0 and w(λ) := hλ(w0). There exists constants B > K > 1, η > 0, independent of
w0 and n, and a sequence (f
−1
λ,j )j≥1 of inverse branches of fλ holomorphically depending
on λ ∈ B(0, r) such that
(1) f−1λ,j is defined on D(zj(λ), η) for every j ≥ 1 and λ ∈ B(0, r), where
zj(λ) := f
−1
λ,j−1 ◦ · · · ◦ f−1λ,1(fnλ (w(λ))),
(2) zi(λ) = f
n−i+1
λ (w(λ)) for every 1 ≤ i ≤ n+ 1,
(3) for any j ≥ 1, λ ∈ B(0, r) and z ∈ D(zj(λ), η) one has
1
B
|z − zj(λ)| ≤ |f−1λ,j (z)− zj+1(λ)| ≤
1
K
|z − zj(λ)|.(5.14)
Proof. Let K > 1 be the hyperbolicity constant of E0 and Nδ be a δ-neighborhood of E0 in
P
1. Up to reducing r, δ andK we may assume that |f ′λ(z)| ≥ K for all (λ, z) ∈ B(0, r)×Nδ.
Set B:=maxλ∈B(0,r),z∈Nδ |f ′λ(z)|. Let us reformulate Lemma 2.4. There exists α > 0 such
that f−1
fq−10 (w0),λ
is defined on B(0, r)× D(f q0 (w0), α) for any q ≥ 1 and satisfies
• f q−1λ (w(λ)) = f−1fq−10 (w0),λ ◦ f
q
λ(w(λ)) for every λ ∈ B(0, r).
• 1B |z − w| ≤ |f−1fq−10 (w0),λ(z) − f
−1
fq−10 (w0),λ
(w)| ≤ 1K |z − w| for λ ∈ B(0, r) and z, w ∈
D(f q0 (w0), α).
Fix ε > 0 such that KεK−1 <
α
4 . By compactness of E0 we may find n0 ≥ 0 and m ≥ 1
such that |fm+n00 (w0)− fn00 (w0)| ≤ ε2 . It is clearly sufficient to make the construction for
fn00 (w0). We thus will assume that |fm0 (w0)− w0| ≤ ε2 and, after shrinking r, that:
|fmλ (w(λ)) −w(λ)| ≤ ε for every λ ∈ B(0, r).
Set zi(λ) := f
n−i+1
λ (w(λ)) and f
−1
λ,i (z) := f
−1
fn−i0 (w0),λ
(z) for 1 ≤ i ≤ n, zn+1(λ) := w(λ).
Denote εk := ε
(
1 + 1Km + . . .+
1
Kkm
)
, then εk <
α
4 by our choice of ε.
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Set η := α/4. Observe that the map f−1λ,n is defined on D(fλ(w(λ)), η) and takes values in
D(w(λ), η/K) ⊂ D(fmλ (w(λ)), α/2). Since zn+1(λ) = w(λ) we obviously have |zn+1(λ) −
fmλ (w(λ))| ≤ ε0 = ε. According to the above reformulation of Lemma 2.4, we may
take f−1λ,n+1 := f
−1
fm−10 (w0),λ
on D(zn+1(λ), η). By induction one easily sees that the inverse
branches f−1λ,j exist, that the points zj(λ) are well-defined for j ≥ n+ 1 and satisfy
|zj(λ)− fm−rλ (w(λ))| ≤
εk
Kr
when j is of the form j = n + km + r + 1 where 0 ≤ r ≤ m − 1 and k ≥ 0. We may
moreover observe that there exists 1 ≤ r(j) ≤ m such that zj(λ) ∈ D(f r(j)λ (w(λ)), η) for
all j ≥ 1. 
5.3. Linearization along repelling orbits. We are ready for proving Proposition 5.1:
Proof of Proposition 5.1. Recall that w0 ∈ E0 is fixed and that w(λ) = hλ(w0). Let
K, B, f−1λ,j and zj(λ) be given by Lemma 5.4. In particular z1(λ) = f
n
λ (w(λ)). For j ≥ 1,
λ ∈ B(0, r) and z ∈ D(0, η) we set:
gj,λ(z) := f
−1
λ,j (z + zj(λ))− zj+1(λ),
lj,λ(z) :=
(
f−1λ,j
)′
(zj(λ)).z.
Up to a translation gj,λ is an inverse branch of fλ. Let us stress that one must consider
the full sequence (gj,λ)j≥1 for applying Theorem 5.3. We then set
aj := log inf
|z|≤η
‖λ‖≤r
|g′j,λ(z)|, a := infj≥1 aj , bj := log sup
|z|≤η
‖λ‖≤r
|g′j,λ(z)| and b := supj≥1 bj.
According to Lemma 5.4, for every λ ∈ B(0, r), j ≥ 1 and z ∈ D(0, η) we have:
1
B
|z| ≤ ea|z| ≤ eaj |z| ≤ |gj,λ(z)| ≤ ebj |z| ≤ eb|z| ≤ 1
K
|z|.(5.15)
Shrinking η, we may assume that e2bj−aj ≤ eb/2 for any j ≥ 1 and taking the supj≥1 that
supj≥1 e
2bj−aj ≤ eb/2.
We will denote by f−nλ the inverse branch of f
n
λ satisfying f
−n
λ (f
n
λ (w(λ))) = w(λ)
obtained by composing the branches given by Lemma 5.4. We now apply Theorem 5.3 to
the sequence (gj,λ)j≥1. This yields a chain linearization which we cut at j = n. We find
in this way holomorphic injections ψ˜
(n)
1,λ and ψ
(n)
0,λ defined on D(0, ρ) and taking values in
D(0, 2ρ) holomorphically depending on λ ∈ B(0, r) and such that
ψ
(n)
0,λ
(
f−nλ
(
z + fnλ (w(λ))
) − w(λ)) = ((fnλ )′(w(λ)))−1ψ˜(n)1,λ(z)(5.16)
for every λ ∈ B(0, r) and z ∈ D(0, ρ). Moreover, there exists C > 0 such that
|ψ(n)0,λ(z)− z| ≤ C|z|2 and |ψ˜(n)1,λ(z)− z| ≤ C|z|2
for any λ ∈ B(0, r) and z ∈ D(0, ρ). Up to reducing ρ we may assume that Cρ < 1 and
ψ
(n)
1,λ :=
(
ψ˜
(n)
1,λ
)−1
is defined and injective on D(0, ρ). Changing C and reducing ρ again, we
also have |ψ(n)1,λ(z)− z| ≤ C|z|2. Moreover, for z ∈ D(0, ρn(λ)), we have |ψ(n)0,λ(z)| ≤ 2ρn(λ)
and |(fnλ )′(w(λ))ψ(n)0,λ (z)| ≤ ρ. To end the proof of the proposition, it remains to invert
5.16.
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6. A criterion for self-intersections of the bifurcation current
We wish here to establish a criterion for a rational map to belong to the support of T kbif.
When f0 has q critical points eventually falling in a compact f0-hyperbolic set, we show
that f0 ∈ supp(T qbif) as soon as the fibers of the activity map defined in section 3 have
codimension q. This leads to a sufficient condition for a q-Misiurewicz rational map to lie
in the support of T qbif, which is precisely the statement of Theorem 1.2.
6.1. No self-intersections for the bifurcation current of a critical point. The
aim of this subsection is to prove that in any holomorphic family of rational maps, the
bifurcation current of a critical point never has self-intersections. This has already been
proved by Dujardin and Favre for polynomal families (see [DF] Proposition 6.9). As a
consequence, we see that for a parameter to lie in the support of the k-th self-intersection
T qbif, at least q distinct critical points need to be active at this parameter.
Theorem 6.1. Let (fλ)λ∈X be a holomorphic family of degree d rational maps with 2d−2
marked critical points. Assume that there exists a holomorphic family (Fλ)λ∈X of polyno-
mial lifts of the family (fλ)λ∈X and that the 2d−2 marked critical points admit holomorphic
lifts c˜j : X −→ C2 \ {0} for which detDzFλ =
∏2d−2
j=1 c˜j(λ) ∧ z. Then
ddcGλ(c˜i(λ)) ∧ ddcGλ(c˜i(λ)) ≡ 0.
In particular, for any 1 ≤ q ≤ max(dimCX, 2d − 2), we get
T qbif =
∑
i1 6=i2 6=···6=iq
q∧
j=1
ddcGλ(c˜ij (λ)).
Proof. The idea of the proof is the same as the one used by Bassanelli and Berteloot to
prove Fact page 224 of [BB1]. If cj is passive on X or if dimX ≤ 1, there is nothing to do.
We thus assume that dimX = m ≥ 2 and ddcGλ(c˜j(λ)) 6= 0 on X. Set g(λ) := Gλ(c˜j(λ))
and consider λ0 ∈ supp(ddcg). As the desired property is local, we may assume that
X = Cm. Let B(λ0, r) be a ball of C
m centered at λ0.
Let V be a 2-dimensional affine subspace of B(λ0, r) and let µV := (dd
c(g|V ))2. By a
slicing argument, µV is the slice of (dd
cg)2 by V . To prove that (ddcg)2 = 0 on B(λ0, r), it
suffices to show that µV vanishes on
1
2B for any ball B ⋐ V , for any 2-dimensional affine
subspace V of B(λ0, r).
Let h be the solution to the Dirichlet-Monge-Ampe`re problem on B with data g|V on
the boundary. The function h is continuous on B, concides with g|V on ∂B and is maximal
p.s.h on B (see [BT]). By maximality of h one has g|V ≤ h on B. For ε > 0, we set
Sε := {λ ∈ 12B / 0 ≤ h(λ)− g|V (λ) ≤ ε}.
By a Theorem of Briend-Duval (see [Sib] Theorem A.10.2), there exists a constant C only
depending on g|V and B such that µV (Sε) ≤ Cε. To show that µV vanishes on 12B, it thus
suffices to prove that supp(µV ) ∩ 12B ⊂ Sε for any ε > 0.
Set now Per(n) := {λ ∈ B(λ0, r) / fnλ (cj(λ)) = cj(λ)} for n ≥ 1. As the activity locus
of cj intersects B(λ0, r), the analytic sets Per(n) are curves of B(λ0, r) and in Per(n) one
has ∂
(
Per(n) ∩ B) = Per(n) ∩ ∂B.
24 THOMAS GAUTHIER
Since for any n ≥ 1 the function g|V is harmonic on the curve Per(n) ∩ B, the function
h− g|V is subharmonic on Per(n)∩B. As h− g|V vanishes at every point of Per(n)∩ ∂B,
the maximum principle yields h ≤ g|V on Per(n) ∩ B and the maximality of h on B gives
h− g|V ≡ 0 sur Per(n) ∩ B.
By Montel’s Theorem, we have supp(ddc(g|V )) ⊂
⋃
n≥1 Per(n). The function h − g|V
being continuous, this implies h−g|V ≡ 0 on supp(ddc(g|V ))∩ 12B. Finally, by definition of
µV , we get supp(µV ) ⊂ supp(ddc(g|V )), which means that h− g|V ≡ 0 on supp(µV )∩ 12B.
Thus we have shown that supp(µV ) ∩ 12B ⊂ Sε for any ε > 0. 
6.2. Statement and preliminaries. Here we establish our criterion. We will use the
notations introduced at the beginning of the subsection 3.1. Let (fλ)λ∈B(0,r) be a holo-
morphic family of degree d rational maps with 2d− 2 marked critical points parametrzed
by a ball of Cm. For λ ∈ B(0, r) we denote by Fλ a non-degenerate homogeneous polyno-
mial lift of fλ to C
2. Up to reducing r, we may assume that the marked critical points
ci(λ) admit holomorphic lifts c˜i(λ) to C
2 and that Fλ holomorphically depends on λ. Our
precise result may be stated as follows:
Theorem 6.2. Let (fλ)λ∈B(0,r) be a holomorphic family of degree d rational maps with
2d − 2 marked critical points parametrized by a ball of Cm. Assume that there is k0 ≥ 1
and 1 ≤ q ≤ m such that {fn0 (cj(0))/n ≥ k0 and 1 ≤ j ≤ q} is a compact f0-hyperbolic
set. Let χ be the activity map of (fλ)λ∈B(0,r) at λ = 0. If χ
−1{0} has pure codimension q,
then f0 ∈ supp(ddcGλ(c˜1(λ)) ∧ · · · ∧ ddcGλ(c˜q(λ))).
Our method for proving Theorem 6.2 is directly inspired by the work of Buff and Epstein
[BE]. We give here a more general criterion. Let us remark that if f0 is geometrically
finite and χ is invertible, the proof of Theorem 6.2 is exactly the same as the one of Buff
and Epstein. Lemma 3.8 guarantees that any q-Misiurewicz map can be approximated
by geometrically finite q-Misiurewicz maps and therefore, it suffices to prove Theorem 6.2
in the geometrically finie case. Making the proof for any q-Misiurewicz map allows us to
establish estimates for the pointwise dimension of the bifurcation measure at Misiurewicz
maps (see section 7.2).
Proof of Theorem 1.3. Let f be a k-Misiurewicz map which is not a flexible Latte`s
map. Up to taking a finite branch cover of Ratd, we can assume that the family has
2d− 2 marked critical points in a neighborhood of f . Assume that c1, . . . , ck ∈ Jf . Since
ck+1, . . . , c2d−2 are passive at f , Theorem 6.1 implies that f /∈ supp(T k+1bif ) and gives
T kbif = k!
k∧
i=1
ddcGλ(c˜i(λ))
in a neighborhood of f . B Theorem 6.2 and Lemma 4.2, we have f ∈ supp(T kbif). 
After replacing Cm by a transversal subspace Cq to χ−1{0}, the situation may be
reduced to the case where m = q and χ−1{0} is discrete:
Lemma 6.3. Let 1 ≤ q ≤ m and let u1, . . . , uq be continuous psh functions on a ball
B(0, r) ⊂ Cm. If 0 ∈ supp(ddc(u1|Cq )∧· · ·∧ddc(uq|Cq)), then 0 ∈ supp(ddcu1∧· · ·∧ddcuq).
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Proof. By definition of the slice
(
ddcu1 ∧ · · · ∧ ddcuq
)|Cq∩B(0,r), we have(
ddcu1 ∧ · · · ∧ ddcuq
)|Cq∩B(0,r) = ddc(u1|Cq∩B(0,r)) ∧ · · · ∧ ddc(uq|Cq∩B(0,r)).
Moreover, if 0 ∈ supp(ddc(u1|Cq∩B(0,r))∧ · · · ∧ ddc(uq|Cq∩B(0,r))), then the positive measure
ddc(u1|Cq∩B(0,r)) ∧ · · · ∧ ddc(uq|Cq∩B(0,r)) is a non-zero on any neighborhood V of 0 in
C
q ∩ B(0, r). By continuity of u1, . . . uq, the psh functions uj(· + a)|Cq∩B(0,r) converge
uniformly locally to the psh function uj |Cq∩B(0,r). Therefore, the measures
µa := dd
c(u1(·+ a)|Cq∩B(0,r)) ∧ · · · ∧ ddc(uq(·+ a)|Cq∩B(0,r))
converge to µ0 = dd
c(u1|Cq∩B(0,r)) ∧ · · · ∧ ddc(uq|Cq∩B(0,r)) when a → 0. In particular, µa
is also non-zero on {λ ∈ V / λ+a ∈ B(0, r)} for any a ∈ Cm−q ∩B(0, r) close enough to 0.
Finally, if ddcu1 ∧ · · · ∧ ddcuq were zero in a neighborhood of 0, then almost all its slices
would be zero. 
Note then Br for B(0, r) and χ for the activity map:
χ : Br −→ Cq
λ 7−→ (χ1(λ), . . . , χq(λ)).
After reducing r we may assume that χ−1{0} = {0}.
Definition 6.4. For ǫ > 0 denote by Dqǫ := D(0, ǫ)×· · ·×D(0, ǫ) a polydisc of Cq centered
at 0. Recall that mn,i(0) = (f
n
0 )
′(ν0,i(0)) = (f
n
0 )
′(fk00 (ci(0))) and |mn+1,i(0)| ≥ K|mn,i(0)|
where K > 1. We define a sequence of dilations Dn by: D0 := idCq and
Dn : C
q −→ Cq
(x1, . . . , xq) 7−→ (mn,1(0).x1, . . . ,mn,q(0).xq).
For every n ≥ 0 we set En := D−1n (Dqǫ) and denote by Ωn the connected component of
χ−1(En) containing 0. The following properties are either obvious or classical. The third
assertion is a Lojaciewicz type inequality:
Proposition 6.5. Up to reducing r and ǫ:
(1) Ωn+1 ⊂ Ωn for n ≥ 0 and (Ωn)n≥0 is a neighborhood basis of 0 in Br.
(2) χ : Ωn −→ En is a finite ramified cover of constant degree p for any n ≥ 0.
(3) There exists C1 > 0 such that ‖λ‖ ≤ C1‖χ(λ)‖1/p for λ ∈ Ω0.
(4) There exists C2 > 0 and K > 1 such that Ωn ⊂ B(0, C2
(
ǫ
Kn
)1/p
) for any n ≥ 1.
The following Lemma refines a Lemma of Aspenberg (see [A] Lemma 3.2):
Lemma 6.6 (Distortion). Let (fλ)λ∈B(0,r) be a holomorphic family of degree d rational
maps. Let E0 ⊂ J0 be a compact f0-hyperbolic set and h : B(0, r) × E0 −→ P1 be its
dynamical holomorphic motion. Then there exists a constant C > 0 such that for all
n ≥ 1 and all w0 ∈ E0∣∣∣∣(f
n
λ )
′(hλ(w0))
(fn0 )
′(w0)
− 1
∣∣∣∣ ≤ enC‖λ‖ − 1 for all λ ∈ B(0, r).
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Proof. Up to reducing r, one may assume that r ≤ 1. As h is uniformly continuous on
B(0, r) × E0 and |f ′0(z)| ≥ K > 1 for any z ∈ E0, the family {f ′λ ◦ hλ(z)/f ′0(z) − 1}z∈E0
is equicontinuous on B(0, r). Since f ′λ ◦ hλ(z)/f ′0(z) − 1 vanishes at 0 for any z ∈ E0, the
Cauchy inequalities yield the existence of C ′ > 0 independent of z such that∣∣∣∣f
′
λ ◦ hλ(z)
f ′0(z)
− 1
∣∣∣∣ ≤ C
′
r
‖λ‖ for any λ ∈ B(0, r).(6.17)
Let n ≥ 1 and w0 ∈ E0. Set wj(λ) := f jλ(hλ(w0)) = hλ(f j0 (w0)), 0 ≤ j ≤ n− 1. Then
(fnλ )
′(w0(λ))
(fn0 )
′(w0)
− 1 =
n−1∏
j=0
f ′λ(wj(λ))
f ′0(wj(0))
− 1 =
n−1∏
j=0
(
f ′λ(wj(λ))
f ′0(wj(0))
− 1 + 1
)
− 1
and Lemma 15.3 of [R] gives:
∣∣∣∣ (f
n
λ )
′(w0(λ))
(fn0 )
′(w0)
− 1
∣∣∣∣ ≤ exp

n−1∑
j=0
∣∣∣∣f
′
λ(wj(λ))
f ′0(wj(0))
− 1
∣∣∣∣

− 1.
The conclusion then follows from setting C := C ′/r in estimate 6.17. 
The linearization process (see Proposition 5.1) states that there exists continuous func-
tions ρn,i : Br −→ R∗+ and local biholomorphisms ψ(n,i)0,λ , ψ(n,i)1,λ holomorphically depending
on λ ∈ Br, respectively defined on D(0, ρn,i(λ)), D(0, ρ) and such that
fnλ (z + ν0,i(λ)) = ψ
(n,i)
1,λ
(
mn,i(λ).ψ
(n,i)
0,λ
(
z
))
+ νn,i(λ) for every z ∈ D(0, ρn,i(λ)).(6.18)
Here we have used the notations introduced at the beginning of Subsection 3.1. Let us
recall that ρn,i(λ) =
ρ
2 |mn,i(λ)|−1. The following Lemma clarifies how we are going to use
6.18 and the Distortion Lemma to renormalize the unstable critical orbits (see subsection
5.3):
Lemma 6.7. (1) There exists n0 ≥ 1 such that the following holds for 1 ≤ i ≤ q,
n ≥ n0 and λ ∈ Ωn:
(a) ρn,i(λ) ≥ ǫ|mn,i(0)| ,
(b)
∣∣mn,i(λ)ψ(n,i)0,λ (χi(λ))∣∣ ≤ ρ and
(c) fn+k0λ (ci(λ)) = ξn,i(λ) = ψ
(n,i)
1,λ
(
mn,i(λ).ψ
(n,i)
0,λ
(
χi(λ)
))
+ νn,i(λ).
(2) Modulo extraction, the sequence (νn,i(0))n≥0 converges to zi ∈ J0 for all 1 ≤ i ≤ q.
Moreover, there exists sections σi : D(zi, α) −→ C2 \ {0} of π, such that the maps
ξ˜n,i(λ) := σi ◦ ξn,i(λ)
are well-defined on Ωn for every n ≥ n0 and such that σi(D(zi, α)) ⋐ C2 \ {0}.
Proof. Up to reducing ρ we may assume that for any z ∈ P1 there exists a section σz :
D(z, 2ρ) −→ C2 \ {0} of π. By the Distortion Lemma 6.6 and item 4 of Proposition 6.5
there exists C > 0, K > 1 and p ≥ 1 such that∣∣∣∣mn,i(λ)mn,i(0)
∣∣∣∣− 1 ≤
∣∣∣∣mn,i(λ)mn,i(0) − 1
∣∣∣∣ ≤ exp
(
nC
Kn/p
)
− 1,
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for every λ ∈ Ωn. Thus ρn,i(λ) = ρ2|mn,i(λ)| ≥
ρ
3|mn,i(0)|
for any n large enough and every
λ ∈ Ωn. Up to reducing ǫ we have ǫ ≤ ρ/3 and (a) follows.
Now if λ ∈ Ωn we have |χi(λ)| ≤ ǫ|mn,i(0)| ≤ ρn,i(λ) and Proposition 5.1 gives a constant
C > 0 such that Cρn,i(λ) ≤ Cρ ≤ 1 and
∣∣ψ(n,i)0,λ (χi(λ))− χi(λ)∣∣ ≤ C|χi(λ)|2.
Then
∣∣ψ(n,i)0,λ (χi(λ))∣∣ ≤ 2ρn,i(λ) = ρ|mn,i(λ)|−1 and (b) is proved. Since
fn+k0λ (ci(λ)) = f
n
λ (ξ0,i(λ)) = f
n
λ (χi(λ) + ν0,i(λ)),
the assertion 6.18 becomes
ξn,i(λ) = f
n+k0
λ (ci(λ)) = ψ
(n,i)
1,λ
(
mn,i(λ).ψ
(n,i)
0,λ
(
χi(λ)
))
+ νn,i(λ),
which is (c). Since (Ωn)n≥0 is a neighborhood basis of 0 and since {νn,i(0) / n ≥ 0} is
relatively compact in P1, item (2) is now clear. 
The map χ : Ω0 −→ Dqǫ being a finite branched cover, there exists a pure codimension
1 analytic subset R of Dqǫ such that χ : Ω0 \ χ−1(R) −→ Dqǫ \ R is a finite cover. Set
An := Dn
(
En ∩R
)
for n ≥ 1. We have the following:
Lemma 6.8. After taking a subsequence, the sequence (An)n≥1 of pure codimension 1
analytic sets converges to a pure codimension 1 analytic set A∞.
Proof. Write R = {λ ∈ Dqǫ / F (λ) = 0} and choose α(1) a q-tuple such that the coefficient
of λα(1) in the power expansion of F is non-zero. Then, we may write
F (λ) = aα(1)λ
α(1) + · · ·+ aα(N)λα(N) +
∑
αj>α(1),j
aαλ
α.
For a q-tuple α, denote by mαn := mn,1(0)
α1 . . . mn,q(0)
αq . Let 1 ≤ s ≤ N be such that∣∣mα(s)n ∣∣ = inf
1≤j≤N
∣∣mα(j)n ∣∣. We then clearly have An = {λ ∈ Dqǫ / mα(s)n .F ◦D−1n (λ) = 0} for
n ≥ 1. The series expansion of mα(s)n F ◦D−1n may be written
m
α(s)
n F ◦D−1n (λ) =
N∑
j=1
aα(j)
m
α(s)
n
m
α(j)
n
λα(j) +
∑
αj>α(1),j
aα
m
α(s)
n
mαn
λα.
By the choice of s, the first sum defines a bounded sequence of polynomial functions
and locally uniformly converges (up to extraction) to a polynomial F∞ on D
q
ǫ . Again
by the choice of s, the second sum clearly uniformly converges to 0 on Dqǫ . Thus the
sequence (An)n≥1 converges (up to extraction) to a pure codimension 1 analytic subset
A∞ = {λ ∈ Dqǫ / F∞(λ) = 0} of Dqǫ . 
We now set
X∞ :=
⋃
n≥0
An = A∞ ∪
⋃
n≥0
An and D˙
q
ǫ := D
q
ǫ \X∞.
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By a covering Theorem of Besicovitch (see [Ma] page 30), there exists an integer P (q) ≥ 1
only depending on q and a countable family (Bi)i≥1 of closed balls such that 2Bi ⊂ D˙qǫ
and:
1
D˙
q
ǫ
≤
+∞∑
i=1
1Bi ≤ P (q).1D˙qǫ .(6.19)
By Lebesgue convergence Theorem, this gives∫
D
q
ǫ
+∞∑
i=1
1Bi .µ =
+∞∑
i=1
µ(Bi)
for any finite Radon measure µ on Dqǫ . We may now start to prove Theorem 6.2.
6.3. First step: local bounds for T q
bif
. Recall that by Proposition 6.5, the map
Ωn
Dn◦χ
// D
q
ǫ
is a finite branched cover of degree p on Ωn.
Lemma 6.9. (1) Let us set µ(q) := ddcGλ(c˜1(λ))|Br ∧ · · · ∧ ddcGλ(c˜q(λ))|Br . Then for
any n ≥ 0,
1
P (q)
+∞∑
i=1
(Dn ◦ χ)∗µ(q)(Bi) ≤ µ(q)(Ωn) ≤
+∞∑
i=1
(Dn ◦ χ)∗µ(q)(Bi).
(2) There exists n0 ≥ 1 such that for any n ≥ n0, the exists p inverse branches
Sn,1,j, . . . , Sn,p,j : Bj −→ Ωn of Dn ◦ χ so that the union
⋃
1≤l≤p Sn,l,j(Bj) is a
disjoint union and:
(Dn ◦ χ)∗µ(q)(Bj) = d−q(n+k0)
p∑
l=1
∫
Bj
q∧
i=1
ddcGSn,l,j(x)
(
ξ˜n,i(Sn,l,j(x))
)
.
Proof. (1). As Gλ(c˜i(λ)) is continuous for any 1 ≤ i ≤ q, the measure µ(q) doesn’t give
mass to pluripolar sets. In particular, µ(q)(Ωn) = µ
(q)(Ωn \ (Dn ◦χ)−1(X∞)). By 6.19, we
have
1
D˙
q
ǫ
◦ (Dn ◦ χ) ≤
+∞∑
i=1
1Bi ◦ (Dn ◦ χ) ≤ P (q).1D˙qǫ ◦ (Dn ◦ χ),
which gives
1Ωn\(Dn◦χ)−1(X∞) ≤
+∞∑
i=1
1Bi ◦ (Dn ◦ χ) ≤ P (q).1Ωn\(Dn◦χ)−1(X∞).
Evaluating the positive measure µ(q), we find
µ(q)(Ωn) = µ
(q)(Ωn \ (Dn ◦ χ)−1(X∞)) ≤
+∞∑
i=1
µ(q)(1Bi ◦ (Dn ◦ χ)) =
+∞∑
i=1
(Dn ◦ χ)∗µ(q)(Bi).
We prove the same way the other inequality.
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(2). After item (2) of Lemma 6.7, the current ddcGλ(ξ˜n,i(λ)) is well-defined on Ωn for
1 ≤ i ≤ q and n ≥ n0. For λ ∈ Ωn we have π ◦ Fn+k0λ (c˜i(λ)) = π ◦ ξ˜n,i(λ). Owing to 2.1
and 2.2 it yields
dn+k0ddcGλ
(
c˜i(λ)
)
= ddcGλ
(
ξ˜n,i(λ)
)
.(6.20)
From 6.20, we deduce that
µ(q)(Un) =
∫
Un
q∧
i=1
ddcGλ
(
c˜i(λ)
)
= d−q(n+k0)
∫
Un
q∧
i=1
ddcGλ
(
ξ˜n,i(λ)
)
for every Borel set Un ⊂ Ωn and every n ≥ n0.
By assumption Bj ∩X∞ = ∅. Since Dn ◦χ is a degree p covering map on Ωn \χ−1(An),
there exists p inverse branches Sn,1,j, . . . , Sn,p,j of Dn ◦ χ defined on Bj and taking values
in Ωn. It thus comes
1
q!
dq(n+k0)(Dn ◦ χ)∗µ(q)(Bj) =
p∑
l=1
∫
Sn,l,j(Bj)
(Dn ◦ χ)∗
q∧
i=1
ddcGSn,l,j(x)
(
ξ˜n,i(Sn,l,j(x))
)
,
=
p∑
l=1
∫
Bj
q∧
i=1
ddcGSn,l,j(x)
(
ξ˜n,i(Sn,l,j(x))
)
.
This is the announced estimate. 
6.4. Second step: renormalization. Recall that D˙qǫ = D
q
ǫ \X∞. Let B ⊂ Dqǫ \X∞ be a
closed ball and let Sn,1 . . . , Sn,p be the inverse branches of Dn ◦χ defined on B and taking
values in Ωn. The family (Sn,l)n≥0 is a sequence of holomorphic maps defined on B.
Lemma 6.10. Let B be a closed ball contained in D˙qǫ . Modulo extraction the following
sequences (1 ≤ l ≤ p and 1 ≤ i ≤ q) uniformly converge on B when n→ +∞:
Sn,l // 0,
ξn,i ◦ Sn,l(x) // pi(xi),
GSn,l(x)
(
ξ˜n,i ◦ Sn,l(x)
)
// G0 ◦ σi
(
pi(xi)
)
,
where pi : D(0, ǫ) −→ P1 is holomorphic and satisfies p′i(0) = 1 and pi(0) = zi ∈ J0.
Moreover, there exists a constant M > 0 such that:∥∥∥GSn,l
(
ξ˜n,i ◦ Sn,l
)∥∥∥
L∞(B)
≤M ,
for any ball B ⊂ D˙qǫ , any n ≥ n0, any 1 ≤ i ≤ q and any 1 ≤ l ≤ p.
Proof. By construction Sn,l(B) = φn,l ◦ D−1n (B) ⊂ Ωn. Thus the sequence (Sn,l)n≥0 uni-
formly converges to 0 on B. Let us use Lemma 6.7. Item 1.(c) allows us to write
ξn,i
(
Sn,l(x)
)
= ψ
(n,i)
1,Sn,l(x)
(
mn,i(Sn,l(x)).ψ
(n,i)
0,Sn,l(x)
( xi
mn,i(0)
))
+ νn,i(Sn,l(x)).
As the sequence (νn,i(0))n≥0 converges up to extraction to zi ∈ J0 and as (νn,i)n≥0 is
equicontinuous, we see that (νn,i ◦ Sn,l)n≥0 uniformly converges to zi on B.
Let us now look at ξn,i ◦ Sn,l − νn,i ◦ Sn,l. Set
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un,i(xi) := ψ
(n,i)
1,0
(
mn,i(0).ψ
(n,i)
0,0
( xi
mn,i(0)
))
for n ≥ 0, xi ∈ D(0, ǫ) and 1 ≤ i ≤ q. According to Proposition 5.1 there exists C1 > 0
such that
|ψ(n,i)0,λ (z)− z| ≤ C1|z|2 for λ ∈ Br and z ∈ D(0, ρn,i(λ)),(6.21)
|ψ(n,i)1,λ (w)− w| ≤ C1|w|2 for λ ∈ Br and w ∈ D(0, ρ).(6.22)
We deduce from it that the family (un,i)n≥0 is equicontinuous and locally uniformly con-
verges up to extraction to a holomorphic function qi on D(0, ǫ) which verifies q
′
i(0) = 1
and qi(0) = 0. Set pi := qi + zi.
Set now for every x ∈ B
un,l,i(x) := ψ
(n,i)
1,Sn,l(x)
(
mn,i(Sn,l(x)).ψ
(n,i)
0,Sn,l(x)
( xi
mn,i(0)
))
,
vn,l,i(x) := mn,i
(
Sn,l(x)
)
ψ
(n,i)
0,Sn,l(x)
( xi
mn,i(0)
)
and
vn,i(xi) := mn,i(0)ψ
(n,i)
0,0
( xi
mn,i(0)
)
.
To conclude it suffices to prove that (un,l,i(x) − un,i(xi))n≥0 uniformly converges to 0 on
B. As Sn,l(B) ⊂ Ωn, the Distortion Lemma 6.6 and item 4. of Proposition 6.5 give C2 > 0,
K > 1 and p ≥ 1 such that
∣∣∣mn,i(Sn,l(x))mn,i(0) − 1
∣∣∣ ≤ exp(C2 nKn/p )− 1. This together with 6.21
gives for x ∈ B and n ≥ n0
|vn,l,i(x)− vn,i(xi)| ≤
(
exp
(
nC2
Kn/p
)
− 1
)
|xi|+ C1
(
1 + exp
(
nC2
Kn/p
)) |xi|2
|mn,i(0)|
and the sequence (vn,l,i(x)− vn,i(x))n≥0 uniformly converges to 0 on B.
To conclude, we remark that
un,l,i(x)− un,i(x) =
(
ψ
(n,i)
1,Sn,l(x)
(vn,l,i(x))− ψ(n,i)1,0 (vn,l,i(x))
)
+
(
ψ
(n,i)
1,0 (vn,l,i(x)) − ψ(n,i)1,0 (vn,i(x))
)
.
Since Sn,l(B) ⊂ Ωn item 1.(b) of Lemma 6.7 says that |vn,l,i(x)| ≤ ρ and |vn,i(xi)| ≤ ρ for
any n ≥ n0 and x ∈ B. It is now clear that (un,l,i − un,i)n≥1 uniformly converges to 0 on
B. Finally, if W ⋐ C2 \{0} is a neighborhood of ⋃1≤j≤q σj(D(0, α˜)) (see item 2 of Lemma
6.7), then Ω0×W ⋐ Br×C2 \ {0} and (Sn,l(x), ξn,i ◦Sn,l(x)) ∈ Ω0×W for any x ∈ B and
any n ≥ n0 and, by continuity of (λ, z) 7−→ Gλ(z) on Br × C2 \ {0}, we get M > 0 such
that ‖Gλ(z)‖L∞(Ω0×W ) ≤M . 
6.5. Third step: asymptotic reduction to a dynamical data. Using the pi which
are given by Lemma 6.10, we define a Radon measure on Cq by setting
µ(B) :=
∫
D
q
ǫ∩B
q∧
i=1
ddcG0 ◦ σi
(
pi(xi)) for any Borel set B ⊂ Cq.
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Lemma 6.11. Let ℓ :=
+∞∑
j=1
µ(Bj). Then:
0 < µ(Dqǫ) ≤ ℓ ≤ P (q).µ(Dqǫ) < +∞.
Proof. As the functions G0 ◦ σi
(
pi(xi)
)
are continuous, the measure µ doesn’t give mass
to pluripolar sets. In particular, µ(Dqǫ) = µ(D˙
q
ǫ). By 6.19, we thus find
µ(Dqǫ) = µ(D˙
q
ǫ) ≤
+∞∑
j=1
µ(Bj) ≤ P (q).µ(D˙qǫ) = P (q).µ(Dqǫ).
The function G0 ◦ σi
(
pi(xi)
)
only depending on the i-th variable, Fubini Theorem gives
µ(Dqǫ) =
∫
D
q
ǫ
q∧
i=1
ddcG0 ◦ σi
(
pi(xi)
)
=
q∏
i=1
∫
D(0,ǫ)
ddcG0 ◦ σi
(
pi(z)
)
.
Set now Wi := pi(D(0, ǫ)) for 1 ≤ i ≤ q. As pi is non-constant, the set Wi is an open
neighborhood of pi(0) = zi ∈ J0. Thus we have 0 < µf0(Wi) < +∞ and
0 < µ(Dqǫ) =
q∏
i=1
µf0(Wi) < +∞,
which gives the announced estimate. 
We are now in position to end the proof of Theorem 6.2:
Lemma 6.12. 0 ∈ supp(µ(q)). More precisely, lim
n→+∞
log µ(q)(Ωn)
n
= −q log d 6= 0.
Proof. By Chern-Levine-Nirenberg inequalities and Lemma 6.10, there exists a constant
M > 0 such that for any n ≥ n0, any j ≥ 1 and any 1 ≤ l ≤ p,∫
Bj
q∧
i=1
ddcGSn,l,j (x)(ξ˜n,i ◦ Sn,l,j(x)) ≤ Leb(Bj).M q < +∞.
Therefore, taking the sum over j and l we fing for any N ≥ 1:
p∑
l=1
∑
j≥N+1
∫
Bj
q∧
i=1
ddcGSn,l,j(x)(ξ˜n,i ◦ Sn,l,j(x)) ≤

 p∑
l=1
∑
j≥N+1
Leb(Bj)

 .M q
≤ p.M q
∑
j≥N+1
Leb(Bj)
for n ≥ n0. Since
∑
j≥1 1Bj ≤ P (q).1D˙qǫ , the series
∑
j≥1 Leb(Bj) is convergent and for
any ε > 0, there exists N0 ≥ 1 such that for any N ≥ N0 we find:
0 ≤
p∑
l=1
∑
j≥N+1
∫
Bj
q∧
i=1
ddcGSn,l,j(x)(ξ˜n,i ◦ Sn,l,j(x)) ≤ ε.
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Similarly, we prove that there exists N1 ≥ N0 such that for N ≥ N1 one has:
0 ≤ p.ℓ−
p∑
l=1
N∑
j=1
∫
Bj
q∧
i=1
ddcG0(σi ◦ pi(xi)) ≤ ε.
After Lemma 6.10, the sequence GSn,l,j(x)(ξ˜n,i ◦ Sn,l,j(x)) converges to G0(σi ◦ pi(xi))
uniformly on Bj. We thus have shown that
lim
n→+∞
p∑
l=1
+∞∑
j=1
∫
Bj
q∧
i=1
ddcGSn,l,j(x)(ξ˜n,i ◦ Sn,l,j(x)) = p.ℓ > 0.
Combined with Lemma 6.9 and Lemma 6.11, this gives a sequence ℓn −→ ℓ, so that
P (q)−1p.d−q(n+k0)ℓn ≤ µ(q)(Ωn) ≤ p.d−q(n+k0)ℓn.
As ℓ > 0 and as (Ωn) is a basis of neighborhood of 0, we have proved that 0 ∈ supp(µ(q)).
Moreover, the previous estimates may be rewritten:
log(P (q)−1pℓn)
n
−
(
1 +
k0
n
)
q log d ≤ log µ
(q)(Ωn)
n
≤ log(pℓn)
n
−
(
1 +
k0
n
)
q log d.
As ℓn converges, one concludes letting n tend to ∞. 
7. Dimension estimates for the bifurcation measure
In this section, we want to summarize the dimension estimates for the bifurcation mea-
sure which can be deduced from the previous sections.
7.1. Hausdorff dimension of the support of µbif. Recall that a set E ⊂ Rk is said
homogeneous if for any open set U ⊂ Rk such that U ∩E 6= ∅, then dimH(E) = dimH(E ∩
U). Theorem 1.3 combined with fine parabolic implosion techniques allows to establish
the following result:
Theorem 7.1. In the family Ratd, we have the following:
(1) The set supp(T kbif) \ supp(T k+1bif ) has maximal Hausdorff dimension 2(2d+ 1),
(2) the support of T 2d−2bif is homogeneous and dimH(supp(T
2d−2
bif )) = 2(2d + 1).
Proof. Item (1) is just the combination of Theorem 1.4 and Theorem 4.7. Moreover, by the
Main Theorem of [BE], the set M2d−2 is dense in supp(T
2d−2
bif ) and, using again Theorem
1.4 and Theorem 4.7, we conclude. 
The Lyapounov function L : Ratd 7−→ R induces a p.s.h and continuous function L˜ on
Md. Recall that the space Md has complex dimension 2d − 2. Bassanelli and Berteloot
define the bifurcation measure in Md by setting µbif := (ddcL˜)2d−2 (see [BB1] Section 6).
As the natural projection Π : Ratd −→Md is a principal fibration on the complement of
an analytic set (see [BB1] page 226), Theorem 7.1 immediatly yields
dimH
(
supp(µbif)
)
= 2(2d − 2)
and the homogeneity of the set supp(µbif). This is Theorem 1.1.
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7.2. Pointwise dimension of the bifurcation measure at Misiurewicz maps. Re-
call that, when µ is a Radon measure on Rk, the upper pointwise dimension of µ at x ∈ Rk
is given by (see [Ma]):
dimµ(x) := lim sup
r→0
log µ(B(x, r))
log r
.
Owing to Theorem 1.3 and Lemma 6.12, we can easily give a lower bound for the upper
pointwise dimension of the bifurcation measure at Misiurewicz parameters:
Theorem 7.2. Let [f ] ∈ Md be the conjugacy class of a (2d − 2)-Misiurewicz rational
map f ∈ Ratd. Assume that [f ] is not a singular point of Md. Then the upper pointwise
dimension of µbif at [f ] satisfies
dimµbif [f ] ≥ (2d− 2) ·
log d
lim inf
n→+∞
logm+n
n
> 0,
where k0 ≥ 1 is the least integer such that P k0(f) is an f -hyperbolic set and
m
+
n := max
1≤i≤2d−2
∣∣∣(fn)′(fk0(ci))
∣∣∣.
Proof. Let f be a (2d − 2)-Misiurewicz map and let Vf be the local (2d − 2)-dimensional
submanifold of Ratd containing f which is transversal to the orbit O(f) ⊂ Ratd of f under
the action of Aut(P1) (see for example [BB1] page 226). Let B(f, r0) ⊂ Vf be a ball centered
at f . Recall that, since P k0(f) is an f -hyperbolic set, there exists constants 0 < A < B < 1
such that An ≤ |(fn)′(fk0(ci))|−1 ≤ Bn for any n ≥ 0 and any 1 ≤ i ≤ 2d− 2 and that we
have defined a basis of neighborhood of f in Vf by defining Ωn as the component of
χ−1D(0, ǫ/(fn)′(fk0(c1)))× · · · × D(0, ǫ/(fn)′(fk0(c2d−2)))
containing f , where χ is the activity map defined in section 3.1. After items 3 and 4 of
Proposition 6.5, there exists a constant C > 0 such that B(f,C/m+n ) ⊂ Ωn. If we set
µ := (ddcL|Vf )2d−2, it thus comes
log µ
(
B(f,C/m+n )
)
log(C/m+n )
≥ log µ(Ωn)
log(C/m+n )
=
log µ(Ωn)
−n ·
−n
logC − logm+n
.
By Theorem 6.1 and Lemma 6.12, taking the lim sup over n, we find:
lim sup
r→0
log µ(B(f, r))
log r
≥ lim sup
n→+∞
log µ(B(f,C/m+n ))
logC/m+n
≥ (2d− 2) · log d · 1
lim inf
n→+∞
logm+n
n
.
The natural projection Π : Vf −→Md being a finite branched cover, we get
dimµbif [f ] = lim sup
r→0
log µ(B(f, r))
log r
.
Since |(fn)′(fk0(ci))| ≤ A−n with A < 1, we can conclude that dimµbif [f ] > 0. 
Recall that the family Ratd of all degree d rational maps is a quasiprojective variety of
P
2d+1 which is connected (see [BB1] Section 1.1). We denote by ω the Fubini-Study form
of P2d+1 restricted to Ratd.
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Remark 7.3. The proof should be similar when the point [f ] is singular. Let:
σT kbif
:= Π∗(T
k
bif ∧ ω2d−2−k) = (Π∗Tbif)k ∧ (Π∗ω)2d−2−k
where Π : Ratd −→Md is the quotient map. As in the classical situation, we call this mea-
sure the trace measure of (Π∗Tbif)
k. Theorem 7.2 may also generalize for k-Misiurewicz
maps in the following way:
dimσ
Tk
bif
[f ] ≥ k · log d
lim inf
n→∞
logm+n
n
> 0.
In the case of strictly postcritically finite rational maps, Theorem 7.2 can be precised:
Corollary 7.4. Let [f ] ∈ Md be the conjugacy class of a strictly postcritically finite
rational map f ∈ Ratd which is not a flexible Latte`s map and such that [f ] is not a
singular point of Md. Let αj be the multipliers of the pj-repelling cycles capturing the
critical point cj and let p := gcd(pj). Then:
dimµbif [f ] ≥ (2d − 2) ·
log d
log max
1≤i≤2d−2
|αi|p/pi
.
In particular, if f is a rigid (i.e. non-flexible) Latte`s map, then dimµbif(f) = 2(2d − 2).
Proof. Let f be a strictly postcritically finite degree d rational map which is not a flexible
Latte`s map, then the same proof as for Theorem 7.2 gives the wanted estimate, since
(fnjp)′(fk0 (ci)) =
(
(fp)′(fk0(ci))
)nj = (αp/pii )nj .
If f is a Latte`s map, the multiplier of any n-cycles has modulus (
√
d)n (see [Mi] Corollary
3.9) and the result follows. 
The proof of Theorem 1.5 is now obvious: there exists a projective variety V ⊂ Ratd
such that Md \ Π(V ) is a complex manifold. Taking M := Π(M2d−2 \ V ) gives directly
Theorem 1.5.
8. In the family of degree d polynomials
Let Polyd be the family of all degree d complex polynomials. The group Aut(C) acts
by conjugacy on Polyd and we denote by Pd := Polyd/Aut(C) the quotient space. For
c = (c1, . . . , cd−2) ∈ Cd−2 and a ∈ C we denote λ := (c, a) ∈ Cd−1 and we set
pλ(z) :=
1
d
zd +
d−1∑
j=2
(−1)d−j σd−j(c)
j
zj + ad.
This parametrization was introduced by Branner and Hubbard in [BH] to study the
connectedness locus Cd of the family Pd. This family has d − 1 marked critical points
c0(λ) := 0, c1(λ) := c1, . . . , cd−2(λ) := cd−2 and admits a natural compactification as P
d−1.
The following Proposition (see [BH] section 2 and Corollary 3.7 or [DF] Proposition 5.1,
Proposition 6.2 and Proposition 6.14 or [BB3] section 4.2) summarizes the interest of this
parametrization:
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Proposition 8.1. (1) The natural projection Π : Cd−1 −→ Pd is a degree d(d − 1)
analytic branched cover,
(2) The loci Bi := {λ / (pnλ(ci(λ)))n≥1 is bounded in C} accumulate at infinity of Cd−1
in Pd−1 on codimension 1 algebraic sets Γi of the hyperplan P∞ = P
d−1\Cd−1 which
intersect two-by-two transversally. As a consequence, Cd is compact in Cd−1,
(3) The support of the bifurcation measure µbif := T
d−1
bif is the Shilov boundary Cd.
In the family (pλ)λ∈Cd−1 , the main results stated throughout the paper hold. Let us
mention that for proving Lemma 4.8, we don’t use the fact that we have a family of rational
maps. Therefore, Lemma 4.8 and Theorem 4.7 remain valid in this context. This again
implies that supp(T kbif) \ supp(T k+1bif ) has maximal Hausdorff dimension 2(d − 1) and, for
k = d−1, that the support of the measure µbif is homogeneous and has maximal Hausdorff
dimension. Owing to Proposition 8.1, this is exactly Theorem 1.6.
The following Lemma allows us to generalize Theorem 1.3 for polynomials having critical
points preperiodic to repelling cycles: to have transversality at pλ0 , you don’t need any
asumptions on the critical points of pλ0 which are not preperiodic to repelling cycles. In
particular, the formalism of good families is not anymore relevent for geometrically finite
Misiurewicz polynomials:
Lemma 8.2. Let λ0 ∈ Cd−1 and 1 ≤ k ≤ d − 1. Assume that pλ0 has k critical points
cj1(λ0), . . . , cjk(λ0) preperiodic to repelling cycles with p
k0+ni
λ0
(cji(λ0)) = p
k0
λ0
(cji(λ0)). Set
χi(λ) := p
k0+ni
λ (cji(λ)) − pk0λ (cji(λ)) and let χ be the activity map of pλ0 :
χ : Cd−1 −→ Ck
λ 7−→ (χ1(λ), . . . , χk(λ)).
Then codim χ−1{0} = k.
Proof. First remark that the activity map exhibited in the Lemma coincides with the one
introduced in section 3.1 in a neighborhood of λ0. Consider the algebraic set
Hi := {λ ∈ Cd−1 / pk0+niλ (cji(λ)) = pk0λ (cji(λ))} = χ−1i {0}.
SinceHi ⊂ Bji , it is an hypersurface which extends as an hypersurface of Pd−1, still denoted
by Hi. Proposition 8.1 implies that H1 ∩ · · · ∩ Hk ∩ P∞ ⊂ Γj1 ∩ · · · ∩ Γjk ∩ P∞. Using
again Proposition 8.1, we get codim H1∩ · · · ∩Hk ∩P∞ ≥ k+1. As P∞ is a hypersurface,
we have codim H1 ∩ · · · ∩Hk ≥ k. Since λ0 ∈ H1 ∩ · · · ∩Hk, the set H1 ∩ · · · ∩Hk is not
empty and thus codim H1 ∩ · · · ∩Hk ≤ k. 
Due to the above Lemma, applying Theorem 6.2 we find:
Theorem 8.3. Let λ0 ∈ Cd−1 and 1 ≤ k ≤ d − 1. Assume that pλ0 has k critical points
which are preperiodic to repelling cycles, then λ0 ∈ supp(T kbif).
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