Abstract. We study the validity of an averaging principle for a slow-fast system of stochastic reaction-diffusion equations. We assume here that the coefficients of the fast equation depend on time, so that the classical formulation of the averaging principle in terms of the invariant measure of the fast equation is no longer available. As an alternative, we introduce the time-dependent evolution family of measures associated with the fast equation. Under the assumption that the coefficients in the fast equation are almost periodic, the evolution family of measures is almost periodic. This allows us to identify the appropriate averaged equation and prove the validity of the averaging limit.
1. Introduction. We deal with a class of systems of stochastic partial differential equations of reaction-diffusion type on a bounded domain D of R d with d ≥ 1:
(1.1) 
where is a small positive parameter and α is a fixed positive constant. The operator A 2 and the functions b 2 and g 2 in the fast equation are allowed to depend on time.
We assume that A 2 is periodic, and b 2 and g 2 are almost periodic in time.
In a series of previous papers ( [9] , [10] , and [11] ), the validity of an averaging principle for some classes of slow-fast stochastic reaction-diffusion systems has been investigated, in the case where the fast equation coefficients do not depend on time. It has been proved that the slow motion u converges in C([0, T ]; L 2 (D)), as ↓ 0, to the solutionū of the so-called averaged equation, obtained by taking the average of the coefficients b 1 and g 1 (in the case where both depend on the fast motion) with respect to the invariant measure of the fast motion, with frozen slow component (see formulas (1.2) and (1.3)). Moreover, in [8] the fluctuations of u around the averaged motionū have been studied. More precisely, it has been proven that, under suitable, more restrictive conditions, the normalized difference z := (u −ū)/ √ is weakly convergent in C([0, T ]; L 2 (D)), as ↓ 0, to a process z, which is given in terms of a Gaussian process whose covariance is explicitly described. Other aspects of the averaging principle for slow-fast systems of stochastic partial differential equations have been studied by several other authors; see, e.g., [17] , [18] , [23] , [30] , [31] , and [41] .
Unlike in all the above-mentioned papers, where only the time-independent case has been considered, in the present paper we deal with nonautonomous systems of reaction-diffusion equations of Hodgkin-Huxley or Ginzburg-Landau type, perturbed by a Gaussian noise of multiplicative type. Such systems arise in many areas of biology and physics and have attracted considerable attention. In particular, in neurophysiology the Hodgkin-Huxley model, and its simplified version given by the FitzHughNagumo system, are used to describe the activation and deactivation dynamics of a spiking neuron (see, e.g., [37] for a mathematical introduction to this theory). The classical Hodgkin-Huxley model has time-independent coefficients, but, as mentioned by Wainrib in [40] , where an analogous problem for finite dimensional systems has been studied, systems with time-dependent coefficients are particularly important for studying models of learning in neuronal activity and, for this reason, are worthy of thorough analysis.
Such analysis does not follow in a straightforward manner from results already available in the mathematical literature. On the contrary, it requires the introduction of some new ideas and techniques.
Actually, in the standard setting of time-independent coefficients, the averaged motionū solves the equation (t, ξ) = A 1ū (t, ξ) +B(ū(t))(ξ) + g 1 (ξ,ū(t, ξ)) ∂w Q1 ∂t (t, ξ), u(0, ξ) = x(ξ), ξ ∈ D, N 1ū (t, ξ) = 0, t ≥ 0, ξ ∈ ∂D.
In the equation above, the averaged coefficientB is defined by
where B 1 (x, z)(ξ) = b 1 (ξ, x(ξ), z(ξ)) for any x, z ∈ C(D) and ξ ∈D, and where µ x is the invariant measure of the fast equation with frozen slow component x ∈ C(D): In the present paper, as A 2 , b 2 , and g 2 depend on time, we no longer have an invariant measure µ x for the fast equation with frozen slow component x ∈ C(D). Nevertheless, we can prove that there exists an evolution system of probability measures {µ This means that µ x t is a probability measure on C(D) for any t ∈ R, and, if P for some positive constant δ > 0. Now, in order to prove the validity of an averaging principle, the next fundamental step consists in identifying an averaged motionū as the solution of a suitable averaged equation. Unfortunately, due to the lack of an invariant measure, we do not have anything like (1.3) . Still, due to the assumption that A 2 is periodic and both b 2 and g 2 are almost periodic in time, and to the fact that for any fixed R > 0 the family of measures Λ R := µ x t ; t ∈ R, x ∈ B R (C(D)) is tight in P(C(D)), by proceeding as in [13] we can prove that the mapping t ∈ R → µ x t ∈ P(C(D)) is almost periodic for every x ∈ C(D).
This allows us to find an alternative way to defineB. Actually, we prove that for any compact set K ⊂ C(D) the family of functions (1.8) t ∈ R → E B 1 (x, z) µ x t (dz) ∈ C(D) : x ∈ K is uniformly almost periodic. Then, because of almost periodicity, we can define (1.9)B(x) := lim Of course, in order to prove that (1.2), withB defined as in (1.9) , is well posed in C([0, T ]; C(D)), we needB to satisfy some nice properties. Since B 1 is not Lipschitz continuous, there is no hope thatB is Lipschitz continuous. Nonetheless, we show that, as a consequence of the monotonicity of B 1 and of some nice properties satisfied by the evolution family of measures {µ x t } t∈ R , the mappingB : C(D) → C(D) is locally Lipschitz continuous and has some monotonicity properties that guarantee the well posedness of (1.2).
Next, in the same spirit as (1.5), by using (1.7) and (1.9) we show that
This allows us to adapt to the present situation the classical Khasminskii method, based on localization in time, and to prove the main result of this paper, namely that, for any fixed η > 0,
whereū is the solution of the averaged equation (1.2) withB defined as in (1.9).
Notice that here, due to the polynomial growth of the coefficients, we have also to proceed with a localization in space, which requires, among other things, a suitable approximation for the family of measures {µ x t } t∈ R . Of course, for this procedure to work, we need several technical assumptions on the data. However, we are able to treat slow-fast systems of stochastic reactiondiffusion equations as (1.1), where, for example, the differential operators A 1 and A 2 (t) are given by
for some continuous periodic function γ with positive infimum, the boundary conditions are of Dirichlet type, the reaction coefficients b 1 and b 2 are given by
and
where h 1 and h 2 are continuous and bounded functions such that h 2 (·, ξ) is almost periodic, uniformly with respect to ξ ∈D, all coefficients α, β, α j , and β j are continuous, and all mappings β(·, ξ) and β j (·, ξ) are almost periodic, uniformly with respect to ξ ∈D. Moreover, we can take as the diffusion coefficients g 1 and g 2 two bounded continuous functions, with g 2 (·, ξ, v) almost periodic, uniformly with respect to ξ ∈D and v in bounded intervals of R. We would like to stress that these are just simple examples, but in fact we can cover more general situations.
Finally, before concluding this introduction, we would like to say a few words about the almost periodicity assumption for the coefficients of the fast equation. In order to prove the validity of the averaging principle (1.12), estimate (1.10) and limit (1.11) are fundamental and unavoidable. WhenB(x) is defined in terms of the invariant measure µ x as in the autonomous case, due to the ergodicity of µ x we obtain (1.10) and (1.11). But here, as we do not have µ x , it is necessary to defineB(x) directly by the limit in (1.9), whose existence is guaranteed by the almost periodicity of the family of functions (1.8). Actually, as we recall in Theorem 3.4, the almost periodicity of any mapping f : R → Y implies the existence of the limit
This is why we believe that, in the case of time-dependent coefficients, the assumption of almost periodicity is the natural one.
2. Notations, hypotheses, and a few preliminary results. Let D be a bounded domain of R d with d ≥ 1, having smooth boundary. Throughout the paper, we shall denote by H the separable Hilbert space L 2 (D), endowed with the scalar product
and with the corresponding norm | · | H . We shall denote by H the product space H × H, endowed with the scalar product
and the corresponding norm | · | H .
Next, we shall denote by E the Banach space C(D), endowed with the sup-norm
and the duality ·, · E . The product space E × E will be endowed with the norm
and the corresponding duality ·, · E×E . Finally, for any θ ∈ (0, 1), we shall denote by C θ (D) the subspace of θ-Hölder continuous functions, endowed with the usual norm
will both be denoted by | · | p . If δ > 0 and p < ∞, we will denote by | · | δ,p the norm in W δ,p (D):
will be the subspace of uniformly continuous mappings. Moreover, we shall denote by L(X) the space of bounded linear operators on X and, in the case where X is a Hilbert space, we shall denote by L 2 (X) the subspace of Hilbert-Schmidt operators, endowed with the norm
The stochastic perturbations in the slow and in the fast motion equations (1.1) are given, respectively, by the Gaussian noises ∂w Q1 /∂t(t, ξ) and ∂w Q2 /∂t(t, ξ) for t ≥ 0 and ξ ∈ D, which are assumed to be white in time and colored in space, in the case of space dimension d > 1. Formally, the cylindrical Wiener processes w Qi (t, ξ) are defined by
where {e k } k∈ N is a complete orthonormal basis in H, {β k (t)} k∈ N is a sequence of mutually independent standard Brownian motions defined on the same complete stochastic basis (Ω, F, F t , P), and Q i is a bounded linear operator on H.
2.1. The operators A 1 and A 2 (t). The operators A 1 and A 2 (t), t ∈ R, are second order uniformly elliptic operators, having continuous coefficients onD, and the boundary operators N 1 and N 2 can be either the identity operator (Dirichlet boundary condition) or a first order operator with C 1 coefficients satisfying a uniform nontangentiality condition.
In what follows, we shall assume that the operator A 2 (t) has the form
where A 2 is a second order uniformly elliptic operator with continuous coefficients on D, independent of t, and L(t) is a first order differential operator of the form
Hypothesis 2.1. 1. The function γ : R → R is continuous and there exist γ 0 , γ 1 > 0 such that
2. The function l : R ×D → R d is continuous and bounded.
The realizations A i with i = 1, 2 of the differential operators A i in the spaces L p (D) and C(D), endowed with the domains
and 
For comments and examples concerning these assumptions on the operators A i and Q i and the eigenfunction e i,k , we refer the reader to [9, Remark 2.1] and [24] .
For any t > 0, δ ∈ [0, 2], and p > 11, the semigroups e
By the Sobolev embedding theorem, this implies that the semigroups
Moreover, e tAi maps C(D) into C θ (D) for any θ(0, 2) with (2.10)
and, for any > 0 and λ ≥ 0, we set
In the case = 1, we write U λ (t, s), and in the case = 1 and λ = 0, we write U (t, s). Next, for any > 0, λ ≥ 0 and for any u ∈ C([s, t]; W
where L(ρ) is the first order differential operator defined in (2.5). Notice that if u is a solution to
then u satisfies u(r) = ψ λ, (u; s)(r) for s < r < t. For = 1, we simply write ψ λ (u; s)(r 
Therefore, if we integrate by parts, due to (2.8) (with δ = 1) and (2.6), we get
Due to the arbitrariness of ϕ ∈ L p (D), this yields
Due to the density of W
Now, we fix δ ∈ (0, 1) and p > d/δ so that W δ,p (D) is continuously embedded in C(D). For any 0 < s < t, we write
The operator e γ(t,
Using the semigroup law and (2.14), we obtain that e
As a consequence of (2.13), if we proceed as in [5, pages 176-177] , we can show that ψ λ, (·; s) is a bounded linear operator in C([s, t]; E) and there exists a continuous increasing function c λ with c λ (0) = 0 such that, for any s < t, Lemma 2.4. For every η ∈ (0, 1) and p ≥ 1, there existsk ≥ 1 such that, for every k ≥k, s < t, 0 < δ < λ, and u ∈ C([s, t]; E),
for some continuous decreasing function c k such that
Proof. Due to (2.8) and (2.13), for any η ∈ (0, 1) and p ≥ 1, we have
Therefore, if we takek such thatk(1 + η)/2(k − 1) < 1, for any k ≥k, we have
This implies (2.17), if we set
Due to the Sobolev embedding theorem, if we pickp large enough such that ηp > d, we have that, for any k ≥k,
where θ = η − d/p. In particular, for any k ≥k,
Lemma 2.5. For any u ∈ L k (s, t; E) with k ≥ 1, and for any > 0 and λ ≥ 0, it holds that
Proof. As in the proof of Lemma 2.4, for any η ∈ (0, 1) and p ≥ 1, we have 
we conclude by taking
The coefficients b i and g i . As far as the reaction coefficient
R in the slow equation is concerned, we assume the following conditions, which are the same as those in the paper [10] .
2. There exists θ ≥ 0 such that
3. There exists c > 0 such that, for any σ, h ∈ R 2 ,
Example 2.7 (from [10] ). Let h :D × R → R be a continuous function such that h(ξ, ·) : R → R is locally Lipschitz continuous, uniformly with respect to ξ ∈D. Assume that 
is of class C 1 for any ξ ∈D, and
for some c > 0. If we define
it is not difficult to check that conditions 1 and 3 in Hypothesis 2.6 are satisfied. Moreover, if we assume that h and k are differentiable and their derivatives have polynomial growth, then condition 2 is also satisfied. Next, let β and β i be continuous functions fromD into R for i = 1, . . . , 2k, and assume
Then, it is possible to check that the function
satisfies conditions (2.23) and (2.24).
For the reaction term b 2 : R ×D × R 2 → R in the fast equation, we assume the following conditions. Hypothesis 2.8.
1. The mapping b 2 : R ×D × R 2 → R is continuous and there exists m 2 ≥ 1 such that
2. The mapping b 2 (t, ξ, ·) : R 2 → R is locally Lipschitz continuous, uniformly with respect to (t, ξ) ∈ R ×D. 3. There exists c > 0 such that, for any σ, h ∈ R 2 , (2.27) sup
4. For every (t, ξ) ∈ R ×D, we have
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and such that for any R > 0 there exists L R > 0 with
for some measurable function λ :
Example 2.9. Let h : R ×D × R → R be such that h(t, ·) satisfies the same conditions as in Example 2.7, uniformly with respect to t ∈ R. Assume that the function ρ in (2.24) depends also on t ∈ R and satisfies (2.32) sup
Moreover, assume that the mapping k : R ×D × R 2 → R is continuous, the mapping k(t, ξ, ·) : R 2 → R has linear growth and is locally Lipschitz continuous, uniformly with respect to (t, ξ) ∈ R ×D, and the mapping k(t, ξ, ·, σ 2 ) : R → R is monotone and locally Lipschitz continuous, uniformly with respect to (t, ξ) ∈ R ×D and σ 2 ∈ R.
Then all the conditions in Hypothesis 2.8 are fulfilled if we define
for any f : R → R satisfying (2.25). Notice that (2.32) holds for
with λ large enough.
Concerning the diffusion coefficients g 1 and g 2 , we assume that they satisfy the following conditions. Hypothesis 2.10.
1. The mappings g 1 :D × R → R and g 2 : R ×D × R → R are continuous and the mappings g 1 (ξ, ·) : R → R and g 2 (t, ξ, ·) :D × R → R are Lipschitz continuous, uniformly with respect to ξ ∈D and (t, ξ) ∈ R ×D, respectively. 2. It holds that
and (2.34) sup In what follows, for any t ∈ R and x, y ∈ E, we shall set
Due to Hypotheses 2.6 and 2.8, the mappings B 1 and B 2 are well defined and continuous from E×E and R×E×E, respectively, to E, so that B : R×E×E → E×E is well defined and continuous. As the mappings b 1 and b 2 have polynomial growth, B(t) is not well defined in H.
In view of (2.20) and (2.26), for any x, y ∈ E and t ∈ R, we have
As a consequence of (2.22) and (2.27), it is immediate to check that, for any x, y, h, k ∈ E, any t ∈ R, and any δ ∈ M h , (2.37)
so that, for any (x, y), (h, k) ∈ E × E, any t ∈ R, and any δ ∈ M (h,k) ,
Moreover, from (2.31), we have
for every δ ∈ M k . Finally, in view of (2.21), we have (2.40)
. Next, for any x, y, z ∈ E and t ∈ R, we define
Due to Hypothesis 2.10, the mappings
and, for any fixed t ∈ R,
are Lipschitz continuous, so the same is true for the mapping [2] and [19] and the paper [3] .
In what follows, (X, d X ) and (Y, d Y ) denote two complete metric spaces. For any bounded function f : R → Y and > 0, we define
T (f, ) is called an -translation set of f .
Definition 3.1.
1. A continuous function f : R → Y is said to be almost periodic if, for all > 0, the set T (f, ) is relatively dense in R; that is, there exists a number
The number l is called the inclusion length. 2. Let F ⊂ X and, for any x ∈ F , let f (·, x) : R → Y be an almost periodic function. The family of functions {f (·, x)} x∈ F is said to be uniformly almost periodic if, for any > 0,
is relatively dense in R and includes an interval around 0.
In what follows, if f : R → Y or f : R × X → Y , and if γ = {γ n } n∈ N is a sequence in R, we shall use the notation T γ f = g to say, respectively, that
for any t ∈ R and x ∈ X. We recall here some characterization of uniformly almost periodic families of functions.
Theorem 3.2. Let F ⊂ X and let f (·, x) : R → Y be a continuous function for any x ∈ F . The following statements are equivalent.
1. The family {f (·, x)} x∈ F is uniformly almost periodic. 2. For any sequence γ = {γ n } n∈ N ⊂ R, there exists a subsequence γ ⊂ γ and a continuous function g :
For every two sequences γ and β in R, there exist common subsequences γ ⊂ γ and β ⊂ β such that
Notice that if f : R → X is a continuous periodic function with period τ , then for any sequence γ ⊂ R there exists r γ ∈ [0, τ ] such that T γ f (t) = f (t + r γ ), uniformly with respect t ∈ R. In fact, if we denote by H(f ) the hull of f , that is, the set of functions {T γ f : γ = {γ n } ⊂ R}, we have that f is periodic if and only if
In the case of a function f : R → Y , we have the following characterization of almost periodicity. 
Moreover, for every t ∈ R,
uniformly with respect to t ∈ R. 2. If {f (·, x)} x∈ F is a uniformly almost periodic family of functions with F ⊂ X, then
uniformly with respect to t ∈ R and x ∈ F . 4. The slow-fast system. With the notations introduced in section 2, system (1.1) can be rewritten in the following abstract form:
with initial conditions u (0) = x ∈ E and v (0) = y ∈ E. In [6, Theorem 5.3], a system analogous to (4.1) has been studied for the case of coefficients independent of time. Thanks to Lemma 2.4, since all estimates satisfied by the coefficients in Hypotheses 2.2, 2.6, 2.8, and 2.10 are uniform with respect to t ∈ R, the arguments used in the proof of [6, Theorem 5.3] can be adapted to the present situation and it is possible to show that, under Hypotheses 2.1, 2.2, 2.6, 2.8, and 2.10, for any > 0 and x, y ∈ E, there exists a unique adapted mild solution to problem (4.1) in L p (Ω; C b ((s, T ]; E × E)) with s < T and p ≥ 1. This means that there exist two unique adapted processes u and v in 
where, with the same notations as in section 2, for every > 0,
Recall that in section 2 we have defined
Thanks to Lemma 2.5, we can adapt to the present situation the arguments used in the proof of [10, Lemma 3.1], and it is possible to show that, for any p ≥ 1 and s < T , there exists a constant c p,s,T > 0 such that, for any x, y ∈ E and ∈ (0, 1],
for some constants c s,p,T independent of > 0. Moreover, as in [10, Proposition 3.2], we can show that there existsθ > 0 such that, for any θ ∈ [0,θ), x ∈ C θ (D), y ∈ E, and s < T , (4.4) sup
Finally, by proceeding as in [9, Proposition 4.4] (see also [10, Proposition 3.3]), we can prove that, for any θ > 0, there exists γ(θ) > 0 such that, for any T > 0, p ≥ 2, x ∈ C θ (D), y ∈ E, and r 1 , r 2 ∈ [s, t],
Due to the Kolmogorov test and the Ascoli-Arzelà theorem, (4.4) and (4.5) imply that the family {L(u )} ∈ (0,1] , given by the laws of the solutions u , is tight in C([s, T ]; E) for any x ∈ C θ (D) with θ > 0, and for any y ∈ E. That is, for every η > 0, there exists a compact set 5. An evolution family of measures for the fast equation. For any frozen slow component x ∈ E, any initial condition y ∈ E, and any s ∈ R, we introduce the problem
where A 2 (t) = γ(t)A 2 + L(t) and
for two independent Q 2 -Wiener processes, w Q2 1 (t) and w Q2 2 (t), both defined as in (2.3).
where ψ α (·; s) is the linear bounded operator defined in (2.12) with = 1. Moreover, if C(R; E) is the space of continuous paths on R with values in E, endowed with the topology of uniform convergence on bounded intervals, an
According to (2.15), the mapping ψ α (·; s) :
is Lipschitz continuous, so we can adapt the proof of [6, Theorem 5.3 ] to the present situation, and we have that, for any x, y ∈ E, there exists a unique mild solution v T ) ; E)) with p ≥ 1 and s < T . All this allows us to introduce, for any fixed x ∈ E, the transition evolution operator P
where ϕ ∈ B b (E). For any λ > 0, (5.1) can be rewritten as
where
In what follows, for any x ∈ E and any process u ∈ L p (Ω; C b ((s, T ]; E)) adapted, we shall set [7, Lemma 7.1] , where the case s = 0 was considered, it is possible to show that there existsp > 1 such that, for any p ≥p and 0 < δ < λ, and for any u, v ∈ L p (Ω; C b ((s, t]; E)) with s < t,
where L g2 is the Lipschitz constant of g 2 , and c p,1 , c p,2 are two suitable positive constants independent of λ > 0 and s < t. Moreover, using (2.34), we can show that
e δp(r−s)
(see [7, Remark 3.2] ). In fact, in [7] it is shown that there exists some η > 0 such that, for any p ≥ 1 large enough,
This means that if we pickp ≥ 1 such that ηp > d and define θ = η − d/p, by the Sobolev embedding theorem we have that, for any p ≥p,
Now, for any fixed adapted process u ∈ L p (Ω; C b ((s, T ]; E)), let us introduce the problem
and let us denote by Λ λ (u; s) its unique mild solution in L p (Ω; C b ((s, T ]; E)). This means that Λ λ (u; s) solves the equation
Due to Lemma 2.4, for any 0 < δ < λ and p ≥ 1 large enough, and for any two adapted processes u 1 and u 2 in L p (Ω; C b ((s, T ]; E)) with s < t, we have 
Due to (5.4), this yields
In the same way, we get that
Proposition 5.1. Assume Hypotheses 2.1, 2.2, 2.8, and 2.10. Then, there exists δ > 0 such that, for any x, y ∈ E and p ≥ 1,
Proof. We set z λ (t) := v x (t; s, y) − Λ λ (t), where Λ λ (t) = Λ λ (v x (·; s, y); s)(t) is the solution of problem (5.7) with u = v x (·; s, y) and λ > α. Thanks to (2.39), for every δ ∈ M z λ (t) , we have
the last estimate following from the Young inequality. By comparison, we get
so that, for any p ≥ 1, Proposition 5.2. Under Hypotheses 2.1, 2.2, 2.8, and 2.10, if α > 0 is large enough and/or L g2 is small enough, for any t ∈ R and x ∈ E there exists η x (t) ∈ L p (Ω; E) for all p ≥ 1 such that
for any y ∈ E and t ∈ R. Moreover, for every p ≥ 1, there exists some δ p > 0 such that
Finally, η x is a mild solution in R of equation (5.2).
Proof. If we fix h > 0 and define
we have that ρ(t) is the unique mild solution of the problem
(5.13)
According to (2.31), we have
Therefore, if we define
we can rewrite (5.13) as (5.14)
Notice that, due to (2.31), we have
Moreover, as g 2 (t, ξ, ·) is assumed to be Lipschitz continuous, uniformly with respect to (t, ξ) ∈ R ×D, we have that 
and we denote by z(t; s, y s ) its solution. By proceeding as in the proof of (5.8), we have that, for any p large enough, there exist two constants c p,1 and c p,2 such that, for any 0 < δ < α,
Therefore, if we pick α > 0 large enough and/or L g2 small enough so that
we can find 0 <δ p < α such that 
and we denote byẑ(t; s, y s ) its solution. Due to the linearity of (5.19), by a comparison argument (see [16] ) we have . Therefore, if we take the limit as s → −∞, due to the completeness of L p (Ω; E), this implies that, for any t ∈ R and x, y ∈ E, there exists η x (t) ∈ L p (Ω; E) such that (5.11) holds. Moreover, if we let h → ∞, we obtain (5.12).
Next, in order to prove that η x (t) does not depend on y ∈ E, we take y 1 , y 2 ∈ E and consider the difference
The same arguments, used above for the difference v x (t; s, y) − v x (t; s − h, y), can be used here for ρ(t), and we have
, s < t, so that, by taking the limit above as s → −∞, we get that the limit η x (t) does not depend on the initial condition y ∈ E.
Finally, let us show that η x is the mild solution in R of equation (5.2). For any s < t and h > 0, we have
Due to (5.11), we can take the limit as h goes to infinity on both sides, and we get for any s < t,
This means that η x (t) is a mild solution in R of equation (5.2).
In what follows, for any t ∈ R and x ∈ E, we shall denote by µ x t the law of the random variable η x (t). Our purpose here is to show that the family {µ x t } t∈ R defines an evolution system of probability measures on E for equation (5.1), indexed by t ∈ R. This means that µ x t is a probability measure on E for any t ∈ R, and it holds that (5.24)
for every ϕ ∈ C b (E). Notice that, due to (5.11) and (5.10), for any p ≥ 1, we have 
Finally, if {ν x t } t∈ R is another evolution family of measures for (5.1) such that
t for all t ∈ R and x ∈ E. Proof. According to (5.11), for any ϕ ∈ C b (E) and y ∈ E, we have
Therefore, since for any s < r < t we have
by taking the limit above in both sides, as s → −∞, we obtain
which means that {µ x t } t∈ R is an evolution family of measures satisfying (5.27). In order to prove (5.28), we have
so that (5.28) follows from (5.12). Next, let us prove uniqueness. If we show that, for any ϕ ∈ C
then, recalling that {ν x t } t∈ R is an evolution family, we have that, for any ϕ ∈ C
which implies that µ x t = ν x t for any t ∈ R and x ∈ E. Downloaded 07/28/17 to 129.2.19.102. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
In order to prove (5.30), we notice that, due to (5.12),
Then, as a consequence of condition (5.29), we can conclude that (5.30) holds and, as we have seen, uniqueness follows. Now, we want to study the dependence of η x (t), and hence of µ x t , on the parameter x ∈ E.
Proposition 5.4. Under Hypotheses 2.1, 2.2, 2.8, and 2.10, if α > 0 is large enough and/or L g2 is small enough, we have that, for any R > 0, there exists c R > 0 such that
Proof. In view of (5.11), it is sufficient to show that, for any R > 0, there exists c R > 0 such that
If we define
According to (2.28) and (2.31), we have
Therefore, if we define 
Due to (2.30), we have
Moreover, due to (2.29), we can assume, without any loss of generality, that (5.37)
Finally, as g 2 (t, ξ, ·) is assumed to be Lipschitz continuous, uniformly with respect to (t, ξ) ∈ R ×D, we have that K(t) satisfies (5.16). Thanks to (5.37), by a comparison argument we have
Therefore, again by comparison, due to (5.35) we have (5.38)
whereρ(t) is the solution of the problem
This means that
As a consequence of (5.36), by using the same arguments as in the proof of Proposition 5.1, we get that if α is large enough and/or L g2 is small enough,
so that, thanks to (5.38), we have
As in the proof of Proposition 5.2, the general estimate (5.32) follows by noticing that
. Downloaded 07/28/17 to 129.2.19.102. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 6 . Almost periodicity of the evolution family of measures. In what follows, we shall assume the following conditions on the operator A 2 (t) and the coefficients b 2 (t, ξ, σ) and g 2 (t, ξ, σ).
Hypothesis 6.1.
1. The functions γ : R → (0, ∞) and l : R ×D → R d are both periodic, with the same period.
The families of functions
are both uniformly almost periodic for any R > 0.
Lemma 6.2. Under Hypothesis 6.1, for any R > 0, the family of functions
are both uniformly almost periodic.
Proof. Due to the uniform almost periodicity of the family B R , for any > 0 there exists l ,R > 0 such that in any interval of R of length l ,R we can find τ > 0 such that
This implies that
In a completely analogous way, we can show that the family {G 2 (·, y) : y ∈ B E (R)} is uniformly almost periodic. Now, for any µ, ν ∈ P(E), we define
It is known that the space (P(E), d) is a complete metric space and the distance d generates the weak topology on P(E). In [13] it is proven that if A 2 (·) is periodic, the family of functions
are both uniformly almost periodic for any R > 0 and the family of measures {µ x t } t∈ R is tight in P(E), then the mapping t ∈ R → µ x t ∈ P(E) is almost periodic. The proof in [13] is based on Theorem 3.3. Actually, it is proved that, for every two sequences γ and β in R, there exist common subsequences γ ⊂ γ and β ⊂ β such that
Downloaded 07/28/17 to 129.2.19.102. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Unlike in this paper, in [13] it is assumed that the coefficients are Lipschitz continuous and the covariance Q 2 2 of the noise is trace class. But all the arguments used in [13] can be adapted to the present situation without major difficulties. Therefore, in view of Lemma 6.2, if we prove that the family of measures {µ x t } t∈ R is tight in P(E), we obtain the following result.
Theorem 6.3. Under Hypotheses 2.1, 2.2, 2.8, 2.10, and 6.1, if α > 0 is large enough and/or L g2 is small enough, we have that the mapping t ∈ R → µ x t ∈ P(E) is almost periodic for any fixed x ∈ E.
Thus, it only remains to prove tightness.
Lemma 6.4. Under Hypotheses 2.1, 2.2, 2.8, and 2.10, if α is sufficiently large and/or L g2 is sufficiently small, there exists θ > 0 such that, for any p ≥ 1 and any x ∈ E,
In particular, the family of measures
Proof. Due to (5.10) and (5.12), with y = 0, we have that, for any p ≥ 1,
Moreover, thanks to (2.10) and (5.23), for every t ∈ R and θ > 0,
According to (2.18), (5.6), and (2.10), this implies that, for some θ > 0 and any 0 < δ < α and p ≥ 1, 
If p ≥ 2, then for any θ < 1 we have that θp/(p − 1) < 2. Then, thanks to (6.2), we can conclude that (6.1) holds true for any p ≥ 2. Due to the Hölder inequality, (6.1) holds for any p ≥ 1.
7. The averaged equation. For any fixed x ∈ E, the mapping B 1 (x, ·) : E → E is continuous and
B 1 is unbounded and only locally Lipschitz continuous, but, as a consequence of Proposition 6.3, it is still possible to prove the following result.
Lemma 7.1. Under the same hypotheses as Proposition 6.3, for every compact set K ⊂ E, the family of functions
is uniformly almost periodic.
Proof. For every n ∈ N, we define
and we set
Clearly, we have that B 1,n (x, ·) : E → E is Lipschitz continuous and bounded for any fixed x ∈ E, and B 1,n (x, y) = B 1 (x, y) if |y| E ≤ n. Moreover, for any R > 0,
Now, for any n ∈ N, we have
According to (5.26 ) and (7.1), we have This implies that, for any > 0 and R > 0, we can findn =n( , R) ∈ N such that
so that, for any t, τ ∈ R and x ∈ B E (R),
Now, let us define
If we show that, for any compact set K ⊂ E, the family {f (·, x) : x ∈ K} is uniformly almost periodic we have concluded our proof. Since, for any t, τ ∈ R, we have
, in view of Theorem 6.3 and (7.3), the function f (·, x) is almost periodic for any x ∈ E. Moreover, f is continuous in x ∈ K, uniformly with respect to t ∈ R. Actually, thanks to (2.40), we have
Now, as K is compact it is bounded, so that there exists R > 0 such that K ⊂ B E (R). Therefore, due to Proposition 5.4 and (5.25), we can conclude that, for any x, y ∈ K,
and this implies that the family of functions {f (t, ·) : t ∈ R} is equicontinuous. In [19, Theorem 2.10] , it is proven that this implies the uniform almost periodicity of the family {f (·, x) : x ∈ K}.
Due to the almost periodicity of the family of mappings (7.2), according to Theorem 3.4 we can definē
Thanks to (5.26) and (7.1), we have that
. Actually, in view of (7.1), we have 
which implies (7.4).
As a consequence of (5.12), we have the following crucial result.
Lemma 7.2. Under Hypotheses 2.1 to 6.1, if α is sufficiently large and/or L g2 is sufficiently small, there exist some constants κ 1 , κ 2 ≥ 0 such that, for any T > 0, s ∈ R, and x, y ∈ E,
and, for any compact set K ⊂ E,
Proof. For any fixed Λ ∈ E and x ∈ E, we denote by Π
By proceeding as in the proof of Lemma 2.3 in [9] and the proof of Lemma 5.1 in [10] , we have 
Therefore, if we plug the estimate above and estimate (7.7) into (7.6), we get (7.8)
Next, thanks to Lemma 7.1 and Theorem 3.4, we have that the limit
converges toB 1 (x), uniformly with respect to s ∈ R and x in any compact set K ⊂ E. Therefore, if we define
we can conclude.
Lemma 7.3. Under Hypotheses 2.1 to 6.1, if α is sufficiently large and/or L g2 is sufficiently small, we have that the mappingB : E → E is locally Lipschitz continuous. Moreover, for any x, h ∈ E and δ ∈ M h ,
Proof. For any x 1 , x 2 ∈ E, we havē
By using (2.40), we have
and then, due to (5.25), we get
Thanks to (5.31), this implies that, for any R > 0, 
Now, due to (2.37), we have
and then, thanks again to (5.25), we conclude
Now, we can introduce the averaged equation
In view of Lemma 7.3 and [6, Theorem 5.3], for any x ∈ E, T > 0, and p ≥ 1, (7.10) admits a unique mild solutionū ∈ L p (Ω; C b ((0, T ]; E)). In the next section, we will show that the slow motion u converges in probability to the averaged motionū.
8. The averaging limit. In this last section we prove that the slow motion u converges to the averaged motionū, as → 0. The proof of this averaging result is in many respects similar to the proof of [10, Theorem 61].
Theorem 8.1. Assume that Hypotheses 2.1 to 6.1 hold and fix x ∈ C θ (D) for some θ > 0 and y ∈ E. Then, if α is large enough and/or L g2 is small enough, for any T > 0 and η > 0, we have
whereū is the solution of the averaged equation (7.10).
For any h ∈ D(A 1 ), the slow motion u satisfies the identity
Therefore, as in [9] and [10] , due to the tightness of the family 
Concerning the corresponding composition operator, we have
for every t ∈ R and y ∈ E. Notice that the mappings b 1,n and b 2,n satisfy all conditions in Hypotheses 2.6 and 2.8, respectively. For any fixed t ∈ R, ξ ∈D, and σ 2 ∈ R, the mappings b 1,n (ξ, ·, σ 2 ), and b 2,n (t, ξ, ·, σ 2 ) are Lipschitz continuous and, in view of (2.30),
Moreover, for any n ∈ N, we define
The corresponding composition/multiplication operator is denoted by G 1,n . Now, for any n ∈ N, we introduce the system        du(t) = [A 1 u(t) + B 1,n (u(t), v(t))] dt + G 1,n (u(t)) dw Q1 (t), dv(t) = 1 [(A 2 (t/ ) − α)v(t) + B 2,n (t/ , u(t), v(t))] dt + 1 √ G 2 (t/ , v(t)) dw Q2 (t) (8.5) with initial conditions u(s) = x and v(s) = y. We denote by z ,n = (u ,n , v ,n ) its solution.
Next, for any n ∈ N, we introduce the problem (8.6) dv(t) = [(A 2 (t) − α)v(t) + B 2,n (t, x, v(t))] dt + G 2 (t, v(t)) dw Q2 (t), v(s) = y, whose solution will be denoted by v This implies that, for each n ∈ N and x ∈ E, there exists an evolution of measures family {µ x,n t } t∈ R for equation (8.6) , and µ x,n t is given by for every compact set K ⊂ E. Notice that |x| E ≤ n =⇒B n (x) =B(x).
Lemma 8.3. The mappingB n : E → E is Lipschitz continuous. Proof. Due to (2.21), for every t ∈ R and x 1 , x 2 ∈ E, we have As in [9] and [10] , we prove the validity of Lemma 8.2 by using Khasminskii's approach based on time discretization, as introduced in [25] .
To this purpose, for any > 0, we divide the interval [0, T ] in subintervals of size δ > 0 for some constant δ > 0 to be determined, and we introduce the auxiliary fast motionv Notice that, due to the way in whichv ,n has been defined, we have that an estimate analogous to (4.3) holds, that is, for any p ≥ 1, (8.14)
As in [25] and [9] , we want to prove the following approximation result. Hence, if we take κ < 2 γ(θ)/c, we have (8.15).
Finally, we can prove (8.2). As in [10] , we can show that, for any n ∈ N, E sup Therefore, due to the arbitrariness of n ∈ N, (8.2) follows once we prove that, for any fixed n ∈ N, 
