Abstract. Transferring knowledge from auxiliary datasets has been proved useful in machine learning tasks. Its adoption in clustering however is still limited. Despite of its superior performance, spectral clustering has not yet been incorporated with knowledge transfer or transfer learning. In this paper, we make such an attempt and propose a new algorithm called transfer spectral clustering (TSC). It involves not only the data manifold information of the clustering task but also the feature manifold information shared between related clustering tasks. Furthermore, it makes use of co-clustering to achieve and control the knowledge transfer among tasks. As demonstrated by the experimental results, TSC can greatly improve the clustering performance by effectively using auxiliary unlabeled data when compared with other state-of-the-art clustering algorithms.
Introduction
Clustering aims at finding groups of objects so that the objects in the same group are relatively similar while the objects in different group are relatively dissimilar. In the past decades, many clustering algorithms have been proposed, such as k-means clustering [1] , spectral clustering [2, 3] , Bregman divergence based clustering [4] , etc. Focused on improving the clustering performance, prior knowledge in the form of must-link or cannot-link constraints [5] and auxiliary labeled data [6] have been introduced in clustering. Recently, auxiliary unlabeled data were also used to improve the performance of clustering by the so-called self-taught clustering (STC) [7] . To the best of our knowledge, STC is the first method that transfers knowledge from unlabeled data to facilitate more effective clustering. Its merit has been demonstrated in image clustering tasks.
Spectral clustering algorithms [2, 3] are well-known methods that use manifold information contained in the sample distribution to carry out the clustering task and very often outperform the traditional clustering algorithms such as the k-means algorithm. However, it seems that how to transfer knowledge from auxiliary unlabeled dataset to facilitate more effective spectral clustering has not yet been explored. In this paper, a transfer spectral clustering (TSC) algorithm is proposed and it works on the assumption that the related tasks share the same low dimensional feature embedding. This assumption could be measured by the objective of bipartite graph co-clustering. The proposed algorithm involves not only the data manifold information of the individual task but also the feature manifold information shared between tasks. The experimental results show that TSC can greatly improve the clustering performance by effectively using auxiliary unlabeled data.
This work is presented as follows. In section 2, the related works are firstly highlighted. The formulation of our method is given in section 3 which also describes the corresponding optimization method. In section 4, the experimental results are reported. In section 5, we give the conclusions and discuss the future works.
Related Works
Our method is related to co-clustering, transfer learning and multitask clustering with the corresponding related works highlighted below.
Co-clustering
Co-clustering aims at performing clustering on both the samples and the attributes so that clustering of attributes can help improve the clustering quality of samples. Many co-clustering algorithms have been proposed, e.g. information theoretic co-clustering (ITCC) [8] and bipartite graph co-clustering [9] . ITCC is a co-clustering algorithm based on information theory, which attempts to find the co-clusters such that the mutual information between the clustered random variables is maximized subject to constraints on the number of row and column clusters. As a totally different method, co-clustering on bipartite graph [9] expresses samples and attributes by a bipartite graph and seeks minimum cuts on this graph such that samples and attributes are both well grouped. A bipartite graph based co-clustering will be exploited by our new method to be presented in the next section.
Transfer Learning
Transfer learning [10] [11] [12] attempts to improve the learning performance on a target dataset by utilizing auxiliary datasets. It has been proved to be beneficial in practice [13, 14] . Many works have been done on inductive transfer learning [15] and transductive transfer learning [16] [17] [18] .
For clustering problems, Dai et al. [7] proposed self-taught clustering (STC) to cluster a small collection of target data with the help of a large amount of unlabeled auxiliary data. STC extends the information theoretic co-clustering algorithm (ITCC) [8] with the assumption that target dataset and auxiliary dataset share the same feature clustering. STC minimizes the same loss with ITCC for the two datasets simultaneously. In this paper, we propose a method based on a similar assumption. However, unlike STC which built on information theory, our method is built on graphs.
Multitask Clustering
Multitask learning [19] [20] [21] performs multiple learning tasks concurrently to improve the individual performance. But almost all existing works have been focused on supervised settings. Recently, multitask Bregman clustering (MBC) [22] was proposed to extend Bregman divergence based clustering [4] to multitask settings. MBC aims at minimizing a local loss function for each single task and carries out a task regularization involving all tasks. The task regularization of MBC is indeed the sum of divergence between two learned density models for any pair of different tasks.
Transfer Spectral Clustering

Problem Formulation
Let us first describe the clustering tasks for our transfer spectral clustering (TSC) algorithm. Given two data matrix
n2 ] containing n 1 and n 2 samples with n f features, where x
, TSC aims at performing clustering on both datasets simultaneously and achieving better performance than clustering them separately. Assume that the number of clusters on both datasets is the same, and is denoted as k. To achieve better performance, we try to find low dimensional embeddings for these two datasets so that they not only are smooth on the data manifold, like that in spectral clustering [2] , but also maximize the task relationship measured by co-clustering objective. With the low dimensional embeddings obtained, the traditional clustering algorithms could be applied to get the partitions for both datasets.
Let G (1) and G (2) denote the k-nn graphs constructed for each task separately. The corresponding affinity matrices W (1) and W (2) are defined as
where respectively. The first part of our goal is to obtain embeddings that are smooth over the corresponding graph. Let F (1) ∈ R n1×k and F (2) ∈ R n2×k denote the embeddings, where each row is an embedding for the corresponding sample. The smoothness of
where
is the ith row of F (1) and
It can be easily shown that equation (3) can be simplified as
If the constraint F (1) T F (1) = I is added, the smoothness can then be measured by
Larger value means the embeddings being smoother on the graph. Similarly, for F (2) , the smoothness on G (2) can be measured by
and
In addition to pursuing smoothness on the corresponding graphs, TSC also aims at linking the two embeddings together such that one embedding obtained in one data set facilitates the finding of the embedding in another dataset. This goal can be achieved by graph co-clustering as follows.
Recall that the purpose of graph based co-clustering [9] is to find minimum cuts on a bipartite graph whose nodes include samples and features. Given the data matrix A ∈ R d×n , where d is the number of features and n is the number of samples. The affinity matrix for bipartite graph is defined as
and the corresponding graph Laplacian is defined as
The objective function of coclustering [9] could be expressed as
with vector x containing the embeddings for features, and vector y containing the embeddings for samples. It can be easily shown that such problem is equivalent to
Motivated by graph co-clustering, the second part of our objective function can be defined as
where the rows of matrix F (3) are the embeddings for features. Larger value of the above equation means better co-clustering on both datasets which share the same feature clustering. In our TSC algorithm with this measurement, we only consider normalized data matrices which are defined as
Therefore, by combining these two goals, i.e., to obtain smooth embeddings on the data manifold and to maximize the co-cluster objective, our objective function can be expressed as max
where λ > 0 is the trade off between the smoothness on graphs and the coclustering objective. If λ is set as 0, our method becomes the classical spectral clustering.
Another View of the Formulation
In this section, we provide another view of our formulation. Let us define a graph G whose schematic diagram is shown in Figure 1 . And the corresponding affinity matrix is defined asW
We can see that the left part and right part ofG are actually G (1) and G (2) respectively, and they are linked by features. If we definẽ
it can be shown that tr(F TWF ) is actually the objective function of problem (11) . Hence, our formulation is to find the representation for features and samples based on this graph. Our definition is different from the graphs defined in EigenTransfer [11] .G does not include label information and considers direct relations between samples within tasks. Moreover, one might control the quantity of knowledge transferred by the parameter λ introduced. As a result, it is more suitable for clustering tasks. 
Algorithm
Now, we present the algorithm to find solutions for our formulation. Problem (11) is not a convex optimization problem and hence, only a local solution can be obtained. Let us first initialize F (1) and F (2) with the top k eigenvectors of W (1) N and W (2) N respectively, and F (3) with the top k left singular vectors of the matrix normalized from
in accordance with (9) and (10). Then, they are updated such that the value of the objective function increases until convergence is achieved.
Because of the orthonormality constraints, F 1 , F 2 and F 3 actually are on the Stiefel manifold [23] . The problem (11) could be solved by repeatedly updating F 1 , F 2 and F 3 on the manifold alternatively. During iterations, if F 1 , F 2 and F 3 are not on the manifold, they are updated with their projections on the manifold.
For a rank p matrix Z ∈ R n×p , the projection of Z on Stiefel manifold is defined as
If the singular value decomposition (SVD) of Z is Z = U ΣV T , the projection could be computed as π(Z) = U I n,p V T [23] . Hence, we can update F 1 , F 2 and F 3 by moving them in the direction of increasing the value of the objective function. For convenience of descriptions, we denote the objective function as
Hence, the partial derivatives of g with respect to F (1) , F (2) and F (3) can be computed as ∂g ∂F (1) 
∂g ∂F (2) 
The steps of our TSC algorithm are summarized in Table 1 .
Time Complexity
The computational cost of the proposed clustering algorithm can be analyzed as follows. As exact SVD of a m×n matrix has time complexity O(min{mn 2 , m 2 n}),
Algorithm 1 Transfer Spectral Clustering
N , k, λ and step length t Initialize F (1) , F (2) and F (3) . (3) ). until Converge Form matrix Z (1) and Z (2) by normalizing each rows of F (1) and F (2) to have unit length. Treat each row of Z (1) and Z (2) as samples and run k-means to get partitions P (1) and P (2) . Output: P (1) and P (2) .
the initialization step, which actually involves eigenvalue decomposition and SVD, has time complexity O(n
During iterations, TSC computes the new embeddings and projections. The computations of all three new embeddings involve matrix products and additions and the time complexity is O(n
To find projections, computing SVD of matrices F 1 , F 2 and F 3 are needed. As such, the time complexity for computing new embeddings and projections is O(n
k). Thus, the time complexity of the iteration part is O(iter(n
where iter is the number of iterations. Since k is usually small compared with the number of features and samples, our method is computationally efficient.
Experimental Results
In this section, an evaluation of the TSC algorithm on text clustering tasks and a comparison with spectral clustering (SC) [2] , self-taught clustering (STC) [7] and multitask Bregman clustering (MBC) [22] are reported.
Datasets
We test our algorithms on clustering tasks generated from the 20 Newsgroups (20NG) dataset 1 and Reuters-21578 data set 2 . The 20NG dataset used in our experiments is the bydate version. This version is sorted by date into training(60%) and test(40%) sets. After preprocessing, the 20NG dataset contains 18774 documents and 61188 terms and our datasets have been extracted from it as follows. Each dataset contains two separate parts, with each part corresponding to a clustering task. The categories selected for these datasets are listed in Table 1 .
The second column of Table 1 is for task 1 while the third column is for task 2. We can see that the subcategories of tasks 1 and 2 of the first 2 data sets are different, but belong to a more general category. We select 500 samples for each class. For datasets 20NG3-10, the subcategories of the two tasks are the same and we use the whole test set in task 2 and select the same number of samples from the training set in task 1. Hence, samples of these two tasks follow different distribution. For the 20NG11-16 datasets, the samples in the two tasks share the same top categories, but they are selected from different subcategories. Therefore, the distributions of samples in these two tasks are different. For each class, we also select 500 samples. Reuters1-3 were generated in a similar way as 20NG11-16, but with all the samples used in our experiments. All datasets are represented in tf-idf format and normalized such that each sample has unit length. 
Clustering Performance Measures
In order to measure the clustering performance, the normalized mutual information (NMI), cluster purity (purity) and rand index (RI) [24] were adopted. For Ω = {ω 1 , · · · , ω K } denoting a set of clusters and C = {c 1 , · · · , c K } referring to a set of classes, where ω i is interpreted as the samples in cluster i, and c j as the set of samples in class j, these three measures are defined as
where n j , n l are the numbers of samples in class j and in cluster l, respectively, n jl is the number of samples occurring in both class j and cluster l, and T N +T P is the number of correct decisions for a pair of objects, F P +F N is the number of wrong decisions. RI computes the percentage of correct pair-wise relationships. For all these three measures, larger value means better cluster performance. For all the methods in our evaluation, we compute the average performance of the two tasks.
Empirical Analysis
In all the experiments, we construct k-nn graphs with k = 27. We apply spectral clustering on data from individual task (SC ind ) and on data combined from all tasks (SC com ). For SC com , we find the embeddings for all tasks and perform kmeans within tasks. For self-taught clustering (STC), we set λ as 1, because the two tasks are equally important in all our experiments. The number of feature clusters is set as 32 as in [7] . The maximum number of iterations for STC is set as 20. MBC and STC are initialized with spectral clustering which usually achieves better performance than k-means. The Bregman divergence used in MBC is the Euclidean distance and the only parameter for MBC is set as 0.5 as in [22] . For our method, we set λ = 3, and the step length as 1. In each experiment, we run the k-means algorithm 100 times with random starting points and the most frequent cluster assignment is used. Spectral clustering is not designed for more than one clustering tasks. Hence, we perform spectral clustering on each task separately and report the average performance. In Table 2 and Table 3 , the clustering performance of the five methods on these datasets is reported. We can see that our method achieves the best performance in most datasets. It can be explained by the fact that the feature embeddings computed by our method have taken into considerations of the embeddings of samples in the two clustering tasks and such a sharing could improve the clustering performance in quite a significant manner. Table 2 . Clustering performances (row 1: purity, row 2: NMI, row 3: RI) of different algorithms on the first ten datasets in Table 1 Datasets SC ind SCcom STC MBC TSC Table 3 . Clustering performances (row 1: purity, row 2: NMI, row 3: RI) of different algorithms on the last nine datasets in Table 1 Datasets SC ind SCcom STC MBC TSC In the proposed TSC algorithm, the parameter λ controls the quantity of information to be transferred and a sensitivity analysis of this parameter has been carried out. Figure 2 presents the clustering performance with respect to different λ on datasets 20NG3, 20NG7, 20NG16, and Reuters1. We can see that the high performance of our algorithm is stable in a range of λ. The performance first goes up when λ is small, and drops when λ is too big. Thus, a proper amount of knowledge should be transfered and we set λ = 3 in all our experiments. The convergence property of TSC was also studied. As the objective function of TSC is a continuous function of F (1) , F (2) and F (3) , its value will increase monotonically as long as the step size t is small enough. Hence, TSC will converge in a fixed number of iterations. Moreover, the required number of iterations to converge depends on the threshold required for checking convenience. Usually, the smaller the threshold, the more iterations are needed. In our experiments, we use 0.00001, and the number of iterations to converge is less than a hundred. Figure 3 shows the learning curve of TSC in dataset Reuters1. We can see that TSC converges very well in this dataset. 
Conclusions and Future Work
In this paper, an approach to transfer knowledge from other datasets to facilitate more effective spectral clustering is presented. Our assumption is that embeddings of features could link different clustering tasks (from different datasets) and hence improve the clustering performance with respect to each other. Based on this assumption, a co-clustering objective is proposed to design a new spectral clustering algorithm called transfer spectral clustering (TSC). The experimental results show that with the help of co-clustering, TSC has outperformed several state-of-the-art clustering algorithms.
The proposed TSC algorithm assumes that the two datasets have the same number of clusters, which limits its applications in practice. In the future, we plan to extend our method to allow clustering datasets into different groups. We will also explore other more efficient optimization method for TSC. In addition, we will try to find a way to tune the parameter λ so that the quantity of knowledge transferred can be made automatic.
