Quantifying the contraction of classical and quantum states under noisy channels is an important topic in the information theory. Among various techniques, the strong data processing inequality, as a refinement of the well-known data processing inequality, has lately received much attention for classical noisy channels. In this work, we apply the strong data processing inequality to study quantum noisy channels and under certain assumptions, we prove the tensorization of the strong data processing inequality for a family of quantum chi-square divergences. In addition, we discuss the connection between the quantum strong data processing inequality constant and the quantum maximal correlation.
I. INTRODUCTION
The study on contraction of quantum states under quantum channels has recently received much attention, due to the rapid development of quantum information theory. Various techniques have been adapted from the classical channel to the quantum channel; for instance, (1) quantum (reverse) hypercontractivity and related quantum functional inequalities [1] [2] [3] [4] [5] ; (2) quantum contraction coefficients for various divergence measures [6] [7] [8] [9] [10] . For classical noisy channels, to quantify contraction of classical probability distributions, there is another tool called strong data processing inequality (SDPI), which has attracted lots of attention recently [11] [12] [13] [14] [15] ; many applications of SDPIs can be found in e.g. [15, Sec. 2.3] and [13, Sec. V] . It is thus interesting to generalize the theory of SDPI from classical noisy channels to the quantum case. Essentially, strong data processing inequalities characterize the largest contraction ratio of any quantum state ρ going through a fixed quantum channel E, with respect to a particular reference quantum state σ, quantified by some divergence measure, e.g., chi-square divergence, (quasi) relative entropy and trace distance; it is basically a reference-dependent refinement of contraction coefficient approach.
Throughout this work, we consider quantum χ 
and denote the space of density matrices on a n-dimensional Hilbert space as D n . As a remark, it is easy to check that κ 1/2 (x) := x −1/2 is in the family K; throughout this paper, we use the notation κ 1/2 for this special case. 
when supp(ρ) ⊂ supp(σ); otherwise, set χ 2 κ (ρ||σ) = ∞. The inner product ·, · HS is the HilbertSchmidt inner product for matrices; the operator Ω κ σ above is defined by
where two operators L σ (A) := σA and R σ (A) := Aσ for any n-dimensional matrix A are left and right multiplication of σ respectively; the second equality comes from the assumption that xκ(x) = κ(x −1 ).
Properties of the operator Ω κ σ will be further discussed in Sec. II B; essentially, the operator Ω κ σ is a non-commutative way to multiply σ −1 . One important property for quantum χ 2 κ divergence is that the data processing inequality holds (see [8, Thm. II.14] or [9, Thm. 4] ): for any quantum channel E and for all quantum states ρ, σ ∈ D n , we have
It means the divergence between quantum states ρ and σ, quantified by the quantum χ 2 κ divergence, never increases under the action of any quantum channel E. To quantitatively and more precisely characterize the extent that quantum states contract under the channel E, the strong data processing inequality (SDPI) is then introduced (see e.g. [13, Def. III.1] for classical noisy channels).
Definition 2 (Strong data processing inequality). Consider any (E, σ)-pair where E is any quantum channel and σ ∈ D
+ n is any full-rank quantum state (D + n is the space of strictly positive density matrices on a n-dimensional Hilbert space). If there is a constant η χ 2 κ (E, σ) ∈ [0, 1) such that
then the quantum channel E is said to satisfy the strong data processing inequality (SDPI) for the quantum χ 2 κ divergence and this constant η χ 2 κ (E, σ) is called SDPI constant. Evidently,
The contraction coefficient is then defined by
The contraction coefficients for various divergence measures have been studied in the literature, see e.g. [6] [7] [8] [9] [10] for the quantum case, and see e.g. [16] for the classical case. The bijection maps that preserve the quantum χ 2 κα divergence (see Example 4 about the family κ α ) have been characterized in [17] , which complements the study of the contraction of quantum states.
It is common in quantum information theory to consider high-dimensional quantum channels, formed by tensor product of low-dimensional quantum channels. Except for very special cases, in general, obtaining the contraction ratio (either SDPI constant or contraction coefficient) for high-dimensional quantum channels can be rather challenging numerically. One might hope that a tensorization property holds for the contraction ratio, so that one could reduce the problem of calculating the contraction ratio for a global high-dimensional quantum channel, to calculating the contraction ratio of low-dimensional quantum channels. In general, we should not expect the tensorization of contraction coefficients (see Appendix A for a simple counter-example), while tensorization might hold for SDPI constants, which is one of the main reasons of studying SDPIs for quantum channels and the motivation of our current work.
The tensorization property in the classical regime has been well studied and widely used; see e.g., [11, 13, 18] . Moreover, in the context of SDPI constant, it was proved in [13, Thm. III.9 ] that the SDPI constant tensorizes for any Φ-divergence, denoted by
provided that the Φ-entropy is sub-additive and homogeneous. The Φ-divergence includes the relative entropy (with Φ(x) = x log(x)) and the classical χ 2 divergence (with Φ(x) = (x − 1) 2 ) as special instances. More specifically, if µ j are strictly positive probability distributions and K j are stochastic matrices for 1 ≤ j ≤ N , then
where the SDPI constant is similarly defined as η Φ (K, µ) := sup ν =µ
for any stochastic matrix K and strictly positive probability distribution µ (cf. (6)). One natural question is whether this result can be extended to the quantum region.
Establishing tensorization in the quantum regime seems to be more challenging and our understanding is much limited. Recently, the tensorization technique has been developed for the quantum hypercontractivity of qubit system [2] , reversed hypercontractivity [3, 5] , 2-log-Sobolev constant [1, 5] , as well as the quantum maximal correlation [19] . For the tensorization of the quantum (reversed) hypercontractivity and log-Sobolev constants, all existing works, as far as we know, focus exclusively on reversible (or even more special) quantum Markov semigroups (i.e., Lindblad equations); in this paper, we work on general quantum channels.
Our main result in this work is that the SDPI constant for χ 2 κ tensorizes, as the following theorem.
Theorem 3.
Consider N finite-dimensional quantum systems whose Hilbert spaces are H j with dimension n j (1 ≤ j ≤ N ). Given any density matrix σ j ∈ D + nj and any quantum channel E j acting on H j , such that for all 1 ≤ j ≤ N , E j (σ j ) ∈ D + nj . If either of the followings holds
(ii) κ ≥ κ 1/2 and E j are quantum-classical (QC) channels; then we have the tensorization of the SDPI constant for the quantum χ 2 κ divergence, i.e.,
There is a whole family of κ α parameterized by α ∈ [0, 1], satisfying the condition κ α ≥ κ 1/2 ; see Example 4 for details; in Sec. II A, we also present other examples of κ(x) such that κ ≥ κ 1/2 . The notion of QC channel will be recalled in Sec. II E.
Remark. These assumptions only provide sufficient conditions for the tensorization of SDPIs to hold, and it is an interesting open question to further investigate weaker conditions. In addition, it is also an interesting open question whether the tensorization of SDPIs holds for (quasi) relative entropies and the geodesic distances induced by Ω κ σ [8, 10] . We shall leave these questions to future research.
Contribution. We summarize here the new results obtained in this work:
(i) Our main result is Theorem 3, which establishes the tensorization of SDPI constants, under certain assumptions: for quantum χ
divergence, the tensorization of SDPI holds for any general quantum channel; for quantum χ 2 κ divergence with κ ≥ κ 1/2 , the tensorization holds for any quantum-classical channel.
(ii) Along the analysis of SDPI, we also establish a connection between the SDPI constant associated with κ 1/2 and a variant of quantum maximal correlations; see Theorem 19 for details.
(iii) To use the tensorization property, we also need to understand the SDPI constants for local channels. Motivated by this, we study the SDPI constants for special channels on qubit systems in Sec. V. We notice that there is a particular QC channel E associated with fixed σ ∈ D + 2 such that the largest value of η χ 2
(E, σ) ≈ 0 for κ = κ max ∈ K (however, σ is close to a singular matrix); see Sec. V A for details. This extreme case shows the high dependence of SDPI constants on the choice of κ, which magnifies the difference between quantum SDPI constant and its classical analog. This paper is organized as the following. In Sec. II, we provide some preliminary results, in particular, we recall the eigenvalue formalism of SDPI constant. In Sec. III, we prove Theorem 3 and in Sec. IV, we study the connection between SDPI constant and quantum maximal correlation. In Sec. V, we consider SDPI constants for special channels on the qubit system and study on the dependence of η χ 2 κ (E, σ) on σ and κ. Sec. VI concludes the paper with some additional remarks.
II. PRELIMINARIES
This section contains preliminary results that we will use to prove the tensorization of the strong data processing inequality, Theorem 3. In particular, we will present two variational formulations of SDPI constants, and discuss relation between various SDPI constants.
Notations. We shall consider finite dimensional system only, i.e., the Hilbert space
n , H n be the space of linear operators, density matrices, strictly positive density matrices and Hermitian matrices on H, respectively. Let M 0 n and H 0 n be the space of traceless elements of M n and H n , respectively. Denote the n-by-n identity matrix by I n (acting on H); let I n be the identity operator acting on M n . If the Hilbert space H = H 1 ⊗ H 2 ⊗ · · · ⊗ H N , and H j has the dimension n j (for 1 ≤ j ≤ N ), then the space of linear operators on H is denoted by M n1×n2×···×nN ; the same convention applies similarly to other spaces, e.g., H n1×n2×···×nN . As a reminder, following the above notation convention, H For convenience, for any A, B ∈ M n , we denote
i.e., (A#B)(X) = AXB. We define a weight operator Γ σ as
Note that the operator Γ σ is completely positive, with the Kraus operator σ 1/2 and Ω κ 1/2 σ = (Γ σ ) −1 . Furthermore, for any κ ∈ K, define a generalization of the operator Γ σ as the following:
We also observe that ℧
A. Examples of κ(x)
In this subsection, we provide three examples of κ such that κ ≥ κ 
(i) The case α = 1/2 is very special: (ii) We can immediately verify that κ α = κ 1−α and for any fixed x ∈ (0, ∞), κ α (x) is monotonically decreasing with respect to α
More results about this family of the quantum χ 2 κα divergence (also called mean α-divergence) could be found in [9] . 
When ≥ κ 1/2 seems to be slightly technical; however, at least, for a few special choices of β, e.g., when β = 1. 
For any Hermitian matrix A ∈ M n ,
Thus, Ω κ σ is a strictly positive operator with respect to the Hilbert-Schmidt inner product, and the inner product ·, · Ω κ σ is well-defined.
(ii) Ω κ σ is Hermitian-preserving.
In particular, for any density matrix
Then let us consider the properties of Ω κ σ for a composite system.
. Then for any A ∈ M n1 and B ∈ M n2 , we have
(ii) κ 1/2 is the only one in K such that for all
Proof. Let us decompose (15),
Then by direct calculation,
The other case can be similarly proved.
(ii) When κ = κ 1/2 , by the fact that Ω
, we can immediately see the tensorization (19) . As for the other direction, from the assumption that (19) holds and after some straightforward simplification, one could obtain that κ
, for all indices j 1 , j 2 , m 1 , m 2 . Since σ 1 and σ 2 are arbitrary density matrices, we have κ(xy) = κ(x)κ(y) for all x, y > 0; in particular,
Similarly, we list without proof the following properties of ℧ 
thus ℧ κ σ is strictly positive with respect to the Hilbert-Schmidt inner product; (ii) the operator ℧ κ σ is Hermitian-preserving; (iii) ℧ κ σ (I n ) = σ.
C. Eigenvalue formalism of SDPI constants
The eigenvalue formalism of the quantum contraction coefficient can be found in e.g. [6, 8, 10] ; the classical analogous result can be found in, e.g., [13, 21] . In this subsection, we concisely present this formalism, for the sake of completeness.
Let us consider the ratio in the SDPI constant.
where we introduce
Here are some properties of the operator Υ κ E,σ .
Lemma 10. (i) The operator Υ κ E,σ is positive semidefinite with respect to the inner product
Therefore, the eigenvalue of Υ κ E,σ is bounded above by 1.
Proof. Part (i) is obvious from (22) and Lemma 7 (i). Part (ii) can be verified directly by Lemma 7 (iii). As for part (iii), since the quantum channel E is completely positive, it is thus also Hermitianpreserving; so is E † . By Lemma 7 (ii), Ω κ σ is Hermitian-preserving, thus so is (Ω κ σ ) −1 . Finally, since the composition of two Hermitian-preserving operators is also Hermitian-preserving, we conclude that Υ κ E,σ is Hermitian-preserving. Part (iv) is essentially the data processing inequality; see e.g. 
As one might observe, the last equation is closely connected to the eigenvalue formalism of the operator Υ κ E,σ , which is stated in the following lemma.
Lemma 11. For σ ∈ D + n and κ ∈ K and for any quantum channel E, let λ 2 (Υ κ E,σ ) be the second largest eigenvalue of Υ κ E,σ (defined in (22) ) with respect to the inner product ·, · Ω κ σ . Then
Proof. Since Υ κ E,σ is positive semidefinite with respect to the inner product ·, · Ω κ σ from Lemma 10 (i), it admits a spectral decomposition with Υ κ E,σ (V j ) = θ j V j , θ j ≥ 0, where j = 1, 2, · · · , n 2 and
j=1 is an orthonormal basis in the Hilbert space M n , ·, · Ω κ σ . Note that σ is always an eigenvector of Υ κ E,σ from Lemma 10 (ii); without loss of generality, let V 1 = σ and θ 1 = 1. By the orthogonality of {V j } j , we know 0 = σ, V j Ω κ σ = Tr(V j ) for j ≥ 2. By Lemma 10 (iv), θ j ≤ 1 for all 1 ≤ j ≤ n 2 ; thus without loss of generality, assume θ j are listed in descending order and hence
D. Another variational formalism of SDPI constants
Recall the definition of the operator ℧ κ σ from (12) . In Lemma 12 below, we provide another variational characterization of the SDPI constant; essentially, it follows from the connection between the eigenvalue formalism (as discussed in the last subsection) and the corresponding singular value formalism. Its classical version is well-known and can be found in e.g. the proof of [13, Thm. 3.2] . This idea for quantum χ 2 κ divergences has appeared implicitly in [9, Thm. 9]; however, we don't assume σ to be stationary state of the quantum channel herein, compared with [9] .
where the operator K is defined by
and the maximum is taken over all F, G ∈ M n such that
Proof of Lemma 12. First, we rewrite Lemma 11 in the language of the relative density (whose classical analog is Radon-Nikodym derivative); specifically, to get the third equality below, A is replaced by Γ σ (A). By Lemma 11,
As for the operator K , it can be straightforwardly checked that
• K is completely positive and unital (K (I n ) = I n ).
•
is completely positive, trace-preserving, and K † (E(σ)) = σ.
• Consider the following two Hilbert spaces H 1 and H 2 ,
= 0 , equipped with the inner product ·, · ℧ κ
E(σ)
.
Then we can readily verify that K is an operator from H 1 to H 2 , i.e., if I n , A ℧ κ σ = 0, then
= 0. The dual operator of K , denoted by K , maps from H 2 to H 1 and it is explicitly given by
Let us denote the SVD decomposition of K by
where a j ≥ 0, {φ j } j and {ϕ j } j are orthonormal basis of H 1 and H 2 respectively. Then, easily we know
is the largest singular value of K , and the result in Lemma 12 follows immediately.
E. Comparison of SDPI constants
First, we provide a uniform lower bound of η χ 2 κ (E, σ) for any κ ∈ K in terms of η χ 2 κ 1/2 (E, σ) in Lemma 13, which is a new result to the best of our knowledge. One of our corollary in (30) can also be derived by [10, Thm. 4.4] and [10, Thm. 5.3] . However, our approach to show (30) is different from [10] : their result comes from comparing the contraction coefficient η χ 2 κ (E) with η Tr (E) (the contraction coefficient for trace norm); we use the SDPI constant of the Petz recovery map as the bridge. Second, we consider quantum-classical (QC) channels and provide the ordering of SDPI constants for different κ in Lemma 15; similar results has appeared in [10, Prop. 5.5] for contraction coefficients.
Lemma 13. For any quantum channel E and quantum state σ ∈ D + n such that E(σ) ∈ D + n , we have
where R E,σ is the Petz recovery map, defined by
mapping E(σ) to σ.
The followings are immediate consequences from the proposition above.
Corollary 14.
Under the same assumption as in Lemma 13, (i) The SDPI constant associated with κ 1/2 for the pair (E, σ) equals the SDPI constant for the recovery map pair (R E,σ , E(σ)), that is to say,
(R E,σ , E(σ)).
(ii) Further assume for any σ ∈ D + n , we have E(σ) ∈ D + n . Then, for the contraction coefficient of the quantum channel E, we have
Proof. The first part comes from letting κ = κ 1/2 in (28) and the fact that the Petz recovery map of R E,σ is exactly the channel E; the second part comes from taking the supremum over all
Proof of Lemma 13. It is straightforward to verify that R E,σ , defined in (29), is a bona-fide quantum channel, mapping the quantum state E(σ) back to σ. We can easily verify by definition (22) and (29) that
Recall from Lemma 11 that there exists a λ 2 ≡ λ 2 (Υ
(E, σ) and a traceless Hermitian
The inequality in the last step follows from Lemma 11. Hence, we have proved the first inequality in (28); the second inequality follows immediately from the data processing inequality of the quantum χ 2 κ divergence.
Next, we consider any quantum-classical (QC) channel E, which refers to a physical process in which one first performs a measurement according to a POVM {F j } n j=1 (F j ∈ M n are positive semidefinite and n j=1 F j = I n ); then based on the measurement outcome, one prepares a pure state, selected from a set {ψ j } n j=1 which also forms an orthonormal basis of H. More specifically,
Define a ratio
Consequently, we have
Proof. By (32) and (16), we can readily calculate that
which is independent of κ. By (16), it is straightforward to observe that when κ ≥ κ 1/2 , one has A, Ω (23)).
III. PROOF OF THEOREM 3
Setting up: First notice that it is sufficient to prove Theorem 3 for N = 2. The general case can be straightforwardly proved by mathematical induction on N . Next, for the case N = 2, one direction is trivial: suppose ρ 1 achieves the maximum in η χ 2 κ (E 1 , σ 1 ); let ρ 1,2 = ρ 1 ⊗ σ 2 and by direct calculation,
Similarly, by choosing ρ 1,2 = σ 1 ⊗ ρ 2 where ρ 2 achieves the maximum in η χ 2
In the below, we shall prove the other direction, i.e.,
Notations:
• Since we fix the states σ m and E m for m = 1, 2 throughout this section, let us denote Υ 
• For convenience, let σ = σ 1 ⊗ σ 2 and
, θ 
Thus we complete the proof of (37) for the case κ 1/2 . 
where
j2 ;
To prove (37), by (23) , it is equivalent to prove that for all A ∈ H 0 n1×n2 and A = 0, we have
The next lemma shows that it is sufficient to consider A as A. .
. The proof of this lemma is postponed to the end of this section and let us continue to complete the proof of Theorem 3. It is straightforward to verify that when E 1 and E 2 are QC channels, E = E 1 ⊗ E 2 is also a QC channel for the composite system. By Lemma 15, Proof of Lemma 16.
• For any Hermitian A in (38), we claim that
To prove this, we need to show that all cross product terms in the expansion of A,
If B = A 1 ⊗ σ 2 or B = A, by plugging the expression of A 1 or A into the last equation and after expanding all terms, it is straightforward to verify that B,
= 0 for both choices of B. We can apply similar arguments to B,
• Similarly, we have (or let E = I n1 ⊗ I n2 in (41))
• Let us simplify the term on the right hand side of (41). For instance,
Similarly,
Therefore, we have
By comparing (42) and (43), to prove (40), it is sufficient to show
Thus we complete the proof of Lemma 16.
IV. CONNECTION TO THE QUANTUM MAXIMAL CORRELATION
The SDPI constant for the classical χ 2 divergence is closely connected to the classical maximal correlation (see e.g., [13, Theorem III.2] ). In the proposition below, we provide a quantum analog of this relation when κ = κ 1/2 .
To begin with, we need to define the quantum maximal correlation. This concept was previously proposed and studied in [19] . Since there is a whole family of quantum χ Definition 17 (κ-quantum maximal correlation). Consider any fixed κ ∈ K and Hilbert spaces H 1 and H 2 with dimensions n 1 and n 2 respectively. For any bipartite quantum state ρ 1,2 on the composite system H 1 ⊗ H 2 , denote the reduced density matrices by ρ 1 and ρ 2 respectively (i.e., Tr 2 (ρ 1,2 ) = ρ 1 , Tr 1 (ρ 1,2 ) = ρ 2 ). Define the κ-quantum maximal correlation µ κ (ρ 1,2 ) by
where the maximum is take over all F ∈ M n1 , G ∈ M n2 such that
By Lemma 9, we easily verify that
κ(x) = 1 is a constant function, then we recover the quantum maximal correlation defined in [19] ; in this case, ℧ κ(x)=1 σ = L σ ; however, notice that this choice of κ is not included in the set K and the corresponding operator ℧ κ(x)=1 σ is not Hermitian-preserving.
Lemma 18 (Invariance of the κ-quantum maximal correlation under local isometries). Suppose U : H 1 → H 1 and V : H 2 → H 2 are two isometries (i.e., U † U = I dim(H1) and V † V = I dim(H2) ),
. For any bipartite quantum state ρ 1,2 on
Proof. By definition,
where we define F := U † F U and G := V † GV . Denote the reduced density matrices of ρ 1,2 as ρ 1 and ρ 2 respectively. Then the reduced density matrices of ρ 1,2 are given by ρ 1 := U ρ 1 U † and ρ 2 := V ρ 2 V † respectively. From (46), the condition in the maximization is given by
By (20) , it could be readily shown that
• U † #U and similarly for ℧ κ ρ2 (·). As a remark, in this case, ρ 1 and ρ 2 might not be strictly positive, then the decomposition in (20) only considers eigenstates with respect to non-zero eigenvalue (i.e., ℧ κ ρ1 is only defined on the support of ρ 1 . Then, with direct calculation, one could verify that the above four conditions are equivalent to
Therefore, we know µ κ ( ρ 1,2 ) ≤ µ κ (ρ 1,2 ). Since F is a linear operator on a higher-dimensional Hilbert space H 1 than F on H 1 , for any such F , there exists F such that U † F U = F (similarly for G); therefore the equality can be achieved and µ κ ( ρ 1,2 ) = µ κ (ρ 1,2 ).
Theorem 19. For a Hilbert space H with dimension n, suppose σ ∈ D + n and E is any quantum channel on H such that the quantum state E(σ) ∈ D + n . Thus, σ has an eigenvalue decomposition σ = n j=1 s j |s j s j | . For the choice κ = κ 1/2 ,
where the bipartite quantum state ρ 1,2 := (I n ⊗ E) (|ψ ψ|) and the wave function |ψ is any purification of σ on the system H ⊗ H.
Recall that a pure state |ψ on H ⊗ H is a purification of σ means Tr 1 (|ψ ψ|) = σ (see [22, Chap. 5] ). The canonical choice of the purification |ψ of σ is
Proof. In the first step, we prove it for the choice |ψ = |ψ c ; in the second step, we extend the result to the general purification.
Step (I). By Lemma 12, we have
Hence,
where F = F T and the superscript T means transpose with respect to the eigenstates of σ, i.e., s j | F |s m := s m | F |s j for all 1 ≤ j, m ≤ n. The last equality above can be verified directly by ρ 1,2 = (I n ⊗ E)(|ψ c ψ c |).
Notice that from Lemma 12, the maximum is taken over all F, G given in (27). Hence, to prove Theorem 19, it remains to verify that the conditions (27) for F and G are equivalent to conditions (46) for F and G. More specifically, we need to verify the following four relations.
. Note that
Thus the relation holds for this special choice of κ and this is the only place we employ this assumption.
Step (II): We then extend the result from the canonical purification |ψ c to any purification |ψ on the bipartite quantum system H ⊗ H. By [22, Theorem 5.1.1], there exists a unitary (thus also isometry) U : H → H such that |ψ = U ⊗ I n |ψ c . Hence, (
† . By Lemma 18, the conclusion follows immediately.
V. SDPI CONSTANTS FOR SPECIAL CHANNELS ON QUBIT SYSTEMS
In this section, we will illustrate the dependence of SDPI constants on the reference state σ and the weight function κ, for several special channels on a qubit system. The dependence on σ is one major difference between the quantum SDPI framework and the quantum contraction coefficient approach; the dependence on κ is one major difference between the quantum SDPI framework and its classical version.
Three Pauli matrices are denoted by σ X , σ Y , σ Z andσ := (σ X , σ Y , σ Z ). Without loss of generality, assume σ = with s ∈ [0, 1), because one can always choose the eigenbasis of σ as the computational basis; of course, the matrix representation of the quantum channel is changed, by choosing such a specific computational basis.
A. QC channel
Recall the expression of the QC channel from (32) and from (36), we have for any A ∈ H 0 2 that (F 1 σ) .
The second equality comes from the fact that F 2 = I 2 − F 1 and Tr(A) = 0. Let us decompose A = a x σ X + a y σ Y + a z σ Z and
notice that all coefficients for A and F 1 are real numbers. Next, we rewrite the above equation by
From ( (ii) (High dependence on κ).
If 
The inequality comes from the fact for any κ ∈ K, we have κ(x) ≥ κ min (x) ≡ 
Notice that both upper and lower bounds in the above can be achieved for some κ ∈ K. When s ≈ 1 and ξ ≈ 1, the largest value of η χ 2 κ (E, σ) is approximately 1, while the smallest value is approximately 0, which illustrates the high dependence of η χ 2 κ (E, σ) on the choice of κ, for this extreme case. In Figure 2 , we visualize the SDPI constant η χ 2 κ (E, σ) with respect to various choices of κ, for ξ = s = 0.95; the high dependence of η χ 2 κ (E, σ) on κ can be clearly observed.
B. Depolarizing channel
The depolarizing channel on a qubit has the following form E(ρ) = ǫρ + (1 − ǫ) Tr(ρ) I 2 2 , for ǫ ∈ [0, 1]. It refers to a physical process in which for a given input state ρ, one prepares ρ with probability ǫ and prepares the maximal mixed state For fixed s and ǫ, η χ 2 κ (E, σ) might be largely affected by κ as well.
VI. CONCLUSION AND OUTLOOK
In this paper, we provide a partial solution to the problem of the tensorization of the SDPIs for quantum channels in Theorem 3. In addition, we extend the connection between the SDPI constant for classical χ 2 and the maximal correlation to the quantum region in Theorem 19. For a particular QC channel E and a special quantum state σ, we observe an extreme scenario, in which the SDPI constant η χ 2 κ (E, σ) ranges approximately from 0 to 1 for different κ ∈ K. This implies that choosing different κ might largely affect the rate of contraction of quantum channels.
Our approach to prove the tensorization of SDPIs has a potential to be generalized when κ ≥ κ 1/2 . More specifically, the restriction to QC channels E in Theorem 3 comes from the challenge in proving a monotonicity property in (34). For κ ≥ κ 1/2 , provided that we can show (34), we can immediately prove the tensorization of the SDPIs. Our strategy, however, does not cover the scenario that κ ≤ κ 1/2 : (34) does not hold even for QC channels anymore; it remains to be an interesting open question to see whether the tensorization hold for a particular κ ≤ κ 1/2 .
