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Abstract
In this work, we study the normal approximation and almost sure central limit theorems for some
functionals of an independent sequence of Rademacher random variables. In particular, we provide
a new chain rule that improves the one derived by Nourdin, Peccati and Reinert(2010) and then we
deduce the bound on Wasserstein distance for normal approximation using the (discrete) Malliavin-
Stein approach. Besides, we are able to give the almost sure central limit theorem for a sequence
of random variables inside a fixed Rademacher chaos using the Ibragimov-Lifshits criterion.
Keywords: Rademacher functional, Normal approximation, Wasserstein distance, Almost sure
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1. Introduction
This work is devoted to the study of discrete Malliavin-Stein approach for two kinds of Rademacher
functionals:
(S) Yk, k ∈ N is a sequence of independent identically distributed (i.i.d) Rademacher random
variables, i.e. P(Y1 = −1) = P(Y1 = 1) = 1/2. F = f(Y1, Y2, · · ·), for some nice function f , is
called a (symmetric) Rademacher functional over (Yk).
(NS) Xk, k ∈ N is a sequence of independent non-symmetric, non-homogeneous Rademacher ran-
dom variables, that is, P(Xk = 1) = pk, P(Xk = −1) = qk for each k ∈ N. Here
1 − qk = pk ∈ (0, 1) for each k ∈ N. Of course this sequence reduces to the i.i.d. one
when pk = qk = 1/2 for each k. G = f(X1, X2, · · ·), for some nice function f , is called a
(non-symmetric) Rademacher functional over (Xk). Usually, we consider the corresponding
normalised sequence (Yk, k ∈ N) of Xk, that is, Yk := (Xk − pk + qk) · (2√pkqk)−1.
From now on, we write (S) for the symmetric setting, and (NS) for the non-symmetric, non-
homogeneous setting.
Now let us explain several terms in the title. Malliavin-Stein method stands for the combination
of two powerful tools in probability theory: Paul Malliavin’s differential calculus and Charles Stein’s
method of normal approximation. This intersection originates from the seminal paper [12] by Nour-
din and Peccati, who were able to associate a quantitative bound to the remarkable fourth moment
theorem established by Nualart and Peccati [15] among many other things. For a comprehensive
overview, one can refer to the website [11] and the recent monograph [13].
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This method has found its extension to discrete settings: for the Poisson setting, see e.g. [16, 20];
for the Rademacher setting, the paper [14] by Nourdin, Peccati and Reinert was the first one to
carry out the analysis of normal approximation for Rademacher functionals (possibly depending
on infinitely many Rademacher variables) in the setting (S), and they were able to get a sufficient
condition in terms of contractions for a central limit theorem (CLT) inside a fixed Rademacher
chaos Cm (with m ≥ 2), see Proposition 3.2 for the precise statement.
In the Rademacher setting, unlike the Gaussian case, one does not have the chain rule like
Df(F ) = f ′(F )DF for f ∈ C1b (R) and Malliavin differentiable random variable F (see [13, Propo-
sition 2.3.7]), while an approximate chain rule (see (2.6)) is derived in [14] and it requires quite
much regularity of the function f . As a consequence, the authors of [14] had to use smooth test
functions when they applied the Stein’s estimation: roughly speaking, for nice centred Rademacher
functional F in the setting (S), for h ∈ C2b (R), Z ∼ N (0, 1), one has (see [14, Theorem 3.1])∣∣E[h(F )− h(Z)]∣∣
≤ min (4‖h‖∞, ‖h′′‖∞) · E[∣∣1− 〈DF,−DL−1F 〉H∣∣]+ 20
3
‖h′′‖∞E
[〈|DL−1F |, |DF |3〉
H
]
, (1.1)
where the precise meaning of the above notation will be explained in the Section 2.
Krokowski, Reichenbachs and Thäle, carefully using a representation of the discrete Malliavin
derivative Df(F ) and the fundamental theorem of calculus instead of the approximate chain rule
(2.6), were able to deduce the Berry-Esséen bound in [8, Theorem 3.1] and its non-symmetric
analogue in [9, Proposition 4.1]: roughly speaking, for nice centred Rademacher functional F in the
setting (NS),
dK
(
F,Z
)
:= sup
x∈R
∣∣∣P(F ≤ x)− P(Z ≤ x)∣∣∣ (1.2)
≤ E
[∣∣1− 〈DF,−DL−1F 〉H∣∣]+ √2pi
8
E
[〈 1√
pq
|DL−1F |, |DF |2〉
H
]
(1.3)
+
1
2
E
[〈|F ·DL−1F |, 1√
pq
|DF |2〉
H
]
+ sup
x∈R
E
[〈|DL−1F |, 1√
pq
(DF ) · 1(F>x)
〉
H
]
. (1.4)
The quantity dK(F,Z) defined in (1.2) is called the Kolmogorov distance between F and Z.
For the setting (NS), the corresponding analysis including normal approximation and Poisson
approximation has been taken up in [5, 7, 9, 18].
In this paper, we give a neat chain rule (see Lemma 2.2), from which we are able to derive a
bound on the Wasserstein distance
dW (F,Z) := sup
‖f ′‖∞≤1
∣∣∣E[f(F )− f(Z)]∣∣∣
in both settings (NS) and (S), see Theorem 3.1 and related remarks.
Another contribution of this work is the almost sure central limit theorem (ASCLT in the sequel)
for Rademacher functionals. We first give the following
Definition 1.1. Given a sequence
(
Gn, n ∈ N
)
of real random variables convergent in law to
Z ∼ N (0, 1), we say the ASCLT holds for (Gn), if almost surely, for any bounded continuous
f : R→ R, we have
1
log n
n∑
k=1
1
k
f(Gk) −→ E
[
f(Z)
]
, (1.5)
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as n → +∞. In the definition, log n can be replaced by γn :=
∑n
k=1 k
−1, (γn − 1 ≤ log n ≤ γn).
Note the condition (1.5) is equivalent to that the random probability measure γ−1n
∑n
k=1 k
−1 · δGk
weakly converges to the standard Gaussian measure almost surely, as n→ +∞.
The following criterion, due to Ibragimov and Lifshits, gives a sufficient condition for the ASCLT.
Ibragimov-Lifshits criterion.
sup
|t|≤r
∑
n≥2
E
(|4n(t)|2)
nγn
< +∞ , for every r > 0, (1.6)
where
4n(t) = 1
γn
n∑
k=1
1
k
[
eitGk − e−t2/2
]
. (1.7)
If Gk
law−−→ Z ∼ N (0, 1) and (1.6) is satisfied, then the ASCLT holds for (Gk). See [6, Theorem
1.1].
The ASCLT was first stated by Paul Lévy without proof in the 1937 book “Théorie de l’addition
des variables aléatoires ” and rediscovered by Brosamler [2], Schatte [19] independently in 1988. The
present form appearing in the above definition was stated by Lacey and Philipp [10] in 1990. And
in 1999, Ibragimov and Lifshits [6] gave the above sufficient condition.
Using this criterion, the authors of [1] established the ASCLT for functionals over general Gaus-
sian fields. The Malliavin-Stein approach plays a crucial role in their work. Later, C. Zheng proved
the ASCLT on the Poisson space in his Ph.D thesis [20, Chapter 5]. And in this work, we prove
the ASCLT in the Rademacher setting, see Section 3.2.
The rest of this paper is organised as follows: Section 2 is devoted to some preliminary knowledge
on Rademacher functionals, and we provide a simple but useful approximate chain rule there. In
Section 3.1, we establish the Wasserstein distance bound for normal approximation in both setting
(S) and (NS); in Section 3.2, the ASCLT for Rademacher chaos is established.
2. Preliminaries
We fix several notation first: N = {1, 2, · · ·}, Y = (Yk, k ∈ N) stands for the Rademacher
sequence in the setting (S), and it also means the normalised sequence in the setting (NS). Denote
by G the σ-algebra generated by Y, for notational convenience, we write L2(Ω) for L2(Ω,G ,P)
in the sequel. We write H = `2(N) for the Hilbert space of square-summable sequences indexed
by N. H⊗n means the nth tensor product space and Hn its symmetric subspace. We denote
Hn0 =
{
f ∈ Hn : f |4cn = 0
}
with 4n =
{
(i1, · · ·, in) ∈ Nn : ik 6= ij for different k, j
}
. Clearly,
H00 = H
0 = R. For u, v,w ∈ H, we write 〈u, vw〉 = ∑k∈N ukvkwk.
2.1. Discrete Malliavin calculus
The basic reference for this section is the survey [17] by Privault.
Definition 2.1. The (discrete) nth order multiple stochastic integral Jn(f) of f ∈ H⊗n, n ≥ 1, is
given by
Jn(f) =
∑
(i1,···,in)∈4n
f(i1, · · ·, in)Yi1Yi2 · · · Yin . (2.1)
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We define J0(c) = c for any c ∈ R. It is clear that Jn(f) = Jn
(
f˜14n
)
, where f˜ is the standard
symmetrisation of f .
For g ∈ Hn0 , it is easy to check that ‖Jn(g)‖2L2(Ω) = n!‖g‖2H⊗n and Cn :=
{
Jn(g) : g ∈ Hn0
}
is isometric to
(
Hn0 ,
√
n!‖ · ‖H⊗n
)
. Cn is called the Rademacher chaos of order n, and one can see
easily that Cn is a closed linear subspace of L2(Ω) and Cn, Cm are mutually orthogonal for distinct
m,n:
E
[
Jn(f) · Jm(g)
]
= n! · 〈f, g〉
H⊗n · 1(m=n), ∀f ∈ Hn0 , g ∈ Hm0 . (2.2)
More notation. C0 := R. We denote by S the linear subspace of L2(Ω) spanned by multiple
integrals and it is a well-known result (e.g. see [17, Proposition 6.7]) that S is dense in L2(Ω). In
particular, F ∈ L2(Ω) can be expressed as follows:
F = E[F ] +
∑
n≥1
Jn(fn) , where fn ∈ Hn0 for each n ∈ N. (2.3)
We denote by L2(Ω × N) the space of square-integrable random sequences a = (ak, k ∈ N), where
ak is a real random variable for each k ∈ N and ‖a‖2L2(Ω×N) := E
[‖a‖2H] = ∑k≥1 E[a2k] < +∞.
Definition 2.2. D is the set of random variables F ∈ L2(Ω) as in (2.3) satisfying∑∞`=1 ``!‖f`‖2H⊗` <
+∞. For F ∈ D as in (2.3), DkF =
∑
n≥1 nJn−1(fn(·, k)) for each k ∈ N. DF = (DkF, k ∈ N) is
called the discrete Malliavin derivative of F .
Remark 2.1. Using (2.3) and (2.2), we can obtain the Poincaré inequality for F ∈ D, Var(F ) ≤
E
[‖DF‖2H].
Definition 2.3. We define the divergence operator δ as the adjoint operator of D. We say u ∈
domδ ⊂ L2(Ω × N) if there exists some constant C such that |E[〈u,DF 〉H]| ≤ C‖F‖L2(Ω) for any
F ∈ D. Then it follows from the Riesz’s representation theorem that there exists a unique element
in L2(Ω× N), which we denote by δ(u), such that the duality relation (2.4) holds for any F ∈ D:
E
[〈u,DF 〉H] = E[Fδ(u)] . (2.4)
Definition 2.4. We define the Ornstein-Uhlenbeck operator L by L = −δD. Its domain is given by
domL = {F ∈ L2(Ω) admits the chaotic decomposition as in (2.3) such that ∑∞n=1 n2n! · ‖fn‖2H⊗n
is finite}. For centred F ∈ L2(Ω) as in (2.3), we define L−1F = −∑∞n=1 n−1Jn(fn). It is clear that
for such a F , one has LL−1F = F . We call L−1 the pseudo-inverse of L.
Here is another look at the derivative operator D.
Remark 2.2. We choose Ω = {+1,−1}N and define P = ⊗k∈N (pkδ+1 + qkδ−1). Then the
coordinate projections ω = {ω1, · · ·} ∈ Ω 7−→ ωk =: Xk(ω) is an independent sequence of non-
symmetric, non-homogeneous Rademacher random variables under P. We can define for F ∈ L2(Ω),
F⊕k := F (ω1, · · ·, ωk−1, 1, ωk+1, · · ·), that is, by fixing the kth coordinate in the configuration
ω to be 1. Similarly, we define F	k := F (ω1, · · ·, ωk−1,−1, ωk+1, · · ·). It holds that DkF =√
pkqk
(
F⊕k − F	k), see e.g. [17, Proposition 7.3]. The following results are also clear :
• ∣∣F⊕k−F ∣∣ = 1(Xk=−1)·|DkF |/√pkqk ≤ |DkF |/√pkqk and ∣∣F	k−F ∣∣ = 1(Xk=1)·|DkF |/√pkqk ≤
|DkF |/√pkqk.
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• F ∈ D if and only if ∑k∈N pkqkE[|F⊕k − F	k|2] < +∞. In particular, if f : R → R is
Lipschitz continuous, then f(F ) ∈ D.
The following integration-by-part formula is important for our work.
Lemma 2.1. ([14, Lemma 2.12]) For every centred F,G ∈ D and f ∈ C1(R) with ‖f ′‖∞ < +∞,
one has f(F ), L−1F ∈ D and E[Gf(F )] = E[〈−DL−1G,Df(F )〉H].
In particular, for f(x) = x, E
[
F 2
]
= E
[〈−DL−1F,DF 〉H]. The random variable 〈−DL−1F,DF 〉H
is crucial in the Malliavin-Stein approach, see e.g. [12] and [16].
The term Df(F ) is not equal to f ′(F )DF in general, unlike the chain rule on Gaussian Wiener
space, see e.g. [13, Proposition 2.3.7]. The following is our new approximate chain rule.
Lemma 2.2. (Chain rule) If F ∈ D and f : R −→ R is Lipschitz and of class C1 such that f ′ is
Lipschitz continuous, then
Dkf(F ) = f
′(F )DkF +Rk, (2.5)
where the remainder term Rk is bounded by
‖f ′′‖∞
2
√
pkqk
· |DkF |2 in the setting (NS).
Proof. Note first f(F ) ∈ D, since f is Lipschitz. Moreover, since f is of class C1 with Lipschitz
derivative, it follows immediately that f(y) − f(x) = f ′(x)(y − x) + R(f), where the remainder
term R(f) is bounded by ‖f ′′‖∞ · |y − x|2/2. Therefore, in the setting (NS)
Dkf(F ) =
√
pkqk ·
[
f(F⊕k)− f(F	k)]
=
√
pkqk ·
{
f(F⊕k)− f(F )− [f(F	k)− f(F )]}
=
√
pkqk ·
{
f ′(F )(F⊕k − F ) +R1,k − f ′(F )(F	k − F ) +R2,k
}
with |R1,k| ≤ ‖f
′′‖∞ · |DkF |2
2pkqk
· 1(Xk=−1) and |R2,k| ≤
‖f ′′‖∞ · |DkF |2
2pkqk
· 1(Xk=1).
Whence, Dkf(F ) =
√
pkqk ·f ′(F )
(
F⊕k−F	k)+Rk = f ′(F )DkF +Rk and the remainder term
Rk =
√
pkqk
(R1,k +R2,k) is bounded by ‖f ′′‖∞ · |DkF |2
2
√
pkqk
.
It is clear that in the setting (S), the remainder Rk in (2.5) is bounded by ‖f ′′‖∞ · |DkF |2.
Remark 2.3. In the setting (S), our approximate chain rule is different from that developed in
[14], in which f is assumed to be of class C3 such that f(F ) ∈ D and ‖f ′′′‖∞ < +∞. Moreover,
their chain rule is given as follows:
Dkf(F ) = f
′(F )DkF − 1
2
[
f ′′(F⊕k) + f ′′(F	k)
]
· (DkF )2 · Yk + R˜k (2.6)
with
∣∣R˜k∣∣ ≤ 103 ‖f ′′′‖∞∣∣DkF ∣∣3. Apparently, ours is neater and requires less regularity of f . This is
important when we try to get some nice distance bound in Section 3.1. Following [14], the authors
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of [18] gave an approximate chain rule in the setting (NS): if f is of class C3 such that f(F ) ∈ D
and ‖f ′′′‖∞ < +∞, then
Dkf(F ) = f
′(F )DkF − |DkF |
2
4
√
pkqk
[
f ′′(F⊕k) + f ′′(F	k)
]
· (DkF )2 ·Xk +RFk (2.7)
with the remainder term RFk bounded by
5
3!
‖f ′′′‖∞ |DkF |
3
pkqk
. See also Remark 3.1.
2.2. Star-contractions
Fix m,n ∈ N, and r = 0, · · ·, n∧m. For f ∈ H⊗n and g ∈ H⊗m, f ?rr g is an element in H⊗n+m−2r
defined by
f ?rr g(i1, · · ·, in−r, j1, · · ·, jm−r) =
∑
a1,···,ar∈N
f
(
i1, · · ·, in−r, a1, · · ·, ar
)
g
(
j1, · · ·, jm−r, a1, · · ·, ar
)
.
Lemma 2.3. Fix ` ∈ N and 0 ≤ r ≤ `. If f, g ∈ H`, then
2
∥∥f ?rr g∥∥2H⊗2`−2r ≤ ∥∥f ?`−r`−r f∥∥2H⊗2r + ∥∥g ?`−r`−r g∥∥2H⊗2r .
In particular,
∥∥f ?rr g∥∥H⊗2`−2r ≤ ∥∥f ?`−r`−r f∥∥H⊗2r + ∥∥g ?`−r`−r g∥∥H⊗2r .
Proof. It follows easily from the definition that
2
∥∥f ?rr g∥∥2H⊗2`−2r = 2〈f ?`−r`−r f, g ?`−r`−r g〉H⊗2r
≤ ∥∥f ?`−r`−r f∥∥2H⊗2r + ∥∥g ?`−r`−r g∥∥2H⊗2r .
2.3. Stein’s method of normal approximation
A basic reference for Stein’s method is the monograph [4]. Let us start with a fundamental
fact that a real integrable random variable Z is a standard Gaussian random variable if and only if
E
[
f ′(Z)
]
= E
[
Z · f(Z)] for every bounded differentiable function f : R −→ R.
Now suppose that Z ∼ N (0, 1), for h : R −→ R measurable such that E∣∣h(Z)∣∣ < +∞, the
differential equation f ′(x)− xf(x) = h(x)− E[h(Z)] with unknown f is called the Stein’s equation
associated with h. We call f its solution, if f is absolutely continuous and one version of f ′ satisfies
the Stein’s equation everywhere. More precisely, we take f ′(x) = xf(x) + h(x)−E[h(Z)] for every
x ∈ R.
It is well known (see e.g. [4, Chapter 2], [13, Chapter 3]) that given such a function h, there
exists a unique solution fh to the Stein’s equation such that lim|x|→+∞ fh(x)e−x
2/2 = 0. Given a
suitable separating class F of nice functions, we define
dF
(
X,Z
)
:= sup
f∈F
∣∣E[f(X)]− E[f(Z)]∣∣ .
WhenF is set of 1-Lipschitz functions, dF is the Wasserstein distance; whenF is set of 1-Lipschitz
functions that are also uniformly bounded by 1, dF is called the Fortet-Mourier distance; when F
6
is the collection of indicator functions 1(−∞,z], z ∈ R, dF corresponds to the Kolmogorov distance
appearing in the Berry-Esséen bound. We denote by dW , dFM, dK respectively these distances. It
is trivial that dFM ≤ dW , and it is not difficult to show that dK(X,Y ) ≤
√
2C · dW (X,Y ) if X has
density function uniformly bounded by C.
Now we replace the dummy variable x in the Stein’s equation by a generic random variable X,
then taking expectation on both sides of the equation gives E[Xfh(X)− f ′h(X)] = E[h(X)−h(Z)].
Here we collect several bounds for the Stein’s solution fh:
• For h : R −→ R 1-Lipschitz, fh is of class C1 and f ′h is bounded Lipschitz with ‖f ′h‖∞ ≤
√
2/pi,
‖f ′′h ‖∞ ≤ 2, see e.g. [3, Lemma 4.2]. We denote by FW the family of differentiable functions
φ satisfying ‖φ′‖∞ ≤
√
2/pi, ‖φ′′‖∞ ≤ 2, therefore for any square-integrable random variable
F ,
dFM(F,Z) ≤ dW (F,Z) ≤ sup
φ∈FW
∣∣∣E[Fφ(F )− φ′(F )]∣∣∣ . (2.8)
• If h = 1(−∞,z] for some z ∈ R, then 0 < fh ≤
√
2pi
4 and ‖f ′h‖∞ ≤ 1, see [4, Lemma 2.3]. We
write FK :=
{
φ : ‖φ′‖∞ ≤ 1, ‖φ‖∞ ≤
√
2pi
4
}
, therefore for any integrable random variable F ,
dK(F,Z) ≤ sup
φ∈FK
∣∣∣E[Fφ(F )− φ′(F )]∣∣∣ . (2.9)
As the density of Z is uniformly bounded by 1/
√
2pi, we have the easy bound dK(F,N) ≤√
dW (F,N).
3. Main results
3.1. Normal approximation in Wasserstein distance
In this subsection, we derive the Wasserstein distance bound for normal approximation of
Rademacher functionals. Our new chain rule plays a crucial role.
Theorem 3.1. Given Z ∼ N (0, 1) and F ∈ D centred, one has in the setting (NS) that
dW (F,Z) ≤
√
2
pi
· E
[∣∣1− 〈DF,−DL−1F〉
H
∣∣]+ E [〈 1√
pq
|DL−1F |, |DF |2
〉
H
]
. (3.1)
In particular, if F ∈ Cm for some m ∈ N, then
E
[∣∣1− 〈DF,−DL−1F〉
H
∣∣] ≤ ∣∣1− E[F 2]∣∣+ 1
m
√
Var
(‖DF‖2H) (3.2)
and
E
[〈 1√
pq
|DL−1F |, |DF |2
〉
H
]
≤
√
E[F 2]/m ·
√∑
k∈N
1
pkqk
E
[|DkF |4] . (3.3)
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Proof. Given φ ∈ FW , it follows from Lemma 2.1 and Lemma 2.2 that
E
[
Fφ(F )
]
= E
[〈Dφ(F ),−DL−1F 〉H] = E[φ′(F )〈DF,−DL−1F 〉H + 〈R,−DL−1F 〉H],
where R = (Rk, k ∈ N) is the remainder satisfying |Rk| ≤ |DkF |2/√pkqk. Thus,
E
[
Fφ(F )
]− E[φ′(F )] = E[φ′(F )(〈DF,−DL−1F 〉H − 1)]+ E[〈R,−DL−1F 〉H]
implying that∣∣∣E[Fφ(F )− φ′(F )]∣∣∣ ≤√ 2
pi
· E
[∣∣1− 〈DF,−DL−1F〉
H
∣∣]+ E [〈 1√
pq
|DL−1F |, |DF |2
〉
H
]
.
Hence (3.1) follows from (2.8).
If F = Jm(f) with m ∈ N, f ∈ Hm0 , then DkF = mJm−1
[
f(·, k)], DkL−1F = −Jm−1[f(·, k)].
Recall E[F 2] = E[〈DF,−DL−1F 〉H], thus (3.2) follows easily from triangle inequality and Cauchy-
Schwarz inequality:
E
[∣∣1− 〈DF,−DL−1F〉
H
∣∣] ≤ ∣∣1− E[F 2]∣∣+ E[∣∣E[F 2]− 〈DF,−DL−1F 〉H∣∣]
≤ ∣∣1− E[F 2]∣∣+√Var(〈DF,−DL−1F 〉H)
=
∣∣1− E[F 2]∣∣+ 1
m
√
Var
(‖DF‖2H) .
The inequality (3.3) is also an easy consequence of Cauchy-Schwarz inequality:
E
[〈 1√
pq
|DL−1F |, |DF |2
〉
H
]
=
1
m
∑
k∈N
E
[
|DkF | · 1√
pkqk
|DkF |2
]
≤ 1
m
√∑
k∈N
E
[|DkF |2] ·√∑
k∈N
1
pkqk
E
[|DkF |4]
=
√
E[F 2]
m
·
√∑
k∈N
1
pkqk
E
[|DkF |4] .
Remark 3.1. (1) In the setting (S), the results in Theorem 3.1 can be easily deduced by taking
pk = qk = 1/2 for each k ∈ N. As we have mentioned earlier, our approximate chain rule is neater
than (2.6) given in [14, Proposition 2.14], since it requires less regularity (this is the key point for
us to get the estimate in Wasserstein distance). Although the authors of [14] were able to derive
the Wasserstein distance via some smoothing argument, they imposed some further assumption and
their rate of convergence is suboptimal compared to ours.
(2) In the setting (NS), Privault and Torrisi used their approximate chain rule (2.7) and the
smoothing argument to obtain the Fortet-Mourier distance, see [18, Section 3.3]. It is suboptimal
compared to our estimate in Wasserstein distance, in view of the trivial relation dFM ≤ dW .
(3) Recall that the test function φ ∈ FK (see (2.9)) may not have Lipschitz derivative, so our
approximate chain rule as well as those in [14, 18] does not work to achieve the bound in Kolmogorov
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distance. Instead of using the chain rule, the authors of [8] carefully used a representation of the
discrete Malliavin derivative Dφ(F ) and the fundamental theorem of calculus, this turns out to be
flexible enough for them to deduce the Berry-Esséen bound in the setting (S). Later they obtained
the Berry-Esséen bound in the setting (NS) with applications to random graphs. One can easily
see that two terms in (1.3) are almost the same as our bound in Wasserstein distance while there
are two extra terms (1.4) in their Kolmogorov distance bound.
Due to a comparison between (1.2) and (3.1), we are able to replace the Kolmogorov distance
in many statements in [8, 9] by the Wasserstein distacne (with fewer terms and slightly different
multiplicative constants). For example, we will obtain the so-called second-order Poincaré inequality
in Wasserstein distance in the following
Remark 3.2. (Second-order Poincaré inequality) One can apply the Poincaré’s inequality to
〈−DL−1F,DF 〉H:
Var
(〈−DL−1F,DF 〉H) ≤ E[∥∥D〈−DL−1F,DF 〉H∥∥2H], (3.4)
provided 〈−DL−1F,DF 〉H ∈ D.
In [9], Krokowski et al. gave the bound on Kolmogorov distance, see (1.2); they also established
the so-called second-order Poincaré inequality as follows. For Z ∼ N (0, 1) and F ∈ D centred with
unit variance, and r, s, t ∈ (1,∞) such that r−1 + s−1 + t−1 = 1, it holds that
dK
(
F,Z
) ≤ A1 +A2 + √2pi
8
·A3 +A4 +A5 +A6 +A7 , (3.5)
where
A1 : =
 15
4
∞∑
j,k,`=1
√
E
[
(DjF )2(DkF )2
]√
E
[
(D`DjF )2(D`DkF )2
] 1/2 ;
A2 : =
 3
4
∞∑
j,k,`=1
1
p`q`
E
[
(D`DjF )
2(D`DkF )
2
] 1/2 ;
A3 : =
∞∑
k=1
1√
pkqk
E
[|DkF |3] ; A4 := 1
2
∥∥F∥∥
Lr(Ω)
∞∑
k=1
1√
pkqk
∥∥(DkF )2∥∥Ls(Ω)∥∥DkF∥∥Lt(Ω);
A5 : =
( ∑
k∈N
1
pkqk
E
[
(DkF )
4
])1/2
; A6 =
 3 ∞∑
k,`=1
1
pkqkp`q`
E
[(
D`DkF
)4 ] 1/2 ;
A7 : =
 6 ∞∑
k,`=1
1
pkqk
√
E
[
(DkF )4
]√
E
[
(D`DkF )4
] 1/2 .
Part of the proof for (3.5) requires fine analysis of the discrete gradients in (3.4). For more details,
see [9, Theorem 4.1]. Following exactly the same lines, one can obtain the following second-order
Poincaré inequality in Wasserstein distance by simply comparing (1.2) and (3.1), as well as going
through the proof of [9, Theorem 4.1]: dW (F,Z) ≤
√
2/pi · (A1 + A2) + A3. Note the constants
r, s, t are not involved in A1, A2, A3.
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In the end of this subsection, we recall from [14] sufficient conditions for CLT (in the setting
(S)) inside a fixed Rademacher chaos C` (` ≥ 2). The analogous result in the setting (NS) was
proved in [18, Section 5.3].
Proposition 3.1. ([14, Theorem 4.1]) In the setting (S), fix ` ≥ 2. If Fn := J`(fn) for some
fn ∈ H`0 , then
Var
(‖DFn‖2H) ≤ C `−1∑
m=1
∥∥fn ?mm fn∥∥2H⊗2`−2m , (3.6)
and
∑
k∈N
E
[∣∣DkFn∣∣4] ≤ C `−1∑
m=1
∥∥fn ?mm fn∥∥2H⊗2`−2m , (3.7)
where the constant C only depends on `.
As a consequence, the following result is straightforward.
Proposition 3.2. ([14, Proposition 4.3]) If ‖fn‖2H⊗` · `! −→ 1 and∥∥fn ?mm fn∥∥H⊗(2`−2m) −→ 0 , ∀m = 1, 2, · · ·, `− 1 , (3.8)
as n→ +∞, then Fn converges in law to a standard Gaussian random variable.
3.2. Almost sure central limit theorem for Rademacher chaos
The following lemma is crucial for us to apply the Ibragimov-Lifshits criterion. The Gaussian
analogue was proved in [1, Lemma 2.2] and the Poisson case was given in [20, Proposition 5.2.5].
Lemma 3.1. In the setting (NS), if F ∈ D is centred such that 〈−DL−1F,DF 〉H ∈ L2(Ω) and∑
k∈N
1
pkqk
E
[|DkF |4] < +∞ ,
then ∣∣E[eitF ]− e−t2/2∣∣ ≤ |t|2 · ∣∣1− E[F 2]∣∣+ t2 ·√Var(〈−DL−1F,DF 〉H)
+ |t|3 ·
∑
k∈N
1√
pkqk
E
[
|DkL−1F | · (DkF )2
]
. (3.9)
In particular, if F = J`(f) for some ` ∈ N and f ∈ H`0 , then∣∣E[eitF ]− e−t2/2∣∣ ≤ |t|2 · ∣∣1− `!‖f‖2H⊗` ∣∣+ |t|2`
√
Var
(‖DF‖2H)
+ |t|3 ·
√∑
k∈N
1
pkqk
E
[|DkF |4]√E[F 2]/` . (3.10)
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Proof. Set φ(t) = et
2/2 · E[eitF ], t ∈ R. Then∣∣E[eitF ]− e−t2/2∣∣ = |φ(t)− φ(0)| · e−t2/2 ≤ e−t2/2 · |t| · sup
|s|≤|t|
∣∣φ′(s)∣∣ . (3.11)
Clearly,
φ′(t) = tet
2/2E[eitF ] + iet
2/2E[F · eitF ] = tet2/2E[eitF ] + iet2/2E[〈−DL−1F,DeitF 〉H] ,
and it follows from Lemma 2.2 that for each k ∈ N,
Dke
itF = iteitFDkF +Rk
with |Rk| ≤ |t|2 · |DkF |2/√pkqk. Therefore,
φ′(t) = tet
2/2E
[
eitF
]− tet2/2E[eitF · 〈−DL−1F,DF 〉H]+ iet2/2E[〈−DL−1F,R〉H].
Then by triangle inequality, one has∣∣φ′(t)∣∣ ≤ |t|et2/2 · E[|1− 〈−DL−1F,DF 〉H|]+ et2/2∣∣E[〈−DL−1F,R〉H]∣∣.
It follows from (3.11) that∣∣E[eitF ]− e−t2/2∣∣ ≤ t2E[|1− 〈−DL−1F,DF 〉H|]+ |t|3 ·∑
k∈N
1√
pkqk
E
[
|DkL−1F | · (DkF )2
]
,
then the desired inequality (3.9) follows from the estimate E
[|1−〈−DL−1F,DF 〉H|] ≤ ∣∣1−E[F 2]∣∣+√
Var
(〈−DL−1F,DF 〉H), see Theorem 3.1. The rest is straightforward.
The following theorem provides sufficient conditions for the ASCLT on a fixed Rademacher
chaos in the setting (S). The analogous results in the Gaussian and Poisson settings can be found
in [1, 20] respectively.
Theorem 3.2. In the setting (S), fix ` ≥ 2 and Fn = J`(fn) with fn ∈ H`0 for each n ∈ N. Assume
that ‖fn‖2H⊗` · `! = 1, and the following two conditions as well as (3.8) are satisfied:
C-1
∑
n≥2
1
nγ3n
n∑
k,j=1
∣∣〈fk, fj〉H⊗` ∣∣
kj
< +∞ ;
C-2
∑
n≥2
1
nγ2n
n∑
k=1
1
k
· ∥∥fk ?mm fk∥∥H⊗2`−2m < +∞ , ∀m = 1, . . . , `− 1 .
Then the ASCLT holds for (Fn)n∈N.
Proof. Note first Fn converges in law to a standard Gaussian random variable, by Proposition 3.2.
Observe that∣∣4n(t)∣∣2 = 1
γ2n
n∑
k,j=1
1
kj
(
eit(Fk−Fj) − e−t2
)
− e
−t2/2
γn
n∑
k=1
1
k
(
eitFk − e−t2/2
)
(3.12)
− e
−t2/2
γn
n∑
j=1
1
j
(
e−itFj − e−t2/2
)
.
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Now we fix r > 0, t ∈ [−r, r]. For brevity, we omit the subscripts. One can deduce from Lemma 3.1
and (3.6), (3.7) that
∣∣E[eitFk]− e−t2/2∣∣ ≤ C ·
√√√√ `−1∑
m=1
∥∥fk ?mm fk∥∥2,
here and in the following the constant C may vary from line to line but only depend on r, `.
Since
√
a1 + . . .+ al ≤ √a1 + . . .+√al for any a1, . . . , al ≥ 0,
∣∣E[eitFk]− e−t2/2∣∣ ≤ C · `−1∑
m=1
∥∥fk ?mm fk∥∥.
Similarly, we apply the same argument with s =
√
2t and g = (fk − fj)/
√
2, and we get
∣∣∣E[eit(Fk−Fj)]− e−t2∣∣∣ = ∣∣∣E[eis·J`(g)]− e−s2/2∣∣∣ ≤ C `−1∑
m=1
∥∥g ?mm g∥∥+ C · ∣∣〈fk, fj〉∣∣. (3.13)
Clearly, g ?mm g =
1
2
(
fk ?
m
m fk + fj ?
m
m fj − fk ?mm fj − fj ?mm fk
)
, then
2
∥∥g ?mm g∥∥ ≤ ∥∥fk ?mm fk∥∥+ ∥∥fj ?mm fj∥∥+ 2∥∥fk ?mm fj∥∥ .
Lemma 2.3 implies
∥∥fk ?mm fj∥∥ ≤ ∥∥fk ?`−m`−m fk∥∥+ ∥∥fj ?`−m`−m fj∥∥. Therefore,
∣∣∣E[eit(Fk−Fj)]− e−t2∣∣∣ ≤ C∣∣〈fk, fj〉∣∣+ C `−1∑
m=1
(∥∥fk ?mm fk∥∥+ ∥∥fj ?mm fj∥∥) . (3.14)
Hence,
E
(|4n(t)|2) (3.15)
≤ C
γ2n
n∑
k,j=1
∣∣〈fk, fj〉∣∣
kj
+
C
γ2n
n∑
k,j=1
1
kj
`−1∑
m=1
(∥∥fk ?mm fk∥∥+ ∥∥fj ?mm fj∥∥)+ Cγn
n∑
k=1
1
k
·
`−1∑
m=1
∥∥fk ?mm fk∥∥
=
C
γ2n
n∑
k,j=1
∣∣〈fk, fj〉∣∣
kj
+
2C
γn
n∑
k=1
1
k
·
`−1∑
m=1
∥∥fk ?mm fk∥∥ .
Now we can see that the conditions C-1, C-2 imply the Ibragimov-Lifshits condition (1.6), so the
ASCLT holds for (Fn, n ∈ N).
In the setting (S), the normalised partial sum Sn = (Y1 + · · · + Yn)/
√
n converges in law to a
standard Gaussian random variable. Moreover, the ASCLT holds for (Sn), this is a particular case
of [10, Theorem 2]. The following result is a slight generalisation of this classic example.
12
Corollary 3.1. In the setting (NS), let Fn = J1(fn) be such that ‖fn‖H = 1 for all n ∈ N. Assume
that the following conditions hold:
(i)
∑
n≥2
1
nγ3n
n∑
k,j=1
∣∣〈fk, fj〉H∣∣
kj
< +∞
(ii)
∑
n≥2
1
nγ2n
n∑
k=1
1
k
·
∞∑
m=1
1√
pmqm
|fk(m)|3 < +∞
(iii)
∞∑
m=1
1√
pmqm
|fk(m)|3 k→+∞−−−−−→ 0 .
Then Fn
law−−→ N (0, 1) and the ASCLT holds for (Fn, n ∈ N).
Proof. Note −DL−1Fn = fn and DF = fn. Then the quantity 〈−DL−1Fn, DFn〉H is deterministic
and |DmL−1Fn| · (DmFn)2 = |fn(m)|3 for each m ∈ N. Therefore, it follows from Lemma 3.1 that
∣∣E[eitFn]− e−t2/2∣∣ ≤ |t|3 ∞∑
m=1
1√
pmqm
|fn(m)|3 .
By (iii), the CLT holds for (Fn). Similarly as in the proof of Theorem 3.2, we have∣∣∣E[eit(Fk−Fj)]− e−t2∣∣∣ ≤ 2t2∣∣〈fk, fj〉H∣∣+ 2√2|t|3 ∞∑
m=1
1√
pmqm
|fk(m)− fj(m)|3
≤ 2t2∣∣〈fk, fj〉H∣∣+ 8√2|t|3 ∞∑
m=1
1√
pmqm
(|fk(m)|3 + |fj(m)|3) ,
where the last inequality follows from the elementary inequality (a+b)3 ≤ 4a3 +4b3 for any a, b ≥ 0.
The rest of the proof goes along the same lines as in Theorem 3.2.
To conclude this section, we give the following example as an application of Theorem 3.2.
Example 3.1. In the setting (S), we consider the symmetric kernels fn ∈ H20 for n ≥ 1:
fn(i, j) =

1
2
√
n
if i, j ∈ {1, 2, · · ·, 2n} and |i− j| = n ;
0 otherwise.
Setting Fn = J2(fn), we claim that the ASCLT holds for (Fn, n ≥ 1).
Proof. It is easy to get 2‖fn‖2H⊗2 = 1 and
fn ?
1
1 fn(i, j) =

1
4n
if i = j ∈ {1, 2, · · ·, 2n};
0 otherwise.
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So ‖fn ?11 fn‖H⊗2 =
1
2
√
2n
converges to zero as n → +∞, thus the CLT follows from Proposition
3.2. If k < `, then
〈fk, f`〉H⊗2 =
2k∑
i,j=1
fk(i, j)f`(i, j) =
2k∑
i,j=1
fk(i, j)1(|i−j|=k)f`(i, j)1(|i−j|=`) = 0 ,
thus ∑
n≥2
1
nγ3n
n∑
k,`=1
∣∣〈fk, f`〉H⊗2∣∣
k`
=
∑
n≥2
1
nγ3n
n∑
k=1
∣∣〈fk, fk〉H⊗2 ∣∣
k2
=
∑
n≥2
1
nγ3n
n∑
k=1
1
2k2
< +∞ .
That is, the condition (C-1) in Theorem 3.2 is satisfied. It remains to check the condition (C-2):
∑
n≥2
1
nγ2n
n∑
k=1
1
k
· ∥∥fk ?11 fk∥∥H⊗2 = ∑
n≥2
1
nγ2n
n∑
k=1
1
k
· 1
2
√
2k
< +∞ .
Hence it follows from Theorem 3.2 that the ASCLT holds for (Fn, n ≥ 1).
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