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Mitochondria are cellular organelles present with very rare exceptions in all eukaryotic
cells. In most animals, the mitochondria have their own genome. The small size, high copy
number, and the presence of both coding and regulatory regions that mutate at different rates
make the mitochondrial genome an ideal genetic marker. Indeed, mitochondrial sequences
have been used in applications ranging from maternal ancestry inference and tracing human
migrations to forensic analysis. This thesis presents several novel bioinformatic tools enabling
highly accurate mitochondrial genome reconstruction from low coverage from WGS data.
First, we describe the Statistical Mitogenome Assembly with Repeats (SMART) pipeline for
assembly of complete circular mitochondrial genomes fromWGS data. Experiments on WGS
datasets from a variety of species show that the SMART pipeline produces complete circular
mitochondrial genome sequences with a higher success rate than current state-of-the art tools,
particularly for low-coverage WGS datasets. Second, we present SMART2, an enhanced ver-
sion of the SMART pipeline that can take advantage of multiple sequencing libraries when
available and automatically selects the optimal number of read pairs used for assembly. Ex-
perimental results on publicly available WGS datasets show that SMART2 can assemble high
quality mitochondrial genomes from low coverage with minimal user intervention. Indeed,
SMART2 succeeded in generating mitochondrial sequences for 27 metazoan species with no
previously published mitogenomes in NCBI databases. Finally, we present efficient algo-
rithms for highly accurate haplogroup assignment and mitochondrial-based forensic analysis
of WGS data from mixed DNA samples.
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Eukaryotic cells have many specialized compartments called organelles. Each organelle has a
specific function, and some of which have their own genomes. For example, the mitochondria
are cellular organelles found in most eukaryotic organisms. Mitochondria are often called
the powerhouses of cells because they produce energy in the form of Adenosine triphosphate
(ATP). Similarly, chloroplasts are important organelles found in plants and algae, where
they generate carbohydrates by converting solar energy through the process of photosyn-
thesis and oxygen release [99]. Both mitochondria and chloroplasts have their own circu-
lar genomes. Assembling organelle genomes is an important task. Mitochondrial genome
sequences have been used for tracking human migrations [12], for evolutionary studies of
non-model species [58], in forensic sciences studies [70], as well as for studying mitochondrial
human diseases [87]. Chloroplast genome sequences have also been used for phylogenetic
studies [35], population-genetics studies [72], and species identification [30]. They also can
be used for genetic engineering [50].
By using next-generation sequencing technologies, it is possible to quickly and inex-
pensively generate large numbers of relatively short reads from the full DNA complement
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present in a biological sample, including both the nuclear and organelle genomes. Unfor-
tunately, assembling such whole-genome sequencing (WGS) data with most of off-the-shelf
de novo assemblers often fails to generate high quality genome sequences of organelles such
as mitochondria and chloroplasts due to the huge difference in copy number (and hence
sequencing depth) between the organelle and nuclear genomes [45]. Assembly of complete
organelle genome sequences is further complicated by the fact that many de novo assemblers
are not designed to handle circular genomes, and by the presence of repeats in the organelle
genomes of some species.
This work is divided into four chapters. In the first chapter, we explain some biological
background of our work that includes: mitochondria, mitochondria applications, mitochon-
drial DNA assembly tools, and haplogroup assignment.
In the second chapter, we describe the Statistical Mitogenome Assembly with Repeats
(SMART) pipeline for assembly of complete circular mitochondrial genomes from WGS data.
SMART uses an efficient coverage-based filter to first select a subset of reads enriched in
mtDNA sequences. Contigs produced by an initial assembly step are filtered using BLAST
searches against a comprehensive mitochondrial genome database, and used as baits for an
alignment-based filter that produces the set of reads used in a second de novo assembly
and a scaffolding step. In the presence of repeats, the possible paths through the assembly
graph are evaluated using a maximum-likelihood model. Additionally, the assembly process
is repeated a user-specified number of times on re-sampled subsets of reads to select for
annotation the assembled sequences with highest bootstrap support. Experiments on WGS
datasets from a variety of species show that the SMART pipeline produces complete circular
mitochondrial genome sequences with a higher success rate than current state-of-the art
tools, even from low coverage WGS data.
The third chapter introduces the Multi-library Statistical Mitogenome with Repeats
(SMART2) pipeline for assembly of complete circular mitochondrial genomes from WGS
data. SMART2 is an extended version of the SMART pipeline. It takes advantage of multi-
2
Figure 1.1: Typical prokaryotic (left) and eukaryotic (right) cells [39].
ple sequencing libraries when available and automatically selects the optimal number of read
pairs used for assembly.
In the last chapter, we present efficient algorithms for highly accurate haplogroup assign-
ment and mitochondrial-based forensic analysis of WGS data from mixed DNA samples.
1.2 Mitochondria
A living organism is composed of systems that consists of organs. Each organ is made of
tissues that are made of cells. Cells are the building blocks of each living being. There are
two types of cells: prokaryotic (Bacteria and Archaea) and eukaryotic (all other creatures)
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(see Figure 1.1). The difference between prokaryotic and eukaryotic that eukaryotic cells
have a membrane-bounded, and true nucleus, while prokaryotic cells do not have [39]. Also,
cells have many specialized compartments called organelles. Each organelle has a specific
function, and some of these organelles have their genomes.
An example of organelles that have their own genomes is mitochondria. They are cellular
organelles found in most eukaryotic organisms. Mitochondria are cellular organelles present
with very rare exceptions in all eukaryotic cells. In most animals, the mitochondria have their
own genome, a double-stranded circular DNA molecule typically ranging in size between 15-
20Kb that encodes 37 genes(2 ribosomal RNA genes, 13 protein-coding genes, and 22 transfer
RNA genes). The mitochondrial genome is inherited maternally and has a much higher copy
number than the nuclear genome [95]. The small size, high copy number, and the presence
of both coding and regulatory regions that mutate at different rates make the mitochondrial
genome an ideal genetic marker.
Cytochrome C oxidase I (COI) is one of the mitochondria genes. It is widely available
and used as DNA barcoding for the identification of species. [47, 82].
A mitochondrial genome (mitogenome) is small, circular, maternal inheritance, has many
copies per cell, and not unique. On the contrary, a nuclear genome is large, linear, both
parents inheritance, has just two copies per cell, and unique.Although mitochondria have
their own small genomes, they rely on the nuclear genome to encode most of their proteins.
In the distant past, many genes of the proteins have migrated from the mitochondrial to the
nuclear genome. Until this day, the process of inserting mtDNA into the nuclear genome is
continuing. Many of Eukaryotic organisms have mtDNA-like sequences which are so called
Nuclear MiTochondrial sequences (NUMTs) [90].
4
Figure 1.2: The association between human mtDNA mutations and human diseases [91]
1.3 Mitochondria applications
Four reasons make mitochondrial DNA a useful tool in many fields such as evolutionary
anthropology [23], population history [55], medical genetics [31, 51], genetic genealogy[73],
and forensic science [13, 26]. First, it is a maternal inheritance; therefore, each mother
passes its mitochondrial genome to her children. Second, the mitochondrial genome has a
fast mutation rate. Third, mitogenome has a high copy number per cell. The copy number
of mitogenome per cell is much higher than nuclear genomes [45, 55]. Finally, it has a lack of
recombination because it is maternal inheritance [55]. For evolutionary anthropology, mito-
chondrial genomes analysis helps anthropologists to identify the Australian outlaw Edward
’Ned’ Kelly from his skeletal remains [23]. Also, it helps to identify the Romanovs from
his skeletal remains [33]. In population history, figure 4.1 shows the migration of human
haplogroups which are beginning with a haplogroup similar to L0. For medical genetics,
mitochondrial DNA mutations have also been associated with human diseases [87], as is
5
Figure 1.3: MToolBox workflow [29]
shown in figure 1.2. In genetic genealogy, scientists can identify the genealogy of individuals.
They compare the hypervariable fragments of mtDNA with classified mtDNAs into maternal
lines according to the sequence polymorphism [73]. In forensic science, scientists can identify
individuals by analyzing their mitochondrial DNA. Because the mitochondrial DNA is not
unique, it can identify a missing person from his/her remains. Missing students in Mexico
[1] were identified by analyzing their mitochondrial DNA.
6
Figure 1.4: MITObim workflow [45]
1.4 Mitochondria assembly tools
There are mitochondrial genome assembly tools for long and short read WGS data. Or-
ganelle PBA [86] is Mitochondrial genome assembly for long reads (PacBio) WGS data.
Organelle PBA is using a reference-based approach. It requires mapping PacBio reads to
a reference of a mitochondrial genome. Organelle PBA is applied on sets of reads of Mus
musculus with different coverages. The authors conclude that the Organelle PBA requires
coverage (> 50×) to produce a complete mitochondrial genome. When coverage is higher,
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cost becomes higher to make this approach uncommon. There are three main categories of
mitochondrial genome assembly tools for short reads WGS data: reference-based, seed-and-
extend, and de novo assembly. MToolBox [29] is an example of a reference-based category.
Figure 1.3 shows the workflow of MToolBox. It maps raw or remaps already mapped data
to one of the two reference mitogenome sequences: Reconstructed Sapiens Reference Se-
quence (RSRS) [21] or the revised Cambridge Reference Sequence (rCRS) [14]. After that,
MToolBox removes nuclear mitochondrial sequences (NUMTs) [84]. The advantage of the
reference-based category is less running time and memory usage. However, it cannot be used
for non-model organisms because it requires the mtDNA sequence of the species of interest
or a closely related species.
MITObim [45] and NOVOPlasty [38] are two tools that are using the seed-and-extend
approach. MITObim has a feature that can be used for the reference-based approach. Fig-
ure 1.4 shows the workflow of MITObim. These tools require a short seed sequence, from
which they can start. Both tools use the Cytochrome c oxidase subunit I (COI) gene as a
seed because COI gene is commonly used as a DNA barcode for animals [47] and is widely
available for numerous species [82]. The advantage of the seed-and-extend category can be
used for non-model organisms; it only needs a short seed sequence of non-model organisms
beside the paired-end reads in fastq format. However, it has difficulty handling repetitive
regions present in some mitochondrial genomes because of its inherently greedy approach
[58].
The third category is de novo assembly approach. It has two examples tools: Norgal [6],
which has been recently released, and plasmidSPAdes [16]. Figure 1.5 shows the workflow
of Norgal. These tools do not require either a reference or a seed sequence. The advantage
of these tools is broadly applicable. However, they can have prohibitive running times and
may still fail to reconstruct complete mitogenomes, particularly in the presence of repeats
shared between the nuclear and organelle genomes [17].
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1.5 Mitochondrial haplotype and haplogroup
Each cell has a different number of copies of circular mitochondrial genomes [96]. The size
of the mitochondrial genome in human is 16,569 base pairs. The progressive accumulation
of mutations in the mitochondrial DNA can cause an efficiency drop in energy production.
This energy production shortage has been associated with neurodegenerative diseases like
Huntington’s syndromes, Parkinson’s, and Alzheimer’s [96]. These mutations initially char-
acterizing the ancestral sequence are inherited by its descendants because mitochondrial
DNA is maternally inherited without any recombinations [96]. When the combination of
these variants is strongly associated, it is called haplotype which can be traced back to a
common matrilineal ancestor[57, 96]. Also, when the clustering of haplotypes is sharing com-
mon mutations, it is called haplogroups [96]. The haplogroups in human can be represented
in a single phylogenetic tree because of the sequential accumulation of mutations along ma-
ternally inherited lineages [57]. This phylogenetic tree is well visualized in Phylotree [92] as
shown in Figure 4.2. In this figure, each branch represents haplogroup. Phylogree has more
than 5,400 hplogrouops and more than 4,500 different mutations [92].
1.6 Haplogroup assignment tools
Based on the number of individuals in data, haplogroup assignment tools can be divided
into two types. The first type assigns haplogroups for data that contains a single individual.
Many bioinformatics tools have been developed to infer the haplotype for a single individual
such as MitoSuite [49], HaploGrep [57], Haplogrep2 [101], mtDNA-Server [100], MToolBox
[28], mtDNAmanager [60], MitoTool [43], Haplofind [96], Mit-o-matic [94], and Hi-MC [85].
The second type infers haplogroups for mixture data witch includes two or more individuals.
MIXEMT is the only tool that can infer haplogroups for mixture data.
9







The mitochondria are cellular organelles often called the powerhouses of the cell due to their
key role in the production of adenosine triphosphate (ATP). Found in nearly all eukaryotic
organisms, the mitochondria have their own circular genomes. They are inherited maternally
in most animals, and are typically present in thousands of copies in the cytoplasm of each
cell, although the copy number varies between cells of different tissues [95]. Single nucleotide
polymorphisms in mitochondrial genomes have long been used for tracking human migrations
[12]. Mitochondrial DNA (mtDNA) mutations and heteroplasmy (simultaneous presence of
multiple mitochondrial sequences in an individual) have also been associated with human
diseases [87]. Moreover, mtDNA analysis can be a useful tool in forensics, especially when
a crime scene sample contains degraded DNA not suitable for nuclear DNA tests [70]. Last
but not least, mitochondrial genome sequences are commonly used for evolutionary studies
of non-model species for which nuclear genomes are not yet available [58].
1The results presented in this chapter are based on [9] and [10].
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Mitochondrial DNA can be experimentally separated from the nuclear DNA and se-
quenced independently but such protocols are laborious [6]. More commonly, the mi-
togenomes are assembled from Whole Genome Sequencing (WGS) data, which consists
of reads generated from both the nuclear and mitochondrial genomes. Unfortunately, as-
sembling WGS data with standard de novo assemblers often fails to generate high quality
mitochondrial genome sequences due to the large difference in copy number (and hence se-
quencing depth) between the mitochondrial and nuclear genomes [45]. This has led to the
development of specialized tools for reconstructing mitochondrial genomes from WGS data.
Although assembly of mitochondrial genomes from long-read WGS data has been demon-
strated [86], the high coverage required (> 50×) and the relatively high cost of long-read
sequencing make this approach uncommon. Consequently, tools for mtDNA assembly have
focused on the most abundant type of WGS data currently available, which consists of rel-
atively short reads, typically around 100bp. These tools can be grouped into three main
categories: reference-based, seed-and-extend, and de novo assembly. Reference-based meth-
ods such as MToolBox [29] require the mtDNA sequence of the species of interest or a closely
related species. These approaches have the lowest running time and memory requirements,
but cannot be used for non-model organisms for which such a reference is not available.
MITObim [45] and NOVOPlasty [38] are two tools that implement the seed-and-extend ap-
proach for reconstructing circular organelle genomes including mitogenomes (MITObim also
implements reference-based assembly). The results in [45] show that the seed-and-extend ap-
proach can successfully assemble mitochondrial genome sequences starting from a very short
seed such as the sequence of the Cytochrome c oxidase subunit I (COI) gene, which is com-
monly used as a DNA barcode for animals [47] and is widely available for numerous species
[82]. However, due to their inherently greedy approach, seed-and-extend methods have dif-
ficulty handling repetitive regions present in some mitochondrial genomes [58]. Norgal [6]
is a recent tool implementing a de novo approach to mitochondrial genome reconstruction
from WGS data, without the need for either a reference or a seed sequence. A similar ap-
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proach is used by plasmidSPAdes [16] for de novo assembly of circular plasmid genomes from
WGS data. Although these tools are broadly applicable, they can have prohibitive running
times and may still fail to reconstruct complete mitogenomes, particularly in the presence
of repeats shared between the nuclear and organelle genomes [17].
In this chapter we describe the Statistical Mitogenome Assembly with RepeaTs (SMART)
pipeline for de novo assembly of mitochondrial genome sequences from WGS data. To
ensure a high assembly success rate even from low-coverage WGS data and in the presence
of repeats, SMART employs several novel techniques. First, SMART uses an initial coverage-
based filtering step to enrich for mtDNA reads. Although coverage-based filtering has been
previously used in de novo pipelines such as Norgal [6] and plasmidSPAdes [16], the approach
taken in SMART is different. Norgal and plasmidSPAdes attempt to remove reads from the
nuclear genome by performing an assembly of the full set of reads and then using the read
coverage of the longest contigs to estimate the coverage of the nuclear genome. In contrast,
SMART estimates the mean and standard deviation of mtDNA k-mer counts in WGS reads
based on a seed sequence, then positively selects reads with observed k-mer counts falling
within three standard deviations of the estimated mean. As shown in Section 2.3, the positive
selection approach of SMART is robust to large variations in mtDNA read content and yields
higher enrichment for mtDNA reads than the negative selection implemented by Norgal for
low-depth WGS datasets. Furthermore, positive selection based on k-mer counting removes
the need to assemble of all WGS reads, a CPU and memory intensive step required by
Norgal and plasmidSPAdes. Second, SMART iteratively refines the set of selected reads
and uses a maximum likelihood model to increase assembly accuracy. Reads passing the
coverage-based filter are assembled using Velvet to generate a preliminary set of contigs.
Preliminary contigs are themselves filtered using BLAST searches against a comprehensive
mitochondrial genome database to extract likely mitochondrial contigs, which are then used
as “baits” for an alignment-based filter that produces a refined set of reads used in a second
de novo assembly and scaffolding step using SPAdes [19] and SSPACE [24]. This process is
13
Figure 2.1: Web-based interface for the SMART pipeline, publicly accessible at https://neo.
engr.uconn.edu/?tool id=SMART.
repeated if the assembly graph is not Eulerian, and, in the presence of repeats, the possible
paths through the assembly graph are evaluated using the ALE maximum-likelihood model
[32]. The assembly graph has contigs that are corresponding to nodes, and edges that are
corresponding to k-mers overlapping between two contigs. The graph is called Eulerian
graph when every edge of the graph can be visited exactly once. Finally, the assembly
process is repeated a user-specified number of times on re-sampled subsets of reads to select
for annotation the assembled sequences with highest bootstrap support.
2.2 Methods
2.2.1 SMART pipeline interface
The SMART pipeline is publicly available at https://neo.engr.uconn.edu/?tool id=SMART
through an easy-to-use web interface deployed on a customized instance of the Galaxy frame-
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work [4] (see Figure 2.1). The pipeline was designed for processing paired-end WGS reads
in fastq format. In addition to the fastq files, the user specifies the sample name and a
seed sequence in fasta format. Optional parameters include the number of bootstrap sam-
ples (default 1), the number of read pairs per bootstrap sample (default is 10,000,000), the
k-mer size (default 31), the number of CPU threads (default 16), and the genetic code to
be used for annotation (default: vertebrate mitochondrial code). All experimental results in
Section 2.3 used the default settings unless otherwise indicated.
Upon successful completion SMART generates three files:
• A zip file including the assembled sequence in fasta and GenBank formats as well as
annotation files generated using MITOS [22]. When bootstrapping is used, annota-
tions are generated for the consensus sequence of each cluster of bootstrap samples, as
detailed below.
• A detailed pdf report that includes statistics and visualizations of various pipeline steps
and the final mitogenome annotations.
• A detailed log file that contains additional information including timing for each
pipeline step.
2.2.2 Seed selection
Similar to seed-and-extend tools such as MITObim [45] and NOVOPlasty [38], SMART
requires as input a seed sequence. However, unlike MITObim and NOVOPlasty, SMART
uses the seed sequence only for estimating mtDNA k-mer coverage and implementing an
efficient coverage-based read filter – all assembly steps are performed de novo using Velvet
[103] and SPAdes [19]. As shown in Section 2.3, high quality mitogenome sequences can be
obtained using seed sequences as short as a few hundred bases. Additionally, although seed
sequences from the same species are preferable, assembly can succeed even with seeds from
closely related species. For ease of use SMART includes a tool for importing to Galaxy seed
15
Figure 2.2: SMART pipeline flowchart.
sequences from GeneBank based on their accession number. A widely available seed sequence
is the Cytochrome c Oxidase I (COI) mitochondrial gene, which is commonly employed as a
DNA barcode for species identification [47]. The largest repository of COI sequences is the
Barcode of Life Data System (BOLD) [82], which, as of December 2019, includes 1,880,132
public barcode sequences from 175,144 animal species.
2.2.3 SMART workflow
The main stages of the SMART pipeline (see Figure 2.2) are as follows:
1. Automatic adapter detection and trimming.
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2. Random re-sampling of a user-specified number of trimmed read pairs.
3. Coverage-based filtering of the reads based on the seed sequence.
4. Preliminary assembly of reads passing the coverage filter.
5. Filtering of preliminary contigs by BLAST searches against a local mitochondrial database.
6. Secondary read filtering by alignment to preliminary contigs that have significant BLAST
matches.
7. Secondary de novo assembly.
8. Iterative scaffolding and gap filling based on maximum likelihood.
9. Prediction and annotation of mitochondrial genes.
By default the above process is executed only once, but SMART users can specify the
number of times steps 2-8 should be repeated to compute the bootstrap support for the
assembled sequences. When the number of bootstrap samples is greater than one, the re-
sulting sequences are clustered based on their pairwise edit distances, and the annotation
step is performed on the consensus sequence obtained for each cluster. Details on each of
the workflow steps are provided below.
Adapter detection and trimming
Due to variability in sample quality and library preparation protocols, next-generation se-
quencing data can include substantial amounts of sequencing errors and other technical
artifacts such as adapter contamination. In library preparation, adapters have to be ligated
to every single DNA molecule. This ligating helps for PCR amplification, which is per-
formed before the sequencing step. Since such artifacts can negatively impact downstream
analyses including de novo assembly, there are numerous tools that can be used for quality
checking and filtering WGS data. However, many of these tools require interactive user
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intervention [15, 75]. To minimize user involvement, SMART incorporates a strategy for
automatic adapter detection and removal. Specifically, we detect and trim adapters using
tools included in the IRFinder package [71]. These tools take advantage of the fact that for
paired-end WGS data adapter sequences are included in both reads when the target DNA
fragment is shorter than the read length. This allows highly accurate automatic identifica-
tion of adaptor sequences from a small data sample as well as confident detection and precise
trimming even for reads that contain just a few adapter bases.
Random read re-sampling
After adapter trimming, SMART generates a user-specified number of bootstrap samples
by re-sampling. These samples are generated using the FASTQ-SAMPLE tool from the
FASTQ-TOOLS package [52].
Coverage-based read filtering
The aim of this step is to filter out nuclear reads by taking advantage of the difference in copy
number between the nuclear and mitochondrial genomes. Due to this difference, the counts
of k-mers that originate from the mitocondrial genome are expected to be much higher than
that of k-mers from the nuclear genome, with the possible exception of k-mers that originate
from nuclear genome repeats with similar copy number. To implement a filter based on
this observation, we use the Jellyfish package [68] to efficiently count the number of times
each k-mer appears in the reads of the bootstrap sample. To account for sequencing errors
and low degrees of dissimilarity between the sequenced mitogenome and the seed sequence,
for each k-mer of the seed sequence we augment the observed Jellyfish count by adding the
counts of the k-mers at Hamming distance one. Although most seed sequence k-mers are
expected to have high augmented counts, k-mers from regions of the seed sequence that have
high dissimilarity to the homologous region of the sequenced mitogenome will still have zero
or near-zero augmented counts. Consequently, we run MCLUST [83] to fit a two-component
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Gaussian mixture model to the one-dimensional distribution of augmented k-mer counts,
and use the mean µ and standard deviation σ of the upper component as the estimate for
the corresponding mtDNA k-mer count statistics.
To efficiently extract putative mitochondrial reads, a hash table is populated with all
read k-mers (not just seed sequence k-mers) that have a count within 3 standard deviations
of the estimated mtDNA k-mer count mean, i.e., all k-mers x for which
|count(x)− µ| ≤ 3σ (2.1)
A read of length l in the bootstrap sample is then considered to be of mitochondrial origin
if at least l − (2k − 1) of its k-mers are found in the hash table, i.e., satisfy (2.1). We allow
up to 2k − 1 of the k-mers to violate (2.1) to ensure that we retain mitochondrial reads
with a single sequencing error, since such an error can create up to 2k − 1 “novel” k-mers
that would not match the expected count distribution. Both reads in a pair must satisfy
this test in order for the pair to be kept; if either one of the reads or both fail the test the
pair is removed. Experimental results in the next section show that the coverage-based filter
typically leads to a substantial enrichment in mitochondrial reads, even when the coverage
estimates are based on relatively few reads and short seed sequences.
Preliminary assembly
The goal of this step is to generate longer contigs from the enriched set of mitochondrial
reads that pass the coverage-based filter. For time and memory usage efficiency we use
Velvet [103], a fast short read assembler based on de Bruijn graphs. Since some nuclear
genome reads are expected to pass the coverage-based filter, the output of Velvet is typically
a mixture of mitochondrial and nuclear genome contigs.
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Preliminary contig filtering
The aim of this step is to filter out nuclear genome contigs. This is accomplished by searching
each contig against a local database of 8,376 complete eukaryotic mitogenomes downloaded
from NCBI by using nucleotide-nucleotide BLAST 2.7.1+. As result of this step we retain
only contigs that have hits with an E-value of 10−10 or less. E-value or expected value is a
number that shows expected hits someone can expect to find by chance in a database of a
specific size. When Evalue is lower, significant the match will be more.
Alignment-based read filtering
In this step SMART identifies additional mitochondrial reads that are missed by the coverage
filter using an alignment-based approach reminiscent of the seed-and-extend methods. To
implement this step efficiently, we build an index for the contigs with significant BLAST
matches, then align all bootstrap reads against the index by using HISAT2, a fast and
sensitive aligner for NGS reads [54]. Since the set of preliminary contigs is likely incomplete,
both reads in a pair are kept even when only one of them is aligned. Specifically, all reads
in a bootstrap sample are aligned using HISAT2 as single reads, and the union of all read
IDs is given to the SEQTK tool [63] to pull from the bootstrap sample the read pairs that
have at least one of the reads aligned.
Secondary assembly
The goal of this step is to assemble a high-quality mitochondrial sequence using the reads that
pass the alignment-based filter. SMART performs the secondary assembly using SPAdes,
a multi-kmer de Bruijn graph assembler with robust performance even in the presence of
non-uniformities in read coverage [19].
Since mitochondrial genomes are circular, SMART checks if the result of SPAdes assembly
is an Eulearian graph using a custom python script. If so, SMART moves to the scaffolding
step, otherwise it repeats the alignment-based read filtering and secondary assembly for up
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to five iterations. As a result of these iterations, the number of selected reads and the length
of the assembled contigs typically increase.
Scaffolding
When SPAdes produces an Eulerian assembly graph or the maximum number of iterations
is reached, SMART begins the scaffolding step. SMART generates all paths of the Eulerian
graph using a depth-first approach. For each explored path SMART generates a scaffold
sequence by trying to overlap adjacent contigs or closing gaps between contigs using SSPACE
[24]. To select the most likely assembly SMART uses the ALE tool [32] to compute the
likelihood of each scaffold sequence and outputs the sequence with maximum likelhood. The
ALE likelihood model is based on four sub-scores: placement scoring takes into account
how well read sequences agree with the scaffold sequence, insert scoring assesses how well
insert lengths implied by the alignments of paired reads match the expected insert length
distribution, depth scoring reflects how well the read depth at each location agrees with the
depth expected after GC-bias correction, and k-mer scoring shows how well k-mer counts of
each contig match the multinomial distribution estimated from the entire assembly. The ALE
likelihood assessment is particularly useful for selecting high-confidence assemblies when the
Eulerian graph has duplicated contigs.
Clustering
When the user chooses to use multiple bootstrap samples, SMART consolidates the results
and computes the bootstrap support for the final set of sequences. The output of each run
is either a circular scaffold sequence or a linear scaffold sequence in case the assembly graph
is not Eulerian. Furthermore, the scaffold sequences produced in each run may be generated
from either the forward or reverse strands. The first step in the SMART consolidation process
is to compute for each pair of scaffold sequences an alignment score that accommodates any
combination of circular and linear sequences and is invariant to strand choice and rotations of
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the circular sequences when present. This is done by using dynamic programming to compute
the optimal fitting alignment under the edit distance scores between a duplicated version
of the longest sequence (arbitrarily linearized in case it is circular) and both the shortest
sequence (again arbitrarily linearized in case it is circular) and its Watson-Crick complement.
The smaller of the two edit distances, which is computed in time proportional to the product
between the lengths of the two sequences, has the desired invariance properties. Indeed, the
duplicated sequence contains as substrings all possible linearizations of the longest string and
the fitting alignment algorithm finds the substring that has minimum edit distance to the
(arbitrarily selected) linearization of the second string. By computing the fitting alignment
against both the shortest string and its Watson-Crick complement we ensure that one of the
computations has the two strings in compatible orientations.
Once all pairwise distances are computed SMART runs the hierarchical clustering algo-
rithm implemented by the hclust R package and automatically cuts the resulting dendogram
into clusters using a 95% identity cutoff. Sequences within each cluster are flipped to the
same strand and rotated to a consistent linearization using MARS [18]. Finally, SMART
runs the MAFFT multiple sequences alignment tool [53] to generate a consensus sequence
for each cluster.
Annotation
Each cluster consensus sequence is annotated using the MITOS de novo mitochondrial
genome annotation pipeline [22], which identifies protein coding genes based on BLAST
searches against previously annotated protein sequences and annotates tRNA and rRNA
genes based on manually curated covariance models capturing both sequence and secondary
structure similarity to known sequences. MITOS can annotate species that use one of these
mitochondrial genetic codes: vertebrate, mold/protozoan/coelenterate, invertebrate, echin-
oderm/flatworm, ascidian, and alternative flatworm.
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Table 2.1: Human WGS and WES datasets used in evaluation experiments. The number
of read pairs was varied between 2.5M and 25M. Unless otherwise noted, the 386bp-long
human COI sequence with GenBank accession KC750830 was used as seed. mtDNA content





ID ID Strategy Length mtDNA Length
HG00501 ERR020236 WGS 99+83 0.202% 16,568
HG00501 SRR1596847 WES 2×90 0.017% 16,568
HG00524 ERR1044792 WGS 2×100 0.046% 16,568
NA20336 SRR071189 WES 2×100 0.064% 16,568
NA20321 ERR250974 WGS 2×100 0.041% 16,568
HG02373 ERR043002 WGS 2×90 0.232% 16,569
HG02067 ERR047805 WGS 2×90 0.013% 16,568
HG02046 ERR065367 WGS 2×100 0.014% 16,568
2.3 Results and discussion
2.3.1 Datasets
To compare SMART with prior methods and assess its effectiveness we used two groups of
datasets. The first group, comprised of 8 human datasets, was used for a detailed assess-
ment, including evaluation of the accuracy of various read filtering strategies and comparison
with previous methods. Accession numbers and basic statistics for the human datasets are
provided in Table 2.1. Six of the human datasets were generated using the WGS strategy,
while the other two datasets were generated using Whole Exome Sequencing (WES), a se-
quencing protocol that has been previously shown to yield sufficient reads for mitogenome
reconstruction using a reference based approach [76].
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The second group (Table 2.2) consists of WGS datasets from eleven non-human species
with published reference mitogenomes. These species are spanning the tree of life, including a
primate dataset (Pan troglodytes), three other mammals (Canis lupus, Capra hircus, andMus
Musculus), a bird (Grus Japonensis), three frogs (Rana temporaria, Pyxicephalus adspersus,
and Xenopus laevis), an insect (Phlebotomus papatasi), a plant (Saccharina japonica), and a
fungus (Aspergillus niger). Since the human datasets originate from individuals sequenced as
part of the 1000 Genomes Project (1KGP), the mtDNA sequences reconstructed by 1KGP
were used as ground truth for assessing accuracy. For non-human datasets we assessed
accuracy by using as ground truth the published mtDNA sequences with accession numbers
listed in the last column of Table 2.2. The published mitogenomes provide a close (albeit
not perfect) approximation for the mitogenome sequences of the specimens used to generate
the sequencing data.
A notable feature of the considered datasets is the highly variable percentage of reads of
mitochondrial origin, estimated to range from 0.004% for Pyxicephalus adspersus to over 4%
for Aspergillus niger. This percentage was estimated by aligning to the respective ground
truth mtDNA sequence 25M read pairs (or the entire dataset if comprised of fewer than
25M read pairs) using Bowtie 2 [59]. The variability is not entirely a species effect – indeed,
differences of more than an order of magnitude can be observed in the percentage of mtDNA
reads of the human datasets in Tables 2.1. Most likely, other important contributing factors
to this variability include DNA extraction and library preparation protocols [65], the tissue
of origin [95], and the developmental stage of the sample [5].
2.3.2 Read filtering accuracy
Figure 2.3 compares the accuracy of the read filter employed by Norgal with that of the
coverage- and alignment-based filters of SMART on the human datasets described in Ta-
ble 2.1. For each sequencing run, we subsampled between 2.5M and 25M read pairs from
the full dataset by using the FASTQ-SAMPLE tool from the FASTQ-TOOLS package [52].
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Figure 2.3: Assessment of read filtering accuracy for human datasets with 2.5-25M read
pairs.
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Table 2.2: Non-human WGS datasets used in evaluation experiments, including the number
of read pairs and accession numbers of COI sequences used as seeds for the SMART runs
and the reference used for assessing assembly accuracy. mtDNA content was assessed by
aligning the reads against the indicated reference sequence.
Species
Run Read % #Pairs Seed Reference
ID Length mtDNA Used ID ID
Aspergillus niger SRR1801279 2×150 4.258% 100k EF180096 NC 007445
Canis lupus ERR690331 2×90 0.060% 5M KC985188 KU644662
Capra hircus ERR2309151 2×90 0.035% 10M JQ735457 MK341077
Grus japonensis SRR5992802 2×100 0.005% 50M KF939577 FJ769847
Mus musculus ERR1746232 2×100 0.653% 10M KC617843 KY018919
Pan troglodytes ERR1709948 2×100 0.014% 10M AY544154 KU308540
Phlebotomus papatasi SRR1997462 2×100 0.446% 1M MH780862 NC 028042
Pyxicephalus adspersus SRR6890714 2×100 0.004% 30M FJ613662 MK460224
Rana temporaria SRR2226373 2×101 0.068% 5M MF624326 NC 042226
Saccharina japonica SRR2043182 2×101 0.141% 3M KC491236 NC 040854
Xenopus laevis SRR3210975 2×150 0.005% 40M GQ862287 HM991335
For the 2.5M read pairs datasets, Norgal’s filter fails to select any mitochondrial reads
on all but one of the runs. Although the Norgal filter’s performance improves somewhat
at higher sequencing depth, with 3 out of the 8 runs achieving a non-zero True Positive
Rate (TPR) for 25M read pairs, its Positive Predictive Value (PPV) remains close to zero,
showing that the vast majority of reads that pass the Norgal filter have nuclear origin.
Compared to Norgal, the coverage-based filter of SMART performs much better at all
sequencing depths. It has positive TPR on all datasets and at all sequencing depths, with
the average TPR increasing from 0.575±0.192 for 2.5M pairs to 0.711±0.183 for 25M pairs.
The filter also has better average PPV than Norgal, ranging from 0.173±0.259 for 2.5M pairs
to 0.192±0.258 for 25M pairs, although many filtered read sets still contain large numbers of
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reads of nuclear origin and the variability in PPV is quite high. The coverage-based filter’s
accuracy is likely to be negatively impacted by sequencing coverage non-uniformities along
the mitochondrial genome [42] as well as the presence in the nuclear genome of repeats with
similar copy number. Both of these problems are mitigated by SMART’s alignment-based
filter which has dramatically improved accuracy. Indeed, the average TPR of SMART ranges
from 0.79 ± 0.222 for 2.5M pairs to 0.916 ± 0.168 for 25M pairs, with PPV values ranging
from 0.728± 0.172 to 0.708± 0.292, respectively.
2.3.3 Comparison with other tools
Table 2.3 reports the percentage identity, computed using Mauve [36], between the sequences
reconstructed by each compared method on the human datasets described in Table 2.1 and
the 1KGP ground truth.
Table 2.3: Assembly accuracy comparison on human datasets. The percentage identity to the
1KGP reference, computed using Mauve [36] for each methods and each dataset, is typeset
in bold when the reconstructed sequence is a complete circular genome.
#Pairs Run ID Norgal NOVOPlasty PlasmidSPAdes SMART
ERR020236 - - 99.98 99.98
SRR1596847 nuclear - nuclear -
ERR1044792 nuclear - nuclear 99.98
2,500,000 SRR071189 nuclear - 99.80 99.98
ERR250974 - - nuclear -
ERR043002 - - 99.96 99.95
ERR047805 nuclear - nuclear -
ERR065367 nuclear - nuclear -
ERR020236 - 99.96 99.98 99.98
SRR1596847 nuclear - nuclear 99.96
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ERR1044792 nuclear - 99.98 99.98
5,000,000 SRR071189 nuclear 99.96 - 99.98
ERR250974 - - nuclear -
ERR043002 - - 99.90 99.95
ERR047805 nuclear - nuclear -
ERR065367 nuclear - nuclear 99.90
ERR020236 99.98 - 99.98 99.98
SRR1596847 nuclear - 99.98 99.98
ERR1044792 nuclear 99.97 99.98 99.98
10,000,000 SRR071189 nuclear 99.96 99.97 99.98
ERR250974 - - 99.60 99.98
ERR043002 - - 99.95 99.90
ERR047805 nuclear - nuclear 99.90
ERR065367 nuclear - timeout 99.90
ERR020236 99.98 - timeout 99.98
SRR1596847 - - 99.98 99.97
ERR1044792 nuclear 99.98 99.98 99.98
25,000,000 SRR071189 nuclear 99.97 99.97 99.98
ERR250974 - - 99.90 99.98
ERR043002 99.95 99.90 timeout 99.90
ERR047805 nuclear - nuclear 99.90
ERR065367 nuclear - timeout 99.90
For each method and each dataset, the percentage identity is typeset in bold when the
reconstructed sequence is a complete circular genome. Besides Norgal, NOVOPlasty, Plas-
midSPAdes, and SMART we also ran MITObim in de novo mode but none of the MITObim
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runs completed successfully. Detailed commands for the compared methods are included
under Supplementary methods. The results in Table 2.3 show that, when runs are success-
ful, the quality of the mitogenomes produced by Norgal, NOVOPlasty, PlasmidSPAdes, and
SMART is very high. However, the success rates of different tools vary substantially. Norgal
was successful in only 3 of the 32 runs (one with 10M read pairs and two with 25M pairs)
and none of the 3 assembled sequences was circular. Consistent to the very low read filtering
PPV reported in Figure 2.3, in 19 of the runs Norgal generated nuclear contigs. NOVOplasty
performed better, with 7 successful runs out of 32, and 6 of the 7 successful runs producing
circular sequences. PlasmidSPAdes was successful in half of the runs, with 11 of the 16 suc-
cessful runs producing circular mitogenomes. However, PlasmidSPAdes also had the highest
running time, with four of the runs being stopped after 14 days. PlasmidSPAdes, which
uses a negative read filtering strategy similar to Norgal’s, also generated nuclear contigs in
a large number of runs (11 out of 32). SMART had the highest success rate on the human
datasets, with 26 successful runs, of which all but one produced circular sequences. For all
methods the success rate appears to increase with the sequencing depth, however SMART
outperforms the other methods at each of the considered sequencing depths.
2.3.4 Seed effect
A limitation that SMART shares with seed-and-extend methods [45] is the fact that it
requires previous knowledge regarding the organism of interest in the form of a seed sequence.
However, SMART uses the seed only to estimate the distribution of mtDNA k-mer counts
and then extracts mtDNA reads based on their k-mer coverage instead of retrieving reads
based on overlap with the seed sequence. We expect the SMART approach to work even with
very short seed sequences such as the COI gene, and with seed sequences from other species.
To assess the effect of seed sequence length and degree of dissimilarity, we ran SMART on
2.5M-25M read pairs randomly sampled from WGS sequencing run ERR020236 and using
seed sequences of varying length and origin. Details on these seed sequences, including their
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lengths and accession numbers, are given in Table 2.4. In addition to four human COI
gene sequences of 386-1,542bp downloaded from the GeneBank database at NCBI and the
Barcode of Life Data System (BOLD) we included in the comparison a 386bp COI sequence
from the 1KGP individual that was the source of the WGS sequencing data and six COI
sequences from four other primate species: three COI sequences from Pan troglodytes, and
one sequence each from Pan paniscus, Gorilla gorilla, and Gorilla beringei.
Table 2.4: Seed sequences used to assess accuracy of SMART read filters on datasets with
2.5M-25M read pairs randomly selected from WGS run ERR020236.
Label Species Length (bp) Accession# Source
Self-386 Homo sapiens 386 N/A 1KGP
HS-386 Homo sapiens 386 KC750830 NCBI
HS-676 Homo sapiens 676 CYTC1116-12 BOLD
HS-1000 Homo sapiens 1,000 GBHS14738-13 BOLD
HS-1542 Homo sapiens 1,542 GBHS16794-19 BOLD
PT-603 Pan troglodytes 603 AY544154 NCBI
PT-628 Pan troglodytes 628 CAB118-06 BOLD
PT-957 Pan troglodytes 957 CYTC1009-12 BOLD
PP-957 Pan paniscus 957 CYTC1028-12 BOLD
GG-1537 Gorilla gorilla 1,537 GBMTG077-16 BOLD
GB-1537 Gorilla beringei 1,537 GBMNA18418-19 BOLD
Figure 2.4 shows the number of mitochondrial (true positives, or TP) and nuclear (false
positive, or FP) read pairs that pass the coverage- and alignment-based SMART filters,
respectively. For all sequencing depths, the use of human seeds leads to recovery of almost
all mitochondrial reads following the alignment based filter, with relatively few false positives.
For non-human seeds the low sensitivity of the coverage-based filter leads to more variable
performance of the alignment-based filter although the number of false positives remains low.
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Figure 2.4: Effect of the seed on read filtering accuracy for 2.5M-25M read pairs randomly
selected from WGS run ERR020236. X-axis represents the used seed sequences and y-axis
represents the number of pair reads which are the output of coverage-based and reference-
based read filter
As shown in Figure 2.4 by the seed labels typeset in bold, SMART succeeded in assembling
a complete circular mtDNA genome using all five human seeds, regardless of seed length and
sequencing depth. SMART has a less-consistent but still high success rate at assembling
complete circular mtDNA genomes when using seeds from related species. All reconstructed
sequences had an overall average of 99.96% identity to the mitochondrial genome published
by 1KGP for individual HG00501 as computed by Mauve [36]; the average percent identity
is 99.98% for mitogenomes reconstructed using human seeds.
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Table 2.5: SMART assembly accuracy on datasets from non-human species with published
mtDNA reference sequence. All SMART assemblies except Rana temporaria are circular.
Species Reference SMART Percentage Identity
bp bp Mauve LASTZ MUSCLE ClustalW MAFFT
A. niger 31,103 31,324 98.2 97.3 98.2 98.2 98.2
C. lupus 16,520 16,500 100 100 100 100 100
C. hircus 16,640 16,642 99.5 99.5 99.5 99.5 99.5
G. japonensis 16,715 16,615 97.8 98.6 97.8 97.8 97.8
M. Musculus 16,300 16,300 99.9 99.9 99.9 99.9 99.9
P. troglodytes 16,559 16,568 99.9 99.99 99.9 99.9 99.9
P. papatasi 15,557 15,239 97.3 99.5 97.4 97.4 97.4
P. adspersus 24,317 24,316 74.8 80.5 87.7 88.2 86.9
R. temporaria 16,061 16,065 99.8 99.99 99.8 99.8 99.8
S. japonica 37,657 37,657 99.97 99.97 99.97 99.97 99.97
X. laevis 17,717 17,637 99.2 99.6 99.2 99.2 99.2
SMART results for non-human species
SMART retained high success rate and assembly accuracy when assembling mitogenomes
for the non-human datasets described in Table 2.2. All SMART assemblies except that of
Rana temporaria were circular. Table 2.5 gives the percentage identity between the SMART
assemblies and the NCBI mitogenomes of the corresponding species computed using five
different tools: Mauve [36], LASTZ [46], MUSCLE [41], ClustalW [88], and MAFFT [53].
Although there are minor differences between the percentage identity reported by different
tools, the majority of values are higher than 99%, suggesting very high quality assemblies.
The slightly lower identities observed for Aspergillus niger, Grus japonensis, and Phlebotomus
papatasi could be due the higher inter-individual variability within these species. The circu-
lar mitogenome assembled by SMART for Pyxicephalus adspersus has the lowest percentage
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identity to the published reference. The 23,317bp mitogenome of Pyxicephalus adspersus
(GenBank ID MK460224) was recently assembled using Sanger sequencing and primer walk-
ing [27]. Its size is the largest among the known anuran mitogenomes. The analysis in
[27] suggests that the unusually long length is the likely result of a whole-mitogenome du-
plication followed by random gene losses. The repetitive nature of Pyxicephalus adspersus,
including both large duplications and small tandem repeats, is apparent in the SMART as-
sembly graph, visualized using Bandage [102] in Figure 2.5a. The alignment performed using
Mauve between the reference and the mitogenome reconstructed by SMART (Figure 2.5b)
reveals that the main difference between the two sequences is a reversal that SMART failed
to correctly resolve due to the relatively short insert length (550bp) of the assembled WGS
library.
2.4 Conclusions
In this chapter we presented SMART, an automated pipeline for de novo mitogenome as-
sembly from Illumina paired-end WGS reads. SMART is based on a novel statistical frame-
work that includes probabilistic read filtering based on coverage, likelihood maximization
for resolving ambiguities in the assembly graph, and assembly confidence estimation using
bootstrapping. Experimental results on both human and non-human datasets show that
SMART produces complete/circular assemblies with high success rate even for low-coverage
WGS datasets and in the presence of repeats. The pipeline is publicly available via a user-
friendly Galaxy interface at https://neo.engr.uconn.edu/?toolid=SMART. In ongoing work
the pipeline is being extended to handle multiple libraries and to automatically select the
optimal number of read pairs used for each bootstrap.
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Figure 2.5: a)The alignment performed using Mauve between the reference and the mi-
togenome re-constructed by SMART. Figure b) reveals that the main difference between
the twosequences is a reversal that SMART failed to correctly resolve due to the relatively




Mitogenome Assembly with Repeats
1
3.1 Introduction
Mitochondria are cellular organelles present with very rare exceptions in all eukaryotic cells.
In most animals, the mitochondria have their own genome, a double-stranded circular DNA
molecule typically ranging in size between 15-20Kb that encodes 37 genes (2 ribosomal RNA
genes, 13 protein coding genes, and 22 transfer RNA genes). The mitochondrial genome is
inherited maternally, and has much higher copy number than the nuclear genome [95]. The
small size, high copy number, and the presence of both coding and regulatory regions that
mutate at different rates make the mitochondrial genome an ideal genetic marker. Indeed,
mitochondrial sequences have been used in applications ranging from maternal ancestry
inference and tracing human migrations [12] to forensic analysis [69]. The mitochondrial
DNA has also become the workhorse of biodiversity studies since many non-model species
do not yet have the nuclear genome sequenced [44, 58].
To date, most such biodiversity studies are based on sequencing a single gene fragment,
1The results presented in this chapter are based on [8] and [11].
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such as the Cytochrome C oxidase I (COI) gene, which has been adopted as the preferred
“barcode of life” [47, 82]. Recently there have been a renewed appreciation for the improved
accuracy of taxonomic and phylogenetic analyses performed based on complete mitogenome
sequences assembled from low coverage whole genome shotgun (WGS) reads generated using
next generation sequencing (NGS) technologies. Indeed, full length mitogenome sequences
capture evolutionary events such as genome rearrangements that are missed in single gene
analyses [64]. Furthermore, the exponential decrease in NGS costs has led to an explosion
in the number of WGS datasets generated from non-model organisms. For mammals alone,
there are currently over two hundred species with paired-end WGS data available in the
NCBI SRA database but for which no complete mitogenome is available. Recent studies
have also demonstrated that WGS data of sufficient depth for reconstructing mitogenomes
can be generated from preserved museum specimens [89], making the approach applicable
to rare or even extinct species.
Leveraging the available WGS datasets to expand the number of complete mitogenomes
requires bioinformatics pipelines that can assemble high-quality mitogenomes quickly and
with minimal manual intervention. Unfortunately, standard genome assemblers often fail to
generate high quality mitochondrial genome sequences due to the large difference in copy
number between the mitochondrial and nuclear genomes [45]. This has led to the develop-
ment of specialized tools for reconstructing mitochondrial genomes from WGS data, mainly
falling within three categories. Reference-based methods such as MToolBox [29] require the
mtDNA sequence of the species of interest or a closely related species, which are often not
available for the less-studied species of interest in biodiversity studies. Seed-and-extend tools
such as MITObim [45] and NOVOPlasty [38] use a greedy approach to extend available seed
sequences such as the COI but can have difficulty handling repetitive regions present in some
mitochondrial genomes [58]. Finally, de novo methods such as Norgal [6] and plasmidSPAdes
[16] use coverage-based filtering to remove nuclear WGS reads before performing assembly
using the de Bruijn graph of remaining reads.
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In [10] we introduced a hybrid method called Statistical Mitogenome Assembly with Re-
peaTs (SMART), which uses a seed sequence to estimate the mean and standard deviation
of mtDNA k-mer counts, then positively selects reads with k-mer counts falling within three
standard deviations of the estimated mean before performing de novo assembly. Experiments
in [9] show that for low-depth WGS datasets the positive selection approach implemented
by SMART yields higher enrichment for mtDNA reads than the negative selection of Nor-
gal. Furthermore, SMART was shown to produce complete circular mitogenomes with a
higher success rate than both seed-and-extend tools MITObim and NOVOPlasty and de
novo assemblers Norgal and plasmidSPAdes.
In this chapter we present an extension of the SMART pipeline, referred to as SMART2,
that can take advantage of multiple sequencing libraries when available and automatically
selects the optimal number of read pairs used for assembly. We also present experimental
results comparing read filtering and assembly accuracy of SMART2 with that of existing
state-of-the-art tools, along with the results of a pilot “orphan mitogenomes” project in which
SMART2 was used to generate 16 complete and 11 partial mitogenomes for 27 mammals and
amphibians without previously published mitogenomes. All novel mitogenomes have been
submitted to GenBank as Third Party Annotation (TPA) sequences [34].
3.2 Methods
The SMART2 pipeline is deployed using a customized instance of the Galaxy framework [4]
and is publicly available via a user-friendly Galaxy interface at https://neo.engr.uconn.edu/
?tool id=SMART2 (see Figure 3.1). The pipeline was designed for processing paired-end
reads in fastq format from one or two WGS libraries. In addition to fastq files, the user
specifies the sample name and a seed sequence in fasta format. By default the number of
reads is selected automatically as described below, but the user can overwrite the default and
manually specify it. Advanced options also allow the user to change the default choices for
37
Figure 3.1: Galaxy interface of SMART2.
the number of bootstrap samples (default is 1), k-mer size (default is 31), number of threads
(default is 16), and the genetic code used for MITOS annotation (default is the vertebrate
mitochondrial code).
The main steps of the SMART2 pipeline follow those of SMART with adaptations for
multi-library inputs:
1. Automatic adapter detection and trimming, performed independently for each library.
2. Random resampling of a number of trimmed read pairs, either specified by the user or
automatically determined using the doubling strategy described below.
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Figure 3.2: SMART2 workflow.
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3. Selection of mitochondrial reads based on coverage estimates of seed sequence k-mers –
aggregated across libraries using one of the methods described below (2-dimensional
Gaussian mixture modeling using MCLUST, Union, or Intersection).
4. Joint preliminary assembly of reads passing the coverage filter in the two libraries, per-
formed using SPAdes.
5. Filtering of preliminary contigs by BLAST searches against a local mitochondrial database.
6. Secondary read filtering by alignment to preliminary contigs that have significant BLAST
matches, performed independently for each library.
7. Joint secondary assembly of selected reads, performed using SPAdes.
8. Iterative scaffolding and gap filling based on maximum likelihood.
9. Prediction and annotation of mitochondrial genes using MITOS.
As for SMART, steps 2-8 of SMART2 can be repeated a user-specified number of times to
compute the bootstrap support for the assembled sequences. A detailed flowchart of the
SMART2 pipeline is shown in Figure 3.2.
3.2.1 Coverage-based k-mer classification
For a single library SMART2 uses the same method as SMART for classifying k-mers as
mitochondrial or nuclear in origin. Specifically, SMART2 uses MCLUST [83] to fit a two-
component Gaussian mixture model to the one-dimensional distribution of counts of seed
sequence k-mers. The upper component of the fitted model is taken as a proxy for the
corresponding mtDNA k-mer count distribution, and all k-mers that have a count within 3
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Figure 3.3: Mi ochondrial k-mer coverage distribution estim t d by MCLUST using seed
k-mer counts generated from (a) 800k read pairs sampled from library SRR630623 of the
Anopheles stephensi dataset, and (b) 400k read pairs sampled from each of the two libraries
of the Anopheles stephensi dataset.
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For two libraries the natural extension of this approach would be to fit a two-component
Gaussian mixture model to the two-dimensional distribution of counts of seed sequence k-
mers (see Figure 3.3(b)). Unfortunately experimental results in Section 3.3 show that this
approach (referred to as “MCLUST”) has relatively poor read filtering performance. Con-
sequently, we implemented in SMART2 two alternative approaches for k-mer classification.
Both rely on first independently classifying each k-mer as mitochondrial or nuclear based
on fitting two-component Gaussian mixture models to the one-dimensional distributions of
counts of seed sequence k-mers of each library. The “Union” method ultimately classifies a
k-mer as mitochondrial if it is classified as such based on either one of the libraries, while
the “Intersection” method does so if the k-mer is classified as mitochondrial according to
both libraries.
3.2.2 Automatic selection of bootstrap sample size
The number of read pairs in a bootstrap sample has a significant effect on the quality of
resulting assembly. Too small a number of reads may produce fragmented assemblies due to
lack of coverage for some regions. Too large a number may be detrimental by increasing the
complexity of the assembly graph and making it more difficult to remove tangles generated
by sequencing errors. In the original version of SMART [10] the number of read pairs in a
bootstrap sample is specified by the user, and this can lead to many trial-and-error runs to
find the optimal coverage.
In SMART2 we implemented a simple doubling strategy for automatically selecting the
number of read pairs used in each bootstrap sample. Based on SMART experiments with
manually specified numbers of read pairs we noted that a mean (estimated) read coverage
of the mitochondrial genome between 20× and 40× generates complete mitogenomes with
high success rate. Unfortunately, it is difficult to analytically estimate the number of read
pairs that yields a mitochondrial coverage in this range since the percentage of mitochondrial
reads in real WGS datasets can vary by orders of magnitude [8] and the exact sizes of the
42
nuclear and mitochondrial genomes are often not known a priori. For a single WGS library,
SMART2 starts with 100,000 read pairs and then iteratively doubles the number of pairs
until reaching an estimated mean mitochondrial read coverage of 20× or more. For two
WGS libraries, SMART2 uses a similar doubling strategy starting with 100,000 read pairs
and stopping when the sum of the mean mitochondrial read coverages estimated from the
two libraries is 20× or more.
3.3 Results and Discussion
3.3.1 Comparison of coverage-based filters and assembly accuracy
on WGS datasets from species with published mitogenomes
For a detailed assessment, including evaluating the effectiveness of the SMART2 coverage-
based filters and comparing assembly accuracy with previous methods we used five two-
library datasets from species with published mitogenomes. The datsets are comprised of
three insects (Anopheles stephensi, Anopheles funestus, and Drosophila mauritiana) and two
birds (Parus major and Pseudopodoces humilis). Accession numbers and basic statistics
for the five datasets are provided in Table 3.1. Figure 3.4 plots the True Positive Rate
(TPR), Positive Predictive Value (PPV), and F1 score (harmonic mean of TPR and PPV)
achieved by the MCLUST, Union, and Intersection filters of SMART2 as the total number
of read pairs is varied between 100k and 3.2M. All values are averages over the five species in
Table 3.1. For comparison we include the average TPR, PPV, and F1 score of single library
filters (L1 and L2). The results underscore the poor performance of the 2-dimensional
mixture model (MCLUST), and the different tradeoffs achieved between TPR and PPV
by the Union and Intersection filters. Specifically, for a fixed number of reads, the Union
filter typically achieves a higher TPR but lower PPV than single library filters, while the
Intersection filter does the opposite. In these experiments, the Intersection filter yields an
F1 score comparable with single library filters for the lower range of tested number of read
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pairs, but both the Union and Intersection filters converge towards the performance of single
library filters as the number of read pairs exceeds one million.
Assembly accuracy results generated by SMART2 and three other tools (Norgal [6],
NOVOPlasty [38], and PlasmidSPAdes [16]) on the datasets described in Table 3.1 are given
in Table 3.2. The number of read pairs used for assembly, indicated in last column for both
single and two-library runs, was selected using the doubling strategy implemented described
in Section 3.2. For each method, the assembled sequence length and percentage identity to
the published reference are typeset in bold when the reconstructed sequence is a circular
genome.
On all datasets Norgal failed to generate any contigs or generated nuclear rather than
mitochondrial contigs, consistent with the poor performance reported for low-coverage WGS
data in [8]. NOVOPlasty generated circular mitogenomes from two of the ten libraries,
but failed on one library, and generated only incomplete mitogenomes from the remaining
seven. PlasmidSPAdes generated circular mitogenomes from three of the ten libraries, while
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Figure 3.4: Accuracy of single and multi-library coverage-based filters on 100k-3.2M read
pairs randomly selected from libraries in Table 3.1.
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Table 3.1: Multi-library WGS datasets with published mtDNA sequences.
Species
Library Read % Seed Seed Reference Reference
ID Length mtDNA ID Length ID Length
A. stephensi
SRR630623 2×101 0.041%
















EU382177 620 KP001174 16,758
SRR765710 2×101 0.294%
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Table 3.2: Assembled sequence length and percentage identity to the published reference
for low-coverage WGS datasets from species with published mitogenomes. Numbers in bold
indicate a complete circular mitogenome.







































































Table 3.3: WGS datasets from 26 metazoans without published mitogenomes. mtDNA
content was estimated by aligning the reads against the SMART2 assembly only when the
latter was a complete sequence. The number of read pairs was selected automatically by
using the doubling strategy described in Section 3.2 except for the three species marked with
a dagger for which it was manually increased after automatic selection failed to assemble a
complete circular mitogenome. A “*” indicates that all available read pairs were used.
Species
Run Read % #Pairs Seed
ID Length mtDNA Used ID
Abrocoma cinerea SRR8885043 2×151 1.490 2,000,000† AF244388
Agalychnis moreletii SRR8327212 2×182 NA 1,600,000 EF125031
Arvicola amphibius ERR3316036 2×151 0.002 51,200,000 LT546162
Babyrousa babyrussa ERR2984475 2×100 0.022 12,800,000 AY534302
Brachycephalus ferruginus SRR5837605 2×251 NA 856,599* HQ435708
Brachycephalus pombali SRR5837604 2×251 NA 846,282* HQ435714
Canis rufus SRR8066613 2×101 0.565 400,000 U47043
Coendou bicolor SRR8885018 2×151 3.372 100,000 U34852
Cratogeomys planiceps SRS4613652 2×151 2.537 100,000 AY545541
Ctenodactylus gundi SRR8885020 2×151 0.246 400,000 U67301
Cuniculus paca SRS4613635 2×151 0.371 400,000 JF459150
Cycloramphus boraceiensis SRR4019528 2×305 NA 1,776,547* KU494395
Grammomys surdaster SRS4524074 2×151 0.689 10,000,000† KY753991
Heteromys oasicus SRR8885041 2×151 0.965 200,000 ABCSA423-06
Hippotragus niger kirkii SRS4184270 2×101 0.017 25,600,000 AF049388
Hippotragus niger niger SRR8366604 2×101 0.012 51,200,000 AF049393
Hyla arborea SRR2157967 2×101 NA 10,000,000† JN312692
Hylodes phyllodes SRR4019434 2×305 NA 1,055,455* DQ502873
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Melanophryniscus
SRR5837589 2×251 NA 977,403* KX025607
xanthostomus
Oophaga pumilio SRR7627571 2×49 NA 3,200,000 KX574023
Pipistrellus pipistrellus ERR3316150 2×151 0.007 25,600,000 HM380206
Pusa hispida saimensis ERR2608991 2×170 0.098 1,600,000 JX109798
Rhacophorus chenfui SRR5248583 2×300 NA 3,477,603* KP996818
Sciurus carolinensis ERR3312500 2×151 2.791 100,000 JF457099
Sorex palustris SRR8451745 2×150 NA 6,400,000 MG421461
Urocitellus parryii SRR8263911 2×151 0.609 200,000 KX646821
3.3.2 SMART2 assembles novel mitogenomes from single libraries
In a pilot project to assemble orphan mitogenomes for species with publicly available WGS
data but no published mitogenome sequence we ran SMART2 on WGS datasets from 18
mammals (Abrocoma cinerea, Arvicola amphibius, Babyrousa babyrussa, Canis rufus, Co-
endou bicolor, Cratogeomys planiceps, Ctenodactylus gundi, Cuniculus paca, Grammomys
surdaster, Heteromys oasicus, Hippotragus niger kirkii, Hippotragus niger niger, Pipistrel-
lus pipistrellus, Pusa hispida saimensis, Rhacophorus chenfui, Sciurus carolinensis, Sorex
palustris, and Urocitellus parryii) and 8 amphibians (Agalychnis moreletii, Brachycephalus
ferruginus, Brachycephalus pombali, Cycloramphus boraceiensis, Hyla arborea, Hylodes phyl-
lodes, Melanophryniscus xanthostomus, and Oophaga pumilio). Basic information about the
26 datasets is given in Table 3.3. The number of read pairs was selected automatically by
using the doubling strategy for all datasets except A. cinerea, G. surdaster, and H. arborea,
for which the number of read pairs was manually increased after automatic selection failed
to assemble a complete circular genome.
Out of the 26 datasets, SMART2 generated 15 complete circular mitogenomes and 11
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partial mitogenomes, as shown in Table 3.4. To assess assembly accuracy we performed
joint phylogenetic tree reconstruction of SMART2 mitogenomes and complete mitogenome
sequences downloaded from GenBank for up to two species in the same family, whenever
the latter could be identified (see Table 3.4 for accession numbers). The joint phylogeny
annotated using iTOL [61] is shown in Figure 3.5. The phylogeny was constructed using
FastTree [79] with 10,000 bootstraps and the jModelTest [37] model of sequence evolution
from a multiple alignment generated using MAFFT [53]. The phylogeny places the sequences
of each family within independent clades, supporting the accuracy of SMART2 assemblies.
Assembly accuracy is further supported by the completeness of MITOS annotations (see
Table 3.4 for the number of annotated genes for each species). All mtDNA sequences assem-
bled by SMART2 for the 26 species in the pilot project have been submitted to GenBank as
Third Party Annotation (TPA) sequences (see Table 3.4 for TPA accession numbers).
3.3.3 SMART2 assembles the complete mitochondrial genome of
the Water vole Microtus richardsoni using two libraries2
Water voles (Microtus richardsoni) are considered sensitive species by the USDA Forest Ser-
vice because of their small populations and specific habitat requirements. They are highly de-
pendent on freshwater streams in the mountains of Canada (Alberta, British Columbia), and
United States of America (Idaho, Montana, Oregon, Utah, Washington, and Wyoming).[56].
We assembled the complete mitochondrial genome of a single M. richardsoni individual
sampled from Hoodoo Lake, ID (46.333333 N, 114.633333 W) sequenced by Iridian Genomes,
Inc. (Bethesda, MD; NCBI-SRA: accession number SRR8451905 and SRR8293759). Paired-
end sequencing on an Illumina HiSeq X-Ten produced 186,970,325 and 117,371,326 read
pairs, respectively. Both reads have an average length of 300 bp. Also, the percentage of
mitochondrial read pairs in these libraries is 0.01%.
We generated the mitogenome of M. richardsoni by using SMART2. SMART2 uses two














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.5: Phylogenetic Tree all SMART2 results with related species.
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WGS libraries in FASTQ format, and requires a seed sequence. We used a cytochrome b
gene sequence from M. richardsoni as the seed sequence (GenBank ID AY973809). The first
step in SMART2 is automatic adapter detection and trimming. Second, SMART2 selects
the number of read pairs that are needed to generate the mitogenome. After selecting the
needed number of read pairs, SMART2 randomly resamples the number of trimmed read
pairs from both libraries separately. The third step is coverage-based filtering of the reads
based on the seed sequence for both libraries separately. The fourth step is the preliminary
assembly of reads passing the coverage-based filter using SPAdes [19] for both reads together.
Fifth, preliminary contigs are filtered using BLAST [2] searches against a local mitochondrial
database. The sixth step is secondary read filtering by alignment to preliminary contigs
that have significant BLAST matches for both reads independently. The seventh step is a
secondary de novo assembly using SPAdes for both reads together. Next, iterative scaffolding
and gap filling are performed based on maximum likelihood. Lastly, mitochondrial genes are
predicted and annotated using MITOS [22]. All the above steps are executed just once by
default unless the SMART2 users specify the number of times steps 2-8 should be repeated
to compute the bootstrap support for the assembled sequences.
By applying SMART2, we generated the mitogenome (GenBank ID pending) with a
length of 16,285 bp based on 2,622 read pairs. The average coverage is around 97x. By using
MITOS, we annotated 13 protein-coding genes, 22 transfer RNA genes, and 2 ribosomal
RNA genes.
For our phylogenetic analysis, we downloaded 26 publicly available Arvicoline mitogenomes
from GenBank and aligned them with our M. richardsoni mitogenome using the local pair
algorithm in MAFFT [53]. The phylogeny was estimated using BEAST 2.5.0 [25] with
1,000,000 Markov steps, 100,000 burnin steps, and a GTR+I+G substitution model selected
using jmodeltest [78]. The tree was visualized with FigTree [81]. The phylogeny shows M.
richardsoni as sister to M. ochrogaster and paraphyly within the genus Microtus.
54
3.4 Conclusions
In this chapter we presented SMART2, an enhanced pipeline that can assemble high quality
mitochondrial genomes from low coverage WGS datasets with minimal user intervention.
SMART2 succeeded in generating mitochondrial sequences – including 15 complete circular
mitogenomes – for 27 metazoan species with WGS data but no previously published mi-
togenomes in NCBI databases The SMART2 pipeline is publicly available via a user-friendly























































Figure 3.6: Coalescent phylogenetic tree based on the complete mitochondrial genomes of
27 Arvicoline species, including two outgroups (Cricetus cricetus and Phodopus roborovski).
The accession numbers of the mitogenomes used in the tree can be found in the supplemental






Sequencing Data from Single
Individual and Mixed DNA Samples1
4.1 Introduction
Each human cell contains hundreds to thousands of mitochondria, each carrying a copy of
the 16,569bp circular mitochondrial genome. Three main reasons have made mitochondrial
DNA analysis an important tool for fields ranging from evolutionary anthropology [23] to
medical genetics [31, 51] and forensic science [13, 26]. First, the high copy number makes
it easier to recover mitochondrial DNA (mtDNA) compared to the nuclear DNA, which is
present in only two copies per cell [45, 55]. This is particularly important in applications
such as crime scene or mass disaster investigations where only a limited amount of biological
material may be available, and where sample degradation may render standard forensic tests
1The results presented in this chapter are based on [7].
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Figure 4.1: The history of human mtDNA haplogroups migration [98]
based on nuclear DNA analysis unusable [70]. Second, mitochondrial DNA has a mutation
rate about 10 times higher than the nuclear DNA, making it an information rich genetic
marker. The higher mutation rate is due to the fact that mtDNA is subject to damage from
reactive oxygen molecules released in mitochondria as by-product of energy metabolism.
Finally, mitochondria are inherited maternally without undergoing recombination like the
nuclear genome, which can simplify analysis, particularly for mixed samples [55].
Public databases have already amassed tens of thousands of such sequences collected from
populations across the globe. Comprehensive phylogenetic analysis of these sequences has
been used to infer the progressive accumulation of mutations in the mitochondrial genome
during human evolution and track human migrations [98] (see Figure 4.1). Combinations
of these mutations, inherited as haplotypes, and have also been used to trace back our most
recent common matrilinear ancestor referred to as the “mitochondrial Eve” [57, 96]. Last
but not least, clustering of mitochondrial haplotypes has been used to define standardized
haplogroups characterized by shared common mutations [96]. Due to lack of recombination,
the evolutionary history of these haplogroups can be represented as a tree. The best curated
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Figure 4.2: Top level mtDNA haplogroups (top) and sample haplogroups with their muta-
tions (bottom) from Build 17 of PhyloTree [3].
haplogroup tree is PhyloTree [92], which currently catalogues over 5,400 haplogroups defined
over some 4,500 different mutations (see Figure 4.2).
Although many of the available mtDNA sequences have been generated using the classic
Sanger sequencing technology, current mtDNA analyses are mainly performed using short
reads generated by high-throughput sequencing technologies. Numerous bioinformatics tools
have been developed to conduct mtDNA analysis of such short read data. The majority of
these tools – including MitoSuite [49], HaploGrep [57], Haplogrep2 [101], mtDNA-Server
[100], MToolBox [28], mtDNAmanager [60], MitoTool [43], Haplofind [96], Mit-o-matic [94],
and Hi-MC [85] – take a reference-based approach, seeking to infer the haplotype (and assign
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a mitochondrial haplogroup) assuming that the DNA sample originates from a single indi-
vidual. While these tools can be helpful for conducting population studies [55] or identifying
mislabeled samples [66], they are not suitable for mtDNA analysis of mixed forensics samples
that contain DNA from more than one individual, e.g., the victim and the crime perpetrator
[97]. Even though the mtDNA haplotypes are not unique to the individual, mitochondrial
analysis of mixed forensic samples is useful for including/excluding suspects in crime scene
investigations since there is a large haplogroup diversity in human populations [48].
To the best of our knowledge, mixemt [97] is the only available bioinformatics tool that
can assign haplogroups based on short reads generated from mixed DNA samples. By using
expectation maximization (EM), mixemt estimates the relative contribution of each hap-
logroup in the mixture. To increase assignment accuracy, the EM algorithm of mixemt is
combined with two heuristic filters. The first filter removes any haplogroup that has no sup-
port from short reads, while the second filter removes haplogroup mutations that are likely
to be private or back mutations. Experiments with synthetic mixtures reported in [97] show
that mixemt has high haplogroup assignment accuracy. More recently, mixemt has been
used to infer mitochondrial haplogroup frequencies from short reads generated from urban
sewer samples collected at tens of sites across the globe, and shown to generate estimates
consistent with population studies based on sequencing randomly sampled individuals [77].
In this paper we propose new algorithms for haplogroup assignment from short sequencing
reads generated from both single individual and mixed DNA samples. There are two types of
prior information associated with haplogroups and available from resources such as PhyloTree
[92]. First, each haplogroup has one or more complete mtDNA sequences collected from
previous studies. These “exemplary” haplotypes can be leveraged to infer the frequency of
each haplogroup from the short reads. Since many short reads are compatible with more
than one of the existing haplotypes, an expectation maximization framework can be used
to probabilistically allocate these reads and obtain maximum likelihood estimates for the
frequency haplotypes (and hence the haplogroups) in the database. This is the primary
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approach taken by mixemt – the haplogroups with high estimated frequency are then deemed
to be present in the sample, while the haplogroups with low frequency are deemed to be
absent.
The second type of information captured by PhyloTree [92] are the mutations associated
each branch of the haplogroup tree. Since each haplogroup corresponds to a node in the phy-
logenetic tree, haplogroups are naturally associated with the set of mutations accumulated
on the path from the root to the respective tree node. As an alternative to the frequency
estimation approach of mixemt, the short reads can be aligned to the reference mtDNA
sequence and used to call the variants present in the sample. The set of detected variants
can then be matched against the sets of mutations associated with each haplogroup, with
the best match suggesting the haplogroup composition of the sample.
A priori it is unclear which of the two classes of approaches would yield better hap-
logroup assignment accuracy. The frequency estimation approach critically relies on having
a good representation of the haplotype diversity in each haplogroup, and accuracy can be
negatively impacted by lack of EM convergence to a global likelihood maximum due to the
high similarity between haplogroups. In contrast, the accuracy of the mutation analysis ap-
proach depends on the haplogroup tree being annotated with all or nearly all of the shared
mutations defining each haplogroup. High frequency of private and back mutations can
negatively impact accuracy of this approach.
In this paper we show that an efficient implementation of the mutation analysis approach
can match the accuracy of the state-of-the-art frequency based mixemt algorithm while
running orders of magnitude faster. Specifically, our implementation of mutation-based
analysis uses the SNVQ algorithm from [40] to identify from the short sequencing reads
the mtDNA variants present in the sample. The SNVQ algorithm, originally developed for
variant calling from RNA-Seq data, has been previosly shown to be robust to large variations
in sequencing depth (commonly observed in high-throughput mitogenome sequencing [40])
and allelic fraction (as may be expected for a mixed sample with skewed DNA contributions
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from different individuals). The set of variants called by SNVQ is then matched to the best
set of mutations corresponding to single haplogroups or small collections of haplogroups
using the classic Jaccard similarity measure. Exhaustively searching the space of small
collections of haplogroups was deemed “computationally infeasible” in [97]. We show that
for single individual samples finding the haplogroup with highest Jaccard similarity can be
found substantially faster than running mixemt. For two individual mixtures, the pair of
haplogroups with highest Jaccard similarity can be identified by exhaustive search within
time comparable to that required by mixemt, and orders of magnitude faster when using
advanced search algorithms [20].
The rest of the paper is organized as follows. In Section 4.2 we describe our mutation-
based haplogroup assignment algorithms. In Section 4.3 we present experimental results
comparing Jaccard similarity algorithms with mixemt on simulated and real sequencing
data from single individuals and two-individual mixtures. Finally, in Section 4.4 we discuss
ongoing and future work.
4.2 Methods
4.2.1 Algorithms for single individual samples
In a preprocessing step, we generate the list of mutations for each haplogroup in PhyloTree
(MToolBox [28] already includes a file with these lists). For a given sample, we start by
mapping the input paired-end reads to the RSRS human mitogenome reference using hisat2
[54]. We next use SNVQ [40] to identify variants from the mapped data. In our brute-
force implementation of the algorithm, referred to as JaccardBF, we compute the Jaccard
coefficient between the set of SNVQ variants and each list of mutations associated with leaf
haplogroups in PhyloTree. The Jaccard coefficient of two sets of variants is defined as the
size of the intersection divided by the size of the union. The haplogroup with the highest
Jaccard coefficient is then assigned as the haplogroup of the input data.
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The brute-force algorithm can be substantially sped up by using advanced indexing tech-
niques. In Section 4.3 we report results using the “All-Pair-Binary” algorithm of [20], referred
to as JaccardAPB, as implemented in the SetSimilaritySearch python library. Even higher
speedups can be achieved by using probabilistic techniques such as MinHash sketches and
indexing for locality sensitive hashing (LSH) [80]. Indeed, implementations such as Min-
HashLSH [104] can be used to generate in sublinear time all haplogroups with a Jaccard
similarity exceeding a given user threshold. However, MinHashLSH is an approximate al-
gorithms, which may miss some of the haplogroups with high Jaccard similarity and may
also generate false positives. The accuracy and runtime of MinHashLSH depend among
other parameters on the number of hash functions, and the user can generally achieve higher
precision and recall at the cost of increased running time.
4.2.2 Algorithms for two-individual mixtures
High-throughput reads are aligned to RSRS using hisat2 and then SNVQ is used to call
variants as above. We experimented with several haplogroup assignment algorithms for
two-individual mixtures. In the first, referred to as JaccardBF2, the Jaccard coefficient is
computed using brute-force search for each leaf haplogroup, and the top 2 haplogroups are
assigned to the mixture. Unfortunately this algorithm has relatively low accuracy, mainly
since the haplogroup with the second highest Jaccard similarity is most of the time a hap-
logroup closely related to the haplogroup with the highest similarity rather than the second
haplogroup contributing to the mixture. To resolve this issue we experimented with com-
puting the Jaccard coefficient between between the set of SNVQ variants and all pairs of
leaf haplogroups, with the output consisting of the pair with maximum Jaccard similarity.
We implemented both brute-force and “All-Pair-Binary” indexing based implementations of
this pair search algorithm, referred to as JaccardBF pair and JaccardAPB pair, respectively.
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4.2.3 Algorithms for mixtures of unknown size
When only an upper-bound k is known on the mixture size, the Jaccard coefficient can be
computed against sets of mutations generated from unions of up to k leaf haplogroups. For
mixtures of up to 2 individuals we report results using the “All-Pair-Binary” indexing based




We downloaded all WGS datasets used in [92]. Specifically, whole-genome sequencing data
for 20 different individuals with distinct haplogroups was downloaded from the 1000 Genomes
project (1KGP). The 20 individuals come from two populations: British and Yoruba, with the
Yoruba individuals sampled from two different locations (the United Kingdom, and Nigeria,
respectively). The haplogroups of 14 of the 20 individuals correspond to leaves nodes in
PhyloTree, while the haplogroups of the other 6 correspond to internal nodes. Accession
numbers, basic sequencing statistics, and ground truth haplogroups for the 20 datasets are
given in Tables 4.1 and 4.2.
Synthetic datasets.
For the synthetic datasets, we simulated reads using wgsim [62] based on exemplary se-
quences associated with leaf haplogroups in PhyloTree [93]. Of the 2,897 leaf haplogroups,
423 haplogroups have only one associated sequence, 2,454 haplogroups have two sequences,
and 20 haplogroups have three or more sequences. For single individual experiments, we
generated two sets of 10,000 simulated read pairs for each haplogroup, using different exem-
plary sequences as wgsim reference whenever possible, i.e., for all but the 423 haplogroups
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with a single associated sequence, for which the sole sequence was used to generate both
sets of wgsim reads. For mixture experiments we similarly generated two groups of 2,897
two-individual mixtures by pairing each haplogroup with a second haplogroup selected uni-
formly at random from the remaining ones. Within each group, the reads were generated
using wgsim and the first and the second PhyloTree sequence, respectively, except for hap-
logroups with a single PhyloTree sequence in which the sole sequence was used to generate
both sets of wgsim reads. For each pair of haplogroups we generated 10,000 read pairs, with
an equal number of read pairs from each haplogroup. We used default wgsim parameters
for simulating reads, in particular the sequencing error rate was 1% and the mutation rate
0.001.
4.3.2 Results on real datasets
Tables 4.3 and 4.4 give the results obtained by mixemt and JaccardBF on the real datasets
consisting of PhyloTree leaf and internal haplogroups, respectively. Both algorithms infer
the expected haplogroup when the ground truth is a leaf PhyloTree node. For the six
datasets in which the ground truth is an internal node of PhyloTree mixemt always infers
the haplogroup correctly, while JaccardBF always infers a leaf haplogroup in the subtree
rooted at the ground truth haplogroup. Despite using brute-force search to identify the best
matching haplogroup, JacardBF is substantially faster (one order of magnitude or more)
than mixemt.
4.3.3 Accuracy results for single individual synthetic datasets
The above results on real datasets already suggest that the mitochondrial haplogroup can
be accurately inferred from WGS data. For a more comprehensive evaluation we simulated
reads using exemplary sequences from all leaf haplogroups in PhyloTree. Table 4.5 gives the
results of this comparison. Both mixem and Jaccard algorithms achieve over 99% accuracy
on simulated datasets. As for real datasets, JaccardBF is more than one order of magnitude
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faster than mixemt. The indexing approach implemented in JaccardABP further reduces
the running time needed to find the best matching haplogroup with no loss in accuracy.
4.3.4 Accuracy results for two-individual synthetic mixtures
Table 4.6 gives experimental results on two-individual synthetic mixtures generated as de-
scribed in Section 4.3.1. In these experiments we assume that it is a priori known that the
mixture consists of two different haplogroups. Consistent with this assumption, the mixemt
prediction is taken to be the two haplogroups with highest estimated frequencies (regardless
of the magnitude of the estimated frequencies). Under this model, the accuracy of mixemt
remains high but is slightly lower for mixtures than for single haplogroup samples, with an
overall mean accuracy of 98.792% compared to 99.361%. JaccardBF2, which returns the two
haplogroups with highest Jaccard similarity to the set of mutations called by SNVQ, per-
forms quite poorly, with a mean accuracy of only 22.765%. The JaccardBF pair algorithm,
which returns the pair of haplogroups whose union has the highest Jaccard similarity to
the set of mutations called by SNVQ, nearly matches the accuracy of mixemt (with a mean
accuracy of 98.398%) with a lower running time. The running time is drastically reduced by
indexing the haplogroups for Jaccard similarity searches, although the predefined threshold
required for indexing (0.8 in our experiments) does lead to a small additional loss of accuracy
(mean overall accuracy of 97.825% for JaccardAPB pair).
4.3.5 Accuracy results for unknown mixture size
In practical forensics applications there are scenarios in which the number of individuals con-
tributing to a DNA mixture is not a priori known. In this case, joint inference of the number
of individuals and their haplogroups is required. Although mitochondrial haplogroup infer-
ence with unknown number of contributors remains a direction of future research, in this
section we report experimental results for the most restricted (but still practically relevant)
such scenario, in which a mixture is a priori known to contain at most two haplogroups.
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Specifically, the 2,897 single individual synthetic datasets analyzed in Section 4.3.3 and the
2,897 two-individual synthetic datasets analyzed in Section 4.3.4 were reanalyzed using sev-
eral joint inference algorithms. For mixemt, the joint inference was performed by using a
5% cutoff on the estimated haplogroup frequencies, while for JaccardAPB 1or2 the joint
inference was performed by matching the set of SNVQ variants to the set of one or two hap-
logroups that has the highest Jaccard similarity. Table 4.7 reports the accuracy and runtime
of the two methods. Overall, mixemt achieves a mean accuracy of 93.398%, with most of
the errors due to the incorrect estimate of the number of individuals in the two-individual
mixtures. In contrast, most of the JaccardAPB 1or2 errors are due to mis-classification of
single individual samples as mixtures. Overall, JaccardAPB 1or2 achieves a mean accuracy
of 96.538%.
4.4 Conclusions
In this paper we introduced efficient algorithms for mitochondrial haplogroup inference based
on Jaccard similarity between variants called from high-throughput sequencing data and
mutations annotated in public databases such as PhyloTree. Experimental results on real
and simulated datasets show an accuracy comparable to that of previous state-of-the-art
methods based on haplogroup frequency estimation for both single-individual samples and
two-individual mixtures, with a much lower running time. On ongoing work we are explor-
ing methods for haplogroup inference of more complex DNA mixtures. Specifically, we are
seeking to scale the mutation analysis approach to larger haplogroup mixtures by employing
probabilistic techniques such as MinHash sketches and indexing for locality sensitive hash-
ing (LSH) [80]. Implementations such as MinHashLSH [104] can generate haplogroups with
a Jaccard similarity exceeding a given user threshold in sublinear time, resulting in dra-
matic speed-ups (Figure 4.3). We are also exploring hybrid methods that combine mutation
analysis with highly scalable frequency estimation algorithms such as IsoEM [74, 67].
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Figure 4.3: Comparison of accuracy and running time needed to compute all sets with a
Jaccard coefficient greater than 0.9 using MinHash sketches with varying number of hash
functions from 2,897 randomly generated sets of average size 44.
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Table 4.1: Human WGS datasets for which ground truth haplogroups are Phylotree leaves.
Percentage of mtDNA reads was estimated by mapping reads to the published 1KGP se-
quence, except for the datasets marked with “*” for which there is no 1KGP sequence and
mapping was done against the RSRS reference.
Sample Run #Read pairs #mtDNA pairs %mtDNA Haplogroup
ID ID
HG00096 SRR062634 24,476,109 43,370 0.177 H16a1
HG00097 SRR741384 68,617,747 112,039 0.163 T2f1a1
HG00098* ERR050087 20,892,714 37,602 0.180 J1b1a1a
HG00100 ERR156632 19,119,986 39,169 0.204 X2b8
HG00101 ERR229776 111,486,484 169,840 0.152 J1c3g
HG00102 ERR229775 109,055,650 217,187 0.199 H58a
HG00103 SRR062640 24,054,672 48,912 0.203 J1c3b2
HG00104* SRR707166 58,982,989 94,242 0.159 U5a1b1g
NA19093 ERR229810 98,728,262 234,170 0.237 L2a1c5
NA19096 SRR741406 55,861,712 131,587 0.235 L2a1c3b2
NA19099 ERR001345 7,427,776 16,038 0.215 L2a1m1a
NA19102 SRR788622 15,134,619 28,239 0.186 L2a1a1
NA19107 ERR239591 9,217,863 13,297 0.144 L3b2a
NA19108 ERR034534 65,721,104 3,959 0.006 L2e1a
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Table 4.2: Human WGS datasets for which ground truth haplogroups are Phylotree internal
nodes.
Sample Run #Read pairs #mtDNA pairs %mtDNA Haplogroup
ID ID
HG00099 SRR741412 57,222,221 102,968 0.179 H1ae
HG00106 ERR162876 24,328,397 50,635 0.208 J2b1a
NA19092 SRR189830 125,888,789 337,350 0.268 L3e2a1b
NA19095 SRR741381 65,174,483 101,118 0.155 L2a1a2
NA19098 SRR493234 40,446,917 85,658 0.211 L3b1a
NA19113 SRR768183 48,428,152 62,412 0.128 L3e2b
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Table 4.3: Experimental results on human WGS datasets for which the ground truth hap-
logroups are Phylotree leaves.
Sample Ground mixemt JaccardBF
ID truth Haplogroup Time Haplogroup Time
HG00096 H16a1 H16a1 8,343 H16a1 264
HG00097 T2f1a1 T2f1a1 897 T2f1a1 546
HG00098 J1b1a1a J1b1a1a 16,423 J1b1a1a 275
HG00100 X2b8 X2b8 12,477 X2b8 258
HG00101 J1c3g J1c3g 61,091 J1c3g 2,523
HG00102 H58a H58a 66,350 H58a 5,343
HG00103 J1c3b2 J1c3b2 29,733 J1c3b2 1,192
HG00104 U5a1b1g U5a1b1g 27,067 U5a1b1g 5,628
NA19093 L2a1c5 L2a1c5 59,107 L2a1c5 4,345
NA19096 L2a1c3b2 L2a1c3b2 44,338 L2a1c3b2 1,054
NA19099 L2a1m1a L2a1m1a 14,515 L2a1m1a 67
NA19102 L2a1a1 L2a1a1 13,642 L2a1a1 231
NA19107 L3b2a L3b2a 8,607 L3b2a 166
NA19108 L2e1a L2e1a 1,423 L2e1a 1,049
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Table 4.4: Experimental results on human WGS datasets for which the ground truth hap-
logroups are Phylotree internal nodes.
Sample Ground mixemt JaccardBF
ID truth Haplogroup Time Haplogroup Time
HG00099 H1ae H1ae 40,733 H1ae1 1,820
HG00106 J2b1a J2b1a 24,614 J2b1a5 1,040
NA19092 L3e2a1b L3e2a1b 137,218 L3e2a1b1 6,610
NA19095 L2a1a2 L2a1a2 94,921 L2a1a2b 1,529
NA19098 L3b1a L3b1a 46,110 L3b1a11 650
NA19113 L3e2b L3e2b 62,643 L3e2b3 822
Table 4.5: Experimental results on synthetic single individual datasets generated from the
2,897 leaf haplogroups in Phylotree.
mixemt JaccardBF JaccardAPB
Acc. Avg. time Acc. Avg. time Acc. Avg. time
Group1 99.275 7251.490 99.379 83.780 99.413 0.041
Group2 99.448 7185.373 99.517 81.428 99.620 0.043
Mean 99.361 7218.432 99.448 82.604 99.517 0.042
Std. Dev. 0.122 46.752 0.098 1.663 0.146 0.001
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Table 4.6: Experimental results on synthetic two-individual mixtures generated from the
2,897 leaf haplogroups in Phylotree.
mixemt JaccardBF2 JaccardBF pair JaccardAPB pair
Acc. Avg. time Acc. Avg. time Acc. Avg. time Acc. Avg. time
Group1 98.619 4890.769 22.540 83.116 98.343 1,224.589 97.480 2.101
Group2 98.964 5273.326 22.989 80.440 98.452 1484.743 98.171 2.315
Mean 98.792 5082.048 22.765 81.778 98.398 1,354.666 97.825 2.208
Std. Dev. 0.244 270.509 0.317 1.893 0.077 183.957 0.488 0.151
Table 4.7: Experimental results for joint inference of mixture size and haplogroup composi-
tion.
mixemt JaccardAPB 1or2
Acc. Avg. time Acc. Avg. time
Group1 Singles 99.275 7251.490 94.028 1.4794
Group2 Singles 99.448 7185.373 96.548 2.098
Group1 Pairs 83.914 4890.769 97.376 1.468
Group2 Pairs 90.956 5273.326 98.205 2.244
Mean 93.398 6150.240 96.539 1.822
Std. Dev. 7.462 1243.583 1.806 0.407
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Pena, and V. F. Prado. The ancestry of brazilian mtDNA lineages. The American
Journal of Human Genetics, 67(2):444–461, 2000.
[13] A. Amorim, T. Fernandes, and N. Taveira. Mitochondrial DNA in human identification:
a review. PeerJ Preprints, 7:e27500v1, 2019.
[14] R. M. Andrews, I. Kubacka, P. F. Chinnery, R. N. Lightowlers, D. M. Turnbull, and
N. Howell. Reanalysis and revision of the cambridge reference sequence for human
mitochondrial DNA. Nature Genetics, 23(2):147, 1999.
[15] S. Andrews. FastQC: a quality control tool for high throughput sequence data. available
online at: http://www.bioinformatics.babraham.ac.uk/projects/fastqc/, 2010.
[16] D. Antipov, N. Hartwick, M. Shen, M. Raiko, A. Lapidus, and P. A. Pevzner. plas-
midSPAdes: assembling plasmids from whole genome sequencing data. Bioinformatics,
32(22):3380–3387, 07 2016.
75
[17] D. Antipov, M. Raiko, A. Lapidus, and P. A. Pevzner. Plasmid detection and assembly
in genomic and metagenomic data sets. Genome Research, may 2019.
[18] L. A. Ayad and S. P. Pissis. MARS: improving multiple circular sequence alignment
using refined sequences. BMC Genomics, 18(1):86, 2017.
[19] A. Bankevich, S. Nurk, D. Antipov, A. A. Gurevich, M. Dvorkin, A. S. Kulikov, V. M.
Lesin, S. I. Nikolenko, S. Pham, A. D. Prjibelski, et al. SPAdes: a new genome
assembly algorithm and its applications to single-cell sequencing. Journal of Biology,
19(5):455–477, 2012.
[20] R. J. Bayardo, Y. Ma, and R. Srikant. Scaling up all pairs similarity search. In
Proceedings of the 16th International Conference on World Wide Web, pages 131–140,
2007.
[21] D. M. Behar, M. Van Oven, S. Rosset, M. Metspalu, E.-L. Loogväli, N. M. Silva,
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R. S. Kaas, M. Koopmans, R. S. Hendriksen, F. M. Aarestrup, et al. Worldwide human
mitochondrial haplogroup distribution from urban sewage. Scientific Reports, 9(1):1–9,
2019.
[78] D. Posada. jModelTest: phylogenetic model averaging. Molecular Biology and Evolu-
tion, 25(7):1253–1256, 2008.
82
[79] M. N. Price, P. S. Dehal, and A. P. Arkin. FastTree: computing large minimum evolu-
tion trees with profiles instead of a distance matrix. Molecular Biology and Evolution,
26(7):1641–1650, 2009.
[80] A. Rajaraman and J. D. Ullman. Mining of massive datasets. Cambridge University
Press, 2011.
[81] A. Rambaut and A. Drummond. FigTree version 1.4.0, 2012.
[82] S. Ratnasingham and P. D. Hebert. BOLD: The barcode of life data system
(http://www. barcodinglife. org). Molecular Ecology Notes, 7(3):355–364, 2007.
[83] L. Scrucca, M. Fop, T. B. Murphy, and A. E. Raftery. mclust 5: clustering, classifica-
tion and density estimation using Gaussian finite mixture models. The R Journal, 8
(1):205–233, 2016.
[84] D. Simone, F. M. Calabrese, M. Lang, G. Gasparre, and M. Attimonelli. The reference
human nuclear mitochondrial sequences compilation validated and implemented on the
UCSC genome browser. BMC Genomics, 12(1):517, 2011.
[85] S. Smieszek, S. L. Mitchell, E. H. Farber-Eger, O. J. Veatch, N. R. Wheeler, R. J.
Goodloe, Q. S. Wells, D. G. Murdock, and D. C. Crawford. Hi-MC: a novel method
for high-throughput mitochondrial haplogroup classification. PeerJ, 6:e5149, 2018.
[86] A. Soorni, D. Haak, D. Zaitlin, and A. Bombarely. Organelle PBA, a pipeline for
assembling chloroplast and mitochondrial genomes from PacBio DNA sequencing data.
BMC Genomics, 18(1):49, Jan 2017.
[87] J. B. Stewart and P. F. Chinnery. The dynamics of mitochondrial DNA heteroplasmy:
implications for human health and disease. Nature Reviews Genetics, 16(9):530, 2015.
[88] J. D. Thompson, T. J. Gibson, and D. G. Higgins. Multiple sequence alignment using
ClustalW and ClustalX. Current Protocols in Bioinformatics, 00(1):2.3.1–2.3.22, 2003.
83
[89] B. Trevisan, D. M. Alcantara, D. J. Machado, F. P. Marques, and D. J. Lahr.
Genome skimming is a low-cost and robust strategy to assemble complete mitochon-
drial genomes from ethanol preserved specimens in biodiversity studies. PeerJ, 7:e7543,
2019.
[90] J. Tsuji, M. C. Frith, K. Tomii, and P. Horton. Mammalian NUMT insertion is non-
random. Nucleic Acids Research, 40(18):9073–9088, 2012.
[91] H. A. Tuppen, E. L. Blakely, D. M. Turnbull, and R. W. Taylor. Mitochondrial DNA
mutations and human disease. Biochimica et Biophysica Acta (BBA)-Bioenergetics,
1797(2):113–128, 2010.
[92] M. Van Oven. PhyloTree build 17: Growing the human mitochondrial DNA tree.
Forensic Science International: Genetics Supplement Series, 5:e392–e394, 2015.
[93] M. Van Oven and M. Kayser. Updated comprehensive phylogenetic tree of global
human mitochondrial DNA variation. Human Mutation, 30(2):E386–E394, 2009.
[94] S. K. Vellarikkal, H. Dhiman, K. Joshi, Y. Hasija, S. Sivasubbu, and V. Scaria. mit-o-
matic: A comprehensive computational pipeline for clinical evaluation of mitochondrial
variations from next-generation sequencing datasets. Human Mutation, 36(4):419–424,
2015.
[95] K. L. Veltri, M. Espiritu, and G. Singh. Distinct genomic copy number in mitochondria
of different mammalian organs. Journal of Cellular Physiology, 143(1):160–164, 1990.
[96] D. Vianello, F. Sevini, G. Castellani, L. Lomartire, M. Capri, and C. Franceschi.
HAPLOFIND: A new method for high-throughput mt DNA haplogroup assignment.
Human Mutation, 34(9):1189–1194, 2013.
[97] S. H. Vohr, R. Gordon, J. M. Eizenga, H. A. Erlich, C. D. Calloway, and R. E. Green.
84
A phylogenetic approach for haplotype analysis of sequence data from complex mito-
chondrial mixtures. Forensic Science International: Genetics, 30:93–105, 2017.
[98] D. C. Wallace and D. Chalkia. Mitochondrial DNA genetics and the heteroplasmy
conundrum in evolution and disease. Cold Spring Harbor Perspectives in Biology, 5
(11):a021220, 2013.
[99] W. Wang, M. Schalamun, A. Morales-Suarez, D. Kainer, B. Schwessinger, and R. Lan-
fear. Assembly of chloroplast genomes with long-and short-read data: a comparison
of approaches using eucalyptus pauciflora as a test case. BMC Genomics, 19(1):977,
2018.
[100] H. Weissensteiner, L. Forer, C. Fuchsberger, B. Schöpf, A. Kloss-Brandstätter,
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