Introduction
These are notes on de Jong's proof of the period=index theorem over fields of transcendence degree two. They are actually about the "simplified" proof sketched by de Jong in the last section of his paper. These notes were meant as support for my lectures at the summer school "Central Simple Algebras over Function Fields of Surfaces" at the Universität Konstanz between August, 26 and September, 1 2007 but I did not finish them in time. I wish to thank Johan de Jong for answering some questions and for sending me his manuscript with Mike Artin on stable orders.
Disclaimer and apology These notes are not very systematic. In particular there are some inconsistencies of notation and the level of detail is very uneven. Several parts are directly copied from the references listed above. Some parts consider subjects covered by other lecturers. Since these notes were mostly written before the summer school my presentation here is often different in content and notation from the actual lectures during the summer school. I apologize for this.
Notations and conventions Unless otherwise specified all cohomology is etale cohomology, k is an algebraically closed field and n is a number which is prime to the characteristic. As over fields we define the degree of an Azumaya algebra as the square root of its rank (assuming it has constant rank).
De Jong's theorem
Here is de Jong's celebrated result.
Theorem 2.1. [8] If K is a field of transcendence degree 2 and if A is a central simple algebra over K whose Brauer class has order prime to the characteristic then
index(D) = period(D)
We start with some observations and comments.
(1) Max Lieblich [16] has proved that the period-index problem over function fields can be lifted to characteristic zero. Hence the condition that the period must be prime to the characteristic can be removed. However in these notes we stick to de Jong's original setup. (2) It is easy to reduce the period-index problem to the case that K is finitely generated. (3) If K is finitely generated then by resolution of singularities we may assume that K is the function field of a smooth projective connected surface X (notation: K = k(X)). (4) If K = k(X) as above then one may first consider the case that D is in the image of Br(X). This is the so-called "unramified case". De Jong's proof deals first with the unramified case. The proof uses a deformation argument which is very specific for surfaces. (5) The "ramified" case in de Jong's proof is treated by an extremely ingenious reduction to the unramified case. (6) In [16] Max Lieblich gives a new and completely different proof of de Jong's theorem which starts by (birationally) fibering the surface X over P 1 . He then rephrases the period-index problem as an existence problem for certain twisted vector bundles on curves over k(t). The corresponding moduli space is (geometrically) rationally connected (rational even) and in this way one can recover the period-index theorem from (deep) results about the existence of rational points on rationally connected varieties. See [10] . (7) Yet another proof is by Starr and de Jong [9] . Here one reduces the problem to the existence of rational points in certain twisted Grassmanians over the function field of a surface.
Specialization
De Jong's proof uses several times a specialization argument for the index. We discuss this first.
Remark 3.2. It is easy to see that this theorem and its proof generalize to the case that R is regular local (gr A becomes a polynomial ring in several variables). However the theorem is false without the assumption of R being regular. Consider the following counter example. Let D be arbitrary (of index > 1) and let X be the Brauer-Severi variety of D. It is well-known that X has a very ample line bundle L. Let R be the local ring of the corresponding cone at the singular vertex. Then the quotient field L of R is k(X) [t] . Hence L splits D and thus index(L ⊗ K D) = 1 < index(D).
Invariants
Let X be a scheme. It is classical that
The cohomological Brauer group of X is defined as H 2 (X, G m ) tors . Thanks to the following theorem we know that the cohomological Brauer group often coincides with the usual Brauer group. Theorem 4.1. (Gabber) Assume that X is a quasi-compact, separated scheme with an ample invertible sheaf (e.g. X is quasi-projective). Then
Gabber's proof of this result is not widely disseminated. However a different proof was given by de Jong. See [7] .
Let µ n denote the n-th roots of unity. Since by our standing hypotheses n is invertible we have an exact sequence for the etale topology
(this is the Kummer sequence). Taking cohomology we get a short exact sequence
We find that the cohomology group H 2 (X, µ n ) is a finer invariant than Br(x) n . Now we look at
Taking into account that [18, Proof of Thm IV.2.5]
where Az n (X) denotes the isomorphism classes of Azumaya algebras of rank n 2 we obtain a map
Thus we have constructed maps
We often denote the composition by [−] as well.
Lemma 4.2. The square in the following diagram is commutative up to sign
where Vect n (X) denotes the isoclasses of vector bundles of rank n on X.
Proof. This follows from the following commutative diagram of groups
Taking into account that
and that the map
(see [18, Proof of Thm IV.2.5]) we obtain a commutative diagram
which yields what we want.
Ramification
It is well know that etale cohomology can be computed in terms of local invariants. We discuss this in a very special case.
Let l be a prime number different from the characteristic. 2 Let µ l denote the l'th roots of unity. The following is the version by Bloch and Ogus of the Grothendieck coniveau spectral sequence [13, p164] .
Theorem 5.1. [5, Prop (3.9) ] Assume that X is smooth over a perfect ground field k. Then there is a spectral sequence
are the points of codimension p is X. I.e. the points such that O X,x has (Krull) dimension p.
where U runs through the open subsets of {x}. Note that inj lim
To prove this we may assume that x is the generic point of X and that X is affine. We have Spec k(x) = proj lim U where U runs through the open affines of X. We can now invoke [3, Thm VII.5.7] which says that under these circumstances etale cohomology commutes with inverse limits. The main point of [5] is that the sheaffification for the Zariski topology of (5.1) degenerates at E 2 and computes the sheaffification of the presheaf U → H p (U, µ ⊗n ). This will not concern us however.
If K is a field transcendence degree r over the algebraically closed field k then the l-cohomological dimension of K is r. See [18, p223 top] . The l-cohomological dimension is the degree above which all Galois cohomology of l-torsion sheaves vanishes. This means that E pq 1 = 0 for q > dim X. We will now write out explicitly the coniveau spectral sequence in the case that X is a smooth proper connected surface over an algebraically closed field k.
So if C runs through the irreducible curves in X and x runs through the closed points of x we get a complex
where we have used Poincare duality
This complex is acyclic in positions 2,4,5 and has homology in
Since X is a smooth surface we have that Br(X) l → Br(k(X)) l is injective [18, Cor. IV.2.6]. From (4.1) applied to Spec k(X) we get
which is now also exact on the left.
In [4] an explicit description of the maps in this complex is given. 3 The map a is ⊕ C Ram C where
is the "standard ramification map" associated to the discrete valuation ring R ⊂ K def = corresponding to C ⊂ X. Note that we have
from which one deduces the well-known basic fact that the non-trivial elements of
is a cyclic extension of degree l and σ is a generator of Gal(L/k(C)) (σ is the inverse image of1 ∈ Z/lZ).
Remark 5.2. By a local computation one may show that the following ring theoretic description of the ramification map is correct [2] . Let D ∈ Br(k(X)) l be a division algebra ramified in C. Let Λ ⊂ D be a maximal order over R. Let M be the twosided maximal ideal of Λ. Then Λ/M be is a central simple algebra. Let L be its center. One may show that M is generated by a normalizing element Π. Then [21] for some of the unexplained terminology in this remark.
The map r is a direct sum ⊕ C,x r C,x where x ∈ C. Assume that C is smooth and
is unramified in x (in the classical sense of extensions of discrete valuation rings).
Remark 5.3. Using a local computation we can show that the following is correct. Let K = k(C) and let K s be the separable closure of K. Then we have an exact
If v is a discrete valuation (associated to a point x ∈ C) then we obtain an induced map r :
Since µ l ∼ = Z/lZ (non-canonically) we may twist r to obtain a (canonical) map
Then one has r ′ = r C,x .
The map s is simply the sum map. Note that for arbitrary C we have a complex
This is a kind of reciprocity law.
The only reason why we need the coniveau complex is the following Proposition 5.4. Assume that 0 = [A] ∈ Br(X) l where X is a smooth connected surface over an algebraically closed field k. Then it is impossible for A to be ramified in a union of trees of P 1 's.
Proof. Assume that the ramification locus of A is a union of trees of P 1 's. Then there is at least one of those P 1 's which intersects the other components of the ramification locus in at most one point. Denote this P 1 by C. The case that there is no intersection point is very slightly easier so assume there is an intersection point and denote it by x. Finally put ξ = Ram C (A). If x = y ∈ C then there is no other component of the ramification locus which intersects y and hence it follows from (5.3) that r C,y (ξ) = 0.
From the identity x∈C r C,x (ξ) = 0 we then obtain r C,x (ξ) = 0. But this means that ξ is unramified over P 1 . To finish the proof we note that P 1 does not have any unramified coverings. See e.g. [18, I.5(f)].
A particular type of surface singularity is a so-called rational double point. The minimal resolutions of such singularities are trees of P 1 's whose incidence graph is a Dynkin diagram. See [17] . We obtain the following corollary to Proposition 5.4.
Corollary 5.5. Assume that X is a proper, connected singular surface whose only singularities are rational double points. Let U be the complement of the singular locus and letX → X be the minimal resolution of singularities. If α ∈ Br(k(X)) l is unramified on U then α is unramified onX as well.
Proof. If α is ramified onX then it can be at most be ramified on the exceptional locus which is a union of trees of P 1 's. According to Proposition 5.4 it must then be unramified.
The simplest rational double points are A l−1 singularities. They can be characterized as those singularities whose local ring (R, m) after completion becomes isomorphic to
(l does not have to be prime the the characteristic here). An easy local computation shows that such an A l−1 singularity can be desingularized by ⌈(l−1)/2⌉ consecutive blowups at singular points (which are themselves A l ′ −1 singularities for l ′ ≤ l). The resulting exceptional locus is the Dynkin diagram A l−1 .
Example 5.6. Let (R, m) be a regular local k-algebra of dimension two with residue field k and let f ∈ m 2 be such that f − xy ∼ = 0 mod m 3 where m = (x, y).
To see this note that after
. We claim that after redefining x, y we may assume f = xy. Assume
Since x, y generate m we may find p, q such that f − x ′ y ′ ∈ m t+1 . Repeating this procedure proves the claim.
Assume that X is a smooth proper connected surface and let L ∈ Pic(X). Let
We define a sheaf of algebras on X as follows
where T l = s and Y = SpecA. Then Y → X is a cyclic covering of degree l of X which is ramified in the zeroes of s.
Proposition 5.7. Assume that the zero divisor H of s has normal crossings with smooth components. LetỸ be the minimal resolution of singularities of Y . Let α ∈ Br(k(X)) l and assume that the ramification locus of α is contained in H.
Proof. By Example 5.6 Y has A l−1 -rational singularities. As the ramification locus of α is contained in H it is standard that α k(Y ) is unramified on the regular part of Y (e.g. [6, §23.3] ). But then it follows from Corollary 5.5 that α k(Ỹ ) is unramified as well.
Before moving one we state a result which is peculiar to dimension two.
Lemma 5.8. Let X be a smooth projective surface and let A be a central simple algebra over k(X) which is unramified. Then there exists an Azumaya algebra A on X such that A k(X) = A.
Proof. Let A be a maximal order in A. I.e. a sheaf of O X -algebras torsion free and coherent as O X -module which is contained in A (such an object is called an "order") and which is not properly contained in any other order. Maximal orders are a non-commutative version of integrally closed rings but they are not unique [21] .
As an O X module we have
since otherwise A ∨∨ would be a bigger order. A standard fact in commutative algebra says that a reflexive module over a ring of global dimension two is projective. So A is locally free. Furthermore since A was supposed to be unramified we have that A x is Azumaya for all x ∈ X (1) where X (1) denotes the points of codimension one.
Consider now the standard map
This now an isomorphism in codimension one between locally free modules of the same rank. Hence it has to be an isomorphism.
Artin splitting
If A is an Azumaya algebra of index d on a scheme X, L is an invertible sheaf on X and s ∈ H 0 (X, A ⊗ X L) then we denote the (reduced) characteristic polynomial of s by P s (T ). The coefficient of
Hence inside L they cut out a subscheme which we denote by Y s . Looking e.g. locally it is easy to see that Y s /X finite and flat.
If we do not specify L (e.g. in the local case) then we assume L = O X (or rather that we have chosen some unspecified trivialization L ∼ = O X ).
The following result is due to Mike Artin [2] Theorem 6.1. Assume that X is a smooth projective surface over an algebraically closed field k. Let A be an Azumaya algebra of degree d over X which is generically a division algebra. Let M be an ample line bundle on X. Then for r ≫ 0 and
Remark 6.2. This can be extracted from [2, Thm 8.1.11]. However this last result is much more precise and it does not assume that A is generically a division algebra.
The following key lemma analyzes the local situation.
Lemma 6.3. Let (R, m) be a regular local k-algebra of dimension 2 with residue field k. Let A be an Azumaya algebra of degree d over R. Then there exists a closed subvariety W in A/m 2 A (the latter viewed as a vector space) of codimension 3 such that for s ∈ A we have that Y s is regular ifs ∈ W (here and belows stands for s mod m 2 ).
Proof. We choose an isomorphism
We let W be the of the locus of elementss = s 0 + s 1 η + s 2 ζ in A/m 2 A such that s 0 has a repeated eigenvalue µ with the property det(s − µ) = 0. We claim this is a closed subset of A/m 2 . To prove this consider the subset
This is closed since the condition that µ is a repeated eigenvalue can be expressed as rk
Hence W is a projective scheme. The projection map W → P(A/m 2 A) : (s, µ) →s is well defined since ifs = 0 then det(µ) = 0 and hence µ = 0. Hence the image of 
such thats 1,ij =s 2,ij = 0 where (i, j) refers to the entry ofs marked by " * " in the above matrix. From this description it follows easily that W has codimension three.
Assume now s ∈ A such thats ∈ W . Denote the closed point of Spec R by o. We will the describe the equation of Y s in the neighborhood of a closed point (o, µ) ∈ Y s where µ is an eigenvalue of s 0 . Replacing s by s − µ we may assume µ = 0. The equation of Y s around (o, 0) will be
where a i ∈ R. We have
To be able to compute we put s 0 in Jordan normal form. We separate two cases.
(1) The eigenvalue 0 has multiplicity one. In that case a d−1 ∈ R * . (2) The eigenvalue 0 has higher multiplicity. Sinces ∈ W we obtain from the definition of W :
Hence in both cases
We need a trivial lemma about ample linebundles.
Lemma 6.4. Let M be ample on X and let F be a coherent sheaf on X. Then for r ≫ 0 and for L = M r we have that for all x the map
Proof. For s ≫ 0 we have that M s is very ample [15] , i.e. for all x ∈ X we have that
For t ≫ 0 we have that F ⊗ M t is generated by global sections [15] . I.e. there is a surjective map O ⊕N X → F ⊗ M t and hence surjective maps
Since the last map is between sheaves concentrated in a point, it remains surjective after applying H 0 (X, −). The lemma now follows from the following commutative diagram
x ) using the fact that the lower horizontal and the leftmost vertical maps are surjective.
Proof of Theorem 6.1. We prove smoothness of Y s first. By Lemma 6.4 we have that for r ≫ 0 the map
x A⊗ X L) be the subvariety we denoted by W in Lemma 6.3 (choosing an arbitrary trivialization of L in a neighborhood of x).
Let s 1 , . . . , s n be a basis for
. . , t n ] and puts = t 1 s 1 + · · · + t n s n . Let ψ : Ys → X × A n be the ramified cover defined bys. Let NSm(Ys) be the locus where the projection Ys → A n is not smooth (i.e. where Ω Ys/A n is not locally free). We need to prove that the image of NSm(Ys) is not A n . For x ∈ X we have shown above that ψ
. It follows that NSm(Ys) has codimension ≥ 3 in Ys. Since dim X = 2 this means that the image of NSm(Ys) cannot be the full A n . This finishes the proof of smoothness. Now we prove splitting and generic etaleness. Fix x ∈ X. There is a Zariski openV ⊂ A/mA ∼ = M d (k) such that for t ∈V we have that the characteristic polynomial of t has d distinct roots. Let V be the inverse image ofV under the surjective map
is not the minimal polynomial of s and hence it is has multiple roots. It follows that Y s /X is not generically etale.
Elementary transformations
Suppose X is a scheme and I is an invertible ideal in O X . Let A be an Azumaya algebra on X and assume thatĀ = A/IA = End OD (V ) withV a vector bundle on D = V (I). Suppose we have a subbundleF ofV .
We defineB = {φ ∈ End OD (V ) | φ(F ) ⊂F } and we let B be the inverse image ofB in A. Definē To analyze the properties of elementary transformations we may work locally for the etale topology. Switching to an affine setting with X = Spec R we may assume that A = M n (R).V =R n ,F =R k . Then we find
We deduce immediately Lemma 7.2. The elementary transform of an Azumaya algebra is an Azumaya algebra.
Now we work globally again. LetQ =V /F . Directly from the definition we deduce that there is a short exact sequence 0 → B → A → HomR(F ,Q) → 0
We will now construct a similar exact sequence for A ′ . The inclusion IA ⊂ J yields a map
One checks locally that the image of this map is precisely
and likewise one checks locally that the kernel of the induced map
is precisely B. Taking into account that
we get an exact sequence
There is a proof of the following proposition in [2] . We give the proof in [6] .
Proposition 7.3. Let X be a scheme, A ∈ Az n (X), with n invertible on X and I ⊂ O X an invertible ideal. Assume there is a O D = O X /I vector bundleV such thatĀ = A/IA = End (V ). LetF ⊂V be a subbundle of constant rank r. Let A ′ be the associated elementary transform. Then
where [I] is the image of I under the composition
Proof. We first consider the case that A = End X (V ) is split,V = V /IV and F ⊂V . LetQ =V /F and let W be the kernel of V →Q. Then J = Hom X (V, W ) and hence A ′ = End X (W ).
Hence according to Lemma 4.2 cl(
So we have to compare ∧ n V and ∧ n W . The inclusion W ⊂ V certainly yields an inclusion i : ∧ n W ⊂ ∧ n V . Working locally we may assume V = O n X and W = I n−r ⊕ O r X . We then find that the image of i is equal to I n−r (∧ n V ). Hence
(we are working modulo n). Hence by lemma 4.2
Before we continue we mention that we could have takenV = J ⊗ V /IV , J ∈ Pic(D) andF ⊂ J ⊗ V /IV , but then the elementary transform with respect tō F is the same as the elementary transform with respect to J −1 ⊗F ⊂ V /IV and rkR(F ) = rkR(J −1 ⊗F ). So our assumption thatV = V /IV was not a restriction.
Now we assume that A is general. The next argument is due to Gille. Let π : Y → X be the Brauer-Severi associated to A. Thus Y splits A and etale locally Y is a P n−1 bundle over X. It is easy to see that elementary transform is compatible with base change. Thus π * (A ′ ) is the elementary transform of π * A with respect to π * F . Since π * (A) is split we find
Hence it sufficient to show that
is injective. We compute H 2 (Y, µ n ) using the Leray spectral sequence
We have R 0 π * µ n = µ n , R 1 π * µ n = 0 (see below). Hence the E 2 -page of the spectral sequence is as follows
so that we have an exact sequence
and in particular we get the requested injectivity.
Lemma 7.4. Let Y → X be a relative Brauer-Severi scheme. Then we have
Proof. Using the proper base change theorem [11, IV-1] it suffices to prove this in case X is a geometric point. But then Y = P n−1 and the cohomology of projective space is well-known (e.g [18, Example VI.5.6]).
Remark 7.5. In [6] the formula (7.1) has a − sign. This is because it is assumed I = O X (−D) for a Cartier divisor D and the formula is in terms of D.
Remark 7.6. Artin and de Jong [2] show that two Azumaya algebras on a surface which are birational can be transformed into each other by an elementary transform based on a smooth curve.
Killing obstructions
The following we take from de Jong [8, lemma 3.1].
Lemma 8.1. Let X → X ′ be a closed immersion defined by an ideal I of square zero. Let A be an Azumaya algebra on X. If
Proof. Etale locally A is a matrix algebra. A matrix algebra can obviously be lifted. Furthermore any such lifting is itself a matrix algebra (since we may lift idempotents). It follows that etale locally A lifts uniquely up to isomorphism. The sheaf of O X ′ isomorphisms of a given lift reducing to the identity on A is I ⊗ X Der OX (A, A). It is part of the standard formalism of deformation theory that the obstructions to gluing local lifts are lying in the H 2 of this sheaf. We finish by observing that there is an exact sequence
This is basically Skolem-Noether for derivations.
Remark 8.2. Etale cohomology and Zariski cohomology coincide for quasi-coherent sheaves [18, Remark 3.8] . So for computing the cohomology group H 2 (X, I ⊗ X (A/O X )) we may use Zariski cohomology if we want to. Lemma 8.3. Let D/k be a smooth connected projective curve and V a vector bundle of rank n ≥ 2 on D. Let T ⊂ D(k) be finite and assume given for every t ∈ T a one dimensional subspace F t ⊂ V t . Then there exists a sub line bundle F ⊂ V such that for t ∈ T we have F t = F t . Moreover, fixing the other data, F can be chosen to be of arbitrarily negative degree.
Choose a line bundle F such that W ⊗ F −1 is generated by global sections. Let V = Hom X (F , W). We have that the following map is surjective for all x ∈ X(k)
In particular dim V ≥ n. An element s ∈ V defines a map F → W → V as in the statement of the lemma if the following two conditions hold (2) and
Proof. Using the reduced trace map we see that A ′ /O X is self dual. Hence it is sufficient construct A ′ in such a way that
For an arbitrary line bundle L on X we will construct A ′ in such a way that
or equivalently (since O X is a factor of A):
. There exists t ∈ X such that s t ∈ L t . We have A t = End k (V t ⊗ L t ) for V t a n-dimensional vector space. Hence there is a one dimensional subspace
Continuing we find a finite subset T ⊂ X and one-dimensional subspaces (
Choose an ample line bundle L on X. For q sufficiently big a generic section of L ⊗nq vanishing on T will define a smooth curve D ⊂ X passing through T (this is a version of Bertini, see below). Thus we have L ⊗nq ∼ = O X (D). In particular the class of D in Pic(X) is divisible by n.
By Tsen's theorem there is a vector bundleV of rank n on D such that A D = End D (V ). For t ∈ T we have now two isomorphisms A t ∼ = End(V t ), A t ∼ = End(V t ). These two isomorphisms are related to each other through an isomorphism η t :
According to Lemma 8.3 we may choose a sub line bundleF ⊂V such that for all t ∈ T we haveF t = η t (F t ). Let A ′ be the elementary transform of A associated to (D,F ,V) .
Since D is in n Pic(X) we have cl(A) = cl(A ′ ) (using (7.1)). LetQ =V/F . We have an exact sequence
Checking at the points of T we see that
Now we consider the other sequence
. We deduce that there is an exact sequence
ChoosingF negative enough we get
This finishes the proof.
We have used the following version Bertini. Lemma 8.5. Let X/k be a smooth projective variety of dim X ≥ 2. Let L be an ample line bundle on X. Let T be a finite subset of X. Then for n large enough the zeroes of a generic section of L ⊗n which is zero on T will be smooth and connected.
Proof. Connectedness follows from [15, Thm III.7.9]. We prove smoothness by suitably adapting [15, Thm II.8.18] . If M is a very ample line bundle on X then for all x ∈ X we have that
x ) is surjective. This is in fact an equivalence. See [15, Prop 7.3] . It follows easily that if E is a coherent sheaf generated by global sections then
It follows from Lemma 6.4 that for n ≫ 0 we have that
) is surjective for all x. Imitating the proof of [15, Thm II.8.18] we find that there is a Zariski dense subset U ⊂ H 0 (X, I ⊗ X L n ) such that for s ∈ U and x ∈ T we have that the zeroes Z of s are smooth in x. Naturally Z passes through T . It remains to prove that can make Z smooth in T as well. Let t ∈ T . Then Z is not
. Hence by taking s in the complement of a suitable set of linear spaces Z is smooth in t as well. We are done.
General lifting
Proposition 9.1. Assume that we have a proper flat map of finite type φ : W → C with C/k of finite type as well. Let x ∈ C and X = φ
Then there exists a diagram
Hence the obstruction of lifting an A n ∈ Az(X n ) to an A n+1 ∈ Az(X n+1 ) lies in
We may construct liftings
where A m lives in Az n (X m ). PutÂ = proj lim n Â A is an Azumaya algebra over the formal completion X of W at X. Recall that the formal completion of X in W is the ringed space(X, O W,X ). This is not a scheme but a so-called formal scheme [15] . By Grothendieck's existence theorem [12, 5.1.4] there is an equivalence coh(
From the Grothendieck existence theorem we deduce easily Az
The functor Sch /C : D → Az n (D × C W ) is locally finitely presented in the sense that its restriction to affine k-schemes commutes with filtered direct limits. It follows from the Artin approximation theorem
finishing the proof.
Creating a family
We prove the following result, Proposition 10.1. Let X/k a smooth, proper, connected surface and let α ∈ Br(X) n . Then there exists a smooth connected k-variety W of dimension 3 and morphisms
The generic fiber of f is geometrically connected.
(3) f is proper over a neighborhood of 0.
Proof of Proposition 10.1. We know that α k(X) is represented by a division algebra. Hence by lemma 5.8 we know there is an Azumaya algebra A ∈ Az m (X) on X representing α which is generically a division algebra. We choose a line bundle L and a section s ∈ A ⊗ X L so that Y s is smooth and splits A. Put
Then Y s is defined by the locally principal B ideal generated by P (T )L −m where P (T ) is the reduced characteristic polynomial of s.
Choose w 1 , . . . , w m distinct global sections of L and put
We view R(t, T ) as a section of
Thus we have the following diagram
We denote the composition of the horizontal arrows by g ′ and the vertical arrow by f ′ . We check the following things.
(1) W ′ → X × A 1 is finite flat. To see this we note that R(t, T ) is of the form
It follows in particular that f ′ : W ′ → A 1 is proper and flat. (2) The fiber at 0 of f ′ : W ′ → A 1 is equal to Y s . This is clear since this fiber is defined by P (T ). (3) The fiber at 1 of f ′ : W ′ → A 1 is defined by Q(T ) and can be written as X = X 1 ∪ · · · ∪ X m where g ′ restricted to each X i defines an isomorphism X i ∼ = X. The singular points of (f ′ ) −1 (1) occur at the intersections X i ∩X j . This happens at the points of X where the sections w i , w j are equal. Now put
Then the fibers of f ′ |W ′′ are smooth at 0, 1. Since smoothness is an open condition on flat maps [14, Thm 17.5.1] there is a neighborhood U of 0, 1 such that
The only property that remains to be proved is that the generic fiber of f is geometrically connected. It is clear that f and f ′ have the same generic fiber hence we consider f ′ which is proper. Consider the Stein factorization [15] for proper morphisms.
Here p has geometrically connected fibers [12, Remarque 4.3.4] and q is finite. We need to show that q is an isomorphism. I.e. that Γ(
. This follows from the fact that
11. The unramified case Theorem 11.1. Let X be a projective smooth connected surface over algebraically closed field. Assume that α ∈ Br(X) ⊂ Br(k(X)) has period n. Then the index of α is n.
Proof. We construct
Choose η ∈ H 2 (X, µ n ) whose image is α. From the commutative diagram 
proper and smooth and an Azumaya algebra
We have cl(A) ∈ H 2 (W ′ , µ n ). According to [18, Prop 1.13] we have
where C ′′ runs through all etale neighborhoods of 0 ∈ C ′ . By proper base change [11, IV-1] we have
Combining these two results we get
We have now arrived at the situation where cl(A) = η W ′ . Going to Brauer groups we find
Thus we have shown that the image of α ∈ Br(k(X)) in Br(k(W ′ )) has index n. By Theorem 3.1 it is now sufficient to construct a discrete valuation ring in k(W ′ ) with residue field k(X).
We proceed as follows. We may extend C ′ → A 1 to finite morphism of smooth (affine) curves C → A 1 . ThenW = C × A 1 W is smooth over C and hence regular.
It contains W
′ as an open subset and hence k(W ′ ) = k(W ). Since k is algebraically closed there exists a point c ∈ C lying above 1 ∈ A 1 . Then c × A 1 W is a divisor D inW which is isomorphic to 0 × A 2 W which is an open subset of X. The discrete valuation ring in k(W ) defined by D has residue field k(X) which is what we want.
The ramified case
Theorem 12.1. Let k be an algebraically closed field. Assume that X/k is a smooth projective connected surface. Let α ∈ Br(k(X)) be of period n, prime to the characteristic of k. Then the index of α is n.
Proof. It is standard that we may reduce to the case that period(α) is prime l, different from the characteristic (we could already have done this earlier but for the unramified case does not simplify the proof). To avoid trivialities we assume α = 0.
To start the proof we construct morphisms
of smooth connected varieties with dim W = 3 and with the following properties.
(1) The morphism f : W → A 1 is smooth. Assume we have constructed such morphisms. By the unramified we know that (α) k(Wη ) has index 1 or l. We can pull this back to a finite extension of k(A 1 ). Hence there exists a finite extension L/k(A 1 ) such that the extension of α to k(W η × k(A 1 ) L) has index 1 or l. Now L is the function field of a smooth curve C such that there is a finite map
So what is left to do is to construct a discrete valuation on k(W ′ ) with residue field k(W ). To do this we take a point c ∈ C lying above 0 ∈ A 1 . Then the discrete valuation we want is the one associated to the divisor c × A 1 W .
So what remains to be done is to construct the morphisms as indicated in the diagram.
Let D ⊂ X be the ramification divisor of α. By resolution of singularities we may assume that D has normal crossings. We claim that we can find smooth effective divisors E, E ′ such that D + E has normal crossings and such that
We choose an ample line bundle M on X. For r sufficiently big we have that 
Taking the images of 1 under both isomorphisms we get sections s 1 ∈ H 0 (X, L), s 0 ∈ H 0 (X, L l ) with zeroes respectively D + E ′ and D + E. Note that s We let the composition of the horizontal arrows be g ′ and the vertical arrow is f ′ . As before we find that f ′ is flat and proper. If we take the fiber of W ′ → X × A 1 at the generic point of X × A 1 we get Spec k(X)(t)( (1) (f ′ ) −1 (0) has equation T l = s 0 . Hence it is a degree l cover of X, ramified in D + E. where X i ∼ = X. The singular locus of (f ′ ) −1 (1) is the locus where s 1 is zero, i.e. D + E ′ .
We know that both s 0 and s 1 are zero on D. Hence s t is zero onD = D × A 1 . The divisor defined by s t in W ′ is of the form
There is an open neighborhood U of 0 where the fibers of E t and E t ∩D have respectively dimension one and zero (this follows from upper-semicontinuity of fiber dimension for proper morphisms; e.g. combine [19, I.8 Cor 3] with the fact that proper morphisms are closed [15, Ch II] ). Since X is regular it follows that E t and E t ∩ D are defined locally by regular sequences and hence are Cohen-Macaulay. In particular they have no embedded components. From this one deduces that E t /U and D ∩ E t /U are flat (as over k[t] torsion free modules are flat). By openness of smoothness for flat maps [14, Thm 17.5 .1] we may shrink U in such a way that E t and E t ∩D are smooth. In other words the fibers of E t +D have normal crossings with smooth components.
The equation of (f ′ ) −1 (U ) is (locally) T l − s t and the zeroes of s t | f −1 (U ) are (E t +D) | U . Thus the singularities of (f ′ ) −1 (U ) form a 1-dimensional family of A l−1 singularities. Using ⌈ l−1 2 ⌉ blowups of the closure of the singular locus we may simultaneously resolve the fibers of f −1 (U ) → U . We end up with a probably singular but integral threefoldf :W ′ → W ′ such thatf −1 (U ) → U is smooth. Now note that the ideals we have blown up define subvarieties of dimension 1. Since all components of (f ′ ) −1 (1) are of dimension 2 this means thatf −1 (1) will consist of the strict transform of (f ′ ) −1 (1) plus possibly some exceptional components. Now let W ′′ be obtained fromW ′ by removing from the fiber of 1 all components, except the strict transform of one components of W 1 . Finally let W be the smooth locus of W ′′ . Then W has all desired properties except that we still need to show that Wη splits α.
We have the diagram of maps
Here W ′ η /(X × A 1 )η is a cyclic covering which is ramified in a normal crossing divisor with smooth components which contains the ramification locus of α and W 
