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In this paper we present a simple modification of the Method of Regularized Stokeslets,
which significantly reduces the dependence of the accuracy on the regularization
parameter and achieves accurate solutions with low computational effort. Thanks to
the modification introduced, the regularization parameter is no longer a free-tuning
parameter. This new approach is based on a special treatment of the near-singular kernel
evaluations, where spatially averaged quantities are considered. Numerical tests for both
exterior and interior Stokes flows are presented, showing both accurate results and good
conditioning of the matrix kernel.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Since the introduction of the method by Cortez in 2001 [1], the Method of Regularized Stokeslets (hereafter MRS) has
became an important tool to numerically model those flows where the viscous forces are dominant over the inertia forces,
i.e. when the Reynolds number is Re≪ 1. It has been employed to study the dynamics of swimming organisms [2–4], sperm
motility [5], microfiltration problems [6,7], in biological applications [8], micro-robotics applications [9], sedimentation of
non-spherical particles [10], and for the analysis of peristaltic pumping [11], to name a few examples. The popularity of
the method is probably due to the fact that MRS is a meshless numerical scheme that solves a boundary value problem by
employing fundamental solutions of the Stokes equations (Stokeslets). It does not require the discretization of the fluid
domain with the associated savings in computational effort. To overcome the singularity problem associated with the
Stokeslet (this point will be clarified further in Section 2), Cortez introduced a regularization function defined by a free
tuning parameter ε, so the Stokeslet is replaced by a regularized Stokeslet. The regularization also broadens the application
of the method to irregular and open boundaries. The geometry of the problem at hand, boundary conditions, as well as the
regularization parameter appear as required inputs for the MRS.
A central question is the choice of the regularization parameter, since the accuracy of the solution depends to a large
extent on this parameter. Previous numerical investigations suggest that the regularization parameter ε should be scaled
with the averaged spacing between Stokeslets h, by setting ε = chm [12], where typically c < 1 and m are constants that
depend on the particular problem (m is close to 1). Unfortunately, to our knowledge, it seems there are no guidelines to
choose these constants, reducing the usefulness and reliability of the method. Choosing a good regularization parameter
can be a fundamental step, especially in those problems where a good approximation to the solution is not known a priori,
or in fluid–structure interaction problems and free-surfaces problems where the position of the Stokeslets vary with time.
The good news is that the inter-dependence between the accuracy of the numerical solution and ε decreases as h diminishes,
so onemay think that the solution is to reduce h, which increases the number of Stokeslets. Nevertheless, a serious problem
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arises here, since the method produces dense matrices and the condition number increases very rapidly with the number
of Stokeslets (especially in 3D problems). Typically, it is not easy to get both accurate results and good conditioning.
In this paper we present a modification of the MRS that allows us to overcome these limitations. It is based on a
special treatment of the near-singular kernel evaluations, where spatially averaged quantities are considered. With the
proposed modification, we have noted several advantages: (i) the method is faster and more accurate, (ii) the kernel matrix
is better conditioned, making it possible to introduce finer discretizations, and (iii) the dependence of the solution on the
regularization parameter is relaxed since the local discretization size can be diminished greatly (so that only the geometry
of the problem at hand and the boundary conditions are needed).
There has been a previous study focused on the reduction of error dependence with ε in the MRS developed in [13].
Basically he applied a boundary element method where the kernel employed was the regularized kernel. In this way
the regularization parameter influence on the error is diminished, as he showed. He used a Gauss–Legendre numerical
quadrature to apply the BEM. In our method an integration step is not needed, since a simple average term is used for the
near-singular evaluations (and only for the near-singular evaluations). In some sense we can say that our method has both
the merits of the boundary element method (just for the near-singular evaluations; diagonal evaluations) and the method
of fundamental solutions (off-diagonal evaluations).
In Section 2, a brief description of the MRS is presented, while in Section 3 the special treatment of the near-singular
kernel terms is introduced. Modification of the MRS is used to numerically approach the case of a rigid sphere translating
with uniform velocity in a unbounded domain, and other three-dimensional Stokes problems. Results are presented in
Section 4, as well as some comparisons with results provided by the original method. Other three-dimensional exterior
Stokes problems are studied, as well as the case of a lid-driven two-dimensional square cavity. Finally the main findings are
outlined and discussed in Section 5.
2. Regularized Stokeslets Method
For a comprehensive treatment the reader can see the works published in [1,14]. The steady Stokes equations are given
by
0 = −∇p+ µ∇2u+ g,
∇ · u = 0, (1)
where p = p(x) is the pressure, µ is the dynamic viscosity, u(x) is the fluid velocity, and g is a force per unit volume. When
g is a smooth function of a concentrated force at y, e.g. g = fφε(x− y)with φε = 15ε4/[8π(r2 + ε2)7/2], following [14] the
regularized Stokeslet solution of Eq. (1) is given by
uεi (x) =
1
8πµ
Sεij fj,
pε(x) = 1
8π
Pεj fj,
(2)
where
Sεij = δij
r2 + 2ε2
(r2 + ε2)3/2 +
(xi − yi)(xj − yj)
(r2 + ε2)3/2 , (3a)
Pεj =
(xj − yj)(2r2 + 5ε2)
(r2 + ε2)5/2 , (3b)
r = |x− y|, ε is a regularization parameter, and δij stands for the Kronecker delta tensor [14]. For two-dimensional flow let
φε = 3ε3/[2π(r2 + ε2)5/2] as in [1], and define rε = (r2 + ε2)1/2. Then
Sεij = δij

−2 ln(rε + ε)− 2ε(rε + 2ε)
(rε + ε)rε

+ 2(rε + 2ε)
(rε + ε)2rε (xi − x0,i)(xj − x0,j),
Pεj =
4(xj − x0,j)(r2 + 2ε2 + εrε)
(rε + ε)r3ε
.
(4)
The fluid velocity at a point x due to a collection of N regularized Stokeslets is given by linear superposition:
uεi (x) =
1
8πµ
N
n=1
3
j=1
Sεij(x, y)fj,n, (5)
approaching the singular solution of the Stokes equations when ε tends to zero. To obtain the approximate fluid velocity at
M locations due to N regularized Stokeslets we can develop the above related expression in matrix form,
uε(x) = Mεf, (6)
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Fig. 1. Sketch defining a primary Stokeslets and an auxiliary one. Observe that the area (length) of influence (where auxiliary Stokelets are placed) of the
primary Stokeslets is defined by the semi-length distance to neighboring primary Stokeslets. Auxiliary Stokeslets are placed on the boundary.
where uε is a 3M × 1 vector (2M × 1 for a 2D case) with the fluid velocity components at location x, f is a 3N × 1 (2N × 1)
vector with the force components of the regularized Stokeslets, and Mε is a 3M × 3N (2M × 2N) matrix incorporating
geometric information,
Mε =
Sε11 Sε12 Sε13
Sε21 S
ε
22 S
ε
23
Sε31 S
ε
32 S
ε
33

, (7)
where Sεij is a M × N matrix. When M = N ,Mε can be inverted (when possible) to compute the forces necessary to satisfy
given velocity boundary conditions. Once the regularized Stokeslet intensities f are known, they can be used to compute the
fluid velocity anywhere in the fluid domain. We can also sum the forces over the boundary to determine the net force on it.
3. Treatment of near-singular terms and modification of the MRS
Asmentioned in Section 1, regularization avoids singularities. However, there is an optimal choice for this regularization
parameter in each particular case, and it is not easy to know its value a priori. It has been established in [14] that this
dependence is relaxed and the accuracy is improved as the discretization size is diminished (number of Stokeslets increased).
Unfortunately, the computational cost is greatly increased with the number of Stokeslets, and the system (Eq. (6)) becomes
ill-conditioned, establishing practical limits for the number of Stokeslets to be considered. Nevertheless, it seems reasonable
to think that the regularization parameter makes sense mainly for avoiding the singularity when the velocity point location
coincides with the Stokeslet location, and therefore it is only necessary to have a small discretization size near that point.
With this idea in mind, we can therefore introduce auxiliary Stokeslets (fictitious Stokeslets) around the Stokeslet point
to evaluate the kernel when the velocity point x and Stokeslet point y coincide (see Fig. 1). This provide a robust way to
evaluate the diagonal terms of Sεij.
3.1. Treatment of near-singular terms
Eq. (5) can be related to a boundary integral equation,
ui(x) = 18πµ

S
Sεij(x, y)f(y)ds(y), (8)
where S is the boundary surface. This equation can be split into
ui(x) = 18πµ

S−Sm
Sεij(x, y)f(y)ds(y)+
1
8πµ

Sm
Sεij(x, y)f(y)ds(y), (9)
where Sm is the surface of influence of Stokeslet m (see Fig. 1). Therefore, considering f constant in the integral over Sm, a
discretized approach of the above mentioned integral equation can be given:
ui(x) ≈ 18πµ
N
n=1
3
j=1
Sεij(x, y)fj,n +
1
8πµ
N
n=1
3
j=1
⟨Sεij(x, xa)⟩fj,n, (10)
where x ≠ y, ⟨Sεij(x, xa)⟩means an averaged value, and xa stands for points belonging to the surface of influence Sm. Eq. (10)
forms a linear system of 3N equations (2N in the two-dimensional case) with 3N unknowns (2N in the two-dimensional
case).
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3.2. Modification of the MRS
With the proposed treatment for the nearly singular terms, we can develop a slight modification of the MRS, which can
be summarized in the following steps:
• Step 1. Distribute N primary Stokeslets over the boundary and select appropriately a number of auxiliary Stokeslets Na
to correspond with each primary Stokeslet.
• Step 2. Take the regularization parameter equal to the local discretization size. Note there are two characteristic length
scales in our approach, so that we can introduce a representative global discretization size H defined by the averaged
distance between primary Stokeslets neighbors, and a local discretization size h defined by the averaged distance
between auxiliary Stokeslets neighbors (note that h ≈ H/Nna with n = 1/2 for 3D problems and n = 1 for 2D problems).
Take, therefore, ε = h.
• Step 3. When x ≠ y, the corresponding elements of the kernel matrix Mε are computed in the usual way (see Eqs. (3)
and (4)).
• Step 4. When x = y = xm, introduce Na auxiliary Stokeslets, equally spaced, in the area of influence of the primary
Stokeslet m (Sm; see. Fig. 1), compute an auxiliary kernel matrix Sεij(xm, xa) (this matrix will be of size 1 × Na), and set
the near-singular term as the averaged value of Sεij(xm, xa) (see Eq. (10)).
The advantage of this strategy (proposed method PM) against the original method (OM) is now clear. For the same level
of discretization in bothmethods (namelyHOM = hPM) onemay see thatNOM = NPMNa, and, therefore, the number of kernel
operations for the proposed method is multiplied by c times, where
c = (NPM − 1)NPM + NaNPM
N2PMN2a
= 1
N2a
+ 1
NPMNa
− 1
NPMN2a
, (11)
which is much less than one when Na is large (observe that the number of kernel evaluations in the proposed method is
9[(NPM − 1)NPM + NaNPM] (the first term is the number of operations for the off-diagonal terms and the second one for the
diagonal terms) whereas in the original method it is 9N2OM = 9N2PMN2a ).
As it will be shown appropriately later, the modification introduced to the MRS also weakens the dependence of the
accuracy with the regularization parameter by means of a local reduction of the discretization size. Finally, we must
emphasize that we have noted in our simulations that the condition number of the kernel matrix is quite moderate (even
when the number of primary Stokeslets is large). These aspects are clearly shown in the next section, where our modified
method is introduced and analyzed for several representative creeping flow problems.
4. Numerical tests
4.1. Translating sphere
For a 3D benchmark case, we have selected the Stokes flow around a rigid sphere of radius R = 1 translating with
velocity U = (1, 0, 0). A total number of N = N ′ × N ′ Stokeslets have been distributed on the sphere’s surface with
xi,j = sin θi cosφj, yi,j = sin θi sinφj, and zi,j = cos θi, where θi = π i/N ′ and φj = 2π j/N ′ (i = 1, . . . ,N; j = 1, . . . ,N).
Then matrices x, y, and z have been appropriately reshaped to vectors. After that, the velocity vector (1, 0, 0) was imposed
on the surface using Stokeslets.
For a total number of 1600 Stokeslets and setting ε = H we have computed, via original method, a dimensionless drag
force Fx/(µUR) of 19.28 (Fx is the fluid force in the x direction), close to the theoretical value of 6π . This produces a relative
error, defined by e = |Fx − 6π |/(6π), of 0.0230. The condition number of the kernel matrix was as high as 1.09 · 1034
(we employed the iterative procedure of Generalized Minimal Residual Method (GMRES) to solve the inverse of Mε). This
level of accuracy can be achieved with much less computational cost with the proposed method; taking, for example, 100
primary Stokeslets and 100 auxiliary Stokeslets we have computed a relative error of 0.0197 for the dimensionless drag.
In this second case the condition number of the kernel matrix was 412.7 and the CPU-time required was 307 times lower
than for the original method. The number of kernel matrix evaluations in the original method was 2.30 · 107, whereas in
the proposed method we have just 9.38 · 104 kernel evaluations (all numerical tests presented in this communication have
been carried out on a desktop PC).
Numerical tests were carried out to look for the relation between the discretization size and the relative error in both
methods, as well as the CPU time and the condition number behavior. Results are shown in Fig. 2, where savings in CPU time
and condition number ofMε are very clear for the proposedmethod. It is worth noting the improvement of the conditioning
of the kernelmatrix. In Fig. 2(c)we can note a linear variation of the relative errorwith the discretization sizeH, e ∝ H , in the
original method as well as in the proposed method. However, the accuracy is k times better in the proposed method, where
the proportionality factor k depends on the number of auxiliary points. Our numerical tests suggest that k ≈ 2N1/2a /3 (for
100 ≤ Na ≤ 22 500). This is consistent with analysis carried out in [14] where they showed that the error is O(ε)when the
field point is close to the boundary (near-field computation) and O(ε2)when the field point is far from the boundary. When
computing boundary forces the error should be of order ε since it was computed from near-field computations (velocity
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Fig. 2. (a) CPU time required as a function of the relative error for the original method (OM) with respect to that of the proposedmethod (PM). (b) Relative
condition number between OM and PM. (c) Relative error [e] dependence with grid size.
Table 1
Highly accurate simulation with the proposed method.
N Na Relative error Cond(Mε) Kernel evaluations H h
100 400 0.007480 1274.1 4.49 · 105 0.35 0.0175
100 900 0.004677 2230.4 8.99 · 105 0.35 0.0117
400 400 0.003578 2845.8 2.87 · 106 0.17 0.0085
400 900 0.002193 3990.3 4.67 · 106 0.17 0.0057
900 400 0.002349 42757.0 1.05 · 107 0.12 0.0059
900 900 0.001427 174003.1 1.45 · 107 0.12 0.0038
100 2500 0.002378 4322.1 2.33 · 106 0.35 0.0070
100 6400 0.001062 7637.2 5.84 · 106 0.35 0.0044
100 10000 0.000619 9894.1 9.08 · 106 0.35 0.0035
100 22500 0.000260 15605.1 2.03 · 107 0.35 0.0023
field at the boundary). This point was shown later again in [15]. Since we have selected ε = H in the original method we
have an error of order H , and O(h) for the proposed method. Because h = HN1/2a , based on the above stated argument one
might expect that the relative error in the proposed method is improved with respect to the original method by an order
of N1/2a . Finally, to show the power of the method, we present in Table 1 some accurate numerical solutions given by the
proposedmethod.We have not yet found a optimal way to link N and Na, but in terms of computational timewe have noted
it is better to increase Na than to increase N , since ∂nk/∂N > ∂nk/∂Na, nk being the number of kernel evaluations.
4.1.1. Weakening the regularization parameter dependence
As was shown in [14], the error of the MRS has two parts, namely the error due to regularization and the error due
to discretization. For a fixed discretization size, the regularization error dominates if ε is large, whereas for small ε the
A. Barrero-Gil / Journal of Computational and Applied Mathematics 237 (2013) 672–679 677
Fig. 3. Relative error behavior as a function of the regularization parameter (normalized with the discretization size s). N = 400 and Na = 100 (for PM).
discretization error is more important. In order to study the interdependence between the discretization size s and the
regularization parameter we carried out numerical tests with N = 400 for both the original method and the proposed
method (with Na = 100) changing the relationship between ε and s (remember that s = H in OM, whereas in the PM,
s = h). Results are shown in Fig. 3, where we can see that with the PM the interdependence ε versus s has been significantly
reduced. The relative error is always lower for the proposed method and is much less dependent on ε/s (i.e. regardless of
the regularization parameter the accuracy achieved is fairly good). A tentative explanation can be made: the error E can be
expressed as [15]:
E(ε, s) = C1εt + C2 s
p
εq
, (12)
for some powers t > 0, p > 0, q > 0 and C1 > 0 and C2 > 0. For large smoothing (say ε/s ≥ 1) E ≈ C1εt , whereas for small
regularization (ε/s ≪ 1) E ≈ C2 spεq . Since εPM = εOM/Nna and sPM = sOM/Nna (note that n = 1/2 for 3D cases and n = 1 for
2D), and (ε/s)OM = (ε/s)PM, one may see that for large smoothing
EPM
EOM
≈ K ′1N−nta , (13)
with K ′1 = CPM1 /COM1 . Therefore, it is expected that for large Na the error is greatly diminished via PM. For very small
smoothing, following the same reasoning one arrives at
EPM
EOM
≈ K ′2N−n(p−q)a , (14)
with K ′2 = CPM2 /COM2 .
4.2. Flow past spheroids and tori
It is illustrative to apply the proposed method to more complex geometries. In this sense, we have considered the slow
viscous flow past an spheroid since it contain a broad class of shapes ranging from disks to needles (two extreme cases
presenting very different length scales). To this end, 900 primary Stokeslets were distributed over the spheroid surface
given by x2/l21 + (y2 + z2)/l22 = 1, making xi,j = l1 cos θi, yi,j = l2 sin θi cosφj, zi,j = l2 sin θi sinφj, where θi = π i/30 and
φj = 2π j/30 (i = 1, . . . , 30; j = 1, . . . , 30);Na was 2500. Note that if l1 ≤ l2 we have a prolate spheroid and if l2 ≤ l1 we
have an oblate spheroid. Fig. 4 shows the numerical experiments conducted to look for the variation with the aspect ratio of
the drag force F = 6πµa(Kxi+Kxj), where a is the length of the major axis of the spheroid, for the translating problemwith
velocity (1, 1, 0). Note the method proposed gives good numerical results for all values of the aspect ratio, which indicates
the method is robust even for those geometries with dissimilar length scales.
Another interesting geometry is the torus. It can be described by the aspect ratio parameter AR, which is defined as the
ratio of the ring diameter D and the cross-section diameter d. In the limit, where the two length scales are very different,
a sphere is a ring with AR = 0. Conversely, the torus approaches a circular cylinder as AR tends to infinity. In order to
compute the drag with the proposed method, 1000 primary Stokeslets were distributed over the torus surface making
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Fig. 4. Longitudinal and transverse force coefficients Kx and Ky of a prolate spheroid (left) and oblate spheroid (right) as a function of the aspect ratio b/a
computed with the proposed method. Solid line represents the analytical solution [16].
Fig. 5. Drag force FD = 3πµDK computed for the circular disk with the proposed method. Dashed lines show the asymptotic solution [17].
xi,j = (R+ r cos θi) cosφj, yi,j = (R+ r cos θi) sinφj, zi,j = r sin θi, where θi = π i/20 and φj = 2π j/50 (i = 1, . . . , 20; j =
1, . . . , 50). We did computations taking into account 900 auxiliary Stokeslets. Fig. 5 shows the computed drag as a function
of the aspect ratio. For comparison purposes, the analytical expression given in [17] is also shown (dashed line). Again, the
accuracy is good.
4.3. Square cavity
As a third example (just to test the method with other geometries), we consider the Stokes flow in a two-dimensional
unit square cavitywith the top sidemovingwith velocity (1, 0) and the other sides at rest.We equally distributedN primary
Stokeslets on the four sides (N/4 Stokeslets per side) and used Na auxiliary Stokeslets to evaluate nearly-singular terms. At
each primary Stokeslet we apply the corresponding fluid velocity. Then we compute primary Stokeslets intensities using
Eq. (6). Later on, the Stokeslets intensities can be used to compute the flow velocity in the fluid domain. Fig. 6 shows the
computed x-velocity profile along the vertical coordinate y at x = 0.5 and the y-velocity profile along x at y = 0.5 in the
square cavity with N = 160 and Na = 20. Also shown are results (open circles) from the numerical solution presented
in [18].
5. Conclusions
We have developed a modification of the Method of Regularized Stokeslets in order to make it closed (in the sense
that the regularization parameter is no longer a free tuning parameter), improve its numerical efficiency and broaden its
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Fig. 6. Comparison of x-velocity profile along y at x = 0.5 (left) and the y-velocity profile along x at y = 0.5 computed with modified RSM (PM) with 400
Stokeslets. The numerical solution presented in [18] (open circles) is also shown.
range of application. It is based on a special treatment of the near-singular situations appearing when x = y, where local
averaged quantities are computed. The off-diagonal terms of matrices Sεij are computed by a one-point scheme, whereas the
diagonal terms are taken as local averaged quantities. In this way, the inter-dependence of the discretization size and the
regularization parameter is largely reduced, so that only the geometry of the problem at hand aswell as boundary conditions
are mandatory inputs for the method. In addition, significant savings in computational cost have been observed, as well as
important advantages from the numerical point of view, such as the kernel matrixMε having amoderate condition number.
The reason behind this is the significant reduction in the number of kernel evaluations with respect to the original method
for a fixed discretization parameter s.With themodification, themethod is still trulymeshless and easy to program, andmay
help to deal numerically with some creeping flow problems with MRS. We believe that the modification can be especially
useful for problems where the boundary is time-dependent, since we are able to relax to a large extent the dependence
between ε and the grid size. We have presented numerical solutions for several relevant three-dimensional steady Stokes
flows, such as the translating sphere, translating spheroids and flow past a torus. In addition, we have performed numerical
computation of the 2D lid-driven cavity. In all cases, we have achieved accurate solutions with low computational effort.
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