Abstract
Introduction
Branch mispredictions continue to be a major limitation on microprocessor performance, and will be for the foreseeable future [9] . Though modern prediction mechanisms can achieve impressive accuracies, the penalty incurred by mispredictions continues to increase with wider and deeper machines. For example, a futuristic 16-wide, deeply-pipelined machine with 95% branch prediction accuracy can achieve a twofold improvement in performance solely by eliminating the remaining mispredictions J.
Simultaneous Subordinate Microthreading [2] has the potential to improve branch prediction accuracy. In this approach, the machine "spawns" subordinate microthreads to I Averages over SPECint95 and SPECint2000. See Section 5 for experimenta/setup. generate some of the predictions, which are used in place of the hardware predictions. Because microthreads are not limited by hardware implementation and can target very specific behavior, they can generate very accurate predictions. Examples have been shown in previous research [2, 
z8].
However, effective use of microthreads for branch prediction is challenging. Microthreads compete with the primary thread for resources, potentially decreasing performance. Because of this drawback, subordinate microthreading is not a good general solution--it must be targeted such that mispredictions are removed without incurring so much overhead that the performance gains are overshadowed. To maximize gains, it is important to have the following goals:
Spawn only useful threads. A microthread incurs useless overhead if it generates a prediction for a correctly predicted branch, or if a microthread is spawned but the prediction is never used. Additionally, if the branch is correctly predicted, there is a risk of introducing additional mispredictions with microthreads.
that the predictability of a branch is correlated to the control-flow path leading up to it. We extend this notion by classifying the predictability of branches by control-flow path, rather than as an aggregate of all paths to a branch. In this manner, we identify difficult paths that frequently lead to mispredictions. These are the mispredictions we attack with specially-constructed microthreads.
The remainder of this paper describes our difficult-path classification method and how to construct microthreads that will remove a significant number of hardware mispredictions, while keeping microthread overhead in check. In addition, our mechanism can be implemented entirely in hardware, unlike previous schemes that rely on profilebased, compile-time analysis. We present the details of this hardware implementation in Section 4.
This paper is organized as follows. Section 2 discusses prior research relevant to this paper. Section 3 describes our new approach of using difficult paths to guide microthreaded branch prediction. Section 4 describes the algorithms and hardware necessary to implement our difficultpath branch prediction scheme. Section 5 provides experimental results and analysis. Section 6 provides conclusions.
Related Work
Branch prediction using subordinate microthreads was first proposed by Chappell et al. as an application of the Simultaneous Subordinate Microthreading (SSMT) paradigm [2] . SSMT was proposed as a general method for leveraging spare execution capacity to benefit the primary thread. Subsequent authors have referred to subordinate microthreads as "helper threads." The original microthread branch prediction mechanism used a hand-generated microthread to exploit local correlation of difficult branches identified through profiling. Many concepts from this previous work carry over to this paper, such as the basic microthreading hardware and the means by which to communicate branch predictions to the primary thread. In this paper, we attack a larger set of branch mispredictions with an automated, run-time mechanism that constructs more accurate microthreads.
Zilles and Sohi [18] proposed using speculative slices to pre-compute branch conditions and prefetching addresses. Their method used profiling data to hand-construct backward slices of computation for instructions responsible for many branch mispredictions or cache misses. The processor executed these speculative slices as helper threads to generate branch predictions and prefetches. Backward slices could contain control-flow, and several speculative optimizations were suggested to improve slice performance. Hardware mechanisms were proposed to coordinate dynamic branch prediction instances with the front-end and to squash useless threads on incorrect control-flow paths. Our work differs in the following ways: we target mispredictions using difficult paths, our hardware-based mechanism does not rely on profiling and hand analysis to generate microthreads, we leverage run-time information to create more timely microthreads, and we present simpler mechanisms for aborting useless microthreads and communicating microthread predictions to the front-end.
Roth and Sohi [16] proposed a processor capable of using data-driven threads (DDT) to perform critical computations---chains of instructions that lead to a mispredicted branch or cache miss. The DDT threads were nonspeculative and the values produced were capable of being integrated into the primary thread via register integration [15] . The construction of the threads was performed automatically at compile-time using profiling data to estimate when DDT construction would be useful. This scheme did not convey branch predictions to the front-end, but instead pre-computed the results of branches so that they could be integrated back into the primary thread at rename time, thus shrinking misprediction penalties but not removing them. Our mechanism targets mispredictions with difficult paths, does not rely on the compiler, and is not constrained by the non-speculative nature of the threads.
Farcy et al. proposed a mechanism to target highly mispredicted branches within local loops [6] . The computations leading up to applicable branches were duplicated at decode time and used to pre-compute the conditions of the branches several loop iterations ahead of the current iteration. In order to get ahead, their scheme used stride value prediction for live-input values. This paper also proposed a mechanism by which to communicate predictions to the appropriate later iterations of the local loop. Though clever, the applicability of their overall mechanism was limited only to local loop branches based on predictable live-input values.
Roth et al. also proposed hardware pre-computation mechanisms to predict virtual function call targets [ 13] and to prefetch linked data structures [14] . In these mechanisms, the machine detected specific instruction sequences leading to virtual function call targets or linked-list jump pointers. These mechanisms did not use separate threads to perform the computations, but instead mimicked them on a separate execution engine.
Several papers have recently investigated the use of pre-computation threads for prefetching. Collins, et al. proposed speculative pre-computation [4] and then dynamic speculative pre-computation [3] . The former used a profiling-based, compile-time mechanism to build simple address computations for load instructions that caused many cache misses. The follow-on paper proposed a hardware mechanism for dynamically capturing the computations. Luk proposed a mechanism for doing compilercontrolled prefetching using separate threads [12] . In this mechanism, the machine would fork multiple speculative copies of the primary thread in order to prefetch irregular address patterns. Annavaram et al. proposed using a separate pre-computation engine to execute threads generated on-the-fly at fetch time [1] . This mechanism essentially prioritized computations for loads accounting for many cache misses.
Assisted Execution [5] , proposed by Dubois and Song, is a multithreading paradigm that uses compiler-generated nanothreads in support of the primary thread. This previous work proposed a nanothread prefetching scheme and suggested other general ways which nanothreads could be used to improve single-threaded performance. This paper did not address branch prediction and suggested nanothreads as a means for the compiler to interact with a running program.
Difficult-Path Classification and Branch Prediction
In this paper, we refer to a path as a particular sequence of control-flow changes that lead to either a conditional or indirect terminating branch. We use the addresses of the n taken branches prior to the terminating branch to specify the path. These n addresses are combined in a shift-XOR hash to yield a path identifier, or Path_ld. A difficult path has a terminating branch that is poorly predicted when on thatpath. More formally, given a threshold T, a path is difficult if its terminating branch has a misprediction rate greater than T when on that path. Note that it is entirely possible (and desirable) that many other paths to the same terminating branch are not difficult.
An important concept related to control-flow paths is scope. We define the scope of a path to be the sequence of instructions that comprise the n control-flow blocks of that path 2. Figure 1 shows the scope of path GEA in the shaded blocks. This set of instructions is guaranteed to execute each time path GEA is taken to branch A. Note that the block containing branch G is not part of the scope, since it could have multiple entry points that alter the sequence of instructions executed before the branch instruction (7. ZThis is similar to the idea of an instruction's "'neighborhood" as defined in [6] . A branch's neighborhood was used as the set of instructions to be analyzed for detecting local loops. 
Measuring Path Characteristics
We characterized the behavior of our chosen benchmarks in terms of paths and average scope as described in the previous section. The results are shown in Table 1 for several values of n.
As one would expect, the number of unique paths escalates quickly as n increases. A larger value of n results in the differentiation of several unique paths that would be considered a single path with a smaller value of n. Adjusting the value of n adjusts the resolution at which paths are differentiated.
The average scope among unique paths also tends to increase with n. Paths get longer as more control-flow blocks are added. It is interesting to note that, with relatively small values of n, it is possible to produce paths with scopes in excess of 100 instructions.
The number of difficult paths does not change markedly as T is varied between .05 and .15, especially with higher values of n. This is interesting, since it implies there is a fairly stable set of difficult paths that really are difficult.
Using Difficult Paths
Our goal is to improve machine performance via higher branch prediction accuracy. Previous research has demonstrated that more accurate branch predictions can be produced using subordinate microthreads. For these mechanisms to be successful, microthreads must target hardware mispredictions, compute accurate predictions, and complete This section describes how, using difconstruct microthreads to accomplish 3.2.1. Targeting Mispredictions. We wish to use microthreads only for branch instances likely to be mispredicted. As described in Section l, any microthread spawned for a correctly predicted branch incurs useless overhead (note that such overhead is not always useless, if significant prefetching occurs). Any microthread spawned for a correctly predicted branch also risks introduction of a misprediction. In practice, targeting mispredictions is somewhat complicated. Predictability must be considered at the time microthreads are constructed. Previous studies have targeted mispredictions simply by concentrating on static branches that exhibit poor predictability. We propose to use difficult paths instead.
A correlation exists between dynamic control-flow information and branch predictability [ 10] . Given this, it follows that a set of difficult paths can achieve greater "misprediction resolution" than a set of difficult branches. This also makes sense intuitively: difficult branches often have many easy paths, and easy branches often have a few difficult paths. By considering only the set of difficult paths, we eliminate a great number of branch instances. Table 2 shows the misprediction and execution coverages for the SPECint95 and SPECint2000 benchmark suites for different values of n and T. The same definition of "difficult" (mispr_rate > T) applies to both branches and paths. The table shows that, generally, classifying by paths increases coverage of mispredictions, while lowering execution coverage.
Accurate Microthreads. The importance of accurate microthread predictions should be clear: if a microthread generates an incorrect prediction, it causes a misprediction recovery and lowers performance.
Previous research has shown that pre-computation threads can very accurately pre-compute branch conditions [6, 16, 18] (see Section 2). However, these mechanisms require hand-analysis or complex profiling to generate microthreads. Hand-analysis methods clearly have limited applicability. Previous profiling methods require analysis to consider and reconcile all possible paths to each difficult branch. The storage and complexity both scale with the control-flow depth considered.
We propose to construct a pre-computation microthread to predict the terminating branch of each difficult path. Because microthreads pre-compute the outcome of the branch, the predictions are very accurate. Because each microthread need predict the terminating branch for a single difficult path, the construction process is very simple.
To construct a microthread, we consider the scope of the difficult path (the set of instructions guaranteed to execute each time the path is encountered). By observing the dataflow within the scope, we can easily extract a subset of instructions that will pre-compute the branch condition and target address. This subset of instructions becomes the prediction microthread for the given difficult path. The construction process is simple enough to implement in hardware. Details are presented in Section 4. tiate early recoveries (we assume that microthread predictions will always be more accurate). Timeliness requires two components: early spawns and quick microthread execution. Unfortunately, these two factors tend to work against each other--earlier spawns tend to require longer, and slower, microthread computations to pre-generate the branch outcome.
We can obtain earlier spawn points by increasing the scope of the difficult paths (by increasing n). This allows the microthread to be launched further "ahead" of the branch, while maintaining the important microthread characteristics described in the previous sections. There are downsides to doing this, such as increasing the number of unique paths and the number of extraneous spawns. These problems are adequately handled in our mechanism.
We propose to shorten microthread computations using a technique called pruning, which is applied at the time microthreads are constructed. Value and address predictability are known to exist in applications [11, 17] . We intend to prune sub-trees of computation by exploiting this predictability 3. An example of pruning is shown in Figure 2 . Pruning requires two capabilities. First, the machine must identify predictable values and addresses at the time microthreads are being constructed. If this is done at compile-time, profiling information could be used. If this is done at run-time, this information must be tracked by the construction hardware.
3Gonzflez and Gonzfdez proposed to use value speculation for the inputs to branch comparisons [8] . It was done at prediction time by a hardware mechanism. This is similar to pruning in that it shortcuts the branch predicate calculation.
Second, the machine must be able to dynamically generate value and address predictions for use in pruned microthread computations. To accomplish this, we add two new micro-instructions, Vp_lnst and Ap_Inst. Either of these instructions is used to replace each pruned sub-tree of computation. The machine executes these new instructions by querying special-purpose value and address predictors. 
Building and Using Difficult-Path Microthreads
This section presents a hardware implementation of our mechanism. It includes structures to identify difficult paths, construct and optimize microthreads, and communicate microthread predictions to the primary thread. Compile-time implementations, which we have also investigated, are outside the scope of this paper.
Identifying Difficult Paths: The Path Cache
Our hardware mechanism for identifying difficult paths is straightforward. We assume that the front-end can trivially generate our Path_Id hash and associate the current value to each branch instruction as it is fetched. A back-end structure, called the Path Cache, maintains state to identify difficult paths.
The Path Cache is updated as follows. As each branch retires from the machine, its Path_Id is used to index the Path Cache and update the corresponding entry. Each Path Cache entry contains two counters: one for the number of occurrences of the path, and another for associated number of hardware mispredictions of the terminating branch.
We define a number of occurrences, called the training interval, over which to measure a path's difficulty. At the end of a training interval, the hardware misprediction rate represented by the counters is compared to the difficulty threshold T. A Difficult bit stored in each Path Cache entry is set to represent the current difficulty of the path, as determined during the last training interval. After the Difficult bit is updated, the occurrence and misprediction counters are reset to zero.
Allocation and replacement in the Path Cache is tuned to favor difficult paths. We allocate a new entry only if the current terminating branch was mispredicted by the hardware predictor. Because of this, roughly 45 % of the possible allocations can be ignored for an 8K-entry Path Cache, leaving more space to track difficult paths. When a Path Cache entry must be replaced, we use a modified LRU scheme that favors entries without the Difficult bit set.
Building Microthreads for Difficult Paths
Our mechanism uses microthreads to predict the terminating branches of difficult paths. The Path Cache, described above, identifies difficult paths at run-time. Now we must build microthreads to predict them.
Promotion and Demotion.
We refer to the decision to predict a difficult path with a microthread as path promotion. The opposite decision is called path demotion. The Post-Retirement Buffer (PRB) is used to store the last i instructions to retire from the primary thread (we assume i = 512 in our implementation), Instructions enter the PRB after they retire and are pushed out as younger instructions are added. Dependency information, computed during instruction execution, is also stored in each PRB entry. When a promotion request is received, the Microthread Builder extracts the data-flow tree needed to compute the branch outcome. The PRB is frozen and scanned from youngest to oldest (the branch will always be the youngest instruction, as it just retired). Instructions making up the data-flow tree are identified and extracted into the Microthread Construction Buffer (MCB). The identification is not difficult, as the dependency information is already stored in the PRB. The basic extraction of the data-flow tree in this manner is similar to the mechanism in [3] .
Termination of the data-flow tree occurs when any of the following conditions are satisfied: 1) the MCB fills up, 2) the next instruction being examined is outside the path's scope, or 3) a memory dependency is encountered (the store is not included). At this point, the MCB can be examined to turn the extracted data-flow tree into a microthread.
To create a functional microthread, we convert the terminating branch into a special Store_PCache microinstruction. When executed, the Store_PCache communicates the branch outcome generated by the microthread to the front-end of the machine. The communication takes place via the Prediction Cache (see Section 4.3.3). The last step in in microthread construction is to select a spawn point. This is the point in the primary thread's execution that we wish the microthread to be injected into the machine--logically, a single program instruction. Choosing an effective spawn point is a difficult problem. In the current mechanism, we assume only that we wish to launch the microthread as early as possible. As such, we choose the earliest instruction possible that is both within the path's scope and satisfies all of the microthread's live-in register and memory dependencies. Our current design assumes there is only one Microthread Builder, and that it can construct only one thread at a time. Our experiments have shown that the microthread build latency, unless extreme, does not significantly influence performance.
Basic Microthread Optimizations.
Move elimination and constant propagation are simple code optimizations we employ in the MCB to further improve the timeliness of our microthreads. We find that microthreads frequently span many control-flow levels in the program. As such, they tend contain many un-optimized sequences of code, many resulting from stack pointer manipulations or loop-carried variables. Hardware implementations of both of these optimizations have been previously proposed in fill-unit research [7] . Similar functionality could be installed in a hardware MCB.
Memory Dependencies. Memory dependencies
also provide an opportunity for optimization. We terminate data-flow tree construction upon a memory dependency. The spawn point is chosen such that this memory dependency will be satisfied architecturally when the microthread is spawned. This assumes, pessimistically, that memory dependencies seen at construction time will always exist. The opposite case also occurs--if the memory dependency did not exist at construction time, it results in an optimistic speculation that there will never be a dependency in the future.
Our hardware mechanism naturally incorporates memory dependency speculation into the microthreads. The decision to speculate is simply based on the data-flow tree at construction time. We prevent over-speculation by rebuilding the microthread if a dependence violation occurs during microthread execution. When the microthread is rebuilt, the current mis-speculated dependency will be seen and incorporated into the new microthread.
A more advanced rebuilding approach might correct only speculations that cause repeated violations. We find that our simpler approach approximates this fairly well and requires almost no additional complexity.
Pruning. Pruning, introduced in Section 3.2.3, is
an advanced optimization applied in the MCB that uses value and address predictability to eliminate sub-trees of computation within a microthread. When pruning is successful, the resulting microthread is smaller, has shorter dependency chains, and has fewer live-in dependencies.
To implement pruning, the machine must support the Vp_lnst and Ap_lnst micro-instructions. To provide this functionality, we add separate value and address predictors to the back-end of the processor. These predictors are trained on the primary thread's retirement stream just before the instructions enter the PRB. Since these predictors will not be integrated into the core, they can be kept apart from the critical sections of the chip. The decision to prune is straightforward. We assume our value and address predictors have an integrated confidence mechanism. We access the current confidence and store it with each retired instruction in the PRB. When a microthread is constructed, instructions marked as confident represent pruning opportunities.
Pruning actually occurs in the MCB. Value-pruned instructions are removed from the MCB, along with the subtrees of data-flow leading up to them. In place of the removed data-flow, a Vp_Inst microinstruction is inserted to provide the output register value. Address-pruned instructions are treated similarly, except that the prunable load itself is not removed from the routine, and the Ap_Inst provides the address base register value.
When the microthread is spawned, the Vp_Inst and Ap_Inst microinstructions must contain all the information necessary to access the value and address predictors to receive a prediction. This process seems to be complicated by the fact that predictions must be made in advance of the progress of the primary thread (recall that the predictors are trained on retiring primar;¢ thread instructions). The distance between the spawn point and the instruction being predicted must be reconciled. This is actually simple to accomplish, since every microthread is tied to the scope of a particular path. At construction time, we need only compute the number of predictions that the Vp_Inst/Ap_Inst is ahead. At execution time, this information is passed to the value or address predictor, which generates a prediction for the correct instance. Adapting the predictor design to support this operation is trivial, if we restrict our predictors to handle only constant and stride-based predictions. We assume this in our mechanism.
General SSMT Hardware
This section provides a brief overview of the general mechanism for spawning and simultaneously executing microthreads on an SSMT core. A more detailed description is not possible due to space limitations. We assume the general capabilities described in [2] . A high-level diagram of the core is shown in Figure 4. 
General Microthread Operation. A microthread
is invoked when its spawn point is fetched by the primary thread. If resources are available, the machine allocates a microcontext4for the newly spawned microthread. A spawn request is sent to the MicroRAM--the structure that stores SSMT routines. The MicroRAM delivers instructions from the specified routine into a microcontext queue. Each cycle, active microcontext queues are processed to build a packet of microthread instructions. These instructions are renamed and eventually issued to the reservations stations, where they execute out-of-order simultaneously with the primary thread. A microcontext is de-allocated when all instructions have drained from its issue queue.
A b o r t M e c h a n i s m .
Our SSMT machine contains a mechanism to detect and abort useless microthreads. Microthreads are often spawned to predict branches on control-flow-paths that the machine doesn't take. Our mechanism uses a concatenated path hash, called Path_History, to detect when the machine deviates from the path predicted by an active microthread. When this occurs, these microthreads are aborted and the microcontext is reclaimed. We assume microthread instructions already in the out-of-order window cannot be aborted.
The abort mechanism is very important. Our machine is very wide and deep, which means spawns must be launched very early to stay ahead of the primary thread. Many useless spawns occur, but the abort mechanism is able to keep the overhead in check. On average, 67% of the attempted spawns are aborted before allocating a microcontext. 66% of successful spawns are aborted sometime before the microthread has completed.
T h e P r e d i c t i o n C a c h e .
The Prediction Cache, originally proposed by Chappell et al. in [2] , is the structure responsible for communicating branch predictions between microthreads and the primary thread. We have modified the Prediction Cache slightly from its original incarnation to support our path-based prediction scheme, Its operation within the front-end is summarized in Figure 5 .
4A microcontext, proposed in [2] , is the set of state associated with an active microthread. The (Path_ld, Seq_Num) pair is also used to match late microthread predictions with branch instances currently inflight. If a late microthread prediction does not match the hardware prediction used for that branch, it is assumed that the microthread prediction is more accurate, and an early recovery is initiated. Because of the width and depth of our baseline machine, late predictions occur rather frequently. The Prediction Cache does not need to maintain many concurrently active entries. Stale entries are easily deallocated from the Prediction Cache by comparing the (Path_Id, Seq._Nura) pair to the current position of the front-end. Because entries can be quickly de-allocated, the space can be more efficiently used. Our Prediction Cache can be made quite small (128 entries) with little impact on performance.
P e r f o r m a n c e
A n a l y s i s
M a c h i n e M o d e l
Our baseline configuration for these experiments modeled an aggressive wide-issue superscalar machine. The machine parameters are summarized in Table 3 .
All experiments were performed using the SPECint95 and 5An instruction sequence number, or Seq_Num, is assigned to each instruction to represent its order within the dynamic instruction stream, Many machines already use sequence numbers for normal processing. It is important to note that our experiments focused on improving an aggressive baseline. When using our approach, it is more difficult to improve performance when the primary thread already achieves high performance. Spawns must occur very early for microthreads to "stay ahead." This fact necessitates longer microthreads and causes many more useless spawns. This results in more overhead contention with the primary thread, despite the fact that our wide machine generally has more resources to spare.
Our machine also used an idealized front-end, also to avoid biasing our results. Microthreads take advantage of resources unused by the primary thread. A fetch bottleneck would unfairly under-utilize execution resources and leave more for the microthreads to consume. Our front-end can handle three branch predictions and three accesses to the instruction cache per cycle. In a sense, we are modeling a very efficient trace cache. Figure 6 shows the potential speed-up (in IPC) gained by perfectly predicting the terminating branches of difficult paths. Difficult paths were identified using T = .10 and n = {4, 10, 16}. We tracked difficult paths dynamically using an 8K-entry Path Cache and a training interval of 32. The MicroRAM size, which determines the number of concurrent promoted paths, was also set to 8K. We simulated many other configurations that we cannot report due to space limitations.
Potential of Difficult-Path Branch Prediction
It is interesting that our potential speed-up was not closer to perfect branch prediction, since Table 2 suggests difficult paths have large misprediction coverage. However, Table 1 shows that benchmarks often have tens to hundreds of thousands of difficult paths. Our simple, realistic Path Cache simply could not track the sheer number of difficult paths well enough at run-time. Improving difficult path identification, both with the Path Cache and using the compiler, is an area of future work. Figure 7 shows realistic machine speed-up when using our full mechanism. Speed-up is shown with and without the pruning optimization. Also shown is the speed-up when including microthread overhead, but not the microthread predictions. Parameters for difficult path identification were set as in the previous experiment. Microthread build latency was set to a fixed 100 cycles. Our mechanism was successful at increasing performance in all benchmarks except eon_2k, which saw a slight loss. eon._2k and some other benchmarks are relatively wellbehaved and do not have much tolerance for microthread overhead. Microthreads have a difficult time trying to "get ahead" of the front-end and compete more heavily for ex-ecution resources. We are experimenting with feedback mechanisms to throttle microthread usage to address these problems. Figure 7 also demonstrates the effectiveness of pruning. Pruning succeeded at increasing performance over our baseline microthread mechanism. We examine the reasons for this in the next section.
Realistic Performance
The remaining bar of Figure 7 shows speed-up due to microthread overhead alone. This measures the impact of overhead on the primary thread, without the positive effect of increased prediction accuracy. Pruning was disabled for this run. The majority of benchmarks saw a slight loss, which is to be expected. A couple benchmarks, notably mcf_2k, saw a significant gain. This can be attributed to prefetching effects from the microthread routines--a very pleasant side-effect.
Timeliness of Predictions
The pruning optimization increases performance by enabling smaller and faster microthread routines. This not only results in more timely microthread predictions, but also a smaller impact on the primary thread. Figure 8 shows the average routine size and average longest dependency chain length of all routines generated with and without pruning. In general, pruning succeeded both at shortening microthread routines and reducing the critical dependency chains. In a few interesting cases, such as compress, pruning increased the average routine length. This is because many live-in address base registers (typically global) were replaced by an Ap_Inst instruction, eliminating the live-in dependency but also lengthening the routine by one instruction. Even so, pruning was still successful at reducing the average longest dependency chain. Microthread predictions can arrive before the branch is fetched (early), after the branch is fetched but before it is resolved (late), or after the branch is resolved (useless). Figure 9 shows the breakdown of prediction arrival times for our realistic configurations. Use of pruning resulted in an increased number of early predictions and useful (early + late) predictions. Use of pruning also slightly increased the overall number of predictions generated. This is because smaller microthreads free microcontexts more quickly, allowing more spawns to be processed. It is interesting to note from Figure 9 that, even with pruning, the majority of predictions still arrive after the branch is fetched. This is due, to some extent, to our idealistic fetch engine and rapid processing of the primary thread. However, it also indicates that there is still potential performance to be gained by further improving microthread timeliness.
C o n c l u s i o n s
Achieving accurate branch prediction remains a key challenge in future microprocessor designs. Previous research has proposed the use of subordinate microthreads to predict branches that are not handled effectively by known hardware schemes. Though microthread mechanisms have great potential for improving accuracy, past mechanisms have been limited by applicability and microthread overhead.
This paper proposes using difficult paths to improve prediction accuracy. We have shown how to build microthreads that better target hardware mispredictions, accurately predict branches, and compute predictions in time to remove some or all of the misprediction penalty. To demonstrate our approach, we have presented a hardware-only implementation of our scheme. We propose to identify difficult paths using the Path Cache, construct and optimize microthreads using the Microthread Builder, and communicate predictions to the primary thread using a modified Prediction Cache.
Because our mechanism can be implemented in hardware, we are not limited by compile-time assumptions. We do not depend on profiling data to construct our threads, and our mechanism can adapt during the run of a program. We have shown how our implementation can exploit runtime information to dynamically perform microthread optimizations. These optimizations include memory dependency speculation and pruning, a novel method of improving microthread latency based on value and address prediction.
Although this paper has shown our initial mechanism to be successful, there are many ways in which it could be improved. In particular, our future work includes ways to better track the often vast numbers of paths, further limit useless spawns, and further improve microthread timeliness.
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