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Two n × n (0, 1) matrices X , Y are called thin Lehman matrices if
they are solutions of the matrix equation XYT = Jn + In, where Jn is
the n × nmatrix of all 1s and In is the identity matrix. These matri-
ces are important in the set covering problem, but few examples are
known. In this paper, we will introduce the notion of 1-overlapped
factorizations of finite groups which constructs a new class of thin
Lehman matrices. Moreover, we will study some structural proper-
ties of 1-overlapped factorizations.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let Mm,n(K) denote the set of m × n matrices with elements in K , Mn(K) denote the set of n × n
matrices. LetB be {0, 1}. Let 1n denotes the n column vectorwhose each component is 1. XT means the
transposed matrix of X . We say that two matrices X, Y ∈ Mm,n(B) are isomorphic if Y can be obtained
from X by permutations of rows and columns of X .
A clutter H is a pair of a finite setH (which is called a vertex set) and a collection E(H ) (which is
called an edge set) of subsets of V(H ) such that no two elements of E(H ) have inclusion relation. For
a clutter H , let M(H ) be the matrix whose rows are indexed by E(H ) and columns are indexed by
V(H )whose (i, j)th element is 1 if Ei ∈ E(H ) has the element vj ∈ V(H ), and 0 otherwise. Fulkerson
[8] defined the following two operations: (i) For a vertex v ∈ V , a deletion H \v is the clutter whose
vertex set is V(H )\v and its edge set is E(H \v) := {F\v; F ∈ E(H ), F  v}. (ii) A contractionH /v
is the clutter whose vertex set is V(H )\v , and the elements of E(H /v) are the minimal members of
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{F\v; F ∈ E(H )}. A clutter H ′ is said to be a minor of H if H ′ can be gotten from H by recursive
deletions and contractions. A clutter H or a matrix M = M(H ) ∈ Mm,n(B) is said to be an ideal
matrix if the set covering polytope P := {x ∈ Rn; Mx  1m, 0  x  1n} is an integral polytope (see
[10]). Notice that a minor of an ideal matrix is also ideal. A (0, 1)matrix X is calledminimally nonideal
if X is not ideal but each of its minor is.
The set covering problems is minimizing {c · x; Mx  1m, x ∈ Bn} for a given vector c ∈ Rn+ and a
given matrix M ∈ Mm,n(B). It can be solved by linear programing for every objective function c if M
is ideal. Thus, many researches have studied minimally nonideal matrices.
The following theorem is important in many scene in combinatorics containing theory of ideal
clutters.
Theorem 1.1 (Bridges and Ryser [1]). Let λ, μ be integers and suppose that λIn + μJn = XY, where X
and Y are n× n nonnegative integral matrices. If λ andμ are relatively prime, then X and Y have constant
line sums; that is, there exist integers ω and α such that each row and column sum of X is ω and each row
and column sum of Y is α. Furthermore, we have XY = YX.
For all integer s  2, the degenerated projective plane is the matrix Js ∈ Ms+1(B) indexed by{0, 1, . . . , s} and whose row vectors are incidence vectors of {1, 2, . . . , s}, {0, 1}, {0, 2}, . . ., {0, s}.
The following theorem provides an important property of minimally nonideal matrices.
Theorem 1.2 (Lehman [10]). A matrix X with n columns is a minimally nonideal matrix if its associated
set covering polytope has a unique fractional extreme point, and either
1. X is isomorphic to the degenerated projective planeJn−1, or
2. X is isomorphic to (0, 1) matrix
⎡
⎣X1
X2
⎤
⎦, where X1 is a square matrix with constant line sum ω  2
such that there exists a square matrix Y1 ∈ Mn(B) with constant line sum α  2 satisfying
X1Y1 = Jn + (ωα − n)In, and each row of X2 has at least (ω + 1) 1s.
In order to classify and construct minimally nonideal matrices, Lütolf and Margot [11] introduced
thenotionof Lehmanmatrix, that is, the cluttermatrices satisfying the secondconditionof Theorem1.2.
For a Lehmanmatrix X , X1 is called the core of X . Notice that Y1 defined above is also a Lehmanmatrix
since we have (X1Y1
T )T = Y1X1T = Jn + kIn. A Lehman matrix is said to be thin if k = 1, fat if k  2.
The i-shift of vector (v1, v2, . . . , vn) is the vector (u1, u2, . . . , un), where uj = vj−i if j > i and
uj = vn+j−i if j  i. A square matrixM is said to be circulant if the (i + 1)th row ofM is the i-shift of
the 1st row. For an integer i, let [i] denotes the set of integers between 1 and i.
Example 1. Let ω, α be integers such that ω, α  2 and ωα = n + 1. Let Cωn ,Dαn ∈ Mn(B) denotes
the matrices defined as follows: Cωn and D
α
n are the circulant matrices such that the (1, j)th entry of
Cωn is 1 if j ∈ [ω] and the (1, j)th entry of Dαn is 1 if j ∈ {1, ω, 2ω, . . . , (α − 1)ω}. Then, we have
Cωn D
α
n
T = Jn + In, i.e., Cωn and Dαn are Lehman matrices.
However, few classes of Lehman matrices are known [3,11,14,15].
On the other hand, the solutions of XYT = Jn − In has been also studied bymany researchers in the
perfect graph theory. In 1974, Padberg [12] proved that if XYT = Jn − In, there exists a partitionable
graph  such that the maximum clique matrix of  is X and maximum stable set matrix of  is Y . In
1979, Chvatal et al. introduced the following notion in order to construct partitionable graphs. Let G
be a finite group with its operator ∗ and identity element eG . If G is abelian, we use “+” instead of “∗”
and let × denote the operator of products.
Definition1.3 (Chvatal et al. [1]). Apairof subset (A, B)with |A|, |B|  2ofG is callednear-factorization
or near-factor if there exists an element g of G, which called a uncovered element such that g does not
appear and every element except g appears just once in the set {a ∗ b ; a ∈ A, b ∈ B}.
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De Caen et al. [6] proved some good properties of near-factorizations. The purpose of this paper
is to introduce the following notion of 1-overlapped factorization, and to carry De Caen’s theories to
those of Lehman matrices.
Definition 1.4. Let G be any finite group of order n. We say a pair of subsets (A, B)with |A|, |B|  2 of
G is a 1-overlapped factorization or 1-overlapped factor if there exists an element g of G, which is called
doubly covered element such that g appears just two times and every element except g appears just
one time in the multiset {a ∗ b | a ∈ A, b ∈ B}.
The following remark says that the condition |A|, |B|  2 is a natural setting since we cannot
construct a Lehman matrix from factorization with |A| = 1 and we want to avoid the trivial case.
Remark 1.5. Suppose that (A, B) is a 1-overlapped factorization of a group G with n elements. Let
M(A) (resp.M(B)) be the (0, 1) matrix indexed by elements of G such that (i, j)-entry is 1 if and only
if g
−1
i ∗ gj ∈ A (resp. g−1i ∗ gj ∈ B). Then,M(A) andM(B) are thin Lehman matrices.
This paper is organized as follows: In Section 2, wewill show some examples of finite groupswhich
have 1-overlapped factorization. In Section 3, we will prove that both of A and B are generating sets of
G for each 1-overlapped factorization (A, B). In Section 4, we will prove the following theorem.
Theorem1.6. For a1-overlapped factor (A, B) of a finite abelian groupG, there exist two elements a, b ∈ G
such that (A + a, B + b) is a symmetric 1-overlapped factor of G, and the doubly covered element of
(A + a, B + b) is eG.
In Section 5, we will give some non-existence theorems of 1-overlapped factor for some finite
groups. In Section 6, we will propose some problems and a conjecture.
2. Examples of 1-overlapped factorizations
In this section, we show thatwe can construct thin Lehmanmatrices by using 1-overlapped factors.
Let α and ω be two integers greater than one. Let ρ( 1) andm1,m2, . . . , m2ρ( 2) be integers
with ω = ∏ρi=1 m2i−1, α = ∏ρi=1 m2i and n = ∏2ρi=1 mi. By using these integers, we introduce the
following notations:
μi :=
i∏
j=1
mj (μ0 = 1),
Mi := {0, μi−1, 2μi−1, . . . , (mi − 1)μi−1},
A := M1 + M3 + · · ·M2ρ−1,
B := M2 + M4 + · · ·M2ρ.
Then, we have A + B = {0, 1, 2, . . . , n − 1}. Clearly, this structure gives a factorization of Zn, a near-
factorization of Zn+1 and a 1-overlapped factorization of Zn−1. We call the above-defined integer ρ
rank of (A, B).
Example 2. Suppose that m1 = 3,m2 = 2,m3 = 2,m4 = 4. Then, ω = 6, α = 8, μ1 = 3, μ2 =
3 ·2 = 6,μ3 = 3 ·2 ·2 = 12,μ4 = 3 ·2 ·2 ·4 = 48.Hence, we haveM1 = {0, 1, 2},M2 = {0, 1}×3,
M3 = {0, 1}× 6,M4 = {0, 1, 2, 3}× 12, and A = {0, 1, 2, 6, 7, 8}, B = {0, 3, 12, 15, 24, 27, 36, 39}.
Then, A + B = {0, 1, . . . , 47}. We construct an 1-overlapped factorization of Z47 by an isomorphism
from Z to Z47.
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Let (A, B) be a 1-overlapped factor of Zn. Following three transformation carry (A, B) to another
1-overlapped factorization.
• Shifting: Consider (A + x, B + y) for any x, y ∈ Zn.• Scaling: Consider (λA, λB) for any λ ∈ Z×n .• Swapping: Consider (−A, B).
We say that a 1-overlapped factorization constructed by the above-mentioned method is a De Bruijn
1-overlapped factorization and a thin Lehmanmatrix associated toDe Bruijn 1-overlapped factorization
is a De Bruijn–Lehmanmatrix. after finder of this type of factorizations of cyclic groups. We name these
factorization after De Bruijn who studied factorization of natural number in [5].
C nω and D
n
α is a De Bruijn–Lehman matrix with rank 1. Wang [15] constructed De Bruijn–Lehman
matrices with ρ = 2. Let col(i) denotes the set of indices j such that (i, j)th entry is 1. For a Lehman
matrix X , define
INT(X) := min
i∈[n] max[n]j =i |col(i) ∩ col(j)|.
Clearly, INT(X) is an invariant under a permutation of rows and columns. We can check the following
proposition by easy calculation.
Proposition 2.1. Let X be a De Bruijn–Lehman matrix with rank ρ . Suppose that mi is maximum among
m1,m3, . . . ,m2ρ−1. Then, we have INT(X) = ω(mi − 1)/mi.
Let X be the De Bruijn–Lehman matrix with m1 = m2 = · · · = m2ρ = 2 with ρ  3. Then, X is
isomorphic to none of C nr and Wang’s matrices of [15].
Another example of 1-overlapped factorization is that of dihedral groups. Let D2n denote the dihe-
dral group with order 2n = ωα − 1. Let {τ, σ } be generators of D2n such that σ n = τ 2 = (τσ )2 = e.
Take the subsets
A :=
{
e, σ, . . . , σ
ω−1
2
}
∪
{
τ, τσ, . . . , τσ
ω−3
2
}
,
B :=
{
e, σω, σ 2ω, . . . , σ
α−1
2
ω
}
∪
{
τσω−1, τσ 2ω−1, . . . , τσ
α−1
2
ω−1
}
.
Then, e appears twice and each other element appears once in A ∗ B.
3. 1-Overlapped factors are generating sets
From this section, we study some structural properties of 1-overlapped factors.
Theorem 3.1. If (A, B) is a 1-overlapped factor of G, then
〈A〉 = 〈B〉 = G.
Proof. Weassume that thedoubly covered element of (A, B) is eG . LetH be the subgroupofG generated
by 〈A〉 and suppose that H = G, {eG}. Let G = H ∩ Hg1 ∩ · · · ∩ Hgk−1 be a right coset decomposition.
For a right translate A ∗ b with b ∈ B, there exists a unique right coset which entirely contains A ∗ b
since A is a subset of H. Take gi so that Hgi does not contain eG . Since Hgi is partitioned into some
right translates of A, |A| divides |H|. H is a subgroup of G, we know that |A| also divides |G|. On the
other hand, |A| divides |G| + 1 from the definition of 1-overlapped factor. This fact yields to |A| = 1,
a contradiction. 
We obtain the first non-existence theorem of 1-overlapped factor of a class of finite groups.
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Corollary 3.2. If a finite group G has a 1-overlapped factor with |A| = 2, G is a cyclic group.
Proof. Define A := {x, y}, and let B be a subset of G such that (A, B) be a 1-overlapped factor of Gwith
the doubly covered element eG . Then, (x
−1A, Bx) is a 1-overlapped factor of Gwith the doubly covered
element eG . This fact means that x
−1y generates G. 
Example 3. Z5 × Z5 has no 1-overlapped factor since |Z5 × Z5| + 1 = 2 × 13 is the unique prime
factorization of 26.
4. Properties of 1-overlapped factorizations of abelian groups
A subset S of a group G is said to be symmetric if S satisfies S = S−1 := {s−1 ; s ∈ S}. A 1-
overlapped factorization (A, B) is said to be symmetric if both of A and B are symmetric. For a subset
S ⊂ G, S is said to be shift-symmetric if there exists an element g ∈ G such that gS = S−1. A matrix is
called a generalized permutation matrix if each entry is one of 1, 0, −1, and there is only one non-zero
entry in each row and each column.
Theorem 4.1. Let k be an integer and let kJn + In = XY be a factorization into two n× n integral matrices
X and Y having constant line sums ω and α, respectively. Suppose that X is normal; that is, XXT = XTX.
Then there exists a generalized permutation matrix P such that XT = PX.
Proof. Notice that In − knk+1 Jn is the inverse of kJn + In. From kJn + In = XY we have
X−1 = Y(kJn + In)−1 = Y − αk
nk + 1 Jn.
Thus, we have
XTX−1 = XTY − ωαk
nk + 1 Jn = X
TY − kJn.
In particular, each entry of P = XTX−1 is an integer. Furthermore, if X is normal, we have
PPT = XTX−1(X−1)TX = XT (XT )−1X−1X = In.
Therefore P is a generalized permutation matrix, and we obtain XT = PX as desired. 
Corollary 4.2. Let (A, B) be a1-overlapped factor of the abelian groupG. Then, A andB are shift-symmetric.
Proof. Notice that M(A−1) = M(A)T . Since G is abelian, M(A) is normal. From Theorem 4.1, there
exists a generalized permutation matrix P such that M(A−1) = PM(A). Since M(A−1) and M(A) are
non-negative matrices, P does not have negative entries. Thus, P is a permutation matrix. SinceM(A)
and M(A−1) are group matrices over G and P is a permutation matrix, there exists an element g ∈ G
such that P = M(g). Then, we haveM(A−1) = M(gA) and we also obtain A−1 = gA. 
Proposition 4.3. Let (A, B) be a 1-overlapped factor of a finite group, and let g be an element satisfying
gA = A−1. Then, there exists an element x of G such that x2 = g.
Proof. At first, suppose that the order of G is odd. Then for each element g of G, there exists an integer
k with g2k+1 = e. This equation yields to (g−k)2 = g. Therefore, we can assume that |G| is even.
Then, both of A and B are odd since |A| · |B| = |G| + 1. For an element h of G, we define a function
F(h) := g−1h−1. If h is an element of A, then we have g−1h−1 ∈ g−1A = g−1gA−1 = A. Thus, F is a
permutation of the set A with order 2. Since |A| is odd, there exists a fixed point y of F in A. Thus, we
have y = F(y) = g−1y−1 and (y−1)2 = g as desired. 
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The following corollary is very useful to study 1-overlapped factors of abelian groups.
Corollary 4.4 (Theorem 1.6). For a 1-overlapped factor (A, B) of a finite abelian group G, there exist
elements a, b ∈ G such that (A + a, B + b) is also a 1-overlapped factor of G, and the doubly covered
element of (A + a, B + b) is the identity.
Proof. Let (A, B) be a 1-overlapped factor of G such that the doubly covered element is the identity eG .
Let x be the element with x2A = A−1. Then, (xA, x−1B) is a 1-overlapped factor with doubly covered
element eG since G is abelian. This is a proof of Theorem 1.6. 
The following proposition is a non-existence theorem of 1-overlapped factor for many abelian
groups.
Proposition 4.5. Let G be an abelian group and (A, B) be a 1-overlapped factor with min{|A|, |B|}  4.
Then, G is a cyclic group.
Proof. We have |A| = 2, 3, or 4. If |A| = 2, we checked in Corollary 3.2.
In the case |A| = 3, we assume that A is symmetric. Then, A is one of A = {x, y, z} with x2 = y2 =
z2 = eG or A = {x, x−1, y} with y = y−1. In the first case, G is Z2 × Z2 × Z2. However, we can find
that Z2 × Z2 × Z2 does not admits a 1-overlapped factor by easy calculation. In the second case, we
consider (A′, B′) = (Ay−1, yB). Since the order of y is 2, A′ is generated by xy. From Theorem 1.6, A′
generates G, so xy generates G.
If |A| is 4, note that |G| is odd. Thus the order of each element of G is not 2. From Theorem 1.6,
there exist two elements x, y of G such that A = {x, y, x−1, y−1}. Notice that {x, y, x−1, y−1} =
{e, xy} ∗ {x−1, y−1}. If we assume |{x−1, y−1} ∗ B| < |{x−1, y−1}| · |B|, then there exist elements
b1, b2 of B such that x
−1b1 = y−1b2. Multiplying both sides by xy, we also have yb1 = xb2. This
contradict to the uniqueness of the doubly covered element. Thus, ({e, xy}, {x−1, y−1}B) is also a
1-overlapped factor of G. From Theorem 3.1, xy generates G. 
5. Congruential criteria
In this section, we will study some structural properties of 1-overlapped factorizations and some
non-existence theorems.
Proposition 5.1. If a finite group G has an elementary abelian groupZmp as a quotient group, then for any
1-overlapped factorization (A, B), we obtain
|A|p−1 ≡ |B|p−1 ≡ 1 (mod pm) if p is an odd prime,
|A| ≡ |B| ≡ ±1 (mod 2m) if p = 2.
Proof. We assume that the doubly covered element of (A, B) is the identity element eG . Let q = pm
and let̂ be a homomorphism of G onto H = Zmp . We extend̂ to a group ring homomorphismZG to
ZH. We have CD = kH + eH , where C = Â, D = B̂ and k = |G|/q.
Take an automorphism σ of H with exponent q − 1, and extend σ to an automorphism of ZH.
We define N(C) := ∏q−1i=1 σ i(C) and N(D) := ∏q−1i=1 σ i(D). Then, there exists an integer r such that
N(C)N(D) = (kH+eH)q−1 = rH+e. Notice thatN(C) andN(D) are invariant under choice ofσ . Since
σ acts H transitively, there exist integers a, b, c, d such that N(C) = aeH + bH and N(D) = ceH + dH.
Then, we obtain ac = 1, so a = c = ±1. Now we have |A|q−1 = |C|q−1 = |N(C)| = ±1 + bq, so
|A|2(q−1) ≡ 1 (mod q). It is well-known that the number of integers less than and relatively prime
to q = pm is ϕ = pm−1(p − 1). Since gcd(|A|, q) equals to 1, we have |A|ϕ = 1. If p is an odd prime,
the gcd(2(q − 1), ϕ) is p − 1. Thus, we obtain |A|p−1 ≡ 1 (mod pm). By a similar argument, we also
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obtain |B|p−1 ≡ 1 (mod pm). If p is 2, the gcd(2(q− 1), ϕ) is 2, so we obtain |A|2 ≡ 1 (mod 2m). By
a similar argument, we obtain |B|2 ≡ 1 (mod 2m). Since we have |A| · |B| = |G| + 1 ≡ 1 (mod 2m),
we obtain |A| ≡ |B| (mod 2m). This is a proof of Proposition 5.1. 
Example 4. Z35 × Z3 does not have a 1-overlapped factorization since this group has elementary
abelian subgroup Z35, and none of 4
4, 84, 474, 944 is equivalent to 1 (mod 53).
Proposition 5.2. Suppose that (A, B) is a 1-overlapped factorization of G, and̂ is a homomorphism of G
onto a group H. For each h ∈ H, define that a(h) := {a ∈ A ; â = h} and b(h) := {b ∈ B ; b̂ = h}.
Then,
(i)
∑
h∈H |a(h)| = |A|,∑h∈H |b(h)| = |B|;
(ii)
∑
h∈H |a(h)||b(h−1)| = |G|/|H| + 1;
(iii)
∑
h∈H |a(h)||b(h−1k)| = |G|/|H| for all k ∈ H, k = e;
(iv) If A = A−1 and B = B−1, then a(h−1) = (a(h))−1 and b(h−1) = (b(h))−1 for each h ∈ H.
Proof. The proof is straightforward. 
If p is one of 2 and 3, we obtain a stronger criterion.
Theorem 5.3. Suppose the (not necessarily abelian) finite group has a 1-overlapped factorization with
doubly covered element e. Let̂ be an isomorphism of G onto an abelian finite group H of exponent 2, 3, 4
or6. Then, there exists an element h ∈ H andpositive integers a, b such that Â = aH±hand B̂ = bH±h−1.
In particular, we obtain |A| ≡ ±1 (mod |H|).
Proof. Let A, B be members of QG. We have CD = kH + e, where C = Â, D = B̂, and k = |G|/|H|.
Let χ : H → C be an irreducible character of H. We extend χ to a mapping of QH to C. If χ is not
the trivial character ι, that is ι(h) = 1 for all h ∈ H, we have χ(C)χ(D) = kχ(H) + 1 = 1. Since we
assume that H is an abelian group of exponent 2, 3, 4 or 6, χ(C) is an integral combination of 2th, 3th,
4th or 6th root of unity. Notice that for any such root ζ , ζ + ζ is an integer. Thus, |χ(C)|2 = χ(C)χ(C)
and |χ(D)|2 = χ(D)χ(D) are positive integer. Since χ(C)χ(D) = 1, we have χ(C)χ(C) = 1 for
χ = ι. If we determine q := (|C|2 − 1)/|H|, then we have ι(CC − qH − e) = 0. Since we have
χ(CC − qH − e) = 0 for all χ , we obtain CC = qH + e. We define C := ∑h∈H chh. Then for each
h′ ∈ H, we have∑
h∈H
(ch − ch′h)2 =
∑
h∈H
c2h − 2
∑
h∈H
chch′h +
∑
h∈H
c2h′ = (q + 1) − 2q + (q + 1) = 2.
Since ch is an integer, all but one of them are equal. The remaining coefficient is different from the
others by ±1. Thus, there exist an element of h and an integer a satisfying Â = aC ± h. In particular,
we have |A| = |̂A| = a|H| ± 1 ≡ 1 (mod |H|). Since we have A = aH ± h, it follows that there exists
an integer bwith B̂ = bD ± h−1. 
Corollary 5.4. If G has a 1-overlapped factorization (A, B), and there exists a homomorphism̂: G → H
of G onto an abelian group H with its exponent 2, 3, 4 or 6, then |A|  |H| − 1.
If we take H = G, we obtain the following non-existence theorem.
Corollary 5.5. None ofZm2 ,Z
m
3 ,Z
m
4 ,Z
m
2 ×Zn3,Zm2 ×Zn4 butZ3 does not have a 1-overlapped factorization.
If we take H = Z2 × Z4, we obtain the following corollary.
Corollary 5.6. Let G′ be a finite group and p, q be any positive integers. If the group G := Z2p ×Z4q ×G′
has an 1-overlapped factorization (A, B), then we have |A| ≡ |B| ≡ ±1 (mod 8).
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6. Open problems
In 1994, Cornuéjols and Novick [4] proved that the only minimally non-ideal matrix of De Bruijn
type with rank 1 are C 35 , C
3
8 , C
3
11, C
3
14, C
3
17, C
4
7 , C
4
11, C
5
9 , C
6
11, C
7
13 and C
2
n for odd n  3. Deleting 3rd, 4th,
8th, 9th, 13th, 14th columns and contracting 2nd, 5th, 7th, 10th, 12th, 15th columns, we know that the
De Bruijn–Lehman matrix withm1 = m2 = m3 = m4 = 2 is not minimally non-ideal.
Problem 6.1. Does there exist a square matrix such that it is either De Bruijn–Lehman matrix with
rank greater than 1 and minimally non-ideal?
Problem 6.2. Does there exist a De Bruijn–Lehman matrix with rank greater than 1 which is the core
of some minimally non-ideal matrices?
In 2003, Pécher [13] discovered that two groupswith order 50which are neither cyclic nor dihedral
have near-factors. However, finding an additional group which has near-factor or 1-overlapped factor
seems to be very difficult.
Problem 6.3. Find a new example of finite group which has a 1-overlapped factorization.
In 1984, Grinstead proposed the following conjecture.
Conjecture 6.4 (Grinstead [7]). All near-factorization of a cyclic group is aDe Bruijn near-factorization.
It is well-known that this conjecture is an algebraic approach to the strong perfect graph theorem,
and it is an important unsettled problem after settlement of the strong perfect theorem. In 2006,
Kashiwabara and Sakuma [9] proved that Grinstead’s conjecture is true for min(ω, α)  15. In a
private communication, Sakuma and the author conjecture as follows.
Conjecture 6.5. All 1-overlapped factorization of a cyclic group is a De Bruijn 1-overlapped factoriza-
tion.
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