We 
Introduction
In embedded systems with variable-speed processors, the operating system (OS) can reduce energy consumption by scheduling tasks appropriately. For real-time systems, optimal preemptive off-line scheduling algorithms have been developed [16] . Heuristics for off-line scheduling of non-preemptive real-time tasks were presented in [4] . On-line and off-line scheduling algorithms for the preemptive task model have also been developed [6, 11] . From the hardware perspective, researchers have developed efficient DC-DC switching converters that allow the supply voltage to be rapidly changed under external control [10] . Although the scheduling methods cited above are very efficient, most of them make the assumption that the CPU can operate at several different voltage levels (and hence different clock frequencies) which can be varied continuously. In addition, a number of these methods are aimed at the synthesis of low-power designs and they do not address energy minimization during field operation.
In this paper, we present an on-line scheduling algorithm for real-time systems that attempts to minimize the energy consumed by a periodic task set while also considering the voltage switching times and energies. The algorithm is based on the well-known earliest-deadline-first (EDF) algorithm [9, 7] . We consider a practical scenario where a single CPU executes a set of periodic non-preemptable tasks. The voltage, and consequently the clock speed, of the CPU may be switched between two or more values dynamically at run-time through OS system calls. This option is available in most modern computers, which provide at least two different operating speeds [5] . Unlike previous approaches, e.g. [4] , we make the realistic assumption that voltage switching takes time and consumes energy. During this switching period, the CPU cannot execute any tasks. We attempt to find the voltage at which each task must be executed such that the energy consumed by the entire set of periodic tasks is minimized and generate a schedule for the task set such that the release time requirements are satisfied and the deadlines for every task is met, while also accounting for the effect of the voltage switching times on the energy consumption of the task set.
Preliminaries
In this section, we present our notation and the underlying assumptions. We are given a set of n periodic tasks R = fr 1 r 2 : : : r n g. Each task r i 2 R has the following parameters: a release (or arrival) time a i , a deadline d i , a length l i (represented in number of instruction cycles), and a period p i .
Each task r i is released at time t = a i . We assume, without loss of generality, that all tasks have identical periods. All tasks must complete execution before their deadlines.
We assume that the CPU can operate at one of two volt- 
Although the scheduling problem is NP-complete, it can be solved exactly for moderate-sized instances using mixedinteger linear programming (MILP). In the following section, we present an MILP model for the low-energy scheduling problem with switching times and energies.
Mixed-integer linear programming model
The goal of MILP is to minimize a linear objective function on a set of integer and/or real variables, while satisfying a set of linear constraints.
The optimization problem we address is to minimize the total energy consumed by the set of n tasks by optimally determining their start times t 1 t 2 : : : t n , their voltages and corresponding execution speeds.
The following constraints need to be modeled: (i) CPU speeds are limited to one of two values-s 1 or s 2 , (ii) the deadline for each task must be met, (iii) real-time tasks are non-preemptable, (iv) a task may start only after it has been released, and (v) tasks immediately follow each other. We observed in Section 2 that the energy consumed by task r i is E i / v 2 i l i . Moreover, with each task r i is an associated switching cost C i if a voltage switch was performed immediately before the task began execution. Hence, to minimize energy, we need to minimize the term P (l i v 2 i + C i ), and this is now our objective function.
We assume a linear relationship between the operating voltage v of the processor and its execution speed x. This generally holds true for processors designed using CMOS technology [13] . Hence, v i =
First, we introduce binary variables a i and b i to restrict x i , the execution speed of task i, to be either s 1 This represents the fact that when task r i has been scheduled to start execution at time t i , no other task r j can start execution until r i has completed.
The above inequality is non-linear too. This may be also be linearized using standard linearization techniques. These techniques are not explained here due to space limitations. Finally, we model the fact that a task r i starts as soon as a previous task r j ends. This is done by introducing integer variables ze ro i and i1 through in .
ze ro i ( i1 (t i ;c 1 ) + i2 (t i ;c 2 ) + : : : + in (t i ;c n )) = 0:
The final MILP model is shown in Figure 1 . Although the MILP model is too computationally-intensive to be used for large task sets, it is helpful in determining a lower bound on the amount of energy consumed by a given task set. In the MILP formulation described above, a priori knowledge of the release times has been inherently assumed. We observe that energy can be minimized to a greater extent in the off-line case than in the on-line one. This justifies use of MILP as a comparison tool for providing lower bounds on energy consumption. In the next section, we provide a description of our heuristic and our experimental results.
The E-LEDF heuristic
Although MILP is a useful and optimal solution method for small problem instances, it cannot be used for large test cases. In order to solve large problem instances, we have developed a heuristic algorithm to generate near-optimal solutions in polynomial time.
The extended-low-energy earliest deadline first heuristic, or simply E-LEDF, is an extension of the well-known earliest deadline first (EDF) algorithm. The operation of E-LEDF is described in Figure 2 .
To illustrate the effectiveness of E-LEDF, we also developed a simple low-energy earliest deadline first algorithm (LEDF) [14] that does not take into account the effect of voltage switching. LEDF generated near-optimal schedules i n, 2. ai + bi = 1 1 i n, 3 . ij1 + ij2 = 1 1 i j n i 6 = j, 4. ci = ti + ui + tsswi 1 i j n i 6 = j, 5 . ci di 1 i n, 6 . xi = ais1 + bis2 1 i n, 7. vi ; liai 0 1 i n, 8. ;ui + vi 0 1 i n, 9. ui ; vi + liai li 1 i n, 10. wi ; libi 0 1 i n, 11. ;ui + wi 0 1 i n, 12. ui ; wi + libi li 1 i n, 13. fij1i;fij1j ;eij1j;dsij1j+fij2j;fij2i;eij2i;dsij2j 0 1 i j n i 6 = j, 14. 1ij + 2ij = 1 1 i j n i 6 = j, 15. fij1i ; di ij1 0 1 i n, 16. ;ti + fij1i 0 1 i n, 17. ti ; fij1i + di ij1 di 1 i n, 18. eij1i ; li 0 1 i j n i 6 = j, 19. ;ui + eij1i 0 1 i j n i 6 = j, 20. ui ; eij1i + li ij1 li 1 i j n i 6 = j, 21. fij2i ; di ij2 0 1 i n, 22. ;ti + fij2i 0 1 i n, 23. ti ; fij2i + di ij2 di 1 i n, 24. eij2i ; li 0 1 i j n i 6 = j, 25. ;ui + eij2i 0 1 i j n i 6 = j, and 26. ui ; eij2i + li ij2 li 1 i j n i 6 = j. for a number of task sets; hence it was used for comparison purposes.
We ran LEDF and E-LEDF on task sets comprising thirteen to seventeen tasks [14] . We show a plot of the energy consumed for 3 different scheduling strategies in Figure 3 .
We observe that the energies consumed in schedules generated by E-LEDF are greater than that of the MILP and LEDF schedules. Our results show that voltage-switching times and voltage switching energies play a significant role in the energy consumption of a real-time system, with the energy rising by as much as 16%.
We next consider two real-life task sets comprising 24 and 39 tasks, respectively. These task sets were used in the development of an application-specific integrated circuit for an avionics application [12] and in an embedded signal processing application for an anti-submarine warfare (ASW) system [1] . For the set of 24 tasks, we assume the processor speeds to be 100 MIPS and 260 MIPS, with corresponding voltages 1.2 V and 3.3 V respectively. In the case of the set of 39 tasks, we have assumed that the processor is capable of operating at 100 MHz and that the processor speeds are dynamically switchable. We have also assumed that the CPU operates at 200 MHz at 3.3 V and at 100 MHz at 1.65 V. Furthermore, in order to emphasize energy minimization, the deadlines we have used are tighter than the actual deadlines for the actual task set. The minimum and maximum voltage-switching times t s were chosen to be 1 unit and 5 units, respectively, and the minimum and maximum voltage-switching energies E s were chosen to be 10 units and 200 units, respectively [10] . These numbers have been chosen because the DC-DC switching converter described in [10] has a switching time of less than 6 units. The LEDF and E-LEDF results are shown in Table 1 . We see from Table 1 that voltage switching energies do not have as significant an effect as voltage switching times on the energy consumption of the task set. This is due to the fact that voltage switching energies do not affect the speed at which a task is executed. Any increase in energy is merely because of the increased energy consumption while switching. On the other hand, a change in voltage switching time increases energy consumption by as much as 6 % in the 24-task taskset and 12 % in the 39-task taskset. The reason for this is that the effective execution time of a task is increased by time t s and any task that could run at a lower speed with a lower t s now has to run at a higher speed in order to meet its deadline. This results in more tasks executing at a higher speed, and consequently a higher voltage, resulting in increased energy consumption. The MILP model took prohibitively large amounts of time for scheduling task sets consisting of more than four tasks running on a dual-processor Sun Ultra-1 with a 256 MB memory capacity. For a five task data set, MILP took over a day to generate the optimal solution. On the other hand, E-LEDF took under a second to generate a nearoptimal solution for the thirty-nine task example.
Conclusions
As embedded systems become more prolific, energy consumption is becoming an increasingly important design issue. Due to increased transistor counts, heat generation in embedded systems and system-on-a-chip designs is on the rise. This adversely affects both the reliability of the system, as well as its availability. Hence, the need for algorithms that attempt to minimize energy usage both at the system synthesis/design level, as well as the run-time/operating system level are being increasingly felt. In this paper, we have taken the latter approach to energy minimization. We have provided an algorithm that generates near-optimal solutions for task sets of varying size in polynomial time. We proved that the minimum-energy scheduling problem is NPcomplete, and further showed that mixed-integer linear programming (MILP) is a tool that may be used for exact solution of moderate-sized problems. Finally, we applied an efficient heuristic algorithm to several representative realtime task sets, and showed that our algorithm provides nearoptimal solutions.
