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Supervisor:  Jon E. Olson 
 
Although many fracture models are based on two-dimensional plane strain 
approximations, accurately predicting fracture propagation geometry requires accounting 
for the three-dimensional aspects of fractures. In this study, we implemented 3-D 
displacement discontinuity (DD) boundary element modeling to investigate the following 
intrinsically 3-D natural or hydraulic fracture propagation problems: the effect of fracture 
height on lateral propagation of vertical natural fractures, joint development in the 
vicinity of normal faults, and hydraulic fracture height growth and non-planar 
propagation paths. 
 Fracture propagation is controlled by stress intensity factor (SIF) and its 
determination plays a central role in LEFM. The DD modeling is used to evaluate SIF in 
Mode I, II and III at the tip of an arbitrarily-shaped embedded crack by using crack-tip 
element displacement discontinuity. We examine the accuracy of SIF calculation is for 
rectangular, penny-shaped, and elliptical planar cracks. 
Using the aforementioned model for lateral propagation of overlapping fractures 
shows that the curving path of overlapping fractures is strongly influenced by the 
spacing-to-height ratio of fractures, as well as the differential stress magnitude. We show 
that the angle of intersection between two non-coincident but parallel en-echelon 
 vii 
fractures depends strongly on the fracture height-to-spacing ratio, with intersection angles 
being asymptotic for “tall” fractures (large height-to-spacing ratios) and nearly 
orthogonal for “short” fractures.  
Stress perturbation around normal faults is three-dimensionally heterogeneous. 
That perturbation can result in joint development at the vicinity of normal faults. We 
examine the geometrical relationship between genetically related normal faults and joints 
in various geologic environments by considering a published case study of fault-related 
joints in the Arches National Park region, Utah. The results show that joint orientation is 
dependent on vertical position with respect to the normal fault, the spacing-to-height ratio 
of sub-parallel normal faults, and Poisson’s ratio of the media. Our calculations represent 
a more physically reasonable match to measured field data than previously published, and 
we also identify a new mechanism to explain the driving stress for opening mode fracture 
propagation upon burial of quasi-elastic rocks. 
Hydraulic fractures may not necessarily start perpendicular to the minimum 
horizontal remote stress. We use the developed fracture propagation model to explain 
abnormality in the geometry of fracturing from misaligned horizontal wellbores. Results 
show that the misalignment causes non-planar lateral propagation and restriction in 
fracture height and fracture width in wellbore part. 
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CHAPTER 1 
Stress Intensity Factor Determination for Three-
Dimensional Cracks Using the Displacement 
Discontinuity Method
1
 
1.1 OVERVIEW 
Stress intensity factor determination plays a central role in problems involving 
linearly elastic fracture mechanics (LEFM). Fracture propagation is controlled by the 
stress field near the crack tip. Because this stress field is asymptotic dominant or singular, 
it is characterized by the stress intensity factor (SIF). Since many rock types show brittle 
elastic behavior under hydrocarbon reservoir conditions, LEFM can be satisfactorily used 
to study natural or hydraulic fracture development. This chapter describes a numerical 
method of evaluating the stress intensity factor in Mode I, II and III at the tip of an 
arbitrarily-shaped, embedded crack. We evaluate the stress intensity factor directly based 
on displacement discontinuities (DD) using a three-dimensional displacement 
discontinuity boundary element method based on the equations proposed by Olson 
(1991). The boundary element formulation incorporates the fundamental closed-form 
analytical solution to a rectangular discontinuity in a homogenous, isotropic, and linearly 
                                                 
1 The material of this chapter was used for the following presenting and proceeding: Sheibani F., J.E. 
Olson. Stress intensity factor determination for three-dimensional crack using the displacement 
discontinuity method with applications to hydraulic fracture height growth and non-planar propagation 
paths. In The International Conference for Effective and Sustainable Hydraulic Fracturing, Brisbane, 
Australia, 20-22 May 2013. This paper was supervised by Jon Olson. 
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elastic half-space. We examine the accuracy of the stress intensity factor calculation for 
different fracture geometries, especially for rectangular cracks. Accurate and fast 
evaluation of the stress intensity factor for planar cracks shows that the proposed 
procedure is robust for SIF calculation and crack propagation purposes. The empirical 
constant proposed by Olson (1991) relating crack-tip element displacement discontinuity 
and SIF values provides surprisingly accurate results for planar cracks with limited 
numbers of constant DD elements.  
1.2 INTRODUCTION 
Stress intensity factor determination plays a central role in problems involving 
linearly elastic fracture mechanics. Fracture propagation is controlled by the stress field 
near the crack tip. Because the stress field near the crack tip is asymptotic dominant or 
singular, it is characterized by the stress intensity factor. Figure 1.1 schematically depicts 
the real stress distribution at the vicinity of the crack tip and the K-field LEFM 
approximation. The stress singularity right at the tip of the crack cannot be experienced in 
real nature because inelastic deformation prevents the crack tip from being perfectly 
sharp. However, according to small-scale yielding of the process zone immediately 
around the crack tip in comparison with the K-field region (Figure 1.2), the SIF is the 
quantity which dictates if/when the crack will propagate. The inaccuracy of the stress 
field calculation using the SIF based on LEFM is less than 15% of the exact solution over 
the distance ranging from r <0.01a to r <0.15a,  where r is the radius of K-field region 
and a is the half length of the crack (Pollard and Segall 1987). 
3 
 
Since Irwin’s (1957) proposal of SIF to express displacements and stresses in the 
vicinity of crack tip, several analytical techniques have been developed for a variety of 
common crack configurations; however, these analytical solutions are limited to simple 
crack geometries and loading conditions. For 3-D planar cracks embedded in a semi-
infinite body, fewer analytical solutions for SIF are available. These exact analytical 
solutions provide good insight into fracture problems, but they are not usable for general 
crack propagation modeling, where the geometry of simultaneously propagating cracks 
can be asymmetrical and irregular and the boundary conditions can be complicated.  
 
 
Figure 1.1: Schematic representation of stress distribution around the crack tip 
(Chang and Mear 1995). 
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Figure 1.2: Process zone and K-field representation: Deformation is inelastic within 
zone 1, the process zone. Elastic deformation occurs within zone 2; however, 
perturbation induced by the process zone causes the K-field solution to be 
inaccurate in presenting the stress field. The K-field solution dominates within zone 
3 and yields accurate calculation for stress distribution (Chang and Mear 1995). 
 
There are four general distinctive numerical methods for modeling fracture 
propagation problems: 
1- The boundary element method (BEM) requires discretization and calculation 
only on boundaries of the domain.  The stress resolution is higher than that of the finite 
element and finite difference methods because the approximation is imposed only on 
boundaries of the domain, and there is no further approximation on the solution at interior 
points. Particularly for some problems where the ratio of boundary surface to volume is 
high (for instance, for large rock masses), the BEM can be advantageous because the 
FEM or other whole-domain-discretizing methods require larger numbers of elements to 
achieve the same accuracy.  
2- The finite element method (FEM) has been widely used in fracture mechanics 
problems since it was implemented by Chan et al. (1970) for SIF calculation. Several 
modifications have been proposed to remove its deficiencies in LEFM problem modeling. 
Henshell and Shaw (1975) and Barsoum (1976) devised “quarter-point elements” or 
 
Zone 1 
 
Zone 2 
 
Zone 3 
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“singularity elements” to improve the accuracy of stress and displacement distributions 
around the crack and SIF evaluation. To overcome the time-consuming process of 
remeshing in fracture propagation problems, Benzley (1974) proposed the extended finite 
element method (XFEM).  XFEM allows fracture propagation without changing the mesh 
by adding analytical expressions related to the crack-tip field to the conventional FE 
polynomial approximation in what are called “enriched elements.” Further work is being 
done to address the accuracy and stability of XFEM modeling, especially for multiple 
crack problems and approaching tip elements called “blending elements” (Trancon et al. 
2009; Jiang et al. 2010).       
3- The finite difference method (FDM) requires calculations on a mesh that 
includes the entire domain. FDM usage in fracture mechanics is mostly limited to 
dynamic fracture propagation and dynamic SIF calculation (Chen 1975; Lin and 
Ballmann 1993). 
4- The discrete element method (DEM) is mostly applied when continuity cannot 
be assumed in discontinuous, separated domains. The method is used to describe the 
behavior of discontinuities between bodies with an emphasis on the solution of contact 
and impact between multiple bodies (Pande et al. 1990).    
Generally, when the geometry of a problem is changing, whole-domain-
discretizing methods like the FEM, FDM, and DEM are more time-consuming than the 
BEM because of the remeshing process around a propagation fracture. However, the 
BEM loses its advantage when the domain is grossly inhomogeneous.  
6 
 
The integral equation approach (also called influence function) and the 
displacement discontinuity method (DDM) are two types of BEM widely used in LEFM 
analysis. Both approaches incorporate only boundary data by relating boundary tractions 
and displacements. In the integral equation technique, superposition of known influence 
functions (called Green’s function) along boundaries generates a system of simultaneous 
integral equations (Rizzo 1967).  In the DDM, unknown boundary values are found from 
a simple system of algebraic equitation (Crouch 1976). Generally, the DDM has the 
advantage over integral equations in being faster, while integral equations can be more 
accurate for non-linear problems. 
SIF values can be obtained from the displacement discontinuity magnitudes at 
crack tip elements (Crouch and Starfield 1983). However, according to Crouch (1976), 
the DDM consistently overestimates displacement discontinuities at the tip of the crack 
(considering element midpoint) by as much as 25%. To improve the accuracy of the 
solution, some researchers proposed using higher accuracy crack-tip elements and/or 
using a relatively denser distribution of elements near the crack tip. Crawford and Curran 
(1982) proposed higher order elements to improve the DDM solution and they used 
numerical integration to find the fundamental solution of linear and quadratic 
displacement discontinuities. Scavia (1991) proposed another approach called the “hybrid 
displacement discontinuity method” that uses parabolic DD for crack-tip elements and 
constant DD for other elements. He concluded that increasing the number of elements 
more than 8 to 10 times cannot yield more accurate results and that the error in mode I 
stress intensity factor calculation for a 2-D straight crack with uniform internal pressure 
7 
 
sporadically changes in a range of 1% to about 10%, depending on the ratio of parabolic 
element length to constant element length. However, Yan (2005) used the same 
combination of DD elements and concluded that the ratio of crack-tip elements to 
constant DD elements must be between 1 and 1.3 to obtain good results with a relative 
error of less than 3% in a mode II SIF calculation for a straight 2-D crack. Shou and 
Crouch (1995) presented a new hybrid displacement discontinuity method that used 
quadratic DD elements and special crack-tip elements to show the √r variation of 
displacement near the crack tip. Dong and de-Pater (2001) used the same method with a 
few modifications about the position of collocation points to determine quadratic 
elemental displacement. They showed the error can be fixed up to 1.5% for mode I and 
about 2% for mode II SIF calculation for a slanted straight crack. Wen et al. (1994) took 
a different approach: instead of direct calculation of stress intensity factors from 
displacement discontinuities, they proposed an “equivalence transformation method” in 
which stresses on the crack surface are calculated from displacement discontinuities, and 
then, by using the crack line Green’s function, the SIF at the crack tip can be obtained 
from calculated stresses. They implemented the equivalence transformation method to 
calculate dynamic stress intensity factors for an isolated 2-D crack in an infinite sheet 
subjected to Heaviside loading. By comparison with the exact solution and using 80 DD 
elements, they inferred that the error in mode I SIF is less than 1% and for mode II does 
not exceed 1.5%.  
All of the methods mentioned above include using special crack-tip elements or 
equivalence transformation methods to decrease the error in crack-tip element 
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displacement and the corresponding SIF calculation; however, they all need numerical 
integration and can be more time-consuming than constant elemental DD approximation. 
Olson (1991) empirically determined the coincidence between DDM modeling and 
analytical displacement distribution solution of a straight 2-D crack to remove the error. 
He showed the margin of error is less than 5%, even when using only 2 elements in a 2-D 
crack. His proposed formula has been widely used in geologic fracture problems 
(Thomas and Pollard, 1993; Kattenhorn 1998; Willemse and Pollard, 2000; Tuckwell et 
al. 2003; Olson 2007). The work presented here extends Olson’s (1991) method to SIF 
calculation for 3-D homogenous, isotropic, and linearly elastic material problems. 
Mériaux (2002) followed Olson’s (1991) method but proposed a different constant, which 
was adopted by some later authors (Mutlu and Pollard 2006; Ritz and Pollard 2011). In 
this chapter, we argue that this change does not actually improve SIF accuracy.  
According to Murakami and Endo (1983) and Murakami et al. (1989), the 
maximum mode I stress intensity factor appearing at a certain point along the crack front 
can be estimated by the following equation with less than 10% error for an arbitrarily-
shaped planar crack:  
           √ √                          (1.1) 
where ‘area’ is the area of crack projected in the direction of the maximum principal 
stress. 
Fortunately, for simple crack geometries like elliptical and circular cracks, there 
exist analytical formulae for mode I stress intensity factor variation along the crack tip 
which help us to evaluate the accuracy of the numerical modeling (Irwin 1962; Nisitni 
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and Murakami 1974). For rectangular defects, there are no analytical formulae, but the 
accuracy of DDM numerical modeling can be examined by comparing against earlier 
numerical work using integral equation methods (Weaver 1976; Kassir 1982; Isida et al. 
1991; Wang et al. 2001). 
1.3 NUMERICAL PROCEDURE 
1.3.1 Displacement Discontinuity Method 
The general concept of the displacement discontinuity method proposed by 
Crouch (1976) is to approximate the distribution of displacement discontinuity of a crack 
by discretizing it into elements. Knowing the analytical solution for one element, the 
numerical elastic solution of the whole discontinuity can be calculated by adding up the 
effect of all subdividing elements.  
The 3-D displacement discontinuity used here is based on the analytical elastic 
solution of normal and shear displacement of a finite rectangular discontinuity in half-
space (Figure 1.3-a) proposed by Okada (1992). These equations are closed-form half-
space solutions of deformations and deformation derivatives from which most of the 
singularities and mathematical instabilities were removed. For the analytical solution, 
readers are referred to Okada (1992); only a brief explanation is provided here. Direction 
of coordinates as well as the geometry of three different finite rectangular sources used 
by Okada (1992) are depicted in Figure 1.3-a. δ is the dip angle, the x axis is taken 
parallel to the fault strike, z shows the vertical direction, and the x–y plane is taken 
parallel to the free surface. Internal displacements, ux, uy,and uz are presented in his Table 
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6, x derivative of displacements (
   
  
 
   
  
 
   
  
  are presented in his Table 7, y derivative 
of displacements (
   
  
 
   
  
 
   
  
  are presented in his Table 8, and z derivative of 
displacements (
   
  
 
   
  
 
   
  
  are presented in his Table 9. All displacements and 
displacement derivatives, excluding the z derivative, are expressed by a composition of 
three parts (A, B, C) in which the first part is related to the full-space solution and the 
next two parts take into account the effect of half-space. Parts A, B, and C are tabulated in 
the
 
first, second, and third rows of each table, respectively. Once displacement 
derivatives are calculated, stress and strain field can be evaluated using Hooke’s law for 
linear isotropic materials, assuming strains are infinitesimal, as follows: 
     
 
 
 
   
   
 
   
   
                         (1.2-a) 
                                       (1.2-b) 
where μ is the shear modulus,   is the Lame’s constant, i,j = (x,y,z) and     is the 
Kronecker delta. 
By placing N unknown constant displacement elements within the boundaries of 
the region to be analyzed and knowing the boundary conditions on each element (traction 
or displacement), by using the principle of superposition, a system of 3N linear algebraic 
equations can be set up as follows: 
  
  ∑   
    
  ∑    
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 (1.3-a) 
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 (1.3-b) 
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 (1.3-c) 
where N is the total number of elements; s, d, and n are the directions of local 
coordinates depicted in Figure 1.3-b;   
    
   and   
 
 are unknown strike-slip shear, dip-
slip shear, and opening displacement discontinuities of the jth element;   
    
   and    
  are 
known strike-slip shear, dip-slip shear, and normal boundary tractions induced on the ith 
element; and    
  
(p,q = s,d,n) is the boundary stress influence coefficients for the 
problem. For example,    
  
 is the distributed shear force parallel to the local s direction 
and at the center of ith element due to unit normal displacement discontinuity over the jth 
element. Influence coefficients are calculated using the analytical solution, stress rotation, 
and Cauchy’s formulae to find an element’s traction.  
If known values are the displacements of one side of the boundary elements, these 
equations will be modified as Equations 1.4-a, 1.4-b, and 1.4-c. Displacement boundary 
condition is useful for some sorts of problems—for example, to apply far-field 
displacement instead of remote stresses: 
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  ∑   
    
  ∑   
    
 
 
   
 
   
 
   
 (1.4-a) 
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 (1.4-b) 
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  ∑   
    
  ∑   
    
  ∑   
    
 
 
   
 
   
 
   
 (1.4-c) 
where   
    
 , and    
  are known strike-slip and dip-slip shears and opening on the 
positive (or negative) face of the crack (Figure 1.3), and    
  
(p,q = s,d,n) are boundary 
influence coefficients for displacements. For example,    
  
means crack wall displacement 
along the local d direction (dip slip movement) over ith element due to unit displacement 
discontinuity parallel to the local s direction of the jth element (unit strike slip along the 
jth element).  
 
 
Figure 1.3-a: Direction of coordinates and geometry of three different finite 
rectangular sources used by Okada (1992). 
 
 
Figure 1.3-b: 3-D displacement discontinuity modeling (DDM). 
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1.3.2 Stress Intensity Factor Computation 
Olson (1991) empirically determined that the analytical and numerical solutions 
for a planar 2-D crack coincide at approximately      
 
   
 , where   is the distance 
from the center of the crack and   is half the length of the crack. He showed by using the 
empirical constant         that the margin of error is less than 5% for stress intensity 
factor calculation of a 2-D crack, even when there are only two elements in a crack.  The 
proposed modified constant of         by Mériaux et al. (2002) changes SIF about 
1%, which is trivial compared with other factors such as number of elements, and does 
not improve on this accuracy. 
Once the crack-tip element displacement discontinuities are calculated, KI, KII, 
and KIII can be directly obtained as follows: 
    
   √ 
       √ 
 (1.5-a) 
     
   √ 
       √ 
 (1.5-b) 
      
   √ 
      √ 
 (1.5-c) 
where   is the modulus of elasticity,   is Poisson’s ratio,   is crack-tip element 
length perpendicular to crack front,    is the opening of crack-tip element,   is shear 
displacement discontinuity perpendicular to   and the crack front,    is front-parallel 
displacement discontinuity (Figure 1.3), and   is an empirically determined constant that 
accounts for the discrepancy between the numerical approximation and the analytical 
solution equals 0.806 (Olson 1991).  
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1.4 VALIDATION OF NUMERICAL MODEL 
1.4.1 Rectangular Crack 
There is no analytical solution for the stress intensity factor variation along a 
rectangular crack front. However, rectangular cracks have been the subject of several 
papers where the integral equation or the body force method was used to numerically 
approximate mixed-Mode SIF values (Weaver 1977; Kassir 1981, 1982; Isida et al. 1991; 
Wang et al. 2001; Noda and Kihara 2002). Results obtained by Isida et al. (1991) are in 
good agreement with those of Wang et al. (2001) for maximum SIF calculation of 
rectangular cracks. In addition, Isida et al. (1991) investigated how maximum stress 
intensity factors change in a half-space in terms of crack depth.  Therefore, Isida et al. 
(1991) and Wang et al. (2001) were selected as reference solutions to which we compare 
the results from the present study. Studies done by Weaver (1977), Kassir (1981), and 
Mastrojannis et al. (1979) yield relatively different results for       calculation. These 
earlier studies are different by about 5% on average (Isida et al. 1991). In addition, they 
cannot be used for stress intensity factor variation along the crack edge. Equation 1 
proposed by Murakami et al. (1988) is among the few studies done to find the maximum 
stress intensity factor of an arbitrary-shaped crack. Using this formula, and knowing the 
maximum stress intensity factor for a rectangular discontinuity always is at the middle of 
longer edge, the maximum stress intensity factor of a rectangular crack can be 
approximated with reasonable accuracy. For instance, Murakami et al. (1988) 
approximated the dimensionless stress intensity factor at the edge-midpoints of a square 
crack as         , for which the error is about 1%. 
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In a rectangular crack like that shown in Figure 1.4, the dimensionless parameter, 
  , represents the dimensionless stress intensity factor along the crack front    : 
   
       |        
  √  
  (1.6) 
The stability of the solution can be examined by investigating the strain energy 
variation through increasing the number of elements. The strain energy of a pressurized 
crack equals the integration of displacement distribution multiply normal traction along 
the fracture surface. For constant elemental displacement discontinuity distribution, 
uniform pressure distribution, and assuming uniform element dimensions, strain energy is 
proportional to the summation of the elemental displacement discontinuities (or fracture 
volume), which makes it a good criterion for evaluating the general stability of the 
solution of displacement distribution along the fracture surface. Figure 1.5-b shows that 
strain energy     varies linearly with  
 
 
 and has an asymptotic behavior with respect to n, 
where n is the number of elements on each side of the square crack shown in Figure 1.5-
b. The area of the square crack is  , and  it is loaded with a constant pressure    Figure 
1.5-b shows the result tends to be stabilized as n increases, which means it approaches the 
exact solution. Assuming the error in strain energy calculation approaches zero if 
     
 
 
   , the correct answer for error estimation in the strain energy calculation 
can be obtained from Figure 1.4. Figure 1.5 shows the error calculation in strain energy. 
The displacement discontinuity method always overestimates the strain energy (or 
displacement across the crack surface), but it yields more accurate results closer to the 
exact solution when the number of elements increases. The error changes from 48.8% 
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using a     mesh to about 1.99% for a mesh including       elements. In 
comparison with the two-dimensional analysis of a straight crack [16], the rate of 
convergence is faster, but the error in strain energy calculation is higher using the same 
number of elements to divide one side of a crack. 
 
 
 
Figure 1.4: Approximation of the solution of strain energy for a square pressurized 
crack (a = b) as a function of the number of displacement discontinuities across each 
side of the fracture (red points). By plotting the strain energy vs. 
 
 
, the stabilized 
magnitude can be obtained for      
 
 
   . This magnitude was used to generate 
Figure 1.5.  
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Figure 1.5: Error in strain energy (or fracture volume) calculation as a function of 
the number of elements on each side of a pressurized square crack (a = b). 
 
The error in strain energy calculation is mainly related to the largest error 
occurring at the corners of the square crack, where the displacement gradient is highest. 
Figure 1.6 shows the stress intensity factor variation along the half-length of the crack tip 
using DDM compared with the integral equation solution suggested by Wang et al. 
(2001) shown in Table 10 of their paper. The total number of elements used in the present 
simulation was       in order to be consistent with the number of colocation points 
used by Wang et al. (2001). The difference between these two solutions is negligible for 
all elements but the corners (element No. 11). However, the corner elements of 
rectangular cracks do not play an important role in fracture propagation problems because 
the level of SIF is lowest there and thus is unlikely to control the initiation of crack 
propagation. 
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Figure 1.6: Variation of dimensionless stress intensity factor, FI, along the half 
length of a square crack front. 
 
 
Figure 1.7: Extrapolation of FI max for a square crack in an infinite body; n is the 
number of displacement discontinuities across each side of a square fracture.   
 
It is always desirable to use a coarser mesh to save computation time, but the 
accuracy of DDM is highly dependent on mesh refinement. Figure 1.7 shows the 
extrapolation of the maximum dimensionless stress intensity factor,       (which occurs 
at the side-midpoint of a square crack), as a function of 
 
 
 . It shows that the numerical 
result of       is parabolic with the reciprocal of the subdivision number. Figure 1.7 
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indicates that the most reliable value of        for a square crack is 0.7607, which is 
slightly different (0.6%) than the value reported by Isida et al. (1991) using the body 
force method. 
Figure 1.8 shows the variation of the dimensionless stress intensity factor, F1, 
along the crack front y = b for various values of  
 
 
 , using       elements, a mesh 
refinement consistent with Wang et al. (2001). Figure 1.9 shows the maximum 
dimensionless stress intensity factor (     ) at the location (x = 0,    ).  When b/a <1, 
the crack tip at y = b represents the longer edge of a rectangular crack, whereas when b/a 
>1 the crack tip at y = b represents the shorter edge.  The dimensionless SIF is related to 
the plane strain SIF for a crack with half-length b for all b/a.  The results show that at b/a 
= 0.125, the maximum SIF (at location x = 0, y = b) has reached the plane strain value 
(F1 = 1).  As b/a increases (equivalent to reducing the crack length a relative to b), F1 is 
reduced.  When b/a = 1.0, the square crack, F1 = 0.75.  A penny-shaped crack has a more 
restricted opening, and has the ratio of 0.64 to the plane strain SIF (the solution for a 
penny-shaped SIF will be presented below, in Equation 1.9).  Reducing a further such 
that b/a >1 makes a the short dimension of the crack, thus the limiting the dimension for 
the crack opening and the SIF value.  The dimensionless SIF at y = b will then go to 0 as 
a0.  In comparing to the solution of Wang et al. (2001), it is evident that the 
distribution of SIF near the x = a crack tip is more accurate when b/a <1, but the 
maximum value of SIF is a good match for all cases.  We explored using higher element 
density around the rectangular crack front and a coarser mesh at the center, but we found 
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that, in comparison with non-uniform mesh, a uniform mesh yielded more accurate 
results using fewer elements. 
 
Figure 1.8: Dimensionless stress intensity factor variation along the crack front 
   . 
 
 
Figure 1.9: Maximum dimensionless stress intensity factor along the crack front 
   . The same procedure represented in Figure 1.7 is used to estimate FI max for 
different aspect ratio of rectangular fractures. 
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Considering a rectangular vertical crack in a half-space, and assuming      , 
the dimensionless stress intensity factor at the midpoints of the crack fronts nearest      
and farthest      from the free surface are presented in Figures 1.10-a and 1.10-b, 
respectively, as a function of     and    . Here,       and       are the 
dimensionless stress intensity factors corresponding to points   and   , respectively, and 
can be defined as follows: 
      
       |  
  √  
 
 
(1.7-a) 
      
       |  
  √  
 
 
(1.7-b) 
where    is the net pressure at the surface of crack. For every combination of     and 
   , the stress intensity factor along the side nearest to the free surface is greater than the 
side farthest away. 
Figures 1.10-a and 1.10-b show that for a greater aspect ratio (    greater or 
taller cracks), the SIF is less affected by the depth. Both       and       increase as the 
crack approaches the surface of solid. The mode  stress intensity factor along the crack 
fronts of a rectangular discontinuity in an infinite body is independent of Young’s 
modulus (Mear 2011). Figures 1.11-a and 1.11-b show that Poisson’s ratio   variation has 
a slight effect on       and      , but only for cracks close to the free surface.  
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Figure 1.10-a: Dimensionless stress intensity factor       at the midpoints of the 
crack fronts nearest      as a function of b/a and b/d for a rectangular crack in half-
space        . 
 
Figure 1.10-b: Dimensionless stress intensity factor       at the midpoint    as a 
function of b/a and b/d for a rectangular crack in a half-space          
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Figure 1.11-a: Effect of Poisson’s ratio on dimensionless stress intensity factor 
      for a rectangular crack in half-space. 
 
 
Figure 1.11-b: Effect of Poisson’s ratio on dimensionless stress intensity factor 
      for a rectangular crack in half-space. 
 
In contrast to Mode I, the mode  and  stress intensity factor of a crack in an 
infinite body is dependent on elastic constants. By defining the dimensionless stress 
intensity factor for mode  as 
     
        |        
   √  
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and assuming a frictionless crack surface, Figure 2.13 shows the maximum dimensionless 
stress intensity factor along the rectangular crack front     subject to front-
perpendicular shear stress    . The figure shows that increasing Poisson’s ratio will 
increase mode  stress intensity factor at the tip of a rectangular crack embedded in an 
infinite space. Our results compare satisfactorily with those of Kassir (1982).  
 
 
Figure 1.12: Effect of Poisson’s ratio on Mode  dimensionless stress intensity 
factor for a rectangular crack in an infinite space. 
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1.4.2 Elliptical Crack 
For an elliptical crack embedded in an infinite body, the stress intensity factor 
variation along the crack edge can be obtained from the following analytical solution 
(Nisitani and Murakami 1974): 
     
 
      
 
 
    
(
      
  
  
     
      
  
  
     
)
 
 
 
(1.8) 
where 
       
 
 
  
  
  
 
  
  
     
and 
     ∫              
 
 
 
           
  
  
 
     is the complete elliptical integral of the second kind while   is the major 
axis and   is the minor axis of ellipse. The maximum and minimum stress intensity factor 
at the end of the minor and major axes, respectively, can be calculated as follows: 
          (  
 
 
)  
  √  
    
 (1.9-a) 
                                      (1.9-b) 
          Figures 1.13-a and 1.13-b show dimensionless stress intensity factor variation 
along the elliptical crack front using analytical solutions and DDM numerical modeling. 
There were 154 DD elements used in the model depicted in Figure 1.13-a, and 628 
elements in Figure 1.13-b. Whereas SIF is proportional to the area of a planar crack, the 
                
  √  
    
√
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area of boundary element mesh in both cases is almost equal to the area of the modeled 
ellipse. For both models, the aspect ratio of the ellipse is 
 
 
     and    
     
      
 
 
. Both 
figures show that the trend of stress intensity factor variation can be appropriately 
modeled by DDM. The oscillation in SIF is due to the stepwise mesh boundary used to 
define the geometry of the ellipse using rectangular elements. However, using the 
average of SIF of the neighboring circumferential elements improves the accuracy for 
both models, and the maximum error decreases from about 24% to 9% for the first model 
and from 28% to 10% for the second model, in contrast to the analytical solution derived 
by Nisitani and Murakami (1974). Using 20 elements along the major axis and 10 along 
the minor axis of the ellipse results in good agreement for F1 at         
 
 
 (Figure 
1.13-a). For        the rectangular mesh deviates less from the ellipse, and the error in 
dimensionless stress intensity factor is non-oscillatory and small.  Increasing the number 
of elements does not improve the accuracy (Figure 1.13-b).  The estimation of maximum 
SIF presented in Equation 1.1 causes an error of about 4% compared to         
  (  
 
 
) using the analytical solution or numerical modeling.  
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Figure 1.13-a: Dimensionless SIF variation along an elliptical crack front using an 
analytical solution and DDM   
 
 
     , model No. 1 including 154 elements. 
 
 
Figure 1.13-b: Dimensionless SIF variation along an elliptical crack front using an 
analytical solution and DDM   
 
 
     , model No. 2 including 628 elements. 
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1.4.3 Penny-shaped crack 
The stress intensity factor at the tip of a circular crack of radius a in an infinite 
solid under uniaxial tension    is (Sneddon 1946): 
   
 
 
  √   (1.9) 
Two different size meshes were considered for calculating dimensionless stress 
intensity factor variation along the tip of a circular crack as depicted in Figures 1.14-a 
and 1.14-b.  The first model includes 76 elements and the second one has 308 elements.  
According to Figure 1.7, for a rectangular crack using     elements, the error in stress 
intensity factor is about 3%.   For the penny-shaped crack, as with the elliptical crack, the 
error is a strong function of location.  Because of the symmetry, error calculations are 
shown only for one eighth of the circle. The main reason for error in the stress intensity 
factor along the crack front is the jagged geometrical definition of the circle by using 
rectangular displacement discontinuity elements. The error in SIF can reach up to 20% 
along the crack front; however, the results are better for        
 
 
 , about 2.5% for the 
coarser model and almost zero for the finer model. Figure 1.15 compares   variation 
along the quarter front of the penny-shaped crack for two DD models as well as the 
analytical solution. The figure shows that the finer mesh helps to increase the accuracy 
where the crack front is straight, but is not helpful where the crack front is stepwise. 
Similar to elliptical cracks, using the average SIF of neighbor circumferential elements 
considerably increases the accuracy of SIF distribution along the crack front of the 
penny-shaped discontinuity. The deviations from analytical solution of SIFs (Figures 
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1.13-a and 1.13-b and 1.14-a and 1.14-b) are essentially related to displacement 
discontinuity calculation and are merely due to the difference between the mesh and the 
geometry of crack. To overcome the error in crack-tip aperture calculation using 
relatively coarse and constant rectangular DD elements for non-rectangular footprints 
while avoiding the use of specialized tip shape function, Pierce and Detournay (2008) 
suggested a special weak form asymptotic solution to correct fracture width at tip element 
centers based on averaging the volume over a tip element. The suggested weak solution 
and iterative procedure they used to determine fracture opening and internal fluid 
pressure was successfully implemented in hydraulic fracturing propagation in a viscos-
dominated regime. 
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Figure 1.14-a: Error in dimensionless calculation along a penny-shaped crack front, 
Model 1 including 76 elements. 
 
Figure 1.14-b: Error in dimensionless calculation along a penny-shaped crack front, 
Model 2 containing 308 elements. 
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Figure 1.15: Comparison between dimensionless SIF for two DDM models with an 
analytical solution of a penny-shaped crack stress intensity factor. 
 
1.5 CONCLUSION 
Numerical methods are necessary for the SIF evaluation of 3-D planar cracks 
because analytical solutions are limited to simple geometries with special boundary 
conditions. In this chapter, the capability of DDM using constant rectangular 
discontinuity elements and considering the empirical constant proposed by Olson (1991) 
was satisfactory when examined for cracks with simple geometry. The accuracy of the 
model is excellent for rectangular and square shaped cracks and it is computationally 
inexpensive. The stepwise shape of the mesh boundary when representing elliptical or 
penny-shaped cracks introduces more error into the calculation, but the minimum and 
maximum SIF values can be accurately computed. Oscillation in the SIF for the curved 
front of fractures is due to the stepwise mesh boundary used to define the geometry of the 
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ellipse or circle using rectangular elements. Because the SIF is proportional to 
displacement discontinuity, that deviation from an analytical solution is essentially 
related to displacement discontinuity calculation and is merely due to the difference 
between the mesh and the geometry of crack. 
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CHAPTER 2 
Fracture Path Interpretation: Insights from 3D 
Displacement Discontinuity Modeling
1
   
2.1 OVERVIEW 
Natural or hydraulic fracture attributes such as planarity, path, and connectivity 
affect fluid transport in reservoirs. Although many fracture models are based on two-
dimensional, plane strain approximations, accurately predicting fracture propagation 
geometry requires accounting for the three-dimensional aspects of fractures.  In this 
chapter, the focus is on the effect of fracture height on lateral propagation of vertical 
fractures.  The 3-D boundary element displacement discontinuity model suggested in 
chapter 1 is used to investigate the curving path of overlapping fractures, the angle of 
intersection for non-parallel fractures and the evolution of the stress intensity factor 
during propagation for different locations around the fracture periphery. We also consider 
the effect of the ratio of driving stress to differential remote principal stress and the 
mechanical properties of the fracturing material. 
Results show that the curving path of overlapping fractures is strongly influenced 
by the spacing-to-height ratio of fractures as well as the differential stress magnitude. In 
addition, we show that the angle of intersection between two non-coincident but sub-
parallel en-echelon fractures depend strongly on fracture height-to-spacing ratio, with 
                                                 
1 The material of this chapter was used for the following presenting and proceeding: Sheibani F., J.E. 
Olson. 2013. Impact of Fracture Height on Mixed Mode Fracture Propagation: Insights from 3D 
Displacement Discontinuity Modeling. ARMA, 47th U.S. Rock Mechanics / Geomechanics Symposium, 
San Francisco, 23-26 June 2013. This paper was supervised by Jon Olson. 
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intersection angles being asymptotic for “tall” fractures (large height-to-spacing ratios) 
and nearly orthogonal for “short” fractures. 
Fracture height-to-spacing ratio also affects mode III deformation and twist 
hackle generation. The effect of mechanical properties on parent fracture path and angle 
of intersection is minor in comparison with fracture height and differential remote 
stresses.  The degree of mixed mode I–III loading caused by non-planar parent crack 
propagation is highlighted, in addition to the more conventional of spatial or temporal 
remote stress orientation changes. 
2.2 INTRODUCTION 
Fracture mechanics has been successfully applied to model the behavior of 
geologic structures such as veins, joints, faults, clusters, and swarms. Based on field 
observation, joints are the most common and abundant fractures in the earth’s crust 
(Caputo 2010). A good knowledge of the geometrical and mechanical characteristics of 
joints, especially as regards rock deformability and fluid transport, is vital for engineers 
when designing large structures like dams, bridges, power plants, tunnels, and nuclear-
waste repositories. Moreover, knowledge of joint attributes such as planarity, spacing, 
density, aperture, pattern, and connectivity is crucial for oil and gas reservoir engineering. 
For instance, assessing natural fracture geometry allows for more accurate estimation of 
porosity and permeability in unconventional gas reservoirs (Pollard and Aydin 1988). 
Characterization of the geometry of two parallel interacting joints helps to establish a 
reliable relationship between joint geometry, applied differential remote stress, and 
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driving stress during fracture path development (Pollard et al. 1984; Olson and Pollard 
1989). These geometrical characteristics include the shape of the overlapping zone and 
the angle of intersections (in case linkage occurs).   
Geological map data—including fracture path, trace geometry, angle of 
intersection and overstep and/or spacing between fractures—contain important 
information about fracture geometry, such as fracture height or confining bedding layer 
thickness (Wu and Pollard 1995; Bai et al. 2000; Olson 2004), physical properties of the 
rock such as permeability (Min et al. 2004; Philip et al. 2005; Jourde et al. 2007), and 
tectonic loading history during joint formation (Dyer 1988; Engelder 1985). 
Mechanical interaction between two parallel discontinuities, such as geologic 
structures, as well as experimental observations exists at many scales (Figure 2.1). 
Examples of these geologic structures are two segments of parallel joints, normal faults, 
and igneous dikes or overlapping spreading centers (OCRs) (Pollard and Aydin 1984). 
Experimental observations of crack interaction include micro-scale photoelastic studies 
(Lange 1968), tensile loading of two parallel cracks in glass (Swain 1978), and scanning 
electron microscope observation of stress-induced crack growth (Krantz 1979). However, 
as joint interaction is the main focus of this chapter, the discontinuity dimensions, 
boundary conditions, and mechanical and fracture properties examined in this chapter are 
compatible with the nature of joints. As joints are primarily the opening mode of 
discontinuity, from here on, the terms fractures and joints are used interchangeably. 
Dyer (1988) applied the superposition of Mode I and Mode III plane crack 
analytical solution to calculate the stress field around a single, infinitely long crack with a 
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fixed height. Disregarding the effect of interaction between younger and older joints and 
the spacing between older joints, and considering the systematic change in orientation of 
the later joints, he concluded that change in principal stresses near through-going joints is 
the determining factor for whether the approaches of  younger joints in the vicinity of 
older joints in Arches National Park, Utah, would be asymptotic or orthogonal. Younger 
joints do not cut or intersect older joints: they are bound between two adjacent older 
joints. It seems that younger joints nucleate in the central region between older sets of 
joints. The trace of younger joints is almost linear in the central region but it starts an 
asymptotic approach close to older through-going joints (Dyer 1988). The trace of both 
sets shows the temporal rotation of principal remote stresses equal to 30⁰. For this angle 
between trace of older and younger joints, Dyer obtained limits on the ratio of the far-
field horizontal stresses both for cases of asymptotic and for right angle intersection 
between younger joints and older through-going joints. 
Based on a 2-D displacement discontinuity model for critical propagation, Olson 
and Pollard (1989) showed how the fracture path is sensitive to remote differential 
stresses and overstepping between initial fractures, and how the internal fluid pressure 
changes during the overlapping stage. They concluded that by implementing the proposed 
method and using a map of natural fracture traces, the differential stress acted during 
propagation can be inferred. For an isotropic remote stress, cracks first propagate away 
from each other before curving in more sharply toward one another when the overstep is 
small in comparison with their length. Nearly straight crack paths imply remote 
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compressive differential stress. In contrast, tensile crack-parallel differential stress 
exaggerates the path curvature and results in a right angle or T-type intersection. 
Using the same numerical method and by comparison with an experimentally 
produced fracture path, Pollard et al. (1990) hypothesized that the non-perpendicular 
intersection obtained from numerical modeling and observed in experiments should be 
related to the last increments of fracture growth that could not  be described by their 
model. Later experiments and numerical modeling done by Thomas and Pollard (1993) 
showed that a Mode I fracture can propagate in the vicinity of traction-free surface 
without turning perpendicular to it. They concluded that, because of the dominance of 
stress concentration due to Mode I propagation at points close to the tip of the crack, in 
comparison with local stress, the effect of free surface condition is insignificant. 
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Figure 2.1: Overlapping zones of two interacting fractures in four different scales:  
a) micro crack in glass (Swain 1978); b) a vein in granite rock; c) a dike; d) 
overlapping spreading center (Atkinson 1987) (modified from Pollard and Aydin 
1984 and Atkinson 1987). 
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Observing the dependency of curvature of interacting fractures not only on far-
field differential stresses but also on the local stress field generated around their tips, 
Cruikshank et al. (1991) considered the effect of constant internal fluid pressure on the 
fracture path and suggested that the ratio between the remote differential stress and 
driving stress to quantify the tendency for straight or curved propagation is as follows: 
  
    
     
  
      
  
 
(2.1) 
where    
  and    
 are crack-parallel and crack-perpendicular remote stress, respectively, 
and   is internal fluid pressure as depicted in Figure 2.2. Cruikshank et al. inferred that, 
assuming compressive normal stress is positive,     results in a more curved fracture, 
whereas     implies less interaction between cracks and therefore a straighter path. 
 
Figure 2.2: Remote stress and boundary condition of a 2-D crack. Compression is 
positive (from Olson and Pollard 1989). 
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Comparing with earlier experimental work and using a 2-D hybridized 
displacement discontinuity modeling, Chan (1991) calculated the variation of Mode I 
stress intensity factor at the inner and outer tips of two parallel stepping cracks under far 
field cracks-perpendicular uniform tension during propagation. He found that after 
intersection, the Mode I stress intensity factor at the outer tips approaches the 2-D 
analytical solution of stress intensity factor for a crack of equivalent length equal to the 
horizontal distance between the outer tips. 
Renshaw and Pollard (1994) considered the effect of subcritical fracture growth 
and fracture roughness (which had previously been examined by Thomas and Pollard 
(1993)) on two mechanically interacting fractures path. They concluded that crack 
roughness could suppress crack path curving, and that straight propagation paths do not 
necessarily imply the predominance of remote differential stresses. 
The studies mentioned so far were all based on a 2-D analysis. Therefore, the 
effect of the fracture aspect ratio or fracture height (if any) on the fracture path was not 
considered. Using a pseudo-three-dimensional model, Qiu (2002) investigated the effect 
of bed thickness in critical and subcritical growing fracture path. Qiu also considered the 
variation of required internal fluid pressure for critical propagation and the change in 
stress intensity factor for subcritical growth during the propagation. Although she did not 
characterize fracture attributes, based on different bed thicknesses, Qiu qualitatively 
concluded that fracture height has a major influence on fracture path, and that a 
subcritical fracture growth path is straighter than a critical fracture propagation path 
because of the weaker mechanical interaction.  The weaker mechanical interaction is an 
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outgrowth of the fact that subcritical cracks grow at a lower stress intensity factor, and 
thus lower driving stress, reducing the ratio, R, of remote differential stress to driving 
stress.  
In this chapter, for crack propagation modeling, we use a 3-D displacement 
discontinuity method of boundary element proposed in chapter 1 to study the fracture 
path and the angle of intersection. The major factors that affect the fracture path are joint 
spacing, joint height, and differential remote stresses. We also consider elastic properties 
and distance from a free surface in half-space problems as minor effects. Finally, we 
examine in detail the angle of intersection between approaching en-echelon fractures to 
explain why sometimes the approach is asymptotic and at other times it is near-
orthogonal (but always less than 90).  
2.3  THEORETICAL BACKGROUND 
The numerical procedure for stress intensity factor calculation using a 3-D 
displacement discontinuity implementation was explained in chapter 1. Assuming an 
isotropic, homogenous, linear elastic solid, linear elastic fracture mechanics can be used 
for fracture propagation. Among different criteria for computing the direction of 
propagation, four are widely used: maximum circumferential stress (Erdogan and Sih 
1963), maximum principal stress, minimum energy release rate (Hussain et al. 1974), and 
maximum strain energy density criteria (Sih 1974). In the present study, the maximum 
circumferential stress criteria suggested by Erdogan and Sih (1963) are used where 
growth occurs radially from the crack tip in the plane perpendicular to the direction of 
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greatest tension, or along the path of zero shear stress. This criterion can be used for 
Mode I and combination of mode I and II propagation modeling, and can appropriately 
model joints propagation as primarily opening mode discontinuity.   
Figure 2.3 shows the schematic of the lateral propagation of a vertical joint due to 
combination of opening (Mode I) and in-plane shear (Mode II).  Any contribution of out-
of-plane shear (Mode III) was neglected for this example. Assuming the fracture height is 
restricted by the mechanical layer thickness of the formation, only lateral propagation is 
allowed (fracture height, H, is assumed to be equal to layer thickness, T). The half-space 
medium containing fractures is homogenous, and there is no variation in mechanical 
properties between layers. The layer boundary is imaginary and is arbitrarily imposed to 
restrict fracture height. Mixed mode I and II results in kinking of the crack tip, and the 
angle of crack extension,   , can be calculated as follows (Cottrell and Rice 1980): 
   
  
 
 
 
 
[
  
   
         √(
  
   
)
 
  ] 
(2.2) 
where          denotes the sign of    , clockwise kinking is assumed to be positive, and 
    is positive when the positive surface of the crack has positive sliding displacement 
relative to the negative surface (in   direction, referring to the positive direction of the 
strike slip, U1 in Figure 1.3-a). Using the propagation angle,   , from Equation 2.2, the 
equivalent opening mode stress intensity factor in the direction of crack extension (   ) 
and can be obtained from (Cottrell and Rice 1980): 
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(2.3) 
 
Figure 2.3: Schematic view of Mode I and mixed Modes I and II propagation 
modeling considered in this chapter for a vertical joint (different modes of fractures 
are represented in the left lower corner). 
 
   and     in Equations 2.2 and 2.3 are considered to be the average opening and 
in-plane shear stress intensity factors, respectively, along the lateral tip-lines of a 
rectangular discontinuity. 
Owing to unstable crack growth, a fracture starts to propagate when the stress 
intensity factor at the tip reaches a critical value, the so-called critical stress intensity 
factor, or fracture toughness, denoted by      Fracture toughness is a material property 
inferred to be independent of the size of the crack.    varies in the range of 
             √ , depending on rock type, at a relatively low confining pressure and 
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temperature (Atkinson and Meredith 1987). Natural hydraulic fractures caused by the 
flowing of ground water into the fracture can be considered as critical crack growth 
(Secor  1969). Natural fractures do not propagate continuously but stop when the net 
pressure dissipates in the fracture during propagation and start again when enough 
driving stress is provided by flowing fluid from the matrix into the fracture (Olson 2003). 
Therefore, disregarding the dynamic effects due to wave propagation produced by the 
discontinuity extension is reasonable, and natural fracture growth is considered to be 
quasi-static. Using the maximum circumferential criteria for mixed mode I and II crack 
propagation, crack extension occurs when       . 
2.4 NUMERICAL MODELING OF MIXED MODE I+II FRACTURE PROPAGATION 
The overlap region for two interacting fractures can be characterized by three 
parameters, shown in Figure 3.4. In the figure,   and  denote the major and minor axis 
of the circumscribing ellipse, respectively, and   is the angle of intersection between two 
interacting fractures. Solid lines show the shape of the propagation of two parallel 
fractures, while the elliptical representation of the overlapping region is plotted by the 
dashed line. 
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Figure 2.4: Shape of overlapping region after propagation in terms of  , , and  . 
 
In this chapter, we investigate the effect of initial geometric parameters (  and   
shown in Figure 2.5) and stress boundary conditions (depicted in Figure 2.2) in terms of 
differential remote stress,       
     
  (assuming compression is positive), on the 
final configuration of the fracture path and angle of intersection,  . Propagation is only 
allowed at inner vertical tip-lines, and the total crack array length,   , is kept constant 
and equal to     in order to impose a fixed-length scale on the problem. Propagation 
can be modeled by adding boundary elements to the inner fracture tips and the internal 
fluid pressure is updated in each growth increment in such a way that fracture growth 
stays critical, i.e.              √ . For investigating the effects of initial 
geometric parameters and remote differential stress on fracture path, 
 
  
 changes as 0.1, 
0.2, and 0.5 and 
 
 
 varies in the range of 0.05 to 4.0, assuming that            and 
     MPa. The positive value of    indicates compressive differential remote stress 
applied parallel to the initial crack, whereas the negative value indicates crack-parallel 
tension. The isotropic condition is defined as          . The effect of mechanical 
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properties on the problem is examined by comparing the fracture path obtained for two 
different values of Poisson’s ratio,       and 0.3, while Young’s modulus,  , is kept 
constant and equal to 10.0 GPa. 
 
Figure 2.5: Two geometrical parameters that affect fracture path.   is fracture 
height,   is fracture spacing.  
To study the dependency of fracture path on fracture depth, we consider two 
extreme cases: one in which joint depth below the free surface is large relative to joint 
dimensions (resembling a full-space solution), and another in which joint depth is 1.1 
times joint height. For both cases, initial crack length is 0.5 m and is divided into 5 equal 
elements.  Depending on the fracture height, 3 to 7 elements are used to subdivide 
fracture height. To prevent numerical instability resulting from analytical solution 
singularity, propagation is stopped when a crack tip comes within 0.1 m (equal element 
length) of an existing fracture. In this situation, fracture path characteristics are calculated 
based on extrapolation from the last five elements representing nodes by using quadratic 
least-square regression until intersection is achieved. 
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2.4.1 Propagation Path and Driving Stress Change 
Figures 2.6-a, 2.6-b, and 2.6-c show crack path and driving pressure for 
 
  
 = 0.1, 
0.2, and 0.5 (                     respectively). 
 
 
 is constant for all four cases and 
equals 
 
  
. The effect of differential remote stress is investigated by assuming    
        and     MPa. Figure 2.7 reproduces Figure 2.6 assuming  
 
 
 equals 1.0 to see 
the effect of fracture height on fracture interaction. 
Figure 2.6 should be closer to a 2-D modeling because for all three cases      
while Figure 2.7 shows the importance of 3-D modeling where   . Comparison 
between the two figures shows that fracture interaction decreases with increasing S/H 
ratio. Positive differential stress or relative crack-parallel remote compression inhibits 
curvature in the fracture path, and thus impedes interaction. Negative remote differential 
stress promotes curving and divergence of crack paths except for the most widely spaced 
case. 
The pressure required for critical propagation (Figures 2.6-a, 2.6-b, and 2.6-c) 
initially decreases with increasing fracture length until the fractures are about tip-to-tip, 
then increases to the point where overlapping inhibits the growth. Although the fracture 
paths show a departure from the straight direction before overlapping, the effect of this 
early crack interaction has a negligible effect on the driving stress necessary for critical 
propagation. The maximum pressure during propagation generally occurs at the 
intersection for those cases following convergent paths.  However, in non-intersecting 
cases (e.g., Figures 2.6-c and 2.7-c for compressive differential stress), the decrease in 
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driving stress at the end of propagation is an artificial effect caused by interaction 
enhancement due to tensile stress distribution around the outer tip of the other fracture. It 
should be noted that driving pressure is not an accurate indicator of interaction strength 
for positive differential remote stress. Compressive differential stress causes increases in 
driving stress, but decreases interaction as opposes fracture curvature toward the other 
crack in the direction of minimum principal remote stress. Using Equation 2.1 to interpret 
fracture interaction may sometimes be misleading for critical propagation, but in the case 
of using, it seems  
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a)        b)        c)          
Fig 2.6: Fracture path and required pressure for critical growth. The effect of fracture spacing and 
height as well as remote differential stresses are investigated, 
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a)        b)        c)          
Fig 2.7: Fracture path and required pressure for critical growth. The effect of fracture spacing and 
height, as well as remote differential stresses, are investigated , 
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the maximum driving pressure should be selected to calculate the   factor. Figure 2.8 
depicts this maximum for different values of S and ratios of  
 
 
 using isotropic differential 
stress conditions. The figure shows that, if interaction occurs between fractures, the 
minimum value of peak driving stress occurs at 
 
 
  . For a small value of  
 
 
, increasing  
 
 
 results in a decrease of peak pressure, is due to the weakness of the fracture interaction, 
while fracture height also decreases. However, for 
 
 
  , peak pressure increases by 
increasing  
 
 
 and is related to an increase in fracture compliance due to fracture height 
shortening. This means that, for a given bed thickness, a minimum internal fluid pressure 
is needed for the propagation of overlapping fractures if the spacing between fractures is 
equal to their height. This agrees with the widely accepted idea that fracture spacing in 
sedimentary rock should be proportional to mechanical thickness for parallel joints; this 
simulation shows that the notion can be generalized for interacting overlapping non-
parallel joints as well.   
 
 
Figure 2.8: Peak driving stress for 2 interacting fractures. 
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In a 2-D analysis, for an isolated plane strain crack of length,  , the driving stress 
(   ) for critical growth is calculated using the following equation: 
    
  
√    
 
(2.4) 
which shows that required driving stress approaches zero if crack length approaches 
infinity. In a 3-D analysis, however, the stress intensity factor and required driving stress 
for critical propagation is mainly controlled by the smallest dimension, which means for a 
very long crack,   should be replaced by   in Equation 2.4. Figure 2.9 represents the 
required driving stress for an isolated crack as a function of fracture height when fracture 
length is 20 m (equal to the total crack array length), which is the stabilized driving 
pressure in Figures 2.6 and 2.7. Figure 2.9 shows that, for            , the driving 
pressure is controlled by the fracture length, and the 2-D analysis is a good 
approximation for a 3-D planar crack. 
 
Fig 2.9: Driving stress for critical propagation of an isolated crack of length, 
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Mechanical interaction between fractures controls the fracture path. Therefore, to 
describe the fracture path, it is worthwhile to study stress distribution and trajectories 
around fractures. To interpret fracture path, we examine the case of two interacting, non-
propagating parallel cracks. 
Figure 2.10 shows the fracture path for 
 
 
      (“tall fracture”) and     (“short 
fracture”), assuming isotropic remote differential stress and S = 2.0 m.  Contours show 
the magnitude of shear stress,    , normalized by internal fluid pressure , p,  and arrows 
indicate the orientation of the most compressive principal stress.  The induced shear 
stress for the tall fracture is much greater than that of the shorter fracture, and it is this 
shear stress that causes a more curved path for the taller fractures. For a lower S/H 
(thicker bed), the trajectories do the best job of predicting propagation path, but there is 
still some deviation. This means that principal trajectories might be used to predict the 
fracture path for 2-D plane strain problems with good accuracy, but for 3-D problems, 
principal trajectories are not accurate enough to predict the fracture path and the actual-
propagation method is necessary. 
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a) 
 
 
     , zero overlap 
 
b) 
 
 
  , zero overlap 
Fig 2.10: Superimposed plot of fracture path, maximum principal stress trajectories 
and shear stress induced by opening mode in two parallel interacting non-
propagating cracks under isotropic remote stress condition. Shear stress contours 
are normalized by internal pressure. Crack spacing is 2 m. 
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2.4.2 Geometrical Features of Interacting Fractures 
In this section, we investigate the effect of the initial geometrical configuration (in 
terms of 
 
 
 
 
  
   angle of intersection (  in Figure 3.4). Our main focus is on isotropic 
remote stress condition and a full 3-D analysis assuming a Poisson’s ratio of      , but 
we also consider the effect of compressive differential stress (         ), half-space 
analysis, and lower Poisson’s ratio (     ). Shallow crack refers to an extreme 
condition where crack depth,       , and deep crack refers to a full-space condition. 
The effect of tensile differential remote stress presented in Figures 2.6 and 2.7 is not 
considered here, because crack-parallel minimum compressive remote stress condition is 
rare in nature. 
 
A distinct difference between 2-D and 3-D modeling of two parallel overlapping 
fractures is how they deal with the angle of intersection between fractures. Using 2-D 
modeling for the isotropic remote stresses, the approach of intersecting fractures always 
remains asymptotic regardless of their initial overstepping. However, a 3-D analysis 
shows that, even for isotropic remote stresses, a variety of intersection angles can be 
obtained based on fracture height and fracture spacing. Based on the modeled cases, three 
different behaviors were seen when a fracture is approaching another, varying with the 
ratio of S/H: concave, straight, and convex traces, as depicted in Figure 2.11. 
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a- Concave for  
 
 
     b- Relatively straight for 
 
 
     
c- Convex for 
 
 
     
Figure 2.11: Typical fracture approaches upon intersection in 3-D modeling of two 
overlapping fractures under isotropic remote stress. 
 
The angle of intersection increases uniformly until about 
 
 
     (Figure 2.12), 
which shows that the 3-D modeling yields different results in comparison with a 2-D 
model, in which the approaching is always asymptotic. These figures show that the angle 
of intersection is more dependent on 
 
 
 , as all three figures represent the same trend for 
different values of the initial spacing,  . Decreasing fracture height makes the angle of 
intersection change from asymptotic to orthogonal. Therefore, for isotropic remote stress 
conditions, a high angle of intersection implies less interaction between fractures. 
Mechanical property variation (in terms of Poisson’s ratio) and fracture depth have little 
to no effect on the angle of intersection. 
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a)           
b)           
c)          
Figure 2.12: Angle of intersection versus 
 
 
, a): 
 
  
      b): 
 
  
      and c): 
 
  
    . The effect of Poisson’s ratio and fracture depth are considered as well. 
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The change in approach angle with increasing 
 
 
 (or decreasing fracture height) 
can be understood by looking at the principal stress trajectories’ rotation during fracture 
shortening. Figure 2.13 shows the maximum compressive principal stress trajectories 
(fracture orientation) for two interacting, tip-to-tip parallel fractures and contours of the 
crack-parallel normal stress (   ) magnitude normalized by internal fluid pressure. The 
actual fracture path is superimposed for each case. Increasing the fracture height results 
in increasing     along the fracture surface, especially in areas close to the inner tip, 
while, depending on the facture’s boundary conditions,       everywhere on the 
fracture surface. For 
 
 
      (Figs. 2.13-a, 2.13-b, and 2.13-c),      exceeds     around 
the intersection.  When S/H>0.25,        everywhere on the fracture’s surface. The 
high crack-parallel compression (     suppresses the propagation of nearby orthogonal 
cracks, and thus diverts the propagation, making it asymptotic instead. 
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Figure 2.13-a to 2.13-c: Fracture path superimposed on crack-parallel normal stress 
distribution of two tip-to-tip parallel interacting fractures, and maximum stress 
trajectories. Stress contours are normalized by internal pressure. 
a) 
 
 
      
b) 
 
 
     
c) 
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Figure 2.13-d to 2.13-f: Fracture path superimposed on crack-parallel normal stress 
distribution of two tip-to-tip parallel interacting fractures, and maximum stress 
trajectories. Stress contours are normalized by internal pressure. 
 
d) 
 
 
     
e) 
 
 
     
f) 
 
 
     
61 
 
 
In the cases shown in Figure 2.13, fracture “tip to plane” intersection occurs at 
about 2.0 m from the zero overlap position. Figure 2.14-a shows how 
   
 
 increases with 
decreasing 
 
 
 for that location.  At large S/H, the ratio approaches 0.6, but at low S/H (the 
closely spaced case), the ratio approaches 2. For an isolated crack, the ratio of 
   
 
 varies 
with L/H, where L/H << 1 is the plane strain case, and L/H>>1 is a blade-like (short) 
crack.  In the plane strain case, the maximum possible ratio is achieved at Sxx/P = 1.  The 
limit for the blade-like case (L/H>>1) is 0.6, which is what was found for the two-crack 
case for S/H>>1.  In summary, the interaction between two closely spaced, en-echelon 
fractures increases     in the overlapped area as compared to an isolated crack, which is 
the probable mechanism for asymptotic intersection. 
 
 
Figure 2.14-a:  Two tip-to-tip parallel interacting fractures  
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Figure 2.14-b: Isolated fracture  
Figure 2.14: Crack-parallel normal stress distribution versus fracture I/H.     is 
normalized by internal pressure,  . 
 
Differential remote stress also affects the angle of intersection. Crack parallel 
compression impedes perpendicular intersection; however, it does not affect asymptotic 
approaches. Figure 2.15 compares the angle of intersection based on isotropic differential 
remote stress and crack-parallel compressive remote stress conditions. The linear 
variation is observable until S/H = 0.5, where the angle plateaus. 
 
 
Fig 2.15: Effect of positive differential remote stress (crack-parallel compression) on 
angle of intersection. 
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Since the fracture surface is free of shear traction, it should be a principal stress 
plane, which implies that the fracture is expected to have an asymptotic non-intersecting 
path, or would intersect the free surface at a right angle. However, as mentioned above, 
for the isotropic remote stress condition, the intersection angle is about         for 
short fractures (
 
 
    ). Figure 2.22 explains the problem. This approach was taken 
before by Thomas and Pollard (1993) using a 2-D model to explain the non-asymptotic 
intersecting oblique intersection. The direction of the most compressive principal stress is 
shown by small two-headed arrows and its magnitude normalized by internal fluid 
pressure is depicted by contours. Trajectories and contours are related for the stage of 
fracture growth shown by the solid blue line. The fracture path over the next increments 
is shown by dashed line, which is almost parallel with near trajectories. The figure shows 
that stress perturbation caused by the crack tip effect is the reason for changing the 
intersection angle from a right angle to something less than     for areas close to the 
intersected crack surface, because at a small distance from the crack tip, trajectories are 
almost perpendicular to the fracture surface. 
 
64 
 
 
 
Fig 2.16: Crack tip effect on intersection angle. 
 
 
2.5 OVERLAPPING FRACTURES AND MODE III DISTRIBUTION 
In this section, we examine the effect of lateral propagation and fracture 
interaction on the possibility of fringe crack generation based on mixed mode I+III 
fracture loading.  Mode III fracture loading occurs when there is  shear stress parallel to 
the fracture front. As a result of mixed mode I+III, the fracture front breaks into several 
twisted blades called en-echelons, twist hackles, or fringe cracks (Cruikshank 1991). 
Figure 2.17 shows the schematic parent rectangular fracture propagation due to mixed-
mode loading, including mixed mode I+II (kinking) and I+III (twisting) loading.  
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Fig 2.17: Mixed-mode fracture propagation, kinking vs. twisting (modified from 
Cruikshank et al. 1991). 
 
 
In structural geology, fringe cracks are conventionally interpreted as being caused 
by temporal or spatial reorientation of remote principal stresses (Younes and Engelder 
1999). Fringe crack propagation in the vertical direction may be gradual when the parent 
crack segmentation is smoothly curved, or it may be abrupt when the breakdown of the 
parent joint is discontinuous, as depicted in Figure 2.18. Gradual twist hackles usually 
grow within the same formation but abrupt fringe cracks are separated from the parent 
joints by a bed boundary (Younes and Engelder 1999).  
Figure 2.19 shows abrupt fringe generation in Taughannock Falls State Park, NY, 
as reported by Younes and Engelder (1999). The twist hackles were generated due to 
temporal remote stress field rotation and propagated downward into a shale bed from a 
thin layer of siltstone. 
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In hydraulic fracturing, fringe crack generation may be an indication of local 
stress reorientation due to spatial remote stress rotation in the layer above or underneath, 
or it may be due to any stress perturbation around the hydraulic fracture tip (e.g., by 
natural fractures). Experimental simulation of hydraulic fracture interaction with natural 
fractures performed by Bahorich and Olson (2011) demonstrates twist hackle generation 
around a curving hydraulic fracture front. 
 
 
Figure 2.18: Breakdown of parent joint to twist hackles, gradual vs. abrupt (from 
Younes and Engelder 1999).   
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Figure 2.19: Abrupt twist hackles generated from parent joint in siltstone bed into 
the shale formation underneath in Taughannock Falls State Park, NY (from Younes 
and Engelder 1999). 
 The criteria and mechanism for mixed mode I+III fracture propagation are still 
not fully understood (Lin et al. 2010); however, several experimental studies (Cooke and 
Pollard 1996; Frid et al. 2005; Wu 2006) and field observations (Younes and Engelder 
1999; Belayneh 2004; Brogi 2011) support the idea that en-echelons roughly extend 
perpendicular to local maximum tensile stress. Using this assumption, Pollard et al. 
(1982) derived the analytical solution for estimating the angle of twisting for abrupt 
breakdown as follows:  
  
 
 
     [
    
  (
 
 ⁄   )
] 
(2.5) 
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where   is the twist angle.  Higher values of Mode III SIF (or a lower opening mode) 
result in a greater twisting angle. Similar to the twisting angle of abrupt fringes, for 
gradual fringe crack propagation, the rate of the twisting angle is dependent on mixed 
mode I+III SIF (Lazarus et al. 2001).  
For the range of remote stress and internal fluid pressure in nature, Pollard et al. 
(1982) modified Equation 2.5 and estimated the relation between the twist angle of abrupt 
fringe cracks,  , and remote stress rotation,  , using the following equation: 
           
     
                    
  
(2.6) 
 where   is Poisson’s ratio. 
When fringe cracks can propagate laterally, they will likely interact mechanically 
and follow mixed mode I–II paths as discussed earlier in this chapter for the en-echeolon 
crack pair problems. A simulation was performed to represent the parent crack and a 
large population of fringe cracks as shown in Figure 2.20. The number of fringe cracks, 
the spacing between them, and the initial length upon generation from the tip-line of 
parent crack have been the subjects of several papers. Experiments done by Lin et al. 
(2010) showed a dependency of spacing on twist angle. An approximate solution 
suggested by Pons and Karma (2010) relates the spacing of crack fragments to the ratio 
of KI/KIII times the process zone size. 
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Figure 2.20-a: Hand-shaking or hooked pattern due to strong interaction.  
 
 
 
Figure 2.20-b: Parallel pattern due to weak interaction. 
Figure 2.20: Effect of fracture height on lateral propagation of fringe cracks, 3-D 
visualization and map view. 
 
Figure 2.21 shows how fracture interaction and mMixed mode I+II propagation, 
or lateral kinking, might cause twist hackle generation. The variation of      is displayed 
for the top (and bottom) of the lower left member of two overlapping interacting fractures 
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at different stages of critical lateral propagation (             √ ) with 
 
 ⁄       (Fig. 2.21-a) and     (Fig. 2.21-b). The magnitude of KIII  is higher for the 
more closely spaced array (  ⁄      ), a product of stronger mechanical interaction as 
described earlier for the mixed mode I-II propagation examples. The peak value of      
value approaches     of    in the closely spaced case, whereas it peaks at only about 
10% in the wider spacing case (S/H = 1.0). 
The generation of Mode III SIF is simultaneous with the deviation of the fracture 
from the straight path. The magnitude of Mode III SIF generally increases as fracture 
overlap increases. Along the curved part of the fracture,      is almost negligible for the 
more widely spaced case, because of the relatively straighter path compared to the curved 
part of the closely spaced case. For the curved part of the closely spaced case, the Mode 
III SIF value is significant, monotonically increasing during the propagation, and has a 
different sign from the straight part of the fracture, which is related to the change of 
direction of the fracture path curvature from concave to convex during extension. That is, 
fringe generation orientation changes from right-lateral in the straight part of the fracture 
to left-lateral along the curved part of closely spaced fractures. Another difference 
between the two graphs is related to the abnormal value of      on the straight part during 
the last intervals of propagation at the intersection and around the intersection points. For 
closely spaced fractures, the other fracture tip approaches almost asymptotically, which 
means the sign of resolved shear by straight part does not change— its value only 
increases around the intersection area. For the more widely spaced case, however, the 
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other fracture tip intersects at a high angle which causes the sign of the resolved shear by 
the straight part to be different in the two sides of the intersection point. 
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Figure 2.21-a: Closely spaced fractures (
 
 
     ). 
 
 
 
Figure 2.21-b: Widely spaced fractures (
 
 
    ). 
Figure 2.21: Evolution of      distribution (lower graph) and fracture path (upper 
graph) in different stages of propagation. 
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2.6 CONCLUSION 
The effect of remote differential stress and spacing on the crack path of two 
overlapping fractures was investigated by Olson and Pollard (1989). Using a 2-D 
boundary element modeling, they found that the fracture path can be used to infer 
paleostresses. In the present study, their previous 2-D work is extended to 3-D to account 
for fracture height effects and how they might influence fracture propagation paths. The 
important dimension in determining the degree of mechanical interaction and fracture 
path curving is the spacing-to-height ratio, S/H.  Strong interaction occurs when the 
fracture is four times of spacing and the result of the fracture path when 2-D plane strain 
approximation is in good agreement with 3-D analysis, while weak interaction is seen 
when S/H>0.25, where 2-D analysis is not accurate and three-dimensional modeling is 
necessary. Results showed that fracture height is as important as remote stresses in 
affecting the fracture path. In addition to the fracture path, the angle of intersection is 
influence by the S/H ratio, with an asymptotic approach resulting for S/H<0.25 and a 
roughly orthogonal approach for S/H>=0.5.  
With regard to whether stress trajectories can predict fracture propagation paths, 
the trajectories do the best job of predicting the propagation path for the lower S/H 
(thicker bed), but there is still some deviation. This means that principal trajectories 
might be used to predict the fracture path for 2-D plane strain problems with good 
accuracy, but for 3-D problems, principal trajectories are not accurate enough to predict 
the fracture path and an actual-propagation method is necessary. 
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The fracture spacing-to-height ratio also affects the value and distribution of 
Mode III SIF along the top and bottom front of vertical interacting fractures. Fringe crack 
generation in either natural fracture or hydraulic fractures would be the result of either 
curved path, fracture interactions or the conventionally accepted idea of temporal or 
spatial remote stress rotation. 
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CHAPTER 3 
Joint Development at the Vicinity of Normal Faults: 
Perpendicular to Fault Strike versus Parallel 
3.1 OVERVIEW 
Most oilfields include faults, and their tectonic effects perturb the stress field in 
which secondary structures such as joints have formed. Joint distribution and joint 
orientation with respect to normal faults provide crucial information for petroleum 
engineers regarding the estimation of porosity and permeability and inferring local and 
regional principal stresses. While joints are typically vertical or bedding-normal fractures, 
faults are typically non-vertical and non-orthogonal to bedding.  The complicated 
geometry of successive normal faults and important interactions with the earth’s free 
surface make it necessary to use a three-dimensional solution. In this chapter, the 3-D 
boundary element displacement discontinuity model described in chapter 1 is used to 
investigate stress perturbation around normal faults. The purpose of this chapter is to 
examine the geometrical relationship between genetically related normal faults and joints 
in various geologic environments by considering a case study of fault-related joints 
perpendicular to the normal fault strike located in the Rough and Rocky Mesa area in the 
Arches National Park region, Utah. Joint development in the case study is assumed to be 
due to the normal fault stress field perturbation as well as to pore pressure. Results show 
that induced joint orientation is dependent on vertical position with respect to the normal 
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fault. Normal dip slip in faults around 50 to 70 generates tension mid-depth along an 
isolated fault only for Poisson’s ratios around 0.1 or less than that; two or more faults 
spaced within 1 fault height increases the magnitude of the tension and widens the area 
under tension. This area is proportional to the fault length and the height of the array of 
normal faults. Our calculations in the present study represent a more physically 
reasonable match to measured field data than those previously published, and we also 
identify a new mechanism to explain the driving stress for opening mode fracture 
propagation upon burial of quasi-elastic rocks. 
 
3.2 INTRODUCTION 
Joints are the most ubiquitous geologic structure in the earth’s crust (Pollard and 
Aydin 1988). They are common at the vicinity of faults and within fault zones. Joints (as 
dominantly extensional fractures) and faults (as shear mode discontinuities) are 
associated temporally and spatially if they have kinematic or geometric relationships. 
Joints may develop before, contemporaneous with, or after fault propagation (Peacock 
2001). 
Fractures can act as conduits or barriers for subsurface fluid transport. Joint 
spacing affects general permeability and joint orientation affects the fluid flow pathway. 
Joint distributions and orientations determine the direction of horizontal drilling, 
hydraulic fracturing development, initial production, and later injection wells (Fischer 
2000). Faults might be even better conduits for fluid flow than joints are (Zoback 2011), 
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because they act as huge trans-layer discontinuities, and their reactivation is likely at a 
depth where joints are more likely to be closed. Faults are the main leakage pathways in 
the geological sequestration of CO2  (Nicot and Hovarka 1998; Jordan et al. 2011). 
Injection in hydrocarbon reservoirs to improve production or CO2 injection for storage 
may reactivate faults. Fault reactivation and stress-field perturbation may also affect the 
development of joints. Accurate knowledge about joint distribution and joint orientation 
with respect to normal fault leads to the successful modeling and development of 
fractured reservoir (Fischer 2000; Peacock 2001; Bahat 2004) and CO2 sequestration 
storage (Nicot and Hovarka 1998; Jordan et al. 2011). Furthermore, a system of joints 
and normal fault can be used as paleostress and paleotectonic (Guidi et al. 2013).  Joints 
are the best indicator of local minimum stress, and faults may help to decipher tectonic 
history (Bahat 2004).  Inferring local and regional stress from the system of joints and 
faults is critical for petroleum exploration, and obtaining information about the tectonic 
history is useful for seismologists in order to estimate the chance of future earthquake 
occurrence.  
The genetic relation between joints and faults might be inferred from their relative 
configuration. Figure 3.1 shows a common configuration of joints and faults (Blenkinsop 
2008). Figure 3.1-a represents how joint extension, linkage, and coalescence might result 
in a zone of weakness as localized shear mode failure or fault generation (Olson and 
Pollard 1991). Figure 3.1-b describes fault formation from linkage of wing-crack or pre-
existing joints that were subsequently loaded by shear (Horri and Nemat-Naser 1985). 
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A synchronized mechanism of fault propagation and joint extension is depicted in 
Figure 3.1-c, where joints are localized in the process zone of a fault (Vermilye and 
Scholz 1998). Joint development due to fault slip is depicted in Figures 3.1-d and 3.1-f 
(Hancock 1985; Cruikshank et al. 1991; Rawnsley et al. 1992; Gross et al.  1997; Simon 
et al. 1999; Peacock 2001; Bahat 2004; Caputo 2005; Blenkinsop 2008), where in the 
first case, fault slip causes joint generation and internal fluid pressure provides driving 
stress for further extension, but in the last case, the joint propagates only due to the slip 
movement of the fault. Geologic observations (Gross et al. 1997; Kattenhorn et al. 2000; 
Bahat 2004) as well as laboratory experiments (Conard and Friedman 1976; Withjack et 
al. 1990) have established how joints as secondary structures might be created from fault 
or slip movement on shear weakness plane.  
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Figure 3.1: Genetic and geometric relationship between different systems of joints 
and a fault (from Blenkinsop 2008). Joints are depicted as red lines and faults as 
black. Refer to the text for the mechanism and their relation.    
 
80 
 
 
According to Anderson’s theory of faulting, the intermediate principal stress 
exists in the plane of normal fault and parallel to its strike. Therefore, the least principal 
compressive stress is perpendicular the strike of normal fault, as depicted in Figure 3.4. 
 
 
 
Figure3.2: Anderson’s fault regimes characterization (from Petrowiki). 
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Development of joints as “dilatational mode” fracture should be perpendicular to 
the least principal stress or SHmin (e.g., Pollard and Aydin 1988). Thus, the schematic 
configuration of joints that postdate normal faults should look like Figure 3.3-a. This 
premise, suggested by Anderson (1951), is reasonable, assuming joints and normal faults 
belong to the same kinematic-tectonic event in extending crust perpendicular to their 
strike. In this situation, if joint density is not considerably modified toward a normal 
fault, joint orientation reflects regional remote stress pattern at the time of jointing. This 
assumption, however, does not incorporate the effect of normal fault on stress 
perturbation and local principal stress reorientation due to fault slip and is unable to 
justify joint growth perpendicular or at a high angle to normal fault strike (Figure 3.3-b). 
 
 
Figure 3.3: Joint arrangements at the vicinity of normal faults (from Kattenhorn et 
al. 2000). 
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Geologic observations also support the possibility of joint development at a high 
or right angle to fault strike in response to tensile stress distribution due to the dip slip of 
normal faults. Figure 3.4 shows an outcrop of a normal fault and adjacent fault-parallel 
joints located in a formation 5 km south of Beer Sheva, Israel, as reported by Gross et al. 
(1997) and Bahat (2004). They observed two distinct sets of almost vertical joints at the 
vicinity of the normal fault, one with a mean strike at 55⁰N, and another at 326⁰N. The 
fault strikes at 292⁰N and dips 45⁰N. Based on the geometrical configuration of the 
system of normal fault and two joint sets, they concluded that the first set is related to 
fault kinematics and postdates the normal fault, but the other existed prior to faulting and 
indicates remote stress rotation at the time of faulting.  
 
Figure 3.4: Sketch of the outcrop showing a normal fault and two joint sets located 5 
km south of Beer Sheva, Israel. Joint set, which is genetically related to the normal 
fault, is depicted by solid line and strikes 55⁰N; the other set, shown by the dashed 
line, strikes 326⁰N and postdates the fault. Rose diagram is shown above the sketch 
(from Gross et al. 1997). 
 
Figure 3.5 is a map-view sketch of fault-related joints located in the Rough and 
Rocky Mesa area in the southwest corner of the Arches National Park region, Utah 
(Kattenhorn et al.2000). Geologic structures in Figure 3.5 include parallel successive 
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normal faults, joints with a variety of orientations with respect to faults, and deformation 
bands (Kattenhorn et al. 2000). Arches National Park in Utah provides an ideal 
opportunity to study deep joints and normal faults in three dimensions because of the 
excellent surface exposure due to erosion, as well as existence of several outcrops 
(Kattenhorn et al. 2000). Different geomechanical and geological aspects of the zone 
have been the subject of several academic investigations (Dyer 1983; Cruikshank et al. 
1991; Kattenhorn et al. 2000; Rotevan 2007; Fossen 2010). The black box in Figure 3.5 
shows the area where joints are perpendicular to the normal fault strike, which was 
observed and investigated by Kattenhorn et al. (2000). Unlike the case shown in Figure 
3.4, the vertical joints in Rough and Rocky Mesa extend for a significant distance away 
from normal faults, which indicates that other stress components, such as pore pressure, 
should be present in order for there to be enough driving stress for joint growth, because 
stress perturbation and tensile stress distribution induced by normal fault slip dissipates 
within a short distance away from the fault strike.  
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Figure 3.5: Normal faults and joints in the Rough and Rocky Mesa. Faults are 
shown by thick lines and joints by thin lines. Tick marks show the direction of 
slipping (hanging wall) and numbers represent strike and dip angle, respectively. 
The black box shows the area of consideration where joints are perpendicular to 
normal fault strikes (from Kattenhorn et al. 2000).   
 
Joints are very sensitive to local principal stresses at the time of jointing, and 
therefore, any source that affects the magnitude and direction of minimum stress affects 
joint extension as well. Joint propagation is influenced by different sources of loadings 
(Caputo 2005): gravitational, thermal, pore pressure, tectonics, and diagenetic. The 
gravitational component is proportional to the rock density and increases with depth. It 
affects vertical joint propagation through indirect mechanisms such as fault-slip-induced 
Area of consideration 
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stress (explained further below), or bilateral constraint effects and horizontal remote 
stress distribution from overburden loads. Temporal variation in gravitational force 
through erosion or deposition also leads to horizontal stress redistribution and may affect 
joints propagation (Caputo 2005). The thermal component has an effect through 
temperature variation in the body of the rock. Thermal effects are minor except the case 
of extreme temperature changes such as lava flows (Delaney and Pollard 1981). Pore 
pressure distribution significantly influences joint propagation. Pore-pressure depends on 
permeability, porosity, depth, fluid density, leak-off, and time, among other factors. The 
reference lower estimation of pore pressure would be hydrostatic pressure; however, 
transient pressure distribution and low porosity may cause pore pressure exceed 
lithostatic pressure in deep formations (Engelder and Fischer 1996). Pore pressure 
directly affects joint aperture and extension direction by changing net pressure. If we 
disregard poroelastic effects, pore pressure can be reasonably assumed to be equal to the 
minimum principal stress at the time of jointing (Olson 1993; Olson 2007). The tectonic 
component of stress is another source of  loading for joint propagation and is induced by 
a variety of geologic events on a scale ranging from plate-wide to local (Engelder 1992), 
such as earthquake, bending, folding, but the present chapter focuses on stress 
perturbation due to fault slip. Diagenetic effect is another loading component related to 
rock volumetric change due to chemical or physical process during diagenesis (Laubach 
et al. 2010). This volumetric change in terms of contraction or expansion applies extra 
strain to the medium and may affect extensional discontinuities.  
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Previous researchers have considered 3-D numerical modeling of the mechanical 
interaction of growing faults (Wilmese et al. 1996; Gupta et al. 1998; Soliva et al. 2006), 
normal-fault-slip induced heterogeneous stress field (Maerten et al. 2002), and the 
possibility of the development of secondary smaller faults in the vicinity of a larger fault 
(Maerten et al. 2006). Few, however, have studied the effect of normal fault movement 
and stress perturbation on extensional fracture propagation on a regional scale (Simon et 
al. 1999). Unlike normal faults, strike-slip faults can be modeled using a 2-D plane strain 
assumption (Rawnsley et al. 1992; Homberg et al. 1997; Martel and Boger 1998; 
Engelder and Peacock 2001; Wilson et al. 2003), because slip movement occurs in the 
horizontal plane; for this reason, joint development around strike-slip fault has been 
studied more than normal fault in the literature. Katenhorn et al. (2000) used 3-D 
geomechanical modeling to discover the reason for joint propagation at a high angle to, 
and a few hundred meters away from, the normal fault strike (the area represented by the 
black box in Figure 3.5). Disregarding pore pressure effects and assuming constant 
tension perpendicular to the fault strike in order to model tectonic slip events on the fault 
surface, they found that, except for a narrow area extending less than 1% of the fault 
length from the fault strike, slip movement perturbation is not able to generate enough 
fault-parallel tensile stress to overcome intermediate stress, SHmax, which was assumed to 
be equal to vertical compression. They suggested that another tensile remote stress 
parallel to fault strike and 25% more than fault-perpendicular remote stress must be 
superimposed on SHmax to obtain tensile stresses and fault-perpendicular minimum 
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principal stress trajectories. They justified this assumption by the possibility of regional 
remote stress rotation, or local fault-parallel stress relaxation due to the effect of other 
adjacent normal faults. Based on their conclusion, Katenhorn et al. (2000) speculated that 
internal fluid pressure is an alternative mechanism that may affect joint growth, although 
they did not consider the notion quantitatively. If we disregard the possibility of remote 
tensile stress at the burial depth of the modeled fault (3.4 km), it is unclear whether the 
genetic relation between joints and normal fault was modeled properly in their model, as 
joint propagation is predominantly controlled by fault-parallel maximum tensile remote 
stress. 
The present chapter, therefore, examines the geometrical relationship between 
genetically related normal faults and joints in various geologic environments, such as the  
long joint development at a high angle around normal faults in Rough and Rocky Mesa, 
depicted in the black box in Figure 3.5, and presents a more physically reasonable match 
to measured field data than has been previously published. We consider how the effect of 
fault dimensions, burial depth, mechanical properties in terms of Poisson’s ratio, and 
multiple successive normal faults increase the area and magnitude of effective distributed 
tension around the normal fault. We assume that joint development in the case study was 
due to the normal fault stress field perturbation as well as pore pressure.  We artificially 
take into consideration the internal fluid pressure effect on joint propagation by canceling 
the minimum horizontal stress. Our calculations were based on the conditions of isotropic 
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remote stress; however, we also consider the effect of differential remote compressive 
stress in removing tension, as well as the possibility of trajectories’ rotation. 
3.3 ROUGH AND ROCKY MESA CASE STUDY  
3.3.1 Tectonic History and General Characteristics of Joints and Normal Faults  
 
The sequence of geologic events in the Rough and Rocky Mesa is as follows: 
development of the Moab Anticline (see Figure 3.5), bending distribution along its axis, 
generation of a deformation band and development of normal faults, and finally, joint 
propagation due to stress-field perturbed by normal fault slip. According to field 
reconnaissance, joints do not cross over exposed normal faults, indicating that they do not 
pre-date normal faults (Kattenhorn et al. 2000).  
Normal fault strikes are relatively parallel, with fault dips ranging from 42⁰ to 67⁰ 
and their length from 0.25 to 4.0 km, with a spacing of 100 to 400 m (Kattenhorn et al. 
2000). Joint length varies from region to region, but they extend up to 400 m away from 
faults in the NW of the Rough and Rocky Mesa (Figure 3.5). Joints are relatively vertical 
and their orientations with respect to the adjacent normal fault strike are sporadic within 
the Mesa: from roughly parallel in the south, to almost perpendicular in NW (Figure 3.5). 
Joint spacing is variable as well, ranging from 10 to 30 m. Fault and joint height can be 
inferred from the stratigraphic observation (Figure 3.6). According to Kattenhorn et al. 
(2000), normal faults cut the stratigraphy at least as deep as the Wingate Sandstone and 
as shallow as the Salt Wash Member of the Morrison Formation (shown by a red box in 
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Figure 3.6, which shows an overall thickness of 670 to 875 m), and joints extend 
throughout the layer of the Moab Member (blue box in Figure 3.6, a layer of 27 m 
thickness). All layers younger than the Brushy Basin Member of the Morrison Formation 
are assumed to be eroded in the Rough and Rocky Mesa Region (Kattenhorn et al. 2000). 
Regarding the formation layers containing normal faults and joints, extensional fractures 
are more probable in layers adjacent to the upper part of the faults. 
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Figure 3.6: Stratigraphic column showing formations in the Rough and Rocky Mesa 
zone (after Kattenhorn et al. 2000). Layers containing normal faults depicted in 
Figure 3.5 are shown by a red box, and the layer confining vertical joints is depicted 
by a blue box. 
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3.3.2 Physical and Mechanical Properties 
 
The following elastic constants and physical property were assumed by 
Kattenhorn et al. 2000 and used in their 3-D modeling for the sandstone:  Poisson’s ratio, 
      , shear modulus,         , and density,              .  In the following 
section the effect of Poisson’s ratio on stress distribution will be examined; Table 3.1 
shows the published values of apparent Poisson’s ratio ranges from 0.05 to 0.45 with an 
average of 0.25 (Gercek 2007): 
 
Table 3.1: Recommendations for Poisson’s ratio classification (Gercek 2007) 
Very low         
Low           
Medium           
High           
Very high           
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3.3.3 Numerical Method and Model Setup 
 
We used the 3-D boundary element displacement discontinuity model suggested 
in chapter 1 to investigate stress perturbation around normal faults, assuming fault 
geometrical information presented in Table 3.2, rock mechanical properties mentioned in 
Table 3.1, and boundary conditions depicted in Figure 3.7. We took into consideration the 
effect of fault dimensions, burial depth, mechanical properties, and multiple successive 
normal faults on tension generation. Different spacing to height ratios were used, but the 
height-to-length aspect ratio was kept constant equal to 1. To examine the effect of buried 
depth on fault slip, a reference case was set at 3.4 km depth (according to the 
stratigraphic column in Figure 3.6) and another case of 6.8 km was analyzed as well. A 
reference case for Poisson’s ratio was used (      ), and extreme cases of       , 
       and       were examined as well. Remote total horizontal stresses were 
assumed to be isotropic equal to pore pressure, which was assumed to be 60% of the total 
overburden (Davatzes et al. 2005). Lithostatic loading as well as horizontal remote 
stresses were assumed to increase linearly by the depth. Hereafter, all contour graphs 
depict effective stress distributions (unless otherwise mentioned), so regions which 
experience effective tensile stress distribution show the possibility of extensional fracture 
propagation.  
 
  
93 
 
 
Table 3.2: Fault Geometry Information 
Shape Square, Rectangular 
Strike length 1000, 2000 m 
Height 1000, 2000 m 
Dip Angle 50⁰ 
Element Size:       m 
 
Table 3.3: Mechanical Properties for the Rock 
Shear Modulus  12.0 GPa   
Poisson's Ratio  0.05, 0.1, 0.25, 0.4 
Density              2300 Kg/m3 
Coulomb Friction Coefficient 0.6 
 
 
Figure 3.7: Boundary conditions considered for modeling normal faults. 
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3.4 RESULTS AND DISCUSSION 
3.4.1 Effect of Mechanical Properties 
 
Because joints extend hundreds of meters away from the strike of normal faults in 
the case study area, the induced stress distribution was calculated on a plane parallel to 
the fault and 50 meters offset into the hanging wall. Figures 3.8-a and 3.8-b represent the 
distribution of the fault-strike-parallel stress, σxx, assuming a Poisson’s ratio of ν = 0.25 
and ν = 0.1, respectively. Figures 3.9-a and 3.9-b depict the fault-strike-parallel stress, 
σyy. Tick marks in figures (3.8 and 3.9) represent the horizontal projection of the direction 
of maximum compressive stress or minimum tensile stress onto the calculation plane. 
When the tick marks on the plot are “vertical”, that indicates fault-perpendicular stress is 
the least compressive (or most tensile).  When the tick marks are horizontal, then the 
fault-parallel is least compressive (or most tensile).  Horizontal tick marks imply the 
possibility of fault-strike-parallel joint development, and vertical tick marks imply fault-
strike-perpendicular joint development. Figure 3.8-a shows that normal slip causes tensile 
fault-parallel stress above 3800 ft (the middle depth of the fault) and compressive stress 
below the in hanging-wall. It is only at the depth corresponding to the very top of the 
fault that the stress change is enough for the tick marks to become strike-parallel. 
Lowering Poisson’s ratio from 0.25 to 0.1 significantly decreases the magnitude of the 
fault parallel stress, but there is still enough stress change to cause the trajectories to roll 
over. Fault-strike-perpendicular stress distribution, however, is slightly affected by 
95 
 
 
mechanical properties as depicted in Figures 3.9-a and 3.9-b. Both Figures 3.8 and 3.9 
show that joint orientation is dependent on its vertical position with respect to the fault. 
During the next 6 figures, we demonstrate the effect of Poisson’s ratio on the possibility 
and orientation of joint development by representing stress distribution on the horizontal 
observation plane cutting the fault at different depths. 
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3.8-a: ν = 0.25 
 
3.8-b: ν = 0.1 
Figure 3.8: Effect of mechanical properties on fault-strike-parallel stress distribution on a 
plane parallel to the fault and 50 meters offset into the hanging wall. 
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3.9-a: ν = 0.25 
 
3.9-b: ν = 0.1 
Figure 3.9: Effect of mechanical properties on fault-strike-perpendicular stress distribution 
on a plane parallel to the fault and 50 meters offset into the hanging wall. 
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Figures 3.10-a and 3.10-b depict a map-view of fault-strike-parallel stress 
distribution, σxx, and a projection of trajectories on the horizontal plane of observation 100 
meters below the upper tip-line, Z = –3500 m, assuming       and 0.25, respectively. 
Horizontal tick marks represent where joint strike would form perpendicular to the fault 
strike and vertical tick marks show the possibility of fault-strike-parallel joint 
development. The figures show the possibility of joint extension a few hundred meters 
away from the fault with an orientation perpendicular to the fault strike, especially for 
greater values of Poisson’s ratio (Figure 3.10-a). This relatively thick zone is adjacent to 
the upper part of the fault in the hanging-wall (or the lower part of the fault in the 
footwall) and is located below the narrow zone of stress concentration at which joint 
development would form parallel to fault strike. Figures 3.11-a and 3.11-b depict fault-
strike-perpendicular stress σyy. Figures 3.10 and 3.11 show that both fault-parallel and 
fault-perpendicular stress distribution are affected by mechanical properties: an increase 
in ν results a significant increase in the magnitude of the fault-parallel and fault-
perpendicular stresses and widens the area under tension.  
Figures 3.12-a and 3.12-b depict fault-strike-perpendicular stress distribution on a 
plane 25 m below the upper tip-line of the fault, Z = –3425 m, assuming        and 
0.1, respectively. The figures show that fault-strike-parallel joint development in a zone 
of tensile stress concentration adjacent to the upper tip-line is very likely, and that 
mechanical properties do not significantly affect fault-strike-perpendicular stress 
concentration. Figures 3.13-a and 3.13-b represent fault-strike-parallel stress distribution 
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along the same plane. Fault-parallel stress has a lower concentration compared with fault-
perpendicular stress, and mechanical properties have a greater effect on fault-strike-
parallel stress distribution. The extensive magnitude of fault-perpendicular tensile stress 
concentrated around the upper and lower tip-lines would explain why fault-parallel joints 
are more common.  
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3.10-a: ν = 0.4 
 
3.10-b: ν = 0.25 
Figure 3.10: Effect of mechanical properties on fault-strike-parallel stress 
distribution on a horizontal plane of observation, Z = –3500 m.  
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3.11-a: ν = 0.4 
 
3.11-b: ν = 0.25 
Figure 3.11: Effect of mechanical properties on fault-strike-perpendicular stress 
distribution on a horizontal plane of observation, Z = –3500 m. 
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3.12-a: ν = 0.25 
 
3.12-b: ν = 0.1 
Figure 3.12: Effect of mechanical properties on fault-strike-perpendicular stress 
distribution on a horizontal plane of observation, Z = –3425 m. 
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3.13-a: ν = 0.25 
 
3.13-b: ν = 0.1 
Figure 3.13: Effect of mechanical properties on fault-strike-parallel stress distribution on a 
horizontal plane of observation, Z = –3425 m. 
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Areas adjacent to the upper (or lower) part of the fault are not the only zones in 
which fault-strike-parallel stress might be generated in a relatively broad zone.  Figure 
3.14-a shows how mid-depth fault-strike-parallel tension would be generated around an 
isolated fault. Figures 3.14-a and 3.14-b depict the effect of Poisson’s ratio on the fault-
strike-parallel stress distribution along a horizontal plane of observation a small distance 
above the fault center assuming       and 0.25, respectively. Figures 3.14-a and 3.14-b 
show that Poisson’s ratio significantly changes the pattern of mid-depth fault-strike-
parallel tensile stress distribution. A significantly broader area of tension is generated 
with a lower Poisson’s ratio (     ). In contrast to Figure 3.14-a, Figure 3.14-b shows 
that with a medium value for Poisson’s ratio (      ), only a narrow zone adjacent to 
the fault experiences fault-parallel tension. Figures 3.15-a and 3.15-b depict the effect of 
mechanical properties on fault-strike-perpendicular stress distribution on the same plane. 
In contrast with the fault-strike-parallel stress distribution, Figures 3.15-a and 3.15-b 
show that mechanical properties do not change the fault-strike-perpendicular stress 
distribution pattern, although increasing Poisson’s ratio does increase its magnitude. 
Lateral process zones or areas right above the lateral tip-line of the fault are 
another area of tensile stress concentration, as depicted in Figures 3.15-a and 3.15-b. 
Within lateral process zones, trajectories are almost fault-parallel, which means that joints 
will form parallel to the fault strike, and this may provide a mechanism of fault 
elongation (lateral propagation) and shear failure promoted by extensional fractures (this 
mechanism was described above and schematically depicted in Figure 3.1-c). 
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3.14-a: ν = 0.1 
 
3.14-b: ν = 0.25 
Figure 3.14: Effect of mechanical properties on fault-strike-parallel stress distribution on 
a horizontal plane of observation a small distance above the fault center, Z = –3755 m. 
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3.15-a: ν = 0.1 
 
3.15-b: ν = 0.25 
Figure 3.15: Effect of mechanical properties on fault-strike-perpendicular stress 
distribution on a horizontal plane of observation a small distance above the fault center, Z 
= –3755 m. 
107 
 
 
3.4.2 Effect of Fault Height 
Fault slip is proportional to the difference in the magnitudes of overburden and 
minimum horizontal stress, and increases with depth, assuming all remote stresses are 
linearly dependent on depth. Therefore, increasing in depth should increase the slip 
movement on the surface of the fault and magnifies stress perturbation around the fault. 
Figures 3.16-a and 3.16-b represent the effect of fault height on fault-strike-parallel stress 
distribution on the plane parallel to the fault and 50 meters offset into the hanging wall. 
Poisson’s ratio equals 0.1 for both cases. Both faults are square but the dimensions of the 
first fault (Figure 3.16-a) are two times those of the second one (Figure 3.16-b). 
Comparing these two figures shows that fault-parallel stress distribution increases by a 
factor of 2 and is proportional to fault height. Figures 3.17-a and 3.17-b show the effect 
of fault height on fault-strike-parallel stress distribution along a horizontal observation 
plane a small distance above the fault center for aforementioned faults. Comparing 
Figures 3.17-a and 3.17-b shows that fault-strike-parallel stress is proportional to fault 
depth as well.  
3.4.3 Effect of Burial Depth 
Figures 3.18-a and 3.18-b show fault-strike-parallel stress distribution on a 
different plane of observation. The plane of observation is parallel to the fault and 50 
meters offset into the hanging wall for Figure 3.18-a, and is a horizontal plane a small 
distance above the fault center for Figure 3.18-b. Poisson’s ratio equals 0.1 for both cases 
and the buried depth is 6.8 km (twice the buried depth used in Figures 3.16 and 3.17). 
108 
 
 
Comparing Figure 3.18-a with Figure 3.18-a, and Figure 3.18-b with Figure 3.17-a 
confirms that the buried depth affects the perturbation of stress field around a normal 
fault in the same manner as fault height does. It can be inferred that the development of 
joints in the vicinity of normal faults would be more likely to be observed around taller 
and deeper faults. 
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3.16-a: Height = Length = 2 km. 
 
3.16-b: Height = Length = 1 km. 
Figure 3.16: Effect of fault dimensions on fault-strike-parallel stress distribution on 
a plane parallel to the fault and 50 meters offset into the hanging wall. 
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3.17-a: Height = Length = 2 km, Z = –4250 m. 
 
3.17-b: Height = Length = 1 km, Z = –3755 m. 
Figure 3.17: Effect of fault dimensions on fault-strike-parallel stress distribution on 
a horizontal plane of observation a small distance above the fault center. 
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3.18-a: Fault-strike-parallel stress distribution on a  plane parallel to the fault and 50 meters 
offset into the hanging wall 
 
3.18-b: Fault-strike-parallel stress distribution on a horizontal plane of observation small 
distance above the fault center, Z=-7150 m 
Figure 3.18: Effect of buried depth on fault-strike-parallel stress distribution. Buried depth 
= 6.8 km, twice that of the reference case. 
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3.4.4 Effect of Fault Interaction 
 
As discussed above, Figures 3.14-a, 3.17-a, and 3.18-b show that, for a low value 
of Poisson’s ratio (     ), a broad area of tension at mid-depth is generated in both the 
hanging-wall and the footwall of an isolated normal fault. The magnitude of tension 
increases with increases in fault height or buried depth. Comparing Figures 3.17-a and 
3.17-b shows that the maximum tensile stress in both sides of the fault occurs in a 
distance proportional to the fault height from the fault strike. This suggests that 
successive parallel fault interaction should intensify tensile stress distribution in this 
zone. Figures 3.19-a and 3.19-b examine the optimum distance between two parallel 
normal faults that causes an increase in the fault-strike-parallel tensile stress distribution. 
Buried depth is assumed to be 6.8 km, ν = 0.1, and the length of square fault is 1.0 km 
(same conditions as the case represented in Figure 3.18-b). The spacing between normal 
faults is 750 m and 500 m in Figures 3.19-a and 3.19-b, respectively. Comparing Figure 
3.19-a with Figure 3.19-b shows that the optimized distance is about three-quarters of 1 
fault height. This distance between normal faults increases the magnitude of fault-strike-
parallel or fault-strike-perpendicular stresses about 50% compared with that of isolated 
faults (Figure 3.18-b). Increasing in spacing more than 1 fault height results in a decrease 
in interaction between adjacent faults. Fault-strike-perpendicular stress distribution for 
these two configuration of normal faults are depicted in Figures 3.20-a and 3.20-b, 
respectively. Compressive stress adjacent to faults is magnified for both cases in 
comparison with the single fault (see Figure 3.15-a). The magnification is due to the 
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combined effect of an increase in overburden in terms of buried depth and fault 
interaction. Tensile stresses around fault tips are intensified, influencing a relatively large 
area outside of their tips where joints would form sub-parallel to the fault strike. The 
process of fault-parallel joint development in these zones may occur repeatedly as the 
fault grows, making a configuration of parallel joints and normal fault. This mechanism is 
related to the stress concentration around the lateral tip-line of faults.  Comparing Figures 
3.20-a and 3.20-b with the case of the single fault shown in Figures 3.15-a and 3.15-b 
suggests that the stress concentration adjacent to lateral tips is intensified by interaction 
between normal faults, but is less influenced by mechanical properties. 
Figures 3.21-a and 3.21-b show fault-strike-parallel and fault-strike-perpendicular 
stress distribution due to a combination of three faults. Figure 3.21-a shows that a 
combination of three successive parallel faults increases tension in both sides of the 
middle fault. The longer the array of successive parallel normal faults, the broader the 
area of fault-strike-parallel tension. The number of faults and the spacing between faults 
controls the length of the array, and the length of the fault dictates the width of the array. 
Distribution of tensile stress in such a large zone suggests a mechanism of joint 
development due to overburden acting on a series of normal faults. Another interesting 
stress distribution pattern is depicted in Figure 3.21-b, which shows that fault-strike-
perpendicular stress everywhere outside of the array is tensile, thus providing a 
mechanism for cross-joint development. While fault-parallel joints would form ahead of 
fault tips outside of this array during the lateral growth of faults, joints would extend 
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perpendicular to the fault strike in a zone inside of the array, resulting in the development 
of a cross-joints configuration. Fault-parallel joint development between normal faults 
would increase fault-perpendicular tensile stress inside the array and promote the 
development of fault-strike-perpendicular joints (Bai et al. 2002; Olson 2007). 
A further decrease in Poisson’s ratio results in a higher level of fault-strike-
parallel tensile stress distribution inside the array; a comparison between Figures 3.22-a 
and 3.22-b shows that tensile stress in this zone increases up to 33% when Poisson’s ratio 
decreases from 0.1 to 0.05. Comparing Figure 3.22-b with the reference case (Figure 
3.14-a) shows that decreasing Poisson’s ratio from 0.1 to 0.05, doubling the buried depth 
(from 3.4 km to 6.8 km), and doubling fault height and length from 1.0 km to 2.0 km all 
lead to the magnification factor exceeding 6.0. 
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3.19-a: Distance between normal faults equals three-quarters of 1 fault height 
 
3.19-b: Distance between normal faults equals half of 1 fault height 
Figure 3.19: Effect of interaction between successive parallel normal faults on fault-
strike-parallel stress distribution (ν = 0.1, buried depth = 6.4 km, fault height = 1.0 
km). 
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3.20-a: Distance between normal faults equals three-quarters of 1 fault height 
 
3.20-b: Distance between normal faults equals half of 1 fault height 
Figure 3.20: Effect of interaction between successive parallel normal faults on fault-strike-
perpendicular stress distribution (ν = 0.1, buried depth = 6.4 km, fault height = 1.0 km). 
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3.21-a: Fault-strike-parallel stress distribution.  
 
3.21-b: Fault-strike-perpendicular stress distribution 
Figure 3.21: Stress perturbation inside and outside of an array of successive parallel 
normal faults (ν = 0.1, buried depth = 6.4 km, fault height = 1.0 km).   
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3.22-a: Fault height = fault length = 1.0 km 
 
3.22-b: Fault height = fault length = 2.0 km  
Figure 3.22: Array of successive parallel normal faults and fault-strike-parallel tensile 
stress distribution inside the array (ν = 0.05, buried depth = 6.4 km). 
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3.4.5 Effect of Horizontal Remote Stresses 
 
All contours mentioned above represent effective stress distribution assuming 
internal fluid pressure in joints approaches Shmin and the state of remote stress is isotropic. 
In nature, however, isotropic remote stress condition is rare, especially in the normal 
faulting regime. Davatzes et al. (2005) compared fault throw measurements with 
calculated values obtained from numerical modeling and estimated the differential remote 
stresses as 5.0 MPa at the time of faulting in the Rough and Rocky Mesa.  
Figures 3.23-a and 3.23-b show a     (fault-strike-perpendicular stress) and     
(fault-strike-parallel stress) distribution along a horizontal observation plane a small 
distance below the upper tip-line. Fault-parallel differential compressive remote stress 
does not resolve on the surface of the fault and therefore does not affect fault slip; it only 
reduces     (tension is positive). The difference between     and     for a point located 
200 m away from the fault strike (shown in Figures 3.23-a and 3.23-b) is about 4.0 MPa 
(   -    4.0 MPa). Fault-parallel differential compressive remote stress (equals 5.0 
MPa) doubles that difference; therefore, it neither affects stress trajectories nor reduces 
   . That means that fault-parallel joints would develop adjacent to the top and bottom 
tip-line of faults and up to a few hundred meters away from the fault strike regardless of 
the magnitude of differential compressive remote stress. This may explain why fault-
parallel joints are commonplace. 
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Figures 3.24-a and 3.24-b depict     and     stress distribution along a horizontal 
observation plane 100 m below the upper front of the fault where, the effect of stress 
concentration is attenuated. Trajectories show the possibility of fault-perpendicular joint 
development around the normal fault. However, the difference between     and     for 
the same point is about    –     1.16 MPa, which means a small value of fault-parallel 
differential compressive remote stress, as long as it is more than        , removes the 
fault-parallel tension and changes the direction of trajectories. That means fault-
perpendicular joint development a few hundred meters away from the fault strike in 
layers at a depth comparable to the upper part of normal faults in the hanging-walls (or 
the lower part in the footwalls) is not very likely, as small values of induced fault-
perpendicular tensile stress and trajectories are very sensitive to fault-parallel differential 
compressive remote stress. On the other hand, the stratigraphic column depicted in Figure 
3.7 supports the assumption of joint generation at a level about 100 m below the upper 
tip-line of normal faults.  If we accept this assumption, then according to the numerical 
modeling, we would conclude that there was an isotropic state of stress in the Rough and 
Rocky Mesa at the time of jointing. 
Figures 3.25-a and 3.25-b depict      and     stress distribution along a 
horizontal plane of observation cutting the fault at mid-depth. The magnitude of     and  
    for the same point are represented in the figures. Although fault-parallel differential 
compressive remote stress of a magnitude as small as 1.0 MPa is enough to remove fault-
parallel tension almost everywhere inside the array of normal faults, a large value of 
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differential remote stress—as high as 12 MPa—is necessary to change the direction of 
trajectories. The lack of resultant tensile stress could be compensated for with extra pore 
pressure (more than the minimum horizontal stress—which even might exceed 
overburden, according to Fyfe et al. 1978; Engelder and Fischer 1996), or some other 
mechanism of joint development such as regional tectonic strains during and subsequent 
to faulting. It can be concluded that joint development perpendicular to the fault strike is 
more likely to happen between successive normal faults in mid-depth layers for rocks 
with a low value of Poisson’s ratio.     
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Figure 3.23-a: Fault-strike-perpendicular stress distribution on a horizontal plane of 
observation a small distance below the upper tip-line. Fault-strike-parallel joint 
development is likely as fault-parallel differential compressive remote stress does 
not affect fault-perpendicular tensile stress distribution and trajectories around the 
fault.    
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Figure 3.23-b: Fault-strike-parallel stress distribution on a horizontal plane of 
observation a small distance below the upper tip-line. 
 
 
 
124 
 
 
 
Figure 3.24-a: Fault-strike-perpendicular stress distribution on a horizontal plane of 
observation 100 m below the upper tip-line. Fault-strike-perpendicular joint 
development is less likely, as fault-parallel differential compressive remote stress 
affects fault-parallel tensile stress distribution as well as trajectories around the 
fault. 
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Figure 3.24-b: Fault-strike-parallel stress distribution on a horizontal plane of 
observation 100 m below the upper tip-line. 
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Figure 3.25-a: Array of three successive parallel normal faults and fault-strike-
parallel stress distribution. Fault-strike-parallel joint development is likely inside 
the array. Trajectories inside the array are unlikely to rotate due to the effect of  
fault-parallel differential compressive remote stress. 
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Figure 3.25-b: An array of three successive parallel normal faults and fault-strike-
perpendicular stress distribution. Cross-joints configuration is likely. Trajectories 
outside the array do not rotate due to the effect of fault-parallel differential 
compressive remote stress. 
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3.5 CONCLUSION 
 
Results show that joint orientation is dependent on the vertical position with 
respect to the normal fault. In the hanging-wall, normal slip causes fault-parallel tension 
above the middle depth of the fault and compressive stress below the mid-depth. This 
distribution flips over in footwall. If we disregard the lateral tip and regions outside the 
lateral tips, there is only a narrow layer adjacent to the upper tip-line (in the hanging wall) 
and the bottom tip-line (in the footwall) that experiences fault-perpendicular tensile 
stress. The magnitude of the fault-perpendicular tensile stress around the upper or lower 
tip-lines is extensive, and the corresponding trajectories are parallel to the fault strike. 
This implies the possibility of fault-parallel joint development at a depth comparable to 
the very top or bottom of the fault; the magnitude of tensile stress and the direction of the 
trajectories are not sensitive to the magnitude of fault-parallel differential compression 
remote stress, which explains why fault-parallel joints may be most likely to occur 
around normal faults. There is a thicker zone around normal fault below the layer under 
discussion in which fault-parallel tensile stress is distributed but its magnitude is small 
and more sensitive to fault-parallel differential compressive remote stress.  
Mechanical properties significantly affect the pattern of tensile stress distribution. 
While a high value of Poisson’s ratio increases the magnitude of both fault-parallel and 
fault-perpendicular tension around the tip-lines, a low value         completely 
changes the fault-perpendicular tensile stress distribution pattern in mid-depth along an 
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isolated fault. A low value of Poisson’s ratio causes fault-perpendicular tensile stress to 
be distributed in a broad zone which covers both the footwall and the hanging-wall 
adjacent to the middle part of the fault. The magnitude of the tensile stress in that region 
is small and very sensitive to even a small value of fault-parallel differential compressive 
remote stress; however, an increase in buried depth, an increase in fault height, and the 
interaction between successive normal faults all increase the magnitude of tension. 
Trajectories inside the array of normal faults are unaffected by increasing fault-parallel 
differential compressive remote stress. This suggests a mechanism of opening mode 
fracture extension in a relatively wide area, induced by overburden. 
In general, normal fault can cause regional stress rotation, but the generated 
tension is not enough to exceed compressive remote horizontal stresses except in a small 
zone very close to the fault tip-line. For joint propagation, this deficiency in tension may 
be compensated for with extra pore pressure (more than Shmin, or even Sv in a normal 
faulting regime), regional tectonic strains during and subsequent to fault generation or 
propagation, or fault-perpendicular remote tension induced by bending effects. 
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CHAPTER 4  
Hydraulic Fracture Height Growth and Non-planar 
Propagation Paths
1
 
 
4.1 OVERVIEW 
Hydraulic fractures may not necessarily start perpendicular to the minimum 
horizontal remote stress due to the lack of alignment between the wellbore and the 
principal stresses, local stress perturbation, or natural fracture being adjacent to a 
horizontal well. In this chapter, we evaluate the SIF distribution along the upper front of 
the fracture using the 3-D boundary element displacement discontinuity model proposed 
in chapter 1 to explain how fracturing from misaligned horizontal wellbores may result in 
non-uniform height growth of the hydraulic fracture. Results show that the misalignment 
affects lateral extension and this nonplanar propagation has an impact on height growth 
and may result in restriction of the fracture height and fracture width. 
 
                                                 
1 The material of this chapter was used for the following presenting and proceeding: Sheibani F., J.E. 
Olson. 2013. Stress intensity factor determination for three-dimensional crack using the displacement 
discontinuity method with applications to hydraulic fracture height growth and non-planar propagation 
paths. In The International Conference for Effective and Sustainable Hydraulic Fracturing, Brisbane, 
Australia, 20-22 May 2013. This paper was supervised by Jon Olson. 
131 
 
 
4.2 INTRODUCTION 
The typical horizontal well orientation is parallel to minimum principal stress, and 
desired fractures are orthogonal to wellbore. However, fractures tend to initiate 
longitudinally along wellbore making misalignment with insitu stress, this causes non-
planar propagation. Hydraulic fractures may not necessarily start perpendicular to the 
minimum horizontal remote stress, due to the lack of alignment between the wellbore and 
the principal stresses, local stress perturbation, or natural fracture being adjacent to a 
horizontal well (Olson 2008). The geometry of a hydraulic fracture may be further 
complicated by lateral propagation that is non-planar and height growth that is non-
uniform. The non-planarity of the fracture path and its resultant near-wellbore width 
restriction and excessive treating pressure were considered by Olson (1995) and Olson 
and Wu (2012) using 2-D and pseudo-3-D displacement discontinuity modeling, 
respectively. In this chapter, we consider the effect of misalignment angle on the 
possibility of irregular height growth, as well as fringe fracture generation, by 
contemplating the stress intensity factor distribution around the periphery of misaligned 
hydraulic fracture. Wellbore stress effects are not considered in this study. 
 
4.3 THEORETICAL BACKGROUND 
 
Lateral kinking propagation of the vertical hydraulic fracture is modeled based on 
maximum circumferential stress criteria (Erdogan and Sih 1963), as explained in chapter 
2. Equations 2.2 and 2.3 are used to calculate the angle of crack extension and the 
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equivalent opening mode stress intensity factor in the direction of crack extension, 
respectively. 
The model takes into account the height growth as pure mode I propagation. Any 
contribution of mode III or out-of-plane shear on vertical propagation is ignored; 
however, we investigated the possibility of fringe crack generation based on mode I+III 
combination by evaluating mode III SIF along the upper front of the fracture. As 
discussed in section 2.5 above, the angle of twisting is dependent on the magnitude of 
mode III and mode I SIF, as well as on mechanical properties (Pollard et al. 1982); this is 
calculated using Equation 2.5. Higher values of mode III SIF (or a lower opening mode) 
result in a greater twisting angle. 
Fracture front propagation velocity defines which edge extends first. Charles’ 
power law (Atkinson 1984) is used to relate the equivalent opening mode stress intensity 
factor at the tip of the crack to the propagation velocity as follows: 
 
      
  
 
 
 
 
(4.1) 
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4.4 NUMERICAL MODELING 
For the propagation cases that follow, it is assumed that          
  = 15 MPa 
(where   denotes remote stresses),       is constant and equal to        , the remote 
compression differential stress is     
     
         , the propagation velocity 
exponent is    ,         and           . The initial fracture length and height are 
assumed to be 3 meters (a square crack), subdivided by 9 DDM elements. The fracture is 
assumed to remain rectangular during the propagation (i.e., the height is uniform along 
the entire length, but the crack path in plan-view can be non-planar). 
4.5 RESULTS AND DISCUSSION 
To examine the effect of horizontal well misalignment angle on fracture 
propagation (Figure 4.1), first it is assumed that the differential compression in   
direction    
     
   is     of the net injection pressure           
  . Fracture path 
non-planarity is strongly affected by the initial misalignment angle,  , especially for 
extreme cases. The starter fracture is centered at       and is rotated counterclockwise by 
 . The smallest misalignment       is the closest to planar fracture, and       is 
the most curved path.  
Non-planar propagation has an impact on height growth (Figures 4.2 and 4.3).  
For the smaller misalignment cases ( <= 45), crack height keeps pace with crack length 
growth for our imposed rectangular shape (Figure 4.2).  For the stronger misalignment 
cases of   > 45, the crack height growth is somewhat hindered to only ~80% of the 
length.  Looking at the opening mode SIF (KI) distribution along the top edge of the 
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fracture is more interesting, however, since our propagation algorithm responds only to 
the average crack tip SIF. The more severe the fracture reorientation, the lower the KI for 
the initial fracture segment; thus, for the 89 misalignment case, the KI at the center of the 
crack is 50% lower than it would be for a planar fracture.  This implies that at the 
wellbore, there could be a restriction in fracture height due to the non-planar propagation 
that might also restrict width and hinder infectivity. 
 
 
Figure 4.1: Map view of non-planar fracture paths (upper front propagation, 
  
 
      ).  
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Figure 4.2: Vertical versus lateral growth of the hydraulic fracture. 
 
 
Figure 4.3: KI along the upper front of hydraulic fracture implying height growth 
restriction around the wellbore due to misalignment normalized to SIF of planar 
fracture at     (upper front propagation, 
  
 
      ). 
 
The time progression of the KI variation along the top fracture front is displayed 
in Figure 4.4 for the case      . The KI at the initial fracture location (the injection 
location) grows very slowly in comparison to the curving wings of the fracture.    
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Figure 4.4: KI distribution variation normalized by the absolute maximum opening 
mode SIF during propagation along the upper front of a hydraulic fracture 
perforated from a misaligned horizontal wellbore. Misalignment angle,      . 
 
Although KI is restricted in the misaligned portion of the fracture, mode III or out-
of-plane shear SIF (KIII) is accentuated.  This twisting SIF could cause the fracture to 
break down into several en-echelon cracks, causing further propagation hindrance in the 
vertical direction. Figure 4.5 depicts the distribution of KIII for varying fracture 
misalignment based on the simulation of Figure 4.3.  
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Figure 4.5: Mode III SIF along the upper front of hydraulic fracture normalized to 
SIF of planar fracture at    ,  implying height growth restriction around the 
wellbore due to misalignment (upper front propagation, 
  
 
      ). 
As discussed in chapter 2 (Equation 2.1), the fracture path is affected by remote 
stresses, as well as by near-tip stress distribution, and is quantified by ratio   (Cruikshank 
et al. 1991).  The magnitude of   shows how fast the misaligned fracture will be aligned 
with maximum horizontal stress. Figure 4.6 shows that the larger the magnitude of   
ratio, the faster the fracture will be rotated to be aligned perpendicular to the minimum 
horizontal stress. Because the differential remote stress is kept constant for these three 
cases, a smaller magnitude of the ratio   means that the dominance of fracture-driving 
stresses results in a straighter fracture path. 
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Figure 4.6: R ratio effect on fracture path. Upper front propagation, 
  
 
      , 
      and     
     
         . 
 
4.6 CONCLUSION 
 
Lack of alignment between the wellbore and the principal stresses, local stress 
perturbation, or natural fracture adjacent to a horizontal well may result in misalignment 
in hydraulic fracture. In this chapter, we considred longitudinal hydraulic fracture 
propagation irregularities from misaligned horizontal wellbore. Results showed that the 
lateral propagation of misaligned hydraulic fracture is non-planar, that the fracture path 
non-planarity is strongly affected by the initial misalignment angle, and that non-planar 
propagation results in fracture width and height growth around a horizontal wellbore. In 
addition, mode III distribution and fringe crack generation is accentuated in the 
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misaligned portion of the wellbore, causing further propagation hindrance in the vertical 
direction. 
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CHAPTER 5 
Conclusions and Recommendations 
 
 
5.1 SUMMARY 
In this dissertation, a 3-D displacement discontinuity boundary element modeling 
was implemented to investigate some intrinsically 3-D natural or hydraulic fracture 
propagation problems. 
Stress intensity factor evaluation takes the central role in fracture propagation 
problems; in chapter 1, we examined the capability of DDM using constant rectangular 
discontinuity elements and considering the empirical constant proposed by Olson (1991) 
for cracks with simple geometry. Results showed that the accuracy of the model is 
excellent for rectangular and square-shaped cracks while being computationally 
inexpensive. When representing elliptical or penny-shaped cracks, the stepwise shape of 
the mesh boundary introduces a greater degree of error into the calculation, but the 
minimum and maximum SIF values can be accurately computed. Oscillation in SIF for 
curved front of fractures is due to the stepwise mesh boundary used to define the 
geometry of an ellipse or circle using rectangular elements. Because the SIF is 
proportional to displacement discontinuity, that deviation from an analytical solution is 
essentially related to the displacement discontinuity calculation and is merely an effect of 
the difference between the mesh and the geometry of the crack. 
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In chapter 2, the effect of fracture height on lateral propagation of vertical natural 
fractures was considered. The previous 2-D work done by Olson and Pollard (1989) was 
extended to 3-D in order to account for fracture height effects and how they might 
influence fracture propagation paths. Results showed that the important dimension in 
determining the degree of mechanical interaction and fracture path curving is the spacing-
to-height ratio, S/H.  Strong interaction occurs when the fracture is four times of spacing 
and the result of the fracture path when 2-D plane strain approximation is in good 
agreement with 3-D analysis, while weak interaction is seen when S/H > 0.25, where 2-D 
analysis is not accurate and three-dimensional modeling is necessary. Results showed that 
fracture height is as important as remote stresses in affecting the fracture path. In addition 
to the fracture path, the angle of intersection is influenced by the S/H ratio, with an 
asymptotic approach resulting for S/H < 0.25 and a roughly orthogonal approach for S/H 
>= 0.5.  
With regard to whether stress trajectories can predict fracture propagation paths, 
the trajectories do the best job of predicting propagation path for the lower S/H (thicker 
bed), but there is still some deviation. This means that principal trajectories may be used 
to predict the fracture path for 2-D plane strain problems with good accuracy, but for 3-D 
problems, principal trajectories are not enough accurate to predict the fracture path and an 
actual-propagation method is necessary. 
The fracture spacing-to-height ratio also affects the value and distribution of mode 
III SIF along the top and bottom front of vertical interacting fractures. Fringe crack 
generation in either natural fracture or hydraulic fractures, therefore, would be the result 
of curved path fracture interactions or of the conventionally accepted idea of temporal or 
spatial remote stress rotation. 
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Stress perturbation around normal faults varies spatially and is a 3-D problem. 
This perturbation might cause joint propagation and affect the orientation of joints with 
respect to normal faults. In chapter 3, the 3-D boundary element displacement 
discontinuity model described in chapter 1 was used to examine the geometrical 
relationship between genetically related normal faults and joints. Results showed that 
joint orientation is dependent on its vertical position with respect to the normal fault. 
Normal dip slip at faults around 50 to 70 generates tension mid-depth along an isolated 
fault only for Poisson’s ratios around 0.1 or less than that; two or more faults spaced 
within 1 fault height increases the magnitude of the tension and widens the area under 
tension. This area is proportional to the fault length and the height of the array of normal 
faults. The calculations presented in the present study represent a more physically 
reasonable match to measured field data than those previously published, and we also 
identified a new mechanism to explain the driving stress for opening mode fracture 
propagation upon burial of quasi-elastic rocks. 
 
5.2 FUTURE RESEARCH 
The current 3-D model considers a combination of in-plane and opening modes of 
fracture, but does not take into the account the contribution of out-of-plane shear (mode 
III) in fracture propagation. The ideal model of fracture propagation would include both 
mixed modes I+II and modes I+III. As a result of mixed mode I+III, the fracture front 
breaks into several twisted blades. The criteria for and mechanism of mixed mode I+III 
fracture propagation are still not fully understood; however, experiments done by Lin et 
al. (2010) and solutions suggested by Pons and Karma (2010) and Lazarus et al. (2001) 
might be used to approximate the number of fringe cracks, the spacing between them, and 
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the initial length upon generation. Moreover, since the boundary element displacement 
discontinuity model proposed in the present study is based on the governing equations of 
linear elasticity for homogeneous and elastic solids, it is unable to model multiple layers 
and heterogeneous body. Although finite element is advantageous for grossly 
heterogeneous problems, the current displacement discontinuity model can still be 
improved upon such that it takes into consideration multiple layers by modification in the 
analytical solution. Two distinct method are generally used in layered elastic theory to 
calculate displacement, stress, or strain-field in a multilayered body: the classical solution 
of axisymmetric problems using the stress function method, or the use of integral 
transform techniques. These methods can be employed to increase the accuracy of the 
model when mechanical properties change drastically between layers. 
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