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Abstract
For a set H of tournaments, we say H is heroic if every tournament, not
containing any member of H as a subtournament, has bounded chromatic
number. In [2], Berger et al. explicitly characterized all heroic sets containing
one tournament. Motivated by this result, we study heroic sets containing
two tournaments. We give a necessary condition for a set containing two
tournaments to be heroic. We also construct infinitely many minimal heroic
sets of size two.
1 Introduction
All graphs and digraphs in this paper are simple. For a graph G, the chro-
matic number of G, denoted by χ(G), is the minimum number of colors
needed to color vertices of G in such a way that there are no adjacent ver-
tices with the same color. Since the chromatic number of G is lower bounded
by its clique number ω(G) (the maximum number of pairwise adjacent ver-
tices of G), there has been great interest in a class of graphs whose chromatic
number is bounded by some function of its clique number. If C is a class of
graphs closed under induced subgraphs, and there exists a function f such
that χ(G) ≤ f(ω(G)) for every G ∈ C, then we say C is χ-bounded by a
χ-bounding function f . A well-known example of a χ-bounded class is the
class of perfect graphs. (A perfect graph is a graph with the property that,
χ(H) = ω(H) for every its induced subgraph H.) Clearly, the identity func-
tion is a χ-bounding function for the class of perfect graphs.
There are many results and conjectures about χ-bounded classes which
are obtained by forbidding certain families of graphs. A well-known example
is the strong perfect graph theorem [3] which states that the set of graphs
G, such that neither G nor its complement contains an induced odd cycle of
length at least five, is χ-bounded by the identity function. Recently, three
conjectures of Gya´rfa´s [10], regarding χ-bounded classes of graphs forbidding
some infinite sets of cycles, were proved in a series of papers by Chudnovsky,
Scott, Seymour and Spirkl. For a graph G and a set G of graphs, we say G
is G-free if G contains no members of G as induced subgraphs. The three
conjectures, which are now theorems, state as follows: If G is either one of
the following classes, then the set of all G-free graphs is χ-bounded.
• the set of all odd holes of length at least five (Scott and Seymour [21]);
• the set of all holes of length at least ` for some ` (Chudnovsky, Scott
and Seymour [4]);
• the set of all odd holes of length at least ` for some ` (Chudnovsky,
Scott, Seymour and Spirkl [6]).
Another conjecture due to Gya´rfa´s [9], independently proposed by Sum-
ner [23], deals with χ-bounded classes obtained by forbidding finite family F
of graphs. By the random construction of Erdo˝s [8], we know that for each
c and g, there exists a graph G with χ(G) ≥ c and minimum cycle length at
least g. This implies that for the class of F-free graphs to be χ-bounded, it is
necessary that F contains a forest. The Gya´rfa´s-Sumner conjecture asserts
that the necessary condition is also sufficient.
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The Gya´rfa´s-Sumner conjecture. Let K be a complete graph and F a
forest. Then, there exists c such that every {K,F}-free graph has chromatic
number at most c.
This conjecture is known to be true for several classes of forests [11, 12,
13, 20, 5], but is mostly wide open.
In this paper, we are interested in a similar question to the Gya´rfa´s-
Sumner conjecture for tournaments. A tournament is a digraph of which
underlying graph is a complete graph. For a tournament T and a set S ⊆
V (T ), we denote by T |S the subtournament of T induced on S. We say
S ⊆ V (T ) is transitive if T |S has no directed cycle.
For a tournament T and its vertices u and v, if uv ∈ E(T ), then we say
u is adjacent to v or v is adjacent from u. For two disjoint subsets X and Y
of V (T ), if every vertex in X is adjacent to every vertex in Y , then we say
X is complete to Y , and write X ⇒ Y . If T is obtained from the disjoint
union of tournaments T1 and T2 by adding all edges from V (T1) to V (T2),
we write T = T1 ⇒ T2.
For tournaments T1 and T2, if T2 is isomorphic to a subtournament of
T1, then we say T1 contains T2, and if T1 does not contain T2, we say T1 is
T2-free. If H is a set of tournaments and a tournament T is H-free for every
H ∈ H, then we say T is H-free.
For a positive integer k and a tournament T , a k-coloring of T is a map
φ : V (G) → C with |C| = k such that φ−1(c) is transitive for c ∈ C. The
chromatic number of a tournament T , denoted by χ(T ), is the minimum k
such that T admits a k-coloring. This tournament invariant was first intro-
duced by Neumann Lara [18].
In this paper, we study the tournament version of the Gya´rfa´s-Sumner
conjecture, that is, we investigate a class H of tournaments where every H-
free tournament has bounded chromatic number. Such a set is called heroic.
(A heroic set for graphs can be defined similarly. We direct the interested
reader to [7].)
Definition 1.1. A set H of tournaments is heroic if there exists c such that
every H-free tournament has chromatic number at most c.
For example, if H contains a cyclic triangle, then H is heroic since every
tournament with chromatic number at least three contains a cyclic triangle.
1.1 Tournaments with large chromatic number
Several graph classes with large chromatic number are known [17, 14, 16,
19, 1]. A complete graph is a trivial example, and a Mycielski graph is
2
a non-trivial example, which have clique number two but arbitrarily large
chromatic number. In contrast to graphs, few such classes of tournaments
have been developed. One is introduced in [2], as follows:
Construction of Dn. If T is a tournament and (X,Y, Z) is a partition
of V (T ) such that X ⇒ Y , Y ⇒ Z and Z ⇒ X, we call (X,Y, Z) a tri-
section of T , and if T |X, T |Y and T |Z are isomorphic to tournaments A,
B and C, respectively, we write T = ∆(A,B,C). We denote by I a one-
vertex tournament. We construct tournaments Dn as follows: D1 = I, and
for n ≥ 2, Dn = ∆(I,Dn−1, Dn−1). See Figure 1.
In section 2, we prove that the chromatic number of Dn is equal to n.
D3D1 D2
D2 D2
Figure 1: Dn for n = 1, 2, 3
In this section, we introduce another class of tournaments, which are
denoted by An, with large chromatic number. For a tournament T and an
integer n ≥ 2, if (X1, X2, . . . , X2n−1) is a partition of V (T ) such that for
1 ≤ i < j ≤ 2n− 1,
• Vj is complete to Vi if both i and j are odd, and
• Vi is complete to Vj if either i or j is even,
then we call (X1, X2, . . . , X2n−1) a ∆-partition of T , and we write T =
∆(T1, T2, . . . , T2n−1) where Ti = T |Vi for 1 ≤ i ≤ 2n − 1. Note that every
trisection of a tournament is a ∆-partition of it.
Construction of An. A1 is a one-vertex tournament, and for n ≥ 2,
An = ∆(I
(1), A
(1)
n−1, I
(2), A
(2)
n−1, . . . , A
(n−1)
n−1 , I
(n)) where each I(i) is isomor-
phic to I (a one-vertex tournament) and A
(i)
n−1 is isomorphic to An−1. See
Figure 2.
In section 2, we prove that χ(An) = n.
3
A1 A2
A3
A2 A2
Figure 2: An for n = 1, 2, 3.
1.2 Tournaments contained in heroic sets
Let T be a set of tournaments. If, for every tournament T ∈ T , every
subtournament of T is contained in T , then T is said to be hereditary. If for
every n, there exists a tournament in T with chromatic number larger than
n, we say T has unbounded chromatic number. It is easy to see that if T
is a hereditary class of tournaments and has unbounded chromatic number,
then every heroic set contains a tournament in T .
Proposition 1.2. Let T be a hereditary class of tournaments. If the chro-
matic number of T is unbounded, then every heroic set meets T .
For a set T of tournaments, the closure of T is the minimal hereditary
class of tournaments containing T . We define two classes of tournaments as
follows:
• D is the closure of {Dn | n ≥ 1}.
• A is the closure of {An | n ≥ 1}.
Since D and A have unbounded chromatic number, Proposition 1.2 im-
plies the following.
Theorem 1.3. Every heroic set intersects with D and A.
It is easy to see that two sets D and A are minimal in the sense that
there is no proper hereditary subset of D or A with unbounded chromatic
number.
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1.3 Forest tournaments
In the previous section, we constructed two (minimal) classes of tournaments
intersecting with all heroic sets. In this section, we introduce another class
of tournaments, which are called forest tournaments, intersecting with all
finite heroic sets.
If S is a finite set and σ is an ordering of S, then for a, b ∈ S, we write
a <σ b if a comes before b in σ. For example, if σ = s1, s2, . . . , sn, then
si <σ sj for every 1 ≤ i < j ≤ n. If S′ is a subset of S, then σ|S′ is the
sub-ordering of S on S′. We denote by σ \ S′ the ordering σ|(S − S′).
For a tournament T and an ordering σ = v1, v2, . . . , vn of V (T ), an edge
vivj of T is called a backward edge (under σ) if i > j. The backedge graph
Bσ(T ) of T with respect to σ is the ordered (undirected) graph with vertex
set V (T ) and vertex ordering σ such that uv ∈ E(Bσ(T )) if and only if
either uv or vu is a backward edge of T under σ. See Figure 3.
v1 v2 v3 v4
T and σ
v1 v2 v3 v4
Bσ(T )
Figure 3: T and Bσ(T )
The definition of a forest tournament is as follows:
Definition 1.4. For a tournament T , a forest ordering of V (T ) is an or-
dering σ = v1, v2, . . . , vn of V (T ) such that
• there exists i such that no two edges of Bσ(T ) between {v1, v2, . . . , vi}
and {vi+1, . . . , vn} are in the same component of Bσ(T ), and sub-
orderings v1, v2, . . . , vi and vi+1, . . . , vn of σ are forest orderings of
T |{v1, v2, . . . , vi} and T |{vi+1, . . . , vn}, respectively.
If such an ordering exists, we say T is a forest tournament and the partition
({v1, v2, . . . , vi}, {vi+1, . . . , vn}) of V (T ) is a forest cut of T (under σ).
For example, in Figure 4, T is a forest tournament with forest cut
({v1, v2, v3}, {v4, v5, v6, v7}) since T |{v1, v2, v3} and T |{v4, v5, v6, v7} are for-
est tournaments with forest cut ({v1}, {v2, v3}) and ({v4, v5}, {v6, v7}), re-
spectively.
In section 3, we will show the following theorem.
5
v1 v5 v7v2 v3 v4 v6
Figure 4: A tournament T with ordering σ and its backward edges.
Theorem 1.5. Every finite heroic set contains a forest tournament.
We will also show some properties of forest tournaments. For example,
we will show that the backedge graph Bσ(T ) of a forest tournament T with
forest ordering σ is a forest, which is the reason that we call this tournament
a forest tournament. We also prove that every forest tournament has chro-
matic number at most two, which shows the existence of (infinite) heroic
sets not containing any forest tournaments. (e.g. the set of all tournaments
with chromatic number three is heroic, but it does not contain any forest
tournaments.)
1.4 Small Heroic sets
A tournament H is called a hero if every H-free tournament has bounded
chromatic number, that is, H is a hero if and only if {H} is heroic. In [2],
Berger et al. explicitly characterized every hero as follows:
Theorem 1.6 (Berger et al. [2]). Let H be a tournament.
(1) H is a hero if and only if every strong component of H is a hero.
(2) If H is strongly connected, then H is a hero if and only if H =
∆(I,H1, H2) where H1 and H2 are heroes and one of them is tran-
sitive.
This result motivated us to the study of small heroic sets, in particu-
lar, heroic sets containing two tournaments. For a set H consisting of two
tournaments to be heroic, it must contain some tournament D in D by The-
orem 1.3. If D is a hero, then no matter what the other tournament in H is,
H is heroic. Thus, the only interesting case is when D is a non-hero. Every
non-hero in D is characterized as follows:
Lemma 1.7. For a tournament D ∈ D, D is a non-hero if and only if D
contains D3.
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We will prove this lemma in section 4.
Let D′ = {D ∈ D | D contains D3}, that is, the set of all non-heroes
in D. For a tournament F , we say a tournament H is an F -hero if there
exists c such that every {F,H}-free tournament T has chromatic number
at most c. For example, if F is a hero, then every tournament is an F -
hero. By answering the following question, we can characterize all heroic
sets consisting of two tournaments.
Question 1.8. Let D ∈ D′. Which tournaments are D-heroes?
In this paper, we give a necessary condition for a tournament H to be a
D-hero for D ∈ D′. Let Lk be a transitive tournament with k vertices.
Theorem 1.9. Let D be a tournament in D′. If a tournament H is a D-
hero, then H is isomorphic to one of the following. (See Figure 5.)
1) I;
2) H1 ⇒ H2 for some D-heroes H1 and H2;
3) ∆(I, Lk, H
′) or ∆(I,H ′, Lk) for some integer k and some D-hero H ′;
4) ∆(Lk1 , I, Lk2 , Lk3 , I) or ∆(I, Lk1 , Lk2 , I, Lk3) for some integers k1, k2, k3;
5) ∆(I,H ′, Lk1 , Lk2 , I) or ∆(I, Lk1 , Lk2 , H ′, I) for some integers k1, k2
and some D-hero H ′;
6) ∆(I, Lk1 , Lk2 , I, Lk3 , Lk4 , I) for some integers k1, k2, k3, k4.
We prove Theorem 1.9 in section 5.
1.5 D-heroes for D ∈ D′
The first result of Theorem 1.6 also holds for D-heroes.
Theorem 1.10. Let D be a tournament in D′. Then, a tournament H is a
D-hero if and only if every strong component of H is a D-hero.
Theorem 1.10 is straightforward by the following lemma proved in [2].
Lemma 1.11 (Berger et al. [2]). Let H1,H2 be sets of tournaments such
that every member of H1 ∪H2 has at most c (≥ 3) vertices. Let H = {H1 ⇒
H2 | H1 ∈ H1, H2 ∈ H2}. For every H-free tournament T , if every H1-free
subtournament of T and H2-free subtournament of T has chromatic number
at most c, then the chromatic number of T is at most (2c)4c
2
.
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I∆(I, Lk1, Lk2, I, Lk3, Lk4, I)
Lk1 Lk2 Lk3 Lk4
H1 H2
H1 ⇒ H2 ∆(I, Lk, H ′)
Lk H
′
∆(I,H ′, Lk)
H ′ Lk
∆(Lk1, I, Lk2, Lk3, I)
Lk1 Lk2 Lk3
∆(I, Lk1, Lk2, I, Lk3)
Lk1 Lk2 Lk3
∆(I,H ′, Lk1, Lk2, I)
Lk1 Lk2
∆(I, Lk1, Lk2, H
′, I, )
Lk1 Lk2
H ′ H
′
Figure 5: Tournaments in Theorem 1.9
We remark that Lemma 1.11 also implies (1) of Theorem 1.6.
In contrast to (1) of Theorem 1.6, the second result does not hold for
D-heroes in general. (Theorem 1.13 will give an example of a D-hero which
is strongly connected but does not admit a trisection.) However, it turns out
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that (2) of Theorem 1.6 holds for D-heroes admitting a trisection.
Theorem 1.12. Let D be a tournament in D′. Let H be a tournament
admitting a trisection. Then, H is a D-hero if and only if H is either
∆(I,H ′, Lk) or ∆(I, Lk, H ′) where k is a positive integer and H ′ is a D-hero.
Alghough the proof of Theorem 1.12 is the same as that of (2) of Theo-
rem 1.6 in [2], we give the proof in section 6 for reader’s convenience.
The smallest tournament in the list of Theorem 1.9, which cannot be
obtained from Theorem 1.10 or Theorem 1.12, is ∆(I, I, I, I, I). We simply
denote this tournament by U3. In the following theorem, we show that U3
is a D-hero for every D ∈ D′.
Theorem 1.13. Let D ∈ D′. Then, U3 is a D-hero.
The proof will be given in section 6.2.
Generalizing the definition of U3, let Un = ∆(I
(1), I(2), . . . , I(2n−1)), that
is, the tournament with V (Un) = {v1, v2, . . . , v2n−1} such that for 1 ≤ i <
j ≤ 2n − 1, vj is adjacent to vi if and only if both i and j are odd. See
Figure 6.
If n ≥ 5, then Un is not contained in the list in Theorem 1.9, and if
n ≤ 2, then Un is either a one-vertex tournament or a cyclic triangle, which
is a trivial D-hero. And by Theorem 1.13, we know that U3 is a D-hero for
every D ∈ D′. The only remaining case is that n = 4. So, we finish this
section with the following question.
U1 U2 U3 U4
Figure 6: Un for n = 1, 2, 3, 4.
Question 1.14. For which tournaments T ∈ D′, is U4 a T -hero? In partic-
ular, is U4 a D3-hero?
9
2 Classes of tournaments with unbounded chro-
matic number
In this section, we prove that χ(Dn) = χ(An) = n, which directly implies
Theorem 1.3.
Proposition 2.1. For every positive integer n, χ(Dn) = n.
Proof. We proceed by induction on n. If n = 1, then |V (D1)| = 1, so
χ(D1) = 1.
Let n ≥ 2, and suppose χ(Dk) = k for all k < n. Let (X1, X2, X3) be
a trisection of Dn such that |X1| = 1 and X2 and X3 induce Dn−1. Let
X1 = {x1} and φi : Xi → [n−1] be an (n−1)-coloring of Dn|Xi for i = 2, 3.
Such colorings exist by the induction hypothesis. Let φ : V (Dn)→ [n] be a
map such that φ(x1) = n and for v ∈ Vi, φ(v) = φi(v) for i = 1, 2. Then,
clearly, φ is an n-coloring of Dn, so χ(Dn) ≤ n.
To show χ(Dn) ≥ n, suppose there exists an (n−1)-coloring ψ : V (Dn)→
[n − 1] of Dn. Since χ(Dn−1) = n − 1, it follows that |ψ(X2)| = |ψ(X3)| =
n − 1. We may assume that ψ(x1) = n − 1. Let x2 ∈ X2 and x3 ∈ X3 be
vertices with ψ(x2) = ψ(x3) = n − 1. Such x2 and x3 exist as |ψ(X2)| =
|ψ(X3)| = n− 1. Then, {x1, x2, x3} induces a monochromatic cyclic triangle
in Dn which yields a contradiction. Therefore Dn is not (n − 1)-colorable,
implying that χ(Dn) = n. This completes the proof.
Proposition 2.2. For every positive integer n, χ(An) = n.
Proof. We proceed by induction on n. If n = 1, then |V (A1)| = 1, so χ(A1) =
1.
Let n ≥ 2, and assume the chromatic number of Ak is equal to k for
all k < n. Let ({v1}, X1, {v2}, X2, . . . , Xn−1, {vn}) be a ∆-partition of An
where An|Xj is isomorphic to An−1 for 1 ≤ j ≤ n− 1. Let φj : Xj → [n− 1]
be an (n − 1) coloring of An|Xj for j = 1, 2, . . . , n − 1. Then, the map
φ : V (An)→ [n] defined as, φ(vi) = n for i = 1, 2, . . . , n and φ(v) = φj(v) if
v ∈ Xj for j = 1, 2, . . . , n− 1, is an n-coloring of An.
To prove that An is not (n−1)-colorable, let us assume that there exists
an (n−1)-coloring ψ : V (An)→ [n−1] of An. Since ψ is an (n−1)-coloring,
there exist two vertices vp, vq with ψ(vp) = ψ(vq) and p < q by the pigeonhole
principle. We may assume that ψ(vp) = ψ(vq) = n − 1. Since An|Xp is not
(n − 2)-colorable, it follows that ψ(Xp) = [k − 1], and there exists y ∈ Xp
such that ψ(y) = n − 1. Then, {y, vp, vq} induces a monochromatic cyclic
triangle, a contradiction. This completes the proof.
10
In the remaining of this section, we investigate properties of tournaments
in A.
Proposition 2.3. If a tournament T ∈ A is strongly connected, then there
exists a ∆-partition of T .
Proof. Take the minimal n such that An contains T . We consider a ∆-
partition ({v1}, X1, {v2}, X2, . . . , Xn−1, {vn}) of An where An|Xj is isomor-
phic to An−1 for 1 ≤ j ≤ n− 1.
Let B = V (T ) ∩ {v1, v2, . . . , vn}. If B is empty, then let m be the min-
imum such that V (T ) ∩ Xm 6= ∅. Since V (T ) 6⊆ Xm by the minimality of
n, it follows that V (T ) \ Xm is not empty. So, V (T ) ∩ Xm is complete to
V (T ) \Xm in T , which yields a contradiction that T is strongly connected.
Therefore, B 6= ∅.
Let B = {vi1 , vi2 , . . . , vik} with i1 < i2 < · · · < ik. Observe that V (T ) \
B ⊆ ⋃ik−1j=i1 Xj since T is strongly connected. For 1 ≤ j ≤ k − 1, let Yj =
V (T ) ∩
(⋃ij+1−1
s=ij
Xs
)
. Then, vij is complete to Yj′ for j ≤ j′ ≤ k − 1 and
complete from Yj′′ for 1 ≤ j′′ ≤ j−1. So, ({vi1}, Y1, {vi2}, Y2, . . . , Yk−1, {vik})
is a ∆-partition of T . This completes the proof.
For a tournament T , a subset S ⊆ V (T ) and a vertex v outside of S, we
say v is mixed on S, if v has both an out-neighbor and an in-neighbor in S.
A subset S of V (T ) with 1 < |S| < |V (T )| is called homogeneous if every
vertex outside of S is not mixed on S.
Proposition 2.4. Let T be a strong tournament in A. If S is a maximal ho-
mogeneous set of T and ({v1}, X1, {v2}, X2, . . . , Xn−1, {vn}) is a ∆-partition
of T , then S = Xk for some 1 ≤ k ≤ n− 1.
Proof. Let B = {v1, v2, . . . , vn}. Clearly, S 6⊆ B. Choose the smallest m such
that Xm ∩ S 6= ∅, and let x ∈ Xm ∩ S.
We claim S ∩B = ∅. Suppose S ∩B 6= ∅, and let y ∈ S ∩B. Since v1 and
vn are mixed on {x, y}, they belong to S. By the definition of a homogeneous
set, there exists z ∈ V (T ) \ S, but z is mixed on {v1, vn}, a contradiction.
Therefore S ∩B = ∅.
If S 6⊆ Xm, then T |S is not strongly connected since S ∩Xm is complete
to S \Xm. So, it follows that S ⊆ Xm. Lastly, since Xm is homogeneous and
S is maximal, S = Xm. This completes the proof.
A tournament is prime if it does not have homogeneous sets. Observe
that if a tournament T has at least three vertices and is prime, then T is
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strongly connected. Recall that Un = ∆(I
(1), I(2), . . . , I(2n+1)) where I(i) is
a one-vertex tournament. It is easy to see that Un is prime.
Proposition 2.5. Let T ∈ A be a tournament with at least three vertices.
Then, T is prime if and only if T is isomorphic to Un for some integer
n ≥ 2.
Proof. The ‘if’ part is clear.
For the ‘only if’ part, if T is prime, then T is strongly connected, and by
Proposition 2.3, there exists a ∆-partition ({v1}, X1, {v2}, . . . , Xn−1, {vn})
of T .
If |Xi| ≥ 2 for some 1 ≤ i ≤ n, then Xi is homogeneous, so, |Xi| = 1 for
every i. Therefore, T is isomorphic to Un.
3 Proof of Theorem 1.5
Let F be the set of all forest tournaments. First, we show that F is heredi-
tary.
Proposition 3.1. Let T be a forest tournament with at least two vertices
and forest ordering σ. Then, for every v ∈ V (T ), T \v is a forest tournament
and σ \ v is its forest ordering.
Proof. We use induction on the number of vertices of T . Let |V (T )| = n and
let σ′ = σ \ v and T ′ = T \ v.
If n = 2, we are done since Bσ′(T
′) has no edge.
Let n > 2 and assume that Proposition 3.1 is true for every forest tour-
nament with less than n vertices. Let (V1, V2) be a forest cut of T under σ,
so T |Vi is a forest tournament with forest ordering σ|Vi for i = 1, 2. Without
loss of generality, let v ∈ V1. Let σ1 = σ|V1. If V1 = {v}, then T ′ is T |V2
which is a forest tournament with forest ordering σ′ = σ|V2. Thus we may
assume that |V1| > 1. Then, T |V1 is a forest tournament with forest ordering
σ1, and by the induction hypothesis, T |(V1 \ v) is a forest tournament with
forest ordering σ1 \ v. Therefore, (V1 \ v, V2) is a forest cut of T ′ under σ′,
and so T ′ is a forest tournament with forest ordering σ′. This completes the
proof.
Next, we prove that for a forest tournament T and its forest ordering σ,
Bσ(T ) does not contain a cycle as an induced subgraph. For an ordered graph
G with at least two vertices and vertex ordering σ = v1, . . . , vn, the thickness
of G (under σ) is the minimum number of edges between {v1, v2, . . . , vi} and
{vi+1, . . . , vn} over all i’s.
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Proposition 3.2. Let T be a forest tournament with forest ordering σ. If
Bσ(T ) is connected, then the thickness of Bσ(T ) is one.
Proof. Since Bσ(T ) is connected, its thickness is at least one. Let (V1, V2) be
a forest cut of T under σ. Since Bσ(T ) has one component, there is exactly
one edge between V1 and V2 in Bσ(T ). So, the thickness of Bσ(T ) is one.
Corollary 3.3. Let T be a forest tournament and σ its forest ordering.
Then, Bσ(T ) does not contain a cycle as an induced subgraph.
Proof. Suppose there exists V ′ ⊆ V (T ) such that Bσ(T )|V ′ is a cycle. Let
T ′ = T |V ′ and σ′ = σ|V ′. Then, T ′ is a forest tournament and σ′ is its
forest ordering by Proposition 3.1. Since a cycle is connected, Proposition 3.2
implies that the thickness of Bσ′(T
′) is one. However, for every partition
(V1, V2) of V (Bσ′(T
′)), there exist at least two edges between V1, V2 since
Bσ′(T
′) is a cycle, a contradiction. This completes the proof.
A forest (undirected graph) has chromatic number at most two. It holds
for a forest tournament as well.
Proposition 3.4. Every forest tournament has chromatic number at most
two.
Proof. Let T be a forest tournament with forest ordering σ. By Corollary 3.3,
Bσ(T ) is a forest, in particular, it is 2-colorable (as a graph coloring). So,
V (T ) can be partitioned into two sets (X,Y ) such that no pair of adjacent
vertices in the same set. Then, there is no backward edge in T |X (resp. T |Y )
under σ|X (resp. σ|Y ), which implies that X and Y are transitive sets in T .
So, χ(T ) ≤ 2.
The remaining of this section is devoted to proving Theorem 1.5. We
start with some definitions.
For a tournament T and an injective map φ : V (T )→ Z+, let σφ be the
ordering v1, v2, . . . , vn of V (T ) such that φ(vi) < φ(vj) for every i < j. For
a backward edge e of T under σφ, if its end vertices are x and y, we define
φ(e) = |φ(x)− φ(y)|. For integers r, s ≥ 1 and distinct e, f ∈ E(Bσφ(T )) we
say e and f are (r, s)-comparable (under φ) if
• there exists a path in Bσφ(T ) with at most s edges containing e and
f , and
• 1r ≤ φ(e)φ(f) ≤ r.
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For positive integers r and s, we denote by C(r,s) the class of tournaments
T such that there exists an injective map φ from V (T ) to Z such that no
two edges of Bσφ(T ) are (r, s)-comparable. It is easy to see that C(r,s) is
hereditary. The following is proved in [2].
Lemma 3.5 (Berger et al. [2]). For integers r, s ≥ 1, the chromatic number
of C(r,s) is unbounded. So, every heroic set meets C(r,s).
Lemma 3.5 provides infinitely many hereditary classes C(r, s) of tour-
naments meeting every heroic set. This implies that if H is a finite heroic
set, then H contains a tournament H belonging to C(r, s) for infinitely many
pairs (r, s). Observe that for e, f ∈ E(T ), if e and f are not (r, s)-comparable
under φ, then they are not (r′, s′)-comparable under φ for every positive in-
tegers r′(≤ r) and s′(≤ s). So, it follows that C(r,s) ⊆ C(r′,s′), and it directly
leads to the following lemma. Let C = ⋂r,s∈Z+ C(r,s).
Lemma 3.6. If H is a finite heroic set, then it contains H such that H ∈
C(r,s) for every positive integers r and s. That is, H ∩ C 6= ∅.
For a tournament T and a positive integer r, we say an injective map
φ : V (T )→ Z+ is r-incomparable, if for every pair (e, f) of edges of Bσφ(T )
in the same component, φ(e)φ(f) is either greater than r or less than
1
r . We note
that for r ≥ r′, if φ is r-incomparable, then it is r′-incomparable. We say a
vertex ordering σ of T is incomparable if for every positive integer r, there
exists an r-incomparable injective map φ : V (T )→ Z+ such that σ = σφ.
Lemma 3.7. Let T be a tournament. Then, T belongs to C if and only if
there exists an incomparable vertex ordering of T .
Proof. The ‘if’ part is clear by the definitions of C and an incomparable
vertex ordering.
For the ‘only if’ part, let |V (T )| = n. For each integer r ≥ 1, let φr
be an injective map from V (T ) to Z+ with the property that no two edges
of Bσφr (T ) are (r, n− 1)-comparable. Such φr exists by the definition of C.
Since for every pair (e, f) of edges in the same component of Bσφr (T ), there
exists a path P with at most n− 1 edges, with e, f ∈ E(P ), it follows that
φr(e)
φr(f)
is either greater than r or less than 1r . So, φr is r-incomparable.
Since there are finitely many orderings of V (T ), there exists an ordering
σ of V (T ) which is equal to σφr for infinitely many positive integers r.
We claim σ is incomparable. For every integer r′ ≥ 1, there exists r ≥ r′
such that σ = σφr . Since φr is r
′-incomparable, σ is incomparable.
14
We are ready to prove Theorem 1.5.
Proof of Theorem 1.5. We will show that for a tournament T and a vertex
ordering σ = v1, v2, . . . , vn of T , σ is incomparable if and only if σ is a forest
ordering. Then, by Lemma 3.6, Theorem 1.5 is straightforward.
We use induction on n. It is clear when n = 1. Let n > 1 and assume
that the statement holds for every tournament with less than n vertices.
Let σ be incomparable. Let φ : V (T )→ Z+ be a map such that
(1) σ = σφ, and
(2) for every e, f ∈ Bσφ(T ) in the same component, φ(e)φ(f) is either greater
than n− 1 or less than 1n−1 .
Take vi such that |φ(vi)− φ(vi+1)| is maximized. Let V1 = {v1, . . . , vi} and
V2 = {vi+1, . . . , vn}.
We claim that (V1, V2) is a forest cut of T under σ. Suppose there exist
two edges e and f between V1 and V2 contained in the same component of
Bσ(T ). Without loss of generality, we may assume that
φ(e)
φ(f) > n − 1, so
φ(e) > (n− 1)φ(f). Then, it follows by (2) that
φ(vn)− φ(v1) ≥ φ(e) > (n− 1)φ(f) ≥ (n− 1) (φ(vi+1)− φ(vi)) .
Since φ(vi+1)−φ(vi) ≥ φ(vj+1)−φ(vj) for every j = 1, 2, . . . , n−1, it follows
that (n− 1) (φ(vi+1)− φ(vi)) ≥ φ(vn)− φ(v1), which yields a contradiction.
Therefore, no two edges between V1 and V2 are in the same component of
Bσ(T ). Moreover, for i = 1, 2, σ|Vi is an incomparable vertex ordering of
T |Vi, so σ|Vi is a forest ordering of T |Vi by the induction hypothesis. Hence,
σ is a forest ordering of T with forest cut (V1, V2).
Conversely, suppose σ is a forest ordering of T with a forest cut (V1, V2)
where V1 = {v1, v2, . . . , vi} and V2 = {vi+1, . . . , vn}. Let T1 = T |V1 and
T2 = T |V2. By the induction hypothesis, σ|Vi is an incomparable vertex
ordering of T |Vi for i = 1, 2.
It is enough to show that for each r ≥ 1, there exists an injective map
φ : V (T )→ Z+ satisfying the conditions (1) and (2) above.
For i = 1, 2, let φi be an r-incomparable map from Vi to Z+ with σφi =
σ|Vi. Let φ1(vi) − φ1(v1) = a and φ2(vn) − φ2(vi+1) = b. We define an
injective map φ : V (T ) → Z+ as follows: φ(vj) = φ1(vj) for 1 ≤ j ≤ i and
φ(vj) = φ1(vi)+ab(r+1)
2+a(r+1)φ2(vj) for i+1 ≤ j ≤ n. Then, obviously,
σ = σφ.
We claim that φ is r-incomparable. Let e and f be edges of Bσ(T ) in
the same component. If either e, f ∈ E(Bσφ|V1(T1)) or e, f ∈ E(Bσφ|V2(T2)),
15
we are done. If one is an edge of Bσφ|V1(T1) and the other is an edge of
Bσφ|V2(T2), say e ∈ E(Bσφ|V1(T1)) and f ∈ E(Bσφ|V2(T2)), then φ(f)φ(e) ≥ r +
1 > r since φ(e) ≤ φ(vi)−φ(v1) = a and φ(f) ≥ a(r+1). So, we may assume
that either e or f is an edge between V1 and V2, say f . Then, e is contained in
Bσφ|V1(T1) or Bσφ|V2(T2) since e and f are contained in the same component
of Bσφ(T ). Note that φ(f) ≥ φ(vi+1)−φ(vi) = ab(r+1)2+a(r+1)φ2(vi+1) >
ab(r+ 1)2, and φ(e) ≤ max{φ1(vi)− φ1(v1), a(r+ 1) (φ2(vn)− φ2(vi+1))} ≤
ab(r+1). So, φ(f)φ(e) ≥ r+1 > r. Therefore, φ is r-incomparable. This completes
the proof.
4 Minimal non-heroes
Since every subtournament of a hero is a hero, it is interesting to characterize
minimal non-heroes. In [2], the authors showed that there are only five mini-
mal non-heroes. LetN be the tournament with five vertices {v1, v2, v3, v4, v5}
such that vi is adjacent to vj for 2 ≤ i < j ≤ 5 and v1 is complete
to {v2, v4} and complete from {v3, v5}. Let Sn be the tournament with
(2n − 1) vertices v1, v2, . . . , v2n−1 such that vi is adjacent to vj if and only
if j − i ∈ {1, 2, . . . , n− 1} mod (2n− 1). Let ∆2 = ∆(L2, L2, L2).
Theorem 4.1 (Berger et al. [2]). A tournament H is a hero if and only if
H does not contain D3, U3, N , S3 or ∆2.
In this section, we prove the following lemmas, which will be used to
prove Theorem 1.9.
Lemma 1.7. For a tournament D ∈ D, D is a non-hero if and only if D
contains D3.
Lemma 4.2. A contains U3 and ∆2, but does not contain D3, N or S3.
Lemma 4.3. F contains U3 and N , but does not contain D3, S3 or ∆2.
We remark that Lemma 1.7 is equivalent to that D3 is the only minimal
non-hero contained in D. Before proving the lemmas, we note that U3, N
and S3 are prime, that is, they do not contain homogeneous sets. We also
note that every minimal non-hero is strongly connected.
Proof of Lemma 1.7. Clearly, D3 ∈ D by the definition of D.
Suppose either U3, N , S3 or ∆2 is contained in D, say X. Let k be the
minimum integer such that Dk contains X. Since X is contained in Dk but
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Figure 7: Minimal non-heroes
not in Dk−1, and X is strongly connected, it follows that X has a trisection
(A,B,C) with |A| = 1, say A = {a}. So, X \ a is not strongly connected.
Since there is no such vertex a in ∆2, X is either U3, N or S3, which implies
that X is prime. So, B and C also contain only one vertex, which yields a
contradiction since |V (X)| = 5. This completes the proof.
Proof of Lemma 4.2. Clearly, U3,∆2 ∈ A since A3 contains U3 and A5 con-
tains ∆2. It is also trivial that N,S3 6∈ A by Proposition 2.5 since N and S3
are prime but not isomorphic to U3.
To show that D3 6∈ A, suppose D3 ∈ A. Since D3 is strongly connected,
it has a ∆-partition ({v1}, X1, {v2}, X2, . . . , Xn−1, {vn}) by Proposition 2.3.
Let ({x}, Y, Z) be a trisection of D3 where D3|Y and D3|Z are cyclic tri-
angles. Since Y and Z are maximal homogeneous sets of D3, it follows that
Y = Xi and Z = Xj for some i < j by Proposition 2.4. Thus, we obtain
that n ≥ 3, which is a contradiction since 7 = |V (D3)| ≥ n+ |Xi|+ |Xj | ≥ 9.
Therefore, D3 does not belong to A.
Proof of Lemma 4.3. Observe that U3 has a forest ordering v1, v2, v3, v4, v5
with backward edges {v1v4, v2v5}, andN has a forest ordering u1, u2, u3, u4, u5
with backward edges {u1u3, u1u5}. Hence, U3, N ∈ F .
Since D3 has chromatic number three, D3 is not a forest tournament by
Proposition 3.4.
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To prove S3 6∈ F , suppose S3 is a forest tournament, and σ is its forest
ordering. Let V (S3) = {v1, v2, . . . , v5} such that vi is adjacnet to vj if and
only if j − i ≡ {1, 2} mod 5. Since S3 is vertex-transitive, we may assume
that v1 is the first vertex in σ. The in-neighbors of v1 are v4 and v5, so v4 <σ
v5 since otherwise, {v1, v4, v5} induces a triangle in Bσ(S3). If v2 <σ v5, then
Bσ(S3)|{v1, v2, v4, v5} has thickness two, but it has only one component
which yields a contradiction by Proposition 3.2. Thus, v5 <σ v2, and we
have σ|{v1, v2, v4, v5} = v1, v4, v5, v2. Then, no matter where v3 is, Bσ(S3) is
connected and has thickness two, again a contradiction by Proposition 3.2.
Hence, S3 6∈ F .
Suppose ∆2 is a forest tournament. Let ({v1, v2}, {v3, v4}, {v5, v6}) be a
trisection of ∆2 where vi is adjacent to vi+1 for i = 1, 3, 5, and σ be a forest
ordering of ∆2. We may assume that either v1 or v2 is the first vertex in σ.
Let v1 be the first vertex in σ. Then, v5 <σ v6, since otherwise {v1, v5, v6}
induces a triangle in Bσ(∆2). If v6 <σ v3, then {v1, v3, v5, v6} induces a cycle
in Bσ(∆2). So, v3 <σ v6, and, by the same reason, v4 <σ v6.
If v2 <σ v5, then Bσ(∆2)|{v1, v2, v5, v6} is a cycle of length four. If
v5 <σ v2 <σ v6, then the induced subgraph Bσ(∆2)|{v1, v2, v3, v5, v6} is
connected and has thickness two. So, Corollary 3.3 and Proposition 3.2 im-
ply v6 <σ v2, and so v3 <σ v4 since otherwise, {v2, v3, v4} induces a triangle
in Bσ(∆2). If v5 <σ v4 <σ v6, then Bσ(∆2) is connected and has thick-
ness two, so Proposition 3.2 implies that v3 <σ v4 <σ v5. Now we have
σ = v1, v3, v4, v5, v6, v2 and the backward edges v5v1, v6v1, v2v3, v2v4. How-
ever, in this case, there is no forest cut of ∆2 under σ. It is a contradiction.
Hence, v2 is the first vertex in σ. Again, v5 <σ v6. If v1 <σ v6, then
{v1, v2, v6} induces a triangle in Bσ(∆2). Hence, v6 <σ v1. Then, no matter
where v3 is, Bσ(∆2)|{v1, v2, v3, v5, v6} is connected and has thickness two, a
contradiction by Proposition 3.2. Therefore ∆2 6∈ F .
5 Characterization of tournaments in A ∩ F
In this section, we characterize all tournaments in A ∩ F . We simply write
AF for A ∩ F .
Theorem 5.1. Let H be a tournament. Then, H ∈ AF if and only if it is
isomorphic to one of the following.
1) I;
2) H1 ⇒ H2 for H1, H2 ∈ AF ;
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3) ∆(I, Lk, H
′) or ∆(I,H ′, Lk) for an integer k and H ′ ∈ AF ;
4) ∆(Lk1 , I, Lk2 , Lk3 , I) or ∆(I, Lk1 , Lk2 , I, Lk3) for integers k1, k2, k3;
5) ∆(I,H ′, Lk1 , Lk2 , I) or ∆(I, Lk1 , Lk2 , H ′, I) for integers k1, k2 and
H ′ ∈ AF ;
6) ∆(I, Lk1 , Lk2 , I, Lk3 , Lk4 , I) for integers k1, k2, k3, k4.
Theorem 5.1 implies Theorem 1.9 as follows.
Proof of Theorem 1.9, assuming Theorem 5.1. Let D ∈ D′ and H be a D-
hero. Lemma 4.2 together with Lemma 4.3 imply D3 /∈ A ∪ F . So, since
D contains D3, D /∈ A ∪ F . So, by Theorem 1.3 and Theorem 1.5, H must
belong to AF . Therefore, H is a tournament in the list of Theorem 5.1. This
completes the proof.
In order to prove Theorem 5.1, we need the following lemmas. Observe
that AF is hereditary since both A and F are hereditary. We denote by C
a cyclic triangle.
Lemma 5.2. Let H = ∆(G1, G2, G3) for some tournaments G1, G2, G3. If
H ∈ AF , then, either G1, G2 or G3 is a one-vertex tournament, and one of
the others is transitive.
Proof. If |V (Gi)| ≥ 2 for every i = 1, 2, 3, then H contains ∆2, which is a
contradiction since ∆2 6∈ F by Lemma 4.3. So, either |V (G1)|, |V (G2)| or
|V (G3)| is equal to one. We may assume |V (G1)| = 1.
If both of G2 and G3 contain a cyclic triangle, then T contains D3, a
contradiction since D3 6∈ AF . So, either G2 or G3 is a transitive tournament.
This completes the proof.
Lemma 5.3. Let H = ∆(G1, G2, G3, G4, G5) for tournaments Gi. If H ∈
AF then (G1, G2, G3, G4, G5) is either
• (Lk1 , I, Lk2 , Lk3 , I), (I, Lk1 , Lk2 , I, Lk3),
• (I,H ′, Lk1 , Lk2 , I) or (I, Lk1 , Lk2 , H ′, I)
for some integers k1, k2, k3 and some H
′ ∈ AF .
Proof. First, we claim that G1, G3 and G5 are transitive tournaments.
(1) G1, G3, G5 does not contain a cyclic triangle.
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Let H1 = ∆(C, I, I, I, I), H2 = ∆(I, I, C, I, I) and H3 = ∆(I, I, I, I, C).
Since AF is hereditary, it is enough to prove that neither H1, H2 nor H3 is
contained in A. Suppose Hk ∈ A for some k ∈ {1, 2, 3}. Note that V (Hk)
contains a maximal homogeneous set S with three vertices inducing a cyclic
triangle, and there are two vertices complete to S and there are two vertices
complete from S.
Since Hk is strongly connected, there exists a ∆-partition of V (Hk),
({v1}, X1, {v2}, X2, . . . , Xn−1, {vn}), by Proposition 2.3. By Proposition 2.4,
there exists r such that S = Xr. Observe that |Xi| = 1 for every i(6= r) since
S is the only maximal homogeneous set of Hk. So, we obtain the following
inequality:
7 = |V (Hk)| = n+
n−1∑
i=1
|Xi| ≥ n+ 3 + (n− 2) = 2n+ 1.
So, n ≤ 3. If n = 2 then r = 1, and |V (Hk)| = n + |X1| = 5 < 7, a contra-
diction. Hence, n = 3. If X1 = S (resp. X2 = S), then there exists only one
vertex complete to S (resp. complete from S). This yields a contradiction
since in Hk, there are two vertices complete to S and two vertices complete
from S. Therefore, Hk 6∈ A for k = 1, 2, 3. This proves (1).
(2) ∆(I, C, I, I, L2),∆(L2, I, I, C, I) 6∈ F .
The complement of a forest tournament is a forest tournament. So, it is
enough to prove that ∆(I, C, I, I, L2) 6∈ F since ∆(L2, I, I, C, I) is the com-
plement of ∆(I, C, I, I, L2),
Let K = ∆(I, C, I, I, L2) and V (K) = {v1, v2, . . . , v8} such that for
1 ≤ i < j ≤ 8, vi is adjacent from vj if and only if (i, j) = (1, 5), (1, 7),
(1, 8), (2, 4), (5, 7), (5, 8) and (7, 8). Figure 8 describes all backward edges
of K under σ = v1, v2, . . . , v8.
v1 v2 v3 v4 v5 v6 v7 v8
Figure 8: All backward edges of K under σ
SupposeK is a forest tournament with forest ordering σ. Since {v2, v3, v4}
induces a cyclic triangle, there exists a backward edge vbva with a, b ∈
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{2, 3, 4} under σ. Since v1 is complete to {v2, v3, v4}, if vb <σ v1, then
{v1, va, vb} induces a cyclic triangle in Bσ(K). So, v1 <σ vb. Similarly, for
i = 5, 6, 7, 8, since vi is complete from {v2, v3, v4}, va <σ vi. Suppose vi <σ v1
for some i = 5, 6, 7, 8. Then, va <σ vi <σ v1 <σ vb, and K|{va, vi, v1, vb} has
thickness two under σ|{va, vi, v1, vb}, which yields a contradiction by Propo-
sition 3.2. Hence, v1 <σ vi for i = 5, 6, 7, 8.
Since Bσ(K) is a forest and v1 <σ vi for i = 5, 7, 8, it follows that
v8 <σ v7 <σ v5. Let us look at v6. If v7 <σ v6, then {v1, v8, v7, v6} induces
a cycle of length four in Bσ(K). So, v1 <σ v6 <σ v7. However, in this case,
K|{v1, v6, v8, v7, v5} has thickness two under σ|{v1, v6, v8, v7, v5}, which is a
contradiction. Therefore, K is not a forest tournament. This prove (2).
By (1), G1, G3 and G5 are transitive tournaments.
Case 1: |V (G1)| ≥ 2. Then G2 and G5 are one-vertex tournaments, since
otherwise, V (G1) ∪ V (G2) ∪ V (G5) induces a subtournament of H con-
taining ∆2 which is not a forest tournament by Lemma 4.3. By (2), G4
does not contain a cyclic triangle. This implies that (G1, G2, G3, G4, G5) =
(Lk1 , I, Lk2 , Lk3 , I) for some positive integers k1, k2 and k3.
Case 2: |V (G5)| ≥ 2. Similar to Case 1, we have (G1, G2, G3, G4, G5) =
(I, Lk1 , Lk2 , I, Lk3) for some positive integers k1, k2 and k3.
Case 3: |V (G1)| = |V (G1)| = 1. If both G2 and G4 contain a cyclic triangle,
then H contains A3, which is not a forest tournament since χ(A3) = 3. Thus,
either G2 or G4 is a transitive tournament. Finally, since AF is hereditary,
it follows that G2, G4 ∈ AF , so (G1, G2, G3, G4, G5) = (I,H ′, Lk1 , Lk2 , I) or
(I, Lk1 , Lk2 , H
′, I) for positive integers k1, k2 and H ′ ∈ AF . This completes
the proof.
Lemma 5.4. Let H = ∆(G1, G2, G3, G4, G5, G6, G7) for tournaments Gis.
If H ∈ AF then Gi is transitive for i = 1, . . . , 7 and |V (Gj)| = 1 for
j = 1, 4, 7.
Proof. For some j = 1, 4, 7, if |V (Gj)| ≥ 2, then H contains ∆2 which is not
a forest tournament by Lemma 4.3. So, Gj is a one-vertex tournament for
j = 1, 4, 7.
If either G2, G3, G5 or G6 contains a cyclic triangle, then T contains
either ∆(I, I, C, I, I), ∆(I, C, I, I, L2) or ∆(L2, I, I, C, I), which does not
belong to AF by Lemma 5.3. So, Gi is a transitive tournament for i =
2, 3, 5, 6. This completes the proof.
If T1 and T2 are tournaments with at least two vertices, then for a vertex
v ∈ V (T1), we say a tournament T is obtained from T1 by substituting T2
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for v if V (T ) = V (T1)∪V (T2) \ {v} and xy ∈ E(T ) if and only if one of the
following holds.
• xy ∈ E(T1 \ v) or xy ∈ E(T2),
• x ∈ V (T1), y ∈ V (T2) and xv ∈ V (T1),
• x ∈ V (T2), y ∈ V (T1), and vy ∈ V (H1).
We remark that every non-prime tournament can be obtained from a prime
tournament by substitutions. Now we are ready to prove Theorem 5.1.
Proof of Theorem 5.1. First, we prove the ‘only if’ part. Let H ∈ AF .
(1) If H is prime, then H is isomorphic to I, L2, U2(= C), U3 or U4.
If |V (H)| ≤ 2, then H is isomorphic to either I or L2, so we are done.
Assume that |V (H)| ≥ 3. Since H is prime and belongs to A, Proposi-
tion 2.5 implies that H is isomorphic to Un for some n ≥ 2. If n ≥ 5, then
Un contains ∆2, so Un 6∈ F by Lemma 4.3. Therefore, H is isomorphic to
either U2(= C), U3 or U4.
Since I ∈ AF , we can obtain L2 from 2), U2 from 3), U3 from 4) and U4
from 6).
Let us consider the case that H is not prime, that is, H can be ob-
tained from some prime tournament G0 with |V (G0)| > 1 by substituting
G1, G2, . . . , Gn for vertices v1, v2, . . . , vn of G0. For each i, since Gi is a sub-
tournament of H, it also belongs to AF . In particular, G0 ∈ AF . So, by (1),
G0 is isomorphic to either L2, U2, U3 or U4. Then, Lemma 5.2, Lemma 5.3
and Lemma 5.4 imply that H is isomorphic to one of the tournaments in
the list of Theorem 5.1.
Now we prove the ‘if’ part, that is, every tournament H in the list of
Theorem 5.1 belongs to AF . Since the complement of a tournament in AF
belongs to AF , we need to consider the following six cases.
Case 1. It is trivial when H = I.
Case 2. H = H1 ⇒ H2 for some H1, H2 ∈ AF .
To show H ∈ A, choose ki such that Aki contains Hi for i = 1, 2. Let
K = max{k1, k2}. Then, AK+1 contains H since AK+1 contains two copies
A
(1)
K and A
(2)
K of AK where V (A
(1)
K ) is complete to V (A
(2)
K ).
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To show that H ∈ F , let σi be a forest ordering of Hi for i = 1, 2. Let
σ = σ1, σ2, that is, for u, v ∈ V (H), v <σ u if either
• v ∈ V (H1) and u ∈ V (H2),
• v, u ∈ V (H1) and v <σ1 u, or
• v, u ∈ V (H2) and v <σ2 u.
Then, σ is a forest ordering of H, and so H is a forest tournament. Therefore
H ∈ AF .
Case 3. H = ∆(I, Lk, H
′) for an integer k and H ′ ∈ AF .
To show H ∈ A, let M be a positive integer such that AM−1 contains
H ′ and M > k. Then, clearly, AM contains ∆(I, Lk, H ′).
To show H ∈ F , let v1, v2, . . . , vn be a forest ordering of H ′, and V (Lk) =
{ui | 1 ≤ i ≤ k} with ui → uj for 1 ≤ i < j ≤ k. Then, the ordering
u1, u2, . . . , uk, v1, v2, . . . , vn, w is a forest ordering of ∆(I, Lk, H), so, H is a
forest tournament. Therefore, H ∈ AF .
Case 4. H = ∆(Lk1 , I, Lk2 , Lk3 , I) for integers k1, k2, k3;
To proveH ∈ A, letK = k1+k2+k3. Then, UK contains ∆(Lk1 , I, Lk2 , Lk3 , I)
and so, ∆(Lk1 , I, Lk2 , Lk3 , I) belongs to A.
Let σ = a, b, y1, y2, . . . , yk2 , x1, x2, . . . , xk1 , z1, z2, . . . , zk3 be a vertex or-
dering of ∆(Lk1 , I, Lk2 , Lk3 , I) with backward edges {xia | 1 ≤ i ≤ k1} ∪
{zjb | 1 ≤ j ≤ k3}. Then, σ is a forest ordering of H. So H is a forest
tournament.
Case 5. H = ∆(I,H ′, Lk1 , Lk2 , I) for integers k1, k2 and H ′ ∈ AF .
Let M > k1 + k2 be a positive integer such that AM−1 contains H ′. Then,
AM contains H, so H ∈ A.
To prove H ∈ F , let σ′ = v1, v2, . . . , vn be a forest ordering of H ′. Let
σ = a, v1, v2, . . . , vn, b, x1, x2, . . . , xk1 , y1, . . . , yk2 be a vertex ordering of H
with backward edge set the union of the set of backward edges of H ′ under
σ′, {ab}, {xia | 1 ≤ i ≤ k1} and {yib | 1 ≤ i ≤ k2}. Then, σ is a forest
ordering. So, H ∈ F .
Case 6. H = ∆(I, Lk1 , Lk2 , I, Lk3 , Lk4 , I) for integers k1, k2, k3, k4.
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Let
σ = x1, . . . , xk1 , c, z1, . . . , zk3 , b, y1, . . . , yk2 , a, w1, . . . , wk4
be a vertex ordering of ∆(I, Lk1 , Lk2 , I, Lk3 , Lk4 , I) where the set of back-
ward edges is {(a, xi) | i ∈ [k1]} ∪ {(wi, c) | i ∈ [k4]} ∪ {(b, c)} ∪ {(b, zi) |
i ∈ [k3]} ∪ {(yi, b) | i ∈ [k2]} ∪ {(a, b)}. Then, σ is a forest ordering, so
∆(I, Lk1 , Lk2 , I, Lk3 , Lk4 , I) is a forest tournament.
To prove ∆(I, Lk1 , Lk2 , I, Lk3 , Lk4 , I) ∈ A, let K = k1 + k2 + k3 + k4 + 1.
Then, U4(I, Lk1 , Lk2 , I, Lk3 , Lk4 , I) is contained in AK .
This completes the proof.
6 Constructions of heroes
In this section, we prove Theorem 1.12 and Theorem 1.13.
6.1 Proof of Theorem 1.12
We start with the following observations.
Observation 6.1. Let D ∈ D′, and H be the set of all D-heroes.
(1) H is hereditary since for a tournament T and its subtournament T ′,
every T ′-free tournament is T -free.
(2) H is closed under taking complement since every tournament has the
same chromatic number with its complement.
We need a lemma from [2] in order to prove Theorem 1.12. We first give
the following definitions.
For tournaments G,H and an integer a, an (a,G,H)-jewel is a tourna-
ment T with |V (T )| = a such that every partition (A,B) of V (T ), either
T |A contains G or T |B contains H. We say a tournament T contains an
(a,G,H)-jewel chain of length n if there exist vertex disjoint subtourna-
ments J1, J2, . . . , Jn of T , which are (a,G,H)-jewels, such that V (Ji) is
complete to V (Jj) for 1 ≤ i < j ≤ n.
Lemma 6.2 (Berger et al. [2]). Let H, K be tournaments and a ≥ 1 an
integer. If either H or K is transitive, then there is a map fH,K : Z+×Z+ →
Z+ satisfying the following property. For every ∆(I,H,K)-free tournament
G, if
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• c1 is an integer such that every H-free subtournament of G and K-free
subtournament of G has chromatic number at most c1, and
• c2 is an integer such that every subtournament of G containing no
(a,H,K)-jewel-chain of length four has chromatic number at most c2,
then G has chromatic number at most fH,K(c1, c2).
We also need the following result of Stearns [22].
Theorem 6.3 (Stearns [22]). For every integer k ≥ 1, every tournament
with at least 2k−1 vertices contains Lk.
Proof of Theorem 1.12. Let D ∈ D′ and H a tournament admitting a tri-
section.
Suppose H is a D-hero. Then, H belongs to AF , and by Lemma 5.2,
H is isomorphic to ∆(I,H ′, Lk) or ∆(I, Lk, H ′) for some positive integer
k and H ′ ∈ AF . Since H ′ is a subtournament of H, it is a D-hero by
Observation 6.1 (1). This proves the ‘only if’ part.
For the ‘if’ part, it is enough to show that H = ∆(I,H ′, Lk) is a D-
hero by Observation 6.1 (2). Let c be an integer such that every H ′-free
tournament has chromatic number at most c. We show that there exists d
such that every H-free tournament T has chromatic number at most d. Let
a = 2k|V (H ′)|.
(1) For every tournament T ′, if T ′ contains no (a,H ′, Lk)-jewels, then χ(T ′)
is less than a+ c.
If T ′ is H ′-free, then χ(T ′) ≤ c. So, we may assume that T ′ contains H ′. Let
H1, H2, . . . ,Hm be vertex disjoint subtournaments of T
′ isomorphic to H ′
with m maximum. Let J =
⋃min{m,2k}
i=1 V (Hi).
If m ≥ 2k, then T ′|J is an (H ′, Lk)-jewel. (For every partition (X,Y ) of
J , if T ′|X is H ′-free, then Y meets V (Hi) for every i = 1, 2, . . . , 2k, which
implies |Y | ≥ 2k. So, T ′|Y contains Lk by Theorem 6.3.) Thus, m < 2k. Note
that T ′ \ J is H ′-free by the maximality of m, so it has chromatic number
at most c. Therefore, the chromatic number of T ′ is at most
χ(T ′|J) + χ(T ′ \ J) ≤ |J |+ c < a+ c.
This proves (1).
By (1), we may assume that T contains (a,H ′, Lk)-jewels. Let J be the
set of all (a,H ′, Lk)-jewels, J1 = {J ′ ⇒ J ′′|J ′, J ′′ ∈ J } and J2 = {J ′1 ⇒
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J ′′1 |J ′1, J ′′1 ∈ J1}. Since every J -free subtournament of T has chromatic num-
ber at most a + c by (1), every J1-free subtournament of T has chromatic
number at most some constant c1 by Lemma 1.11 with H1 = H2 = J . By
applying Lemma 1.11 again, there exists c2 such that every J2-free subtour-
nament of T has chromatic number at most c2. Since every tournament not
containing (a,H ′, Lk)-jewel-chain of length four is J2-free, it has chromatic
number at most c2. Hence, by Lemma 6.2, there exists d such that every
H-free tournament has chromatic number at most d. This completes the
proof.
6.2 Proof of Theorem 1.13
To prove Theorem 1.13, we need the following result of Liu [15]. (Recall that
Sn is a tournament defined at the beginning of Section 4.)
Theorem 6.4. (Liu [15]) Let T be a prime tournament. Then, T is U3-
free if and only if T is isomorphic to Sn for some n ≥ 1 or V (T ) can be
partitioned into sets X1, X2, X3 such that X1 ∪ X2, X2 ∪ X3 and X3 ∪ X1
are transitive.
Proof of Theorem 1.13. We prove that for a tournament T , if T is {Dn, U3}-
free for some n ≥ 2, then T is 3n−2-colorable. This implies Theorem 1.13
since for every D ∈ D′, there exists Dn containing D, and every {D,U3}-free
tournament is {Dn, U3}-free. We use induction on |V (T )|.
The base case is that either n = 2 or T is prime. If n = 2, then χ(T ) = 1
since T is D2-free. If T is prime and n > 2, then Theorem 6.4 implies that
G is two colorable, so we are done.
Suppose T is not prime, and assume the statement is true for every graph
with less than |V (T )| vertices.
Let T be {Dn, U3}-free for some n > 2. Since T is not prime, T is obtained
from some prime tournament G0 by substitutions, and Theorem 6.4 implies
that either
• G0 is isomorphic to Sm for some m ≥ 2, or
• V (G0) can be partitioned into sets X1, X2, X3 such that X1 ∪ X2,
X2 ∪X3 and X3 ∪X1 are transitive.
For the first case, let V (G0) = {v1, v2, . . . , v2m−1} with vivj ∈ E(G0)
for every i, j with j − i ∈ {1, 2, . . . ,m − 1} mod 2m − 1, and let T be
obtained from G0 by substituting Gi for vi for i = 1, 2, . . . , 2m − 1. For
every edge vivj of G0, there exists a vertex vk such that vj → vk and vk →
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vi. Hence, if both Gi and Gj contain Dn−1, then for every v ∈ V (Gk),
V (Gi) ∪ V (Gj) ∪ {v} induces a subtournament of T containing Dn, which
yields a contradiction. Therefore, all tournamentsG1, G2, . . . , G2m−1 but one
are Dn−1-free. Without loss of generality, let G1, G2, . . . , G2m−2 be Dn−1-
free.
By the induction hypothesis, there exist a 3n−3-coloring φi : V (Gi) →
{1, 2, 3}n−3 of Gi for i = 1, 2, . . . , 2m − 2 and a 3n−2-coloring φ2m−1 :
V (G2m−1)→ {1, 2, 3}n−2 of G2m−1.
We define a map φ : V (T )→ {1, 2, 3}n−2 as follows:
• for v ∈ V (G2m−1), φ(v) = φ2m−1(v);
• for i = 1, 2, . . . ,m− 1 and v ∈ V (Gi), φ(v) = {1} × φi(v), and
• for i = m,m+ 1, . . . , 2m− 2 and v ∈ V (Gi), φ(v) = {2} × φi(v).
We claim that φ is a 3n−2-coloring of T . Suppose there exist three vertices
u ∈ V (Gi), v ∈ V (Gj) and w ∈ V (Gk) inducing a monochromatic cyclic
triangle in T . Clearly, i, j and k are all distinct. Indeed, {i, j, k} intersects
with only one of {1, 2, . . . ,m − 1} and {m,m + 1, . . . , 2m − 2} by the defi-
nition of φ. However, in either case, {u, v, w} is transitive, a contradiction.
Therefore, φ is a 3n−2-coloring of T .
For the second case, let {Gv | v ∈ V (G0)} be tournaments such that
T is obtained from G0 by substituting Gv for v for every v ∈ G0. Clearly,
Gv is {Dn, U3}-free for v ∈ V (G0). For each v ∈ V (G0), let φv : V (Gv) →
{1, 2, 3}n−3 be a 3n−3-coloring of Gv if Gv is Dn−1-free, and φv : V (Gv) →
{1, 2, 3}n−2 be a 3n−2-coloring of Gv if Gv contains Dn−1. We define a map
φ : V (G)→ {1, 2, 3}n−2 as follows.
• for v ∈ V (G0) and u ∈ Gv, if Gv contains Dn−1, then let φ(u) = φv(u);
• for v ∈ v(G0) and u ∈ Gv, if Gv is Dn−1-free and v ∈ Xi, then let
φ(u) = {i} × φv(u).
We claim that φ is a 3n−2-coloring of T . Suppose there exist three vertices
u1 ∈ V (Gv1), u2 ∈ V (Gv2) and u3 ∈ V (Gv3) inducing a monochromatic
cyclic triangle in T . Clearly, v1, v2 and v3 are all distinct vertices of G0.
If two of Gv1 , Gv2 and Gv3 contain Dn−1, then V (Gv1) ∪ V (Gv2) ∪ V (Gv3)
induces a subtournament of T containing Dn, which yields a contradiction.
So, without loss of generality, let Gv1 and Gv2 be Dn−1-free. Then, for u1
and u2 to have the same color in φ, v1 and v2 belong to the same X` for
some ` = 1, 2, 3. Then, by the condition that X1 ∪X2, X2 ∪X3 and X3 ∪X1
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are transitive in G0, {v1, v2, v3} is transitive in G0 and so {u1, u2, u3} is
transitive in T , a contradiction. Therefore, φ is a 3n−2-coloring of G. This
completes the proof.
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