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Abstract. Model checking based on Petri net unfoldings is an approach widely applied
to cope with the state space explosion problem.
In this paper we propose a new condensed representation of a Petri net’s behaviour called
merged processes, which copes well not only with concurrency, but also with the other
sources of state space explosion, viz. sequences of choices and non-safeness. Moreover,
this representation is sufficiently similar to the traditional unfoldings, so that a large
body of results developed for the latter can be re-used. Experimental results indicate
that the proposed representation of a Petri net’s behaviour alleviates the state space
explosion problem to a significant degree and is suitable for model checking.
Keywords: Merged processes, Petri net unravelling, Petri net unfolding, state space
explosion, model checking, formal verification.
1 Introduction
Reactive system is commonly described by a set of concurrent processes that interact with
each other [7, 9]. Processes typically have descriptions which are short and manageable, and
the complexity of the behaviour of the system as a whole comes from highly complicated
interactions between them. One way of coping with this complexity problem is to use formal
methods and, especially, computer aided verification tools implementing model checking (see,
e.g., [1]) — a technique in which the verification of a system is carried out using a finite
representation of its state space.
The main drawback of model checking is that it suffers from the state space explosion
problem [18]. That is, even a relatively small system specification can (and often does) yield
a very large state space. To cope with this, several techniques have been developed, which
usually aim either at a compact representation of the full state space of the system, or at the
generation of a reduced state space (that is still sufficient for a given verification task). Among
them, a prominent technique is McMillan’s (finite prefixes of) Petri net unfoldings (see, e.g., [6,
10, 13]). They rely on the partial order view of concurrent computation, and represent system
states implicitly, using an acyclic net, called an unfolding prefix.
There are several common sources of state space explosion. One of them is concurrency,
and the unfolding techniques were primarily designed for efficient verification of highly concur-
rent systems. Indeed, complete prefixes are often exponentially smaller than the corresponding
reachability graphs, because they represent concurrency directly rather than by multidimen-
sional ‘diamonds’ as it is done in reachability graphs. For example, if the original Petri net
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consists of 100 transitions which can fire once in parallel, the reachability graph will be a 100-
dimensional hypercube with 2100 nodes, whereas the complete prefix will be isomorphic to the
net itself. However, unfoldings do not cope well with some other important sources of state
space explosion, in particular with sequences of choices and non-safeness. Below we consider a
few examples illustrating this problem.
First, consider Figure 1 with the dashed part not taken into account. The cut-off condition
proposed in [6] copes well with this Petri net (since the marking reached after either choice
on each stage is the same — in fact, the Petri net has very few reachable markings), and the
resulting prefix is linear in the size of the original Petri net. However, if the dashed part of the
figure is taken into account, the smallest complete prefix is exponential in the size of the Petri
net, since no event can be declared a cut-off (intuitively, each reachable marking of the Petri
net ‘remembers’ its past). Thus Petri nets performing a sequence of choices leading to different
markings may yield exponential prefixes.
Another problem arises when one tries to unfold non-safe Petri nets. Consider the Petri
net in Figure 2(a). Its smallest complete unfolding prefix contains mn instances of t, since
the unfolding distinguishes between different tokens on the same place. One way to cope with
non-safe nets is to convert them into safe ones and unfold the latter, as was proposed in [6].
However, such an approach destroys the concurrency and can lead to very large prefixes;
e.g., this approach applied to the Petri net in Figure 2(b) would yield a prefix exponential in
the size of the original Petri net,1 while the traditional unfolding technique would yield a prefix
which is linear in its size [6].
The described problems with Petri net unfoldings should be viewed in the light of the fact
that all the above examples have a very simple structure — viz. they are all acyclic, and thus
many model checking techniques, in particular those based on the marking equation [10, 15,
17], could be applied directly to the original Petri nets. And so it may happen that a prefix
exponential in the size of the Petri net is built for a relatively simple problem!
In this paper we propose a new condensed representation of a Petri net’s behaviour called
merged processes, which remedies the problems described above. It copes well not only with
concurrency, but also with other sources of state space explosion we mentioned, viz. sequence of
choices and non-safeness. Moreover, this representation is sufficiently similar to the traditional
unfoldings, so that a large body of results developed for unfoldings can be re-used.
The main idea behind this representation is to fuse some equally labelled nodes in the com-
plete prefix of the Petri net being verified, and use the resulting net as the basis for verification.
For example, the unfolding of the Petri shown in Figure 1 (even with the dashed part taken
into account) will collapse back to the original net after the fusion. In fact, this will happen in
all the examples considered above. Of course, such a fusion can result in various problems, in
particular cycles can appear and the marking equation alone is not sufficient for verification of
such nets. The rest of this paper is devoted to formally defining this transformation and solving
some of the arising problems. The experimental results indicate that the proposed represen-
tation of a Petri net’s behaviour alleviates the state space explosion problem to a significant
degree and is suitable for model checking.
2 Basic notions
In this section we introduce the basic notions concerning Petri nets and their unfoldings (see
also [3, 6, 10, 11, 13, 15–17]).
1 In this approach, transitions with an adjacent place in common are interleaved in the unfolding; so
here, firing a set of transitions gives a sequence of events, where the local marking of the last one
is the marking reached by the firing, and this marking is in one-to-one correspondence to the set.
Since each marking must be represented in the unfolding prefix, there must be an event for each set
of transitions.
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Fig. 1. A Petri net.
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Fig. 2. Non-safe Petri nets (a,b).
2.1 Petri nets
A net is a triple N
df
= (P, T, F ) such that P and T are disjoint sets of respectively places and
transitions, and F ⊆ (P × T ) ∪ (T × P ) is a flow relation. A marking of N is a multiset M of
places, i.e., M : P → N
df
= {0, 1, 2, . . .}. The standard rules about drawing nets are adopted in
this paper, viz. places are represented as circles, transitions as boxes, the flow relation by arcs,
and the marking is shown by placing tokens within circles. As usual, •z
df
= {y | (y, z) ∈ F}
and z•
df
= {y | (z, y) ∈ F} denote the pre- and postset of z ∈ P ∪ T . In this paper, the presets
of transitions are restricted to be non-empty, i.e., •t 6= ∅ for every t ∈ T . A net system (or
Petri net) is a pair Σ
df
= (N,M0) comprising a finite net N and an initial marking M0. It is
assumed that the reader is familiar with the standard notions of Petri net theory, such as the
enabledness and firing of a transition, reachability of a marking, the marking equation, safety
and deadlock (see, e.g., [17] for a brief introduction).
2.2 Branching processes
A branching process [3, 6, 10] β of a Petri net Σ is a finite or infinite acyclic net which can be
obtained through unfolding Σ, by successive firings of transition, under the following assump-
tions: (i) for each new firing a fresh transition (called an event) is generated; and (ii) for each
newly produced token a fresh place (called a condition) is generated. There exists a unique
(up to isomorphism) maximal (w.r.t. the prefix relation) branching process of Σ called the
unfolding of Σ. For example, the unfolding of the Petri net in Figure 3(a) is shown in part (b)
of this figure (with the dashed lines ignored).
The unfolding is infinite whenever Σ has an infinite run; however, if Σ has finitely many
reachable states then the unfolding eventually starts to repeat itself and can be truncated (by
identifying a set of cut-off events) without loss of essential information. The sets of conditions,
events, arcs and cut-off events of β will be denoted by B, E, G and Ecut , respectively, (note
that Ecut ⊆ E), and the labelling function mapping the nodes of β to the corresponding nodes
of Σ will be denoted by h.
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Since β is acyclic, the transitive closure of its flow relation is a partial order < on B ∪ E,
called the causality relation. (The reflexive order corresponding to < will be denoted by ≤.)
Intuitively, all the events which are smaller than an event e ∈ E w.r.t. < must precede e in any
valid execution of β containing e. To make this precise, consider the implicit initial marking
of β, given by putting a single token in each condition which does not have an incoming arc,
i.e., in each minimal condition w.r.t. <. Note that h is a homomorphism: it maps the conditions
in the preset (postset resp.) of an event e bijectively to the preset (postset resp.) of h(e) and,
intuitively, it maps the (implicit) initial marking of β to the initial marking of Σ. Such as
any homomorphism, h maps runs of β to runs of Σ. It is known that in acyclic nets like β, a
marking is reachable if and only if it is a solution to the marking equation [17].
Two nodes x, y ∈ B ∪ E are in conflict, denoted x#y, if there are distinct events e, f ∈ E
such that •e ∩ •f 6= ∅ and e ≤ x and f ≤ y. Intuitively, no valid execution of β can contain
two events in conflict. Two nodes x, y ∈ B ∪E are concurrent, denoted x co y, if neither y#y ′
nor y ≤ y′ nor y′ ≤ y. Intuitively, two concurrent events can be enabled simultaneously, and
executed in any order, or even concurrently. For example, in the branching process shown in
Figure 3(b) the following relationships hold: e1 < e5, e3#e4 (due to the choice at c2) and
c1 co c4.
Due to its structural properties (such as acyclicity), the reachable markings of Σ can be
represented using configurations of β. A configuration is a set of events C ⊆ E \ Ecut such
that for all e, f ∈ C, ¬(e#f) and, for every e ∈ C, f < e implies f ∈ C. For example, in
the branching process shown in Figure 3(b) {e1, e3, e5} is a configuration whereas {e1, e2, e3}
and {e1, e5} are not (the former includes events in conflict, e1#e2, while the latter does not
include e3 even though e3 < e5). Intuitively, a configuration is a partial-order execution, i.e., an
execution where the order of firing of some of its events (viz. concurrent ones) is not important.
After starting β from the implicit initial marking (see above) and executing all the events in
C, one reaches the marking denoted by Cut(C). Mark(C) denotes the corresponding marking
of Σ, reached by firing a transition sequence corresponding to the events in C. A branching
process β is marking-complete w.r.t. a set Ecut ⊆ E if for every reachable marking M of Σ
there exists a configuration C of β such that C ∩Ecut = ∅ and Mark(C) = M ; moreover, β is
complete if it is marking-complete and for each configuration C of β such that C ∩ Ecut = ∅
and each event e /∈ C of the unfolding such that C ∪ {e} is a configuration of the unfolding,
C ∪{e} is also a configuration of β (e may be in Ecut); this additional preservation of firings is
sometimes used for deadlock detection. Complete branching processes are often called complete
(unfolding) prefixes. There are algorithms for building complete prefixes [6, 10], which ensure
that the number of non-cut-off events |E \ Ecut | in a complete prefix can never exceed the
number of reachable markings of Σ.
3 Merged processes
In this section we introduce the notion of a merged process, which is the main construction
investigated in this paper.
Definition 1 (occurrence-depth). Let β be a branching process of a Petri net Σ, and x
be one of its nodes (condition or event). The occurrence-depth of x is defined as the maxi-
mum number of h(x)-labelled nodes on any directed path starting at a minimal condition and
terminating at x in the directed graph representing β.
The above notion is well-defined since there is always at least one directed path starting at a
minimal condition and terminating at x, and the number of all such paths is finite.
Definition 2 (merged process). Given a branching process β, the corresponding merged
process µ = Merge(β) is a Petri net which is obtained in two steps, as follows:
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Fig. 3. A Petri net (a), its unfolding with the occurrence-depths of conditions shown in brackets and
the conditions to be fused connected by dashed lines (b), and its unravelling (c).
Step 1: the places of µ, called mp-conditions, are obtained by fusing together all the condi-
tions of β which have the same labels and occurrence-depths; each mp-condition inherits its
label and arcs from the fused conditions, and its marking is the total number of minimal
conditions which were fused into it.
Step 2: the transitions of µ, called mp-events, are obtained by merging all the events which
have the same labels, presets and postsets (after step 1 was performed); each mp-event
inherits its label from the merged events (and has exactly the same connectivity as either
of them), and it is declared cut-off iff all the events merged into it were cut-off events in β.
Figure 3(b,c) illustrates this notion. In the sequel, ~ will denote the function mapping the
nodes of β to the corresponding nodes of µ, and Ê, B̂, Ĝ, M̂0, Êcut and ĥ will denote the set
of its mp-events, the set of its mp-conditions, its flow relation, its initial marking, the set of its
cut-off events and the labelling function mapping the nodes of µ to the corresponding nodes
of Σ (note that ĥ ◦ ~ = h). The merged process corresponding to the (full) unfolding of Σ will
be called the unravelling of Σ. A few simple properties of merged processes are listed below:
1. There is at most one mp-condition pk resulting from the fusion of conditions labelled by
place p of Σ occurring at depth k ≥ 1.
2. Two distinct conditions in β having the same label and occurrence-depth are either con-
current or in conflict. Hence, if the original Petri net was safe then all the conditions in β
which were fused into the same mp-condition pk of µ were in conflict.
3. For two mp-conditions of µ, pk and pk+1, there is a directed path from the former to latter.
Moreover, if pk+1 is present and k ≥ 1 then pk is also present.
4. In general, µ is not acyclic, as illustrated by Figure 3. This, in turn, leads to complica-
tions for model checking, in particular the marking equation can have spurious solutions,
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i.e., solutions which do not correspond to any reachable marking. To simplify model check-
ing, one could stop fusing conditions in Definition 2 when this leads to cycles, but this is
not a satisfactory solution, since µ is not uniquely defined in such a case; moreover, this
would lead to lower compression. So we chose to allow cycles, and strengthen the marking
equation with additional constraints excluding spurious solutions (see later on).
5. There can be events consuming conditions in the postset of a cut-off mp-event. Consider
e.g., the unfolding of the net below which is truncated after t2; in the corresponding merged
process (which is isomorphic to the net itself) the t2-labelled mp-event will be a cut-off:
t1
t2
t3
6. There is a strong correspondence between the runs of Σ and its merged processes: σ is a
run of Σ iff σ = ĥ(σ̂) for some run σ̂ of the merged process corresponding to the (full)
unfolding of Σ.
Indeed, this claim holds for the full unfolding of Σ in place of the unravelling. For the ‘only-
if’-part observe: if a Petri net Σ ′′ is obtained from some Petri net Σ ′ by fusing places, then
each run of Σ′ is still a run of Σ′′. Therefore, the net obtained from the full unfolding by
performing just Step 1 of Definition 2 also satisfies the ‘only-if’-part. Now Step 2 simply
removes duplicate events with the same label, and so does not affect the runs.
For the ‘if’-part, recall that the labelling of nodes in the full unfolding is a homomorphism.
Since no event has two equally labelled conditions in its preset (postset) respectively, the
labelling after fusing conditions is still a homomorphism, and so is the labelling after re-
moving duplicate events. Hence, we are done by the general property that homomorphisms
map runs to runs.
A multiset Ĉ of mp-events is an mp-configuration of µ if Ĉ = ~(C) for some configuration C
of the (full) unfolding of Σ. (There is a subtlety here: we have to use the full unfolding rather
than β since µ can contain mp-configurations which are not ~-images of any configurations
in β; otherwise, the mp-configurations of a merged process might fail to be well-defined if that
merged process can arise from two different unfolding prefixes. E.g., for the picture above,
consider the full unfolding and the prefix β that arises from removing the t3-labelled event
succeeding the t2-labelled event: both give rise to the same merged process µ, and the mp-
configuration of µ comprised of the instances of t2 and t3 is not an image of any configuration
of β, but it is the image of a configuration in the full unfolding.)
If Ĉ is an mp-configuration then the corresponding mp-cut Cut(Ĉ) is defined as the marking
of µ reached by executing all the events of Ĉ starting from the initial marking M̂0. (Cut(Ĉ)
can be efficiently computed using, e.g., the marking equation.) Moreover, Mark(Ĉ) is defined
as ĥ(Cut(Ĉ)). Note that if Ĉ = ~(C) then Mark(Ĉ) = Mark(C).
Canonical merged processes Since Merge is a deterministic transformation, one can easily
define the canonical merged process as Merge(β), where β is the canonical unfolding prefix [11].
This allows for an easy import of the results of [10, 11] related to the canonicity. We expect
that this will help us to define in a static way cut-off events in Petri net unravellings and to
develop a direct unravelling algorithm.
The size of a merged process One can see that in Definition 2 the fusion of conditions
can only decrease the number of conditions without affecting the number of events or arcs;
moreover, merging events can only decrease the number of events and arcs, without affecting
the number of conditions. Hence, the following result holds:
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Problem Net Unfolding Unravelling
|P | |T | |B| |E| |Ecut | MC [s] |B̂| |Ê| MC [s] |Ê|/|T | |E|/|Ê|
Q 163 194 16123 8417 1188 <1 248 256 <1 1.32 32.88
Speed 33 39 4929 2882 1219 <1 92 175 <1 4.49 16.47
Dac(6) 42 34 92 53 0 <1 42 35 <1 1.03 1.51
Dac(9) 63 52 167 95 0 <1 63 53 <1 1.02 1.79
Dac(12) 84 70 260 146 0 <1 84 71 <1 1.01 2.06
Dac(15) 105 88 371 206 0 <1 105 89 <1 1.01 2.31
Dp(6) 36 24 204 96 30 <1 60 37 <1 1.54 2.59
Dp(8) 48 32 368 176 56 <1 80 49 <1 1.53 3.59
Dp(10) 60 40 580 280 90 <1 100 61 <1 1.53 4.59
Dp(12) 72 48 840 408 132 <1 120 73 <1 1.52 5.59
Elev(1) 63 99 296 157 59 <1 73 89 <1 0.90 1.76
Elev(2) 146 299 1562 827 331 <1 150 241 <1 0.81 3.43
Elev(3) 327 783 7398 3895 1629 <1 304 588 <1 0.75 6.62
Elev(4) 736 1939 32354 16935 7337 3 634 1387 5 0.72 12.21
Hart(25) 127 77 179 102 1 <1 153 102 <1 1.32 1.00
Hart(50) 252 152 354 202 1 <1 303 202 <1 1.33 1.00
Hart(75) 377 227 529 302 1 <1 453 302 <1 1.33 1.00
Hart(100) 502 302 704 402 1 <1 603 402 <1 1.33 1.00
Key(2) 94 92 1310 653 199 <1 147 402 9 4.37 1.62
Key(3) 129 133 13941 6968 2911 <1 201 1086 time 8.17 6.42
Key(4) 164 174 135914 67954 32049 <1 255 2054 — 11.80 33.08
Mmgt(1) 50 58 118 58 20 <1 61 58 <1 1.00 1.00
Mmgt(2) 86 114 1280 645 260 <1 111 282 <1 2.47 2.29
Mmgt(3) 122 172 11575 5841 2529 2 159 662 <1 3.85 8.82
Mmgt(4) 158 232 92940 46902 20957 6 207 1206 <1 5.20 38.89
Sent(25) 104 55 383 216 40 <1 120 81 <1 1.47 2.67
Sent(50) 179 80 458 241 40 <1 195 106 <1 1.33 2.27
Sent(75) 254 105 533 266 40 <1 270 131 <1 1.25 2.03
Sent(100) 329 130 608 291 40 <1 345 156 <1 1.20 1.87
Table 1. Experimental results for benchmarks with deadlocks.
Proposition 1 (size). If β is finite then µ is finite and |B̂| ≤ |B|, |Ê| ≤ |E| and |Ĝ| ≤ |G|.
This result allows to import all the upper bounds proved for unfolding prefixes [6, 10, 11];
in particular, since for every safe Petri net Σ one can build a marking-complete branching
process with the number of events not exceeding the number of reachable markings of Σ,
the corresponding merged process µ has the same upper bound on the number of its events.
However, the upper bound given by Proposition 1 is rather pessimistic; in practice, merged
processes are much more compact than the unfolding prefixes.
Tables 1 and 2 show the results of our experiments. The popular set of benchmarks collected
by J.C. Corbett [2] has been attempted. The meaning of the columns is as follows (from left
to right): the name of the problem; the number of places and transitions in the original Petri
net; the number of conditions, events and cut-off events in the unfolding prefix; the time taken
by deadlock checking based on unfoldings (discussed in the next section); the number of mp-
conditions and mp-events in the corresponding merged process; the time taken by deadlock
checking based on merged processes (discussed in the next section); and the ratios |Ê|/|T |
and |E|/|Ê| giving measures of compactness of the merged process relative to the original
Petri net and its unfolding prefix, respectively. The unfolding prefixes in our experiments were
built using the algorithm described in [6, 10, 11], and the corresponding merged processes were
obtained by application of the algorithm given by Definition 2. The algorithm for building
merged processes directly from Petri nets is a matter of future research, see Section 5.
One can see that merged processes can be by orders of magnitude smaller than unfolding
prefixes, and, in many cases, are just slightly greater than the original Petri nets. In fact, in
some of the examples merged processes are smaller than the original Petri nets due to the
elimination of dead transitions.
Since merged processes are inherently more compact than unfolding prefixes, it would be
natural to seek sharper upper bounds than the trivial ones given by Proposition 1. In particular,
it would be interesting to identify subclasses of Petri nets whose unfolding prefixes can be
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Problem Net Unfolding Unravelling
|P | |T | |B| |E| |Ecut | MC [s] |B̂| |Ê| MC [s] |Ê|/|T | |E|/|Ê|
Abp 43 95 337 167 56 <1 75 83 <1 0.87 2.01
Bds 53 59 12310 6330 3701 <1 145 359 <1 6.08 17.63
Ftp 176 529 178085 89046 35197 14 304 875 47 1.65 101.77
Cyclic(3) 23 17 52 23 4 <1 39 21 <1 1.24 1.10
Cyclic(6) 47 35 112 50 7 <1 84 45 <1 1.29 1.11
Cyclic(9) 71 53 172 77 10 <1 129 69 <1 1.30 1.12
Cyclic(12) 95 71 232 104 13 <1 174 93 <1 1.31 1.12
Dme(2) 135 98 487 122 4 <1 309 98 <1 1.00 1.24
Dme(3) 202 147 1210 321 9 <1 463 148 <1 1.01 2.17
Dme(4) 269 196 2381 652 16 <1 617 197 <1 1.01 3.31
Dme(5) 336 245 4096 1145 25 <1 771 246 <1 1.00 4.65
Dme(6) 403 294 6451 1830 36 <1 925 295 <1 1.00 6.20
Dme(7) 470 343 9542 2737 49 <1 1079 344 <1 1.00 7.96
Dme(8) 537 392 13465 3896 64 2 1233 393 <1 1.00 9.91
Dme(9) 604 441 18316 5337 81 2 1387 442 <1 1.00 12.07
Dme(10) 671 490 24191 7090 100 4 1541 491 <1 1.00 14.44
Dme(11) 738 539 31186 9185 121 7 1695 540 <1 1.00 17.01
Dpd(4) 36 36 594 296 81 <1 81 78 <1 2.17 3.79
Dpd(5) 45 45 1582 790 211 <1 102 100 <1 2.22 7.90
Dpd(6) 54 54 3786 1892 499 <1 123 122 <1 2.26 15.51
Dpd(7) 63 63 8630 4314 1129 <1 144 144 <1 2.29 29.96
Dpfm(2) 7 5 12 5 2 <1 10 5 <1 1.00 1.00
Dpfm(5) 27 41 67 31 20 <1 31 31 <1 0.76 1.00
Dpfm(8) 87 321 426 209 162 <1 89 209 <1 0.65 1.00
Dpfm(11) 1047 5633 2433 1211 1012 <1 313 1211 <1 0.21 1.00
Dph(4) 39 46 680 336 117 <1 87 108 <1 2.35 3.11
Dph(5) 48 67 2712 1351 547 <1 129 293 2 4.37 4.61
Dph(6) 57 92 14590 7289 3407 <1 198 904 time 9.83 8.06
Dph(7) 66 121 74558 37272 19207 3 277 2773 — 22.92 13.44
Furn(1) 27 37 535 326 189 <1 70 98 <1 2.65 3.33
Furn(2) 40 65 4573 2767 1750 <1 121 432 3 6.65 6.41
Furn(3) 53 99 30820 18563 12207 <1 180 1224 time 12.36 15.17
Gasnq(2) 71 85 338 169 46 <1 87 103 <1 1.21 1.64
Gasnq(3) 143 223 2409 1205 401 <1 173 325 92 1.46 3.71
Gasnq(4) 258 465 15928 7965 2876 7 308 748 time 1.61 10.65
Gasnq(5) 428 841 100527 50265 18751 326 505 1449 — 1.72 34.69
Gasq(1) 28 21 43 21 4 <1 35 21 <1 1.00 1.00
Gasq(2) 78 97 346 173 54 <1 96 111 <1 1.14 1.56
Gasq(3) 284 475 2593 1297 490 <1 316 509 14 1.07 2.55
Gasq(4) 1428 2705 19864 9933 4060 8 1540 3004 time 1.11 3.31
Over(2) 33 32 83 41 10 <1 51 39 <1 1.22 1.05
Over(3) 52 53 369 187 53 <1 89 97 <1 1.83 1.93
Over(4) 71 74 1536 783 237 <1 138 217 <1 2.93 3.61
Over(5) 90 95 7266 3697 1232 <1 186 375 46 3.95 9.86
Ring(3) 39 33 97 47 11 <1 58 40 <1 1.21 1.18
Ring(5) 65 55 339 167 37 <1 110 97 <1 1.76 1.72
Ring(7) 91 77 813 403 79 <1 160 146 <1 1.90 2.76
Ring(9) 117 99 1599 795 137 <1 210 194 <1 1.96 4.10
Rw(6) 33 85 806 397 327 <1 51 85 <1 1.00 4.67
Rw(9) 48 181 9272 4627 4106 <1 75 181 <1 1.00 25.56
Rw(12) 63 313 98378 49177 45069 <1 99 313 <1 1.00 157.12
Table 2. Experimental results for deadlock-free benchmarks.
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exponential in the size of the original Petri net, but whose merged prefixes are only polynomial.
Below, we present two such results.
Proposition 2 (unravelling of an acyclic Petri net). If Σ is an acyclic Petri net then its
unravelling is isomorphic to the Petri net obtained from Σ by removing all its dead transitions
and unreachable places.
This result easily follows from the fact that no token in an acyclic Petri net can ‘visit’ a place
more than once, and thus the occurrence-depth of every condition in the unfolding of Σ is 1.
On the other hand, unfolding prefixes of even safe acyclic Petri nets can be exponential in the
size of the original nets (e.g., this is the case for the acyclic Petri net in Figure 1 with the
dashed part taken into account).
In the discussion below, SFCk denotes the class of safe free-choice Petri nets whose tran-
sitions’ postsets have the cardinality less or equal to k ∈ N ∪ {∞}; hence, SFC∞ denotes
the class of safe free-choice Petri nets. It turns out that if k 6= ∞ then the marking-complete
merged processes for the nets in SFCk are polynomial in the size of the original nets, even
though their unfolding prefixes can be exponential; e.g., the Petri net in Figure 1 (with the
dashed part taken into account) is in SFC2 and its complete prefix is exponential in its size.
Proposition 3 (merged processes of SFCk-nets). For any k ∈ N, there exist marking-
complete merged processes of SFCk-nets polynomial in the sizes of the original nets.
Proof. Every marking of a safe free-choice Petri net can be reached in a number of steps that
is polynomial in the net size [4]; let this number be m for a given SFCk-net. Consider the
branching process β obtained by truncating the full unfolding in such a way that it contains
exactly those events e which have at most m − 1 causal predecessors (i.e., events preceding e
in the partial order induced by <). Then, β is marking-complete, and the occurrence-depth of
every condition in β is polynomial, and so there are only polynomially many mp-conditions in
the corresponding merged process.
In the unfolding of a safe free-choice Petri net, the conditions in the preset of any event have
the same occurrence-depth, since the token coming to such a condition cannot be consumed
until the other conditions in this preset became marked. Hence there are only polynomially
many presets of mp-events in the merged process.
Moreover, since the postsets of all the mp-events have the cardinality bounded by k ∈ N and
there are only polynomially many mp-conditions, there are only polynomially many postsets
of mp-events in the merged process. Hence, by Definition 2, there are only polynomially many
mp-events in the merged process. ut
It is unlikely that the above proposition can be generalised to SFC∞, since a merged
process can have exponentially many instances of a transition t with the same preset but
different postsets, as illustrated by the Petri net in Figure 4. In the unfolding of this net,
the instances of places pi can either have the occurrence-depth 1 or, after firing transitions vi
and wi, the occurrence-depth 2. Hence, instances of t produce instances of places pi with the
occurrence-depths 2 or 3, in all possible combinations. Of course, none of these t-instances is
needed for marking-completeness, and hence this net is not a proper counterexample, but it
looks like such a counterexample can be built.
However, one should note that the expressive power of SFCk for k ≥ 2 is comparable with
that of SFC∞, since every transition of an SFC∞-net with the postset of cardinality greater
than k can be replaced by a tree of transitions with postsets of cardinality not exceeding k,
and the resulting Petri net will be in SFCk.
Note that the above results are given only for the sake of showing that merged processes
are inherently more compact than unfolding prefixes.
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w1 wn
p1 pn
v1 vnu1 un
t
Fig. 4. A safe free-choice Petri net.
The finiteness of a merged process In view of Proposition 1, µ is finite if β is. However, it is
not obvious that the reverse holds, since, in general, infinitely many nodes of β can correspond
to a single node of µ; for example, this is the case for the p-labelled conditions and t-labelled
events of the full unfolding of the net below:
p t
However, by the analog of Ko¨nig’s lemma for branching processes [11, 10], if β is infinite then
there exists an infinite path in β. Since the number of places in Σ is finite, some place p ∈ P
is repeated infinitely many times along this path, and so the occurrence-depth of its instances
grows unboundedly in β. Thus there are infinitely many instances of p after fusion, and the
following result holds:
Proposition 4 (finiteness). µ is finite iff β is finite.
Again, this result allows to import into the new framework all the finiteness results proved for
unfolding prefixes [6, 10, 11].
The completeness of a merged process The marking-completeness of a merged process
is defined similarly to the marking-completeness of a branching process. A merged process µ
is marking-complete w.r.t. a set Êcut ⊆ Ê if for every reachable marking M of Σ there exists
an mp-configuration Ĉ of µ such that Ĉ ∩ Êcut = ∅ and Mark(Ĉ) = M .
Let C be a configuration of β and Ĉ = ~(C) be the corresponding configuration in µ. One
can easily show that if C contains no cut-off event then Ĉ contains no cut-off mp-events, and
that Mark(C) = Mark(Ĉ). Hence the following result holds:
Proposition 5 (marking-completeness). If β is marking-complete then µ is marking-com-
plete.
However, no such result holds for full completeness. Figure 5 shows a deadlock-free Petri
net, its complete unfolding prefix and the corresponding merged process. In the merged process,
{ê2, ê5} is an mp-configuration containing no cut-off mp-events and such that the corresponding
mp-cut does not enable any mp-events; since the Petri net is deadlock-free, firings are obviously
not preserved. Note that in the corresponding configuration {e1, e8} of the unfolding, e8 is a
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ê4 t4 ê5t5 ê6 t6
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Fig. 5. A deadlock-free Petri net (a), its unfolding with the occurrence-depths of conditions shown in
brackets and the nodes to be fused or merged connected by dashed lines (b), and the corresponding
merged process (c). Cut-off events and mp-events are depicted as boxes with double borders.
cut-off event, and so completeness is satisfied. However, e8 and a non-cut-off event e4 are
mapped to the same mp-event ê5, and so ê5 is not declared a cut-off mp-event.
Since the completeness does not generally hold for merged processes, model checking algo-
rithms developed for unfolding prefixes relying on the preservation of firings (e.g., some of the
deadlock checking algorithms in [8, 10, 13–15]) cannot be easily transferred to merged processes.
However, marking-completeness is sufficient for most purposes, as the transitions enabled by
the final state of an mp-configuration can be easily found using the original Petri net.
The model checking algorithm proposed in the next section does not make use of cut-off mp-
events, and so they can be removed from the merged process before model checking. Whether
preservation of firings could be recovered and whether cut-off mp-events are useful at all is a
matter of further research.
4 Model checking based on merged processes
The existing model checking algorithms [8, 10, 12–15] working on complete prefixes of Petri net
unfoldings are usually based on the following non-deterministic algorithm:
choose a set of events C ⊆ E \ Ecut
if C is a configuration violating the property of interest (e.g., deadlock-freeness)
then accept /* C is a certificate convertible to a witness trace */
else reject
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Various kinds of solvers have been employed to implement it, e.g., ones based on mixed-
integer programming [15], stable models of logic programs [8], integer programming [10] and
Boolean satisfiability (SAT) [12]. More precisely, a system of constraints having for each non-
cut-off event e of the prefix a variable confe is built (it might also contain other variables), and
for every satisfying assignment A, the set of events C
df
= {e | A(confe) = 1} is a configuration
such that Mark(C) violates the property being checked. This system of constraints usually has
the form CONF&VIOL. The role of the configuration constraint, CONF , is to ensure that C
is a configuration of the prefix (not just an arbitrary set of events), and the role of the violation
constraint, VIOL, is to capture the property violation condition for a configuration C, so that if
a configuration C satisfying this constraint is found then the property (e.g., deadlock-freeness)
does not hold, and any ordering of events in C consistent with the causal order on the events
of the prefix is a violation trace.
It is natural to follow a similar approach for verification based on merged processes. How-
ever, one should note the following complications:
– An mp-configuration is generally a multiset (rather than a set) of mp-events. Though this is
not a major problem, it does hamper verification employing Boolean solvers, as associating
a single Boolean variable with each mp-event is no longer sufficient for representing an
mp-configuration. However, if the original Petri net is safe, the mp-configurations of its
merged processes are sets.
– An easily testable characterisation of an mp-configuration is necessary (our ‘indirect’ defi-
nition of an mp-configuration as an ~-image of some configuration of the unfolding is not
of much use for model checking). In what follows we develop such a characterisation for
mp-configurations of merged processes of safe Petri nets. Some issues make it non-trivial
to develop such a characterisation:
Spurious solutions of the marking equation Many model checking algorithms work-
ing on unfolding prefixes [8, 10, 12, 15] are based on the marking equation (perhaps not
expressed as integer linear constraints but in some other form, e.g., as a Boolean for-
mula) and the fact that for acyclic Petri nets it cannot have spurious solutions [17]. Since
merged processes are not generally acyclic, the marking equation can have spurious so-
lutions. For example, the marking equation for the unravelling shown in Figure 3(c)
(with the places and transitions enumerated in the left-to-right top-to-bottom fashion)
has a spurious solution corresponding to the unreachable marking {p12}:

1
1
0
0
1
0
0


+


−1 −1 0 0 0 0
0 0 −1 −1 0 0
1 0 −1 −1 1 0
0 1 0 1 −1 −1
0 0 0 0 −1 −1
0 0 1 0 0 0
0 0 0 0 0 1


·


0
0
0
1
1
0


=


1
0
0
0
0
0
0


Intuitively, if one ‘borrows’ a token in p14 then the t3- and t4-labelled mp-events forming
a cycle can be executed, returning the borrowed token to p14 and leading to the spurious
marking {p12}.
Spurious runs The correspondence between the runs and mp-configurations of µ is not
very straightforward: some of its runs (e.g., the run comprised of the instance of t1
followed by the left instance of t3 in Figure 3(c)) do not form mp-configurations.
4.1 The safe case
To capture the notion of an mp-configuration in the case when the original Petri net Σ is safe,
we proceed as follows. Let C be a configuration of β, and Ĉ be a set of mp-events of µ. Below,
G(C) and G(Ĉ) will denote two graphs induced by the events of C together with their adjacent
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conditions and the minimal conditions of β and by the mp-events of Ĉ together with their
adjacent mp-conditions and the initially marked mp-conditions of µ, respectively.
We say that Ĉ satisfies:
ME if it is a solution of the marking equation for µ;
ACYCLIC if G(Ĉ) is acyclic;
NG (no-gap) if, for all k > 1 and all places p of Σ, the following holds: if pk is
a node in G(Ĉ) then pk−1 is also a node in G(Ĉ).2
Note that if Ĉ = ~(C) then:
(*) G(C) is isomorphic to G(Ĉ) (including the labelling in terms of places and transitions).
Indeed, since Σ is safe and all conditions in G(C) are non-conflicting, no two conditions in
G(C) were fused together (see Property 2 in the list of properties after Definition 2), and
so no two events in G(C) were fused together either.
(**) NG holds and, moreover, if pk is in G(Ĉ) then there is a simple directed path in G(Ĉ)
going through p1, . . . , pk.
Follows from (*) and the fact that all conditions in G(C) labelled by p are totally ordered,
since C, being a configuration, contained no conflicts and no two concurrent conditions in
a branching process of a safe Petri net can have the same label.
Proposition 6 (mp-configurations in the safe case). A set of mp-events Ĉ is an mp-
configuration iff ME&ACYCLIC&NG holds for Ĉ.
Proof. (=⇒) ME and ACYCLIC follow from (*), and NG from (**).
(⇐=) We proceed by induction on the number of mp-events in Ĉ.
Base case: ~(∅) = ∅.
Inductive step: Due to ACYCLIC there is a maximal mp-event ê ∈ Ĉ. Let Ĉ ′
df
= Ĉ \ {ê}. We
first observe that Ĉ ′ satisfies ME and ACYCLIC (because ê was maximal) and NG (because ê
was maximal and (**) holds). Hence, by the induction hypothesis, Ĉ ′ is an mp-configuration,
i.e., Ĉ ′ = ~(C ′) for some configuration C ′ of the (full) unfolding of Σ, and so, by (*), G(Ĉ ′)
and G(C ′) are isomorphic graphs.
By ME , ê is enabled by Cut(Ĉ ′), and by graph isomorphism, an ĥ(ê)-labelled event e is
enabled by C ′ and ~(•e) = •ê. For each condition c ∈ e•, there exists an mp-condition ĉ ∈ ê•
with the same label p. Let the occurrence-depth of c be k. Then ~(c) = pk. By NG, ACYCLIC
and (**), pk ∈ ê•.
Thus ĥ(ê) = h(e), ~(•e) = •ê and ~(e•) = ê•, and so ~(e) = ê. Therefore, ~(C ′ ∪ {e}) =
Ĉ ′ ∪ {ê} = Ĉ, i.e., Ĉ is an mp-configuration. ut
We implemented a deadlock checking algorithm using zChaff [16] as the underlying SAT
solver. The implementation of the ME and VIOL constraints as Boolean formulae was very
similar to that for unfoldings, and is not discussed here. The NG constraint was implemented
as a conjunction of implications of the form pk → pk−1, for all mp-conditions pk such that
k > 1.
The ACYCLIC constraint is more complicated. One could express it by adding the clause
(¬conf êi1 ∨ . . . ∨ ¬conf êik ) for every set of mp-events {êi1 , . . . , êik} forming a directed cycle.
However, the number of directed cycles in a merged process can be exponential in its size (the
idea is to split transition t3 in the Petri net shown in Figure 3(a) and insert the subnet similar to
the one in Figure 1 — without the dashed part taken into account — into the split). To express
the ACYCLIC constraint using a polynomial-size Boolean formula, we non-deterministically
choose a partial order on the mp-events (by ‘guessing’ their ranks) and then check that it is
actually a partial order. (As an optimisation, this can be done separately in each non-trivial
strongly connected component.)
2 This constraint is needed to fix the problem of spurious runs described earlier.
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All the experiments were conducted on a PC with a PentiumTM IV/2.8GHz processor and
512M RAM. The experimental results in Tables 1 and 2 show that the developed model checking
algorithm is quite practical, though it is not as efficient as the one working on unfolding prefixes.
Since the ME and VIOL constraints are essentially the ‘deflated’ versions of the corresponding
constraints for unfolding prefixes, they should not be much harder to solve. The NG constraint
is relatively small and simple — just a few binary clauses. (In fact, one could remove this
constraint from the formula, since any set of mp-events satisfying ME&ACYCLIC induces a
run — see Property 6 in the list of properties after Definition 2, but it is better to leave it in
since it prunes the search space.) Thus the reason for the slow-down is our rather uncunning
implementation of the ACYCLIC constraint. (See Section 5 for possible directions of improving
the efficiency of model checking.)
5 Conclusions and future work
In this paper we proposed the notion of a merged process — a new condensed representation of
a Petri net’s behaviour. Merged processes allow to contain state space explosion arising not only
from concurrency, but also from a sequence of choices and from non-safeness of the Petri net.
Experimental results show that merged processes can be smaller by orders of magnitude than
the corresponding unfolding prefixes, and are in many cases not much bigger than the original
Petri nets. Many results developed for Petri net unfoldings, in particular those concerning
the canonicity, size, finiteness and marking-completeness, have been transferred to the new
framework. Moreover, we directly characterised the mp-configurations of merged processes of
safe Petri nets, which allowed us to develop a model checking algorithm.
However, this is very much work in progress, and many important problems still remain
unsolved. In order to stimulate further research in this area, we identify here a few possible
directions for future study:
Direct characterisation of merged processes Currently, a merged process is defined as
the result of applying the Merge transformation to a branching process. It would be inter-
esting to find a direct structural characterisation of merged processes (cf. the characterisa-
tion of branching processes by occurrence nets).
Direct characterisation of (general) mp-configurations A direct characterisation of mp-
configurations of merged processes of non-safe Petri nets is still an open problem. Here we
provide a few ideas briefly summarising our current understanding. First of all, the marking
equation must hold for mp-configurations. The natural generalisation of the no-gap con-
straint requiring that the number of tokens which ‘visited’ pk+1 should not exceed that for
pk in the merged process is, unfortunately, incorrect, as shown in Figure 6. The acyclicity
constraint is also not applicable any more — mp-events in an mp-configuration can, in gen-
eral, induce cycles. Thus it should be generalised along the following lines. Since no token
in the merged process can visit the same mp-condition more than once, the ‘history’ of each
individual token is acyclic, and the cycles in an mp-configuration are an artefact of over-
lapping of several such acyclic histories. Thus an mp-configuration should be decomposable
into several relatively independent acyclic ‘waves’ of tokens.
More efficient model checking It would be important for applications to improve the ef-
ficiency of the model checking algorithm. It should be noted that a decade of research in
unfolding-based model checking brought about algorithms which are by a few orders of
magnitude faster than the original ones [8, 10, 13–15]. We envisage that there is a scope for
significant improvement of the proposed unravelling-based algorithm as well. In particular,
our implementation of the acyclicity constraint was quite basic, and so the following lines
of research look promising:
– It might be possible to replace the general acyclicity constraint by an equivalent
problem-specific one. However, we would need a better understanding of the struc-
ture of mp-configurations to do that.
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Fig. 6. A non-safe Petri net (a), its unfolding with nodes to be fused connected by dashed lines (b),
and its unravelling (c) showing that the generalised no-gap constraint fails for the mp-configuration
{ê1, ê2, ê3} and mp-conditions p
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2 and p
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2 .
– One can reduce the number of possible assignments by restricting the ranks of events
in the acyclic run by adding constraints requiring these ranks to be minimum possible.
This might improve the performance of the solver.
– One can implement the acyclicity constraint by simulating the deterministic depth-
first or breadth-first search in the graph and thus make the variables representing
ranks functionally depend on the variables representing mp-events. This would allow
to disable branching on the rank variables, which in turn might lead to speedups.
Unravelling algorithm Currently we transform unfolding prefixes into merged processes us-
ing the algorithm derived from Definition 2. Of course, this is not practical, since one has
to build the unfolding prefix first. To make merged processes practical, one has to develop
an algorithm building them directly from Petri nets. One could use the existing unfolding
algorithms and try to compress the prefix on-the-fly; this would save memory but not run-
ning time — e.g., the algorithm will take exponential time on the net in Figure 1. Thus
better ideas are needed.
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