Abstract-This paper presents a new variable step-size transform domain LMS (NVSTDLMS) algorithm. In the algorithm, a new variable step size is timely adjusted by employing all the output errors available so far. Therefore, the memories of the previous learning information are not lost and fully used to adjust the current value of the step size. What is more, the ratio form of the computation with two different convergence factors reduces the influences of the additive noise on the step-size adjustment. As a consequence, the new algorithm has favorable performance. Simulation results for system identification are presented to demonstrate the performance improvements in convergence speed and steady-state misadjustment compared with other existing approaches.
INTRODUCTION
The time domain LMS algorithm [1] is known as simple and robust with numerous applications in communications and adaptive signal processing. It has been shown that its convergence time depends on the ratio between the maximum eigenvalue and the minimum eigenvalue of the input autocorrelation matrix [2] . In the case of large ratios, the convergence performance of the time domain LMS algorithm can degrade dramatically. One successful modification to deal with such problem is using a variable step size in the LMS adaptive algorithm. Many proposals have appeared in the literature [3] - [5] employing different criteria to guide the timevarying step size. The overall effects of the variable step size may drive the time domain LMS adaptive algorithm to a limited level of performance with shorter convergence time and smaller steady-state misadjustment in some specific environments. As a result, the performance of the variable stepsize time domain LMS algorithms still may not fulfill the requirements for particular applications with highly correlated input, such as speech.
To overcome the problem mentioned above, the transform domain LMS (TDLMS) algorithm was proposed by Narayan et al. [6] , which performs an orthogonal transformation on the highly correlated input to whiten its power spectrum followed by power normalization to shrink the eigenvalue spread. The overall effect speeds up the convergence speed. Therefore, the convergence time required to search the optimum coefficients of adaptive filter is reduced. There are many choices of the orthogonal transforms to be employed in TDLMS, such as discrete Fourier transform (DFT), discrete cosine transform (DCT), discrete sine transform (DST), and discrete Hartley transform (DHT). Their uses and performance have been discussed in detailed in [6] - [9] . It Several existing variable step-size approaches for the TDLMS will be briefly discussed in this section. To describe the TDLMS, the model of unknown system identification is considered. A common structure for the unknown system identification modeling using TDLMS adaptive filtering is provided in [9, 10] . The output d(n) of the unknown system is formulated by d(n) = woptx(n) + Jn (n), (1) where wopt indicates the unknown system coefficient vector which is to be identified by TDLMS adaptive filter, x(n) is the vector of the input signal applied to the unknown system and the TDLMS adaptive plant modeling, and Jn (n) is known as the additive noise.
The coefficient update equation for the conventional TDLMS is formulated as [6] 
In [11] , an optimal step size is derived and approximated by the following equations (7) C(n) = y7(n -1) + (1 y) (e(n)e(n -1)), (8) and w, (n + 1) = wu (n) + , A e(n)s (n),
where the transformed signals (n) is obtained by applying an orthogonal transform matrix denoted by TN to the input signal, e(n) =d(n) wT (n)s(n) is defined as the output error, a is a small constant, and o2(n) is power estimate of the ith coefficient s, (n) as follows:
where ,8 E [0, 1] is convergence factor.
The DCT-LMS [9] used the following approach to adjust the variable step size with a modified power estimator: In another approach of TDVSS [10] , the global component , in (2) is timely changed using the following criterion:
Li=n-L +l A(n), if n=kL, and A(n) E (Amin. Almax) ,u(n+l) = umax if n =kL, and A(n) 2Umax 1 (6) #U.inI if n kL, and A(n) < umin 
where a is the exponential weighting parameter that governs the quantity of usage of the past information. The proposed algorithm uses the following equation to modify the variable step size:
where , (n) and £2(n) are the summations of the weighted output squared errors using the exponential weighting parameters a, and a2 respectively, with 0 < a1 < a2 <1 The method (3) is used to estimate ao (n). The update equation for each filter coefficient is given as follows according to [10, 11] :
We named the resulted algorithm as NVSTDLMS. Notice that the effect of the initial values of 8, (n) and £2(n) on the 2722 (2) Au(n) = 177(n)l p(n) (9) p(n) = rp(n 1) + (I r) (e'(n);'(n);(n)) I (I 1) performance is almost negligible and we initialized them to be zero in all the simulations. The behavior of the proposed NVSTDLMS algorithm can be described as follows: at the beginning of the convergence process, large value of square output error e 2(n) drives the variable step size to the maximum value or close, thus resulting in fast convergence speed. When the algorithm converges close to the steady state, the output errors reduce to small level, the current instantaneous square output error e2 (n) does not dominate the estimate values of 8, (n) and 82(n) Finally, the value of the variable step size reaches the minimum point of fi1n and remains there. In case of a sudden change in the system, the output error e2(n) becomes larger. As a result, the value of the variable step size is driven to its minimum value again, thus resulting in fast re-convergence speed.
Usually, the exponential weighting parameters a, and a2 have big values close to 1, and a2 is larger than a,. It will be shown that this algorithm performs well for correlated additive noise in the output.
For the computational complexity, the proposed variable step size adds only 4 multiplications and 2 additions comparing with the conventional TDLMS. Therefore, the computational complexity of the proposed algorithm is comparable with that of the TDLMS.
IV. SIMULATION RESULTS In this section, the new algorithm was implemented for the unknown system coefficient modeling. Comparisons were made between the new algorithm and the standard LMS, the normalized LMS (NLMS), the MVSS [4] , the conventional TDLMS [6] , the DCT-LMS [9] , the TDVSS [10] , and the VSSTDLMS [11] . The DCT was selected as the orthogonal transform for all the simulations. The following highly correlated input signal same as given in [9] -[1 1] was used:
where v(n) is uncorrelated Gaussian signal with zero mean and 0.14817 variance. Therefore, the input signal x(n) is unit variance and has the eigenvalue spread value 944.67. The unknown system was set to 16 coefficients with illustrated in figure 2 in [10] . The uncorrelated additive noise 4;(n) was generated as white Gaussian sequences with zero mean and 10-5 variance, resulting in the signal-to-noise ratio SNR=50dB.
The parameter settings for all algorithms are provided in Table  1 , and were chosen to provide comparable steady-state misadjustment. Simulation plots are obtained by ensemble averaging 200 independent simulation runs. Figure 1 plots the MSE behavior of the LMS, NLMS, MVSS and NVSTDLMS algorithms. From the figure we can see that the time domain algorithms have slower convergence speeds compared with the transform domain algorithm for the case of highly correlated input. Figure 2 shows the MSE transient behavior of the compared TDLMS algorithms. The NVSTDLMS and TDVSS provide comparable convergence speed that is faster than VSSTDLMS, DCT-LMS, and TDLMS. Figure 3 and Figure 4 show the same case where sudden changes occurred in the unknown system coefficients which were multiplied by -1 at n = 2500 and n = 5000. In Figure 3 , it can be seen that the proposed NVSTDLMS is capable to remain the fast convergence characteristics after sudden changes in the system. The VSSTDLMS has a slow convergence speed in the initial convergence process, while the algorithm becomes faster after sudden changes in the system. The TDVSS slows down the convergence speed because the algorithm step size can not reach the maximum value Jumax after the sudden changes, which can be seen from the average step size plotted in Figure 4 change occurs in the system and reduces to small values after the convergence process.
To demonstrate the working capabilities of the NVSTDLMS, VSSTDLMS, and TDVSS in the environment with correlated additive noise, we used the following equation to produce the additive noise where g(n) is white Gaussian signal with zero mean and 10-variance. Table 2 shows the steady-state misadjustments for the compared algorithms for various parameter settings of 2. The NVSTDLMS and TDVSS remain satisfactory level of steadystate misadjustments, while a smaller level is obtained by the NVSTDLMS. The VSSTDLMS tends to increase the steadystate misadjustment due to its assumption of the uncorrelated additive noise in the design. 28.094°O
This paper presents a new scheme to modify the variable step size for the TDLMS algorithm. In the proposed NVSTDLMS algorithm, the summations of the weighted output squared errors available so far are computed using different exponential weighting parameters and used for the variable step-size adjustment. It has been shown that the proposed algorithm has comparable computational complexity with the conventional TDLMS algorithm, but significant improvements in the overall performance. Simulations have shown the improved convergence speed and the capability of sustaining the fast convergence properties after sudden changes in the system. In addition, there is no requirement for the characteristics of the additive noise.
