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Abstract
ECT-spline curves are generated fromdifferent localECT-systemsvia connectionmatrices. If they are nonsingular,
lower triangular and totally positive there is a basis of the space of ECT-splines consisting of functions having
minimal compact supports, normalized either to form a nonnegative partition of unity or to have integral one. In this
paper such ECT-B-splines are deﬁned by generalized divided differences. This deﬁnition reduces to the classical
one in case of a Schoenberg space. Under suitable assumptions it leads to a recursive method for computing the
ECT-B-splines that reduces to the de Boor–Mansion–Cox recursion in case of ordinary polynomial splines and
to Lyche’s recursion in case of Tchebycheff splines [Mühlbach and Tang, Calculation of ECT-B-splines and of
ECT-spline curves recursively, in preparation].
There is an ECT-spline space naturally adjoint to every ECT-spline space. We also construct B-splines via
generalized divided differences for this space and study relations between the two adjoint spaces.
© 2005 Elsevier B.V. All rights reserved.
MSC: 41A15; 41A05
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1. ECT-systems and their duals, rET- and lET-systems
Let J be a subinterval of the real line R that is open to the right. For n ∈ N0 let
Cnr (J ;R) := {f ∈ C(J ;R): for every x ∈ J and for = 1, . . . , n
there exists the right derivative of f of order  at
x and J  x → Drf (x) is right continuous}.
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A system of functionsU=(u1, . . . , un) inCn−1r (J ;R) is called a right-sided extended Tchebycheff system
(rET-system, for short) of order n on J provided for all T = (t1, . . . , tn), t1 · · ·  tn, tj ∈ J,
V
∣∣∣∣u1, . . . , unt1, . . . , tn
∣∣∣∣
r
:= det(Djr ui(tj ))|i,j=1,...,n > 0,
with j := max{l : tj = tj−1 = · · · = tj−l t1} , j = 1, . . . , n, where Drf (x) := limh→0+ (f (x + h)−
f (x))/h denotes the operator of ordinary right differentiation. Then span U will be called an rET-space
of dimension n on J.
If q ∈ spanU , where U is an rET-system of order n on J, a point x0 ∈ J is called a zero of q of right
multiplicity 0 iff q(x0)= 0,D1r q(x0)= 0, . . . , D0−1r q(x0)= 0,D0r q(x0) = 0.
If J is any subinterval of R and above everywhere except at an endpoint of J the right derivative Dr
can be replaced by the ordinary derivative D = d/dx where at a right end point D is replaced by the left
derivative then U is called an extended Tchebycheff System (ET-system) of order n on J.
The following characterization of rET-spaces is an immediate consequence of theAlternative Theorem
of Linear Algebra, as is the corresponding well known characterization for ET-spaces (cf. [7], p. 376).
Proposition 1.1. Let U = (u1, . . . , un) be elements of class Cn−1r (J ;R). Then the following assertions
are equivalent:
(i) (u1, . . . , un−1, un) or (u1, . . . , un−1,−un) is an rET-system of order n on J.
(ii) Every nontrivial element of span(u1, . . . , un) has at most n − 1 zeros in J counting right mul-
tiplicities.
(iii) Every problem of right sided Hermite interpolation
H(U, T+, f ):


given points t1 · · ·  tn in J,
given f ∈ Cn−1r (J ;R),
ﬁnd q ∈ spanU such that
D
j
r q(tj )=Djr f (tj ) j = 1, . . . , n
has a unique solution.
Analogously, left sided ET-systems and lET-spaces and related concepts as the problem of left sided
Hermite interpolation H(U, T−, f ) are deﬁned. In the analysis of dual functionals to ECT-B-splines
naturally certain rET-and lET-spaces arise (see (37) and (38) below) that are no ET-spaces.
If U = (u1, . . . , un) is an rET-system on J then the leading coefﬁcient (that before un) of the unique
q ∈ spanU that solves H(U, T+, f ) is called the right sided generalized divided difference of f with
respect to u1, . . . , un and with nodes t1, . . . , tn. By Cramer’s rule it is
[
u1, . . . , un
t1, . . . , tn
]
r
f =
V
∣∣∣∣u1, . . . , un−1, ft1, . . . , tn−1, tn
∣∣∣∣
r
V
∣∣∣∣u1, . . . , un−1, unt1, . . . , tn−1, tn
∣∣∣∣
r
.
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Developing the numerator determinant along its last column one sees
[
u1, . . . , un
t1, . . . , tn
]
r
f =
n∑
j=1
cjD
j
r f (tj ), cn =
V
∣∣∣∣u1, . . . , un−1t1, . . . , tn−1
∣∣∣∣
r
V
∣∣∣∣u1, . . . , un−1, unt1, . . . , tn−1, tn
∣∣∣∣
r
, (1)
with coefﬁcients cj that do not depend on f.
It is known [10] that if (u1, . . . , un+1), (u1, . . . , un) are ECT-systems, and, if n2, also (u1, . . . , un−1)
is an ECT-system, then if t1 = tn+1
[
u1, . . . , un+1
t1, . . . , tn+1
]
f =
[
u1, . . . , un
t2, . . . , tn+1
]
f −
[
u1, . . . , un
t1, . . . , tn
]
f[
u1, . . . , un
t2, . . . , tn+1
]
un+1 −
[
u1, . . . , un
t1, . . . , tn
]
un+1
.
This formula holds for the right sided generalized divided differences as well: if (u1, . . . , un+1), (u1,
. . . , un) are rET-systems, and, if n2, also (u1, . . . , un−1) is an rECT-systems, then if t1 = tn+1
[
u1, . . . , un+1
t1, . . . , tn+1
]
r
f =
[
u1, . . . , un
t2, . . . , tn+1
]
r
f −
[
u1, . . . , un
t1, . . . , tn
]
r
f[
u1, . . . , un
t2, . . . , tn+1
]
r
un+1 −
[
u1, . . . , un
t1, . . . , tn
]
r
un+1
. (2)
The condition that (u1, . . . , uj ) for j=n−1, n, n+1 are rET-systems on J is sufﬁcient but not necessary
for (2) to hold. If t1 = tn+1 and
V
∣∣∣∣u1, . . . , unt1, . . . , tn
∣∣∣∣
r
V
∣∣∣∣ u1, . . . , unt2, . . . , tn+1
∣∣∣∣
r
= 0, (3)
then
V
∣∣∣∣u1, . . . , un, un+1t1, . . . , tn, tn+1
∣∣∣∣
r
V
∣∣∣∣u1, . . . , un−1t2, . . . , tn
∣∣∣∣
r
= 0
⇔
[
u1, . . . , un
t2, . . . , tn+1
]
r
un+1 −
[
u1, . . . , un
t1, . . . , tn
]
r
un+1 = 0 (4)
and for every function f (2) holds. Indeed, by Sylvester’s identity on determinants [11] with 1i :=
max{j : t1 = · · · = tj }n there holds∣∣∣∣∣∣
V
∣∣∣u1,...,unt1,...,tn
∣∣∣
r
V
∣∣∣u1,...,un−1,un+1t1,...,tn
∣∣∣
r
V
∣∣∣ u1,...,unt1,...,/ti ...,tn+1
∣∣∣
r
V
∣∣∣u1,...,un−1,un+1t1,...,/ti ...,tn+1
∣∣∣
r
∣∣∣∣∣∣
= V
∣∣∣∣u1, . . . , un, un+1t1, . . . , tn, tn+1
∣∣∣∣
r
V
∣∣∣∣ u1, . . . , un−1t1, . . . , /ti . . . , tn
∣∣∣∣
r
. (5)
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Here we use the notation /ti meaning that the node ti does not occur. Computing the determinant of 4
determinants and dividing by (3) yields (4) since
(t1, . . . , ti−1︸ ︷︷ ︸
i−1
)= (t1, . . . , t1︸ ︷︷ ︸
i−1
)= (t2, . . . , ti).
The recurrence relation itself is obtained if in (5) un+1 is replaced by f and this result is divided by the
members of Eq. (5).
Analogously, left sided generalized divided differences[
u1, . . . , un
t1, . . . , tn
]
l
f (6)
are deﬁned. Of course, for them also a recurrence relation (2) holds with r replaced by l, provided (3) is
assumed to hold with r replaced by l.
The following characterization of ECT-systems is well known [7] p. 376f, [13] p. 364.
Proposition 1.2. Let u1, . . . , un be of class Cn−1(J ;R). Then the following assertions are
equivalent:
(i) (u1, . . . , un) is an ECT-system of order n on J.
(ii) All Wronskian determinants
W(u1, . . . , uk)(x)= det(Dj−1ui(x))j=1,...,ki=1,...,k > 0, k = 1, . . . , n; x ∈ J
are positive on J. As before D := d/dx denotes the operator of ordinary differentiation.
(iii) There exist positive weight functionswj ∈ Cn−j (J ;R), j=1, . . . , n, and for every c ∈ J coefﬁcients
cj,i ∈ R such that
uj (x)= w1(x)
∫ x
c
w2(t2)
∫ t2
c
w3(t3)
∫ t3
c
· · ·
∫ tj−1
c
wj (tj ) dtj . . . dt2
+
j−1∑
i=1
cj,iui(x), j = 1, . . . , n, x ∈ J . (7)
Clearly, the functions sj (x, c) := uj (x)−∑j−1i=1 cj,iui(x) j = 1, . . . , n satisfy
sj (x, c)= w1(x)hj−1(x, c;w2, . . . , wj ) j = 1, . . . , n, (8)
where h0(x, c) := 1 and for 1mn
hm(x, c;w1, . . . , wm) :=
∫ x
c
w1(t)hm−1(t, c;w2, . . . , wm) dt . (9)
The system (8) (s1, . . . , sn) forms a special basis of span(u1, . . . , un) which we call an ECT-system in
canonical form with respect to c.
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Example 1.1. If wj = 1 for j = 1, . . . , n, where 1 denotes the constant function equal to one then
hm(x, c; 1, . . . , 1)= (x − c)
m
m! , m= 0, . . . , n and
sj (x, c)= (x − c)
j−1
(j − 1)! , j = 1, . . . , n
and span{s1, . . . , sn} = n−1, the space of ordinary polynomials of degree n− 1 or of order n at most.
Example 1.2 (cf. also Buchwald and Mühlbach [3], Tang and Mühlbach [14]). If n3 and wj = 1 for
j = 1, . . . , n− 2,
wn−1(x)= (n− 2)!
(x − a + )n−1 , wn(x)=
(n− 1)(b − a + 2)(x − a + )n−2
(b + − x)n ,
with > 0 a parameter, then for any c ∈ [a, b]
sj (x, c)= (x − c)
j−1
(j − 1)! , j = 1, . . . , n− 2,
sn−1(x, c)= (x − c)
n−2
(x − a + )(c − a + )n−2 ,
sn(x, c)= (x − c)
n−1(b − a + 2)
(x − a + )(b + − x)(b + − c)n−1
is a Cauchy–Vandermonde-system in canonical form with respect to c whose ﬁrst n − 2 functions are
polynomials and the last two are proper rational functions, sn−1 having a pole of order 1 at x = a−  and
sn having poles of order 1 at x = a −  and at x = b + .
Associated with an ECT-system (7) or (8) are the linear differential operators
D0u= u, Dju=D
(
u
wj
)
, j = 1, . . . , n,
Lˆju=Dj · · ·D0u, j = 0, . . . , n,
Lju= 1
wj+1
Lˆju, j = 0, . . . , n− 1.
Obviously, ker Lˆj = span{u1, . . . , uj }, j = 1, . . . , n, and
Ljsj+1(x, c)= 1, j = 0, . . . , n− 1,
Ljsl+1(c, c)= j,l, j, l = 0, . . . , n− 1. (10)
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There is a Taylor’s Theorem with respect to ECT-systems. The initial value problem
Lˆnu(x)= f (x), x ∈ J , (11)
Lju(c)= cj , j = 0, . . . , n− 1, (12)
with f ∈ C(J ;R) and cj ∈ R given has the solution
u(x)=
n−1∑
j=0
cj sj+1(x, c)+
∫ x
c
f (t)sn(x, t) dt . (13)
This is easily checked by differentiating (13) according to Leibniz’ rule in view of (10). Accordingly,
the Taylor interpolation problem H(U, T , f ) for T = {c, . . . , c} with c repeated n times and with
f ∈ Cn(J ;R) has the solution
pf (x)=
n−1∑
j=0
Lj(c)sj+1(x, c), (14)
with remainder term (cf. [13], p. 425)
f (x)= pf (x)+
∫ x
c
Lˆnf (t)sn(x, t) dt . (15)
For later use we note

x
hm(x, c;w1, . . . , wm)= w1(x)hm−1(x, c;w2, . . . , wm), (16)

c
hm(x, c;w1, . . . , wm)=−wm(c)hm−1(x, c;w1, . . . , wm−1), (17)
(

x
)i( 
c
)j
hm(x, c;w1, . . . , wm)|x=c =
{0, i + j <m,
(−1)jw1(c) · · ·wm(c), i + j =m.
(18)
Formulas (16), (17) and (18) follow from the deﬁnition (9) using Leibniz’ formula for differentiating an
integral which for (17) and (18) must be applied repeatedly.
It is important that for j = 0, . . . , n the jth reduced system of u1, . . . , un consisting of the functions
uj,1, . . . , uj,n−j
uj,l−j = Ljul, l = j + 1, . . . , n, (19)
again is an ECT-system on J with corresponding weight functions 1, wj+2, . . . , wn.
Associated with any ECT-system U = (sj )nj=1 of order n on J in canonical form with respect to c ∈ J
with weights w1, . . . , wn we deﬁne its dual canonical system U∗ = (s∗i )ni=1 with respect to c ∈ J by
s∗j,n(x, c) := hj−1(x, c;wn, . . . , wn+2−j ), j = 1, . . . , n. (20)
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It is again an ECT-system of order n on J with weights (w∗1, . . . , w∗n)= (1, wn, . . . , w2) provided
wj ∈ Cmax{n−j,j−2}(J ;R), j = 2, . . . , n. (21)
Assuming this, with the dual canonical ECT-system with respect to c associated are the linear differential
operators
D0f = f, D1f =Df , Djf =D
(
f
wn+2−j
)
, j = 2, . . . , n,
Lˆ∗jf =Dj · · ·D0f, j = 0, . . . , n,
L∗0f = f, L∗jf =
1
wn+1−j
Lˆ∗jf, j = 1, . . . , n.
Clearly, ker Lˆ∗j = span{s∗1,n(·, c), . . . , s∗j,n(·, c)}, j = 1, . . . , n is the null space of Lˆ∗j and
L∗j s∗j+1(x, c)= 1, j = 0, . . . , n,
L∗j s∗l+1(c, c)= j,l, j, l = 0, . . . , n.
The operator (−1)nL∗n is the formal adjoint of the operator Lˆn since∫ b
a
(x)Lˆn(x) dx =
∫ b
a
(x)(−1)nL∗n(x) dx for all , ∈ Cn0 (J ;R)
having compact supports in int J .
If the initial value problem (11), (12) is considered as a boundary value problem on an interval
[c, d] ⊂ J , its adjoint boundary value problem [4] is
(−1)nL∗nv(y)= f (y),
(−1)jL∗j v(d)= dj , j = 0, . . . , n− 1,
with the solution
v(y)=
n−1∑
j=0
dj (−1)j s∗j+1,n(y, d)+
∫ y
d
f (t)(−1)ns∗n,n(y, t) dt .
This follows directly from (13). Therefore, the Taylor interpolation problem H(U∗, T , f ) for
T = {d, . . . , d} with d repeated n times and f ∈ Cn(J ;R) has the solution
qf (y)=
n−1∑
j=0
L∗jf (d)s∗j+1,n(y, d), (22)
with remainder term
f (y)= qf (y)+
∫ d
y
L∗nf (t)(−1)n−1s∗n,n(y, t) dt . (23)
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If
gj (x, y) :=
{
w1(x)hj−1(x, y;w2, . . . , wj ), xy,
0, otherwise,
then g(x, y) := gn(x, y) has the characteristic behaviour of aGreen’s function for the differential operator
Ln−1 acting on the variable x, i.e.
Ln−1gn(x, y)|x=y− = 0,
Ln−1gn(x, y)|x=y+ = Ln−1sn(x, y)|x=y = 1.
In particular, for x, y, c ∈ J
h(x, y) := sn(x, y)= w1(x)hn−1(x, y;w2, . . . , wn)
=
n∑
k=1
(−1)n−ksk(x, c)s∗n+1−k,n(y, c)
= (−1)n−1w1(x)hn−1(y, x;wn, . . . , w2)
= (−1)n−1w1(x)s∗n,n(y, x), (24)
where the right-hand side of (24) is independent of c [8]. Consequences of (24) are
sj+1(x, c)= w1(x)hj (x, c;w2, . . . , wj+1)= (−1)jw1(x)s∗j+1,j+1(c, x)
= (−1)jw1(x)hj (c, x;wj+1, . . . , w2), j = 0, . . . , n− 1
and
(−1)m−1−jLj sm(x, y)= s∗m−j,m(y, x), 0j <mn. (25)
In view of (24) if w1 = 1 the two Taylor remainders (15) and (23) may be written in the form
f (x)− pf (x)=
∫ d
c
Lˆnf (t)g(x, t) dt, f (y)− qf (y)=
∫ d
c
L∗nf (t)g(t, y) dt .
Example 1.1 (continued). Ifw1=· · ·=wn= 1, then s∗j (x, c)= (x− c)j−1/(j − 1)!, j = 1, . . . , n, and
(24) reduces to the Binomial Theorem
sn(x, y)= h(x, y)= (x − y)
n−1
(n− 1)! =
n∑
k=1
(−1)n−k (x − c)
k−1
(k − 1)! ·
(y − c)n−k
(n− k)! .
Example 1.2 (continued, cf. Tang and Mühlbach [14]). If n3 and the weight functions are taken as in
Example 1.2 then (w∗1, . . . , w∗n)= (1, wn,wn−1, . . . , w2), and if for any c ∈ [a, b]
(k, n, c) := (n− 2)!
(k − 3)! (c − a + )
k−1−n
k−3∑
=0
(
k − 3

)
(−1)k−3−
n− 2−  ,
104 G. Mühlbach / Journal of Computational and Applied Mathematics 187 (2006) 96–122
(k, n) := (b − a + 2)(n− 1)!
(k − 3)! ,
	(, n) := (−1)n−1−
(
n− 1

)
(b − a + 2), 1n− 1,

(k, n, , c) := 1

(
k − 3
n− − 1
) +k−n−2∑
i=0
(−1)k−i
(
+ k − n− 2
i
)
× (b − a + 2)i (c − a + )
+k−n−2−i
− 1− i , n− k − 2n− 1,
 := (x, b, c, ) :=
1
(b + − x) −
1
(b + − c) , 1n− 1,
then
s∗1,n(x, c)= 1,
s∗2,n(x, c)=
n−1∑
=1
(2, n, , c), (2, n, , c)= 	(, n) (26)
and for 3kn
s∗k,n(x, c)=
n−1∑
=1
(k, n, , c), (27)
where
(k, n, , c)=
{
(k, n, c)	(, n), 1n− k + 1,
(k, n, c)	(, n)+ (k, n)
(k, n, , c), n− k + 2n− 1.
The representations (26) and (27) are proved by calculating the integrals according to the deﬁnition of
the dual system in its canonical form with respect to c. In Example 1.2 according to (24)
h(x, y)= (−1)n−1s∗n,n(y, x).
For convenience for 
 ∈ N we will use the notations
L
[f ](t) :=

 L0f (t)...
L
−1f (t)

 , L∗
[f ](t) :=

 L
∗
0f (t)
...
L∗
−1f (t)

 (28)
for the ECT-derivative vectors of dimension 
 of a sufﬁciently smooth function f. Also, we will use
the limits
L
[f ](t−) := lim
→t−0 L

[f ](), L
[f ](t+) := lim
→t+0 L

[f ](),
L∗
[f ](t−) := lim
→t−0 L
∗
[f ](), L∗
[f ](t+) := lim
→t+0 L
∗
[f ]().
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2. ECT-splines; the spacesSn(U,A+,M,X) andSn(U,A+, ext)
Assume that x is a real number and that in nontrivial closed intervals J0 = [a, x] and J1 = [x, b] left
and right to x there are given two ECT-systems of order n
U [0] := U [0]n := (u[0]1 , . . . , u[0]n ), U [1] := U [1]n := (u[1]1 , . . . , u[1]n ),
withweightsw[i]j (j=1, . . . , n; i=0, 1) and associated linear differential operatorsL[i]j (j=0, . . . , n−1;
i=0, 1), correspondingly. Suppose that 
 is an integer, 0
n, and thatA is a square (n−
)-dimensional
real matrix which is nonsingular. A function s: [a, b] → R such that s|[a,x) ∈ spanU [0] and s|[x,b] ∈
spanU [1] and
L[1]n−
[s](x+)= A · L[0]n−
[s](x−), (29)
where L[i]n−
[s](t) (i=0, 1) denote the ECT-derivative vectors of s at t of dimension n−
 (28) is called
(U [0], U [1], A)-smooth of order n− 
 at x. Eq. (29) are called the connection equations of s at the knot x
and A is called a connection matrix at x. We allow 0
n, where in case 
=n there is no condition on s
at x. In case 
=0 the knot x is a knot with no freedom. If 1
n at x, given s on [a, x), there are 
 degrees
of freedom in extending s to [x, b] as a function belonging to span U [1] such that s ∈ Cn−1r ([a, b];R).
Symmetrically, if 1
n at x, given s on (x, b], there are 
 degrees of freedom in extending s to [a, x]
as a function belonging to span U [0] such that s ∈ Cn−1l ([a, b];R).
It should be observed that (U [0], U [1], A)-smoothness in general does not imply smoothness in the
ordinary sense [9].
Let [a, b] ⊂ R be either a nontrivial compact interval or the real line. By X we denote a ﬁnite or a
bi-inﬁnite partition of [a, b] respectively, i.e.,
X = {x0, . . . , xk+1} with a = x0<x1< · · ·<xk+1 = b or
X = (xi)i∈Z with · · ·<x−1<x0<x1< · · · and lim
i→−∞ xi =−∞, limi→∞ xi =∞.
The points of X which are not endpoints are called inner knots and endpoints are called auxiliary knots.
The index sets for inner knots are
KX :=
{ {1, . . . , k} if X = {x0, . . . , xk+1},
Z if X = (xi)i∈Z.
In any case by = (Ji), Ji := [xi, xi+1) for all i except the last we denote the corresponding partition
of [a, b] into subintervals called r-knot intervals where in case of a ﬁnite partition of a compact interval
the last r-knot interval is Jk := [xk, xk+1].
Assume that on each closed interval J¯i =[xi, xi+1] the system U [i]n = (u[i]1 , . . . , u[i]n ) is an ECT-system
of order n with associated weight functions w[i]j ∈ Cn−j (J¯i; (0,∞)), j = 1, . . . , n and associated
linear differential operatorsL[i]j and ECT-derivative vectors of dimension 
, L[i]
[f ](t)= (L[i]0 f (t), . . . ,
L
[i]

−1f (t))
T.
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By U = Un = (U [i])i we denote the sequence of ECT-systems. Assume that corresponding to the
inner knots we are given a sequence of integers M = (
i), 0
in, and a sequence of nonsingular
matrices
A=An = (A[i]), A[i] ∈ R(n−
i )×(n−
i ).
A function s : [a, b] → R is called an rECT-spline function on [a, b] with respect to the generating
sequences U,A,M,X provided
s|Ji ∈ spanU [i] for all i and
s is (U [i−1], U [i], A[i])-smooth at xi for all inner knots. (30)
The set of all such functions will be denoted bySn(U,A,M,X).
Clearly, every rECT-spline function is right continuous everywhere and jumps may occur only at the
knots. If all ECT-systems U [i] have the ﬁrst weight function
w
[i]
1 (x)= 1, x ∈ J¯i , for all i (31)
and all connection matrices A[i] have the form
A[i] = diag(1, A¯[i]), (32)
where 
in − 1 and A¯[i] ∈ R(n−1−
i )×(n−1−
i ) is nonsingular for all i then Sn(U,A,M,X) ⊂
C([a, b];R). It is not hard to give conditions that are necessary and sufﬁcient for Sn(U,A,M,X) ⊂
Cm([a, b];R).
Symmetrically, a partition of [a, b] into l-knot intervals ˇ = (Jˇi)i, Jˇi := (xi, xi+1] for all i except
the ﬁrst, Jˇ0 := [x0, x1], can be used. Given sequences U,A,M,X as before, lECT-spline functions are
deﬁned analogously. They are left continuous everywhere and jumps may occur only at the knots. The
space of all lECT-splines will be denoted by Sˇn(U,A,M,X).
Under the assumption thatA=A+ := (A[i])i , where for every i the connection matrix
A[i] is nonsingular, lower triangular, totally positive (33)
it is possible to construct for the space Sn(U,A+,M,X) a local support basis (Nj ) that is normalized
to form a nonnegative partition of unity. In order to give the deﬁnitions the following notation is useful.
For any partition X = (xi) of [a, b], ﬁnite or biinﬁnite, with corresponding sequence of multiplicities of
inner knots M = (
i) such that 1
in for all i, we denote by  resp. by ext the weakly increasing
sequence of inner resp. of all knots where auxiliary knots by deﬁnition have multiplicity n, each repeated
according to its multiplicity, the enumeration being ﬁxed by the convention 1= 2= · · · = 
1 = x1. We
will also use the notationSn(U,A+,M,X)=Sn(U,A+, ext).
By  : j → ij we denote the mapping which assigns to each j the unique knot xij such that j = xij .
Then
X = (ext), Mext := (
i) with 
i = card−1({xi}).
It will be convenient to use the index set
J = J n :=
{ {−n+ 1, . . . , 
} if [a, b] is compact,
Z if [a, b] = R.
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Observe that the sequences  or ext are well deﬁned as nonvoid sequences of 
 := ∑ 
i terms also
in case 0
in for all i provided 1
1n. Only in case that all inner knots have multiplicities zero,
M =M0 = (0)i , we have = ( ), a void sequence.
For simplicity, we represent a spline function s ∈ Sn(U,A,M,X) by
s =
∑
i
n∑
j=1
c
[i]
j u
[i]
j , (34)
meaning that
s|Ji =
n∑
j=1
c
[i]
j u
[i]
j , all i (35)
with coefﬁcients c[i]j (j = 1, . . . , n− 
i) that are related by the connection equations (30). If in Ji−1 and
in Ji the canonical ECT-systems with respect to c= xi in both cases are used as bases, then in the general
case 0
in the coefﬁcients c
[i]
j (j = 1, . . . , n− 
i) are connected by the connection equations (30) as
 c
[i]
1
...
c
[i]
n−
i

= A[i]

c
[i−1]
1
...
c
[i−1]
n−
i


.
This is immediate from the biorthogonality conditions (10). Then there remain 
i degrees of freedom for
s right to xi . If, in particular,A[i] is the identity matrix of dimension n−
i , then the connection equations
at xi require that those ﬁrst n− 
i coefﬁcients are identical, correspondingly.
Remark 2.1.
(i) The spaceSn(U,A+,M,X)was introduced byBarry [1], p. 396.Barry has constructed deBoor–Fix
functionals ﬁrst and used them to derive existence of a local support basis for ECT-splines.
(ii) If U [i] =Un|J¯i , where Un is a ﬁxed global ECT-system of order n on [a, b] and A[i] is the (n− 
i)-
dimensional identity matrix thenSn(U,A,M,X) is the space of Tchebycheff splines of order n on
[a, b] with knots x1, . . . , xk of multiplicities 
1, . . . , 
k , respectively.
(iii) If U [i] = (1, x, . . . , xn−1)|J¯i for i = 0, . . . , k then
Sn(U,A,M,X) =Sn(x1, . . . , xk|A[1], . . . , A[k]) is the space of piecewise ordinary polynomials
of order n generated by connection matrices A[i] considered by Dyn and Micchelli [6], p. 321,
and by Barry et al. [2]. If moreover each A[i] is an identity matrix then Sn is the well known
Schoenberg space of ordinary polynomial spline functions of order nwith knots xi of multiplicity 
i ,
i = 1, . . . , k.
It is easily seen that with the usual pointwise deﬁned algebraic operationsSn(U,A+, ext) as deﬁned
by (34), (35) and (30) is a linear space over the reals whose dimension is d := dim Sn(U,A+,M,X)=
n+ 
, 
 :=∑i 
i .
Proposition 2.1. For Sn(U,A+, ext) in any of the two considered cases under the assumptions
(31)–(33) for all i, there exists a local support basis (Nj )j∈Jn consisting of functions having the
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properties
Nj(x)=Nnj (x)=Nj(x|j , . . . , j+n),
Nj(x)> 0, x ∈ (j , j+n),
Nj(x)= 0, x /∈ [j , j+n],
N
(l)
j (j+)= 0 for l = 0 . . . , n− 1− 
+j , D
(n−
+j )
r Nj (j )> 0,
N
(l)
j (j+n−)= 0 for l = 0, . . . , n− 1− 
−j+n, D
(n−
−j+n)
l Nj (j+n)< 0,∑
j
Nj (x)= 1, x ∈ [a, b].
Here 
+j := #{l0 : j+l=j } and 
−j := #{l0 : j−l=j } denote the right and left multiplicities of
a knot j in the sequence . Symmetrically, there is a basis (Nˇnj (y))j∈Jn of the space Sˇn(U
∗,A+, ext),
where each Nˇnj (y) has similar properties.
Proof. Existence of such a basis has been proved by Barry [1]. On the other side it is not hard to extend
the explicit construction of polynomial B-splines via connection matrices due to Dyn and Micchelli [6]
to get the ECT-B-splines (Nnj )j∈J and their properties as stated in Proposition 2.1. 
In this paper we will give explicit representations of ECT-B-splines in terms of generalized left sided
divided differences with respect to certain lET-systems. Therefore a generalization of Marsden’s identity
is basic.
3. Pólya-polynomials and Marsden’s identity generalized to ECT-splines
In this section and in the rest of the paper we take (31), (32) and (33) as general assumptions. Let
Sn(U,A
+, ext)=Sn(U,A+,M,X) be an ECT-spline space as in Section 2.Assuming for the weights
of every local ECT-system (21) we set
CA+ := (C[i])i∈KX with C[i] = diag(A[i], I
i ),
EA+ := (E[i])i∈KX with E[i]T := R−1(C[i])−1R,
where R = Rn is the n-dimensional orthogonal matrix deﬁned by
RT :=


0 0 . . . 0 0 1
0 0 . . . 0 (−1) 0
0 0 . . . (−1)2 0 0
...
...
...
...
...
(−1)n−1 0 . . . 0 0 0

 . (36)
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We use the spaces
Pn := Pn(U,CA+, X) := Sn(U,CA+,M0, X) := {f : f ∈ Cn−1r ([a, b];R),
× f |Ji ∈ spanU [i], f is (U [i−1], U [i], C[i])-smooth at xi, i ∈ KX} and (37)
P∗n := Pn(U∗,EA+, X) := Sˇn(U∗,EA+,M0, X) := {f : f ∈ Cn−1l ([a, b];R),
f |
Jˇi
∈ spanU [i]∗, f is (U [i−1]∗, U [i]∗, E[i])-smooth at xi, i ∈ KX}. (38)
Clearly, Pn ⊂ Sn(U,A+,M,X). If A[i] ∈ R(n−
i )×(n−
i ) may be partitioned as in (32) then it is easily
seen that
E[i] = diag (I
i , E¯[i]n−1−
i , 1), E¯
[i]
n−1−
i = R
−1
n−1−
i (A¯
[i])−TRn−1−
i .
Hence every E[i] is a n-dimensional square matrix which is nonsingular, lower triangular and totally
positive.
We will also use spaces
Pn+1 := Sn+1(Uˆ, CˆA+,M0, X)
having Pn as a subspace and
P∗n+1 := Sˇn+1(Uˆ∗, EˆA+,M0, X)
having P∗n as a subspace. They are deﬁned by the extensions
Uˆ= (Uˆ [i])i∈KX, CˆA+ = (Cˆ[i])i∈KX, Uˆ
∗ = (Uˆ [i]∗)i∈KX, EˆA+ = (Eˆ[i])i∈KX ,
where Uˆ [i] = (u[i]1 , . . . , u[i]n , u[i]n+1) is an ECT-system generated by the weights (w[i]1 , . . . , w[i]n+1) =
(1, w[i]2 , . . . , w
[i]
n , wˆ
[i]
n+1) and Uˆ [i]∗ = (u[i]∗1 , . . . , u[i]∗n , u[i]∗n+1) is an ECT-system generated by the weights
(w
[i]∗
1 , . . . . . . , w
[i]∗
n+1)=(1, w[i]n , . . . , w[i]2 , w[i]∗n+1). Here 0<wˆ[i]n+1 ∈ C0(J¯i;R) and 0<w[i]∗n+1 ∈ C0(J¯i;R)
may be chosen arbitrarily, where now we assume that
w
[i]
j ∈ Cmax{n+1−j,j−1}(Ji;R), j = 2, . . . , n.
The connection matrices for Pn resp. for P∗n+1 for every i ∈ KX are deﬁned by Cˆ[i] := diag(C[i], 1)
resp. Eˆ[i] := diag(E[i], 1). Here Eˆ[i]=diag (I
i , E
[i]
n−1−
i , 1, 1) if A
[i] may be partitioned as in (32).
According to Corollary 4.1.1 of [9] Pn resp. P∗n is an rET- resp. lET-space of order n each and P∗n+1
is an lET-space of order n+ 1. By Corollary 4.1.4 of [9] the space P∗n+1 has a basis
q1, . . . , qn+1 (39)
such that for  = 0, 1, 2 the system q1, . . . , qn−1+ is an lET-system of order n − 1 + . Such a basis
is obtained by ﬁxing in any knot interval J¯i the local ECT-system (20) in canonical form with respect
to any c ∈ [xi, xi+1] (s[i]∗1,n+1(x, c), . . . , s[i]∗n+1,n+1(x, c)), x ∈ (xi, xi+1], and extending these functions
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by the connection equations of P∗n+1 to the left and right of Ji . Since s
[i]∗
j,n = s[i]∗j,n+1, j = 1, . . . , n, the
basis q1, . . . , qn+1 of P∗n+1 constructed this way under the hypothesis (32) indeed yields in the sections
q1, . . . , qn−1 and q1, . . . , qn lET-systems of orders n− 1 and n, respectively.
Generalized Pólya polynomials are deﬁned for j ∈ J by
Mj(y)=Mnj (x)=Mj(y|j+1, . . . , j+n−1)= (−1)n−1rqn
[
q1, . . . , qn−1
j+1, . . . , j+n−1
]
l
(y), (40)
denoting by rf [u1,...,un
t1,...,tn
]l(y) := f (y)−pf [u1,...,unt1,...,tn ]l(y) the interpolation remainder, where pf [u1,...,unt1,...,tn ]l
(y) is the solution of the Hermite interpolation problem H(U, T−, f ).
Mj ∈ P∗n has exactly n − 1 zeros j+1, . . . , j+n−1, counting left multiplicities, and no other zeros,
and Mj has leading coefﬁcient (−1)n−1 in every interval Jˇi . Therefore Mj is positive for x < j+1. It
is not hard to show that every n consecutive generalized Pólya polynomials (Mj )l+n−1j=l , l ∈ J, form a
basis of span{q1, . . . , qn}.
Barry [1] has constructed dual functionals for the ECT-B-spline basis
j (x)[f ] :=
n−1∑
p=0
(−1)n−1−pL[r]p f (x)L[r]∗n−1−pMj(x), x ∈ Jr, j < x < j+n.
Actually, it is easily derived from (24) that under our general assumptions (31)–(33) for every j ∈ J
the function
x → j (x)[f ]
is a constant function of x ∈ (j , j+n). As a consequence,
Sn(U,A
+,M,X)  f → j (f ) := j (x)[f ], x ∈ (j , j+n)
is a well deﬁned linear functional for every j ∈ J.
Barry [1] has proved.
Theorem 3.1. Under the assumptions (31)–(33)
j (Ni)= i,j , i, j ∈ J.
The following theorem will be basic for the deﬁnition of ECT-B-splines via generalized divided
differences.
Theorem 3.2. Under the assumptions (31)–(33) there exists a unique function [a, b]×[a, b]  (x, y) →
h(x, y) such that
(i) for each y ∈ [a, b] h(·, y) ∈ Pn,
(ii) for each x ∈ [a, b] h(x, ·) ∈ P∗n,
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(iii) whenever for some l ∈ KX x ∈ Jl and y ∈ Jˇl then
h(x, y)= w[l]1 (x)hn−1(x, y;w[l]2 , . . . , w[l]n )= s[l]n (x, y)
=
n∑
k=1
(−1)n−k s[l]k (x, c) · s[l]∗n+1−k,n(y, c)
=w[l]1 (x)
n∑
k=1
hk−1(x, c;w[l]2 , . . . , w[l]k )hn−k(y, c;w[l]k+1, . . . , w[l]n )
with c ∈ J¯l arbitrary.
(iv) For i ∈ KX ﬁxed, c ∈ J¯i and j = 1, . . . , n let pj (·, c) ∈ Pn be deﬁned by
pj (x, c)= w[i]1 (x)hj−1(x, c;w[i]2 , . . . , w[i]j )= s[i]j (x, c), x ∈ Ji
and for i ∈ KX ﬁxed, c ∈ J¯i and j = 1, . . . , n let qj (·, c) ∈ P∗n be deﬁned by
qj (y, c)= hj−1(y, c;w[i]n , . . . , w[i]n+2−j )= s[i]∗j,n (y, c), y ∈ Jˇi .
Then the function h has the representation
h(x, y)=
n∑
k=1
(−1)n−kpk(x, c)qn+1−k(y, c), (x, y) ∈ [a, b] × [a, b], c ∈ J¯i , (41)
where the right-hand side is independent of i and of c ∈ J¯i .
Remark 3.2. If U [i] = (1, x, . . . , xn−1)|Ji for all i then h(x, y)= (x − y)n−1/(n− 1)! whenever x ∈ Jl
and y ∈ Jˇl for some l and (41) reduces to formula (3.67) of [6]. If moreover A[i] = In−
i for all i then(41) reduces to the binomial theorem
(x − y)n−1
(n− 1)! =
n∑
k=1
(−1)n−k (x − c)
k−1
(k − 1)!
(y − c)n−k
(n− k)! .
When U [i] = U |Ji , where U = (u1, . . . , un) is an ECT-system on [a, b] and for all i ∈ Z A[i] = In−
i is
an identity matrix then (41) reduces to Marsden’s identity for Tchebycheff splines [13] p. 382.
Proof. The proof of Theorem 3.2 is a somewhat tedeous but straightforward extension of the proof due
to Dyn and Micchelli [6] of the similar result for polynomial splines via connection matrices. Essential
for this extension are the Taylor formulas (14) and (22). 
The next theorem is a generalization of Marsden’s identity to ECT-B-splines.
Theorem 3.3. Under the assumptions (31)–(33) for the function h of Theorem 3.2 there holds
h(x, y)=
∑
i∈J
Ni(x)Mi(y) for all (x, y) ∈ [a, b] × [a, b]. (42)
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Proof. Since Pn(U,CA+, X) ⊂ Sn(U,A+,M,X) and since (Nj ) is a basis ofSn, for each y ∈ (a, b]
h(x, y)=
∑
i∈Z
ci(y)Ni(x) for all x ∈ [a, b],
with certain functions ci(y) that must belong to P∗n(U∗,EA+, X) since for ﬁxed x, as function of
y, by Theorem 3.2 h(x, ·) ∈ P∗n(U∗,EA+, X). Hence, for x ∈ Jl, y ∈ Jˇl h(x, y) = s[l]n (x, y) =∑l
i=l−n+1 ci(y)Ni(x). By applying the linear functional l(y)[·] acting on functions of x we get
l(y)[h(·, y)] =
n−1∑
p=0
(−1)n−1−pL[l]p h(·, y)(y)L[l]∗n−1−pMl(y)=Ml(y)
=
l∑
i=l−n+1
ci(y)l(y)[Ni] = cl(y), y ∈ Jˇl .
Hence, for all l, cl = Ml agree on Jˇl and therefore on [a, b] since both are elements of
P∗n(U∗,EA+, X). 
Remark 3.3. Theorems 3.1 and 3.3 are equivalent in the sense that each is a consequence of the other.
Indeed, Theorem 3.3 was derived form Theorem 3.1 via 3.2. Conversely, by applying j (x)[·] to both
sides of the identity (42), considered as functions of x, for x ∈ Jl, y ∈ Jˇl by Theorem 3.2 on the left-hand
side we get
j (x)[h(·, y)] =
n−1∑
p=0
(−1)n−1−pL[l]p s[l]n (x, y)L[l]∗n−1−pMj(x).
Since by (25) applied with m= n
(−1)n−1−pL[l]p s[l]n (x, y)= s[l]∗n−p,n(y, x), p = 0, . . . , n− 1,
by Taylor’s expansion (23) this equalsMi(y). The right-hand side equals
j (x)
[
l∑
i=l−n+1
Ni(x)Mi(y)
]
=
l∑
i=l−n+1
Mi(y)j (x)[Ni].
Since the functionsMi (i = l − n+ 1, . . . , l) are linearly independent on Jˇl it follows
j (x)[Ni] = i,j , i, j ∈ J.
4. Explicit representations of the generalized B-splines Nn
j
andQn
j
Let
g(x, y) :=
{
h(x, y), xy,
0, otherwise, (43)
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where h is the function of Theorem 3.2. By the properties of h, with y ﬁxed, as a function of x, g(x, y)
belongs piecewise, for xy and for x <y, to Pn ⊂ Sn(U,A+,M,X). If x is ﬁxed, as a function of
y, g(x, y) belongs piecewise, for xy and for x <y, to P∗n. The function g is separately, with respect
to x, in Cn−1r (J ;R), and with respect to y, in Cn−1l (J ;R), since h has this property, and the (n − 1)st
ECT-derivative of g with respect to x at x = y has the characteristic jump discontinuity of a Green’s
function: for every i
lim
x→y− L
[i]
 g(·, y)|x=y = 0, = 0, . . . , n− 1, if xi < yxi+1,
lim
x→y+ L
[i]
 g(·, y)|x=y =
{
0, = 0, . . . , n− 2,
1, = n− 1 if xiy <xi+1.
We will call (43) the Green’s function with respect to the spaces Pn(U,CA+, X) and Pn(U∗,EA+, X).
Deﬁnition 4.1. For j ∈ J and x ∈ [a, b]
N˜nj (x) := N˜(x|j , . . . , j+n)
:= (−1)n
([
q1, . . . , qn
j+1, . . . , j+n
]
l
g(x, ·)−
[
q1, . . . , qn
j , . . . , j+n−1
]
l
g(x, · )
)
. (44)
Here we have made use of the notation (6) for the left sided generalized divided differences of a function,
and the functions q1, . . . , qn are those deﬁned in Theorem 3.2.
Proposition 4.1. For j ∈ J and x ∈ [a, b]
N˜nj (x)= (−1)nfn,j
[
q1, . . . , qn+1
j , . . . , j+n
]
l
g(x, ·),
fn,j =
[
q1, . . . , qn
j+1, . . . , j+n
]
l
qn+1 −
[
q1, . . . , qn
j , . . . , j+n−1
]
l
qn+1. (45)
Here q1, . . . , qn+1 ∈ P∗n+1 are the functions deﬁned by (39) and q1, . . . , qn are those of Theorem 3.2.
Proof. The equivalence of (45) with (44) is an immediate consequence of the recurrence relation (2) for
left sided divided differences. 
Remark 4.1. In case of ordinary polynomial splines of order nwhere all connection matrices are identity
matrices (45) simpliﬁes to
N˜nj (x)= (−1)n(j+n − j )[j , . . . , j+n]l(x − ·)n−1+ , (46)
where [j , . . . , j+n]lf denotes the ordinary left sided divided difference of the function f ∈ Cn−1l (J ;R)
with respect to the polynomials of degree n at most. In case of Tchebychefﬁan splines of order n where
all connection matrices are identity matrices (45) extends Lyche’s deﬁnition (44) of Tchebychefﬁan
B-splines [8].
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Proposition 4.2. For j ∈ J
(i) N˜nj is right continuous,
(ii) supp N˜nj = [j , j+n],
(iii) N˜nj (x)> 0 if x ∈ (j , j+n),
(iv) N˜nj ∈ Sn(U,A+,M,X),
(v) ∑j∈J N˜nj (x)= 1, x ∈ [a, b],
(vi) N˜nj has a zero at x = j of order n− 
+j with D
n−
+j
r N˜
n
j (j )> 0,
(vii) N˜nj has a zero at x = j+n of order n− 
−j+n with D
n−
−j+n
r N˜
n
j (j+n)< 0,
(viii) N˜nj =Nnj .
Proof. (i) We are going to show that the function
x →
[
q1, . . . , qn
j , . . . , j+n−1
]
l
g(x, ·)
is right continuous. For x ﬁxed, the function y → g(x, y) is in Cn−1l (J ;R). The left sided generalized
divided difference is applied to g as a function of y, with x ﬁxed. From (1) and from (41) we see that it is
a linear combination of derivatives(

y
)p
h(x, p−)=
n∑
k=1
(−1)n−kpk(x, xi)
(

y
)p
qn+1−k(y, xi)|y=p−
if p <x and p := multiplicity of p in (j , . . . , p−1). They all are right continuous as functions
of x.
(ii) If x < j then by Deﬁnition 4.1 g(x, ·) vanishes at all knots j , . . . , j+n (counting multiplicities)
and N˜nj (x)= 0.
If xy then
g(x, y)=
n∑
k=1
(−1)n−kpk(x, r )qn+1−k(y, r ), (47)
where according to Theorem 3.2 we start the construction of h in an interval (r , r+1) with rx <
r+1. In case j+n < x the two divided differences involved in the Deﬁnition 4.1 of N˜j are well deﬁned
as the leading coefﬁcients of the interpolants of g(x, ·) at the nodes j+1, . . . , j+n or at j , . . . , j+n−1,
respectively. But the two interpolants, as functions of y, restricted to y <x, must coincide with g(x, y),
since g(x, y) belongs to span (q1(y, r ), . . . , qn(y, r )) in the interval a <y <x. Hence the difference
of their leading coefﬁcients is 0. Now (ii) becomes a consequence of (iii) to be proved
below.
(iv) From (1) with r replaced by l and from (47) it is clear that, as a function of x, N˜nj is a linear com-
bination of p1(x, r ), . . . , pn(x, r ). Since Pn ⊂ Sn(U,A+,M,X) we have N˜nj ∈ Sn(U,A+,M,X).
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(v)Assume ﬁrst r < x < r+1. By Deﬁnition 4.1 then only for j = r−n+1, . . . , r N˜nj (x) = 0. Hence
by (44)
∑
j∈J
N˜nj (x)= (−1)n
r∑
j=r−n+1
([
q1, . . . , qn
j+1, . . . , j+n
]
l
g(x, ·)−
[
q1, . . . , qn
j , . . . , j+n−1
]
l
g(x, ·)
)
= (−1)n
([
q1, . . . , qn
r+1, . . . , r+n
]
l
g(x, ·)−
[
q1, . . . , qn
r−n+1, . . . , r
]
l
g(x, ·)
)
since the sum is telescoping. According to (ii) the ﬁrst divided difference is zero and according to (iv) of
Theorem 3.2 the second one is −(−1)n−1p1(x, r )= (−1)nw[r]1 (x)= (−1)n. Consequently, the sum is
equal to one. Since all N˜nj are right continuous this holds for rx < r+1.
(vi) Since by (18) and by (43)
(

x
)( 
y
)	
g(x, y)|x=j =


0 if j < y,
0 if j = xi = y and + 	<n,
(−1)	 1
w
[i]
1 (xi) · · ·w[i]n (xi)
if j = xi = y and + 	= n,
from (44) we infer with D = d/dx
DN˜j (j )
= (−1)n
([
q1, . . . , qn
j+1, . . . , j+n
]
l
(

x
)
g(x, · )−
[
q1, . . . , qn
j , . . . , j−n−1
]
l
(

x
)
g(x, ·)
)
|x=j
=


0 = 0, . . . , n− 1− 
+j
V
∣∣∣ q1,...,qnj ,...,j+n
∣∣∣
l
w
[i]
1 (j ) · · ·w[i]n (j )
> 0 = n− 
+j .
(vii) Is proved similarly.
(iii) From (vi) we infer N˜nj (x)> 0 if x > j is sufﬁciently close to j . On the other hand from
(i),(ii),(iv),(vi) we see that N˜nj belongs to
S0n(j , . . . , j+n) := {s ∈ Sn(U,A+, ext) : s(x) ≡ 0 for x /∈ [j , j+n],
s()(j+)= 0 for = 0, . . . , n− 1− 
+j ,
s()(j+n−)= 0 for = 0, . . . , n− 1− 
−j+n},
which is a one-dimensional subspace ofSn(U,A+,M,X). From the zero bound Z(N˜nj |(j , j+n))0
(see corollary 3.1.1 of [9]), it follows N˜nj (x)> 0 for j < x < j+n.
(viii) For every j ∈ Jwemust have N˜j=cjNj for some cj > 0 sinceS0n(j , . . . , j+n) has dimension
one. Now cj =1 for all j follows from the linear independency of (Nj ) since both systems form a partition
of unity. 
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We add a second proof of Proposition 4.2 reducing it to Proposition 2.1.Actually, we are going to show
that N˜j (x) = Nj(x) for all j ∈ J and x ∈ [a, b] by applying Deﬁnition 4.1 to the Green’s function
(43) where for h the representation (42) is used. Let y ∈ [a, b] and x ∈ [a, b] be arbitrary such that
rx < r+1 with r ∈ {0, . . . , 
} resp. r ∈ Z. According to (42) and to Proposition 2.1 then
h(x, y)=
r∑
i=−n+r+1
Ni(x)Mi(y)
and for all l
g(x, l)=
{
0, r < l,∑r
max{l,r−n+1}Ni(x)Mi(l), lr.
(48)
By Deﬁnition 4.1 N˜j (x) for j ∈ {−n+ r + 1, . . . , r} is the product of (−1)n and the coefﬁcient of qn in
the difference
j := pg(x, ·)
[
q1, . . . , qn
j+1, . . . , j+n
]
l
− pg(x, · )
[
q1, . . . , qn
j , . . . , j+n−1
]
l
,
where as before by pf
[
u1,...,un
t1,...,tn
]
l
we denote the solution of the Hermite interpolation problem
H(U, T−, f ). Since j ∈ span {q1, . . . , qn} has the zeros j+1, . . . , j+n−1 counting left multiplici-
ties it must be a constant multiple ofMj : j = aj ·Mj . Then, by Deﬁnition 4.1 and (40) N˜nj (x)=−aj . It
remains to show that aj =−Nj(x). This will be done by computing j (j )=−Nj(j )Mj (j ). In fact,
pg(x, ·)
[
q1, . . . , qn
j , . . . , j+n−1
]
l
(j )=
r∑
i=j+1
Ni(x)Mi(j ),
by (48) and the interpolation conditions. On the other side it is easily seen that
pg(x, · )
[
q1, . . . , qn
j+1, . . . , j+n
]
l
(y)=
r∑
i=j+1
ci,j+1Mi(y).
From the interpolation properties of this interpolant one infers ci,j+1 = Ni(x), i = j + 1, . . . , r , and a
subtraction yields the result claimed.
Wewill have a closer look to the terms involved in the deﬁnition (44) of N˜nj . They have similar properties
as in the case of Tchebycheff splines (see [8], Lemma 4.1).
Lemma 4.3. For n ∈ N, j ∈ J and x ∈ [a, b]
(i)
dnj (x) := (−1)n
[
q1, . . . , qn
j , . . . , j+n−1
]
l
g(x, ·)=
{
0, x < j ,
−p1(x)=−1, xj+n−1. (49)
(ii)
dnj (j )= 0 if j < j+n−1.
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Proof. (i) dnj (x) = 0 for x < j follows directly from the deﬁnition of g. To prove the second claim
observe that g(x, y)= h(x, y) for xy. If xj+n−1 from (41) we get
dnj (x)=
n∑
k=1
(−1)kpk(x)
[
q1, . . . , qn
j , . . . , j+n−1
]
l
qn+1−k︸ ︷︷ ︸
=1,k
=− p1(x)=−1.
(ii) Suppose x = j . Since j < j+n−1 is assumed, 
+j n− 1. Therefore the numerator determinant of
the divided difference deﬁning dnj (j ) has a last column with only zero entries. 
Lemma 4.4. Let n2. For every j ∈ J if j < j+n−1 the function
R  x → Qn−1j (x)=−L[i]1 dnj (x), x ∈ Ji, i ∈ J,
where dnj (x) is deﬁned by (49) is the basic function of S0n−1(j , . . . , j+n−1) ⊂ Sn−1(U,A+,M,X)
normalized by∫ b
a
Qn−1j (t) dt = 1,
where U = (U [i])i∈Z, U [i] = (u[i]1 , . . . , u[i]n−1) := (L[i]1 u[i]2 , . . . , L[i]1 u[i]n ) is the ﬁrst reduced system of
U [i] (cf. (19)) and whereA+ = (A¯[i])i∈Z and A¯[i] is deﬁned by (32).
Proof. In view of the general assumptions (31) and (32) it follows from Lemma 4.3 that supp Qn−1j =[j , j+n−1]. It remains to show
(i) Qn−1j ∈ Sn−1(U,A+,M,X) and
(ii) ∫ b
a
Qn−1j (t) dt = 1.
To prove (i) observe that
Qn−1j (x)= (−1)n−1
[
q1, . . . , qn
j , . . . , j+n−1
]
l
L
[i]
1 g(x, ·), x ∈ Ji, i ∈ J,
where
L
[i]
1 g(x, y)=
{
w
[i]
2 hn−2(x, y;w[i]3 , . . . , w[i]n ), xy, x ∈ Ji, y ∈ Jˇi ,
0, x < y,
= g(x, y)
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is the Green’s function corresponding to the spaces Pn−1(U,CA+, X) and P∗n−1(U∗,EA+, X) where U
has been deﬁned above and
U∗ = (U [i]∗)i∈Z, U [i]∗ = (s[i]∗1,n (x, c), . . . , s[i]∗n−1,n(x, c)), x, c ∈ J¯i ,
generated by 1, w[i]n , . . . , w
[i]
3 ,
C
A¯
+ = (C¯[i])i∈Z, C¯[i] = diag(A¯[i], I
i ),
EA¯∗ = (E[i])i∈Z, E[i] = R−1n−1C¯[i]Rn−1 = diag (I
i , E¯[i]n−1−
i )
and Rn−1 is deﬁned by (36) with n replaced by n− 1. This proves (i).
(ii) Follows easily from∫ x
a
Qn−1j (t) dt =−
∫ x
a
d
dt
dnj (t) dt =−dnj (x), x ∈ [a, b],
which according to Lemma 4.3 equals 1 if xj+n−1. 
In Lemma 4.4 we have found the ECT-B-splines (Qn−1j )j∈Jn−1 of the reduced space Sn−1(U,A
+,
M,X) of order n− 1, normalized to have integral one over its support. In order to get the corresponding
basis (Qnj )j∈Jn of the spaceSn(U,A
+, ext) we only have to ﬁnd a spline spaceSn+1(Uˆ, Aˆ
+
, ext) of
order n+1 such that its reduced spline space isSn(U,A+, ext). Of course, we also have to consider the
adjoint ofSn+1(Uˆ, Aˆ+,M,X) and the associated spaces Pˆn+1, Pˆ∗n+1. This construction is as follows:
Uˆ= (Uˆ [i]), Uˆ [i] = (1, x − c, sˆ[i]3 (x, c), . . . , sˆ[i]n+1(x, c))
generated by the weights (wˆ[i]∗1 , wˆ
[i]∗
2 , . . . , wˆ
[i]∗
n+1)= (1, 1, w[i]2 , . . . , w[i]n ).
Since its dual ECT-system is
Uˆ [i]∗ = (1, s[i]∗1,n (y, c), . . . , , s[i]∗n,n (y, c), s[i]∗n+1,n(y, c))
generated by (wˆ[i]∗1 , . . . , wˆ
[i]∗
n+1)= (1, w[i]n , . . . , w[i]2 , 1),
we can put Uˆ∗ = (Uˆ [i]∗). As connection matrices for the integrated systems we take Aˆ+= (Aˆ[i]), Aˆ[i] :=
diag(1, 1, A¯[i]). Then Cˆ= (Cˆ[i])with Cˆ[i] =diag(1, 1, A¯[i], I
i ) and Eˆ= (Eˆ[i])with Eˆ[i] =R−1n+1(Cˆ[i])−T
Rn+1 = diag(I
i , E¯[i]n−
i−1, 1, 1). According to Theorem 3.1 the corresponding function hˆ reads
hˆ(x, y)=
n+1∑
k=1
(−1)n+1−kpˆk(x, c)qˆn+2−k(y, c), (x, y) ∈ [a, b] × [a, b], c ∈ J¯i .
It is easily seen that
Dpˆ1(x, c)= 0, Dpˆ2(x, c)= 1, Dpˆk(x, c)= pk−1(x, c), k = 3, . . . , n+ 1
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and that qˆn+1−l(y, c)= qn+1−l(y, c), l = 1, . . . , n. As a consequence, Dgˆ(x, ·)= g(x, · ). Hence, from
Lemmas 4.3 and 4.4 we infer
Qnj (x)= −Ddˆn+1j (x) x ∈ Ji, i ∈ J n ,
= (−1)n
[
q1, . . . , qn+1
j , . . . , j+n
]
l
g(x, ·) (50)
is the ECT-B-spline with support [j , j+n] normalized to have integral one over its support. As a
consequence of (50) and of (45)∫ b
a
NNj (x) dx = 1/fnj .
Remark 4.2. In case of ordinary polynomial splines where all connection matrices are identity matrices
(50) for n1 reduces to
Qnj (x)= (−1)nn[j , . . . , j+n]l(x − ·)n−1+
the well known right continuous polynomial B-spline of order n normalized to have integral 1 over the
real line. For n1 (44) reduces to
N˜nj (x)= (−1)n(j+n − j )[j , . . . , j+n]l(x − ·)n−1+
the classical right continuous polynomial B-spline of order n with knots j , . . . , j+n. Polynomial
B-splines often [13], p. 129, [5], p. 108 are deﬁned by
Nˇnj (x) := (n+j − j )[j , . . . , j+n]r (· − x)n−1+ , x ∈ R. (51)
By making use of the identity
(x − y)n−1+ + (−1)n−1(y − x)n−1+ = (x − y)n−1, x, y ∈ R, (52)
which is valid for n> 1, the equality Nˇnj (x) = N˜nj (x) results for n> 1 and for all x except at knots of
multiplicity n. A certain symmetry of this kind with regard to applying the generalized divided difference
to the ﬁrst or to the second variable of the Green’s function holds in general.
Remark 4.3. It is Deﬁnition 4.1 which, under suitable assumptions, leads to a recursive method for
computing ECT-B-splines and ECT-spline curves developed in [12]. This method reduces to the de
Boor–Mansion–Cox recursion and to the de Boor algorithm in case of ordinary polynomial splines, and
it reduces to Lyche’s recursion [8] in case of Tchebycheff-splines.
In [14] cardinal ECT-B-splines deﬁned by connection matrices are computed directly according to
Proposition 4.1. Actually, there the generalized divided differences are computed directly via a certain
characteristic polynomial wherein also the Taylor’s expansions (14) and (22) are involved.
5. The adjoint spline space and its ECT-B-splines
Observe that the identity (52) fails to hold in case n = 1 if its right-hand side for n = 1 is interpreted
to be the constant function equal to 1, whether 00 is deﬁned either to be 1 or to be 0. An identity which
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allows application of a right sided generalized divided difference with respect to an rECT-systems with
respect to the other variable in Green’s function is obtained by using the cuts of a continuous real function
f (x, y).
Deﬁnition 5.1. If [a, b] × [a, b]  (x, y) → f (x, y) ∈ R is a continuous real function of two real
variables, its ﬁrst resp. second cut are the functions
[a, b] × [a, b]  (x, y) → f(1)(x, y) :=
{
f (x, y), xy,
0, x < y,
[a, b] × [a, b]  (x, y) → f(2)(x, y) :=
{
0, xy,
f (x, y), x < y.
Clearly, f(1) and f(2) are separately piecewise continuous and add up to f:
f(1)(x, y)+ f(2)(x, y)= f (x, y) for all x, y. (53)
More precisely, as functions of x, with y ﬁxed, both cuts are right continuous, and as functions of y, with
x ﬁxed, both are left continuous. If a new function fˇ is deﬁned by f by interchanging its arguments,
fˇ (x, y) := f (y, x) for all x, y,
then its cuts
fˇ(1)(x, y)=
{
f (y, x), xy,
0, x < y, fˇ(2)(x, y)=
{
0, xy,
f (y, x), x < y,
do not coincide with the interchanged cuts of f with interchanged arguments
f(1)(y, x)=
{
f (y, x), yx,
0, y < x, f(2)(y, x)=
{
0, yx,
f (y, x), y < x,
actually they do, except on the diagonal y = x.
In Deﬁnition 4.1 the ECT-B-splines Nnj (x) of order n (now we drop the tilde) for the rECT-spline
space Sn = Sn(U,A+,M,X) are deﬁned by applying generalized left sided divided differences to
the Green’s function (43), i.e. to the ﬁrst cut of h, h(1)(x, y), with respect to its second variable y,
with x ﬁxed, and with respect to the space P∗n = Sˇn(U∗,EA+,M0, X) whose elements are left contin-
uous. Also involved in the deﬁnition of Green’s function (43) is the space of generalized polynomials
Pn=Sn(U,CA+,M0, X).We recall thatCA+=(C[i]), C[i]=diag(A[i], I
i )=diag (1, A¯[i], I
i ), EA+=
(E[i]), E[i] =R−1n (C[i])−TRn = diag(I
i , E¯[i]n−1−
i , 1) =: diag(Eˇ[i], I
ˇi ) with 1 
ˇi
imaximal. Con-
sider now the lECT-spline space Sˇn := Sˇn(U∗, Eˇ, Mˇ,X)=Sˇn(U∗, Eˇ, ˇ)with Mˇ := (
ˇi). It is referred to
as the adjoint ofSn.We want to deﬁne its B-splines Nˇnj (y).Associated with Sˇn are the spaces of general-
ized polynomials Pˇn=Sˇn(U∗, Cˇ, X), Cˇ= (Cˇ[i]), Cˇ[i] =E[i], Pˇ∗n=Sn(U∗∗,EEˇ, X), U∗∗=U, EEˇ=
diag(Eˇ[i], I
ˇi )=R−1n (Cˇ[i])−TRn=R−2n C[i]R2n=C[i], sinceR−2n =R2n=(−1)n−1I , i.e. Pˇn=P∗n, Pˇ
∗
n=Pn.
The function (x, y) → h(x, y) deﬁned in Theorem 3.2 was constructed with respect to the spaces
Sn,Pn,P
∗
n. When applied with respect to the spaces Sˇn, Pˇn, Pˇ
∗
n the pendant of Theorem 3.2 for lECT-
spline spaces yields a function
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(y, x) → hˇ(y, x)=
n∑
k=1
(−1)n−kqk(y, c)pn+1−k(x, c)= (−1)n−1h(x, y),
which, by the preceeding considerations, is identiﬁed to be (−1)n−1h(x, y).According to the analogues
of Deﬁnition 4.1 and of Proposition 4.2 for lECT-splines then for j ∈ Jˇ and y ∈ [a, b]
Nˇnj (y)= (−1)n
([
p1, . . . , pn
ˇj+1, . . . , ˇj+n
]
r
gˇ(y, ·)−
[
p1, . . . , pn
ˇj , . . . , ˇj+n−1
]
r
gˇ(y, ·)
)
, (54)
where p1, . . . , pn is the basis of Pn constructed in Theorem 3.2 and
gˇ(y, x) :=
{
hˇ(y, x), y > x
0, yx = (−1)
n−1
{
h(x, y), y > x
0, yx = (−1)
n−1h(2)(x, y)
is the Green’s function with respect to the spaces P∗n and Pn. From (53)
(−1)n−1h(2)(x, y)= (−1)n−1h(x, y)+ (−1)nh(1)(x, y) for all x, y,
and therefore, for all n1, j ∈ J and all y
Nˇnj (y)= (−1)n
[
p1, . . . , pn
ˇj+1, . . . , ˇj+n
]
r
h(1)(·, y)−
[
p1, . . . , pn
ˇj , . . . , ˇj+n−1
]
r
h(1)(·, y).
In particular, Nˇnj (y) is left continuous as a function of y, in accordance with the fact that this function
belongs to an lECT-spline space.
Similarly to Proposition 4.1 we also have
Nˇnj (y)= (−1)nfˇn,j ·
[
p1, . . . , pn+1
ˇj , . . . , ˇj+n
]
r
gˇ(y, ·),
fˇn,j =
[
p1, . . . , pn
ˇj+1, . . . , ˇj+n
]
r
pn+1 −
[
p1, . . . , pn
ˇj , . . . , ˇj+n−1
]
r
pn+1,
where p1, . . . , pn, pn+1 ∈ Pn+1 are functions deﬁned to be a basis of the space Pn+1 =Sn+1(Uˆ, CˆA+,
M0, X) as deﬁned above. According to Corollary 4.1.1 of [9] P∗n resp. Pn is an lET- resp. an rET-space
of order n each, and Pn+1 is an rET-space of order n+ 1. By Corollary 4.1.4 of [9] the space Pn+1 has a
basis p1, . . . , pn, pn+1 such that for = 0, 1 the system p1, . . . , pn+ is an rET-system of order n+ .
Remark 5.1. There is an interesting case of selfadjointness. We call an ECT-spline space Sn(U,A+,
M,X) selfadjoint provided M = Mˇ , and for all i span U [i] = span U [i]∗, C[i] = E[i]. In general this
requires 
i = 1 and (A¯[i])−1 = Rn−2A¯[i]TR−1n−2 for all i.
Remark 5.2. What does this tell us in the particular case of ordinary polynomial splines with simple
knots? Obviously, this is a spline space which is selfadjoint. Therefore besides (46) according to (54) we
have for all n1 the representation
Nˇnj (y)= (−1)n(j+n − j )[j , . . . , j+n]r gˇ(y, ·)= (j+n − j )[j , . . . , j+n]r (· − y)n−1(2) ,
which for n> 1 is (51) if y is replaced by x.
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