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To my parents 
Analysing 
requires 
asymmetric 
ABSTRACT 
Frequency Selective Surfaces (FSS) 
solving integral equations that may 
and singularity behaved kernels. 
often 
have 
These 
singularities together with the array geometry can 
introduce significant complexities to the solution of the 
problem. The thesis deals with the solution of such 
equations 
is based 
defined 
using a spectral iterative method. The analysis 
on minimising an error criterion, which is 
as the difference between the scattered and 
impressed waves. Computer models have been developed as a 
means of predicting the radiation performance of single 
and multiple layer FSS. The research involves two separate 
but related studies. The first study is concerned with 
finite arrays of conducting elements. The effect of the 
dielectric substrate and size of the arrays to the 
scattered field is examined. In the second study the 
iterative scheme is modified accordingly in order to solve 
a set of integral equations for a multilayer array where 
each layer is assumed to be of infinite extent. The 
analysis takes 
the dielectric 
into account the inter layer coupling 
substrates/superstrates adjacent to 
and 
the 
array elements. The results obtained from both studies are 
compared with the method of moments solution as well as 
with experimental results. 
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CHAPTER 1 
INTRODUCTION 
Frequency Selective Surfaces (FSS) , as the name 
suggests, are surfaces whereby incident waves are 
reflected at some frequencies, whilst they are 
transparent to these waves at other frequencies. Their 
frequency selective properties are exploited at microwave 
wavelengths for use as components in reflector antenna 
systems [1,2] as well as at infrared wavelengths for use 
as components in optical systems [3]. An FSS consists of 
an array of conducting patches or an array of apertures 
within a conducting surface. The array elements are often 
printed on a dielectric substrate for support. The 
radiation response of the FSS is primarily dictated by the 
element and lattice geometry [4-7] as well as the number 
of layers [8]. 
To analyse the scattering problem from FSS one has 
to solve an operator equation implicating a convolution 
type integral. Traditionally, the Method of Moments (MoM) 
[9] has been utilised for the solution of such an 
equation. However, even though this approach has predicted 
with reasonable accuracy the radiation performance of FSS, 
it has a major disadvantage. No convergence is guaranteed, 
particularly as the dimensions of the problem increase. To 
eliminate this ambiguity an iterative method of solution 
is proposed in this thesis. Based on the work published by 
Van Den Berg [10-12], the scheme is developed with a view 
to analyse electrically small as well as large FSS. The 
aim is to minimise the deviation of the numerical solution 
1 
from the exact one. Convergence is always guaranteed due 
to the inherent orthogonality conditions of the method. 
Unlike the MoM, the unknown is not expressed in terms of 
functions selected a priori, but in terms of functions 
determined by the problem itself. Therefore, since there 
are no trial and error exercises to be performed the 
iterative method is versatile to changes in the array 
geometry. 
This thesis is organised as follows: 
In order to provide a measure of comparison with 
the iterative method of solution, in Chapter 2 aspects of 
the Method of Moments (MoM) are presented for the analysis 
of electrically large FSS [13,14]. Based on the assumption 
that the surfaces are infinite in extent the tangential 
electromagnetic fields are expressed as Fourier series 
(Floquet modes) with periodicity equal to that of a unit 
cell. The satisfaction of the boundary conditions enables 
the formulation of an integral equation whereby the 
unknown induced current is evaluated by the MoM. In the 
same Chapter the analysis of finite FSS is examined. Due 
to the finite size, the arrays can not be considered 
periodic. Consequently, the scattering from all elements 
comprising the array is involved in the formulation of an 
integral equation which, as before, is solved by the MoM. 
In Chapter 3 the iterative method is developed by 
viewing the iterative problem as that of minimising the 
deviation of the numerical solution from the exact one. 
Based on the inherent orthogonality conditions of the 
scheme it is shown how the approximation is improved at a 
steady rate throughout the process and a solution can be 
obtained in a finite number 'of iterative steps. The method 
- -- -- -
is combined with the Fourier transform :so as to simplify the 
analysis. The cumbersome computation of the convolution 
integral is reduced to simple algebraic manipulations in 
the spectral domain. Three variants of the method are 
appropriately adopted for the scattering from FSS. These 
2 
are, the Conjugate Contrast Source Truncation (CCST) 
technique [10] , the Conjugate Gradient-Fast Fourier 
Transform (CG-FFT) method [15-19] and the Conjugate 
Gradient-Discrete Fourier Transform (CG-DFT) method [20]. 
The latter scheme is employed in this thesis for the 
analysis of free standing finite size FSS. To enable the 
computational application of the various schemes the 
continuous current distribution has conventionally been 
rendered discrete by employing the delta basis functions 
[16]. Here, a novel sampling procedure is proposed, 
whereby the roof top functions [21,22] are used. 
In Chapter 4 the scattering from finite FSS is 
closely examined. The size of the array as well as the 
array geometry are investigated to substantiate their 
effectiveness on the radiation performance of the array. 
The various iterative schemes are applied to several free 
standing dipole arrays [23]. The current distribution as 
well as the transmission coefficients obtained, are 
compared with the MoM solution for finite as well as 
infinite arrays. Another distinct contribution is made, 
by appropriately modifying the operator. equation, so to 
enable the analysis of arrays backed with a dielectric 
substrate [21,22,24]. A wide variety of dipole and crossed 
dipole arrays is examined and the predicted transmission 
coefficients as well as the far field radiation patterns 
are compared with measured results. Finally, the validity 
of the iterative schemes for infinite size arrays is also 
investigated in Chapter 4. Results are presented from an 
infinite array of double-squares and comparison is made 
with the MoM solution [7] as well as measurements. 
Two distinct contributions are made in Chapter 5 
for the analysis of a multilayer FSS structure [24-26]. 
Firstly, a generalised set of coupled integral equations 
which describe the scattering problem from the structure 
is formed. Secondly, a novel iterative method is presented 
for the solution of such equations. The convergence 
3 
behaviour of the various schemes is examined and the 
current distribution on several dipole and crossed dipole 
structures is discussed. The effect of the distance 
separating a two layer structure on its transmission 
response is investigated. The predicted transmission 
coefficients are compared with the MoM solution [8] as 
well as measured results. 
Finally the conclusions and some future work evolving 
from this thesis are presented in Chapter 6. 
4 
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CHAPTER 2 
THE METHOD OF MOMENTS SOLUTION OF THE SCATTERING FROM 
INFINITE AND FINITE FREQUENCY SELECTIVE SURFACES 
2.1 Introduction 
Since it was first introduced by Harrington [1] in 
the late 1960's the Method of Moments (MoM) has proven to 
be an efficient means of solving electromagnetic boundary 
value problems. In this Chapter, aspects of the MoM are 
presented for the scattering problem from Frequency 
Selective Surfaces (FSS) of infinite and finite extent. 
Results obtained using this approach are shown in Chapters 
4 and 5 for comparison purposes with an iterative method 
of solution formulated in Chapter 3. 
In Section 2.2 the electromagnetic scattering 
problem from infinite periodic arrays of thin conductors 
on a dielectric slab is investigated. The modal analysis 
approach [2,3] is employed in the solving procedure, 
whereby the electromagnetic fields in the different 
regions (Figure 2.1(b)) concerned, are expressed in terms 
of Floquet modes [2]. An integral equation valid on the 
conducting areas is formed by applying the standard 
electromagnetic boundary conditions at each interface, 
whereby the unknown surface current density is calculated 
by the MoM. 
Section 2.3 is concerned with the electromagnetic 
scattering problem from free standing thin dipole FSS of 
finite extent. Due to the size of the arrays the analysis 
of such problems can not be simplified by invoking 
periodicity. This implies that in the derivation of an 
expression for the scattered electromagnetic field the 
9 
induced current on all elements comprising the array under 
consideration has to be included. By satisfying the 
standard electromagnetic boundary conditions an integral 
equation is formulated, the solution of which, is obtained 
by the MoM. 
2.2 The MoM analysis of infinite arrays 
The analysis of Frequency Selective Surfaces of 
electric size typically greater than 10 wavelengths is 
carried out under the assumption that they are infinite in 
extent, even though the dimensions of practical FSS are 
necessarily finite. Based on this assumption the analysis 
is reduced from one which considers the entire surface to 
one which only considers a single,. periodic cell. The 
original structure which would be intractable to analyse 
due to its large electrical size is therefore replaced by 
an infinite array model. with the aid of the Floquet's 
theorem [2] and for plane wave excitation the induced 
currents and scattered fields are expressed as Fourier 
series with periodicity equal to that of the unit cell. 
Applying the standard electromagnetic boundary conditions 
at each interface, Figure 2.l(b), leads to an integral 
whereby the unknown, current induced on the conductors I 
! I 
can be calculated. The formuiation presented here 
equation 
is an outline of previously published work, for example, 
in references [2-4]. 
2.2.1 Formulation of the integral equation 
In Figure 2.1(a) a small section of the infinite 
array backed with dielectric substrate of thickness d is 
shown. The dielectric constant, & , is considered to have 
r 
a real value. The array, lying on the x-y plane, is 
illuminated by an arbitrary directed electric plane wave 
with polar angles of incidence,} and t/J • The lattice 
1 1 
vectors D
1
,D
2 
specify the two periodicity axes and hence 
the manner in which the conducting elements are arranged 
10 
,------------------------------------------------------ - -
y z 
dielectric 
Side view 
x 
y 
Top view (a) Polar angles of incidence 
r+ ~ ~! 
" 
z d o 
R 
'" 
(b) -.----
Figure 2. 1. (a) Geometry of an infinite periodic array. 
(b) Reflection (R) and transmission (T) field amplitudes. 
11 
on the array I s surface. To analyse the electromagnetic 
scattering from such an array the scalar Floquet modes [2] 
are firstly def ined; (the time dependence factor e-jwt is 
suppressed) 
±j. Z - jk ·r ±j.z 
§' =w e pq=e Tpq Te 
pq pq 
(2.1) 
where the positive (negative) sign denotes fields 
travelling in the negative (positive) z direction and 
p,q = 0,±1, ±2, ••• (2.2) 
(2.3) 
k
TOO 
= k sin~ cosq, 
o I I x + kosin~lsinq,1 y (2.4) 
21l 21l 
k = --- z X D2 I k = z X D1 1 A 2 A 
(2.5) 
2 k )112 
• = (k - k . pq Tpq Tpq (2.6) 
k=k ~ 
o r 
(2.7) 
(2.8) 
r
T 
= xx + yy (2.9) 
(2.10) 
The tangential electromagnetic field in the plane 
of the array can be expressed as a linear combination of 
-, 
two types of vector Floquet modes. These are: (a) The transverse 
magnetic (TM) modes where the entire magnetic vector mode 
is parallel to the plane of the array I and (b) The 
transverse electric (TE) modes where the entire electric 
vector mode is parallel to the plane of the array. For the 
first case the electric field mode is given by 
12 
gTH 
= !'l k 
pq pq 1pq 
(2.11) 
where 
k 
k = Tpq 1pq 
IkTPql 
(2.12) 
whereas for the second case is expressed as 
gTE =!'l k 
pq pq 2pq 
(2.13) 
with 
k = z x k 2pq 1pq (2.14) 
Furthermore, the magnitude of the tangential magnetic 
vector is expressed in terms of the magnitude of the 
tangential electric vector as 
(2.15) 
where ~pq is the modal admittance, which for TM modes is 
k 
~1Pq = ~ 
'1 
(2.16) 
pq 
and for TE modes 
'1 
~2Pq = 
pq 
~ 
k 
(2.17) 
with ~= , c and ~ are the permittivity and 
permeability of the region concerned respectively. 
The tangential electromagnetic field is expressed 
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in each region 1 (Figure 2.1(b))) as a Fourier series of 
the vector TM and TE modes. For example, the electric 
field is written as 
=L pq «(,.TM e;TH (rT,z) + (,.TE e;TE (rT,z)) Ipq pq 2pq pq 
(2.18) 
where (,.TH and (,.TE are the amplitudes of the TM and TE 
Ipq 2pq 
modes respectively. Using the above formulation, and 
applying the standard electromagnetic boundary conditions 
at each interface as depicted in Figure 2.1(b), leads to 
an integral equation as shown in Appendix 1. 
To solve Eqn.(A1.10) the method of moments is 
employed. The current is firstly expanded in terms of 
known basis functions weighted by unknown coefficients, as 
(2.19) 
Both sides of the integral equation are then multiplied by 
gJ(r
T
) and integrated over the unit cell area. This 
results in a linear system of algebraic equations of 
infinite order for the unknown coefficients c I 
V Z11 . . . Z · .. Z C 1 11 IN 1 
• • . • • 
• • • 
• • • 
V = ZJl Z • •• ZJN c (2.20) J JI I 
• • 
· 
. • 
• • 
• • • • 
V ZNl ... Z Z C N NI NN N 
where 
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(air die! 
1).00 - 1).00 0'.00 ) b 
( alr+ die! ) s 1) sO 0 1) .00 0' sOO 
I g J (r T ) exp (-jkToo ° r T) dr TO k. 00 
A 
1 
.pq A(1)a I r + 1)d le! ) 
spq .pq O'.pq 
(2.21) 
I g (r )exp(-jk or )dr ok Ig (r )exp(jk or )dr ok J T Tpq T T spq I T Tpq T T spq A A 
(2.22) 
To solve Eqn. (2.20) only a finite number of N linearly 
independent functions g are considered. The restriction 
imposed on the choice of these functions is the 
fulfillment of the current edge conditions. Since the 
matrix [ZJI] is now of finite order the solution can be 
obtained by matrix inversion, i.e. 
(2.23) 
To examine the radiation performance of any array under 
consideration the transmission and reflection coefficients 
have to be calculated. In doing so, the total reflected 
and transmitted tangential fields are firstly formulated. 
Thus, from Eqns.(A1.1)-(A1.12) it can be obtained: 
a) Total tangential reflected field (z~O) 
Ereflected (r ) 
t T 
( air die! ) ~ 1).00 - 1)soo 0'.00 
= L. (--=~--'-'-'..,--~ ) b exp ( - jk ° r ) 
• (air + die! 0' ) s TOO T 
1).00 1)sOO sOO 
15 
Cl. f q -A-(-.,,-a-:-I -r-+---:~--:I-e--:l:----
" 1).pq CT ) spq spq 
exp(-jk 'r
T
) eXP(jralrZ)J k 'g(r )exp(jk 'r )dr k 
tpq pq. pq T Tpq T T spq 
A . 
(2.24) 
b) Total tangential transmitted field (z~d) 
( air dlel ) 
Etran • (r ) 
t T 
\' 1).00 - 1).00 CTsoo 
= L (1 + -==----=-::-=-=--::.::..;=-) b
s 
exp (-jk
T 
0 0 ' r
T
) 
s (alr+ dlel ) 
1)soo 1)soo CT. oo 
t exp(-jk 'r )exP(jralrZ)J k 'g(r )exp(jk 'r )dr k 
spq tpq T pq spq T Tpq T T spq 
A 
where 
t = 
.pq 
[ ( '( air exp J r -pq 
(2.25) 
rdlel)d) + ex ('(ralr pq PSpq p J pq 
(1 + P ) 
spq 
(2.26) 
To calculate the z component of any of the electric fields 
presented so 
applied. At 
far, the Maxwell' s divergence theorem is 
any observation point defined by the polar 
angles f} and IP 
E = 
z 
sinf} coslP E + sinf} sinlP E 
x y 
± cosf} 
(2.27) 
where the negative (positive) sign refers to waves 
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travelling in the positive (negative) z direction. 
Employing Ludwig's third definition for the unit copolar 
vector [5] 
i = -(l-cos~)sint/lcost/lx + (l-sin2t/l(l-cos~))y - sin~sint/lz 
co 
(2.28) 
the complex reflection and transmission coefficients can 
be obtained. By definition the 
coefficient is given as the 
(transmitted) and incident 
reflection (transmission) 
ratio of the reflected 
waves with 
propagating Floquet modes (Le. p=O, q=O) 
and t/l=t/l • Thus, 
1 
Reflection coefficient = 
Transmission coefficient = 
Eref lected t . ~ 
co 
E 1nc • 1 
co 
E trans ":' . ~ 
co 
E1nc • i 
co 
zero order 
and with ~=". 
1 
(2.29) 
(2.30) 
The Floquet's expansion can be used to formulate the 
scattering from a double layer FSS [6] and will be 
discused in Chapter 5. In the following Chapters results 
are shown from various single and double layer dipole and 
crossed dipole arrays (Chapter 4 and 5 respectively) for 
comparison purposes with an iterative method of solution 
formulated in Chapter 3. The scattering from single layer 
double-squares arrays is also addressed in Chapter 4. 
2.3 The MoM analysis of finite arrays 
This section is concerned with a MoM solution of 
the electromagnetic scattering problem from finite FSS. 
Due to the finite size, the array can not be considered 
periodic. Therefore, the formulation must involve the 
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induced current on all elements that comprise the array. 
The analysis of finite size dipole arrays was previously 
outlined by Allam et. al. [7] where entire domain 
sinusoidal functions were used to represent the induced 
current and weight the tangential electric fields. Here, 
the same scattering problem is considered, but subdomain 
basis (pulses) and testing (pulses) functions are employed 
to expand the current and weight the tangential electric 
fields respectively. This means that the elements are 
subdivided into small segments on each of which the 
current/field are considered to have a constant value. 
Using this approach there ,are no trial and error exercises to 
be performed to derive the appropriate set of entire 
domain basis functions needed to represent,. the current 
distribution. By applying the standard electromagnetic 
boundary conditions at each of the segment lengths an 
integral equation is formulated, whereby the unknown 
coefficients (weighting the basis functions) are simply 
derived by an inverse matrix procedure. This 
representation has been suggested by Glisson et. al. for 
the scattering from TM and TE conducting strips [8]. 
2.3.1 Formulation of the integral equation 
Figure 2.2 shows a finite size array of M, 
y-directed dipoles situated in thex-y plane. The elements 
are of length L and width W with W«L. As a reaction to an 
incident plane wave 
A A 
(the wavevector k = 
I 
sin~ cos~ x+sin~ sin~ y) currents and electric charges are 
I I I I 
induced along the length of each dipole (no x dependance 
is considered since W«L). since the total tangential 
electric field must vanish on any nth dipole (n=l, ••• M) 
an equation relating the E1nc and the scattered electric 
field from all the elements comprising the array is 
formed, [8], 
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z 
Figure 2.2. Geometry of a finite size dipole array. 
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M 
lnc A 
- E (X,y)·y 
n n n 
= L -(jwA (y ,11x ).y + 
m=::l m n nm 
ViP (y ,IJ.x ) .y) 
m n nm 
(2.36) 
with 
Elnc (X ,y) E - j (k sin') cos I{! X + k sin') sinl{! y ) = oe 0 I In 0 I In 
n n n 
(2.37) 
where ,)1 and I{! I denote the polar angles of incidence. 
A and iP are the vector and scalar potentials respectively 
given by 
A (y ,IJ.x ) = /lo J I (y )yG(y ,y ,IJ.x )dy m n run m m n m run m 
L 
(2.38) 
m 
1 J qm(Ym)G(Yn'Ym,IJ.xrun1dYm iP (y ,IJ.x ) = m n run 
Co L 
(2.39) 
m 
where from the continuity equation the linear charge 
density q (y ) is 
m m 
1 dI (y) 
m m (2.40) 
jw dy 
m 
The function G is the free space Green's function given as 
·k « _ y ) 2 + IJ.x2 ) 1/2 
e-J 0 Yn m nm 
G(y,y,IJ.x ) = 
n m run 
(2.41) 
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with 
Ax = (x - x ) 
run n m 
(2.42) 
denoting the separation in the x direction of the dipole 
centres. 
2.3.2 Matrix equation representation 
To solve Eqn. (2.36) the induced current along- the 
length of each dipole m, is firstly expanded in terms of 
one dimensional pulse functions, ~, weighted by a set of 
unknown coefficients c as 
where 
~(y ) 
m,l 
~(Ym,l) 
The points 
midpoints 
Ym,1+1/2 
= 
= 
N 
I 
1=1 
1 
0 
C 
m,l 
Ym,1+1/2 
2 
for y :s 
m, 1-1/2 
otherwise 
and Ym,l-l/2 
Y + Y 
m,l m,I-1 
2 
(2.43) 
Ym,l:S Ym,l+1/2 
(2.44) 
designate the segment 
(2.45) 
As shown in Figure 2.3(a) pulses are omitted from the wire 
ends. This is equivalent to placing half pulse of zero 
amplitude at each end (i. e. c =c =0). This imposes 
m,O m,N+1 
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the edge condition' for zero current at unattached wire 
ends. To calculate the electric charge (Eqn. (2.40» the 
finite difference approximation [9] is applied 
1 N+1 L 
jw 1=1 
1 
jw 
c - C 
ro,l m,l-l 
Ay m. 1-1/2 
1'(Ym.I+1I2) ) 
Ay m.I+1I2 
(2.46) 
where Ay - Y - Y and 
m.1-1/2 ro,l m,l-l 
The pulse functions 1'(Ym.I_1/2) 
Ay - Y -
m,1+1/2 m.l+l 
are defined in 
Ym, 1· 
Figure 
2.3(b). Placing current pulses at the ends of the wire 
could lead to erroneous results, since this implies a 
fictious electric charge density outside the conducting 
area. 
The 
Eqn.(2.36), 
boundary 
is 
condition on the electric field, 
mUltiplying both 
then tested, 
sides by the 
in an integral sense, by 
pulse functions (Eqn.(2.44» 
and integrating over the domain of these functions. In 
testing 
assumed 
the components of the vectors 
that they are sufficiently 
Inc d . t . E an A, 1. 1.S 
smooth over each 
segment. Therefore, their representative values on each 
segment may be replaced by those taken at the point y 
n.J 
on the nth dipole. Thus, 
(2.47) 
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I 
r 
~ • . . p • . . ~ I 
L 
p 
• . • 
p 
• . . 
p 
1/2 i-1/2 N-1/2 
L 
Figure 2.3 (a) Unweighted current pulses. (b) Unweighted 
electric charge pulses. 
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. 
I 
(a) 
p 
N+1/2 
(b) 
-------------------_ .. - ----
An identical 
Inc t. E • Tes ~ng 
expression as above 
the scalar potential 
can be obtained 
term yields 
for the 
J
y n, j+ll2 A 
V<l'? (y ,l1x ).y 
m n nm 
y n, j-ll2 
~(y )dy = 
n, J n 
Iy n, j+1I2 __ d_<l'?.:::.-(Y-,,-_' 11x--=::.:::.-) m n nm d y = dy n 
y n, j-1I2 n 
<l'? (y I1x) - <l? (y I1x ) 
m n,J+1/2' nm m n,1-1/2' nm (2.48) 
Therefore, the equation to be solved is now expressed as 
follows 
1 c (Yn,j+1- Yn,j-1) A 
E n (y X) • y = 
n, j n, j' n 2 
<l'? (y I1x ) - <l'? (y I1x) 
m n, j + 1 /2' nm m n, 1-1/2' nm (2.49) 
substituting 
Eqn. (2.49) a 
expressed in 
with the ith 
Eqns.(2.38)-(2.40) and Eqn.(2.44) into 
system of equations is produced which can be 
a matrix form. Each matrix element associated 
current pulse on the mth dipole and the y 
n,j 
observation point on the nth dipole, involves 
the form 
integrals of 
m,u,v 
G(y ,y,l1x )dy 
n, j nm W n,j 
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rm•u e-jko((Yn• J- y)2 + AX2 ) 1/2 nm = dy 
4rr( (y _ y)2 + AX2 ) 1/2 
Ym,v . n, j nm (2.50) 
Provided that n"'m, Wm. u. v can easily be calculated by a 
n. J 
numerical integration method as for instance the Gaussian 
quadrature integration algorithm [101. For n=m any attempt 
at the numerical evaluation of Eqn.(2.50) is impossible, 
due to the appearance of singularity points (Le. the 
denominator is zero). To subdue this difficulty the 
reduced kernel approximation is used, as suggested by 
Popovic et. al. [111 for the scattering problem from wire 
antennas. Based on the assumption that the currents and 
charges lie along the centre of the dipole and the fields 
are calculated at the dipole edges, AX .. W /2. The 
nn n 
singularities therefore, of the above integral can be 
avoided. Eqn.(2.50) is written as, 
n,u,v 
W 
n,J 
(2.51) 
and it is evaluated using the Gaussian quadrature 
integration algorithm. 
The equation to be solved is given in a matrix form as 
where 
M. 
[A 1 = I [~ 1 [c 1 
n,j 1=1 n,J,m,l m,l 
7l = 
n,j,m,l 
1 
___ [k2 ( 
4rrjwe
o 
0 
(Yn,J+l- Yn.J-l) ) 
2 
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(2.52) 
( w"',I,1+1/2 + w"',1-1/2, I )]_ 
n,J n,J 
W m ,i,1+1 Wm,l-l,i Wm,1,1+1 
n,j+1/2 + n,j+1/2 + n,j-1/2 
Ay m ,1+112 AYm,1_1I2 Aym, 1+1/2 
Wmt1- 1,l 
n ,J-ll2 ] (2.53) 
Ay m ,1-112 
and 
:4 
n,J 
Inc (Yn J+1- Yn J-1) • 
= E (y ,X)' ,. , y 
n,j n 2 (2.54) 
By collapsing the indices nj and mi into one as k and 1 
respectively Eqn.(2.53) can alternatively be written as 
k,l = 1,2, ••• ,NxM (2.55) 
Therefore, the unknown coefficients Cl can be calculated 
by: 
(2.56) 
The analysis as presented in this section was applied to a 
variety of different size dipole arrays. Having obtained 
the values for the surface current,. the transmission 
coefficient is calculated using a set of equations 
(Eqns. (4.1)-(4.9)) given in Chapter 4. These results are 
compared in the same chapter with an iterative method of 
solution formulated in Chapter 3. 
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2.4 Conclusions. 
In this chapter it has been shown how the Method of 
Moments can be employed for the solution of the 
electromagnetic scattering problem from 
Selective Surfaces of infinite and finite 
Frequency 
extent. The 
analysis of the former was based upon the assumption that 
the array was periodic. Subsequently, the electromagnetic 
fields were expressed as Fourier series, (Floquet modes) 
whereby only one periodic unit cell needed to be analysed. 
For the FSS of finite extent however, the analysis 
involved all inter-element coupling. The MoM solution 
will serve in Chapters 4 and 5 as means of comparison with 
the results obtained by an iterative method formulated in 
Chapter 3. 
Computer programs were written in Fortran to 
compute the reflection/transmission coefficients. The 
software was run at the University of Manchester Computer 
Centre (UMCC) on an Amdhal 1200 vector processor computer. 
For the matrix inversion (Eqns. (2.23) and (2.56)) the 
Numerical Algorithm Groups (NAG) [12] routine was used. 
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CHAPTER 3 
AN ITERATIVE APPROACH TO THE ANALYSIS OF SCATTERING 
FROM FREQUENCY SELECTIVE SURFACES 
3.1 Introduction 
In general electromagnetic boundary value problems 
give rise to a convolutional form of operator equations. 
The conventional way to solve such equations has been the 
Method of Moments (MoM) [1]. However, the a priori knowledge' 
required as well as the lack of practical convergence 
tests in this approach, has prompted some researchers to 
investigate iterative methods of solution. 
A compehensive analysis of such a method, firstly 
introduced by Van Den Berg [2-4], is presented in this 
Chapter. Some details are discussed with a view to clarify 
the formulation of the method with emphasis ,on the 
scattering from electrically small and large Frequency 
Selective Surfaces. 
In Section 3.2 the method is developed by viewing 
the iterative problem as that of minimising an error 
criterion which assesses the deviation of the numerical 
solution from the exact one. This means that the 
approximation is improved at a steady rate throughout the 
process, and in the absence of round off errors, a 
solution is obtained in a finite number of steps. 
In Section 3.3 the method is combined with the 
Fourier Transform. with this enhancement, advantage is 
taken of the convolution theorem whereby the cumbersome 
computation of the convolution integral is reduced to 
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simple algebraic manipulations in the spectral domain. 
In Sections 3.4 and 3.5, depending on a choice of a 
preconditioning operator, two variants of the method are 
presented. These are the Conjugate Contrast Truncation 
CCST technique [2], and the Conjugate Gradient-Fast 
Fourier Transform (CG-FFT) method [5-11]. The advantages 
and disadvantages of each scheme as far as the convergence 
rate is concerned as well as the computer memory and time 
requirements are investigated. 
Since prior to the application of the schemes on a 
computer, the (Fourier) transformed operator equation has 
to be expressed in a discrete form, in Section 3.6 some 
novel sampling techniques are discussed. They are based on 
expanding the surface current density in terms of suitably 
chosen basis functions, such as roof top functions [12-14], 
for which the edge conditions are satisfied. The 
distinction between finite and infinite FSS in the 
formulation of the schemes is also addressed in this 
section. 
Finally, in section 3.7 some details concerning the 
modelling of the iterative schemes with regard to the 
analysis of finite size FSS are discussed. An alternative 
iterative approach, called the Conjugate Gradient-Discrete 
Fourier Transform (CG-DFT) [15] method is presented. It 
was introduced by Chen et. al. for the analysis of 
metallic plates and dielectric cylinders. Here, it is 
adopted to predict the scattering performance of finite 
size FSS. 
3.2 Formulation of the Iterative Method 
Most integral equations arising in the study of 
electromagnetic radiation and scattering problems involve 
a convolution integral. A typical form of such integral 
equation, valid on the area D of the scatterer, is: 
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ID G (r, r') 3 (r') dr' = E1nc(r) (3.1) 
where G denotes the dyadic Green's function, 3 the unknown 
surface current density and E1nc the excitation field. 
Alternatively, Eqn.(3.1) can be written in operator 
equation form as: 
A 3 = E1nc (3.2) 
This section is mainly concerned with the 
development of an efficient iterative method of solution 
for the above equation with emphasis to FSS. 
The first step in the formulation of scheme is the 
assignment of an initial estimate for the unknown, N 
dimensional vector function, 3. In general it could be an 
arbitrary guess. A good choice, however, can significantly 
reduce the computational time [2]. 
At any other iteration step, say k, the unknown is 
expanded in terms of basis functions g, called search 
direction vectors ,since they determine the direction in 
the N dimensional space in which the scheme moves to 
correct the estimate 3
k
• These functions are weighted by a 
constant coefficient, c, the role of which is to regulate 
how far the algorithm moves in the direction of g. Hence, 
for zero initial guess, 3
k 
can be written as: 
k 
I 1=1 (3.3) 
It is worth pointing out, that unlike the Method of 
Moments (MoM) where the functions 9 are selected in 
advance, here they are generated recursively, as it will 
be shown later, in a manner that the physics of the 
problem (i.e. the impressed waves and the array geometry) 
are incorporated into the scheme. Consequently, the method 
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is numerically efficient. Furthermore, the coefficients c 
are determined one at a time by minimising an error 
criterion in a way that guarantees convergence for the 
scheme. In the MoM the c'. are evaluated from the solution 
of a matrix equation, whereby convergence can not be 
guaranteed. 
The key to 
iterative method is 
the 
the 
successful application of the 
development of an appropriate 
error functional that can be minimised so as to derive the 
numerical solution of the operator equation. It is also 
essential that the choice for this functional is made in 
the proper manner whereby the convergence of the method is 
guaranteed. 
The formulation of such an error functional leads 
to the second step of the development of the scheme. It 
can be written as 
(3.4) 
where the residual function, R(k), is defined as 
(3.5) 
the role of which is to provide an indicative measure of 
the deviation of the numerically estimated solution, :I(k), 
f h Texact. h (k) rom t e exact one,.. Note tat, R =0 and 
consequently err(kl=o, if and only if, :I(k) coincides with 
,Jexact. 
The norm, 11 u 11, (Eqn. (3.4)) of any function u is given by 
11 u 11 = < u , u >1/2 (3.6) 
where. < u , v > is the Hilbert inner product of the two 
integrable functions u, v, generally written as: 
33 
< U , v > = J u(r) v(r) dr (3.7) 
D 
where the overbar denotes complex conjugate. 
Since Eqn.(3.3) can alternatively be written as 
the residual function becomes 
using Eqn.(3.9), the expression for the error functional 
(Eqn.(3.4)) is altered to 
(3.10) 
where lul for any complex number u is defined as 
I u I = ( u u ) 1/2 (3.11) 
The evaluation of the weight coefficient c Ckl leads to the 
k 
third step in the method's formulation. This is performed 
in such a manner that the err Ckl expression (Eqn.(3.10)) 
is minimised. In other words, if it is required that the 
partial derivatives of errCkl with respect to the real and 
imaginary" parts respectively, of <kl are zero then the 
coefficient is given by 
= < R Ck-ll , AqCkl> 
11 Aq Ck' 112 
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(3.12) 
\Substituting the above expression in Eqn.(3.10) lead~~ 
to 
err(k) = err(k-1) -
I<R(k-1), Ag(k»1 2 
~ Ag(k) ~2 (3.13) 
This implies that, if the numerator of the second term in 
the right hand side of the above equation is different 
f ' (k) (k-1) rom zero, then err <err . 
Consequently, by attaining the condition 
monotonic decrease of the error functional is 
accomplished. 
The fourth and final step for the formulation of 
the scheme is the development of the search direction 
vectors. In so doing, a new expansion function h is 
introduced. This is generated in such a way that is 
linearly related to the residual of the previous 
iteration, as 
where E is 
determined. 
any bounded linear operator on 
One possible way to select 
direction vectors is to take 
Then the error functional is given by 
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(3.15) 
D yet to be 
the search 
(3.16 ) 
= err(k-1) , (k ) A 
, (k ) 
B 
(3.17) 
with this formation, depending on the choices of the 
preconditioning operator E as presented in sections 3.4, 
3.5, the method is known in literature as the Contrast 
Source Truncation technique [2], and the Method of 
Steepest Descent [16], respectively. These schemes, 
however, were found to have a quite low convergence rate. 
To alleviate this detrimental effect the 
'minimisation steps technique', as suggested by Van Den 
Berg [2], is applied~ The aim of such a procedure is to 
decrease the right side of Eqn. (3.17) even further by 
, (k) 
minimising the denominator, B , of the second term 
, (k) 
without altering the numerator, A • 
This can be accomplished by generating the search 
direction vector at the kth iteration in a recursive 
manner. In other words g(k) is determined from the g's 
obtained from the previous steps as: 
k-1 
= ~(k)+ L 
1=1 
r (k) (I) 
"I 9 
(3.18) 
where'the weighting. coefficients <: can be determined if it 
is requested that the search direction vectors obey the 
following orthogonality property, otherwise known as the 
complete orthogonalisation condition [3,4,17] 
if j *' i (3.19) 
Therefore, for j=k and i=1, ••• ,k-1 in Eqn.(3.18) yields 
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with 
< Ah (k) , Ag(\» 
11 AgO) 112 
the above 
(3.20) 
formulations some additional 
orthogonality conditions can be obtained which will enable 
the fulfillment of the requirements set for optimal 
minimisation of the error functional. If Eqns. (3.9) and 
(3.12) are combined together, the Hilbert inner product of 
(3.21) 
Using the above expression in conjunction with Eqn.(3.18) 
it can be proved by induction that 
for i=1,2, ••• ,k (3.22) 
Furthermore, by observing that the functions h ( I ) are 
expressed as ,a linear combination of the g(l) 
(Eqn.(3.18)), applying Eqn.(3.22) leads to 
for i=1,2, ••• ,k (3.23) 
, (k ) • Using Eqns.(3.18) - (3.20), A ~s expressed as 
(3.24) 
OWing, however, to the inherent orthogonality conditions 
of the method (Eqns.(3.21),(3.22)), A(k), is reduced to an 
identical expression as the numerator, A' (k) , in 
Eqn.(3.17). Whence, the first objective (i.e. A' (k)to 
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retain its original value as in Eqn. (3.17)) for optimal 
minimization of the error functional has been achieved. 
The second objective, which is the minimisation of 
the denominator, B' (k). of the second term in the right' 
hand side of Eqn.(3.17), can also be accomplished since it 
is now given by 
B(k) = < Ag(k) ,Ag(k» = < Ah(k) ,Ah(k» _ 
k-l 
L 
1 = 1 
1< Ah(k) ,Ag(l»1 2 
<Ag( I) ,Ag( I» (3.25) 
As the second term in the right hand side of the above 
equation is always positive, B(k) has a smaller value than 
the denominator B' (k) in Eqn.(3.17). This proves that the 
choice for the search direction vectors is the appropriate 
one for accomplishing optimal minimisation of the error 
functional. 
with this remark the iterative method can now be 
formed and it is outlined as follows: 
Initially an arbitrary guess,' as for instance zero, 
for the unknown current density is assigned. 
(3.26 ) 
which means that the residual is 
(3.27) 
Next, for iteration number k=l 
(3.28) 
(3.29) 
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C U) 
< R(O) ,AhU » 
= 1 B (1) 
.1(1) 
= 
.1(0)+ C(1) g(1) 
1 
R(1) 
= 
R(O)_ C U ) Ag(1) 
1 
and for k=2,3, ••• 
B(k) 
= 
c (k) 
= k 
.1(k) 
= 
R(k) 
= 
err(k) 
< Ah(k), Ag(l» 
B(I) 
k-1 
+L \=1 ,. (k) (I) "I 9 
11 Ag(k) 112 
<R(k-1),Ah(k» 
B (k) 
.1(k-l)+ C(k) 
k 
g(k) 
R(k-1)_ c (k) 
k 
Ag(k) 
= 11 R(k) f 
(3.30) 
(3.31) 
(3.32 ) 
(3.33) 
(3.34) 
for i=l, ••• k-l (3.35) 
(3.36) 
(3.37) 
(3.38) 
(3.39) 
(3.40) 
(3.41) 
The iterations are terminated when the err(k) reaches an 
assigned in advance threshold value a. The orthogonality 
conditions that hold are: 
for k * i (3.42) 
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< R(k), Ag(l» = 0 
< R(k), Ab(l» = 0 
for i=l, ••• ,k (3.43) 
for i=l, ••• ,k (3.44) 
For the successful numerical application of this 
method the computer storage should be sufficient to 
accommodate at any kth iteration the updated values of 
.r(k) and R(k) as well as the values of gO), AgO) and BO) 
for i=l, ••• ,k. This implies that excessive computer memory 
is required. Nevertheless, this difficulty can be 
alleviated as it is shown in Sections 3.4 and 3.5. 
Finally, since the method is iterative an indicative 
expression for the convergence rate has to be derived. As 
reported by Van den Berg [4] if there exists a constant 
number ~ such that 
(3.45) 
where the norm of the operator AE is defined as 
11 AE 11 = sup 
u;<o 
11 AEu 11 
11 u 11 
for u e D (3.46) 
then with1a zero initial estimate for the current the 
error functional obeys the following relation 
(3.47) 
From the above expression it is easi ly detected that the 
condition to be satisfied for rapid convergence is 
= 1 (3.48) 
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The way this is achieved is described in Sections 3.4 and 
3.5 where the operator E is defined. 
so a simpler representation of the. 
firstly adopted based on the 
properties. 
However, before doing 
operator equation is 
Fourier Transform's 
3.3 Spectral Formulation of the Iterative Method 
To analyse electromagnetic scattering by planar 
arrays such as finite FSS (Figure 3.1), one has to solve 
on the area, D, of the array elements the well known 
Pocklington's equation 
j [ k
2 + a2jax2 a2 jaxay 
1 
0 
weo a2jayax k 2 + a2jay2 (3.49) 0 
<lx'dy'= [ 
_ j(kx x + k Y 
y) 1 J G(x,,,,' ,y' ) Eox e 1 
1 
J(X' ,y') _j(kx x + k Y y) 
E e 1 1 
D oy 
the time dependence term exp(jwt) is understood and 
suppressed. G(X,YiX' ,y') denotes the free. space Green's 
function given by: 
with 
_ jk [(X-X,)2 + (y_y') 2]1/2 
e 0 
G(X,Yi X' ,y') = ~----------~--------~~~ 
41l[ (X-X,)2 + (y_y' )2]112 
(3.50) 
ko = 21l j ;\ (3.51) 
where ;\ is the wavelength and k: ' ~are the components 
41 
E~ 
z 
Figure 3.1. Geometry of a free standing FSS. 
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of the tangential wavevector kl given by 
k X = k sin11 cos<fJ , k' = k sin11 sin<fJ 10 110 1 (3.52) 
111 and <fJ1 are the polar angles of incidence (Figure 3.1). 
For a plane wave incident field Eox' Eoy are given by 
= b coS<fJ 
1 1 
- b sin<fJ 
2 1 
(3.53) 
Eoy = b sin<fJ + b cos<fJ 1 1 2 1 
with b , b as given in Eqn. (A1.5). 
1 2 
Since Pocklington's equation, is of the same 
formulation as Eqn.(3.2), its numerical derivation can be 
obtained if the described iterative algorithm is applied. 
Nevertheless, to carry out the scheme excessive 
computational time is required. This is because, in order 
to calculate terms such as Ag(k), one has to evaluate 
numerically the integral first, avoid the singularity of 
the Green's function at x=x' and y=y' and then calculate 
the derivatives in a finite difference form. 
It is known, however, that a convolution type 
integral (Eqn.(3.49», is reduced to simple mUltiplication 
in the spectral domain [181. Defining the forward and 
inverse Fourier transform pairs for a two-dimensional 
distribution as 
F(u(x,y) ) 
-j(kx.+ k y) 
e x Y dxdy 
(3.54) 
1 +00 +00 
F- 1 (U(k,k» =u(x,y) =-J J u(k,k ) +j(k x + k y) e x Y dkdk 
x Y 4rr2 x Y x Y 
-00 -00 
(3.55 ) 
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the calculation is computationally more 
efficient, first to calculate the Fourier transform of A 
and g(k) (i.e. to obtain A and g(k»). Then by mUltiplying 
them, the transform of the convolution integral is 
computed. Ag(k) is finally obtained by inverse Fourier 
--I k) transforming the resulting product Ag • If the 
corresponding Fourier transform properties are employed, 
the partial derivatives of the integral are also evaluated 
in the spectral domain [18]. 
Therefore, with these important modifications, 
Pocklington's equation can be written as 
w~o F-1 ([ k 2 _ k 2 -k k ) o x x y ) G(k ,k) F(XJ(x,y)) = 
-k k k 2 _ k 2 x Y d 
x Y 0 Y 
[ 
- j(k: x + ~ y) 
1 
Eox e 
_ j(kX x + ~ y) 
E 1 e 
oy 
where the characteristic function Xd is 
if x,y e D 
elsewhere 
G(k ,k ) is the spectrum 
[19] given as 
of the free 
x y 
function 
G(k ,k ) = 
x y 
-j 
k2 ) 1/2 
Y 
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(3.56) 
(3.57) 
space Green's 
(3.58) 
Eqn.(3.56) is alternatively written in an operator 
equation form as 
(3.59) 
Pocklington's equation expressed as above has been 
the target for solution by many researchers for the past 
thirty years. First Bojarski [20] was the first to apply 
the Fourier transform to electromagnetic scattering 
problems and then Mittra and numerous co-workers [21-26] 
developed the Spectral Iterative Technique (SIT). This 
method of solution, however, is not reliable since it was 
found to diverge when applied for the analysis of various 
scatterers, especially when they are electrically small 
[2]. 
These disadvantages of the SIT are eliminated when 
the Fourier transform is combined with the described 
iterative method for which the operator :::l is yet to be 
defined. This is done in the. following two sections where 
two different schemes are developed. 
3.4. The Conjugate Contrast Source Truncation (CCST) 
technique 
The efficiency of the described iterative method in 
solving electromagnetic scattering problems depends on the 
attainment of two conditions as expressed in Eqns.(3.14) 
and (3.47), whereby monotonic and fast convergence can be 
accomplished, respectively. 
By using the notations introduced in the previous 
section and by choosing the preconditioning operator :::lto 
be 
45 
E = F-1 ( i\-1 F) (3.60) 
Eqn.(3.14) can alternatively be written as 
(3.61) 
which is always different from zero unless the exact 
solution has been attained (R(k-ll=O). Whence, the 
condition for monotonic convergence (Eqn.(3.14)) has been 
satisfied. Fullfilment of the condition for fast 
convergence can also be accomplished since the value of 
the constant number ~ in Eqn.(3.45) gets closer to unity 
as 
(3.62) 
, 
so, 
(3.63) 
with this choice for the preconditioning operator 
(Eqn.(3.60)) in its formulation, the scheme is therefore 
efficient, since the conditions for monotonic and fast 
convergence are 
arises in its 
satisfied. However, one major drawback 
numerical application. As mentioned in 
section 3.2 excessive computer memory storage is required. 
This inevitably means that the method is computationally 
impractical. To subdue this adverse effect an incomplete 
orhogonalisation procedure [17,27] is adopted. 
In contrast with the complete orthogonalisation 
procedure (Eqn. (3.19) ) , with this process the functions 
Ag(kl are taken orthogonal to only a limited number of t-1 
functions Ag (I l (i=k-H 1, •• , k-1) which have been obtained 
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from £-1 previous iterations. Hence, the search direction 
vector at the kth step (k~) is given by 
(3.64) 
where the coefficients C are calculated as before 
(Eqn.(3.20)). The price one has to pay, however, is that 
the convergence rate becomes lower. As the number £ gets 
smaller, then more iterations are required for convergence 
[27] • 
Additional computer savings can be accomplished by 
working with only the "field" (or the "current") rather 
than both. "Current terms" such as the functions 9 need 
not be stored since the unknown J can be obtained after 
the error functional has attained the assigned threshold 
a. In other words when err(k)= a the total scattered field 
. on the area of the scatterer is first calculated by 
(3.65) 
and then the surface current density is obtained by 
(3.66) 
The formulation of the method utilising the 
incomplete orthogonalisation and presented in Appendix 1 
for £=3, yields satisfactory results for a variety of 
scattering problems [27-30]. Nevertheless, the convergence 
stagnates when one has to deal with 
complicated array geometries. In other words when the 
number of unkowns becomes excessively large the method 
fails to provide a solution as addressed in references 
[ 15,31] and will be shown with numerical examples . in 
Chapters 4 and 5. Therefore, a different operator has to 
be implemented. in the iterative method and this is 
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discussed in detail in the next section. 
3.5 The Conjugate Gradient (CG) and the conjugate Gradient 
- Fast Fourier Transform (CG - FFT) methods 
The second choice for the preconditioning operator 
E is 
- AA ~ - (3.67) 
where AA denotes the (Hermitian) adjoint operator of A 
[32,33] for which 
A 
< Au , v > = < u , A v > (3.68) 
with 
(3.69) 
where the symbol " c " at the matrix kernel A (r' ,r) 
denotes the complex conjugate of the transpose. 
Furthermore, any operator X is called self-adjoint if 
(3.70) 
It was shown in section 3.2 (Eqn.(3.23» that 
< R (kl, Ah(!» = < R(kl, A!'R(I-ll> = 0 f . 1 k _ or ~= , ••• , 
(3.71) 
but since now E=AA the operator AE becomes self-adjoint 
according to Eqn.(3.70). This means that Eqn.(3.71) can be 
written as: 
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< R (k), A AA R H- ll > = < A AA R(k), RH-I» = 0 f . 1 k "" lU. or ~= , ••• , 
(3.72) 
Moreover, from Eqns.(3.9) and (3.12) it is derived that 
= 
(R(I)- R(i-l») 11 Ag(l) 112 
< R(I-ll. AAA R(I-ll> 
(3.73) 
Upon substituting the above equation to Eqn. (3.20) the 
expression for the coefficient C is altered to 
< AAA R(k-l). R(I» _ <AAA R (k-l), RH-I» 
< R H- ll , AAA R(I-l» 
(3.74) 
Since, however the orthogonality condition, Eqn. (3.72), 
holds, Eqn.(3.74) yields 
1 
0 for i=1, ••• ,k-2 
C (k) 
= (3.75) 
I 
< R(k-l) ,AAA R(k-ll> 
for i=k-l 
< R(k~2) ,AAA R(k-2» 
with all these modifications and the properties of the 
self-adjoint operator the method described in section 3.2 
is modified as follows: At the onset of the iteration loop 
the unknown function is assigned an arbitrary value, say 
zero 
(3.76) 
Thus, 
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(3.77) 
and then for k=l,2,3, ••• 
(3.78) 
0 for k=l 
elk) 
= k-l 
11 
AAA R(k-l) 11 
11 AAA R(k-2) 11 
(3.79) 
for k>l 
g(k) 
= 
h(k)+ elk) 
k-l 
g(k-l) (3.80 ) 
B(k) 
= 11 Ag(k) 112 (3.81) 
c (k) 
11 AA R(k-1l112 
= k B (k) 
(3.82) 
.J(k) 
= 
.J(k-l) + C(k) g(k) 
k (3.83) 
R(k) R(k-ll _ <k) Ag(k) (3.84) 
err(k) 
= 11 R(k) 112 (3.85 ) 
As before, the iterative 
(k ) 
err = a. The orthogonality 
process is terminated when 
conditions that hold are 
for bi (3.86) 
< R(k), AgO» = 0 for i=l, ••• ,k (3.87) 
< AA R(k), AA R(I» = 0 for i=O, ••• k-l (3.88) 
From the above formulation of the scheme, known as the 
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Conjugate Gradient (CG) method [16,34-38], it is observed 
that the computer memory storage should be sufficient to 
accommodate, at any iteration k, only the values of 3(1), 
R O ), gO) and h(l) (i"'k-l,k). This makes the CG 
computationally more efficient than the CCST technique 
especially when one has to analyse arrays with complicated 
elements where all the vectors in the scheme become large. 
The monotonic convergence of the method is 
guaranteed. This is because the condition in Eqn.(3.14) 
(3.89) 
is always satisfied owing to the orthogonality relation 
shown in Eqn.(3.88). However, fast convergence can not be 
ensured since there is no clear indication as to whether 
the term in Eqn.(3.48) is close to unity. 
However, the computational time required to apply 
the scheme for reasons given in section 3.3 is excessive. 
It was found to be proportional to rr. But if the Fast 
Fourier transform is employed it becomes proportional to 
4N(I+logN). Hence, for analysing electrically large 
2 
scatterers the combined method call Conjugate Gradient -
Fast Fourier Transform (CG-FFT) is recommended. 
In order to apply this scheme for the solution of 
Pocklington's equation, (Eqn.(3.56», one has to formulate 
the spectrum of the adjoint operator AA. This is given as 
the conjugate transposed matrix of A (Eqns.(3.56), 
(3.59». In other words 
AA '" F ( A ) T (3.90) 
where " T " stands for transpose. 
Based on Eqns.(3.76)-(3.85) and the above 
formulation 
Conjugate 
for the preconditioning 
Gradient-Fast Fourier 
algorithm is outlined in Appendix 2. 
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operator the combined 
Transform (CG-FFT) 
Finally, additional computer memory savings can be 
achieved if the current terms g(k) in Eqn. (A2.27) are not 
stored and the unknown current density is obtained at the 
end of the iterative process as shown in Eqn.(3.66). 
For the analysis of finite FSS a modified version 
of the scheme known as the CG-Discrete Fourier Transform 
(CG-DFT) method is outlined in Section 3.7. 
3.6 The discrete formulation of the operator equation 
Prior to the modelling of the iterative schemes 
the operator equation has to be represented in a discrete 
form. To accomplish this, the continuous spectra implied 
in Eqn. (3.56) are replaced with the discrete ones. by 
employing the Di'screte Fourier Transforms (DFTs). 
The continuous function 3(x,y) is first sampled at 
equally spaced points [39,40]. The discrete function can 
then be written as a a-train of the form 
N-1 H-1 
3 d = L 
n=O L m=O 3 run a (x - X n (3.91) 
where N, M denote the number of samples employed in making 
3(x,y) discrete, a(X,y) the known Dirac function and 
3 = 3(x , Ym) 
run n 
(3.92) 
the sampled values of 3(x,y). 
Assuming that N, M samples {3 } of the original 
run 
function are one period in the x-direction, y-direction 
respectively of a periodic waveform, their discrete 
forward and inverse Fourier Transform pairs are defined as 
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---------- ----
DFT(.Jd(nflx,mfly» = .id (k ,k ) = 
x y 
N-l 
I 
H-l ~ - jk nflx - jk mlly 
L.J e x e Y 
n=O m=O nm 
N-l H-l 
1 I I NM p=O q=O 
jk nll.x 
.id(k k)e x 
x' Y 
(3.93) 
jk mfly 
e Y 
(3.94) 
The Fourier parameters k and k, for a finite size FSS, 
x Y 
are given in discrete form as 
k = 
x 
2n:p 
Nll.x 
, k = 
Y 
2n:q 
(3.95 ) 
Mfly 
with flx, fly the sampling intervals in the x, y direction 
respectively. For infinite size FSS, since, as explained 
in Chapter 2, only a periodic unit cell needed to be 
analysed, k and k are given for a square lattice 
x Y 
geometry according to Floquet's condition as: 
k = k sin') cose/> + 
x 0 I I 
2rrp 
Nflx 
, k = k sin') sine/> 
Y 0 I I 
2n:q 
+ 
Mfly 
(3.96 ) 
For sufficiently small sampling area the continuous 
Fourier Transform of .J(x,y) (Eqn.(3.91» can be 
approximated by 
.J (k , k ) 
x Y 
Ad 
'" ll.x fly .J (k , k ) 
x Y 
(3.97) 
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where the rectangular rule of integration has directly· 
been applied in the computation of the Fourier integral. 
Using the above expression and applying the point 
matching technique (Le. the tangential electric fields 
are weighted by delta functions) the operator equation 
(Eqn. (3.56», valid on the conducting areas, can be 
written in a discrete form as 
DFT-' [ [ ~:l,,·yj' I [ 
_ j(]{x n/J.x + ]{y m/J.y) 
I A E I I e xx ox = _ j(]{x ]{y n/J.x + m/J.y) A Eoy e I I yx 
(3.98) 
where 
[ A A ) j [ [ ]{2 _]{2 -]{ ]{ ) xx xy 0 x x y G(]{,]{») = A A wc -]{ ]{ ]{2 _ ]{2 x Y yx yy 0 x y 0 y 
(3.99 ) 
Any singularity points ar~s~ng in the calculation of G 
(Eqn. (3.58» (Le. when ]{2 = ]{2 + ]{2) are avoided by 
o x y 
taking the wavenumber]{ as a complex number given as ]{'= 
·00
]{ O+O·.OOlj). 
o ' 
The above operator 
scattering problem from free 
equation 
standing 
applies to the 
arrays where the 
distinction between arrays of finite and infinite extent 
is made by employing in the computations the appropriate 
Fourier parameters. Eqn.(3.95) is employed for the 
analysis of finite size arrays whereas Eqn. (3.96) for 
infinite. 
To analyse the electromagnetic scattering from 
arrays backed with dielectric substrate the operator 
equation has to be appropriately modified· to include in 
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the computations the dielectric thickness d and the value 
of the dielectric constant e • Therefore, for arrays of 
r 
infinite extent the integral equation obtained in a manner 
described in Chapter 2 and shown in Appendix 1 
(Eqn.(A1.10)) can alternatively be written in an operator 
equation form as 
( A A ) 1 [ oU k
2 + oU k 2 
-k k Co -')1 1 x 2 y x y 2 1 
xx xy 
= 
A A k 2 + k 2 -k k (oU - oU ) oU k 2 + oU k 2 
yx yy x y x y 2 1 1 x 2 y 
(3.100) 
with 
[ k o1/ ( 1-P1Pq) r oU = --+ 1/1Pq 1 '1 ( l+p1Pq ) 
(3.101) 
oU = [ '1 + 1/ ( 1-P2pq ) r 2 ko71 2pq ( l+p2Pq ) 
where the terms 1/ , 1/ , P and P lpq 2pq 1 pq 2pq are given in 
1/ denotes the Eqns. (2.16), (2.17), (Al.12) respectively. 
admittance and '1 the propagation constant of free space. 
For the analysis of finite size arrays where the 
dielectric support is also finite the expression for the 
operator equation is impractical to use. This is due to 
the complicated form of the Green's function in the 
spatial domain [ 411· The solution can well be 
approximated, however, if it is assumed that the 
dielectric support is thin and at infinite extent. 
Therefore, Eqn.(3.100) can be employed incorporating the 
Fourier parameters as given in Eqn.(3.95). A more accurate 
representation is to include some corrective terms due to 
the diffracted field generated by the dielectric edges 
[421. These terms, however, have not been employed in this 
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thesis. 
To 
equation, 
improve 
a more 
the conditioning of 
accurate relationship 
the operator 
between the 
discrete and continous Fourier transform than the one 
given in Eqn. (3.97) has to be established. In doing so, 
the continuous function J(x,y) is first expanded in a 
sequence of subdomain basis functions, {f}, as 
nm 
N-l H-l N-l H-l 
J(x,y) = L L J f (x,y) 
n=O m=O run run 
= L L 
n=O m=O J nm f(x-x ,y-y ) n m 
(3.102) 
Combining Eqns.(3.91) and (3.102) J(x,y) can be written as 
convolution of the form 
N-l H-l 
J(x,y) = f(x,y) e L 
n=O L m=O J nm I) (x - X n 
(3.103) 
where " e " stands for convolution. 
Applying the convolution theorem, the Fourier transform of 
the surface current density is evaluated from 
3(k , k) = f(k , k ) .id (3.104) 
x y x y 
where f (k , k) is the (continuous) Fourier transform of 
x y 
the chosen basis functions. Clearly, Eqn.(3.104) 
establishes the relationship between the discrete and 
continuous Fourier transforms. 
The surface current density is chosen in this 
thesis, to be expanded in terms of roof top subdomain basis 
functions defined as the product of triangles U in the 
direction of current flow and one dimensional pulses ~ in 
the orthogonal direction. Furthermore, one dimensional 
pulses ~ are utilised as testing functions to weight the 
tangential electric fields on the conducting area D. This 
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representation has been suggested by Rubin et. al. [ 12] 
for a MoM analysis of the scattering from infinite 
periodic arrays. 
The impetus behind such a choice was to fulfill the 
edge condition of the surface current density, since as 
shown in Figure 3.2 the roof top functions approach zero in 
the direction of flow at the edges of the array and they 
are not zero in the direction of flow parallel to the 
edges. By sampling each subdomain at the center of the 
respective roof top, the current in x and y direction 
respectively is written as 
N-1 M-1 
J = L 
x n=O· L Jd (n,m) Y (n,m) m::::O x x 
(3.105) 
"-1 M-1 
J = L 
y n=O 
L Jd (n,m) Y (n,m) 
m=O y y 
with 
Y (n,m) = 'U(x - x P'(y - y) 
x n+l/2 m 
(3.106) 
where 'U and ~ can generally be defined for any a as: 
U("j = 1 
1 -
(3.107) 
o elsewhere 
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Figure 3.2 The roof top functions. 
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1 lal :s fla / 2 
(3.108) 
o elsewhere 
To test the tangential electric field on the 
conducting area (Le.boundary condition) one dimensional 
pulse functions (Eqn.(3.108)) are employed. Therefore, the 
equation to be solved can be written as: 
I E ox "x(O) 
-j(k7(n+0.S)1lx + k~ mIly) 
1 
e 
_j(kx nflx + xY(m+0.5)fly) = 
E 'P (0) I I e 
oy y 
DFT-' II u :"1 I 
'd 
II 
J 
xx x (3.109) 
U 'd J yx yy y 
where 
U = flx fly A '!J (k ,k ) " (k ) xx xx x x y x x 
fly A Y (k ,k ) 'P (k ) j (k flX/2 - k flY/2) u flx x y = e xy xy y x y x x 
(3.110) 
flx fly A Y (k ,k ) 1> (k ) -j(k flX/2 - k flY/2) u = e x y yx yx x x y y y 
U = Ilx fly A Y (k ,k ) 'P (k ) yy yy y x y y y 
with, for a = k flx and (3 = k fly 
x y 
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Y «(X,(3) • 2 (a./2) sinc «(3/2) = s~nc 
x 
Y «(X,(3) sinc (a./2) • 2 «(3/2) = s~nc y 
1> «(X) 
(3.111) 
= sinc (a./2) 
x 
1> «(3) = sinc «(3/2) y 
Note that the 1/2 sampling terms in Eqns.(3.109) and 
(3.110) appear solely due to the shift by half of the 
distance between the adjacent samples in the definition of 
the roof top function. 
For the purposes of this thesis the above 
representation (Eqns. (3.105) - (3.111» is incorporated in 
the formulation of the CG-FFT method which is to' be 
referred hereon as 'enhanced' CG-FFT method (ECG-FFT). 
For the same scheme (i.e. CG-FFT) as well as for the CCST3 
method the conventional sampling procedure (delta basis 
and testlng functions (Eqn.(3.98» is also used. The 
effect of choosing different set~- of basis and testing 
functions on the numerical efficiency of the iterative 
solution is'addressed in Chapters 4 and 5. 
3.7 The discrete form of the iterative schemes for the 
analysis of finite size FSS and the Conjugate Gradient -
Discrete Fourier Transform (CG-DFT) method 
For the formulation of the iterative schemes the 
continuous Fourier Transform of the Green's function is 
employed for the evaluation of 
(Eqn.(3.56». Inevitably this 
the convolution integral 
means that the Green's 
function is considered to be of infinite extent in the 
spatial domain since the Fourier transform is defined over 
the entire plane containing the conducting elements. 
Therefore, as far as the Green's function is con(.erned, 
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the finite size of the FSS is accounted for, only if a 
large FFT padding with extended zero elements is used. 
Lack of such padding could lead to aliasing errors in the 
application of the FFT in the proposed iterative schemes. 
Unfortunately at the present time no analytic means have 
been found to determine the optimal number of these zero 
elements. A general rule, however, that applies is that if 
N x M samples are needed to represent the. array's area 
x y 
then the size of the employed Discrete Fourier Transform 
(Eqns.(3.93), (3.94», i.e. zero samples plus samples 
representing the array, has to be NxM where N>2N and 
x 
M>2M. 
y 
Consequently, for a large N, M the computer 
x y 
memory requirements become excessive. 
,To overcome; this difficulty a different approach is 
employed known in literature as the Conjugate Gradient -
Discrete Fourier Transform (CG-DFT). with this method the 
operator 
to the 
equation is first cast . in a discrete form prior 
application of the convolution theorem. 
Consequently all transforms are discrete and applied to 
finite duration functions, or functions which are assumed 
to be periodic with periodicity twice the size of the 
array, i. e. N=2N and M=2M. This means a cyclic 
x y 
convolution [18], which eliminates any aliasing errors. 
Another important difference between the CG-DFT and 
the already described iterative schemes lies in the 
treatment of the differential operators. Instead of 
calculating them using the continuous Fourier transform 
properties, here, they are left outside the convolution 
integral and approximated by the appropriate finite 
difference operators, which are subsequently computed in 
the discrete Fourier transform domain. This is a better 
suited approach since, even though the representation of 
the current/field terms do not have a finite derivative 
everywhere, they are continuous and quite smooth and 
therefore the actual derivative is well approximated by a 
finite difference. 
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The formulation of the CG-DFT can be described as 
follows: 
As a first step the continuous current function 
J(x,y) is expressed in terms of subdomain basis functions 
(pulses) :/'(x,y) 
J(x,y) 
where 
:/'(x,y) 
= I 1 if Ixl:s 
1 0 elsewhere 
flx 
2 
fly 
2 
J are the sampled values of J(x,y) 
nm 
as 
Eqn. (3.92) Substituting Eqn(3.112) into 
pocklington's equation (Eqn.(3.49)) yields 
G(x,y;x',y')dx'dy'= E!nc(X,y) 
(3.112 ) 
(3.113 ) 
given in 
-, 
(3.114 ) 
where G denotes the free space Green's function given in 
Eqn.(3.50). Interchanging the order of summation and 
integration and applying the point matching technique 
(i.e. the delta testing procedure) the above equation can 
alternatively be written as 
a
2
/axay 1 
k~+a2/ay2 
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~ ~ 3_I"<r·-,., .. -yo) 
D 
(3.115 ) 
The partial derivatives are then approximated by the 
finite differences approach [43] given for a pulse 
function ~(x,y) by 
a2~(x,y) = 
ax ay 
~(nAx +Ax,mAy)-2~(nAx,mAy)+~(nAx -Ax,mAy) 
AX2 
a2~(x,y) " 
ax ay 
~(nAx +Ax/2,mAy +Ay/2) 
AxAy 
= s 
xx 
~(nAx -Ax/2,mAy +Ay/2) + ~(nAx +Ax/2,mAy +Ay/2) + 
AxAy 
~(nAx +Ax/2,mAy +Ay/2) = s 
AxAy xy = s yx (3.116) 
~(nAx,mAy +Ay)-2~(nAx,mAy)+~(nAx,mAy -Ay) = 
Ay2 
s yy 
It is observed that Eqn.(3.115) can be expressed in terms 
of a discrete convolution 
where 
s 
xx 
s 
yx 
. J re 
x-
I 
:: 1 
AX/2 
AX/2 
= Elnc(X ) 
I' Y J 
(3.117) 
(3.118) 
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The above equation can numerically be evaluated for any 
i*O, j*O, by the Gaussian quadrature integration procedure 
[44). For i=O and j=O where the integrand is singular the 
following approximation [45) is used 
1 ( !J.x In I tan( 7r + 1 t -1 ~ ) + 5 00 '" """"4 -y an 7r /J.x 
!J.y In I tan( 7r + 1 tan -1 /J.x ) I - jk !J.x!J.y 4' -y !J.y 0 2 
(3.119) 
Padding the arrays 5
1j 
elements in the x and y 
and J I j 
direction 
with N and M zero 
x y 
respectively (i.e. the 
functions 5 and J are considered periodic with periodicity 
equal to 2N and 2M in each direction) the cyclic 
x y 
convolution theorem [18) can be applied for the evaluation 
of Eqn. (3.117). Therefore, the equation to be solved is 
written in the following form 
A A 
5 J ) = E1nc(x ) I'Yj . 
(3.120) 
where 
5 = 5 = -k k sinc(k !J.X/2) sinc(k !J.y/2) 
xy yx x y x y 
(3.121) 
A 
and 5 and J are the discrete Fourier transform of the 
periodic functions, 
respectively. Thus, 
with period N=2N , 
x 
M=2M, 5 and J 
y 
since Pocklington' s equation as 
expressed in Eqn.(3.120) can be written in an operator 
equation form, as: 
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(3.122) 
similar steps as in the case of the CG-FFT method (Section 
A2.2) can be followed for its solution. 
3.8 Conclusions 
In this Chapter an iterative method for the 
solution of the operator equation arising in 
electromagnetic scattering has been described~ It is based 
on minimising an error criterion defined as the difference 
between the scattered and I imr:ressed waves on the 
,- .--
conducting areas. Due to the inherent orthogonality 
conditions of the method, convergence can be accomplished 
and a solution is obtained in a finite number of iterative 
steps. To simplify the solution process, the Fourier 
transform has been employed in the formulation of the 
method. Depending on a choice of a preconditioning 
operator two variants of the scheme have been presented, 
namely the Conjugate Contrast Source Truncation (CCST) 
technique and the Conjugate Gradient-FFT (CG-FFT) method. 
To improve the conditioning of the operator equation and 
satisfy the current edge conditions a novel sampling 
procedure has been presented. For the analysis of finite 
size FSS a large FFT padding is required in the modelling 
of, the schemes, in order to remove serious impediments 
arising in the sampling of the current/field terms. To 
reduce the size of the paddirig an alternative iterative 
approach, called the Conjugate Gradient-DFT method, has 
been presented. 
The iterative schemes have been applied ,to' the 
calculation of the reflection/transmission coefficients 
from finite size and multilayer FSS (chapters 4 and 5 
respectively). For the former arrays the far field 
radiation patterns have also been obtained. The 
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predictions have been compared with measured results as 
well as with the MoM solution (Chapter 2). To illustrate 
the efficiency of the schemes in satisfying the 
electomagnetic boundary conditions the current/field 
distribution on the arrays examined is displayed. Fortran 
computer programs were developed and succesfully run at 
the University of Manchester Computer Center (UMCC) on an 
Amdhal 1200 vector processor computer. The required 
forward and inverse Fourier transforms were performed 
using the Numerical Algorithms Group routine (NAG) [46]. 
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CHAPTER 4 
FINITE FREQUENCY SELECTIVE SURFACES 
4.1 Introduction 
The study of finite arrays stems from the 
increasing need to establish whether the edges and size of 
the array influence the induced surface currents and 
consequently its radiation performance. The iterative 
method described in Chapter 3 is an attractive choice for 
studying finite arrays, since it has built in convergence 
tests, and thus monitors the error of the difference 
between the scattered and impressed waves. In this Chapter 
results from free-standing as well as dielectric supported 
arrays are discused. 
The equations required for the calculation of the 
transmission coefficients as well as the far field 
radiation patterns of finite size arrays are presented in 
Section 4.2. 
The Conjugate Contrast Source Truncation technique 
[1] (CCST3, Section A2.1), the Conjugate Gradient-Fast 
Fourier Transform (CG-FFT, Section A2.2) and the Conjugate 
Gradient-Discrete Fourier Transform (CG-DFT, Section 3.6) 
iterative methods are employed in Section 4.3 for the 
analysis of free standing dipole FSS. The convergence 
behaviour of the schemes as well as their efficiency in 
satisfying the electric field boundary conditions is 
examined. The calculated transmission coefficients are 
compared with the MoM solution. Some representative far 
field radiation patterns are also presented. 
Section 4.4 is concerned with the scattering 
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problem from finite size arrays backed with a dielectric 
substrate. Several dipole and crossed dipole arrays are 
examined using the CCST3 and the CG-FFT iterative methods 
both employing the delta basis and testing procedure 
(Eqn. (3.98» [2]. The latter scheme is also incorporated 
with the 
(ECG-FFT 
behaviour 
roof top 
method, 
of the 
basis and pulse testing functions 
Section 3.6) [3,4]. The convergence 
schemes as well as the effect of the 
dielectric substrate on the scattered field is examined. 
Transmission coefficients and far field radiation patterns 
are predicted and compared with the measured results. 
Although this Chapter is mainly about the 
the scattering from finite size arrays, in Section 
validity of the iterative method is examined for 
4.5, 
arrays of 
infinite extent. Results from a double-squares array are 
presented and compared with a MoM solution [5] (Section 
2.2) as well as measurements. This Section serves as a 
precursor to the multilayer study of infinite arrays 
discussed in Chapter 5. 
4.2 Far Field Calculation 
Applying either the iterative schemes presented in 
Chapter 3 or the MoM (Section 2.3) to the scattering 
problem from finite size FSS (Figure 4.1), the current, 
induced on the array surface as a reaction to an incident 
plane wave (z>O is defined as the incident size), can be 
obtained. This enables the calculation of the far field 
radiation patterns for any observation and polarisation 
plane angles ~ and <p respectively (Figure 4.1), if the 
following expressions [6] are employed 
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E inc 
Figure 4.1. Finite size array geometry. 
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E '" 0 r 
. -jk r J60ne 0 
E~ = r~ (4.1 ) 
Ar 
. 0 - jk r J6 ne 0 
El{> = rl{> 
Ar 
where 
r~ t ( J cos~ cos I{> + J cos~ sinl{> ) jk'r' = e dr' x y 
(4.2) 
rl{> L (- J sinl{> + J cos I{> ) jk' r' = e dr' x y 
with 
k = ko sin~( cosl{> x + sinl{> y (4.3) 
r' is the position of the source points as shown in Figure 
4.l. 
The copolar and crosspolar components of the scattered 
field are given according to Ludwig's 3rd definition of 
polarisation [7] by: 
(4.4) 
E . icross 
where the components of E in cartesian coordinates are 
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E = E" cos" costP - EtP sintP x 
E = E" cos" sintP + EtP costP (4.5) y 
E = 
- E" sin" z 
and 
i CO = -(1-cos")sintPcostPx + (1-sin2 tP(1-cos,,))y - sin"sintPz 
2.... A .... 
icross = (l-cos tP(l-cos"))x - (l-cos")sintPcostPy -sin"costPz 
(4.6) 
The electric field as formulated in Eqns.(4.5) represents 
the reflected field due to the array elements. 
Consequently the reflection coefficient can be obtained by 
Reflection coefficient = --------
E lnc .... co . ~ I (4.7) "=,, ,tP=<{l I I 
The transmission coefficient is calculated by projecting 
the transmitted field vector on to the direction of the 
incident field and it is given by 
where 
Transmission coefficient = -------
Elnc .... co . ~ 
I (4.8) "=,, ,tP=tP I I 
(4.9) 
denoting the total electric field in the transmitted 
region. 
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4.3 Results: Free standing arrays 
This Section is concerned with the scattering 
problem from free standing finite size FSS. The iterative 
schemes CCST3 (Section A2.1), CG-FFT (Section A2.2) and 
CG-DFT (Section 3.6) were applied to several dipole arrays 
shown in Table 4.1. 
The distance separating the elements for each of the 
arrays 1-4 was 6mm in both the x and y directions and the 
sampling interval was set at 6/11mm. For the array 5 the 
dipoles were separated in the x direction by 3mm with 
sampling rate equal to 3/7mm. The length of each element 
was represented by 7 samples whereas its width by one. 
In Table 4.1 the size of the FFT employed in the 
computations for the CCST3 and CG-FFT schemes is also 
shown. It was chosen to be equal to the first power of two 
greater than twice the number of samples on the arrays' 
area, since an FFT padding with extented zero elements 
have to be included in the computations (Section 3.6). 
That is, for array 2 the size of the FFT was 128x128 
to represent the 
method, however, 
employed in its 
of the FFT for the 
points since 55x55 samples were needed 
30mmx30mm array area. For the CG-DFT 
since the cyclic convolution is 
formulation (Section 3.6), the size 
analysis of the same array was only 110x110 points. 
At the onset of the iteration loop the current was 
set to zero and the criterion for terminating the 
iteration process was based upon attaining a pre-assigned 
value for the root mean square error defined as 
(kl 
rms(err ) = (4.10) 
In the following sections some numerical results 
obtained from the analysis of the arrays shown in Table 
4.1 are presented. 
Firstly in Section 4.3.1 the convergence behaviour 
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of the schemes is examined. The manner in which this is 
affected by the array geometry is described. 
on 
MoM 
Then in Section 4.?2 the :~urren~ distribution induced 
the elements is displayed 
solution (Section 2.3). 
iterative schemes in 
and cbmpared with the 
The efficiency of the 
satisfying the electromagnetic 
boundary conditions is also examined by viewing the total 
electric field distribution on the arrays' area. 
Section 4.3.3 is concerned with the transmission 
response of the arrays. The !'lane wave transmission! 
'coeff.i~ients predicted ._.J::Y ,. the :iterative schemes· is compared 
with the MoM solution for finite as well as infinite size 
arrays (Chapter 2). 
In section 4.3.4 the effect of the size of the 
arrays on the copolar and crosspolar far field radiation 
patterns is examined. Finally, in Section 4.3.5 comparison 
is made between the computational time required by the 
schemes and the MoM (finite) to obtain a solution. 
Array No. of Area FFT size Samples on 
dipoles Xmm x Ymm the array area 
1 3x3 18x18 128x128 33x33 
2 5x5 30x30 128x128 55x55 
3 7x7 42x42 256x256 77x77 
. 
4 9x9 54x54 256x256 99x99 
.. 
5 9x5 27x30 128x128 63x55 
Table 4.1. Array size and number of samples 
4.3.1 Convergence rates 
In this Section some numerical examples 
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illustrating the convergence behaviour of the iterative 
schemes are presented. The array chosen to be examined 
here is array 2. Figure 4.2 shows the frequency dependent 
number of iterations needed to meet a rms error at 0.01 
for the normal (TE:l), TE:45 and TM:45 states of 
incidence. It is worth pointing out, however, that when 
the threshold value of the rms error is set to a higher 
value such as 0.05, little differences were found in the 
current distribution on the elements and consequently the 
radiation properties of the array. As can be seen, for 
all three states of incidence the CG-FFT method requires 
almost twice the number of iterations to converge when 
compared with the other two schemes, reaching a maximum of 
120 for TE:45 at 29GHz •.. The CG-DFT method provides a 
better convergence rate for the high frequencies (>33GHz) 
than the CCST3 scheme. For instance, for TE:l incidence at 
33.5GHz the CCST3 requires 58 iterations to reach the 0.01 
target error whereas the CG-DFT needs only 28. 
Figure 4.3 shows the rms error as a function of the 
number of iterations for TE:l and TE:45 states of 
incidence at 34GHz and 29GHz respectively. The error 
decreases much more rapidly for the CCST3 and CG-DFT than 
for the CG-FFT. Notice also that in Figure 4.3(a) the 
CG-DFT needs more iterations to meet the 0.1 target error 
than the CCST3 even though it reaches the assigned error 
at 0.01 in 30 iterations whilst the CCST3 requires 38. 
Similar comments could be made for the convergence 
rates of the schemes when applied to the other size dipole 
arrays. However, it was found that the convergence was 
affected primarily by the array geometry and 
·,~secondari ly' the number of elements comprising the array. 
To illustrate this, Figure 4.4 shows the number of 
iterations needed by the CCST3 technique to attain a 0.05 
target error for normal incidence when applied to arrays 
1, 4 and 5. The narrow spacing between the dipoles of 
array 5 (i.e. strong coupling) resulted in a slow 
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Figure 4.2. Number of iterations as a function of 
frequency (array 2). (a) TE:1, (b) TE:45, (c) TM:45 states 
of incidence. 
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convergence rate. A maximum of 45 iterations were required 
to meet the target error at 30GHz. On the other hand, for 
the analysis of array 1 with only 3x3 elements (i.e. low 
number of unknowns) the scheme required only a maximum of 
10 iterations to converge at 34GHz. 
4.3.2 Current/Field distribution 
One of the advantages of using an iterative method 
is that the vector current and field solutions are 
obtained without a priori knowledge of their 
distributions. There are no trial and error exercises to 
be performed. The monitoring of the error provides an 
indicator as to the success of the solution in so far as 
satisfying the boundary conditions imposed by the geometry 
of the array. Some representative results are presented 
in this section obtained using the CCST3 technique. The 
iterative process was terminated at 0.05 rms target error. 
The CG-FFT and CG-DFT methods provided similar 
current/field distributions. 
Figure 4.5 shows the frequency dependence of the y-
directed current amplitude at the origin of a dipole at 
the centre of array 2 for TE:1, TE:45 and TM:45 states of 
incidence. The results obtained using the CCST3 scheme are 
compared with the Method of Moments solution (Section 2.3) 
applied to an array having the same number of elements and 
lattice geometry as array 2. Each dipole for the MoM was 
of width 0.25mm and of length 4.15mm which was divided 
into six segments. 
Despite minor discrepancies the results compare 
well particularly at the frequencies where the amplitudes 
reach a maximum. These amplitudes are important for 
establishing the resonant frequencies in the transmission 
coefficient without of course neglecting the contribution 
due to the edge currents. At the edge of the array the 
currents, depending upon the considered state of 
incidence, had lower or higher amplitudes which were 
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verified by both methods. 
The y-directed component of the surface current 
along the principal axes of array 2 for TE:1 incidence at 
34GHz is depicted in Figure 4.6 (a) • The current 
distribution on each dipole reaches a maximum at its 
centre and it is negligible outside the conducting area. 
It can be seen that near the edges the amplitude of the 
current is smaller when compared to the centre of the 
array. A less symmetrical deviation occurred for TE and TM 
states of incidence at oblique angles. As shown in Figure 
4.6(b) for TE:45 incidence at 29GHz the edge currents are 
higher in amplitude when compared to the centre row ones. 
These results suggest that differences are expected to be 
found in the scattering performance of the finite array to 
the one produced from an infinite array with similar 
element to element current distribution. 
The x-directed current shows an edge condition in 
both across the width and along the length of each dipole 
as depicted in Figure 4.7 for TE: 1 and TE: 45 states of 
incidence at 34GHz and 29GHz respectively. The amplitude·. 
of the current is significantly smaller :than the y-directed: 
one. This is mainly due to thelinearlypolarised incident 
wave having zero crosspolar component. 
Finally, Figure 4.8 shows the total (E1nc+ E) x- and 
y-directed electric field on the array's surface for 
normal incidence at 34GHz. The boundary conditions are 
satisfied since on the conducting area the total electric 
field is zero. Notice that the y-directed field has its 
peak amplitude values for the samples positioned between 
the dipoles along the y direction. However, the maximum 
for the x-directed field amplitude appears to be at 
samples positioned outside and along the length of the 
each dipole. 
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· 4.3.3 Transmission coefficient 
Having obtained the values (amplitude and phase) 
for the surface currents, the scattered field and the 
transmission coefficient were computed using the equations 
presented in section 4.2. Here, the predictions are 
compared with the MoM solution for finite as well as 
infinite arrays having the same element (length L=4.15mm, 
width W=0.25mm) and lattice geometry. For the latter 
computations three symmetrical (~27wL cos«2i-1)rry/L), 
i=1,2,3) and two asymmetrical (~27wL sin(2irry/L, i=1,2) 
modes were used to represent the current distribution 
along the dipole's length. The dimensions of the unit cell 
in the x and y directions were taken equal to the distance 
separating the elements on the finite size arrays (Section 
4.3). Finally, the number of Floquet modes employed was 
169. 
Figure 4.9 shows the plane wave transmission 
response of array 2 obtained using the iterative schemes 
CCST3, CG-FFT and CG-DFT as well as the MoM (for a finite 
and infinite array), for the TE:1, TE:45 and TM:45 states 
of incidence. 
As can be seen, all three iterative schemes 
provide similar transmission coefficients throughout the 
frequency range for all states of incidence considered. 
Broadly good agreement was found with the results obtained 
using the MoM (finite array) although some discrepancies 
appear for TE:45 incidence. Moreover, for normal incidence 
the transmission 
arrays compare 
however, for TE 
response from the finite and infinite 
well. Noticeable differences appear, 
and TM incidences at oblique angle, 
particularly near the frequencies of resonance, where 
deeper resonances occur for the infinite array. As is 
also depicted in Figure 4.9 (b) there is a shift of the 
resonant frequency by 1 GHz, 29GHz for the finite array 
and 28GHz for the infinite one. Nevertheless as the finite 
array size increases (7x7 and 9x9 dipole arrays) a 
90 
0 
r 
·5 
e 
I 
a 
t 
·10 I 
v 
e 
-I-
P 
·15 
0 
w 
e 
·20 r 
d 
·25 B 
-30 
0 
r 
e ·2 
I 
a 
t 
I 
v -4 
• 
P 
0 
w -6 
e 
r 
d ..a 
B 
·10 
0 
r 
e ·2 
I 
a 
t 
I 
v -4 
e 
p 
0 
w ·6 
e 
r 
d ·8 
B 
·10 
25 
CCST3,CG·FFT 
CG·DFT 
MoM 
infinite array 
30 
~ 
\ 
-- -- -
\ 
\ 
(b) 
" ",,~9~.d==t 
\ / 
V 
35 
" " ,/ 
'---
(c) 
40 
frequency, GHz 
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tendency was found to approach the infinite array results. 
Figure 4.10 shows the transmission response of 
array 5. As can be seen, the decrease of the element 
spacing has a marked effect on the location of the bands. 
A shift has occurred for the resonant frequencies when 
compared to the 5x5 dipole array. 
4.3.4 Radiation patterns 
The copolar and cross polar patterns were calculated 
using the equations in section 4.2. The observation and 
polarisation plane angles ranged from _90· to +90· and 
from O· to 180· respectively. 
Figure 4.11 shows a contour plot of the far field 
copolar pattern for .the array 2 in reflection for normal 
incidence at 34GHz (resonant 
normalised with respect to 
reflected field. As expected, 
frequency). The pattern is 
the maximum value of the 
the maximum value is found 
to be at 
correspond 
noteworthy 
O· and rp = 
'/'} varying 
scattered 
and rp=90· 
the observation and polarisation angles which 
to the incidence wave's '/'} and rp. It is 
I I 
that the pattern is symmetrical along the rp = 
90· planes. For these principal planes and for 
in the range _90· to +90· the amplitude of the 
field is depicted in Figure 4.12. For both rp=O· 
polarisation plane angles, in each side of the 
main lobe three side lobes appear the position of which 
complies with the general planar array theory [6]. In the 
patterns obtained for the bigger size arrays (arrays 3, 4) 
the beamwidths were narrower and more sidelobes appear. 
In Figure 4.13 the contour plot of the normalised 
copolarpattern for array 2 for TE:45 and TM:45 states of 
incidence at 29GHz and 33.5GHz respectively, is depicted. 
It is interesting to note that grating lobes have appeared 
in the beam patterns (rp = 0·, '/'}=-90· for TE:45 incidence 
and rp=90·, '/'}=-52· for TM:45 incidence), due to the wide 
element spacing (6mro) which is greater than half a 
wavelength at the frequencies considered. 
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Figure 4.11. Copolar contours (dB) in reflection (array 
2). TE:1 incidence at 34GHz. 
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For TE incidence, according to the general array 
theory, the appearance of grating lobes in the radiation 
pattern of any array concerned, is dictated by the element 
spacing in the x direction. Therefore, by reducing the 
element spacing in the x direction to 3mm, resulted in the 
disappearance of the grating lobe in the radiation pattern 
of array 5, as shown in Figure 4.14(a) for TE:45 incidence 
at 38GHz. On the other hand, a grating lobe has appeared 
in the copolar pattern of the same array for TM:45 
incidence at 34GHz (Figure 4.14(b)). This was due to the 
wide element spacing (6.0mm) in the y direction. 
The array size had a marked effect on the 
crosspolar performance of the arrays considered. Figure 
4.15 shows the crosspolar pattern in reflection for the 
array 2 for TE: 1 and TE: 45 incidence at 34GHz and 29GHz 
respectively. The patterns are normalised with respect to 
the maximum value of the copolar component of the 
scattered electric field. As can be seen, whereas low 
levels are predicted for normal incidence «-45 dB) there 
is a noticeable increase (about -26 dB) for oblique angles 
of . incidence. However, as the array size increases the 
latter levels dropped below -35 dB. 
4.3.5 The computational time 
Table 4.2 outlines the number of iterations and 
computational time required by each of the iterative 
schemes CCST3, CG-FFT, CG-DFT to reach a 0.05 target error 
for normal incidence at 30 and 34GHz. The computational 
time is compared with the MoM solution. In the same Table 
the number of unknowns needed to be evaluated by each 
method is also shown. 
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Figure 4.14. Copolar contours (dB) in reflection (array 
5). (a) TE:45 incidence at 38GHz (b) TM:45 incidence at 
34GHz. 
98 
'" Cl Cl) 
-90.0 -75.0 -60.0 -45.0 -30.0 -15.0 0.0 15.0 30.0 45.0 60.0 75.0 90.0 
90.0 I "':1'j--;",-n"'1 fflV;o;;;::L::-r--,-.-.---,-,-r-;-, 90.0 
60.0 60.0 
45.0 'so~ ~'50~ ,\.,....~<J:;,~ ~<;;a 45.0 
.30.0 
Q 15.0 
('--~S 0 CY ~ \0 ~ 0 ~~-50 30.0 
~~~\ Vs.--6 0 ~ 0 <::Y<- 'i===:§ti r- ;;; 15.0 co 
'0 
~ 
Cl 
C 
r.:l 
0.0 
-15.0 
-30.0 
-45.0 
-60.0 
-75.0 (b) 
'60---..i'- -60----Q.. \ ~~ ~ -60-
"I ~if5- -60 
\~ 
0. 
0.0 
-15.0 
-30.0 
-45.0 
-60.0 
-75.0 
-90.0 I -90.0 
-90.0 -75.0 -60.0 -45.0 -30.0 -15.0 0.0 15.0 30.0 45.0 60.0 75.0 90.0 
angle, degrees 
Figure 4.15. Crosspolar contours (dB) in reflection (array 
2). (a) TE:l incidence at 34GHz (h) TE:45 incidence at 
29GHz. 
99 
Array 1 2 3 4 5 
No. of unknowns . 
MoM 63 175 343 567 315 
Iterative 126 350 686 1134 630 
schemes 
No. of iterat. 
. 
30GHz (34GHz) 
CCST3 8 ( 11) 10 (21 ) 17 ( 18) 10 (20) 45 (21) 
CG-FFT 36 (30) 30 (54) 27 (62) 39 (58) 81 (56) 
CG-DFT 18 (21 ) 23 (16) 30 (21) 23 (18) 45 (22) 
Computat. Time 
30GHz (34GHz) 
msec 
MoM 0.2(0.2) 4 ( 4 ) 32(32) 146(146) 25(25) 
CCST3 14(20) 18 (39) 136(144) 81(163) 90(42) 
CG-FFT 63(52) 53 (96) 215(493) 311(462) 159(110) 
CG-DFT 11(13) 41(29) 78(55) 131(103) 85(42) 
Table 4.2 
Comparison of required computational time between MoM and 
iterative schemes for normal incidence at 30GHz (34GHz). 
As can be seen, a solution is faster obtained by 
the MoM than the iterative methods. However, in all the 
arrays considered the iterative schemes evaluated twice 
the number of unknowns since the x-directed current was 
included in the calculations. This means that, if in the 
case of array 4, a 1134xl134 matrix has to be inverted, 
1168msec will be required by the MoM since the 
3 
computational time is proportional to N , where N stands 
for the number of unknowns. 
The changes in the size of the FFT employed had a 
marked effect on the computational time. For instance, for 
100 
the analysis of arrays 1, 2, 5 (128x128 point FFT) about 
1.82msec/iteration were required by the CCST3 whereas for 
arrays 3, 4 (256x256 point FFT) the time was increased to 
8.07msec/iteration. The low computational time required by 
the CG-DFT is also due to the changes in the FFT size 
rather than its fast converging behaviour. For the array 1 
where a 66x66 point FFT was employed, O.61msec were 
required per iteration. This is in contrast to 
1. 7Smsec/iteration needed by the CG-FFT using a 128x128 
point FFT. 
4.4 Results:Finite size arrays on a dielectric backing 
This Section is concerned with the electromagnetic 
scattering problem from finite size FSS backed with a 
dielectric substrate. In the computations the operator 
modified by the dielectric as shown in Eqn. (3.100) was 
used. The employed iterative schemes were the CCST3 and 
the CG-FFT. In both schemes the delta basis and testing 
procedure was used. The CG-FFT method was also 
incorporated with the roof top basis and pulse testing 
functions (ECG-FFT method, Section 3.6). The MoM and the 
CG-DFT are not employed in this Section, since an 
expression for the Green's function in the spatial domain, 
required for their formulation, is not readily available. 
The characteristics of the arrays (SxS elements) chosen to 
be considered here are shown in Table 4.3 • The sampling 
rate for the arrays 1-3 was set at 6/11mm whereas for the 
array 4 at 5/11mm. A 128x128 point FFT was employed in the 
computations. For measurement purposes a o. 037mm thick 
dielectric substrate with c =3.0 was considered. 
r 
In Sections 4.4.1 and 4.4.2 the convergence 
behaviour of the iterative schemes and the current/field 
distribution on the arrays is examined respectively. 
Having obtain the current values using the 
iterative schemes and employing Eqns.(4.1)-(4.9), in 
Section 4.4.3 the transmission coefficients and in Section 
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Array 1 2 3 4 
Element type Dipole Dipole Crossed Crossed Dipole Dipole 
Element spacing 
(mm) 
x direction 6 6 6 5 
Y direction 6 6 6 5 
No. of samples on 
each element 
direction • • x 1 3 1 1 
direction * 9· Y 7 7 7 
Element's 
. 
• • length 4.15 4.15 4.15 4.65 
L (mm) 
Element's width 0.25 1.75 0.25 • 0.25 • 
W (mm) 
Table 4.3 
• : For both the horizontal and vertical dipole. 
Dimensions of 5x5 element arrays backed with a dielectric 
substrate. 
4.4.4 the far field radiation patterns of the arrays are 
presented. In both cases the predictions are compared with 
experimental 
4.4.3 with 
results. Comparison is also made in Section 
the transmission coefficients obtained by 
applying the MoM to infinite size arrays having the same 
element, lattice geometry (Table 4.3) and dielectric 
support as the finite arrays. 
Finally, in Section 4.4.5 some representative 
values of the computational time required by each 
iterative scheme are presented. 
4.4.1 Convergence rates 
In this Section some representative results 
102 
,----------------------------- ----- --------
illustrating the convergence behaviour of the iterative 
algorithms CCST3, CG-FFT and ECF-FFT are presented. The 
first array chosen to be examined here is array 1 (Table 
4.3) • 
Figure 4.16 shows the number of iterations as a 
function of frequency required by the schemes to meet a 
0.05 rms target error (Eqn.(4.10)) for normal, TE:30 and 
TM:30 states of incidence. The worst convergence behaviour 
amongst the iterative schemes used is produced by the 
CG-FFT requiring a maximum of 90 iterations for TM:30 
incidence at 31GHz. On the other hand, the CCST3 scheme 
meets the target error in the most rapid manner needing 
only a maximum of 45 iterations for TM:30 incidence at 
30GHz. The schemes were also applied to other size dipole 
arrays (Table 4.1, arrays 1, 3-5 backed with 0.037mm thick 
dielectric substrate with c =3.0). In all the cases 
r 
considered the 'CCST3 required less iterations to converge 
than the CG-FFT and ECG-FFT schemes. 
However, applying the schemes to arrays with more 
complicated element geometries, as for instance arrays 2-4 
(Table 4.3), the CCST3 (for reasons given in Section 3.4) 
failed to converge. In certain cases the rms error 
retained an unchangeable value as high as 0.4. 
Nevertheless satisfactory convergence was obtained by the 
other two schemes. 
In Figure 4.17 the number of iterations required by 
the CG-FFT and the ECG-FFT schemes to attain a 0.05 target 
error, when applied to array 2 (Table 4.3), is plotted 
against frequency for TE:1, TE:30 and TM:30 states of 
incidence. The basis and testing functions used in the 
formulation of the ECG-FFT have clearly made a significant 
contribution to the improvement of the rate of 
convergence. This is due to the fact that in contrast to 
the conventional sampling procedure employing del ta 
functions, the current edge conditions are satisfied by 
incorporating the roof top basis functions (Section 3.6). 
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of incidence. 
104 
500 
450 
400 
• 350 (a) r 
a 
t 300 
I CG-FFT 0 250 
n 
-b- ECG-FFT 
n 200 
u 
m 150 b 
• 100 r 
50 
0 
300 
250 
e 
r 200 (b) a 
t 
I 
0 
n 
150 
n 
u 100 
m 
b 
e 
r 50 
0 
500 
450 
400 
• 350 (c) 
a 
t 300 
I 
0 
n 
250 
n 200 
u 
m 150 b 
e 100 r 
50 
0 
25 30 35 40 
frequency, GHz 
Figure 4.17. Number of iterations as a function of 
frequency (array 2). (a) TE:1, (b) TE:30, (c) TM:30 states 
of incidence. 
105 
---------- ----- -- -----
Consequently, this is a better suited approach in arriving 
at the minimum of the error_ functional, since the 
convergence behaviour of the scheme relies on the speed in 
which the electromagnetic boundary conditions on the 
conductors, and indeed near their edges, are satisfied. 
For TM: 30 incidence, for example, at 32GHz there is an 
improvement by about a factor of 10. Furthermore, <;m' 
decreasing the threshold of the error the improvement was 
further promoted. Figure 4.18(a) shows the error as a 
function of iterations for the TE:1 incidence at 32GHz. 
The ECG-FFT scheme needs only 150 iterations for the error 
to reach 0.001 whereas the CG-FFT requires about 600 for 
the error to reach 0.035. For other cases, however, the 
difference in the convergence rate was smaller as shown in 
Figure 4.18(b) for TM:30 incidence at 29GHz. Here, for the 
CG-FFT scheme the 0.006 target error was met after 600 
iterations. 
Finally, it is interesting to point out that the 
thickness of the dielectric support had an effect on the 
convergence rate of the schemes. It was found that the 
thicker the dielectric the lower was the convergence rate. 
For instance for the CG-FFT scheme -the number of 
iterations required to attain a 0.05 target error was 
generally increased by 10 when the 5x5 dipole array backed 
with dielectric (array 1, Table 4.3) was considered 
instead of the corresponding free standing one (array 2, 
Table 4.1). 
4.4.2 Current/Field distributions 
Some indicative current and field distributions on 
some of the arrays considered are presented in this 
Section. 
In Figure 4.19 the y- and x-directed surface current 
amplitude on the conducting elements of array 1 (Table 
4.3) for TM:30 incidence at 31GHz is depicted. As can 
be seen the presence of the dielectric had little effect 
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on the current distribution since similar results have 
been obtained for the corresponding free standing array 
(Figures (4.6) , (4.7) ). Therefore, similar comments as 
presented in section 4.3.2 can be applied here. 
A distinct edge behaviour of the y-directed 
current, I J I, is observed by increasing the elements' 
y 
width (array 2) as depicted in Figure 4.20(a) for TM:30 
incidence at 33GHz. Similar comments could be made for the 
amplitude of x-directed current with the exception that is 
significantly smaller than the y-directed one. Figure 
4.20(b) shows the y-directed amplitude of the total 
electric field distribution on the array's surface. Notice 
that the electric field boundary conditions are satisfied 
since the total tangential field IEtotl, is zero on the 
conducting area. It can also be observed that the field 
reaches its maximum amplitude values at points positioned 
outside each element's length. 
The final array chosen to be considered in this 
section, is a 5x5 crossed dipole array (array 3, Table 
4.3). Figure 4.21 shows the y-directed current amplitude 
distribution on the array's elements for TE:l, and TM:30 
states of incidence at 32GHz. As expected IJ I appears to 
y 
have larger values along the y direction than the x 
direction. This is in contrast with the x-directed current 
amplitude where its maximum values appeared along the x 
direction. Furthermore I J I displays a symmetrical y 
distribution along the centre of each element in the y 
direction for the TE:l incidence (similarly for TE:30 
incidence). This is not the case for the TM:30 incidence 
where an asymmetry occurs. As far as the IEtotl and IEtotl 
y x 
are concerned they appeared to have their maximum values 
at the points positioned outside the vertical and 
horizontal dipole respectively. 
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4.4.3 Transmission coefficient 
In this Section the efficiency of the iterative 
schemes to calculate the transmission response of various 
finite size FSS is assessed since the predictions are 
compared with the experimental results. To facilitate the 
finite array in the measurements a small piece the same 
size as the array was cut out at the centre of a Smm thick 
absorbent panel (impregnated flexible polyurethane) backed 
with aluminium foil. 
The results are also compared with a MoM solution 
for infinite arrays having the same element, lattice 
geometry (Table 4.3) and dielectric support as the finite 
arrays. In the calculations for the infinite dipole arrays 
169 Floquet modes were used and the current distribution 
along the element's length was expressed in terms of three 
symmetrical and two as ymetrical modes. These were the 
v'2/WLcos( (2i-l)rry/L, (i=I,2,3) and the v'2/WLsin(2irry/L), 
(i=I,2). For the infinite crossed dipole arrays 81 Floquet 
modes were employed. The functions v'2/wLcos(2i-l)rry/L, 
(i=I,2,3) and v'2/wLsin(2irry/L), (i=1,2) were used to 
represent the current 
dipole whereas along 
sin(2irrx/L), (i=I,2,3) 
distribution along 
the horizontal the 
were employed. 
the vertical 
modes v'2/WL 
Figure 4.22 shows the transmission coefficient as a 
function of frequency obtained by applying the iterative 
schemes CCST3, CG-FFT and ECG-FFT to array 1 for the TE:l, 
TE:30 and TM:30 states of incidence. The results are 
compared with the MoM solution 
well as with measurements. 
for an infinite array as 
There is a noticeable 
difference between the infinite and finite array results 
particularly in the location of the resonant frequencies. 
The finite array results, however compare well with the 
experimental ones for TE: 1 and TM: 30 ,incidences. 
Noticeable differences occur for TE:30 incidence having a 
split resonance near 30GHz, 
reproduced in the measurements. 
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The effect of the dielectric on the transmission 
coefficients is illustrated in Figure 4.9 (a) (5x5 free 
standing dipole array) and Figure 4.22 (5x5 dipole array 
backed with 0.037mm thick dielectric substrate). An amount 
of frequency shift occurs coupled with a small increase in 
the bandwidth of the reflection band for the array with 
the dielectric support. 
The transmission coefficient obtained by applying 
the CG-FFT and ECG-FFT methods to array 2 for TE:l, TE:30 
and TM:30 states of incidence are depicted in Figure 4.23. 
The predictions are compared with measurements and the 
results obtained by the MoM for an infinite array. Good 
agreement between the transmission coefficients from the 
finite and the infinite array is obtained for normal 
incidence. For TE:30 and TM:30 incidences, however, 
differences occur near the frequencies of resonance. As in 
the case of array 1 for TE: 1 and TM: 30 there is little 
difference in the transmission coefficient, for both 
measurements and predictions. Noticeable differences occur 
for TE:30 incidence where a predicted split resonance at 
32GHz was not obtained in the measurements. 
The elements' thickness has a marked effect on the 
transmission coefficients, particularly for the location 
of the resonant frequencies. Comparing Figures 4.22 and 
4.23, the frequency of resonance for the array 1 for TE:l 
and TM:30 incidence appears at 31GHz whereas for the array 
2 is located at 33.5GHz. For the TE:30 incidence, however 
the main resonance occurs for both arrays at 29GHz. In the 
theoretical results a shift by one GHz is predicted for 
the location of the split resonance. 
The final array chosen to be examined here, is 
array 3. The predictions for TE:l, TE:45 and TM:45 
incidences are shown in Figure 4.24 where as before they 
are compared with the experimental results and the results 
obtained from an infinite array. Whilst there is little 
difference between the finite and infinite array results 
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for normal incidence, there are major discrepancies for 
oblique angles of incidence. The predictions, however, 
despite minor differences compare well with the 
measurements. Good agreement between the theoretical and 
experimental results was found for another 5x5 crossed 
dipole array (array 4). For this array where the ratio of 
the length of each conducting dipole over the element 
spacing, LID, was 0.93 wider bandwidths in reflection and 
deeper resonances appeared for all three states of 
incidence when compared to the previous array (array 3) 
where L/D=0.69. 
4.4.4 Radiation patterns 
As in the case of the free standing finite size FSS 
the radiation patterns of the array backed with dielectric 
were calculated using the equations in Section 4.2. 
Figure 4.25 shows a contour plot of the far field 
copolar pattern of array 1 in 
TE:30 states of incidence 
reflection for normal and 
at 31.5GHz and 29GHz 
respectively. The patterns were normalised with respect to 
the maximum value of the reflected field. Comparing the 
patterns obtained for normal incidence for the array 
backed with dielectric and the corresponding free standing 
array, (Figure 4.11) (both patterns obtained at the 
resonant frequencies) little differences can be found. For 
TE incidence the maximum value of the reflected field 
appears at ~=30°, cp=O° instead at ~=45°, cp=O° (Figure 
4.13(a)). This is expected, however, since here ~ =30~ To 
1 
compare the copolar radiation pattern calculated at a 
frequency in the reflection and at a frequency in the 
transmission band , Figure 4.26 shows a contour plot for 
TM:30 incidence at 31.5GHz and at 36GHz. As expected the 
levels in Figure 4.26(a) are higher -than the ones in Figure 
4.26(b). It is interesting also to note that grating lobes 
appear in the beam patterns for oblique incidences due to 
the wide element spacing which is greater than a 
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wavelength (reflection band frequencies). 
The radiation pattern predictions were compared 
with the experimental results. To perform the measurements 
both the transmitting and receiving antenna were first 
placed in the reflection mode of the array as shown in 
Figure 4.27. The distances d
1 
and d2 were large enough to 
ensure that the measurements were made in the far field of 
the transmitting antenna and the array respectively. The 
radiation performance of the array was then measured by 
scanning the region _90°,,; 1} ,,; +90°. Owing to problems that: 
appeared in the described set up and possible interference 
between the receiving and transmitting antennas, values 
for the radiation patterns were obtained for oblique 
incidences and for observation angles ranging from _5° to 
+55°. In Figure 4.28 the predictions for the array 1 are 
compared with the measured results for TE: 30 (~=Oo) and 
TM:30 (~=900) incidence at 29GHz and 31.5GHz respectively. 
The theoretical results, despite minor 
compare well with the measurements, 
position as well as the normalised level 
first side lobe. 
discrepancies, 
predicting the 
of the main and 
The crosspolar components of the scattered field 
for array 1 were calculated as shown in Figure 4.29 for 
TE:1 and TE:30 states of incidence at 31.5GHz and 29GHz 
respectively. Whereas low levels were predicted for the 
normal incidence there was. a noticeable increase (about 
-26dB) for oblique angles of incidence. There was a drop 
in the levels «-40dB) as the number of elements on the 
array increased. 
Finally the copolar levels for the 5x5 crossed 
dipole arrays were found to be similar to the patterns of 
array 1. Higher crosspolar levels by about -4dB were 
obtained, due to significant values of the predicted 
x-directed current. 
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4.4.5 Computational time 
In Table 4.4 the computational time required by the 
iterative schemes to attain a 0.05 rms target error for 
normal incidence at 30GHz and 32GHz is shown. 
Array 1 2 3 4 
No. of iterat. 
30GHz (32GHz) 
CCST3 13 (17) 
CG-FFT 53 (54) 196 (401) 57 (74 ) 128 (90) 
ECG-FFT 43 (48~ 43 ( 41) 52 (61) 97 (83) 
Computat. Time 
30GHz (32GHz) 
msec 
CCST3 24 (32) 
CG-FFT 95 (97) 392 (802) 120 (155) 273 (192) 
ECG-FFT 77 (86) 86 (82) 109 (128 ) 206 (177 ) 
Table 4.4 
The computational time required by the iterative schemes 
to attain a 0.05 rms error at normal incidence. 
As can be seen a solution for the scattering 
problem from array 1 is faster obtained by employing the 
CCST3 than the other two iterative schemes. This, is due 
to the low number of iterations required for convergence. 
However, the CCST3 requires more computational time per 
iteration than the CG-FFT and ECG-FFT methods since an 
incomplete orthogonalisation procedure (section 3.4) is 
employed. It was found that 1.87msec/iteration were 
required by the CCST3 whereas only 1.79msec/iteration were 
needed by the other two schemes. 
The fast convergence behaviour of the ECG-FFT 
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resulting from the use of the roof top basis and pulse 
testing functions, makes the scheme a superior choice for 
the analysis of more complicated element geometries. For 
array 2 less computational time by about a factor seven 
was required when compared with the conventional CG-FFT. 
Finally, the inclusion of the dielectric support of 
the arrays in the computations, had little affect on the 
required computational time per iteration. An increase by 
only O.Olmsec/iteration had occured for the CCST3 and 
CG-FFT schemes when applied to the 5x5 dipole array backed 
with dielectric (array 1, Table 4.3) instead of the 5x5 
free standing dipole array (array 2, Table 4.1). 
4.5 Results from double-squares infinite array 
In this Section the iterative method is employed 
for the solution of the boundary value problem from 
infinite FSS backed with a dielectric substrate. Although 
a wide variety of dipole and crossed dipole arrays have 
succesfully been studied, here, results obtained for a 
double-squares FSS have been chosen to be presented. The 
predictions are compared with the MoM solution (Section 
2.2) as well as with measurements. 
The elements on the array under consideration were 
arranged on a square lattice of side 5. Omm as shown in 
Figure 4.30. For the iterative schemes, in order to 
include the dielectric backing in the computations, the 
operator formed in Eqn.(3.100) was used. The sampling rate 
had a constant value of 5/32mm. Each segment of the i outer, 
(L1=4.57mm) and inner (L2=3.35mm) square were represented 
by 29 and 21 samples respectively. One sample was used for 
the width (W1=W2=0.2mm). A 32x32 point FFT was employed, 
and at the onset of the iteration loop the current was set 
to zero (initial guess). The iterative process was 
terminated when the schemes CG-FFT and ECG-FFT met a 0.05 
target rms error. This error was not attained by the CCST3 
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scheme due to convergence stagnation problems. 1 I n some 
cases it was found to retain an unchangable value as high 
as 0.13. 
For the MoM solution six modes were used to 
represent the induced current on each segment (i. e • 48 
current modes in total) of the form 
[ ; ] ( 2 ) 1/ 2 { 3 J. '" L c . cos(~) [ x ] + ~ WLLL m~ LL Y m=l 
3 
sin( ~:)[ ] } L x (4.11) c . n~ Y n=l 
The number of Floquet modes was 169. 
For measurement purposes the FSS was of size 
25cmx25cm and the elements were printed on a 0.037mm thick 
dielectric substrate with c =3.0. 
r 
Figure 4.31 shows the transmission coefficient as a 
function of frequency for normal and TM: 45 states of 
can be seen between the incidence. Discrepancies 
predictions obtained by the 
solution, particularly at 
iterative schemes and the MoM 
the location of the upper 
resonant frequencies. The former results are closer to the 
mesurements in that respect. This is due to the basis 
functions used, in the formulation of each method of 
solution, for the expansion of the current. In the 
iterative methods they are not chosen in advance, but 
I 
the iterative process .,1"' , generated' recursively during 
-
Furthermore, there are no restrictions imposed'on,their 
number, since no time consuming matrix inversions have to 
be performed. 
In the same figure the number of iterations 
required by the CG-FFT and ECG-FFT to attain the 
pre-assigned rms target error of 0.05 is depicted. The 
better conditioning of the operator equation as well as 
1" Tnis 
I for the 
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+ Measured values, 
(CG-FFT), A Number of 
thel_fulfilinen~ iof the 
a faster convergence 
requires a maximum of 
at 33GHz, whereas 
conventional sampling 
current edge conditions resulted in 
for the ECG-FFT scheme. It only 
188 iterations for TM:45 incidence 
the CG-FFT . lncorporating'". the 
- - . - - _.-
procedure (delta basis and testing 
functions) needs 519 for the same incidence at 34GHz. 
To further demonstrate the convergence behaviour of 
the schemes, in Figure 4.32 the error is depicted as a 
function of iterations for normal and TM:45 incidence at 
15GHz. It can be seen that in order to attain a 0.01 
target error the ECG-FFT requires 
less iterations than the CG-FFT. 
about a factor of 3 
Finally, in Table 4.5 comparison is made between 
the computational time required by the MoM and the 
iterative schemes to attain a 0.05 target error for normal 
and TM:45 incidence in the frequency range 12-40GHz. 
State of incidence MoM CG-FFT ECG-FFT 
msec msec msec 
Normal 76 530 320 
TM:45 76 820 550 
Table 4.5 
Comparison of the computational time required by the MoM 
and the iterative schemes for the analysis of a 
double-squares infinite array. 
Even though, the MoM solution is faster by about a factor 
of 6 when compared with the ECG-FFT only 48 unknowns have 
to be evaluated in contrast to 400 for the iterative 
scheme. This means that in the case of an inversion of a 
400x400 matrix the former method will require 43981msec 
(the computational time for the MoM solution is 
proportional to the cube of the number of unknowns). 
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Figure 4.32. Convergence rates (double-squares infinite 
array). (a) TE:l, (b) TM:45 states of incidence at 15GHz. 
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Therefore, for normal incidence the ECG-FFT is faster by 
about a factor of 137 excluding the fact that 1024 Floquet 
modes are employed in its formulation in contrast to only 
169 used by the MoM solution. Based on these remarks in 
combination with the succesful prediction of the 
transmission coefficients the ECG-FFT can be regarded as a 
suitable choice for the analysis of infinite FSS. 
4.6 Conclusions 
The proposed iterative schemes have proven to be an 
attractive approach when analysing free standing and 
dielectric backed finite arrays. The methods have the 
advantage of providing a quantitative indication of the 
approximate solution for the induced surface current. 
Secondly these solutions are obtained via a suitable 
minimisation process in which there exists neither a 
priori knowledge of their values on the conducting 
elements nor sophisticated sampling techniques. Therefore, 
the iterative schemes 
array size as well 
differentiation of the 
are versatile to changes in 
as the elementgeometries. 
current across the surface 
the 
The 
has 
marked differences in the plane wave transmission 
coefficient and radiation performance of the various 
arrays considered, which in general compare well with the 
measurements. Distinct differences have, 
found with the transmission coefficients 
however, 
obtained 
been 
from 
infinite size arrays particularly for oblique angles of 
incidence. The array geometry (i.e. number and geometry of 
the elements, element spacing and presence of dielectric 
substrate) was found to have a marked effect on the 
convergence rate of the schemes. with regard to the 
computational time, the best choices for the schemes 
employed in this Chapter for the analysis of a 5x5 dipole 
array (free standing and backed with dielectric with thin 
and thick elements) are shown in Table 4.6. 
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----------------
The iterative technique has succesfully predicted 
the transmission response from arrays of infinite extent. 
Results have been shown for a double-squares array and 
good aggreement has been found with measurements. 
Comparison has also been made with the MoM solution which 
failed to predict the location of the upper resonance 
frequencies. The rapid convergence behaviour produced by 
the ECG-FFT method, suggests that the proposed iterative 
procedure can be regarded as the most attractive choice 
for the analysis of infinite FSS. 
Array - Avg. no. of Avg. computat. 
Iterative scheme iterations time (msec) 
Array 2 (Table 4.1 ) 
CG-DFT 10 18 
Array 1 (Table 4.3) 
CCST3 12 26 
Array 2 (Table 4.3) 
ECG-FFT 37 74 
Table 4.6 
Average number of iterations and computational time 
required for normal incidence and for attainment a 0.05 
target error. 
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4.7 Comparison with published in literature results. 
In this section a discussion is presented with regard 
to the current distribution on different finite size arrays 
obtained using the various iterative schemes developed here 
and published by other researchers results. 
The first array chosen to be considered is a 5x5 
dipole array. This array has been analysed by Allam et. al. 
(8) using the MoM with entire domain basis functions for 
the expansion of the current density. The distance 
separating the elements was 6mm in both the x and y 
directions. The dipole. length was 4.l5mm and the width 
0.08mm. 
CG-FFT 
For the iterative schemes, 
(Section A2.2) and ECG-FFT 
CCST3 (Section A2.l), 
(Section 3.6), the 
sampling rate was set at 6/llmm. The dipole length was 
represented by seven samples and its width by one. In the 
calculations a l28x128 point FFT was used. The frequency 
dependence y-directed current amplitude at the origin of a 
dipole at the centre of the array for TE:l, TE:45 and TM:45 
incidence was compared and very good agreement was found, 
particularly at the frequencies where the amplitudes reach 
a maximum. Some minor discrepancies occurred at the low 
frequencies which are probably due to the width of the 
conductors. For the iterative schemes, since one sample was 
used to represent the width, the latter corresponds to 
0.25mm. The 0.08mm width, used in the MoM, can be achieved 
in the iterative schemes by re?ucing the value of the 
sampling rate. However, such an operation was not performed 
in order to avoid excessive computer memory requirements.· 
Differences have appeared between the MoM and the iterative 
schemes in the phase of the currents. According to Allam 
et. al. (8) it was found that the phase varies by up to 
about 170 from centre to edge for TE:45 incidence at 
28.5GHz. Using the iterative schemes the phase from centre 
to edge varied by about 250. 
In the same publication a 20x5 dipole array was also 
examined. As in the case of the 5x5 dipole array, the 
iterative schemes produced similar frequency dependent 
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current amplitude distribution as the MoM. The current 
amplitude along the central row of 20 dipoles for different 
states of incidence as well as frequencies also compared 
well. The same array has been analysed by Mokhtar et. al. 
[9] using the Contrast Source Truncation technique (CST, 
Section 3.2). Some discrepancies were found with their 
results. These are due to the lack of sufficient FFT 
padding. Only 14x46 zeros were used in contrast to the 
74x606 used by the CCST3. Furthermore, the lack of 
sufficient padding as well as the low value of 1 (1=1 in 
-/ Eqn. (3.64» used, had a marked effect on the convergence 
rate of the CST. For example 308 iterations were required 
to meet a 0.01 target error for TE: 45 incidence at 35GHz 
whereas only 27 were needed by the CCST3. 
In a paper published by Allam et. al. [10] a 99 dipole 
array was examined using the MoM with entire domain 
functions for the expansion of the surface current density. 
The elements were arranged on a triangular lattice. The x-y 
axis was rotated by a=170 and the elements were separated 
by D=4mm. The CCST3 technique was employed for the analysis 
of this array. An x-y grid was used to sample the array's 
surface with sampling rate set at Dsina/3mm. The y-directed 
current amplitude at the origin of a dipole at the centre 
of the array as a function of frequency obtained using the 
two methods compared well. Some minor discrepancies have 
been found particularly for TE:45 incidence where a 
frequency shift by about 0.5GHz has appeared in the 
location of the maximum amplitude. These differences, 
however are probably due to the elements' length being 
3.9mm for the CCST3 but 4.0mm for the MoM. 
Finally, the CCST3 technique was applied to a 9x9 
array of metallic patches. The amplitude current 
distributions were found to compare well to those published 
by Kastner et al [11] using the CG-FFT method. Fewer 
iterations were however required by the ECG-FFT to meet the 
0.01 target error: 29 in contrast to 34 by the CG-FFT. 
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CHAPTER 5 
MULTI-LAYER FREQUENCY SELECTIVE SURFACES 
5.1 Introduction 
The inclusion of more than one layer of Frequency 
Selective Surfaces into an antenna geometry results in 
broadband or multiband operation of the antenna system. In 
general, multilayer FSS, which are made up of similar 
element dimensions, have broader bandwidths and close band 
centre spacings when compared to those available from 
single layer arrays [1,2]. The element and lattice 
geometries of the arrays, without neglecting the 
interlayer coupling, are prime factors in obtaining the 
required performance in a specific application. Although 
approximate scalar methods of analysis may often be used 
[3], careful consideration must be given to the approach 
of solving the electromagnetic problem in a vectorial 
sense. One option is to apply a moment method which 
requires a numerical solution to a system of linear 
algebraic equations by considering each layer as a 
separate block and cascading them by means of either 
mUltiple port circuit techniques [ 4,5] or a Generalised 
Scattering Matrix formulation [6,71. Another approach is 
to derive a set of coupled integral equations and apply 
the moment method for solving an overall system that has 
intrinsic higher orders of interaction [2,7,81. However,' 
computational constraints are posed when closely spaced 
l. • 
arrays are cons~dered ~n the former method and the latter 
method requires inversion of large matrices for analysing 
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more than two layer structure. 
In this Chapter two distinct 
analysis of the scattering from 
multilayer array structure (Figure 
[9-11]. Firstly, Section 5.2 is 
contributions to the 
an arbitrary size 
5.1) are presented 
concerned with a 
generalised formulation of the integral equations to be 
solved for the unknown, induced current on each layer. 
Such an operation is performed based on the assumption 
that each array comprising the structure is of infinite 
extent. This, as explained in Chapter 2 (Section 2.2), 
enables the implementation of the Floquet' s theorem to 
expand the tangential electric and magnetic fields as 
Fourier series with periodicity equal to that of the 
arrays' unit cell. Considering that all layers have 
identical lattice geometries and applying the standard 
electromagnetic boundary conditions at each interface, a 
set of coupled integral equations is formed. The 
inter layer coupling as well as the dielectric 
substrates/superstrates adjacent to the array elements 
have been accounted for. 
The novelty of the second contribution lies in the 
development of an iterative method of solution presented 
in section 5.3. It is based on the same formulation 
principles as discussed in 
from single layer arrays. 
Chapter 3 for the scattering 
However, here the operator 
equation is expressed in a matrix form and subsequently 
matrix operations are involved in the iterative procedure. 
This is because the aim is to minimise the difference 
between impressed and scattered waves on all the 
conducting areas comprising the multilayer structure. 
The performance of the iterative method is examined 
in Section 5.4 with regard to the system's conditioning 
and the arrays boundary conditions. A variety of double 
layer structures comprising of dipole and crossed dipole 
arrays were chosen for the computations, which were then 
compared with the method of moments solution [2,7, 8] as 
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well as with measurements performed in the frequency range 
20-40 GHz for a range of incident states. Induced surface 
currents and. aperture fields have been computed with a 
view to determine the plane wave transmission 
coefficients • The effect of the state of incidence and 
element geometry to the rate of convergence is discussed. 
5.2 Formulation of the integral equations 
This section is concerned with the formulation of 
the integral equations for a multilayer array shown in 
Figure 5.1. There exist M integral equations for the 
overall M-block structure which is divided into L+1 
regions. Region 1 is defined as the incidence side of the 
FSS, whereas the dielectric superstrate and substrate of 
the mth layer are denoted by the regions 1 and 1+1, whose 
thickness are d1 and d 1+1 respectively. The layers are 
separated by free space regions, although a multilayer 
dielectric block could easily be incorporated. Using the 
assumption that the array elements are all periodically 
arranged and have identical lattices, the electromagnetic 
fields in each region can be expressed according to the 
Floquet·s theorem [12] (Eqn.(2.18)) as follows: 
Elt (rT,z) = Ipq (,,1 ~TI!(r ,z) + ,,1 ~TE (rT,z)) 
lpq pq T 2pq pq 
= - I (71 ,,1 ~TI! (r ,z) + 
pq lpq lpq pq T 
(5.1 ) 
Applying the standard electromagnetic boundary conditions 
at each interface, as for instance: 
i) at z=zl+l 
136 
y 
Figure 5.1. Geometry of the H layer structure and its 
associated dielectric supports. 
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z 
H) at z=zl 
the unknown field amplitudes 
obtained. At the mth boundary the 
(5.2) 
(5.3) 
,i and,.l can 
lpq 2pq 
integral equation can 
be 
be 
generally written in terms of Floquet modes, ~ , and the 
pq -
product of the spectrum of the dyadic Green's function, G, 
with the spectrum of the surface current, 5. Thus, 
~ 
pq =EfR Ine (5.4) 
where the tangential field, of amplitude b (Eqn. (Al.5), 
incident at that locality is 
3m -1 
2 
EfR 
I ne =2L(-" 
s=1 i=l 
(5.5) 
" and ~ are terms involving the modal reflection 
coefficients and admittance respectively, of the array and 
the dielectric support at the region concerned. In 
Eqn.(5.5) the modal order is zero and the summation over s 
denotes the TM (s=l) and TE (s=2) waves. 
The inclusion of the dielectric media in a 
multi layer fashion has resulted in a modified version of 
the Green's function. The spectral Green's functions, 
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including the occurrence of the dielectrics, are of the 
following form 
[ m k 2 + vm k 2 - k \(V~,r - ~,r)) 1 v 1 r x 2,r y x Gm , = r k 2 + k 2 - k k (vm - m vm k 2 + v m k 2 
x y x y 2,r v 1, r) 2, r x 1, r y 
(5.6) 
k and k are the 
x y 
Floquet phasor harmonics given for a 
square lattice geometry as, 
k = ko sin11 costP 1 + 
2rrp 
x I D 
x 
(5.7) 
k = ko sin11 costP 1 + 
2rrq 
y I D 
y 
and v are terms involving the dielectric 
superstrates/substrates, as well as the distance 
separating the layers. For example, vm1 ' v
m
2 in the ,r "r 
expression for the G~ are the TM and TE components 
respectively of ~ which is given below. The discrimination 
between TE and TM modes relies on the definition of the 
modal admittances l) (Eqns. (2.16), (2.17)) and it is not 
denoted here for simplicity. For the range 2 ~ m ~ M -I, 
these terms can be generally written as follows: 
1 
I I 1:. 
i=1-2 ~ 
1~ r ~ m-I 
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1 
:rm = ( I I 1:. ) :r~-1 + ~1 r = m r ~ 1=1-2 (5.8) 
1 3r-l 
:rm = ( I I 1:. ) :r~-l + ( I I 1:. ) ~1 m+l:sr:sH r 
· 1 ~ i=I+1 ~ ~= -2 
For the first (m=l) and the last (m=H) integral equations, 
:r is given by: 
3r-l 
:r1 = ( I I 1:. ) :r1 2:sr:SH r i=3 ~ 1 
(5.9) 
:r1 -j. z + j 
sin(.2d2) 
r=l = 1:2 (1:21:1e 1 1 1 7)2 
and 
L 
:rH 
= ( I I 1: ) :r~-1 r 
· 1 l:sr:sH-l ~=L-2 
(5.10) 
·L 
:rH 
= ( I I 1:. ) :r~-1 + ~L r=H r · ~ ~=L-2 
where 
(5.11) 
(
sin (.1 d1 )) ( 2 -1 -1 1: 1 1: 1 _ 1 j ----=-::-=--='--='- + 1: 1 j 
7) 1-1 
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exp(-j'¥iZi) + Pi exp(+ j'¥.z.) 
= 
~ ~ L. 
~ exp(- j'¥.z. ) + exp(+j'¥.z. ) ~ ~-1 Pi ~ ~-1 
(5.12) 
and 
= 
exp(-j'¥lz l) + P1exp(+j'¥lz l) 
L1 
2111 
(5.13) 
The reflection coefficient of the dielectric at the ith 
boundary is 
where 
and 
= exp( -2j'¥.z. ) p. 
~ . ~ ~ 
0'. = 
exp( - j'¥ i+1Zi) 
~ exp( - j'¥. z.) ~+1 ~ 
0' = 1 L+1 
1Ii - 11. 0'. ~+1 ~ 
1Ii + 1Ii+10'i 
(5.14) 
-
p. exp (+ j'¥. z.) 
~+1 ~+1 ~ (5.15) 
+ p. exp (+ j'¥. z.) ~+1 ~+1 ~ 
(5.16) 
The procedure for obtaining the P and 0' involved applying 
the dielectric boundary conditions using as a starting 
point the last interface, ZL' whereas the first 
+1 
interface was the starting point for expressin L in terms 
of P and 0'. Once the number of layers needed to be 
analysed is decided, then the above equations are easily 
computed in a recursive fashion staring from the last 
interface. Using the method of solution described next, 
the unknown element currents can be found and the total 
reflected and transmitted tangential electric fields can 
be calculated for p=q=O by: 
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Eref"lected 
t 
Etrans = FfI 
t ( Inc 
(5.17) 
H 
- L r=l 
Substituting the above expressions in Eqns. (2.27)-(2.30) 
the reflection and transmission coefficients can be 
obtained. 
5.3 Iterative approach 
The integral equations can be conveniently combined 
so that one integrodifferential operator equation in 
matrix form can be used for the iterative scheme. There 
were no restrictions imposed on the operator so that the 
scheme could, in principle, be applied to a range of 
element and lattice geometries. The method was developed 
by viewing the iterative 
error functional. This 
between the impressed 
conducting areas of all 
process as that of minimising an 
was defined as the difference 
and scattered fields on the 
the arrays concerned. The unknown 
induced current was assigned an arbitrary initial value at 
the onset of the iteration loop. Then depending on the 
element geometries and the state of incidence considered, 
this value was corrected in the following iterations 
steps. Finally, a solution was obtained when the error 
functional reached zero or a close to zero value. All the 
calculations in the scheme were performed 
Discrete Fourier transformations of the 
cells. 
utilising the 
sampled unit 
In order to formulate the minimisation process it 
is useful to write the set of integral equations, given in 
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Eqn.(5.4), in terms of an operator equation form. 
Eqn.(5.4) can therefore be written as: 
in which the operator matrix A is defined as 
-1 G •••• 
.1. 
. . 
F-1 -m G •.•• 
1 
:'M • 
G •••• 
1 
where the square 
denote forward 
-1 -1 G •••• ~M r 
. . . 
-m -m F G •••• Glf r 
:'M • 
G •••• 
r 
-if. 
GM 
brackets denote 
and inverse 
matrices 
Fourier 
(5.18) 
(5.19) 
and F, F-1 
transforms 
respectively. The forward Fourier transform is applied to 
current or field functions which have been assigned zero 
values outside the conducting unit cell area Am. 
For the kth iteration, the following residual 
function R is utilised in the minimisation of the error 
function 
(5.20) 
The array currents 3
r 
are formed as a set of search 
direction vectors and for the kth iteration can be written 
as follows: 
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.J (kl .J(k-l1 g (kl ... 0 0 c (kl 1 1 1 1 
.J (kl = .J (k-ll + 0 ( kl c (kl gr 0 r r r 
.J (kl 
H 
.J(k-l1 
M 0 0 
g (kl 
M 
C (k I 
M 
(5.21) 
g and c are the search direction vectors and coefficients 
respectively. 
The error functional is therefore defined as 
(5.22) 
where 
(5.23) 
is the Hilbert inner product which is generally defined as 
(5.24) 
and H denotes the Hermitian (transposed) matrix. The inner 
products were calculated by taking the conjugate transpose 
of their left hand term, mUltiplying it vectorially with 
the right hand term and integrating the result over the 
conducting area of the unit cell in each layer. Inserting 
Eqn.(5.21) into Eqn.(5.20), the residual can be written as 
(5.25) 
where f(kl are obtained by the inverse Fourier transform 
mr 
144 
f :::111- (k) Th ft' l' ... d l' 11 o urqr. e error unc 10na 1S m1n1m1se ana yt1ca y 
by deriving appropriate expressions for the coefficients 
c. Therefore, setting the expression for the partial 
derivatives of err(k) (Eqn.(5.22)) with respect to the 
real and imaginary part of each of the coefficients c, to 
zero, yields' 
where 
and 
• 
• 
(5.26) 
(5.27) 
[B~~) J .. ([ A~][ q~k)J,[ A~][ q~k)J)" ([ f~:l J,[ f~:) J) 
(5.28) 
The error therefore takes the following form 
(5.29) 
where the overbar denotes complex conjugation. 
Since the second term in the right hand side of Eqn.(5.29) 
is always positive, the error is therefore a decreasing 
function of the iterations. The search direction vectors g 
are constructed recursively choosing an appropriate 
arbitrary operator B. The choice of such an operator has a 
detrimental effect on the convergence and it is introduced 
in 5.3.1 and 5.3.2 in which two schemes are formed based 
on two choices of B. Thus, 
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k=1 
(5.30) 
k-1 
+L 
1=1 
where 
(5.31) 
The coefficients (~I,k) (diagonal matrix) are to be 
determined by the orthogonal properties of [A~ [g~k)]. As 
described in Chapter 3 (Section 3.2), in the process of 
demanding the error functional 
the sequence 9 needs to 
orthogonality condition: 
to decrease monotonically, 
satisfy the following 
Using Eqns. (5.30) 
(i=1,2,3, ••• ,k-1) an 
C~I,k) can be derived 
-1 
] 
where 
and (5.32) , 
expression 
Combining Eqns. (5.25) and 
for 
for 
(5.26) 
p'=k 
the 
an 
orthogonality condition is obtained. Thus, 
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and q'=i 
coefficients 
(5.33) 
(5.34) 
important 
(5.35) 
Using the above relationship in conjunction with Eqn. 
(5.33) it can be proved by induction that 
or 
([ R(kl] , [A~] [ h~Il]) = [ 0] i=1,2, ••• ,k (5.37) 
In order to reduce the data storage, the surface current 
in each layer is computed, provided the scheme has reached 
a specified target error, as follows 
(5.38) 
where gm is the non-truncated difference between the 
s 
incident field and the residual R. 
5.3.1 The Conjugate Contrast Source. Truncation (CCST) 
technique 
The ope7ator E adopted in this scheme is the one 
yielded .,by inverting the overall spectral Green's 
function of the multilayer structure. So, 
(5.39) 
Exercising this conditioning of the scheme,E operates the 
Fourier transform on the residuals R prior to the 
truncation outside the conducting area of the arrays. 
In order that full expression in Eqn.(5.30) may be 
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utilised, the memory demands in storing all the previous g 
current terms are excessive. Therefore an incomplete 
of single orthogonalisation procedure similar to that 
layers (Section 3.4), has been applied by means of using 
(i=k-1). This one term in the summation of Eqn. (5.30) 
curtailing is obviously dependent on the memory that is 
available in the computations. Finally, to sample the 
surface current and weight the field terms a sequence of 
delta functions was used. 
5.3.2 The Conjugate Gradient 
method 
Fast Fourier (CG-FFT) 
As in the case of the single layer FSS (Section 
3.5), the second choice .of the operator E uses a 
transformation of the multilayer structure operator A, and 
can be written as follows: 
[ ~ ] = F-1 [A~] T F (5.40) 
where T denotes the transpose of the conjugate of the 
matrix [A;.J. Fullor:thogonalisation'can now take place with 
only one non zero coefficient C (Eqn. (5.30)) present at 
any iteration step. The proof of this is based on the 
orthogonality condition, Eqn.(5.37), and on the properties 
of an adjoint operator (Section 3.5). Therefore, since the 
operator [A~ [~ is adjoint, Eqn. (5.37) can 
alternatively be written as, 
for i"'j 
(5.41) 
Furthermore, Eqn.(5.25) yields 
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(5.42) 
-- T 
Multiplying now both sides of Eqn. (5.33) by [c~ll] [B~~)] 
and using the above expression, it is obtained, 
(5.43) 
since now the orthogona li ty condition, Eqn. (5.41), holds, thi~s· 
leads to 
={ 
[0] _~1·=1'2, ••• ,k-2 (5.44) 
-[ B~~)] ([ t~;)], [ A~ ][ g~Il]) i=k-1 
Therefore, for the ktb iteration, the search direction 
vectors are generated from the data stored from one 
previous iteration only, namely (k-1). 
In the computations the conventional CG-FFT (delta 
basis and testing functions) and the 'enhanced' CG-FFT 
(roof top basis and pulse testing functions) schemes were 
applied. 
5.4 Results 
For 
described, 
the purposes 
a variety of 
of demonstrating the analysis 
double layer structures were 
chosen and comparisons are made with the Method of Moments 
solution [2,7,8]. Measured results have also been obtained 
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for a range of angles of incidence as well as separation 
distances. Some structures were formed from arrays of 
conducting linear dipoles and others from arrays of 
conducting crossed dipoles. The elements' dimensions are 
shown in Table 5.1. 
Structure Element Length Width Lengtn Width 
(STR) type layer1 layer1 layer2 layer2 
(mm) (mm) (mm) (mm) 
STR1 Dipole 4.35 0.2 4.35 0.2 
STR2 Dipole 4.35 0.2 3.25 0.2 
STR3 Dipole 4.45 0.4 4.45 0.4 
STR4, Crossed 4.45 0.4 4.45 0.4 
dipole 
Table 5.1. 
Dimensions of the elements on double layer structures. 
In all the 
arranged on 
surfaces considered here, the elements 
a square lattice geometry, of periodicity 
were 
D = 
x 
D = 6mm. In the experiments, the surfaces measured 20cm 
y 
square and the conducting elements were printed on a 
0.021mm thick dielectric substrate with c =3.0. Expanded 
r 
polystyrene sheets were sandwiched between the layers to 
produce separation distances of 2mm, 4mm and 6mm. In the 
computations, the discrete Fourier transform was performed 
by dividing each unit cell into a grid containing 1024 (32 
by 32) samples, and at the onset of the iteration loop the 
current was set to zero (initial guess). Utilising a 
constant sampling rate of 0.1875mm, the number of samples 
representing the conducting area was dependent on the 
length and width of each linear element considered. In the 
method of moments analysis the surface current was 
expanded in terms of entire domain basis functions. The 
functions v'(2/WdLdJ'cos(Tr(2i-1)y/Ld ), i=1,2,3 and v'(2/WdLd J' 
150 
sin(n2iy/Ld ) i=1,2 were used to represent the current 
distribution along the length (Ld) of each dipole on the 
dipole arrays. W denotes the width of the dipole. The 
d 
y-directed current on the vertical arm of the crossed 
dipoles was expressed in terms of the functions 
v'(2jW L ),cos(n(2i-1)y/L ), i=1,2,3 and v'(2jw L )' 
c c c c c 
sin(n2iy/L ), i=1,2 whereas the x-directed current along 
c 
the horizontal arm was expressed in terms of the functions 
v'(2jW L j'sin(n2ix/L ), i=1,2,3. 
c c c 
L and W denote the 
c c 
length and width respectively of the dipole (vertical and 
horizontal) comprising the crossed dipole element. For the 
former arrays 169 Floquet modes were used whereas for the 
latter ones only 81. 
5.4.1 Transmission coefficient and convergence 
The first structure tested was structure STR1. The 
length and width were represented in the computations by 
23 and 1 samples respectively. The surfaces were separated 
by a distance of 2mm. Figure 5.2 shows the plane. wave 
transmission response of the double layer structure using 
the Conjugate Contrast Source Truncation technique (CCST) 
and the CG-FFT method, for normal (TE:1), TE:45 and TM:45 
states of incidence. The predicted results compare well 
with the measurements and both underline the wide 
bandwidth in reflection as well as the close band spacing 
between the reflection and lower transmission frequency 
ranges. A comparison is also made with the Method of 
Moments solution and some discrepancies are found 
particularly in the location of the resonances. This is 
due to the differences in the formulation of the two 
methods. For the iterative schemes, the basis functions 
used for the expansion of the current are not chosen in 
advance but' generated recursively during the iterative 
.; , 
process. Furthermore, there are no restrictions imposed on 
the number of these functions, since there are no time 
consuming matrix inversions to be performed. 
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As an indicator of the convergence, the root mean 
square error defined as 11 [R(k)] II/~ [~nc] is also plotted 
versus frequency in Figure 5.2. In general' the CG-FFT, 
was slower to attain a 0.1 target error than the CCST. 
Some exceptions, however, were encountered. For instance, 
for TE:45 incidence at 29GHz, 600 iterations were required 
by the CCST to converge whereas only 383 were needed by 
the CG-FFT. 
By comparing the results obtained by the CCST at an 
error of 0.01 the transmission coefficient appeared to be 
different by about two dB near the reflection band. The 
difference is smaller at the frequencies where the surface 
is transparent to the incident wave, as shown in Figure 
5.3. The location of the resonance as well as the 
transmission band remained unchanged. 
error is monotonically decreased as 
order increases. The transmission 
As expected, the 
the approximation 
coefficient falls 
rapidly to a crude value and gradually improves. Similar 
comments could be made for the transmission response of 
the arrays obtained using the CG-FFT at an error set at 
0.1 and o.o!. 
Differences in the transmission response were 
noticeable by altering the distance separating the arrays. 
Figure 5.4 shows the results obtained by applying the 
schemes to the arrays of STR1, but with the layers being 
separated by 6mm, for normal, TE:45 and TM:45 states 
incidence. The transmission coefficient has obviously been 
influenced by the interlayer distance. A broader bandwidth 
in reflection and a resonance have occurred for normal and 
TE:45 incidences respectively when compared to the results 
from the arrays positioned at 2mm apart. Furthermore the 
onset of higher propagating modes as well as the coupling 
between the arrays resulted in the deterioration of the 
convergence at some frequencies. To illustrate this, 
Figure 5.5 shows the rms error as a function of the number 
of iterations required by the CCST scheme to attain a 0.01 
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target error for normal incidence at 34GHz. Separating the 
layers by 4. Omm 600 iterations needed for convergence 
whereas 100 and 90 iterations were required when the 
layers were separated by 2.0mm and 6.0mm respectively. 
The analysis was also applied to a two layer 
structure, structure STR2, having different element 
geometries. Here the dipole length (Table 5.1) of the 
second array was represented by 19 samples. All the other 
parameters remain the same as in the previous case. The 
results obtained are shown in Figure 5.6 indicating a 
double resonance response for normal incidence. The lower 
resonance can be identified to that produced by the first 
layer whereas the upper resonance is due to the second 
layer which has smaller dipole elements. The agreement 
between the predicted and measured results was good, 
especially at the location of the bands. Differences are 
found with the Method of Moments solution where as in the 
case of STR1 the method failed to predict the exact 
location of the resonant frequencies. In the same figure 
comparison is made between the rate of convergence of the 
CCST and CG-FFT for attaining a target error at 0.1. In 
general, the CG-FFT requires more iterations to converge 
than the CCST scheme. Near the lower (31GHz) and upper 
reflection band (39GHz), for normal incidence the maximum 
number of iterations reached 25 and 220 for the CCST 
whereas for the CG-FFT it reached 450 and 90. 
[Increasing the dipole width, however, resulted in' 
convergence stagnation problems, sometimes at error values 
as high as 0.4, using the CCST scheme. Despite the slower 
convergence rates for structures with thin (one sample 
along the elements' width) the employment of the operator 
F-l[A~TF proved to be a superior choice since convergence 
was maintained for any' element width. Figure 5.7 shows the 
transmission coefficient and rate of convergence at 0.1 
obtained using the CG-FFT and ECG-FFT methods for a dipole 
structure, STR3. The element length was represented by 23 
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samples whereas the' width by 3. The separation distance 
was 2mm. As can be seen, the rate of convergence has 
significantly been improved by incorporating the roof top 
basis and pulse testing functions in the formulation of 
the CG-FFT scheme. There is an improvement by at least a 
factor of two which becomes even higher when the target 
error is set at 0.01 as shown in Figure 5.8 for normal 
incidence. At most frequencies the number of iterations 
needed by the CG-FFT to converge was well above 1000 
whereas only a maximum of 400 iterations were required by 
the ECG-FFT. Similar convergence behaviour was found when 
the distance separating the two layers was increased. This 
is illustrated in Figure 5.9 where the rms error is 
plotted versus the number of iterations for TE:45 and 
TM:45 incidences at 27GHz and 29GHz respectively when the 
layers are separated by 4.0mm. 
The final structure considered was STR4. The length 
of each dipole (vertical and horizontal) was represented 
by 23 samples and the width by 3. The separation distance 
was 2.0mm. In Figure 5.10 the transmission coefficient as 
a function of frequency for normal, TE:45 and TM:45 states 
of incidence is depicted. Despite minor differences the 
predicted results compare well with the measurements. 
However, discrepancies between the measurements and the 
MoM solution have appeared. For instance, for TM:45 
incidence the method failed to predict the position of the 
upper resonance. In the same figures the convergence 
behaviour of the iterative schemes CG-FFT and ECG-FFT for 
attaining a rms error at O. 1 error is shown. As in the 
case of the thick dipole arrays the ECG-FFT provided 
faster convergence, requiring only a maximum of 495 
iterations for TM:45 incidence at 30GHz. Decreasing the 
value of the target error to 0.01 the improvement was 
further promoted. This is illustrated in Figure 5.11 where 
the rms error is plotted as a function of the number of 
iterations for normal and TE:45 incidences at 31GHz and 
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33GHz respectively. In both cases the fast converging 
properties of the ECG-FFT are underlined. 
5.4.2 Current/field distribution 
A boundary condition check 
demonstrated by plotting either the 
can easily 
current or 
be 
the 
aperture field on the arrays. Figure 5.12 shows the 
y-directed current and electric field distributions on the 
unit cell of the first layer of STR1 for normal incidence 
at 31GHz. The boundary conditions imposed by the element 
geometry are satisfied, and thus serve as an indication of 
the success of the method. While there is a smooth 
behaviour in the current distribution, the field exhibits 
a discontinuity at the dipole edges. An edge discontinuity 
was also observed across .the width of the dipole for both 
the x-directed current and field, but at lower amplitudes 
as depicted in Figure 5.13. The second array had similar 
x- and y-directed distributions with different amplitudes 
which were frequency dependent. 
A distinct edge behaviour of the y current has been 
observed by increasing the element width to O.4mm (STR3) 
as shown in Figure 5.14 for normal and TM:45 incidences at 
31GHz and 30GHz respectively. Similar comments could be 
made for the crossed dipole structure, STR4, with the 
exception of a splitting of the current distribution near 
the centre of the element, as shown in Figure 5.15(a) for 
normal incidence at 31GHz. This distribution obtained 
using the CG-FFT becomes smoother when the ECG-FFT is 
applied as depicted in Figure 5.15(b) for the same 
incidence and frequency as before. A similar smoothness 
was observed in the x-directed current distribution as 
well as the distribution of the total electric field on 
the arrays as shown in Figures 5.16-5.17. Finally is 
interesting to note that an asymmetrical deviation in the 
behaviour of the y-directed current has occurred for TM:45 
incidence as depicted in Figure 5.18. 
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5.4.3 Computational time 
Table 5.2 outlines the average number of iterations 
and computational time required by the iterative schemes 
to attain a 0.1 target error for normal incidence 
(20-40GHz). Comparison is made with the computational time 
required by the MoM solution. The number of uknowns needed 
to be evaluated by each method is also shown. The results 
have been obtained for the structures STR1-STR4 where the 
distance separating the layers was 2.0mm. 
Structure STR1 STR2 STR3 STR4 
Number of 
unknowns 
MoM 10 10 10 16 
Iterative 92 ·84 276 552 
schemes 
Avg. no. of 
iterations 
CCST 18 52 
CG-FFT 82 186 314 372 
ECG-FFT 66 82 96 123 
Avg. Comp. 
time (msec) 
MoM 0.05 0.05 0.05 0.15 
CCST. 8 22 
CG-FFT 35 78 150 190 
ECG-FFT 29 35 46 63 
Table 5.2 
Comparison of the average computational time required by 
the MoM and the iterative schemes. 
As can be seen, the MoM provides a solution in a much 
faster manner than the iterative schemes. However, the 
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former method solves a system of equations with less 
number of unknowns. For instance, for STR4 the number of 
unknowns needed to be evaluated by the MoM is 16 whereas 
for the iterative schemes is 552. This means that if for 
the MoM solution a 552x552 matrix has to be inverted, 
6159msec will be required since the computational time is 
proportional to H3 (H stands for the number of unknowns). 
Therefore, the ECG-FFT is faster by a factor of 98 
excluding the fact that it utilises in its computations 
1024 Floquet modes in contrast to only 81 used by the MoM. 
Observing the number of iterations and the computational 
time required by each iterative scheme, it can be 
concluded that the CCST method is the best choice for the 
analysis of thin dipole structures (STR1 and STR2). On the 
other hand, the ECG-FFT scheme is recommended for 
multilayer FSS consisted of arrays with complicated 
element geometries (STR3, STR4). 
5.5 Conclusions 
A novel iterative technique of solving a 
generalised set of coupled integral equations which 
describe a multi-layer frequency selective structure has 
been formed and studied. The proposed schemes have 
successfully predicted the plane wave transmission 
response of a double layer FSS consisting of dipole and 
crossed dipole elements. Comparison has also been made 
with the MoM solution and discrepancies were found, 
particularly at the location of the reflection band centre 
frequency. This was due to two reasons. Firstly, with the 
iterative procedure the unknown current density is 
expressed in terms of basis functions (search direction 
vectors) which are not chosen in advance. They are 
generated recursively in'~uch a manner that the impressed waves 
and the array geometry have been accounted for. Secondly, 
there are no time consuming matrix inversions to be 
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performed which restrict the number of the basis functions 
used. 
The convergence rates of the schemes used were 
found to be moderate for most of the frequencies in the 
examples studied here, and depended on the interlayer 
coupling and state of incidence. However, this dependence 
was not a severe one. Although the CCST method produced 
fast convergence rates when applied to structures 
comprising of thin dipoles, it suffered from convergence 
stagnation problems when complicated element geometries 
needed to be analysed. On the other hand, the 
pre-assigned target error was always attainable with the 
CG-FFT method. The convergence behaviour of the scheme 
when incorporated with the conventional sampling procedure 
(delta basis and testing procedure) was improved when the 
roof top basis and pulse testing functions were employed. 
In general an improvement by about a factor of five was 
obtained. This was due to the better conditioning of the 
operator equation as well as the fulfilment of the current 
edge conditions. Therefore, the ECG-FFT method can· be 
regarded as the most suitable choice for the analysis of 
multilayer Frequency Selective Surfaces. 
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CHAPTER 6 
CONCLUSIONS AND SUGGESTIONS FOR FURTHER WORK 
As an alternative to the conventional Method of 
Moments, an iterative approach to the solution of the 
electromagnetic scattering problem from planar Frequency 
Selective Surfaces 
is based upon a 
built-in boundary 
has been presented in this thesis. It 
minimisation process which provides 
condition tests related to an error 
criterion as a function of the iterative steps. It has the 
advantage of providing a quantitative indication of the 
approximate solution for the induced current. Unlike the 
MoM, the solutions are obtained in a manner in which no a 
priori knowledge of their values on the conducting 
elements is required. The iterative process starts with an 
arbitrary value for the unknown current density. Then 
depending upon the physics of the problem (i.e. the 
incident fields and the array geometry), this value is 
recursivelly improved. Finally, when the difference 
between impressed and scattered waves on the conducting 
areas is zero (or close to zero) the iterative 
terminated and a solution is obtained. 
process is 
Since the 
scattering problem is expressed in terms of an operator 
equation form involving a convolution type integral, the 
Fourier transform is incorporated in the formulation of 
the method. Consequently, the evaluation of the integral 
is obtained by performing simple algebraic operations on 
the transforms of the convolved quantities which are the 
current density and the pertinent Green's function. 
In order to make use of a digital computer for the 
numerical application of the iterative method, the various 
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continuous functions were discretised and their Fourier 
transform was calculated by employing the Discrete Fourier 
Transform (DFT). A relationship between the continous and 
discrete Fourier transform has been established by 
incorporating a novel sampling technique in the scheme's 
formulation. This involved the expansion of the unknown 
current density in terms of roof top basis functions 
whereby the current edge condition was satisfied. A 
boundary condition test has also been performed by 
employing one dimensional pulse functions. 
Depending on a choice of a preconditioning 
operator, two variants of the method have been presented. 
These were the Conjugate Contrast Source Truncation (CCST) 
technique and the Conjugate Gradient-Fast Fourier 
Transform (CG-FFT) method. In the former scheme the 
current/field terms at each iteration step, were generated 
in terms of their values obtained from all the previous 
iterations (complete orthogonalisation procedure). This 
means that the computation time and computer storage 
required increase with an increasing number of iterations. 
To subdue this difficulty an incomplete orthogonalisation 
procedure was employed whereby data were stored from a 
specified number of previous iterations. By doing so, 
however, it was found that even though the method worked 
well when applied to arrays with thin elements, it failed 
to converge for complicated element geometries. On the 
other hand convergence was always accomplished by the 
CG-FFT scheme. Furthermore, due to the properties of the 
preconditioning operator used in the formulation of the 
scheme (self adjoint), data from only the previous 
iteration needed to be stored. The CG-FFT was incorporated 
with the delta basis and testing procedure as well as with 
the roof top basis and pulse testing functions. The latter 
combination, denoted in this thesis as the 'enhanced' 
CG-FFT (ECG-FFT) method produced fast convergence rates. 
The schemes were applied to free standing and 
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dielectric backed finite size FSS. 
aifferent size dipole and crossed 
examined. Due to the employment of 
A wide variety of 
dipole arrays were 
the OFT, the finite 
size of the arrays was accounted for in the calculations 
by using a large number of zero samples (padding) outside 
the arrays' area. In order to reduce the size of the 
padding, and consequently the computer time requirements, 
a scheme known as the Conjugate Gradient-Discrete Fourier 
Transform (CG-DFT) was employed. A cyclic convolution was 
incorporated in the formulation of this scheme, since the 
operator equation was rendered discrete prior to any 
operations involving the OFT. The convergence of the 
schemes was found to be affected by the element spacing, 
the number and the geometry of elements and the presence 
of a dielectric support. The induced current distribution 
was obtained and, at oblique angles of incidence, 
differences were found between the current on the elements 
positioned at the centre and near the edges of the array. 
As a consequence, this had a marked effect on the 
radiation performance of the array. The measurements and 
predictions have shown that, at oblique incidence, there 
are major differences in the transmission coefficients 
between a finite and an electrically large array. At 
normal incidence, however there is little difference. The 
far field radiation pattern in reflection was predicted 
and it was in good agreement with the measurements. The 
computed patterns also complied with the general array 
theory. The size of the array was found to influence the 
crosspolar component of the reflected field. 
The schemes have succesfully predicted the 
transmission response of single layer infinite arrays. As 
an example, results obtained from a double-squares array 
have been presented. Differences were found with the MoM 
solution which failed to predict the upper resonant 
frequencies. 
The schemes were suitably modified to solve the 
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scattering problem from multilayer FSS. Based on the 
assumption that the surfaces were infinite in extent the 
tangential fields were expressed as Fourier series 
(Floquet modes). The lattice geometries were identical, 
but the element geometries arbitrary. The coupling between 
the layers was inherently included into the analysis. The 
effect of the dielectric was accounted .for, by modifying 
the spectral Green's function. The algorithms were applied 
to two layer structures of dipole and crossed dipole 
arrays. The convergence rates of the schemes were found to 
be moderate and depended on the interlayer coupling, state 
of incidence and element geometry. The induced surface 
current was computed with a view to determining the plane 
wave transmission coefficients. Comparing the results with 
a Method of Moments solution, some discrepancies were 
found, particularly at the location of the reflection band 
centre frequency. The results obtained using the iterative 
schemes were closer to the measurements in that respect. 
The proposed iterative method looked promising for 
the analysis of electrically small as well as large FSS. 
Since convergence is always guaranteed and no a priori:knowledg~, 
,is; required means that the method can directly be applied to 
any array geometry. Any slow convergence problems can be 
eliminated by incorporating the roof top basis and the 
pulse testing procedure in the formulation of the method. 
Some suggestions for furher work, evolving from 
this thesis, are as follows: 
The iterative schemes as they stand at present can 
be employed for the analysis of planar arrays of 
perforations. This means that if the operator equation is 
to be solved for the induced current density, the number 
of unknowns will increase. To alleviate this difficulty 
is suggested to solve an operator equation formed for the 
unknown electric field within the apertures instead. 
The main disadvantage of the iterative schemes, 
particularly the CCST, is the fact that information for 
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all the previous iterations is required in order to 
achieve complete orhogonalisation. However, an alternative 
way of looking into the problem is to store data from one 
previous iteration and use it as an initial guess at the 
start of the iterative loop afresh. By that" "llle_anB in the' 
absence of round-off errors, the complete orhogonalisation 
can be ensured and storage is reduced to one previous 
iteration only. 
For the analysis of finite size arrays the discrete 
Fourier transform of the Green's function was employed for 
the evaluation of the convolution integral. However, is 
assumed that the Green's function is of infinite extent in 
the spatial domain since the Fourier transform is defined 
over the entire plane containing the array. Therefore, the 
finite size of the array is accounted for, as far as the 
Green's function is concerned, only if a large padding is 
used in the calculations. One way to overcome this 
difficulty is to replace the spectral Green's function by 
a spectral cyclic one as follows. Firstly the spectrum of 
the Green's function with large padding is transformed to 
the spatial domain. The result is then truncated outside 
the array bounds and finally transformed back to the 
spectral domain with padding equal to the size of the 
sampled array. 
Another way is to 'window' the Green's function in 
the spatial domain by mUltiplying it with another function 
(e.g. a pulse function) which vanishes outside the array 
"area. The spectrum of 
the spectral Green's 
'windowing' function 
twice the size of the 
this product obtained by convolving 
function and the spectrum of the 
is a periodic function with period 
array. 
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APPENDIX 1 
THE INTEGRAL EQUATION FOR THE SCATTERING PROBLEM FROM AN 
INFINITE ARRAY 
The electromagnetic fields in each of the region 
(Figure 2.1(b)) are expressed as follows: 
(a) Region z~O 
E~ (rT,z) = Elne + I R- I}' (r) expU.alrz) k t spq spq pq T pq spq 
H- (rT,z) Hlne I air R- I}'pq(rT) air A = 7J expU. z)zxk t t • pq spq spq pq spq 
(ALl) 
(b) Region O~z~d 
= I [T exp (-jrdlelz) + R exp U.dleIZ) ] 
spq sp q pq spq pq 
= I 7Jdlel [T exp(_j.dlel z) -
spq spq spq pq 
R expUrdlelz)] I}' (r) zxk 
spq pq pq T spq 
(Al. 2) 
(c) Region Z2:d 
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E: (rT,z) L T+ ( . air z) qi (rT) k :: exp -)' spq spq pq pq spq 
H: (rT,z) L air T+ exp(-j.alr z) qipq(rT) zXk :: 1).pq spq spq pq spq 
(AI. 3) 
where s::l, 2 (1 corresponds for TM modes and 2 for TE 
modes) The transverse incident field is 
2 
:: L b exp(_j.alrz ) qi (r) k 
8=1 s 00 00 T sOO 
2 
:: L 1)a
so
l
o
r b
s 
exp(-j.alrz ) qi (r) zXk 
8=1 00 00 T sOO 
(AI. 4) 
Using Ludwig's definition of crosspolarisation [1] the 
amplitude of the incident field can be expressed as: 
b
1 
:: (cosf) - cos2q, (cosf) - 1)) sinq, + sinq, cos 2 q, 
I, I I I I I 
(COSf}I-1 ) 
(cosf) I -1) 
(AI. 5) 
In order to comply with the measurements, for pure TE and 
TM incidences the following b
l
, b
2 
are used: 
TE incidence, q, =0· 
I 
b ::1, b::O 
I 2 
TM incidence, 
b::O b ::cosf} 
I ' 2 I 
q, =90· 
I 
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Applying the standard electromagnetic boundary conditions at 
each interface, i.e. 
(a) at z=O 
(AI. 6) 
(b) at z=d 
(AI. 7) 
+ H (r ,z) = H (r ,z) 
t T t T 
in conjunction with the Floquet modes orthogonality 
condition 
A cS 
pi 
cS 
qn 
where the over bar denotes complex conjugate and 
1 if a=(3 
o elsewhere 
(AI. 8) 
(AI. 9) 
the unknown field amplitudes can be evaluated, and the 
following integral equation valid on the conducting area 
is formulated 
( air dlel ) \' 1) 800 - 1) sOD (T sOO L (1 + 
8 ( air + dlel ) 
1) sOO 1) sOO (T sOD 
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where 
I 
spq A(1)alr + 1) dlel er ) 
spq spq spq 
1 
exp(-jk ·r) 
tpq T 
I k '3(r )exp(jk 'r )dr k spq T Tpq T T spq A 
(AL10) 
er = 
1 - PSpq 
.1 + P 
spq 
(ALll ) 
spq 
PSpq 
= exp (_2j.dleld ) 
pq 
( air - 1) 
spq 
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APPENDIX 2 
THE CONJUGATE CONTRAST SOURCE TRUNCATION TECHNIQUE WITH 
CONJUGATE GRADIENT-FAST 
(CG-FFT) METHOD 
t=3 (CCST3) AND THE 
FOURIER TRANSFORM 
The iterative schemes Conjugate Gradient Contrast 
Source Truncation technique with £=3 and Conjugate 
Gradient-Fast Fourier Transform method are outlined in 
this Appendix. They are employed for the solution of the 
operator equation: 
A 
A J xx 
A yx 
A 
xy 
A yy 
(A2.1) 
A2.1 The Conjugate Contrast Source Truncation technique 
with t=3 (CCST3). 
The spectrum of the preconditioning operator E is 
given by: 
-xy ) = ( 
E yy 
A 
xx 
A yx 
A 
xy 
A yy 
= -(A--O-A--~-A--O-A-) (-~YY 
xx yy xy ~ ~ 
-A ) xy 
A 
xx 
The algorithm is outlined as follows: 
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(A2. 2) 
k-o 
(A2. 3) 
(A2.4 ) 
>>>>> I k-k+l 
h (k) 
= 
F-1 
~ 0 F(Xd 
R (k-l) ) + E 0 F(X R(k-l»)) 
x· xx x xy d Y 
h (k) 
= 
F-1 ( ~ 0 F(Xd 
R(k-ll ) + 0 F(X . R (k-l) ) ) y yx x yy d y 
(A2. 5) 
r(k) 
= 
F-1 ( A 0 F(Xd h (k) ) + A 0 F(Xd h (k) ) ) x xx x xy y 
r(k) 
= 
F-1 ( A 0 F(Xd 
h (k) ) + A 0 F(X h(k»)) y yx x yy d y 
(A2.6 ) 
(A2.7) 
••••••••••••••••••••••••••••••••••••••••• 
I k-1 I 
(A2. 8) 
••••••••••••••••••••••••••••••••••••••••• 
k-2 
(A2.9) 
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g(2) 
= 
h (2) + C (2) gm 
x x 1 x (A2.10) 
(2) h (2) + C(2)g(1l gx = x 1 x 
r(2) 
= 
r(2) + c(2)r(1) 
x x 1 x (A2.1l) 
r(2) 
= 
r(2) + c(2)r(1l 
x x 1 x 
••••••••••••••••••••••••••••••••••••••••• 
K",3 
< r 
(k) (k-2) > 
C (k) 
, r 
= (A2.12) 
k-2 
r(k-2)11 2 
11 
< 
(k) (k-l» 
r , r 
C(k) 
= (A2.13) 
k-l 
11 r (k-l) 112 
g(k) h (k) + C (k) 
(k-l) 
+ C(k) g(k-2) = gx x x k-l k-2 x (A2.14) 
g(k) h (k) + C (k) 
(k-l) 
+ C(k) g (k-2) = gy y y k-l k-2 Y 
r (k) 
= 
r(k) + C(k) r(k-ll + C(k) r(k-2) 
x x k-l x k-2 x (A2.15) 
r (k) 
= 
r(k) + C(k) r(k-ll + C(k) r(k-2) 
y y k-l Y k-2 Y 
•••••••••••••••••••••••••••••••••••••••• 
B (k) 
= 11 
r(k) 112 (A2.16) 
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A(k) 
C(k) 
= k B(k) (A2.17) 
J(k) 
= 
J( k-l) + C(k) (k) 
x x k gx 
(A2.18) 
J(k) 
= 
J(k-ll + C(k) (k) y y k gy 
R(k) 
= 
R(k-l) _ C(k) r(k) 
x x k x 
(A2.19) 
R (k) = R(k-l) _ c (k) r(k) 
y y k Y 
«<err(k) = 11 R(k) 112 (A2.20) 
where the symbol " 0 " denotes the Hadamard product [1] 
which for two column vectors u = [u] and v = [v] I I 
(i=l, ••• ,N) is defined as 
u 0 v = [u v ] 
I I 
(A2.21) 
A2.2 The Conjugate Gradient-Fast Fourier Transform 
(CG-FFT) method 
The spectrum of the preconditioning operator E is 
given by: 
[ E E = 
-
xx 
yx 
-xy 
E 
yy 
The scheme is outlined as follows: 
1 k-o 
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(A2.22) 
(A2.23) 
. ! 
R(O)= E 1nc , err(O)= 11 E 1nc l1 2 (A2.24) 
••••••••••••••••••••••••••••••••••••••••• 
»»>1 K-K+1 
h (k) 
= 
F-1 ( :::: • F(Xd 
R(k-l) ) + '" • 
F(X R(k-Il» 
x xx x 
~xy d Y 
h (k) 
= 
F-1 ( :::: • F(Xd y yx 
R (k-l) ) + :::: • F(Xd 
R(k-ll) ) 
x yy y 
(A2.25) 
{ 0 
for k=l 
I; (k) 
= 
(A2.26) 
k-l 
11 h(k) 112 
11 
h (k-l) 112 for k>l 
(k) h (k) + I; (k) 
(k-l) 
gx = gx x k-l (A2.27) 
(k) h (k) + I; (k) (k-l) gy = gy y k-l 
r(k) 
= 
F-1 ( A • F(Xd 9 (k) ) + A • F(Xd 
9 (k) ) ) 
x xx x 
xy Y 
r(k) 
= 
F-1 ( A • F(Xd 
g(k) ) + A • F(Xd 9 (k) ) ) y yx x yy y (A2.28) 
B(k) 
= 11 r(k) 112 
(A2.29) 
e (k) 11 
h(k) 112 
= 
(A2.30) 
k B(k) 
J(k) 
= 
J(k-l) + elk) g(k) 
x x k x (A2.31) 
J(k) 
= 
J(k-l) + e (k) 
(k) 
Y Y k 
gy 
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R (k) = R(k-ll _ C (k) r(k) 
x x k x (A2.32) 
R (k) = R(k-1) _ C (k) r(k) 
y y k Y 
«<err(k) = 11 R(k) 112 (A2.33) 
where the symbol • denotes the Hadamard product 
(Eqn. (A2.21)). 
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