A two-parameter class of refinable functions is considered and Gaussian quadrature rules having these functions as weight functions. A discretization method is described for generating the recursion coefficients of the required orthogonal polynomials. Numerical results are also presented. © 2000 Academic Press
A CLASS OF REFINABLE FUNCTIONS
A refinable function φ is a solution of a two-scale difference equation
where a j are real numbers satisfying j ∈Z a k+2j = 1, all k ∈ Z.
(1.2) Equation (1.1) is called a refinement equation, and a = {a j } j ∈Z the mask. Refinable functions occur in many different branches of analysis, notably in multiresolution approximation and wavelet analysis. The existence of a solution of (1.1) is ensured under suitable assumptions on the mask a (see, for example, [2, 8] and references therein). In particular, the existence of a unique refinable function φ associated with a given mask a was proved in [4] in the case when a satisfies, in addition to (1.2) , the following conditions, depending on an integer parameter m ≥ 2:
(i) a is compactly supported on j = 0, 1, . . ., m + 1 (i.e., a j = 0 for j / ∈ [0, m + 1], with a 0 a m+1 = 0);
(ii) p m (z) = m+1 j =0 a j z j is a Hurwitz polynomial (i.e., has all its zeros in the left half-plane).
In [4] it was also proved that j ∈Z φ(x + j ) = 1 and φ ∈ C k (R), k ≤ m − 1, if and only if p m (z) = (z + 1) k+1 q(z), where q ∈ P m−k and q(1) = 2 −k .
This result for k = m − 2 can be exploited to characterize all masks which satisfy (i) and (ii) and moreover are centrally symmetric (an important property in signal processing applications) [5] . To be precise, the function φ associated with this kind of mask is in C m−2 (R) if and only if
where h > m − 1 is another parameter, and where by convention r s = 0 if s < 0 or s > r. The associated refinement equation
allows one to compute φ m,h recursively on any set of dyadic points, We recall that for any compactly supported refinable function φ the values at the integers are the entries of the eigenvector of the matrix A = [a 2i−j ] i∈Z,j ∈Z corresponding to the eigenvalue 1 and normalized by the condition j ∈Z φ(j ) = 1.
The values of φ at dyadic points can also be computed by means of the cascade algorithm [2] .
It is known that φ m,h is compactly supported on the interval [0, m Certain projection operators, for example in wavelet decompositions, as well as several applications such as the wavelet Galerkin method, lead to the problem of computing inner products of the form (f, φ) = R f (x)φ(x) dx, where φ is a refinable function. Such integrals have been dealt with, for example, in [1, 7, 10] . In certain applications, φ is of type φ m,h defined in (1.4) (cf., e.g., [6] ); in these cases, since φ m,h is positive on its support, it is natural to think of it as a weight function and to compute the inner product by a weighted quadrature rule, specifically a Gaussian rule. To do this requires knowledge of the orthogonal polynomials that belong to the weight function φ m,h . In this note we show how these can be constructed and we present relevant numerical data.
CONSTRUCTION OF ORTHOGONAL POLYNOMIALS AND GAUSSIAN QUADRATURE RULES RELATIVE TO REFINABLE FUNCTIONS
To construct the desired orthogonal polynomials up to degree n, and with them the Gaussian rules with up to n points, it suffices to compute the recursion coefficients
The Gauss quadrature rules in question can then be computed by well-known eigenvalue/eigenvector techniques (cf. [3, Sect. 4] ). By symmetry, all α k are constant equal to (m + 1)/2, and we may as well shift the variable x so that α k = 0 for all k and the φ m,h are supported on [−(m + 1)/2, (m + 1)/2]. Such a shift does not affect the coefficients β k . The latter can be computed by a discretization method (cf. [3, Sect. 6] ). Since φ m,h is computable only at dyadic points, we choose the points x k of the discrete inner product to be dyadic points
in the shifted set X r and the inner product itself to be the respective Simpson's quadrature sum,
where
ifk is odd.
The recursion coefficients β k,r for the discrete inner product, which approximate the desired coefficients β k , are then computed by the Stieltjes procedure. (Alternatively, the Lanczos algorithm could be applied, which, however, was observed to take considerably longer.) For given m and h the procedure is expected to converge as r → ∞. Some relevant results (for double precision computations) are shown in Table 1 .
The convergence test adopted was agreement of the coefficients β k,r , k = 0, 1, 2, . . ., n−1, for two successive values of r to within a relative error ≤ ε. We chose n = 17 and ε = 
NUMERICAL RESULTS
The recursion coefficients β k (φ m,h ), k = 0, 1, . . ., 16, obtained by the discretization method of Section 2 for the same values of m and h as in Table 1 are displayed in Table 2 . Several observations can be made. 
for each fixed k ≥ 1. One would furthermore expect a similar limit behavior for the coefficients β k,r , r = r min . A look at the last column of Table 2 (for m = 2, h = m + 4) does not seem to suggest this. The reason appears to be slow convergence, in fact, the slower convergence the larger k. We attempted to check this by running our procedure for h = 20; the resulting β-coefficients are shown in Table 3 , together with the Legendre coefficients β L k in the last column. Both sets of coefficients are in reasonable agreement for about k ≤ 5, but beyond this, the former coefficients become rather larger than the latter and also less regular. For much larger values of h (e.g., h ≥ 30), we experienced near-singularity difficulties with our program for computing φ 2,h .
(ii) In the case m = h = 3, the function φ m,h coincides with the normalized cubic B-spline. The orthogonal polynomials relative to this B-spline and their recursion coefficients have been computed earlier by Phillips and Hanson [9] . Since these authors define B-splines on the interval [−1, 1] and adopt normalized orthogonal polynomials on [−1, 1], our coefficients must be compared with four times the squares of theirs. We found agreement to 10 decimal places in all of them 1 .
(iii) When m = 3 and h → ∞, the function φ m,h tends to the hat function supported on [−1, 1]. Similarly as in (i), one observes relatively slow convergence of the coefficients β k (φ m,h ) to those of the hat function,β k . The latter are the squares of those tabulated in [9] . We were able, however, to use much larger values of h than in (i). The results for h = 50 are shown in Table 4 in a format analogous to that of Table 3 . Increasing h further, we observed complete agreement to all 10 digits for all values of k ≤ 16 beginning with h = 70.
(iv) A limit behavior similar to that in (iii) is observed when m = 4. In this case, the limit function as h → ∞ is the normalized quadratic B-spline on [− Table 2 (first column for m = 2). We found that exactly the same coefficients are obtained when m = 4 and h = 65.
EXAMPLES
The motivation for this work was to accurately evaluate integrals of the form R f (x)φ m,h (x) dx by using Gaussian quadrature relative to the weight function φ m,h . We now present a few simple examples to illustrate this approach. 
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TABLE 2-continued
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EXAMPLE 2 (Exponential function). Here, f (x)
= e x , and we take m = 3, hence the interval [−2, 2], and h = 4(1)6. The results are displayed in Table 6 . As can be seen, convergence as n → ∞ is quite fast. We do not know whether the exact answers are known explicitly. EXAMPLE 3 (Cosine waves). In this final example, we take m = 4, h = 8, and for f three cosine waves
on the interval [− Table 7 . Understandably, convergence of the quadrature formula slows down as the frequency of the cosine wave increases. 
