Gradient corrections to the local spin density approximation for the exchange-correlation energy E xc are increasingly useful in quantum chemistry and solid state physics. We present elementary physical arguments which explain the qualitative dependencies of the exchange and correlation energies upon the local density, local spin polarization, and reduced density gradient. The nearly local behavior of the generalized gradient approximation for E xc at valence-electron densities, due to strong cancellation between the nonlocalities of exchange and correlation, is shared by the exact linear response of the uniform electron gas. We further test and develop our rationale for the chemical and solid-state consequences of gradient corrections. We also partially explain the ''conjointness'' between the exchange energy and the noninteracting kinetic energy, whose generalized gradient approximation is tested here. An appendix presents the full expression for the gradient-corrected correlation potential.
routinely provides useful first-principles predictions for the groundstate structure of many-electron systems. 2 For practical applications, the exchange-correlation energy E xc ͓n ↑ ,n ↓ ͔ must be approximated. The local spin density approximation ͑LSD͒ ͑Refs. 1,3͒ has been used successfully for 30 years in solid-state physics. Recently, generalized gradient approximations ͑GGA's͒ ͑Refs. 4-11͒ have improved upon the accuracy of LSD, and GGA has become a standard method of quantum chemistry. Hybrids of GGA's with traditional wave function methods such as exact exchange [12] [13] [14] [15] [16] or configuration interaction 17 are tantalizingly close to the elusive goal of chemical accuracy from first principles. Here we stress that nonempirical GGA's are neither black boxes nor stabs in the dark; they can be understood and intuited. Moreover, LSD can be understood and intuited in the same way, as a special case of GGA.
In the Kohn-Sham approach, the ground-state energy is written as E v ͓n ↑ ,n ↓ ͔ϭT s ͓n ↑ ,n ↓ ͔ϩ ͵ d 3 r n͑r͒v͑r͒ϩU͓n͔ ϩE xc ͓n ↑ ,n ↓ ͔, ͑1͒
where
We use atomic units in which បϭe 2 ϭmϭ1. T s denotes the noninteracting kinetic energy of the Kohn-Sham determinant, v(r) is the external potential, nϭn ↑ ϩn ↓ the groundstate density corresponding to v(r), and E xc accounts for exchange and correlation effects. Generalized gradient approximations to the universal functional E xc are of the form E xc GGA ͓n ↑ ,n ↓ ͔ϭ ͵ d 3 r f͑n ↑ ,n ↓ ,ٌn ↑ ,ٌn ↓ ͒. ͑3͒
In this article we focus on the Perdew-Burke-Ernzerhof ͑PBE͒ GGA. 9 This functional is a nonempirical extension of the local spin-density approximation, to which it reduces in the limit where ٌn ↑ and ٌn ↓ both vanish. The principal aim of this article is to explain the physical origin of the nonlocality or density-gradient dependence of the GGA. Our arguments provide a check on the derivations of GGA's, and insights into their structure. This is particularly useful because, while the construction of the PBE is very simple, the inputs to this construction are not all so easily checked. We also discuss the characteristic chemical effects of gradient corrections ͑Sec. II͒, and present numerical tests and comparisons of GGA's for the noninteracting kinetic, exchange, and exchange-correlation energies ͑Sec. III͒.
A GGA may be represented approximately as 
͑5͒
is the local density parameter or Seitz radius ͑roughly the mean interelectronic spacing͒,
is the local relative spin polarization, and s͑r͒ϭ ٌ͉n͉
is the local inhomogeneity parameter or reduced density gradient, which measures how fast and how much the density varies on the scale of the local Fermi wavelength 2/k F ϭ2r s /␣. The factor (Ϫc/r s ) in the integrand of Eq. ͑4͒ is the exchange energy per particle ⑀ x (r s ,ϭ0) of a spinunpolarized uniform electron gas. The enhancement factor F xc у1 accounts for the effects of inhomogeneity, spinpolarization, and correlation. It is the analog of 3␣/2 in Slater's X␣ method, 18 and, like 3␣/2, its variation is bounded and plottable. F xc (r s ,,sϭ0) recovers the local spin-density ͑LSD͒ approximation. 1 We decompose F xc into an exchange and a correlation contribution
where F x Ͼ0, F c Ͼ0, and F c →0 as r s →0. Clearly F x ( ϭ0,sϭ0)ϭ1. GGA's typically also include ٌ contributions to the exchange energy, which vanish for an unpolarized ͑ϭ0͒ or fully-polarized ͑ϭ1͒ system and are neglected in Eq. ͑4͒ and the rest of this section to simplify our qualitative discussion. The full nonlocality of E xc ͓n ↑ ,n ↓ ͔ cannot be captured by Eqs. ͑3͒ or ͑4͒. Because of its simple semilocal form, GGA ͑like LSD͒ can be at best a controlled extrapolation away from the limit of slowly-varying density. But this restricted form greatly simplifies the derivation, characterization, and physical understanding of nonlocality and its characteristic effects, and eases the labor required for practical computation. The LSD enhancement F xc (r s ,,sϭ0) is unique in principle, since there is a possible system ͑the uniform electron gas͒ in which r s and are constant and thus for which LSD is exact. At least in this sense, there is no unique GGA, since r s and sϭ (3/2) 1/3 ٌ͉r s ͉ cannot both be constant, except in the limit s→0. Our conservative philosophy of GGA construction is to retain all known correct formal properties of LSD, while adding others. 19, 20 Among the welter of possible conditions which could be imposed to construct a GGA, the most natural and important are those already satisfied by LSD, or by the real-space construction of PW91.
The Perdew-Wang 1991 ͑PW91͒ ͑Refs. 7,8,10,11͒ and Perdew-Burke-É rnzerhof ͑PBE͒ ͑Refs. 8,9͒ GGA's construct the enhancement factor F xc (r s ,,s) nonempirically. Both begin from accurate Quantum Monte Carlo calculations for the energy of the uniform electron gas. PW91 relies further upon the density-gradient expansion for the exchangecorrelation hole and conserving cutoffs of its spurious longrange parts, while PBE relies upon the gradient coefficient C c (r s ϭ0) for the correlation energy and a few exact limits. In the ''GGA made simple'' of PBE, all parameters other than those in LSD are fundamental constants. Figures 1 and  2 display the PBE result for F xc (r s ,,s) in the physical range 0рsՇ3. 21 ͑Core electrons have 0ՇsՇ1; s diverges in the evanescent tail of the density for a finite system.͒ PW91 is almost indistinguishable from PBE on the scale of Fig. 1 , as shown in Ref. 9 . The PBE gradient corrections significantly reduce 9, 22 the LSD overbinding of molecules, correctly describe the hydrogen bond in ice, 23 and even yield realistic binding energy curves for the rare-gas dimers, 22, 24 which other popular GGA's do not bind.
The exchange-correlation energy 25 E xc ϭE x ϩE c is the sum of two negative contributions. The first is the exchange energy E x , evaluated from the expectation value of the electron-electron interaction using a Slater determinant of Kohn-Sham orbitals. The second is the correlation energy E c , which arises from correlations within the interacting wave function and thus is of higher order in the electronelectron interaction. Clearly F xc у0 in Figs. 1 First we consider the dependence of the individual components of the ground-state energy upon density scaling. Temporarily suppressing spin indices, we replace the density n in Eq. ͑1͒ by the uniformly-scaled density n ␥ ,
so that (r)→(␥r), s(r)→s(␥r), and r s (r)→␥ Ϫ1 r s (␥r). Increasing ␥ makes the density distribution more compact and increases the value of the average density, while conserving the number of electrons. The expectation value of the sum of the kinetic and electron-electron repulsion operators, as a functional of n ␥ , can be written as
The latter identity follows from known scaling relations 26, 27 for each individual term ͑e.g., U͓n ␥ ͔ϭ␥U͓n͔͒. E c 1/␥ ͓n͔ is the correlation energy of a system with density n and with electron-electron interaction scaled by ␥ Ϫ1 . As ␥→ϱ, the leading term in E c 1/␥ goes as 1/␥ 2 . The noninteracting kinetic energy T s and the exchange energy E x always scale like ␥ 2 and ␥ 1 , respectively, while E c scales in the high-density limit like ␥ 0 . For any density n, the high-density ͑␥→ϱ͒ limit is one in which E x dominates E c , and T s dominates E x . The form of Eqs. ͑4͒ and ͑8͒ for the exchange energy at ϭ0 is consistent with the exchange scaling of Eq. ͑10͒.
The exchange energy for the spin-polarized case can then be constructed from that for the unpolarized case via the exact spin-scaling relation,
Neglecting ٌ, Eqs. ͑4͒ and ͑11͒ imply
The gradient-corrected functional for E c typically does not include ٌ terms. The analog of Eq. ͑11͒ for T s is 28
͑In Ref. 28 , T s ͓n ,n ͔ was denoted T s ͓2n ͔, with a similar notation for E x .͒ Now we consider spin densities n ↑ (r) and n ↓ (r) that are not too far from the slowly-varying ͑sӶ1, etc.͒ limit, 1 and number-conserving variations of these densities which change the local density parameters r s ,,s. How do E x and E c change under such variations? Let us first discuss the noninteracting kinetic energy T s of the Kohn-Sham determinant. Its second-order gradient expansion approximation 28 
͑GEA͒,
scales as in Eqs. ͑10͒ and ͑13͒, and is arguably its own GGA. 29 Clearly the kinetic energy per particle can be increased by decreasing r s , increasing ͉͉, or increasing s, as demanded by the Pauli exclusion and uncertainty principles and by scaling. ͉E x ͉ is intimately related to T s , since both are constructed from the one-electron density matrix of the KohnSham determinant. 30, 31 Indeed, these two density functionals have been called ''conjoint''. 32 Let us consider a density variation in which dr s р0, d͉͉у0, and dsу0 everywhere, whence dT s у0. With more kinetic energy, the occupied orbitals can dig a more localized and deeper exchange hole, as the uncertainty principle suggests. The first effect of such an increase in T s is an increase in ͉E x ͉, i.e., exchange turns on more strongly when r s decreases, s increases, or ͉͉ increases, which can also be seen from Eq. ͑4͒ and Figs. 1 and 2.
The second effect of any such increase in T s is to strengthen the unperturbed or noninteracting potential ͑i.e., the Kohn-Sham potential which holds noninteracting electrons at the spin densities n ↑ and n ↓ ͒. The soft-core, longrange electron-electron repulsion becomes a relatively weaker perturbation, 27, 33 thus reducing the ratio E c /E x , which tends to zero when T s tends to infinity. This effect is clearly visible in Figs. 1 and 2: When r s →0, F xc (r s ,,s)→F x (,s), the enhancement factor for exchange alone; when s→ϱ, again F xc (r s ,,s)→F x (,s). Thus correlation turns off relative to exchange in these limits, and also weakens relative to exchange when ͉͉ increases from 0 to 1. Of course, the effects of increasing ͉͉ follow directly from the Pauli exclusion principle, which keeps the electrons apart rather efficiently in the spin-polarized case, thus reducing additional correlation effects. We shall confirm these expectations about E c and E x in Eqs. ͑19͒ and ͑20͒ below. Moreover, F xc (r s ,,s) decreases with decreasing r s , so the curves of Fig 1 never cross.
Thus far, we have explained: ͑1͒ why the r s ϭ0 curve in Fig. 1 rises with increasing s, ͑2͒ why the curves for successively bigger r s start higher, rise less steeply, and eventually join the r s ϭ0 curve as s→ϱ, and ͑3͒ why these curves never cross. We have also explained ͑4͒ why the small-r s curves of Fig. 2 are positive, and lie above the large-r s curves.
To explain the other qualitative features of Figs. 1 and 2, especially the r s →ϱ behaviors, we note that
where Nϭ͐d 3 r n(r) is the electron number and
is the system-and spherical-average of the density n xc (r,r ϩu) at rϩu of the exchange-correlation hole around an electron at r, 8, 25 which obeys the sum rule
͑18͒
Equation ͑18͒ asserts that an electron at r is missing from the rest of the system. As a consequence of the constraint ͑18͒ and of the extra factor of 1/u in Eq. ͑16͒, the exchangecorrelation energy E xc of Eq. ͑16͒ typically becomes more negative when the system-averaged hole ͗n xc (u)͘ becomes deeper at small interelectronic separations u, and less negative when this hole becomes shallower. The small-u behavior of n xc (r,rϩu) has a quasiuniversal dependence upon the local spin densities at r and their gradients. 8 In the low-density (r s →ϱ) or strong-coupling limit, the system is maximally correlated in the sense that all other electrons are excluded from the vicinity of a given electron, i.e., we expect that n xc (r,rϩu)ϭϪn(rϩu) for small u. Taylor expansion of this hole to order u 2 and integration of Eq. ͑17͒ by parts on r then yields the low-density limit for the system-averaged hole,
͑19͒
While the on-top (uϭ0) hole is negative, the leading inhomogeneity correction to it for small u is positive, i.e, inhomogeneity makes the hole shallower at small u. This suggests that, in the r s →ϱ limit, ͉E xc ͉ decreases with increasing inhomogeneity s. This expectation is confirmed in Fig. 1 , where the r s →ϱ curve actually bends downward with increasing s reflecting the dominance of the correlationlike nonlocality in the low-density limit. Moreover, the result of Eq. ͑19͒ is independent of , suggesting that the r s →ϱ curve of Fig. 2 should lie near zero, as it does for sՇ1. We have already explained why F x , the high-density limit of F xc , depends as it does upon and s. A more detailed version of this explanation requires the high-density analog of Eq. ͑19͒. The gradient expansion for the exchange hole density, 5 expanded to order u 2 and spin-scaled as in Eq. ͑12͒, is
͑20͒
Equation ͑20͒ can also be found by combining the exact Eqs. ͑14͒ and ͑15͒ of Ref. 30 for the exchange hole with the gradient expansion of the kinetic-energy density of Ref. 30 , integrating by parts, and dropping ٌ terms. In the r s →0 limit ͑and also in the r s →ϱ and ͉͉→1 limits, but not otherwise 34 ͒, the LSD on-top or uϭ0 hole is exact. Reducing r s or increasing ͉͉ deepens the on-top hole and so increases ͉E xc ͉. For ϭ0, the on-top density varies from Ϫ 1 2 (3/4r s 3 ) at r s ϭ0 to Ϫ(3/4r s 3 ) at r s ϭϱ, consistent with the increase of F xc with r s shown in Fig. 1 
where the terms in F xc of zeroth and first order in e 2 are shown explicitly. The function F c,2 (,s) is well-defined in PBE, and is given by Eq. ͑9͒ of Ref. 9 . As s→ϱ, F c,2 →0 as expected. As s→ϱ, F c,2 diverges like-ln s, leading to the nonanalytic dependence upon e 2 of the correlation energy for the uniform gas.
Under the uniform scaling ͓Eq. ͑9͔͒ of a finite system to the high-density limit (r s →0), we find that E c tends to a negative constant,
as required by a theorem of Levy ͓Eq. ͑4͒ of Ref. 35͔. Moreover, the constant of Eq. ͑22͒ seems to be correct for N-electron atoms with Nϭ2, 3, 9, 10, and 11 when the nuclear charge Z→ϱ. 36 In the opposite or low-density limit (r s →ϱ), the Thomas-Fermi screening length ϰ(a 0 r s ) 1/2 makes an explicit appearance in the uniform-gas correlation energy, and
At sϭ0, the first and second terms of Eq. ͑23͒ are analogs of the classical and zero-point-vibrational energies of a Wigner crystal. Indeed Eq. ͑18͒ of Ref. 29 shows that none of the first but half of the second is kinetic energy of correlation. Equation ͑23͒ explains why the curves in Fig. 1 approach their r s ϭϱ asymptote slowly. The value of the asymptote F xc (r s ϭϱ,,sϭ0) can be estimated as 0.9/cϭ1.96, which accounts for the factor-of-2 variation of the curves in Fig. 1 . To make the estimate, replace the strong correlation of the low-density uniform electron gas by the perfect correlation of a close-packed Wigner crystal, and approximate the energy per electron as Ϫ9e 2 /10r s , the electrostatic energy of a neutral spherical unit cell of radius r s . The latter is the sum of the the self-repulsion (3e 2 /5r s ) of the sphere of uniform positive background and its interaction (Ϫ3e 2 /2r s ) with the electron at its center.
We have argued that an exchangelike nonlocality dominates as r s →0, while an opposite correlationlike nonlocality dominates as r s →ϱ. For small reduced gradients (sՇ1), the cancellation between these nonlocalities for valence electron densities (2Շr s Շ10), as shown in Figs. 1 and 2 , is striking. The same cancellation occurs in the linear response of the spin-unpolarized uniform electron gas, where the response ␦v xc (r)ϭ␦v xc (q)cos(q-r) of the exchangecorrelation potential v xc (r)ϭ␦E xc /␦n(r) to a density wave ␦n(r)ϭ␦n(q)cos(q-r) of small amplitude ␦n(q) and wave vector q is
where we have returned to atomic units. The coefficient of ␦n(q) in Eq. ͑24͒ is simply the Fourier transform with respect to rϪrЈ of the second functional derivative ␦ 2 E xc /␦n(r)␦n(rЈ). We note that s is small either for a slow density variation (q→0) of arbitrary amplitude or for a small-amplitude density variation ͓␦n(q)→0͔ of arbitrary rapidity. The restricted GGA form cannot describe both these limits perfectly. The linear-response limit is physically more important than the slowly-varying limit; for example, the response function ␥ xc contributes a local field factor ␥ xc (q/2k F ) 2 to the screening of a local pseudopotential in a bulk simple metal. 37, 38 Figure 3 compares ␥ xc in the LSD,
with ⑀ c ϭ(Ϫc/r s )F c (r s ,0,0), and in the GGA,
to the essentially exact ␥ xc from a Quantum Monte Carlo simulation. 39 In Eq. ͑26͒, C xc (r s ) is the coefficient of ٌ͉n͉ 2 /n 4/3 in the second-order gradient expansion of E xc ͓n/2,n/2͔. Small ␦n(q) implies small s, so every GGA reduces to its own second-order gradient expansion in this linear-response limit. The PBE GGA was constructed so that its gradient coefficient C x for exchange cancels that for correlation, and thus its linear response reduces to LSD, which is nearly exact for the uniform gas. Simple hole models based upon Eqs. ͑18͒ and ͑20͒, such as that of Ref. 30 , effectively also yield the PBE C x , which is 1.78 times bigger than the exact C x appropriate to the slowly-varying limit. 40 The PW91 GGA was constrained to have what is believed 41 to be the correct gradient coefficient C xc (r s ) ͑Ref. 42 for exchange and correlation, but provides a less realistic linear response than the PBE GGA. In fact, the QMC simulation shows no trace of a nonzero C xc for ϭ0 and 2рr s р5.
While the gradient expansion of the hole density ͗n xc (u)͘ at small u yields physically-useful information, the gradient expansion for the energy often does not, as a consequence of the long range of the Coulomb interaction. 41, 43 At the exchange-only level, the exact ␥ x is known and has the small-q expansion 44 ␥
The GGA form cannot produce a q 4 term, but the PBE GGA emulates the exact ␥ x for q/2k F Շ1 through enhancement of the q 2 term by the factor 1. 
Thus these gradient coefficients cancel for all and r s . Because exchange must dominate correlation ͑i.e., F c →0͒ as r s →0, and also because the correlation energy must be negative (F c Ͼ0), the second-order gradient expansion for the correlation energy ͓i.e., the formula for F c shown above Eq. ͑28͔͒ must be generalized. In the PBE of Ref. 9 this is achieved by writing
where ⑀ c (r s ,) is the correlation energy per particle of a uniform electron gas 3 and tϭ͑␣/4͒ 1/2 s/r s 1/2 . ͑30͒ Figure 1 shows that, in the important range r s р10, the nonlocalities of exchange and correlation cancel for tр1/3. As t→0, H→(3/ 2 ) 3 t 2 , but as t→ϱ, H→Ϫ⑀ c (r s ,).
Finally, because ͗n xc ͑u͒͘ cannot be much deeper on the scale of ͗n͘ than it is in the lowdensity uniform gas ͑Lieb-Oxford bound 7, 19, 46 ͒, the gradient expansion for the exchange energy ͓i.e., the formula for F x shown above Eq. ͑28͔͒ must also be generalized. The PBE generalization is densities. The LSD F xc (r s ,,0) automatically satisfies this bound. Note that this is not a bound on the exchangecorrelation energy density. Because of an integration by parts, GGA is not expected to predict the energy density correctly. 47, 48 The conjointness 32 of T s and ͉E x ͉ is most quantitatively evident in the limit s→0, where Eq. ͑31͒ becomes 1 ϩ0.21951s 2 and G(ϭ0,s) of Eq. ͑15͒ becomes 1 ϩ0.18519s
2 . Gradient corrections to LSD capture much of the nonlocality of E xc ͓n ↑ ,n ↓ ͔. The residual nonlocality can manifest as a diffuse large-u component of the exact exchangecorrelation hole which has no universal dependence upon n ↑ (r), n ↓ (r), ٌn ↑ (r), and ٌn ↓ (r), and is significant in the metal surface energy 43 and in the valence-electron energy of a multiplybonded molecule, as discussed in Sec. III and Ref. 49 . Under this manifestation ͑which is inauspicious for both LSD and GGA͒, and because of the approximate cancellation between the nonlocalities of E x GGA and E c GGA for valenceelectron densities, it can happen that E xc LSD is more accurate than E xc GGA . When an electron is shared by two or more isolated subsystems, [50] [51] [52] the diffuse component can have infinite range. This diffuse component is missed by PW91 ͑due to the sharpness of its real-space cutoffs͒, and also by PBE ͑which assumes that the Lieb-Oxford bound is close in the low-density limit͒, but could be emulated by reduction of the parameter in Eq. ͑31͒.
There is another way in which LSD and GGA can fail. When the Kohn-Sham noninteracting ground-state wavefunction is not a single Slater determinant but a linear combination of several degenerate ones, the LSD and GGA exchange-correlation holes can fail even close to the electron (u→0), a situation which is sometimes rectified by symmetry breaking. 53 Near-degeneracies which are very different from those in the uniform electron gas can also cause this problem.
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II. CHEMICAL CONSEQUENCES OF NONLOCALITY
We pass now to the consequences of nonlocality. The near locality of E xc ͓n ↑ ,n ↓ ͔ for sՇ1 and 2Շr s Շ10 partly explains the remarkable success of LSD for many solid state applications ͑and its less impressive performance for molecules and atoms, where there are regions with sӷ1͒. Because of the strong cancellation between the GGA nonlocalities of exchange and correlation in solid-state applications, the residue of this cancellation is not uniformly better than LSD. The spin polarization energy of Fig. 2 is also rather local, i.e., only weakly s-dependent for sՇ1 ͑and for sՇ3 at high densities͒, explaining the success of LSD for magnetism. Where the gradient corrections have an important influence on magnetism ͓e.g., in solid Fe ͑Ref. 55͔͒, it is often an indirect influence via the crystal structure or lattice constant.
There are few physical consequences of the correlationlike nonlocality of F xc , which is seen in Fig. 1 only for r s  տ10 . One theoretical consequence is that gradient corrections should oppose the charge-density-wave and Wignercrystal instabilities of the low-density uniform electron gas.
Chemical consequences of the exchangelike nonlocality of F xc for r s Շ10 have been discussed in Ref. 21 . Gradient corrections to LSD lower atomization energies 10 of molecules and solids, favor open structures relative to closepacked ones, [56] [57] [58] [59] raise barriers to the formation of highlybonded transition-state complexes in chemical reactions, 60 and usually stretch equilibrium bond lengths. As a numerical example, consider the hydrogen exchange reaction HϩH 2 →H 3 →H 2 ϩH. The transition state H 3 has more bonds than the reactants. The barrier heights are 0.8 eV at the Hartree-Fock level, Ϫ0.11 eV in LSD, 0.15 eV in the PBE GGA, and 0.42 eV experimentally, as discussed in Ref. 21 . The negative LSD barrier height means that H 3 is incorrectly predicted to be stable by LSD. The GGA value given above is found with the exact spin scaling of Eq. ͑11͒; the approximate spin scaling of Eq. ͑12͒ has little effect ͑yielding a barrier of 0.21 eV͒.
To understand these effects, we 21 have defined and studied distributions and energy-weighted averages ͗r s ͘, ͉͉͗͘, and ͗s͘ of the electron density parameters, and found that: ͑1͒ ͗r s ͘, and ͗s͘ are larger for the separated atoms than for the molecule or solid, and larger for the separated reactants than for the highly-bonded transition-state complex. ͑2͒ ͗r s ͘ and ͗s͘ increase when we stretch a bond or lattice constant.
͑3͒ Gradient corrections favor both density inhomogeneity
͑greater ͗s͒͘ and density contraction ͑smaller ͗r s ͒͘, driving an infinitesimal process forward if a certain inequality is satisfied,
where PϷ1 and QϷ0. In typical processes, d͗r s ͘ and d͗s͘ have the same sign and so compete-a second reason why LSD works as well as it does. In some cases ͑e.g., H 2 ͒ gradient corrections actually shorten bond lengths and reduce ͗s͘, when by doing so they can produce a sufficient decrease of ͗r s ͘.
It is principally the sign of the gradient corrections to E xc which determines whether they will drive a process forward. For example, a hypothetical F xc ϭ1ϩs 2 for any positive implies Eq. ͑32͒ with Pϭ1 and Qϭ0. However, it is the size of these corrections ͑or in this example the size of ͒ which determines how strongly the process will be favored. The strong nonlocality of the exchange energy ͑the r s ϭ0 curve in Fig. 1͒ helps to explain why the exchange-only or Hartree-Fock approximation underbinds atoms in molecules, overly favors open structures relative to close-packed ones, and overestimates barriers to the formation of highlybonded transition-state complexes. While LSD likes bonds too much, 60 the Hartree-Fock approximation likes them too little.
In Ref. 21 , we tested and confirmed the inequality Eq. ͑32͒ for several physical processes including atomizations, bond stretchings, and transition-state fragmentations, using Hartree-Fock and LSD densities. In the present study, we have further confirmed this inequality for atomization of the seventeen molecules of Table I. This table also shows the averages ͗r s ͘, ͗s͘, and ͉͉͗͘ for these molecules at the experimental geometry 9, 49 and in the separated-atom limit. These calculations were made self-consistently within the PBE GGA ͑whose correlation potential is presented in Appendix A͒, using a Gaussian orbital basis and computer program described in Appendix B. All open-shell systems ͑in-cluding the separated atoms͒ were described by the single determinant with maximum z-component of spin, and all other symmetries were allowed to break. The exact spinscaling of Eq. ͑11͒ was used instead of the approximate spin scaling of Eq. ͑12͒.
While the changes d͗r s ͘, d͉͉͗͘, and d͗s͘ of Eq. ͑32͒ are due to the valence electrons, the averages ͗r s ͘, ͉͉͗͘, and ͗s͘ in Table I were computed for all electrons, including the cores. As the atomic number Z increases, ͗r s ͘ tends to shrink faster than ͗s͘ as a consequence of the increasing effect of the core. Thus, one might want to remove the core contribution, as in pseudopotential theory, before testing the inequality Eq. ͑32͒. However, for the elements with Zр9 in Table I , we have not found this to be necessary.
In keeping with our analysis above, the self-consistent effect of gradient corrections upon the all-electron density is typically to increase ͗s͘ and reduce ͗r s ͘ relative to LSD. We have found this to be the case for all the systems of Table I . In particular there is a GGA core contraction which helps to explain why pseudopotentials constructed for LSD should be reconstructed for GGA. 23 Analysis of x-ray diffraction 61 on silicon shows that the core density is more realistic in GGA than in LSD.
The electron density parameters r s , , and s are closely related to standard chemical concepts. For example, s(r) shows the shell structure of an atom, rising as one passes outward through an electronic shell and falling as one passes outward through an intershell region. 62 Also s(r) vanishes at the bond center of a molecule or solid. The changes in the averages upon atomization also have a chemical meaning which can be gleaned from Table I : We observe that 4Nd͗r s ͘ and 4Nd͗s͘ are roughly equal to the number of strong bonds broken ͑with a weak bond counting as a fraction͒, and Nd͉͉͗͘ is the number of unpaired spins created by the atomization. Here N is the total number of electrons in the molecule.
III. NUMERICAL STUDY OF SEMILOCAL APPROXIMATIONS
Generalized gradient approximations are sometimes called semilocal approximations. The form of the right-hand side of Eq. ͑3͒ is clearly too restricted to represent the Hartree electrostatic energy of Eq. ͑2͒, which is fully nonlocal, but Eq. ͑3͒ is more appropriate for the noninteracting kinetic (T s ), exchange (E x ), and exchange-correlation (E xc ) energies. Here we shall examine just how accurate these approximations are for molecules and their atomization energies.
The kinetic energy T s is best treated exactly by the Kohn-Sham method.
1 Its second-order gradient expansion T 0 ϩT 2 of Eqs. ͑14͒ and ͑15͒ is in a sense 29 its own GGA. Arguments 32 have also been given for a conjoint functional T s conj , in which G(ϭ0,s) of Eq. ͑14͒ is replaced by F x ( ϭ0,s)ϵF xc (r s ϭ0,ϭ0,s). We have not found much evidence to favor one choice over the other as the preferred GGA for the kinetic energy. ͑For a numerical study of the sixth-order gradient expansion T 0 ϩT 2 ϩT 4 ϩT 6 in solids, see Ref. 63 . ͒  Tables II and III show our numerical results, using the PBE F xc (r s ,,s), for molecules at experimental equilibrium geometries and their atomization energies. All densities have been evaluated self-consistently within the Kohn-Sham implementation of the PBE GGA. Instead of the approximate spin scalings of T s and E x implied by Eqs. ͑15͒ and ͑12͒, we have used the exact spin scalings of Eqs. ͑13͒ and ͑11͒, as usual.
The ''exact'' T s and E x of Tables II and III were evaluated from the occupied Kohn-Sham orbitals by summing their individual kinetic energies and by evaluation of the Fock integral, respectively. The ''exact'' E xc for each molecule or atom was found by starting from the exact nonrelativistic total energy E and then subtracting E PBE ϪE xc PBE . The exact nonrelativistic total energies for the atoms were taken from Refs. 64,65, and those for the molecules were found from those for the atoms by subtraction of the experimental atomization energies, with the zero-point vibrational energy removed. For references and a detailed discussion ͑including LSD and PW91 energies͒, see Ref. 49 .
There have been previous studies of T s for molecules 66 and its change upon atomization, 67 but we have found that accurate calculations of T s and dT s require much larger basis sets ͑Appendix B͒ than are required for accurate calculations of E, E x , or E xc . We believe that our values of T s have a basis-set error of 0.01 hartree or less. 21͒ for molecules at the experimental geometry and in the separated-atom limit, as calculated self-consistently within the PBE GGA. N is the total number of electrons. Table III shows that the performance of the GGA for atomization energies tends to improve as one passes from T s to E x , and from E x to E xc , as we had expected. The sum rule 8, 25 and on-top hole 34, 54, 68 arguments provide especially powerful constraints upon the exact and GGA exchangecorrelation energies when the exchange-correlation hole is well-localized around its electron, as it is in these systems. 49 Upon atomization ͑Table III͒, the exact kinetic energy becomes less positive and the exact exchange-correlation energy becomes less negative. The exact exchange energy typically also becomes less negative, but not for the multiplybonded molecules N 2 , NO, O 2 , and F 2 . For these molecules, the exact exchange hole has a rather complicated shape and a long range not properly imitated by GGA; as a result, GGA gives rather poor results for dT s and dE x , and this error is partially propagated into dE xc . These are the molecules whose atomization energies benefit the most from exactexchange mixing. [12] [13] [14] [15] [16] While the error of the PBE for E xc of molecules is only about 0.7%, it would be about seven times smaller for the Perdew-Wang 1991 ͑Refs. 7,10,11͒ GGA. However, the smaller total-energy error of the more complex PW91 does not buy any improvement 9 in the change dE xc upon atomization, in comparison with the PBE ''GGA made simple'' of Ref. 9 .
IV. FINAL REMARKS
Density functional theory is a simplification of manyparticle quantum mechanics. Its approximations ought to be and are derivable and understandable from the fundamental principles of quantum mechanics.
A universal functional E xc ͓n ↑ ,n ↓ ͔, which glues one atom to another, links seemingly diverse systems ͑such as atoms, molecules, and solids͒ with different bonding characters ͑covalent, ionic, metallic, hydrogen, and van der Waals͒. Just as nature seamlessly links atoms to solids via clusters, etc., our density functional description ought to be seamless. Even the uniform electron gas is almost represented in nature's data set: The success of the stabilized jellium model 69 reaffirms that the exchange-correlation energy of the valence electrons in a simple metallic crystal like Na or Al is essentially that of a uniform gas.
Density functionals illuminate our understanding of real systems, and the study of real systems can reflect back upon our understanding of the functionals. We believe that this process would work most effectively if calculated properties were routinely reported at several levels of density functional theory, including the LSD and nonempirical GGA levels. 
