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Virtualna resničnost (VR) ima veliko potenciala za implementacijo na področju in-
dustrije, kot npr. za izvajanje simulacij procesov. Za interakcijo med človekom in
virtualnim svetom potrebujemo primerno opremo. V primeru simulacij ročne montaže
je pomembno, da so natančno popisane tudi človeške dlani in prsti, za kar je opreme
trenutno na trgu malo. V diplomski nalogi smo izdelali delujoč prototip rokavice za
interakcijo s 3D aplikacijami. Tega smo se lotili v treh glavnih sklopih in sicer: raz-
iskava trenutnega trga in podobnih tehnologij, ki so že na voljo, izdelava rokavice in
programa za zajemanje gibanja roke, ter izdelava aplikacije za interakcijo z rokavico.
Delovanje rokavice smo nato analizirali s pomočjo preizkusov natančnosti in ponovlji-
vosti. Končni izdelek lahko meri gibanje roke do 2,04◦ natančno v zapestju, ter do
3,96◦ natančno v prstih.
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Virtual reality (VR) shows great potential for implementation into current industry, for
example it’s use in process simulation. To use VR we need proper hardware for users to
be able to interact with the virtual world. In the case of manual assembly simulations,
accurate motion sensing of the human hand and all finger joints is needed to create
accurate results, for which availability of appropriate hardware is currently scarce. In
this thesis we built a working prototype of an interactive glove for 3D applications. We
did this by first researching what the current market offers, then building a functioning
interactive glove and lastly creating a 3D application to show the glove’s functions.
Afterwards we analysed the glove’s functionality. The final prototype is able to achieve
2,04◦ accuracy in wrist and 3,96◦ in finger motion sensing.
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1 Uvod
1.1 Ozadje problema
Z razvojem računalniške tehnologije postaja virtualna resničnost vedno bolj dostopna
in priljubljena izbira za preživljanje prostega časa, le-ta pa ima velik potencial tudi
za implementacijo na področju industrije, kot na primer za konstruiranje in industrij-
ski dizajn ali pa za izvajanje simulacij procesov. Sledeča implementacija bi imela
velik doprinos predvsem na področju načrtovanja ročnih montažnih linij. Ker je pri
ročnih montažnih linijah velik faktor človek, lahko z uporabo opreme za interakcijo med
človekom in virtualno resničnostjo v simulacijo vključimo pravega človeka, kar naredi
rezultate simulacij bolj realistične. S tem lahko pri načrtovanju ročnih montažnih linij
pridobimo bolj natančne podatke o ergonomiji delovnega mesta, načrtovano montažno
linijo pa lahko le-temu ustrezno prilagodimo. Prav tako lahko s pomočjo virtualne
resničnosti bolj natančno določimo čase montaže, saj jih računamo glede na gibanje
pravega človeka.
Za uporabo virtualne resničnosti v industriji je potrebno imeti primerno opremo, da
lahko poteka interakcija med človekom in virtualnim svetom. To pomeni, da je po-
membno dobro in natančno popisati pozicijo človeškega telesa in njegovo premikanje
glede na virtualni prostor v katerem se nahaja. V primeru simulacij ročne montaže pa
je pomembno, da so natančno popisane tudi človeške dlani in prsti, za kar trenutno na
trgu cenovno dostopna oprema ne obstaja.
1.2 Cilji naloge
Cilj diplomske naloge je izdelati delujoč prototip rokavice za uporabo v 3D aplikacijah,
kot so na primer virtualne simulacije montažnih linij. Problematike se bomo lotili v
treh glavnih sklopih, ki so: raziskava trenutnega trga in podobnih tehnologij, ki so že
na voljo, izdelava rokavice in programa za zajemanje podatkov iz rokavice ter izdelava
aplikacije za interakcijo z rokavico.
1
2
2 Teoretične osnove in pregled
literature
2.1 Industrija 4.0
Industrija 4.0 je ime za četrto industrijsko revolucijo, v kateri se industrija usmerja
predvsem v avtomatizacijo proizvodnje in logistike ter prenosa podatkov v proizvodnji
preko interneta. Ker se industrija pomika od masovne proizvodnje k vedno bolj adap-
tivni proizvodnji, kjer je mogoče določene lastnosti izdelka sproti prilagajati zahtevam
strank, je v Industriji 4.0 narasla potreba po implementaciji inteligentnih in adaptivnih
sistemov v proizvodnjo. S tem se namreč izboljša zmogljivost in produktivnost proizvo-
dnje. Glavni dejavniki Industrije 4.0 so Internet of Things ali IoT, Industrial Internet
of Things ali IIoT, proizvodnja na osnovi oblaka (ang. Cloud based manufacturing) ter
pametne tovarne [1].
Spremembe, ki jih prinese Industrija 4.0, pa ne vplivajo samo na izdelavo produktov,
temveč na celoten življenjski cikel produkta, in sicer od procesiranja naročil, raziskova-
nja in razvoja (ang. researh and developement ali RnD), izdelave produktov, transporta
in vse do uporabe in reciklaže izdelkov. Industrija 4.0 zato teži k pametnim tovarnam,
ki imajo implementirane avtonomne sisteme, le-ti pa so med seboj povezani preko
interneta [2]. Prav tako teži tudi k poenotenju vseh sistemov, od organizacijskih in
razvojnih do proizvodnih sistemov, tako da lahko le-ti med seboj sodelujejo.
Za implementacijo računalniških sistemov v proizvodnjo že obstaja termin, in sicer
računalniško integrirana proizvodnja ali CIM (ang. Computer Integrated Manufactu-
ring). Razlika med CIM in Industrijo 4.0 je v upoštevanju človeške vloge v proizvodnji.
CIM namreč teži k proizvodnji brez človeka, kjer so vsi elementi proizvodnje popol-
noma avtomatizirani, medtem ko Industrija 4.0 stremi k sodelovanju med človekom in
strojem. [1]
V članku Vaidya in sodelavci [1] navedejo devet temeljev, ki jih Industrija 4.0 predpisuje
za preobrazbo tradicionalne proizvodnje v pametno proizvodnjo. Ti so:
– zbiranje in analiza masovnih podatkov (ang. Big Data),
– avtonomni roboti,
– simulacije,
– integracija sistemov,
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– Industrial Internet of Things (IIoT),
– omrežna varnost (angCyber Security) in kibernetsko-fizični sistemi (ang. Cyber
Physical Systems ali CPS),
– Oblak,
– aditivne tehnologije,
– razširjena resničnost (ang. Augmented reality ali AR).
Zbiranje ter analiza masovnih podatkov (ang. Big Data) v realnem času tako v pro-
izvodnih sistemih, kot v organizacijskih sistemih (npr. obdelava naročil) omogoča
preventivno zaznavanje in odpravljanje napak, preden pride do večje škode. Poleg tega
omogoča tudi alarmiranje o nastalih napakah v realnem času. [1] Primer zbiranja in
analize masovnih podatkov so SCADA sistemi (ang. Supervisory Control And Data
Acquisition).
Avtonomne robote se implementira v proizvodne sisteme tam, kjer želimo višjo na-
tančnost sistema, ki je človek sam ne more doseči, ter tam, kjer je delo za človeka
nevarno in zato omejeno. Avtonomni roboti lahko namreč opravijo naloge v zastavlje-
nem času precizno in z določeno stopnjo inteligentnega in samostojnega odločanja ter
z obzirom na varnost. Zaradi njihove fleksibilnosti, varnosti ter kolaborativnosti lahko
avtonomni roboti v proizvodnji tudi sodelujejo s človekom. [1]
Simulacije se v proizvodnji uporablja predvsem za razvoj in raziskovanje novih izdel-
kov in proizvodnih procesov. Razlog za implementacijo simulacij v razvoj je predvsem
zmanjšanje časa razvoja ter preventivno ugotavljanje napak, ki bi se lahko pojavile v
končni proizvodnji ali produktu, s čimer se cena razvoja lahko drastično zmanjša, saj
za izvajanje preizkusov ni potrebna fizična izdelava strojev, produktov ipd. Simulacije
se namreč izvaja v virtualni resničnosti, kjer lahko sestavimo virtualni model proizvo-
dnega procesa ali produkta, ki naj bi deloval tako, kot končni izdelek v fizičnem svetu.
Simulacije nam prav tako pomagajo pri sprejemanju odločitev, saj lahko v simulaci-
jah hitro in efektivno spreminjamo tako virtualne modele procesov ali produktov kot
pogoje, v katerih obratujejo. [1]
Integracija sistemov pomeni v tem kontekstu digitalizacijo in avtomatizacijo vseh sis-
temov, tako proizvodnih kot organizacijskih. S tem omogočamo poenotenje sistemov
ter sposobnost komunikacije med posameznimi sistemi skozi celoten življenjski cikel
produkta. V članku, ki sta ga napisala Pereira in Romero [2], je omenjeno, da je
integracija sistemov popisana s tremi dimenzijami. Te so horizontalna integracija ozi-
roma integracija informacijskih sistemov in toka informacij znotraj organizacijein med
organizacijami, vertikalna integracija oziroma integracija informacijskih sistemov in
toka informacij na področju proizvodnje in end-to-end integracija oziroma integracija
informacijskih sistemov skozi celoten življenjski cikel izdelka.
Industrial Internet of Things ali IIoT je namenjen za povezovanje posameznih sistemov
v proizvodnji med seboj ter za brezžično pošiljanje podatkov med njimi. Prednost IIoT
je njegova hitrost (sistemi se lahko med seboj o spremembah obveščajo skoraj brez
časovnega zamika), preciznost (zaradi vsesplošne prisotnosti v sistemih lahko zagotovi
točno pozicijo sistemov in okoljske pogoje) ter varnost. [1]
S povečano digitalizacijo proizvodnje se poveča tudi grožnja varnosti omrežja, ki ga
uporabljamo, zato je omrežna varnost (ang. Cyber Security) pomemben temelj Indu-
strije 4.0. Ta omogoča varno ter zanesljivo komunikacijo med posameznimi sistemi.
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Pereira in Romero [2] v članku opisujeta kibernetsko-fizični sistem (CPS) kot najbolj
pomemben napredek na področju razvoja računalništva in informatike. CPS so sis-
temi, ki združujejo fizične sisteme z digitalnimi sistemi. Glavni karakteristiki CPS sta
decentralizacija ter avtonomno obnašanje proizvodnih procesov. Primer CPS so pame-
tna vozila. CPS so ponavadi povezani na IIoT ali na Oblak (ang. The Cloud), preko
katerega lahko med seboj komunicirajo ter delijo podatke.1
Oblak (ang. The Cloud) je način shranjevanja velike količine podatkov preko interneta
na različne serverje. Za dostop do podatkov obstajajo različne platforme, kot so na
primer OneDrive, Dropbox ipd. Prednost Oblaka je, da lahko preko njega delimo
informacije v izjemno kratkem času (v milisekundah), do teh pa lahko dostopamo z
večih lokacij. [3]
Aditivne tehnologije, kot so FDM (ang. fused deposition method) , SLS (ang. Selective
Laser Sintering) in SLM (ang. Selective Laser Melting), so tehnologije, pri katerih za
izdelavo produkta material dodajamo namesto odvzemamo kot pri odrezovanju. Adi-
tivne tehnologije so uporabne predvsem za hitro izdelavo prototipov, saj so ti postopki
od odrezovanja ali preoblikovanja hitrejši in cenejši, predvsem kadar so ti prototipi
majhni in imajo kompleksno obliko. [4]
Razširjena resničnost ali AR je tehnologija, ki združuje realni svet z virtualnim tako,
da na sliko ali posnetek resničnega sveta projicira virtualne objekte. [5] Kot virtualna
resničnost je AR namenjena za simulacije procesov ali novih izdelkov, le da v AR
virtualne objekte opazujemo v resničnem svetu. [1]
V tej diplomski nalogi se bomo osredotočili predvsem na implementacijo simulacij ročne
montaže v industrijo ter na njihov temelj — virtualno resničnost.
2.2 Virtualna resničnost
Virtualna resničnost (VR) je tehnologija, razvita v drugi polovici dvajsetega stoletja.
Idejo za VR je prvič predstavil Ivan Sutherland leta 1965, ki je prav tako izdelal prvo de-
lujočo VR opremo imenovano “The Sword of Damocles”. [5] VR je oblika računalniške
simulacije, kjer ima uporabnik občutek, da se nahaja v umetnem okolju. To dosežemo
z implementacijo človeškega dojemanja okolja v računalniško generirano okolje, in si-
cer tako, da najprej uporabniku nadanemo optično neprodušna očala ali čelado (npr.
Oculus rift, HTC Vive ipd.), s katero preprečimo, da bi uporabnika pri uporabi motila
zunanja svetloba, ki bi lahko odvzela od realistične izkušnje. Znotraj očal ali čelade
se namreč nahajata dva zaslona — za vsako oko en zaslon — na katerih se prikazuje
umetno okolje. Slika na posameznem ekranu je med seboj malo zamaknjena, kot da
bi gledali okolje iz malo drugačnega kota. S tem posnemamo stetoskopski vid, ki ga
imamo ljudje. Uporabnik z umetnim okoljem sodeluje s pomočjo senzorjev, ki zazna-
vajo pozicijo oziroma premikanje uporabnika v 3 do 6 prostostnih stopnjah (DOF).
Uporabljeni senzorji so ponavadi žiroskopi, pospeškomeri ali infrardeči (IR) senzorji in
kamere. [6]
Prednosti VR se pojavijo predvsem pri vizualizaciji in predstavitvi podatkov uporab-
niku. Zaradi težnje k realistični izkušnji je namreč interakcija uporabnika z računalniško
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generiranim okoljem in objekti v njem veliko bolj intuitivna, kot če bi bilo to okolje
predstavljeno na računalniškem zaslonu. Objekte v okolju si lahko uporabnik na pri-
mer ogleduje iz vseh mogočih zornih kotov, kot da bi si jih ogledovali v fizičnem okolju.
Prav tako pa lahko s temi objekti ravna, kot da so resnični — se jih dotakne, jih dvigne,
odloži ipd. Odvisno od strojne opreme so lahko le-te interakcije tudi do milimetra na-
tančne. Poleg tega je zaradi imerzivnosti VR in posledično bolj intuitivne ter naravne
interakcije z okoljem mogoče drugače prostorsko zahtevne naloge opraviti hitreje kot z
uporabo zaslona in miške. [6]
Ker stremi VR k čim bolj realistični izkušnji uporabnika, je največja slabost VR sis-
temov njihova potreba po veliki procesirni moči računalniške opreme. Razlog za to je
namreč, da je zaradi stetoskopskega načina prikazovanja scen potrebno za vsako oko
generirati drugačno sliko, pri čemer ima vsaka slika frekvenco osvežitve v povprečju
90 Hz, če v simulaciji ne želimo opaznih zamikov in latence. Porabo procesorske moči
lahko sicer zmanjšamo tako, da zmanjšamo kvaliteto scen, vendar lahko s tem izgubimo
nekatere željene podatke. Prav tako je slabost VR pomanjkanje standardizacije med
različnimi ponudniki VR sistemov, pri čemer trpi predvsem uporabnik, saj so nekateri
programi kompatibilni le z določenimi napravami. V prizadevanju za standardizacijo
VR tehnologij se je razvilo razvojno programsko opremo (ang. software development
kit) ali SDK, kot so OpenVR ter SteamVR. S tem se je razvoj aplikacij za VR dokaj po-
enostavilo, vendar tudi to ni odpravilo vseh izzivov pri razvoju poenotene programske
opreme za VR in s tem implementacije VR za širšo uporabo. [6]
V industriji se VR trenutno uporablja predvsem za simulacije proizvodnih procesov,
konceptualni dizajn izdelkov ipd. Veliko potenciala pa ima tudi za izobraževanje ljudi
o varnosti pri delu, procesih na delovnih mestih itd. [7]
2.3 Zaznavanje človeškega telesa v prostoru
Kot je bilo omenjeno v podpoglavju 2.2 Virtualna resničnost, so najbolj razširjeni sen-
zorji za zaznavanje premikanja človeškega telesa v VR sistemih infrardeč ali IR senzorji,
kamere, žiroskopi in pospeškomeri. Sisteme za zaznavanje premikanja delimo glede na
tipe senzorike, ki jih uporabljamo za zaznavanje. Delimo jih na optične in neoptične
sisteme, pri čemer se optični sistemi delijo še na pasivne in aktivne optične sisteme.
V nadaljevanju si bomo ogledali lastnosti posameznih senzorjev, njihove prednosti in
slabosti ter primere že obstoječe opreme za VR, ki implementirajo določeno senzoriko.
2.3.1 Optični sistemi
Že iz imena lahko predvidevamo, da zaznavanje premikanja v optičnih sistemih (ang.
Optical systems) temelji na zaznavanju svetlobe. Njihove glavne komponente so ka-
mere ter tako imenovani markerji, ki se uporabljajo za identifikacijo objektov, katerim
kamere sledijo. Sledeče se pritrdi na osebo ali objekt, ki mu želimo slediti, in sicer v
večjih količinah, ponavadi okoli sklepov. S tem je mogoče popisati pozicijo celotnega
skeleta človeka, kateremu sledimo. Kamere, ki zaznavajo gibanje markerjev, v prostor
namestimo glede na željen zorni kot zaznavanja. [8]
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Glede na tip markerjev delimo optične sisteme na pasivne in aktivne sisteme. Aktivni
markerji, prikazani na sliki 2.1a, so narejeni iz LED komponent, ki oddajajo vidno
svetlobo. Le-ti se prižigajo v določenem zaporedju, njihovo svetlobo pa zazna kamera,
ki zajema slike v določeni frekvenci. Pozicijo celotnega skeleta se nato preračuna s
pomočjo triangulacije glede na relativne pozicije posameznih markerjev. V primeru
pasivnih markerjev, prikazanih na sliki 2.1b, svetlobo oddaja kamera, markerji pa to
svetlobo odsevajo nazaj. Kamera zazna odsevno svetlobo iz markerjev ter zajame slike.
Nato se pozicijo skeleta prav tako preračuna s pomočjo triangulacije. Pasivni optični
sistemi uporabljajo predvsem IR svetlobo, saj le-te človeško oko ne zazna, kar pomeni,
da ni moteča za uporabnika. [8]
(a) (b)
Slika 2.1: (a) Aktivni optični sistem [9]. (b) Pasivni optični sistem [8].
Ker v aktivnih optičnih sistemih, v nasprotju s pasivnimi optičnimi sistemi, svetlobo
oddajajo markerji namesto kamere, se razdalja, na kateri kamere še zaznajo markerje,
bistveno poveča. Poleg tega je iz istega razloga pri aktivnih optičnih sistemih manj
opaznega šumenja, zaradi česar je natančnost teh sistemov višja. [9]
Primeri optičnih sistemov za VR na trgu so na primer Oculus Rift (slika 2.2a), Vicon
Vero, HTC Vive, Phasespace Impulse X2E (slika 2.2b) ipd. Večina teh sistemov (razen
Impulse X2E) je pasivnih in za zaznavanje uporabljajo IR kamere in markerje. Razlog
za to je predvsem v izgledu, saj lahko proizvajalci markerje skrijejo v ohišje očal ter
kontrolerjev. To jim omogoča IR svetloba, ki lahko potuje čez plastiko, kot je npr.
PMMA.
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Teoretične osnove in pregled
literature
(a) (b)
Slika 2.2: (a) Produkt Oculus Rift [10]. (b) Produkt Phasespace Impulse X2E v
uporabi [11].
Kot primer optičnega sistema je pomembno omeniti tudi Microsoft Kinetic (slika 2.3).
V nasprotju z do sedaj omenjenimi optičnimi sistemi Kinetic za zaznavanje človeškega
telesa ne uporablja markerjev. Kinect deluje podobno kot pasivni optični sistemi, in
sicer tako, da oddaja IR svetlobo, ki se nato odbije od objektov v prostoru. Glede
na čas, ki ga svetloba porabi, da potuje od oddajnika do objekta ter od objekta do
sprejemnika (ang. Time of Flight ali TOF), izračuna razdaljo med kinect napravo in
objektom. S tem dobi globino slike. Sliko nato sprocesira tako, da loči človeške poteze
od ostalih objektov ter sledi le-tem. Človeške oblike izloči s pomočjo različnih algo-
ritmov, ki jih lahko najdemo tudi v knjižnici OpenCV. Vse procesiranje slik se izvaja
v procesorju, ki se nahaja znotraj Kinect-a. Prednost takega sistema je predvsem v
tem, da uporabniku ni treba nositi nobene dodatne opreme, da zazna njegovo premi-
kanje. Slabosti Kinetic-a pa se pojavijo predvsem, kadar želimo z njim zaznavati bolj
natančne geste, kot je na primer pobiranje objektov z rokami. Problem nastane, ker
Kinetic ne prepozna več razlike med objektom in uporabnikom, kadar uporabnik drži
objekt v roki. [7] [12] [16]
Slika 2.3: Kinect v2 [12].
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Prednost optičnih sistemov je predvsem njihova natančnost ter zmožnost računanja
globalne pozicije objekta, ki mu sledijo (tj. pozicija objekta glede na prostor, v kate-
rem se nahaja). Prednost je tudi njihova adaptivnost, saj lahko s količino markerjev
povečamo ali zmanjšamo natančnost sistema. To je predvsem uporabno v animatorski
ter filmski industriji, kjer se lahko uporablja optične sisteme za popis obrazne mimike
subjekta. Slabost optičnih sistemov pa je, da jih lahko uporabljamo samo v določenih
okoljih s konstantno osvetlitvijo ter z minimalno svetlobo iz zunanjih virov, saj le-ta
ustvarja šum v zajetih podatkih. [9] Poleg tega se pri zajemanju pozicij vseh marker-
jev pojavi problem, kadar kamera zaradi določene pozicije uporabnika ne zazna vseh
markerjev, saj so le-ti zakriti. S tem se izgubijo bistveni podatki za preračun dejan-
ske pozicije telesa, ki mu sledimo. Da se izognemo izgubam, je potrebno uporabiti
več kamer ter jih namestiti tako, da pokrijejo celoten prostor, v katerem zajemamo
premikanje. To pa drastično poviša ceno ter ne-fleksibilnost optičnih sistemov. [12]
Optični sistemi prav tako niso najbolj primerni za natančno zaznavanje premikanja
prstov, saj bi potreboval vsak členek na prstih svoj marker. Bližina teh markerjev
ter komplicirane geste, ki jih lahko izvajamo z rokami, pa bi zaznavanje naredile zelo
nepregledno, saj bi se, zaradi njihove bližine, težko razločilo med posameznimi markerji.
Poleg tega bi bilo veliko markerjev ves čas zakritih. Večina sistemov ta problem reši
z uporabo kontrolerjev za zaznavanje premikanja prstov. En tak primer je Oculus
Touch, prikazan na sliki 2.4, ki je namenjen za uporabo z Oculus rift. Le-ta uporablja
za zaznavanje premikanja prstov tipke, in sicer tako, da imata palec in kazalec vsak
svojo tipko. Če je tipka pritisnjena, pomeni, da je prst skrčen, če ni pritisnjena, pa da
je iztegnjen. Problem pri takem sistemu zaznavanja je, da zazna le dve poziciji prsta,
in sicer iztegnjen ter skrčen. Prav tako pa ne popisuje pozicije vseh prstov, temveč
samo kazalca in palca, kar omeji njihovo uporabnost za bolj kompleksne naloge, kot je
na primer simulacija ročne montaže, kjer potrebujemo natančno popisane pozicije vseh
petih prstov.
Slika 2.4: Produkt Oculus Touch [10].
2.3.2 Neoptični sistemi
Neoptični sistemi (ang. Non-optical systems) ponavadi uporabljajo za zaznavanje pre-
mikanja enoto za merjenje vztrajnosti (ang. Inertia Measuring Unit ali IMU), prika-
zano na sliki 2.5. IMU je sestavljena iz kombinacije pospeškomerov, žiroskopov ter
občasno tudi magnometrov. Posamezne IMU ima uporabnik nameščen na sebi, okoli
sklepov ter na glavi. Le-te so lahko všite direktno v obleko (npr. Xsens MVN Link,
slika 2.6a desno) ali pa so pritrjene na trakove, ki si jih uporabnik nato namesti nad
sklepe (npr. Xsens MVN Awinda, slika 2.6a levo).
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Slika 2.5: IMU za produkte Xsens [13].
Pospeškomer meri pospešek relativno na njegovo mirovanje, medtem ko meri žiroskop
rotacijo IMU naprave. S tem lahko IMU meri 6 prostorskih stopenj (ang. Degrees of
Freedom ali DOF) posameznega sklepa. Za boljšo natančnost ter preprečevanje plava-
joče ničle (ang. zero drift) pri žiroskopu se lahko v IMU doda še magnetometer. Zero
drift je pojav v žiroskopih, kjer se skozi daljšo uporabo senzorjev ali s spremembo v
okolju izhodišče oziroma ničla senzorja premakne, kar povzroči konstantno napako v
meritvah [14]. Neoptični sistemi pošiljajo podatke o poziciji na računalnik, kjer se le-ti
lahko zapisujejo v bazo podaktov. Glede na dobljene podatke se na računalniku pre-
računa relativne pozicije posameznih sklepov v skeletu, premikanje skeleta pa se nato
prikazuje na zaslonu v realnem času (ang. Real Time). Z računalnikom so neoptični sis-
temi ponavadi povezani preko brezžične komunikacije, kot je npr. Wi-fi ali Bluetooth.
S tem omogočajo prosto gibanje uporabnika brez omejitev, ki bi jih prinesla komunika-
cija preko serijske komunikacije, kjer je sistem potrebno povezati z računalnikom preko
kabla.
Za zaznavanje premikanja prstov v neoptičnih sistemih se ponavadi uporablja upogibne
senzorje ali optična vlakna [9].
Primeri obstoječih neoptičnih sistemov so Xsens MVN Link in MVN Awinda (slika
2.6a), Rokoko Smartsuit Pro, CyberGlove (slika 2.6b) ipd.
(a) (b)
Slika 2.6: (a) Produkta Xsens MVN Link (desno) in Xsense MVN Awinda (levo) [13].
(b) Produkt CyberGlove [15].
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Prednost neoptičnih sistemov je predvsem v tem, da jih lahko, v nasprotju z optičnimi
sistemi, uporabljamo praktično v kakršnem koli okolju, saj so samostojni sistemi, kar
pomeni, da niso odvisni od svetlobe za zaznavanje premikanja posledično pa tudi niso
tako občutljivi na šume iz zunanjega okolja. Poleg tega lahko sledimo premikanju
skeleta v realnem času. Dodatna prednost neoptičnih sistemov je tudi cena, saj so
v primerjavi z optičnimi senzorji cenejši in posledično bolj dostopni. V primerjavi z
optičnimi senzorji pa so za zapis pozicije manj natančni, kar je njihova slabost. Kot
je bilo že prej omenjeno, k manjši natančnosti neoptičnih sistemov prispeva tudi zero
drift, ki se pojavlja pri žiroskopu. To pomeni, da postajajo neoptični sistemi skozi daljšo
konstantno uporabo vedno manj zanesljivi. Poleg tega zaradi samostojnosti sistema
ne moremo z neoptičnimi sistemi meriti globalne pozicije, kot pri optičnih sistemih. [9]
Zaradi tega se pri neoptičnih sistemih pred začetkom uporabe vedno izvede kalibracija
sistema, s katero določimo začetno izhodišče sistema. Med uporabo se nato vse pozicije
zapisuje relativno na skalibrirano začetno izhodišče. [16]
2.4 Kinematika roke
Če želimo izdelati sistem za zaznavanje premikanja roke, je potrebno najprej razumeti,
kako človeška roka deluje in kakšna je njena kinematika.
Po definiciji človeške anatomije je roka sestavni del zgornje okončine, ki poleg roke
vključuje nadlaht in podlaht. Sama je sestavljena iz zapestja, dlani in prstov, ki so
prav tako sestavljeni iz več majhnih kosti, prikazanih na sliki 2.7. Če upoštevamo vse
prostostne stopnje prstnic, dlani in zapestja, ima roka 23 prostostnih stopenj (ang.
Degrees of Freedom) oziroma DOF.
Slika 2.7: Shema okostja človeške roke [17].
Zapestje je sestavljeno iz osem koščic, ki jim pravimo kaveljnica, glavatica, mala in
velika mnogovogelnica, grašek, trivogelna kost, lunica in čolnič, med njimi pa se nahaja
diskus. Le-ta deluje kot blazinica in preprečuje, da bi se koščice med seboj poškodovale
kadar zapestje premikamo. [18] Zaradi količine in postavitve koščic v zapestju se lahko
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človeško zapestje vrti okoli dveh prostorskih osi x in z — ima dve DOF. Zdravstveni
termin za rotacijo zapestja okoli x-osi je dorzalna in voralna fleksija, termin za rotacijo
zapestja okoli z-osi pa je radialna in uralna fleksija [19].
Za poenostavitev kinematičnega modela roke se v večini raziskav vse koščice v zapestju
združi v en sam sklep s dvema DOF. Pri tem je potrebno upoštevati, da je gibljivost
zapestja v vseh DOF omejena. Omejitve gibljivosti zdravega zapestja so prikazane na
sliki 2.8, pri čemer predstavlja slika 2.8a omejitev rotacije zapestja okoli x-osi (dorzalna
in voralna fleksija), 2.8b pa omejitev rotacije zapestja okoli z-osi (radialna in uralna
fleksija).
(a) (b)
Slika 2.8: Pasivna gibljivost zdravega zapestja (a)dorzalna in voralna fleksija
(b)radialna in ulnarna fleksija. [19]
Celotna roka se lahko vrti tudi okoli y-osi, pri čemer se rotacija zares izvaja v komolcu,
vrti pa se nadlaht. Zdravstveni termin za rotacijo komolca okoli y-osi je pronacija
ali supinacija. Komolec ima prav tako omejene DOF, omejitev zdravega komolca v
primeru pronacije in supinacije, oziroma rotacije okoli y-osi, pa je prikazana na sliki
2.9.
Slika 2.9: Pasivna gibljivost zdravega komolca (pronacija in supinacija) [19].
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Dlan je sestavljena iz petih dlančnic, ki so nepremične, edina izjema je palčeva dlančnica,
ki ima dve DOF in sicer rotacijo okoli y- in z-osi.
Vsak prst je sestavljen iz treh prstnic, in sicer iz proksimalne, srednje in distalne
prstnice [18]. Izjema je tudi v tem primeru palec, ki je sestavljen le iz proksimalne
in distalne prstnice. Proksimalne prstnice imajo dve DOF (okoli x- in z-osi), medtem
ko imajo srednje in distalne prstnice le eno DOF (okoli x-osi). Zdravstveni termin za
rotacijo okoli x-osi je fleksija ali ekstenzija, okoli z-osi pa abdukcija [19].
V članku, ki opisuje metode rekonstrukcije premikanja prstov v realnem času s pomočjo
kamer, [20] so v svoj kinematični model za računanje premikanja prstov implementirali
geometrijske in funkcijske povezave med posameznimi prstnicami. Pri tem so ugotovili,
da je premikanje srednje in distalne prstnice med seboj odvisno, medtem ko je premi-
kanje proksimalne prstnice samostojno. Povezavo med distalno in srednjo prstnico so
popisali s sledečo enačbo:
φDIP =
2
3
φPIP (2.1)
Pri čemer je φDIP kot zasuka distalne prstnice okoli sklepa, φPIP pa kot zasuka srednje
prstnice.
Premikanje prstnic v DOF je prav tako omejeno. Na sliki 2.10 je prikazan graf pov-
prečnega območja gibljivosti prstnic, pri čemer je MCP kratica za proksimalne prstnice,
PIP za srednje prstnice in DIP za distalne prstnice.
Slika 2.10: Aktivna in funkcionalna gibljivost prstnic [21].
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3 Metodologija raziskave
3.1 Izbira materialov
Za način zaznavanja premikanja roke izbrali neoptični sistem, ki je opisan v poglavju
2.3.2 Neoptični sistemi, saj je za zaznavanje premikanja prstov bolj natančen od op-
tičnega sistema. V poglavju 2.3.2 Neoptični sistemi je omenjeno, da neoptični sistemi
za zaznavanje premikanja uporabljajo IMU enote, ki so sestavljene iz pospeškomera,
žiroskopa ter občasno magnetometra, za zaznavanje prstov pa se lahko uporablja sen-
zorje za upogib ali optična vlakna. Sami smo za zaznavanje premikanja dlani izbrali
IMU enoto proizvajalca IvenSense, in sicer MPU6050, za zaznavanje prstov pa smo
izbrali senzorje za upogib proizvajalca Sparkfun. Za krmiljenje sistema smo izbrali
mikrokrmilnik Arduino Nano.
3.1.1 Senzor za pomik dlani
Za zaznavanje pomika dlani smo izbrali senzor MPU6050, ki je sestavljen iz 3-osnega
pospeškomera in 3-osnega žiroskopa. S senzorjem MPU6050 lahko merimo naklon
ter pomik dlani v relaciji z začetno pozicijo. Uporablja se predvsem v modelarskem
letalstvu za sledenje pozicije modelarskega letala.
Slika 3.1: MPU6050 z integriranim vezjem za povezavo z mikrokrmilnikom
Arduino [22].
Ker so podatki, ki jih dobimo iz senzorja, odvisni od začetne pozicije senzorja, je
pomembno, da se pred začetkom vsake uporabe rokavice naredi kalibracijo senzorja
MPU6050. S tem zagotovimo, da je začetna pozicija roke v aplikaciji zares izhodišče
naših meritev.
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3.1.2 Senzor za pomik prstov
Za zaznavanje premikanja prstov smo izbrali senzorje upogiba proizvajalca SparkFun.
Izbrani senzorji upogiba delujejo kot upori s spreminjajočo vrednostjo — upor se jim
z upogibanjem veča.
(a) (b)
Slika 3.2: (a) Upogibni senzor Sparkfun, dolžine 56 mm. (b) Upogibni senzor
Sparkfun, dolžine 114 mm. [22]
Čeprav so optična vlakna bolj natančna od senzorjev upogiba, smo se za senzorje
upogiba odločili zaradi njihove kompatibilnosti z izbranim mikrokrmilnikom.
3.1.3 Mikrokrmilnik
Za mikrokrmilnik smo izbrali mikrokrmilnik Arduino Nano, saj je enostaven za upo-
rabo, precej kompakten in cenovno ugoden. Njegova osnova je mikročip ATmega328.
Ima 14 digitalnih in 8 analognih pinov, ki jih lahko uporabljamo za priklop tako vho-
dnih kot izhodnih signalov. Napajamo ga lahko s 7–12 V, ali s 5 V, če priklopimo
napajanje direktno na pin 5 V. Prav tako lahko mikrokrmilnik napajamo preko USB-
kabla, ki je povezan na računalnik, pri čemer lahko uporabljamo USB-kabel tudi za
serijsko komunikacijo z računalnikom.
Slika 3.3: Arduino Nano [23].
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3.2 Izdelava rokavice
3.2.1 Rokavica
Rokavica, prikazana na sliki 3.4, je izdelana iz zaščitne rokavice in ima na vsak prst
všita po dva senzorja upogiba, da lahko merimo posebej premik proksimalnih prstnic
in posebej premik srednjih in distalnih prstnic. Tako lahko pridemo do bolj natančnih
rezultatov, kot če bi vse prstnice merili z enim senzorjem ter uporabili inverzno ki-
nematiko za preračun rotacij prsta okoli posameznih členkov. Vezje pa je skupaj s
senzorjem MPU6050 pritrjeno na zgornjo stran rokavice.
Slika 3.4: Izdelana rokavica.
3.2.2 Vezje
Na sliki 3.5 lahko vidimo shematski prikaz elektronskega vezja. Vezje je sestavljeno iz
mikrokrmilnika, desetih senzorjev za upogib, potrebnih uporov in diod ter IMU enote
MPU6050. Ker smo želeli vezje pritrditi na zgornjo stran rokavice, ni smelo biti večje
od njene površine. Zaradi prostorne stiske ter velike količine komponent smo zato vezje
sestavili v dveh slojih — prvi sloj, prikazan na sliki 3.5a, je sestavljen iz mikrokrmilnika,
petih senzorjev za upogib, petih 47 kΩ uporov, petih diod 1N4001 in enote MPU6050.
Drugi sloj, prikazan na sliki 3.5b, pa je sestavljen iz pet senzorjev za upogib, pet 47 kΩ
uporov, pet 10 kΩ uporov ter pet diod 1N4001. Spodnji sloj vezja je na mikrokrmilnik
povezan preko posameznih žic.
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(a) (b)
Slika 3.5: (a) Shema zgornje strani vezja. (b) Shema spodnje strani vezja.
MPU6050 komunicira z mikrokrmilnikom preko I2C protokola. To pomeni, da ko-
municira z mikrokrmilnikom preko dveh žic, in sicer Serial Clock (SCL) in Serial Data
(SDA). SCL poskrbi, da je prenos podatkov med napravama časovno usklajen, medtem
ko se podatki prenašajo preko žice SDA. MPU6050 napajamo preko mikrokrmilnika,
in sicer s 3,3 V.
Senzorji za upogib pošiljajo signal na mikrokrmilnik preko analognih pinov. Vsak
senzor za upogib predstavlja enega izmed uporov v delilniku napetosti, pri čemer je
drugi upor 47 kΩ. Ker je analognih pinov na mikrokrmilniku premalo za vseh deset
senzorjev za upogib, smo vezje spremenili tako, da je vsak analogni pin povezan z dvema
senzorjema za upogib, pri čemer oba senzorja merita isti prst. To smo dosegli tako,
da prvo grupo senzorjev (to so vsi senzorji, ki merijo prvi členek v prstu) napajamo iz
enega digitalnega pina, drugo grupo senzorjev (to so vsi senzorji, ki merijo drugi in tretji
členek v prstu) pa napajamo iz drugega digitalnega pina. Tako lahko z vklapljanjem
in izklapljanjem napajanja grupe senzorjev preko mikrokrmilnika kontroliramo, katero
izmed grup senzorjev beremo. Da ne bi posamezna grupa senzorjev vplivala na drugo,
smo v vezje dodali še diode, ki zagotavljajo, da lahko potuje električni tok le v eno
smer, in sicer od senzorja proti mikrokrmilniku.
3.3 Izdelava 3D aplikacije
3.3.1 3D model
3D model roke (slika 3.6) je bil izdelan v programu Maya 3D, ki se večinoma uporablja
za izdelavo animacij in video igric. Sam model roke je vzet iz spletne strani TurboSquid,
ki je narejena za deljenje zastonj 3D modelov različnih objektov za vsesplošno uporabo,
kot na primer za izdelavo animacij, 3D tiskanje ipd.
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Slika 3.6: 3D model roke.
Izbranemu 3D modelu pa je bilo potrebno dodati še skelet (slika 3.7), le-tega se namreč
lahko krmili. Skelet smo naredili s pomočjo funkcije Joint, s katero določiš členke
v modelu ter povezave med posameznimi členki — kateri členek je podrejen, kateri
nadrejen. Vsak členek se lahko vrti okoli svoje točke izvora. Členki, ki so podrejeni
le-temu, pa se relativno na točko izvora nadrejenega vrtijo z njim. Premikanje členkov
deluje na principu direktne kinematike.
Slika 3.7: Skelet roke.
Za konec je bilo potrebno skelet in 3D model roke združiti v en objekt. To smo naredili
s pomočjo funkcije Skin, ki površino 3D modela napne čez skelet tako, da se sedaj
skupaj s skeletom premika tudi površina 3D modela roke.
3.3.2 Unity engine
Končani 3D model roke smo naložili v Unity engine, kjer smo lahko začeli izdelovati
aplikacijo. Najprej je bilo potrebno 3D model pravilno vstaviti v prostor, nato pa je
bilo potrebno za vsak členek narediti objekt. V Unity se namreč krmili objekte, ki jih
lahko s pravo kodo premikamo, rotiramo in skaliramo.
Ko smo postavili objekte, je bilo potrebno napisati program za branje podatkov, ki jih
mikrokrmilnik pošilja na računalnik, ter program za krmiljenje posameznih členkov.
Vsakemu objektu v naši aplikaciji je bilo potrebno pripeti svoj program za premika-
nje členkov ter svoj program za branje podatkov. Programi so podrobno opisani v
nadaljevanju.
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3.4 Delovanje sistema
3.4.1 Princip krmiljenja
Na sliki 3.8 lahko vidimo blokovno shemo delovanja našega sistema. Senzorji na rokavici
zaznavajo pozicijo posameznih sklepov v roki, ki jih merijo. Podatke o poziciji sklepov
nato pošljejo mikrokrmilniku, ki jih prebere ter pretvori v kote zasuka v primeru ro-
tacije prstnic oziroma kvaternione v primeru rotacije zapestja. Kvaternioni so sistemi
hiperkompleksnih števil oziroma razžiritev kompleksnih števil v 3D prostoru [24]. Pre-
računane rotacije mikrokrmilnik nato pošlje preko serijske komunikacije 3D aplikaciji,
izdelani v Unity. Aplikacija poslane podatke iz mikrkormilnika prebere ter jih uporabi
za premik 3D modela v aplikaciji.
Slika 3.8: Blokovna shema krmiljenja 3D aplikacije z rokavico.
Proces pretvorbe podatkov v mikrokrmilniku je podrobneje prikazan na sliki 3.9 v
obliki blokovne sheme. V primeru senzorjev upogiba mikrokrmilnik prebere podatke v
obliki analognih vrednosti, le-te pa nato pretvori v kote upogiba posameznega členka
v prstu. V primeru MPU6050 pa mikrokrmilnik prejme iz senzorja MPU6050 že znane
kvaternione, te je potrebno le pravilno prebrati. Ker MPU6050 z mikrokrmilnikom ko-
municira preko I2C protokola, moramo za povezavo z MPU6050 uporabiti programsko
knjižnico I2C communication. S pomočjo programske knjižnice MPU6050 nato mikro-
krmilnik ukaže senzorju, naj mu pošlje podatke o poziciji dlani v obliki kvaternionov.
Vse vrednosti premikov se na koncu zapišejo v skupen niz vrednosti, ki ga nato preko
serijske komunikacije mikrokrmilnik pošlje aplikaciji.
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Slika 3.9: Blokovna shema Arduino programa.
Na sliki 3.10 je podrobneje prikazan proces, ki zatem poteka v 3D aplikaciji. Niz
vrednosti, ki ga pošlje mikrokrmilnik, aplikacija najprej prebere, nato pa prebran niz
razčleni na posamezne vrednosti premika sklepov. Glede na to, kateri sklep 3D modela
želimo krmiliti, zatem iz niza izvlečemo pravo vrednost premika. Izbrano vrednost
nato zapišemo v obliki tridimenzionalnega vektorja. V primeru rotacije zapestja, zapis
vrednosti v vektorsko obliko ni potreben, saj je vrednost že zapisana v kvaternion — tj.
hiperkompleksno število, podobno vektorju, le da je sestavljen iz ene realne komponente
ter treh imaginarnih komponent. Ko se izvedejo rotacije vseh sklepov v 3D modelu, v
aplikaciji vidimo animacijo roke.
Slika 3.10: Blokovna shema Unity programa.
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3.4.2 Program za zajemanje podatkov
Program za zajemanje podatkov je sestavljen iz treh glavnih delov, in sicer — kalibracije
vseh senzorjev, branja senzorja za premik dlani in branja senzorjev za premik prstov.
V nadaljevanju si bomo ogledali, kako ti trije deli programa delujejo.
3.4.2.1 Kalibracija senzorjev
Kalibracija senzorjev se izvede le enkrat v programu, in sicer ob zagonu programa. Z
njo določimo začetne vrednosti naših senzorjev in tako določimo začetno pozicijo naše
roke v prostoru.
Najprej si bomo ogledali, kako deluje kalibracija senzorja MPU6050. Kot je omenjeno v
poglavju 3.1.1 Senzor za pomik dlani, je MPU6050 sestavljen iz 3-osnega pospeškomera
in žiroskopa. Oba je potrebno skalibrirati tako, da se upošteva odstopanje prebranih
vrednosti od dejanskih. To naredimo tako, da postavimo iztegnjeno roko z rokavico
na ravno površino, kjer se nahaja naša izhodiščna točka, in zaženemo program. V
programu se izvede kalibracija MPU6050 tako, da senzor stokrat prebere pozicijo vseh
treh osi pospeškomera in vseh treh osi žiroskopa. Vse prebrane pozicije zapiše v šest
različnih nizov — vsaka os ima svoj niz — in nato izračuna povprečje posamezne osi
po enačbi za aritmetično srednjo vrednost:
x =
1
n
n∑︂
i=1
xi (3.1)
Izračunana povprečja predstavljajo odstopanje prebrane pozicije od dejanske pozicije
senzorja MPU6050. Le-te upoštevamo v nadaljevanju tako, da od prebranih vrednosti
za posamezno os odštejemo izračunano odstopanje.
Potrebno je omeniti tudi to, da se v MPU6050 izvaja avtomatska kalibracija senzorja
med uporabo senzorja. S tem se zmanjša možnost, da bi se izhodiščna vrednost sen-
zorjev med daljšo uporabo izgubila.
Prav tako pred začetkom programa skalibriramo tudi vse senzorje upogiba. To nare-
dimo tako, da preberemo trenutno vrednost vsakega senzorja ter prebrane vrednosti
zapišemo kot prebrano vrednost pri kotu upogiba 0◦.
3.4.2.2 Branje senzorja za premik dlani
Za zaznavanje premikanja dlani uporabljamo senzor MPU6050, ki z mikrokrmilnikom
komunicira preko I2C protokola.
I2C protokol za komunikacijo uporablja dve žici oziroma liniji, in sicer Serial Clock
(SCL) in Serial Data (SDA). Izmenjava podatkov med senzorjem in mikrokrmilnikom
deluje na principu nadrejen/podrejen (ang. master/slave), kjer nadrejena naprava —
v našem primeru mikrokrmilnik — vzpostavlja stik in vodi komunikacijo s podrejeno
napravo. [25]
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Slika 3.11: Sekvenca I2C protokola [25].
V I2C protokolu se podatke prenaša v osembitnih sekvencah, kot lahko vidimo na
sliki 3.11. Najprej se izvede poseben pogoj start, s katerim začnemo prenos podatkov.
Za tem sledi prva sekvenca bitov, v kateri je zapisan naslov podrejene naprave in en
dodaten bit, imenovan Acknowledge. Le-ta poskrbi, da se komunikacija s podrejeno
napravo ne nadaljuje, dokler podrejena naprava ne potrdi, da je ukaz sprejela. Nato
sledi druga sekvenca osmih bitov, v kateri je zapisan naslov internega registra podrejene
naprave in še en dodaten bit za Acknowledge. Interni registri so določene lokacije v
spominu podrejene naprave, kjer se nahajajo določeni podatki. V primeru senzorja
MPU6050 ima le-ta posamezen register za x-, y- in z-os pospeškomera ter x-, y- in z-
rotacijo žiroskopa. Če želimo prebrati rotacijo senzorja okoli x-osi, moramo poznati
naslov internega registra, v katerem se zapisujejo vrednosti rotacije okoli x-osi. Naslove
podrejene naprave in internih registrov lahko najdemo v dokumentaciji senzorja ali pa
s pomočjo programa I2C Scanner. [25]
V zadnji sekvenci se prenesejo podatki, ki jih želimo. Teh osembitnih sekvenc je lahko
več zapored, in sicer toliko, kolikor jih potrebujemo za prenos celotnih podatkov. Ali
se podatki zapisujejo ali berejo iz podrejene naprave, je odvisno od prvega bita v prvi
in drugi sekvenci — če je prvi bit 0, se podatki zapisujejo, če je 1, se podatki berejo iz
podrejene naprave. Protokol se zaključi s posebnim pogojem stop. [25]
MPU6050 vsebuje svoj procesor, imenovan Digital Motion Processor ali DMP, ki do-
bljene vrednosti iz pospeškomera in žiroskopa pretvori v kvaternione. Zato mora mi-
krokrmilnik podatke iz senzorja MPU6050 le prebrati. Da lahko le-te mikrokrmilnik
prebere v pravi obliki, uporabljamo knjižnico MPU6050, ki jo ima pod licenco MIT,
vendar je le-ta v prosti uporabi.
Kot omenjeno so podatki, ki jih preberemo iz MPU6050, zapisani v kvaternionih. V
poglavju 3.4.1 smo omenili, da so kvaternioni sistemi hiperkompleksnih števil oziroma
razžiritev kompleksnih števil v 3D prostoru (slika 3.12). Kvaternione dobimo tako, da
realnemu številu dodamo elemente i, j in k, za katere velja:
i2 = j2 = k2 = ijk = −1 (3.2)
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Slika 3.12: Predstavitev kvaterniona v 3D prostoru [24].
Splošno obliko kvaterniona pa zapišemo kot:
q = qw + qxi+ qyj + qzk, (3.3)
pri čemer je qw imenovan skalarni del kvaterniona, qxi + qyj + qzk pa vektorski del
kvaterniona. Spremenljivke qw, qx, qy in qz so realna števila in predstavljajo podatke,
ki jih preberemo iz MPU6050. [24]
S pomočjo knjižnice MPU6050 bi lahko kvaternione pretvorili tudi v vpadne kote ozi-
roma Eulerjeve kote, vendar smo se zaradi pojava, ki mu pravimo Gimbal lock, odločili,
da obdržimo vrednosti v kvaternionih.Gimbal lock je pojav, ki nastane v primeru upo-
rabe Eulerjevih kotov za popis gibanja objekta v 3D prostoru. Le-ta se pojavi kot
izguba ene prostostne stopnje v 3D prostoru, in sicer zaradi paralelnosti dveh izmed
treh prostorskih osi. [24]
3.4.2.3 Branje senzorjev za premik prstov
Za zaznavanje premikanja prstov uporabljamo upogibne senzorje, in sicer za vsak prst
po dva senzorja. Spodnji senzor na prstu je namenjen branju rotacije prvega členka,
zgornji senzor pa je namenjen branju rotacije srednjega členka. Zadnjega členka ne
beremo s senzorji, saj je rotacija le-tega odvisna od rotacije srednjega členka. Senzorji
so na mikrokrmilnik povezani preko analognih pinov.
Kot je bilo omenjeno v podpoglavju 3.2.2 Vezje, je vsak senzor za upogib prstov eden
izmed uporov v delilniku napetosti, za katere velja sledeča enačba:
Vout = Vin · R2
R1 +R2
(3.4)
V out je napetost, ki jo dobimo na mikrokrmilniku, V in napetost s katero napajamo
sistem, R1 in R2 pa upora.
Prav tako je bilo omenjeno, da je bilo potrebno, zaradi premajhnega števila analognih
pinov na mikrokrmilniku, na vsak analogni pin vezati po dva senzorja. Na sliki 3.13
24
Metodologija raziskave
lahko vidimo, kako izgleda vezava enega para senzorjev, ki predstavljata zgornji in
spodnji del prsta.
Slika 3.13: Shema vezave dveh senzorjev na en vhod.
Če želimo prebrati pravilno vrednost enega izmed senzorjev, je lahko naenkrat vklo-
pljeno le eno izmed napajanj. Zato bomo obravnavali dva primera:
1. Vezje napaja V cc,l, zato je V cc,u = 0.
2. Vezje napaja V cc,u, zato je V cc,l = 0.
Slika 3.14: Shema vezja v prvem primeru.
Napajanje, ki je enako 0, lahko v shemi nadomestimo s kratkim stikom. Prav tako
pa lahko iz vezja zanemarimo vse upore, ki se nahajajo za diodo, obrnjeno stran od
napajanja. Dioda namreč ne prepušča toka v nasprotno smer, zato tok ne teče skozi
upore, ki se nahajajo za diodo.
V prvem primeru tako dobimo poenostavljeno shemo, ki si jo lahko ogledamo na sliki
3.15.
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Slika 3.15: Poenostavljena shema vezja.
Da bi vezje še bolj poenostavili, lahko upore R1 in R2 nadomestimo z nadomestnim
uporom Rnad. To naredimo s sledečo enačbo:
Rnad,l = (
1
R1
+
1
R2
)−1 =
R1 ·R2
R1 +R2
(3.5)
Na sliki 3.16 lahko vidimo končno shemo vezja.
Slika 3.16: Poenostavljena shema vezja z nadomestnim uporom.
Da lahko pravilno izračunamo izhodno napetost V out, je potrebno upoštevati tudi padec
napetosti preko diode, ki meri 0,7 V. Padec napetosti upoštevamo v sledeči enačbi:
Vin,l = Vcc,l − Vdd,l (3.6)
Če upoštevamo enačbo (3.6), dobimo enačbo za delilnik napetosti v našem sistemu in
sicer:
Vout = (Vcc,l − Vdd,l) · R1
Rs,l +Rnad,l
(3.7)
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Da lahko razberemo, za kakšen kot se je senzor za upogib upognil, pa moramo iz
prebrane napetosti na analognem vhodu izračunati trenutni upor senzorja za upogib.
To naredimo tako, da iz enačbe (3.7) izpostavimo Rs,l. Tako dobimo:
Rs,l =
Rnad,l · (Vcc,l − Vdd,l)
Vout
−Rnad,l = Rnad,l ·
(︃
Vcc,l − Vdd,l
Vout
− 1
)︃
(3.8)
Sedaj upoštevamo še enačbo za nadomestni upor (enačba (3.5)). Tako dobimo:
Rs,l =
R1 ·R2
R1 +R2
·
(︃
Vcc,l − Vdd,l
Vout
− 1
)︃
(3.9)
Po enakem postopku lahko izračunamo še drugi primer, kjer vezje napajamo z V cc,u,
V cc,l pa je enak 0. Tudi v tem primeru zanemarimo vse upore, ki se nahajajo za diodo.
Prav tako tudi zamenjamo preostala statična upora z nadomestnim uporom Rnad,u s
pomočjo enačbe:
Rnad,u = (
1
R3
+
1
R2
)−1 =
R3 ·R2
R3 +R2
(3.10)
Tako dobimo poenostavljeno vezje, ki je prikazano na sliki 3.17.
Slika 3.17: Shema poenostavljenega vezja z nadomestnim uporom v drugem primeru.
Tudi v tem primeru je potrebno upoštevati padec napetosti, ki se pojavi preko diode.
To naredimo s sledečo enačbo:
Vin,u = Vcc,l − Vdd,l (3.11)
Z upoštevanjem enačbe (3.11) in nadomestnega upora Rnad,u dobimo sledečo enačbo
za delilnik napetosti:
Vout = (Vcc,u − Vdd,u) · Rnad,u
Rs,u +Rnad,u
(3.12)
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Iz enačbe (3.12) izpostavimo Rs,u in dobimo:
Rs,u =
Rnad,u · (Vcc,u − Vdd,u)
Vout
−Rnad,u = Rnad,u ·
(︃
Vcc,u − Vdd,u
Vout
− 1
)︃
(3.13)
Za konec upoštevamo še enačbo (3.10) in dobimo:
Rs,u =
R3 ·R2
R3 +R2
·
(︃
Vcc,u − Vdd,u
Vout
− 1
)︃
(3.14)
Opazimo lahko, da sta enačbi (3.9) in (3.14) enaki.
Preden lahko izračunamo upornost senzorjev, pa je potrebno pretvoriti prebrane vre-
dnosti (0-1023) v napetost (Vin). To naredimo s sledečo enačbo:
Vin =
S · Vmax
1023
(3.15)
Pri tem je S analogna vrednost, ki jo mikrokrmilnik prebere, Vmax pa maksimalna
napetost oziroma napetost, s katero napajamo senzor (5 V).
Preračunane vrednosti uporov senzorjev moramo za tem pretvoriti v kot zasuka členka.
To naredimo tako, da izmerimo upornost vsakega senzorja, ko je kot upogiba 0◦ (Rmin)
in upornost vsakega senzorja, ko je upognjen za 90◦ (Rmax).
Ko imamo vse vrednosti izmerjene, lahko uporabimo funkcijo map() v programskem
jeziku C++. Funkcija map() je namenjena pretvarjanju vrednosti iz prvotnega ob-
močja v novo območje. Tako prvotno kot novo območje določimo sami, in sicer tako,
da določimo najmanjšo in največjo vrednost v prvotnem območju ter najnižjo in naj-
višjo vrednost v novem območju. V našem primeru je najmanjša vrednost prvotnega
območja Rs,min, največja vrednost prvotnega območja pa je Rs,max. Novo območje pa
je definirano med 0◦ in 90◦.
Za popis vmesnih vrednosti uporablja funkcija map() linearno interpolacijo, zato mo-
ramo predpostaviti, da upornost senzorja narašča s kotom upogiba linearno.
3.4.3 3D aplikacija
Kot je bilo omenjeno v poglavju 3.3.2 Unity engine, smo za razvoj 3D aplikacije upo-
rabili Unity.
3.4.3.1 Program za branje podatkov iz mikrokrmilnika
3D aplikacija komunicira z mikrokrmilnikom preko USB-ja. Da lahko vzpostavimo po-
vezavo med njima, je potrebno najprej določiti, preko katerega vhoda je mikrokrmilnik
povezan na računalnik. To naredimo s pomočjo uporabniškega vmesnika, ki bo opisan
v nadaljevanju.
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Ko imamo znan vhod, preko katerega je povezana rokavica, je potrebno določiti še
hitrost prenosa podatkov (ang. baud rate), časovno omejitev branja podatkov (ang.
read timeout) in dolžino vrste (ang. queue length). Pomembno je, da je baud rate, ki je
nastavljen na mikrokrmilniku, enak tistemu, ki ga nastavimo v 3D aplikaciji, v našem
primeru je to 250000. Z read timeout določimo, koliko časa naj aplikacija bere podatke,
ki jih dobi iz mikrokrmilnika, preden nadaljuje z naslednjo vrstico v programu, s queue
length pa določimo dolžino ene vrste podatkov. Z vsemi nastavljenimi spremenljivkami
lahko nato povežemo 3D aplikacijo z mikrokrmilnikom.
Ob zagonu 3D aplikacije izvede mikrokrmilnik kalibracijo vseh senzorjev, v tem času
se na zaslonu aplikacije pojavi napis ”Calibrating, please keep your hand in the star-
ting position with all fingers extended”. Ko mikrokrmilnik do konca izvede kalibracijo,
začne preko serijske komunikacije pošiljati podatke o vrednostih senzorjev 3D apli-
kaciji. Podatki so zapisani v obliki string, zato je potrebno pred uporabo podatkov
le-te spremeniti v niz decimalnih vrednosti oziroma float. To naredimo tako, da po-
datke iz mikrokrmilnika v obliki string med seboj najprej ločimo, in sicer s funkcijo
string.Split(). Tej moramo določiti ločilo, glede na katero razdeli string v več string-ov.
Ločene vrednosti nato zapišemo v prazen niz. Vrednosti v nizu so v tem trenutnku
še vedno v obliki string, zato vse vrednosti v nizu pretvorimo v decimalno število s
pomočjo funkcije float.Parse().
3.4.3.2 Program za premikanje členkov virtualne roke
Premikanje posameznih členkov na roki kontroliramo s petimi različnimi programi,
in sicer s programom za dlan, programom za proksimalno prstnico, programom za
srednjo prstnico, programom za distalno prstnico ter programom za palec. Vseh pet
programov deluje na enak način, med seboj pa so ločeni zaradi načina programiranja v
Unity, kjer je potrebno vsakemu objektu (v našem primeru so to členki v roki) dodati
svoj program. Zaradi lažje preglednosti programa, smo se zato v našem primeru odločili
za pet programov.
V vseh primerih najprej preberemo podatke o senzorjih mikrokrmilnika ter iz niza
podatkov izločimo vrednosti senzorjev, ki so pomembni za premikanje posameznega
členka. S pomočjo prebranih vrednosti določimo vektor premika posameznega členka,
nato uporabimo funkcijo Transform.rotate() za rotacijo posameznega členka okoli svo-
jega izhodišča.
V primeru premikanja dlani uporabljamo za rotacijo namesto vpadnih kotov kvaterni-
one. Za to uporabimo funkcijo Transform.rotation = Quaternion(x,y,z,w).
V primeru prstnic uporabljamo funkcijo Transform.localEulerAngle() s pomočjo katere
omogočimo, da je izhodišče, okoli katerega se prst vrti, odvisno od trenutne pozicije
dlani. Tukaj za rotacijo uporabljamo eulerjeve kote, saj so le-ti bolj intuitivni. Prav
tako pa v primeru rotacije prstnic ne more priti do pojava Gimbal lock, saj se le-te
v naši aplikaciji vrtijo le okoli ene osi (imajo le eno prostorsko stopnjo). V poglavju
2.4 Kinematika roke smo sicer omenili, da imajo proksimalne prstnice v resnici dve
prostorski stopnji, vendar imajo v našem primeru vse prstnice le eno prostorsko stopnjo
zaradi uporabljenih senzorjev za upogib. Ti namreč zaznajo premik členka le okoli ene
osi in samo v eno smer (od 0◦ do 180◦).
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Kot je bilo omenjeno v poglavju 2.4 Kinematika roke je premik distalne prstnice odvisen
od premika srednje prstnice, zato v primeru programa za premikanje distalnih prstnic
prebrane vrednosti rotacije srednje prstnice preračunamo v rotacijo distalne prstnice s
sledečo enačbo:
θDIP =
2
3
θPIP (3.16)
Pri tem je θDP kot zasuka distalne prstnice okoli sklepa, θSP pa kot zasuka srednje
prstnice. Preračunan kot upogiba nato prav tako zapišemo v vektor.
3.4.3.3 Uporabniški vmesnik
Da lahko razvito 3D aplikacijo zaženemo na drugih računalnikih, smo potrebovali še
uporabniški vmesnik. Le-ta je v Unity engine sestavljen iz treh scen — WelcomeScene,
MainScene in SettingsScene
WelcomeScene oziroma Vhodna scena (slika 3.18) je prva scena, ki se prikaže, ko
zaženemo aplikacijo. V njej lahko nastavimo pravilen vhod in baud rate za povezavo z
rokavico. Nato lahko pritisnemo tipko start, ki nas pelje v MainScene oziroma Glavno
sceno. Če želimo aplikacijo zapustiti, lahko pritisnemo tipko Quit.
Slika 3.18: Vhodna scena aplikacije.
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MainScene ali Glavna scena (slika 3.19a) je scena, v kateri se izvaja simulacija pre-
mikanja roke v virtualni resničnosti. Ko prvič vstopimo v Glavno sceno, se prične
kalibracija rokavice. Dokler se rokavica kalibrira, se na ekranu pojavi napis, prika-
zan na sliki 3.19b. Ko je kalibracija končana, se napis ugasne in se začne simulacija
roke. Med simulacijo se v spodnjem levem kotu izpisujejo trenutne vrednosti senzorjev
rokavice.
(a)
(b)
Slika 3.19: Glavna scena (a) med simulacijo (b) med kalibracijo rokavice.
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Če se aplikacija slučajno ne more povezati z rokavico ali pride do kakršne koli druge
napake, se v Glavni sceni pojavi napis, prikazan na sliki 3.20. Glavna scena prav
tako vsebuje tri gumbe, in sicer tipko Exit, tipko Settings in tipko Restart simulation.
Če pritisnemo tipko Restart simulation, se ponovno zažene kalibracija rokavice, po
kalibraciji pa se simulacija roke nadaljuje. Če pritisnemo tipko Exit, nas aplikacija
vrže nazaj na Vhodno sceno, kjer lahko ponovno nastavimo vhod ter baud rate in se
vrnemo v simulacijo ali pa popolnoma zapremo aplikacijo. V primeru tipke Settings
nas aplikacija pelje v SettingsScene ali Nastavitve.
Slika 3.20: Glavna scena v primeru napake.
Nastavitve (slika 3.21)so namenjene spreminjanju vhoda in baud rate naše aplikacije,
če se trenutne nastavitve ne ujemajo z našo rokavico. Ko spremenimo nastavitve, lahko
pritisnemo tipko Continue, ki nas pelje nazaj v Glavno sceno, kjer lahko nadaljujemo
s simulacijo.
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Slika 3.21: Nastavitve aplikacije.
3.4.4 Zapisovanje vrednosti v bazo podatkov
Da bi lahko rokavico uporabili tudi z drugimi aplikacijami, kot je npr. Process Simulate
podjetja Siemens, smo se odločili, da bomo zbrane podatke iz rokavice zapisovali v bazo
podatkov. Za to smo uporabili SQLite. To je sistem za obravnavanje baz podatkov,
ki, v nasprotju s SQL, za svoje delovanje ne potrebuje serverja.
Za zapisovanje podatkov iz mikrokrmilnika v bazo podatkov smo v razvojnem okolju
Processing izdelali aplikacijo za branje podatkov iz mikrokrmilnika ter zapisovanje le-
teh v lokalno bazo podatkov.
Aplikacija bere podatke iz mikrokrmilnika preko serijske komunikacije. Pri tem moramo
paziti, da sta baudRate in port enaka kot pri mikrokrmilniku. Izbira baudRate in port
trenutno ni avtomatična, zato mora uporabnik le-te izbrati sam. To naredimo tako, da
v kodi aplikacije pred zagonom nastavimo spremenljivki portName in baudRate.
Aplikacija nato vzpostavi povezavo z bazo podatkov po imenu arduino.db3, ki se nahaja
v isti mapi kot aplikacija. Pomembno je, da se baze podatkov ne premakne iz te mape,
saj je v tem primeru naša aplikacija ne bo našla. Nato se v bazi podatkov ustvari nova
tabela, po imenu data, če le-ta v bazi še ne obstaja. Vanjo se namreč zapisujejo podatki
iz mikrokrmilnika. Tabela data, prikazana na sliki 3.22, je sestavljena iz 14 stolpcev.
Prvi 4 stolpci, imenovani w, x, y in z, vsebujejo vrednosti, ki ji mikrokrmilnik pridobi
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iz MPU6050 v obliki kvaterniona. Preostali stolpci pa vsebujejo vrednosti posameznih
prstnic, pri čemer vsebuje prvih pet stoplcev, imenovanih IPP, MPP, RPP, PPP in
TPP, vrednosti zasukov proksimalnih prstnic, zadnjih pet stolpcev, imenovanih IIP,
MIP, RIP, PIP ter TIP, pa vsebuje vrednosti zasukov srednjih prstnic. Podatke v
tabelo zapisujemo z ukazom INSERT INTO data().
Slika 3.22: Tabele data iz baze podatkov arduino.db3, če dostopamo do nje preko
SQLite.
Ker se branje in zapisovanje v bazo podatkov izvaja v ozadju in končni uporabnik
SQLite sistema tega ne vidi, smo aplikaciji dodali še funkcijo za zapisovanje podatkov
iz sqlite v .csv datoteko podatki.csv.
Za zapis podatkov v datoteko aplikacija najprej prebere zadnjo zapisano vrstico v
tabeli data, ki se nahaja v bazi podatkov arduino.db3. Prebrane podatke nato zapiše v
novo tabelo datoteke podatki.csv tako, da najprej doda novo vrstico v obstoječo tabelo
s funkcijo newRow = Table.addRow(), nato pa s funkcijo newRow.SetString(column,
string) zapiše podatek v pravilni stolpec, pri čemer je column ime stolpca, v katerega
zapisujemo podatek, string pa podatek, ki ga želimo zapisati.
Datoteko podatki.csv lahko nato odpremo sami ali jo uvozimo v Excel, kjer lahko
podatke beremo ali obdelujemo. Pri tem moramo paziti, da se podatki v datoteko
ne morejo zapisovati iz baze podatkov, dokler je datoteka odprta, saj aplikacija novih
podatkov ne more shranjevati, če je datoteka že v uporabi.
Prav tako je pomembno vedeti, da lahko preko serijske komunikacije podatke iz mi-
krokrmilnika istočasno bere samo ena aplikacija — ali 3D aplikacija za simulacijo ali
aplikacija za zapisovanje podatkov v bazo podatkov. Razlog za to je serijska komuni-
kacija, saj lahko mikrokrmilnik komunicira le z eno aplikacijo na enkrat.
3.5 Analiza delovanja
Za analizo delovanja rokavice smo izvedli štiri preizkuse. Pri prvih dveh preizkusih
nas je zanimala natančnost rokavice, medtem ko smo s tretjim in četrtim preizkusom
preverjali ponovljivost sistema.
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3.5.1 Preizkus natančnosti I
Natančnost senzorjev, ki smo jih uporabili v rokavici, smo preizkusili tako, da smo
merili odstopanje dejanske pozicije roke od virtualne.
Za izvedbo meritev smo uporabili tri različne podlage (slika 3.23), na katerih smo merili
vrednosti senzorjev na rokavici in sicer vodoravno podlago, podlago z naklonom 45◦
in navpično podlago oziroma podlago z naklonom 90◦. Naklon podlag smo izmerili z
merilnikom kota.
Slika 3.23: Orodja, uporabljena za izvedbo preizkusov natančnosti.
Preizkus natančnosti I je namenjen merjenju natančnosti senzorja MPU6050 in je po-
tekal tako, da smo najprej izvedli kalibracijo vseh senzorjev na vodoravni podlagi, kjer
je bila označena začetna pozicija dlani (slika 3.24).
Slika 3.24: Izhodiščni položaj roke med kalibracijo rokavice.
Dlan smo nato premaknili na podlago z naklonom 45◦ tako, kot je prikazano na sliki
3.25a, in smo nato odčitali virtualni naklon dlani okoli prečne osi (ang. pitch). Vir-
tualne vrednosti naklonov smo odčitali iz podatkov, ki jih je mikrokrmilnik pošiljal na
računalnik. Dlan smo nato zasukali za 90◦ okoli navpične osi ter jo ponovno položili na
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podlago z naklonom 45◦, kot je prikazano na sliki 3.25b. Tako smo odčitali virtualni
naklon dlani okoli vzdolžne osi (ang. roll).
(a) (b)
Slika 3.25: (a) Merjenje vpadnega kota pitch na podlagi s 45◦ naklonom. (b) Merjenje
vpadnega kota roll na podlagi s 45◦ naklonom.
Zatem smo položili roko nazaj na vodoravno podlago, kjer smo dlan zasukali za 15◦ v
levo okoli navpične osi, kot je prikazano na sliki 3.26, ter odčitali virtualni naklon dlani
okoli navpične osi (ang. yaw). Kot dejanskega zasuka smo določili s pomočjo merilnika
kota.
Slika 3.26: Merjenje vpadnega kota yaw na vodoravni podlagi s -15◦ zasukom.
Preizkus smo ponovili še na podlagi z naklonom 90◦ (slika 3.27a in 3.27b). V primeru
zasuka virtualne dlani okoli navpične osi smo preizkus ponovili na 30◦ zasuku v desno
(slika 3.27c), kar je maksimalni možni zasuk zapestja okoli navpične osi.
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(a) (b)
(c)
Slika 3.27: (a) Merjenje vpadnega kota pitch na podlagi z 90◦ naklonom. (b)
Merjenje vpadnega kota roll na podlagi z 90◦ naklonom. (c) Merjenje vpadnega kota
yaw na podlagi s 30◦ naklonom.
Vsako meritev smo pred spremembo pozicije izvedli 37-krat. Na obeh podlagah smo
celoten preizkus nato izvedli še 10-krat, pri čemer smo med vsakim preizkusom ponovno
skalibrirali senzorje, zatem pa preverili še začetno pozicijo, kjer so vsi vpadni koti 0◦.
Ker so izmerjene vrednosti virtualne roke predstavljene v kvaternionih, je bilo potrebno
le-te pred primerjavo z dejanskimi vrednostmi pretvoriti v vpadne kote. To smo naredili
37
Metodologija raziskave
s pomočjo enačbe [24]:
⎡⎣Φθ
ψ
⎤⎦ =
⎡⎢⎢⎢⎢⎣
arctan(
2(qwqx + qyqz)
1− 2(q2x + q2y)
)
arcsin(2(qwqy − qyqx))
arctan(
2(qwqz + qxqy)
1− 2(q2y + q2z)
)
⎤⎥⎥⎥⎥⎦ (3.17)
Pri tem je Φ vpadni kot okoli x-osi (ang. roll), θ vpadni kot okoli y-osi (ang. pitch)
in ψ vpadni kot okoli z-osi (ang. yaw). qw je skalarni del kvaterniona, qx, qy in qz pa
predstavljajo vektorski del kvaterniona.
Meritvam posameznega preizkusa smo nato izračunali aritmetično sredino ter njihov
razpon (R). Nato smo izračunali še aritmetično sredino preizkusov (φ), njihovo stan-
dardno deviacijo (s) ter natančnost dobljene vrednosti, da ji lahko zaupamo 95 %, kar
je enako 2s [26]. Rezultate smo na koncu izrisali v diagram za posamezen vpadni kot.
3.5.2 Preizkus natančnosti II
Za izvedbo preizkusa natančnosti II smo prav tako uporabili tri različne podlage, na
katerih smo merili vrednosti senzorjev — vodoravno podlago, podlago z naklonom 45◦
in navpično podlago oziroma podlago z naklonom 90◦ (slika 3.23).
Preizkus natančnosti II je namenjen določanju natančnosti upogibnih senzorjev prstov.
Preizkus je potekal tako, da smo najprej izvedli kalibracijo senzorjev na vodoravni
površini, z iztegnjenimi prsti, kot je prikazano na sliki 3.24, kar predstavlja njihovo
začetno pozicijo. Nato smo s pomočjo podlage z naklonom 45◦ upognili posamezen
prst v prvem členku, kot je prikazano na sliki 3.28a. Pri tem smo pazili, da sta bila
drugi in tretji členek v prstu iztegnjena. Tako smo izmerili virtualni upogib prvega
senzorja na prstu ter posledično upogib virtualnega prsta v prvem členku. Zatem smo
s pomočjo podlage z naklonom 45◦ upognili posamezen prst še v drugem členku, kot
je prikazano na sliki 3.28a.
(a) (b)
Slika 3.28: (a) Merjenje zasuka proksimalne prstnice na podlagi s 45◦ naklonom. (b)
Merjenje zasuka srednje prstnice na podlagi s 45◦ naklonom.
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Ker tretji členek ne more biti iztegnjen, kadar je drugi členek upognjen, smo upogib
drugega členka merili tako, da smo prst pritisnili na podlago s tako silo, da se je tretji
členek poravnal s podlago. S tem smo preprečili, da bi upogib prsta okoli tretjega
členka vplival na dejanski kot upogiba prsta okoli drugega členka.
(a) (b)
Slika 3.29: (a) Merjenje zasuka proksimalne prstnice na podlagi z 90◦ naklonom. (b)
Merjenje zasuka srednje prstnice na podlagi z 90◦ naklonom.
Meritev na podlagi z naklonom 45◦ smo ponovili za vsak prst 37-krat. Za tem smo
preizkus ponovili še na navpični podlagi, prav tako 37-krat za vsak prst, kot je prikazano
na sliki 3.29. Med posamezno meritvijo smo preverjali tudi vrednost senzorjev, kadar
so prsti iztegnjeni. Celoten postopek smo nato ponovili še desetkrat, pri čemer smo
pred začetkom vsake ponovitve senzorje ponovno skalibrirali.
Meritvam posameznega preizkusa smo nato izračunali aritmetično sredino ter njihov
razpon (R). Nato smo izračunali še aritmetično sredino preizkusov (φ), njihovo stan-
dardno deviacijo (s) ter natančnost dobljene vrednosti, da ji lahko zaupamo 95 %, kar
je enako 2s. Rezultate smo na koncu izrisali v diagram za posamezen upogibni senzor.
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3.5.3 Preizkus ponovljivosti I
Preizkus ponovljivosti I je namenjen preverjanju ponovljivosti rokavice v primeru po-
biranja montažnih kosov s celo roko. Za njegovo izvedbo smo uporabili valj premera
65.21 mm in merilno orodje v Unity, prikazano na sliki 3.30.
Slika 3.30: Orodja uporabljena za izvedbo preizkusov ponovljivosti.
Preizkus smo začeli s kalibracijo rokavice na ravni površini, ki je predstavljala začetno
pozicijo roke (slika 3.24). Iz tega izhodišča je preizkuševalec nato premaknil roko ter
prijel valj (slika 3.31).
Slika 3.31: Prijem valja.
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S pomočjo merilnega orodja v Unity smo nato izmerili razdaljo med srednjim členkom
kazalca ter zadnjim členkom palca, kot je prikazano na sliki 3.32. Razdalja med njima
je namreč enaka premeru valja. Preizkuševalec je zatem roko premaknil nazaj v začetno
izhodišče. Prijem valja smo ponovili 37-krat.
Slika 3.32: Merjenje razdalje v Unity.
Iz izmerjenih podatkov smo nato izračunali aritmetično sredino (d), razpon meritev (R)
ter eksperimentalni standardni odklon meritev (s), s katerim popišemo ponovljivost
sistema. Izračunane vrednosti smo zapisali v tabelo. Za konec smo narisali diagram
ponovljivosti. Vanj smo prav tako vključili dejansko vrednost premera valja, saj nas je
zanimalo, za koliko se vrednosti med seboj razlikujeta.
3.5.4 Preizkus ponovljivosti II
Preizkus ponovljivosti II pa je namenjen preverjanju delovanja rokavice v primerih, kjer
so montažni elementi manjši (npr. vijaki) in rabimo za prijem kosa le palec in kazalec.
Za preizkus ponovljivosti II smo uporabili vijak velikosti M3 ter merilno orodje v Unity.
Tudi ta preizkus smo začeli s kalibracijo rokavice v začetni poziciji. Preizkuševalec je
nato premaknil rokavico do vijaka in le-tega pobral.
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Slika 3.33: Prijem vijaka.
S pomočjo merilnega orodja v Unity smo izmerili razdaljo med blazinicami palca in
kazalca (slika 3.34) v simulaciji in meritev primerjali z realnim premerom vijaka. Pre-
izkuševalec je zatem premaknil roko v začetno izhodišče. Prijem vijaka smo ponovili
37-krat.
Slika 3.34: Merjenje razdalje v Unity.
Iz izmerjenih podatkov smo nato izračunali aritmetično sredino (d), razpon meritev (R)
ter eksperimentalni standardni odklon meritev (s), s katerim popišemo ponovljivost
sistema. Izračunane vrednosti smo zapisali v tabelo. Za konec smo narisali diagram
ponovljivosti. Vanj smo prav tako vključili dejansko vrednost premera vijaka, saj nas
je zanimalo, za koliko se vrednosti med seboj razlikujeta.
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4 Rezultati
4.1 Preizkus natančnosti I
Na sliki 4.1 lahko vidimo diagram natančnosti senzorja MPU6050 glede na vse vpadne
kote. V tabeli 4.1 pa so prikazani rezultati za posamezne vpadne kote, kjer je ψ vpadni
kot yaw, θ vpadni kot pitch in Φ vpadni kot roll. Opazimo lahko, da je merjena
vrednost redko enaka dejanski vrednosti. V povprečju odstopa merjena vrednost od
dejanske vrednosti za 2,04◦ z občasnimi ekstremi, kot je na primer tretja meritev v
diagramu, prikazanem na sliki 4.1b, kjer merjena vrednost od izhodiščne odstopa za
kar 13,15◦ pri dejanski vrednosti 0◦. Povprečnemu odstopanju merjene vrednosti od
dejanske vrednosti pravimo merilni pogrešek in je v tabeli 4.1 označen z ∆φ. Prav tako
lahko opazimo, da se največje razlike med merjeno in dejansko vrednostjo pojavijo pri
kotu 90◦, medtem ko se najmanjša odstopanja pojavijo pri kotu 0◦.
Povprečna standardna deviacija meritev (v tabeli 4.1 s) senzorja MPU6050 je 1,65◦,
natančnost meritev, da jim lahko zaupamo 95 % (v tabeli 4.1 2s, pa je izračunana na
3,30◦.
Kot je bilo omenjeno v poglavju 3.5.1, smo vsak gib izmerili 37-krat v enem preizkusu,
celoten preizkus pa smo ponovili desetkrat. Če si ogledamo zgornje diagrame lahko iz
absolutnih napak posameznih preizkusov vidimo, da meritve iz istega preizkusa med
seboj variirajo minimalno, medtem ko je razlika med posameznimi preizkusi veliko bolj
očitna.
Preglednica 4.1: Tabela rezultatov preizkusa natančnosti I.
ψ [◦] θ [◦] Φ [◦] povprečje [◦]
φdej [
◦] 0,00 -15,00 30,00 0,00 45,00 90,00 0,00 45,00 90,00 /
φ[◦] 0,97 -15,06 29,09 1,19 42,60 85,10 0,65 47,09 84,82 /
∆φ[◦] 0,97 0,06 0,91 1,19 2,40 4,90 0,65 2,09 5,18 2,04
s [◦] 3,49 0,40 0,74 4,21 1,53 1,74 1,32 0,62 0,78 1,65
2s[◦] 6,98 0,81 1,48 8,43 3,06 3,48 2,65 1,23 1,56 3,30
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(a)
(b)
(c)
Slika 4.1: Diagram natančnosti (a) vpadnega kota yaw (b) vpadnega kota pitch (c)
vpadnega kota roll.
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4.2 Preizkus natančnosti II
Na slikah 4.2, 4.3, 4.4, 4.5 in 4.6 si lahko ogledamo natančnost posameznih upogibnih
senzorjev za merjenje upogiba v prstih. Povprečni merilni pogrešek, označen v tabeli
4.2 kot ∆φ, je 3,96◦ za senzorja proksimalnih prstnic, ter 3,15◦ za senzorje srednjih
prstnic. Povprečna standardna deviacija meritev (v tabeli 4.2 s) za upogibne senzorje
je 5,15◦ v primeru proksimalnih prstnic ter 4,25◦ v primeru srednjih prstnic. Natančnost
meritev, da jim lahko zaupamo 95 % (v tabeli 4.2 2s), pa je izračunana na 10,31◦ v
primeru proksimalnih prstnic ter 8,50◦ v primeru srednjih prstnic.
Vidimo lahko tudi, da je razpon meritev znotraj istega poskusa velik, z največjim
razponom v primeru senzorja proksimalne prstnice kazalca, ki je prikazan na sliki 4.3a.
Le-ta odstopa od povprečne vrednosti za 35,97◦.
Preglednica 4.2: Tabela rezultatov preizkusa natančnosti II.
Upogibni senzorji za merjenje proksimalnih prstnic
φkazalec [
◦] φsredinec [◦] φprstanec [◦] φmezinec [◦] φpalec [◦] φpovp [◦]
φdej [
◦] 0,00 45,00 90,00 0,00 45,00 90,00 0,00 45,00 90,00 0,00 45,00 90,00 0,00 45,00 90,00 /
φ[◦] -14,12 39,43 87,43 -1,43 47,91 87,88 -0,76 39,14 82,74 -3,40 38,52 88,79 -4,45 43,83 90,05 /
∆φ[◦] 14,12 5,57 2,57 1,43 2,91 2,12 0,76 5,86 7,26 3,40 6,48 1,21 4,45 1,17 0,05 3,96
s [◦] 9,31 9,24 8,33 1,03 3,95 4,01 0,63 5,33 4,24 2,87 8,30 3,52 7,90 5,24 3,39 5,15
2s[◦] 18,63 18,48 16,67 2,06 7,90 8,02 1,26 10,66 8,47 5,74 16,61 7,04 15,80 10,49 6,77 10,31
Upogibni senzorji za merjenje srednjih prstnic
φkazalec [
◦] φsredinec [◦] φprstanec [◦] φmezinec [◦] φpalec [◦] φpovp [◦]
φdej [
◦] 0,00 45,00 90,00 0,00 45,00 90,00 0,00 45,00 90,00 0,00 45,00 90,00 0,00 45,00 90,00 /
φ[◦] 2,73 42,20 92,51 1,54 44,95 82,70 0,40 38,71 79,60 0,70 42,44 92,45 -0,61 45,25 83,38 /
∆φ[◦] 2,73 2,80 2,51 1,54 0,05 7,30 0,40 6,29 10,40 0,70 2,56 2,45 0,61 0,25 6,62 3,15
s [◦] 1,86 7,16 4,86 2,39 5,13 4,18 1,66 6,05 4,71 0,95 5,74 3,05 6,97 4,50 4,58 4,25
2s[◦] 3,73 14,33 9,71 4,79 10,26 8,36 3,32 12,09 9,42 1,90 11,48 6,10 13,94 9,00 9,15 8,50
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Rezultati
(a)
(b)
Slika 4.2: Diagram natančnosti senzorjev za merjenje palca (a) spodnji senzor (b)
zgornji senzor.
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Rezultati
(a)
(b)
Slika 4.3: Diagram natančnosti senzorjev za merjenje kazalca (a) spodnji senzor (b)
zgornji senzor.
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Rezultati
(a)
(b)
Slika 4.4: Diagram natančnosti senzorjev za merjenje sredinca (a) spodnji senzor (b)
zgornji senzor.
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(a)
(b)
Slika 4.5: Diagram natančnosti senzorjev za merjenje prstanca (a) spodnji senzor (b)
zgornji senzor.
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Rezultati
(a)
(b)
Slika 4.6: Diagram natančnosti senzorjev za merjenje mezinca (a) spodnji senzor (b)
zgornji senzor.
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4.3 Preizkus ponovljivosti I
Na sliki 4.7 si lahko ogledamo ponovljivost našega sistema v primeru, ko ga uporabljamo
za prijem večjih montažnih kosov, kot je npr. valj premera 65,21 mm, ki smo ga
uporabili v našem preizkusu. Opazimo lahko, da so naše meritve precej raztrosene
glede na povprečno izmerjeno vrednost.
V tabeli 4.3 so prikazani rezultati ponovljivosti našega sistema. Eksperimentalna stan-
dardna deviacija, v tabeli 4.3 označena s s, je 1,65 mm, razpon meritev, v tabeli 4.3
označen z R, pa je 7,7 mm. Natančnost meritev, da jim lahko zaupamo 95 %, v tabeli
4.3 označena kot 2s, je v tem preizkusu 3,30 mm.
Prav tako lahko iz diagrama 4.7 takoj opazimo, da je razlika med dejanskim premerom
valja ter povprečnim izmerjenim premerom valja ( v tabeli 4.3 označena z ∆d) zelo
visoka, in sicer 32,86 mm.
Preglednica 4.3: Tabela rezultatov preizkusa ponovljivosti I.
Preizkus ponovljivosti I
ddejanski [mm] 65,21
d[mm] 32,36
∆d[mm] 32,85
s [mm] 1,65
2s [mm] 3,30
R [mm] 7,70
Slika 4.7: Diagram ponovljivosti sistema v primeru prijema valja.
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4.4 Preizkus ponovljivosti II
Na sliki 4.8 si lahko ogledamo ponovljivost našega sistema v primeru, ko ga uporabljamo
za prijem manjših montažnih kosov, kot so na primer vijaki. Tudi v tem primeru je
raztros naših meritev velik, pri čemer je v primeru manjših montažnih kosov eksperi-
mentalna standardna deviacija, v tabeli 4.4 označena s s, 2,24 mm, največji razpon, v
tabeli 4.4 označen z R, pa je 12,79 mm. Natančnost meritev, da jim lahko zaupamo 95
%, v tabeli 4.4 označena kot 2s, je v tem primeru 4,48 mm.
Tudi v tem primeru lahko iz diagrama 4.8 opazimo, da se povprečni izmerjeni premer
razlikuje od dejanskega premera vijaka, in sicer za 18,87 mm (∆d v tabeli 4.4).
Preglednica 4.4: Tabela rezultatov preizkusa ponovljivosti II.
Preizkus ponovljivosti II
ddejanski [mm] 3,00
d[mm] 21,87
∆d[mm] 18,87
s [mm] 2,24
2s [mm] 4,48
R [mm] 12,79
Slika 4.8: Diagram ponovljivosti sistema v primeru prijema vijaka.
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5 Diskusija
V poglavju 4 Rezultati smo glede na zastavljene preizkuse prikazali, da je merilni po-
grešek našega sistema 2,04◦ v primeru MPU6050, 3,96◦ v primeru upogibnih senzorjev
za proksimalne prstnice ter 3,15◦ v primeru upogibnih senzorjev za srednje prstnice.
Prav tako smo opazili, da v primeru MPU6050 natančnost meritev pada z naraščanjem
kota, ki ga merimo, največje odstopanje pa se pojavi pri merjenju 90◦.
Predpostavljamo, da je razlog za to pojav, ki se mu reče Gimbal Lock in je opisan
v poglavju 3.4.2.2. Zaradi izgube ene izmed prostorskih stopenj se namreč zgodi, da
vrednosti paralelnih osi ni mogoče več zaznavati kot posamezne vrednosti. Predvide-
vamo, da se vrednosti pri 90◦ naklonu ne približajo dejanski vrednosti, ker postaneta
takrat dve osi paralelni in ene izmed teh osi ne moremo več zaznavati. To pomeni, da
se vrednost naših meritev ne spreminja, dokler se senzor nahaja v Gimbal lock tudi,
če dlan v resnici premaknemo do 90◦ naklona.
Med izvajanjem meritev smo prav tako ugotovili, da je vpadni kot, ki ga merimo,
odvisen od preostalih dveh vpadnih kotov, in sicer tako, da je merjeni vpadni kot bolj
natančen, bolj kot sta preostala dva vpadna kota blizu izhodiščne vrednosti (0◦), 90◦
ali 180◦.
Če primerjamo tabeli 4.1 in 4.2, lahko vidimo, da so upogibni senzorji manj zanesljivi
kot MPU6050. Povprečni merilni pogrešek je sicer podoben, vendar je standardna
deviacija upogibnih senzorjev tudi do štirikrat večja. Prav tako lahko iz grafov razbe-
remo, da je raztros meritev znotraj istega poskusa večji v primeru upogibnih senzorjev
— tudi do 300-krat večji. Najbolj problematičen primer je upogibni senzor za za-
znavanje zasuka proksimalne prstnice kazalca (slika 4.3a), kjer maksimalni razpon od
povprečne vrednosti preizkusa odstopa za 35,97◦. Do tako velikega raztrosa je v pri-
meru upogibnega senzorja za zaznavanje zasuka proksimalne prstnice kazalca prišlo
zaradi njegove nestabilnosti. Predvidevamo, da je senzor poškodovan, saj smo pove-
zavo med senzorjem in mikrokrmilnikom večkrat popravili, da bi poskusili odpraviti
njegovo nestabilnost. Le-ta je nestabilen, saj se med merjenjem v isti poziciji njegove
vrednosti spreminjajo do 20◦ v plus ali minus, ne da bi premikali prst. Nestabilnost
senzorja proksimalne prstnice kazalca vpliva tudi na standardno deviacijo (s) senzorjev
proksimalne prstnice in natančnost njihovih meritev, da jim lahko zaupamo 95 % (2s).
V tabeli 4.2 lahko namreč vidimo, da s in 2s senzorja proksimalne prstnice kazalca od
preostalih vrednosti senzorjev proskimalnih prstnic izstopata od večine.
Kar se tiče ponovljivosti sistema, smo s preizkusi ponovljivosti I in II (poglavje 3.5.3
in 3.5.4), kjer smo preizkušali ponovljivost sistema v primeru uporabe rokavice za
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simulacijo ročne montaže, ugotovili, da je eksperimentalni standardni odmik sistema
1,65 mm v primeru prijema večjih kosov ter 2.24 mm v primeru prijema manjših kosov,
kot so vijaki. Največja razlika med meritvami pa je bila 7,7 mm v primeru prijema
večjih kosov, kot je valj, ter 12,79 mm v primeru prijema manjših kosov kot so vijaki.
Tako veliko razliko prav tako pripisujemo nestabilnosti senzorja za zaznavanje zasuka
proksimalne prstnice, saj se je njegova vrednost med merjenjem ves čas spreminjala.
Ker smo premer virtualnega valja v obeh preizkusih merili z razdaljo med palcem in
kazalcem, smo včasih ujeli meritev, ki je od povprečne meritve proksimalne prstnice
kazalca lahko odstopala do 20◦. To je posledično vplivalo na večjo ali manjšo izmerjeno
razdaljo od povprečne do 4,29 mm v primeru večjih montažnih kosov ter do 6,59 mm
v primeru manjših montažnih kosov.
Prav tako lahko opazimo, da pri merjenju ponovljivosti sistema merjen premer od
dejanskega odstopa za 32,86 mm v primeru večjih montažnih kosov ter 18,87 mm v
primeru manjših montažnih kosov. Razlog za to je, da lahko s trenutnimi senzorji, ki
jih uporabljamo za merjenje premika prstov, zaznamo samo en DOF prsta, medtem
ko imajo proksimalne prstnice v resnici dve DOF, palec pa ima celo tri DOF zaradi
premične dlančnice. Ker ne merimo vseh DOF, se zgodi, da gib, ki ga naredimo v
resničnosti, ni enak, kot se izvede v virtualni resničnosti. Razliko med njima si lahko
ogledamo na slikah 3.31 in 3.32 ter 3.33 in 3.34.
Če primerjamo ponovljivost sistema v primeru prijema večjih kosov ter prijema manjših
montažnih kosov, lahko ugotovimo, da je ponovljivost veliko slabša v primeru manjših
montažnih kosov. Predvidevamo, da je eden izmed razlogov za to tudi način, kako
smo pobirali posamezna objekta v resničnosti. Medtem ko je bil gib za prijem valja
v preizkusu ponovljivosti I precej omejen — valj smo vsakič prijeli s celotno roko, ter
s prsti postavljenimi skupaj — je bil gib za prijem vijaka v preizkusu ponovljivosti II
veliko bolj prost — vijak bi lahko prijeli z iztegnjenimi ali z delno pokrčenimi prsti.
Torej, če nismo bili pozorni, da smo vijak vsakič pobrali z enakim gibom, je razlika v
pokrčenosti prstov med posameznimi prijemi lahko prispevala k raztrosu naših meritev.
Če primerjamo rezultate preizkusov natančnosti ter ponovljivosti našega sistema z ro-
kavico CyberGlove II, o katerih najdemo podatke na spletni strani podjetja Cyber-
Glove Systems [15], ugotovimo, da se z dobljenimi rezultati preizkusov ne približamo
natančnosti in ponovljivosti njihovega sistema. Prav tako s trenutnim sistemom ne
moremo zaznavati toliko prostostnih stopenj roke kot rokavica CyberGlove. Predvi-
devamo, da je razlog za to predvsem v izbiri senzorjev za zaznavanje gibanja prstov,
saj le-ti niso narejeni za natančne meritve in niso zmožni merjenja vseh prostostnih
stopenj proksimalnih prstnic.
Čeprav ima naš sistem v primerjavi z rokavico Cyberglove nekoliko slabšo natančnost in
ponovljivost, je izdelana rokavica še vedno uporabna za simulacijo grobe ročne montaže.
Le-to bi lahko izvajali v simulacijskem programu Siemens Process Simulate, in sicer
tako, da bi do podatkov, ki jih rokavica pošlje na računalnik, dostopali preko baze
podatkov.
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V diplomski nalogi smo zasnovali in izdelali prototip rokavice za interakcijo s 3D aplika-
cijami. Poleg tega smo izdelali še 3D aplikacijo za prikaz delovanja rokavice ter program
za zapisovanje izmerjenih vrednosti rokavice v bazo podatkov. Delujočo rokavico smo
nato testirali s štirimi preizkusi, s katerimi smo določili natančnost in ponovljivost ro-
kavice. Ugotovili smo, da je povprečna natančnost sistema 2,04◦ za merjenje pomika
dlani, 3,96◦ za merjenje proksimalnih prstnic ter 3,65◦ za merjenje srednjih prstnic.
Povprečni standardni odklon sistema je 1,65◦ za merjenje pomika dlani, 5,15◦ za mer-
jenje proksimalnih prstnic ter 4,25◦ za merjenje srednjih prstnic. Pri merjenju objektov
z rokavico smo ugotovili, da je ponovljivost sistema 1,65 mm za merjenje večjih objek-
tov (v našem primeru valja premera 65,21 mm) z razponom do 7,70 mm in 2,24 mm za
merjenje manjših objektov (v našem primeru vijaka M3 x 16) z razponom do 12,79 mm.
Da lahko natančnosti meritev rokavice zaupamo 95 %, lahko le-te od povprečne vre-
dnosti meritev odstopajo za 3,30◦ v primeru merjenja pomika dlani, 10,31◦ v primeru
merjenja proksimalnih prstnic ter 8,50◦ v primeru merjenja srednjih prstnic. V obeh
preizkusih ponovljivosti so zaradi pomanjkanja zaznavanja vseh prostostnih stopenj
roke z rokavico izmerjeni premeri objektov od dejanskih odstopali, in sicer za 32,85
mm v primeru valja ter 18,87 mm v primeru vijaka.
Ko smo primerjali natančnost ter ponovljivost rokavice z rokavico CyberGlove II, ki že
obstaja na trenutnem trgu, smo ugotovili, da se s trenutnim sistemom ne približamo
natančnosti in ponovljivosti rokavice CyberGlove II. Kljub temu smo s to diplomsko
nalogo pokazali, da je mogoče izdelati delujoč sistem za zaznavanje premikanja človeške
roke s cenovno dostopnimi komponentami.
Izdelana rokavica je kljub slabši natančnosti še vedno uporabna za izvajanje simulacij
grobe ročne montaže, kjer se bo v prihodnosti tudi uporabljala, in sicer v povezavi s
simulacijskim programom Siemens Process Simulate. Da je povezava med rokavico in
programom Siemens Process Simulate mogoča, smo v diplomski nalogi izdelali program
za zapisovanje vrednosti v bazo podatkov, iz katere lahko Siemens Process Simulate
pridobiva podatke o poziciji dlani in prstov.
Predlogi za nadaljnje delo
Ker rokavica v trenutni konfiguraciji ne zaznava vseh prostostnih stopenj roke, bi bilo v
nadaljnjem razvoju rokavici smiselno dodati senzorje za zaznavanje prostostnih stopenj
proksimalnih prstnic okoli y-osi ter prostostnih stopenj palca. Zaznavanje premikanja
palca bi lahko izboljšali z dodatnim žiroskopon na koncu palca, ki bi lahko zaznaval
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orientacijo le-tega. Zaznavanje premikanja proksimalnih prstnic bi lahko prav tako
izboljšali z žiroskopi, lahko pa bi trenutne senzorje zamenjali z upogibnimi senzorji,
ki zaznavajo upogib okoli dveh osi. Trenutnemu sistemu bi bilo v nadaljnjem razvoju
prav tako smiselno dodati komponento za komunikacijo preko Wi-Fi ali Bluetooth.
S tem USB-kabel, preko katerega rokavica trenutno komunicira z računalnikom, ne
bi več omejeval gibanja rokavice, kar bi posledično omogočalo bolj naravno gibanje
uporabnika ter razširjeno zmožnost uporabe sistema na različnih lokacijah.
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