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Triebel-Lizorkin-Lorentz spaces
and the Navier-Stokes equations
Pascal Hobus and Jürgen Saal
September 26, 2017
We derive basic properties of Triebel-Lizorkin-Lorentz spaces important
in the treatment of PDE. For instance, we prove Triebel-Lizorkin-Lorentz
spaces to be of class HT , to have property pαq, and to admit a multiplier
result of Mikhlin type. By utilizing these properties we prove the Laplace
and the Stokes operator to admit a bounded H8-calculus. This is finally
applied to derive local strong well-posedness for the Navier-Stokes equations
on corresponding Triebel-Lizorkin-Lorentz ground spaces.
1 Introduction
The Triebel-Lizorkin-Lorentz spaces F s,rp,q , a unification of Triebel-Lizorkin spaces F sp,q
and Lorentz spaces Lp,r, were introduced by Yang, Cheng and Peng (see [23]) in 2005,
where the possible parameters are s P R, 1 ă p, q ă 8 and 1 ď r ď 8. Implicitly the
spaces F s,rp,q already appear in the pertinent monograph of Triebel (see [20, Sec. 2.4.2]). By
means of wavelet theory in [23] F s,rp,q is proved to be a real interpolation scale of Triebel-
Lizorkin spaces, which is very important and helpful, in particular for applications to
PDE. In 2011, Xiang and Yan already considered Triebel-Lizorkin-Lorentz spaces in the
context of partial differential equations and established the local well-posedness of a
quasi-geostrophic equation (see [22]).
The scale F s,rp,q contains many important function spaces: By setting r “ p, we obtain
the Bessel-potential spaces Hsp for q “ 2 as well as the Sobolev-Slobodeckij spaces W
s
p
for q “ p in the case s R Z resp. q “ 2 in the case s P Z. In particular, we obtain the
Lebesgue spaces Lp by setting s “ 0 as well as the Lorentz spaces Lp,r “ F
0,r
p,2 .
It is therefore natural to ask, whether the scale of Triebel-Lizorkin-Lorentz spaces is
suitable in the treatment of partial differential equations, since a corresponding outcome
would yield results simultaneously in all spaces listed above.
The purpose of this paper is twofold. First we establish further fundamental properties
of Triebel-Lizorkin-Lorentz spaces, such as of class HT , property pαq, useful equivalent
norms, a Mikhlin type multiplier result, etc. (see Section 3). Second, we apply these
properties in order to prove a bounded H8-calculus for the Laplace and the Stokes
operator (Section 4 and 5) which, in turn, will then be utilized to construct a maximal
1
strong solution pu,∇pq of the Navier-Stokes equations
pNSEqf,u0
$’&’%
d
dt
u´∆u`∇p` pu ¨∇qu “ f in p0, T q ˆ Rn,
div u “ 0 in p0, T q ˆRn,
up0q “ u0 in R
n
in these spaces (Section 7). In fact, we prove the following result.
Theorem 1.1. Let n P N, n ě 2, s ą ´1 and let 1 ă p, q, r ă 8 and 1 ă η ă 8
such that n
2p
` 1
η
ă 1. Then for every f P Lηpp0,8q, pF
s,r
p,q qnq and initial value u0 P`
F
s,r
p,q , F
s`2,r
p,q
˘n
1´1{η,η
with vanishing divergence, there is a maximal time T ˚ ą 0 such that
the Navier-Stokes equations pNSEqf,u0 have a unique maximal strong solution pu,∇pq on
p0, T ˚q satisfying
u P H1η
`
p0, T q, pF s,rp,q q
n
˘
X Lη
`
p0, T q, pF s`2,rp,q q
n
˘
,
∇p P Lηpp0, T q, pF
s,r
p,q q
nq
for every T P p0, T ˚q. If additionally n
2p
` 2
η
ă 1, then u is either a global solution or we
have
T ˚ ă 8 and limsup
tÕT˚
}uptq}`
F
s,r
p,q , F
s`2,r
p,q
˘n
1´1{η,η
“ 8. (1.1)
Remark 1.2. The constraints on the parameters p, η, especially the more restrictive
one for the additional property that u is either a global solution or (1.1) holds, rely on
the use of the multiplication result for F s,rp,q -spaces given in Lemma 6.4. They might
be improved to the standard contraints in classical function spaces such as Lp. This,
however, requires optimal results on multiplication for F s,rp,q -spaces which by now are not
available and would go beyond the scope of this note.
In order to prove Theorem 1.1 we consider the usual operatorial formulation relying
on the use of Helmholtz projection and Stokes operator (see Theorem 7.1). Existence of
the Helmholtz decomposition and maximal regularity for the Stokes operator in Triebel-
Lizorkin-Lorentz spaces are proved in Section 5. The concept of maximal regularity
is introduced in the next section. Starting from the pioneering works of Leray, Hopf,
Fujita, Kato, Solonnikov, Giga, etc., local well-posedness for the Navier-Stokes equations
in classical functions spaces has been proved by a vast number of authors. We refrain from
trying to give a complete list here. Instead we refer to the well-known monographs [19, 8]
and the literature cited therein. For a comprehensive survey of results on the associated
linear Stokes operator we also refer to [11]. As mentioned above, our approach has the
advantage that it unifies many of the existing results on local well-posedness by the fact
that Triebel-Lizorkin-Lorentz spaces include quite a number of classical function spaces.
The approach to the Navier-Stokes equations given here is meant as a first step towards
a theory in Triebel-Lizorkin-Lorentz spaces. Further investigations such as for instance
well-posedness in critical Triebel-Lizorkin-Lorentz spaces are left as a future challenge.
This article is organized as follows. In Section 2 we fix notation and recall briefly
basic notions and tools related to maximal regularity. In Section 3 we establish further
properties of Triebel-Lizorkin-Lorentz spaces relevant for the handling of PDE. In Sec-
tion 4 we prove a bounded H8-calculus for the Laplacian and in Section 5 existence
of the Helmholtz decomposition and a bounded H8-calculus for the Stokes operator on
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solenoidal subspaces. The same property is proved to hold for the time derivative opera-
tor in Section 6 where we also give embedding results important to handle nonlinearities.
Theorem 1.1 is proved in Section 7. Finally, Appendix 8 collects basic facts on extension
operators used in the sections before.
2 Basic notation and preliminary results
Generally | ¨ | denotes the euklidean norm on Rn and the natural numbers N do not
contain zero whereas N0 “ N Y t0u. For two equivalent norms } ¨ } and } ¨ }
1 on a vector
space X we write } ¨ } „ } ¨ }1. Similarly, we use the notation } ¨ } À } ¨ }1 if there is a
constant C ą 0 such that } ¨ } ď C} ¨ }1. Commonly C denotes a generic positive constant.
Especially during estimates we also use C 1, C2, . . . when the constant changes. The space
of Schwartz functions is denoted by S pRnq and thus S 1pRnq is the space of tempered
distributions. The corresponding space of X-valued Schwartz functions (where X is a
Banach space) is S pRn,Xq and we set S 1pRn,Xq “ L pS pRnq,Xq, that is, the space
of continuous linear operators T : S pRnq Ñ X. The space of Distributions is D 1pRnq.
Nullspace resp. Range of a linear operator T : DpT q Ă X Ñ X are denoted by N pT q
resp. RpT q. The support of a function f is denoted by sptpfq. For a Banach space X and
a measure space pΩ,A, µq let MpΩ,Xq be the space of measurable (i.e., also separable-
valued) functions f : ΩÑ X. The Lorentz space Lp,rpXq “ Lp,rpΩ,Xq ĂMpΩ,Xq with
parameters 1 ď p, r ď 8 consists of those functions whose Lorentz quasinorm
~f~Lp,rpΩ,Xq “
$&%
´ş8
0
“
t
1
p f˚ptq
‰r dt
t
¯ 1
r
, r ă 8
suptą0 t
1
p f˚ptq, r “ 8
is finite, where
f˚ptq “ inftα ě 0 : df pαq ď tu, t ě 0
is the decreasing rearrangement and
df pαq “ µptz P Ω : }fpzq} ą αuq, α ě 0
is the distribution function of f PMpΩ,Xq. Two functions in Lp,rpΩ,Xq are considered
equal, if they are equal on a null set (with respect to µ).
For 1 ă p0, p1, p ă 8, p0 ‰ p1, 1 ď r0, r1, r ď 8 and 0 ă θ ă 1 such that
1
p
“ 1´θ
p0
` θ
p1
we have `
Lp0,r0pXq, Lp1,r1pXq
˘
θ,r
“ Lp,rpXq
(see [20, Rem. 1.18.6/4]) where p¨, ¨qθ,r denotes the real interpolation functor. In view
of the identity Lp,ppXq “ LppXq the Lorentz spaces are identified as real interpolation
spaces of the Lebesgue spaces LppXq. Note that Lp,rpΩ,Xq is hence normable in the case
p ą 1. We denote the corresponding norm by } ¨ }Lp,rpXq.
The space lsqpXq (for s P R and 1 ď q ă 8) consists of the sequences a “ pakqkPN0 Ă X
in a Banach space X that fulfill
}a}lsqpXq “
ˆ ÿ
kPN0
“
2´ks}ak}
‰q˙ 1q
ă 8.
In the case X “ C we write lsq instead of l
s
qpCq.
3
Real resp. complex interpolation of the Sobolev spaces
W kp pR
n,Xq “
 
u P LppR
n,Xq : Bαu P LppR
n,Xq @α P Nn0 , |α| ď k
(
leads to Sobolev-Slobodeckij spaces
W sp pR
n,Xq “
`
LppR
n,Xq,W kp pR
n,Xq
˘
s
k
,p
resp. Bessel-potential spaces
HsppR
n,Xq “
“
LppR
n,Xq,W kp pR
n,Xq
‰
s
k
,
where k P N, 1 ă p ă 8, 0 ă s ă k and X is a complex Banach space. In the following
we assume that X is of class HT (we give one possible definition for spaces of class HT
below). In the case s “ m P N0 the Bessel-potential spaces are given by the Sobolev
spaces, so Hmp pR
n,Xq “ Wmp pR
n,Xq. For s P R and 1 ă p ă 8 we will also use the
representation
HsppR
n,Xq “
 
u P S 1pRn,Xq : F´1p1` |ξ|2q
s
2Fu P LppR
n,Xq
(
,
where }F´1p1` |ξ|2q
s
2 F ¨ }LppRn,Xq is an equivalent norm in H
s
ppR
n,Xq and F denotes
the Fourier transform. Moreover, the continuous embeddings
HsppR
n,Xq ĂW s´ǫp pR
n,Xq Ă Hs´2ǫp pR
n,Xq
hold for any ǫ ą 0. We refer to [12] and [2] for a detailed treatise of Bessel-potential
and Sobolev-Slobodeckij spaces. In general, if FpRn,Xq is any normed function space
(e.g. F “ Hsp or F “ W
s
p ) and Ω Ă R
n is any domain, we denote by FpΩ,Xq the space
of restrictions of functions u P FpRn,Xq to Ω, equipped with the norm }u}FpΩ,Xq “
inft}v}FpRn,Xq : v P FpR
n,Xq, v|Ω “ uu.
In order to deal with operator-valued Fourier multipliers we employ the following
concept. Let X,Y be complex Banach spaces. Let EP denote the set of families of
random variables pǫiqiPI on a probability space P “ pΩ,A, µq with values in t˘1u, which
are independent and symmetrically distributed. We refer to a familiy of continuous linear
operators T Ă L pX,Y q as R-bounded if there is a probability space P “ pΩ,A, µq with
EP ‰ H, p P r1,8q and a constant C ą 0 such that for all N P N, pǫ1, . . . , ǫN q P EP ,
Ti P T and xi P X (for 1 ď i ď N)››››› Nÿ
i“1
ǫiTixi
›››››
LppΩ,Y q
ď C
››››› Nÿ
i“1
ǫixi
›››››
LppΩ,Xq
. (2.1)
In this case we callRppT q :“ inftC ą 0 : (2.1) holdsu theR-bound or theRp-bound. Note
that R-boundedness implies the boundedness of T Ă L pX,Y q. If a family T Ă L pX,Y q
is Rp-bounded for a p P r1,8q then it is also Rq-bounded for any q P p1,8q. In this case
(2.1) also holds for a (possibly different) constant C ą 0 if we replace P by an arbitrary
probability space Q with EQ ‰ H. Also note that, in view of Lebesgue’s dominated
convergence theorem, it is sufficient to claim (2.1) for xi in a dense subspace of X. The
following result is useful to extend boundedness to R-boundedness in some concrete cases
(see [6, Lemma 3.5]).
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Theorem 2.1 (Kahane’s contraction principle). Let X be a Banach space over F P
tR,Cu, P “ pΩ,A, µq a probability space and 1 ď p ă 8. Let N P N and aj, bj P K with
|aj | ď |bj | for j “ 1, . . . , N . Then we have for all x1, . . . , xN P X and ǫ1, . . . , ǫN P EP››› Nÿ
i“1
aiǫixi
›››
LppΩ,Xq
ď CF
››› Nÿ
i“1
biǫixi
›››
LppΩ,Xq
,
where CR “ 1 and CC “ 2.
We call a linear and densely defined operator A : DpAq Ă X Ñ X pseudo-sectorial
if its spectrum σpAq is contained in a closed sector Σϕ with angle ϕ P p0, πq, where
Σϕ “ tz P Czt0u : | argpzq| ă ϕu, and the family tλpλ ` Aq
´1 : λ P Σπ´ϕu Ă L pXq is
bounded. If tλpλ ` Aq´1 : λ P Σπ´ϕu Ă L pXq is even R-bounded, A is called pseudo-
R-sectorial. We omit the prefix ”pseudo-” if the range RpAq Ă X is dense and so we get
a sectorial resp. R-sectorial operator. We denote the infimum over all ϕ P p0, πq, such
that the family tλpλ ` Aq´1 : λ P Σπ´ϕu Ă L pXq is bounded, by ϕA (spectral angle) if
A is a (pseudo-)sectorial operator and likewise ϕRA is the infimum over all ϕ P p0, πq such
that this family is R-bounded if A is a (pseudo-)R-sectorial operator.
For a pseudo-sectorial operator A and a fixed angle ϕ ă ϕA we will make use of the
Dunford calculus
f ÞÝÑ fpAq,
which maps a function f P H0pΣϕq “
Ť
α,βă0 Hα,βpΣϕq to a bounded operator on X, as
well as of its extension to HppΣϕq “
Ť
αPR Hα,αpΣϕq, when A is sectorial. Here Hα,βpΣϕq
is the space of holomorphic functions f : Σϕ Ñ C such that
}f}ϕ,α,β “ sup
|z|ď1
|zαfpzq| ` sup
|z|ą1
|z´βfpzq|
is finite. We refer to [6] for a precise definition and treatise of this functional calculus.
Note that for a function f P Hα,αpΣϕq we get a bounded operator fpAq in the case
α ă 0 but in general only a closed operator on the domain DpfpAqq “ tx P X :
pgkfqpAqx P DpAkqXRpAkqu. Here k ą α is a nonnegative integer and g P H0pΣϕq is the
function gpzq :“ zp1`zq2 , which leads to a bijective mapping gpAq
´k : DpAkqXRpAkq ÝÑ
X. A slight modification of this functional calculus leads to the following well-known
characterization of sectorial operators (see [10, Prop. 3.4.4]).
Proposition 2.2. An operator A : DpAq Ă X Ñ X is pseudo-sectorial with angle
ϕA ă
π
2
if and only if ´A is the generator of a bounded holomorphic strongly continuous
semigroup.
The just introduced functional calculus is also used to describe an important property
of an operator A. Let A : DpAq Ă X ÝÑ X be a sectorial operator. Then A has a
bounded H8-calculus in X if for some ϕ P pϕA, πq there is a constant Cϕ ą 0 such that
for any f P H0pΣϕq we have
}fpAq}L pXq ď Cϕ}f}L8pΣϕq. (2.2)
In this case (2.2) also holds for all bounded holomorphic functions f on Σϕ. The infimum
over all angles ϕ P pϕA, πq, such that (2.2) holds with a constant Cϕ ą 0, is called H
8-
angle and is denoted by ϕ8A . Likewise we say that A has an R-bounded H
8-calculus in
X if the set
tfpAq : f P H0pΣϕq, }f}L8pΣϕq ď 1u Ă L pXq
5
is R-bounded and the related RH8-angle is denoted by ϕR,8A . If A has a bounded
H8-calculus, then
DpAαq “ rX,DpAqsα (2.3)
holds for all 0 ă α ă 1 (see [6]), where the fractional power Aα : DpAαq Ă X ÝÑ X is
defined via the functional calculus above with the function z ÞÑ zα.
We recall the following two assertions that frequently occur in the context of the
H8-calculus. They have been proved in [7] (see the proofs of Prop. 2.9 and Prop. 2.7,
respectively).
Lemma 2.3.
(a) Let 0 ă ϕ ă π. Then for all α P Nn0 there is a constant Cα,ϕ ą 0 so that for every
holomorphic and bounded function h : Σϕ Ñ C we have
sup
ξPRnzt0u
|ξ||α||Bαhp|ξ|2q| ď Cα,ϕ}h}L8pΣϕq.
(b) Let π
2
ă ϕ ă π. Then for k “ 0, 1 there is a constant Cϕ ą 0 so that for every
h P H0pΣϕq we have
sup
ξPRzt0u
|ξ|k|Bkhpiξq| ď Cϕ}h}L8pΣϕq.
Next we give the definition of maximal regularity (due to [15]) for an operator A :
DpAq Ă X Ñ X, which is the generator of a bounded holomorphic strongly continuous
semigroup pSptqqtě0 on a complex Banach space X. Therefore, we fix 1 ă p ă 8 and
0 ă T ď 8. A has maximal Lp-regularity on p0, T q if for all f P Lppp0, T q,Xq the solution
uptq “
ż t
0
Spt´ sqfpsqds
of the Cauchy problem #
u1ptq ´Auptq “ fptq, t P p0, T q
up0q “ 0
(2.4)
is Fréchet differentiable a.e., takes its values in DpAq a.e. and u1, Au P Lppp0, T q,Xq. In
this case we get
}u1}Lppp0,T q,Xq ` }Au}Lppp0,T q,Xq ď C}f}Lppp0,T q,Xq (2.5)
by application of the closed graph theorem. We write A P MRpX,Cq if A has maximal
Lp-regularity for some (or equivalently for all) 1 ă p ă 8 on some p0, T q so that (2.5)
holds with a constant C “ CpT q ą 0. If A P MRpX,Cq and C doesn’t depend on T
(i.e., (2.5) holds for T “ 8) we write A P MRpXq.
Now we take a look at the advantages of maximal regularity. Again for a complex
Banach space X, let A : DpAq Ă X Ñ X be the generator of a bounded holomorphic
strongly continuous semigroup. For 1 ă p ă 8 and T P p0,8s we set
ET :“ H
1
p pp0, T q,Xq X Lppp0, T q,DpAqq
6
(the solution space of the related Cauchy problem) and
FT ˆ I :“ Lppp0, T q,Xq ˆ
 
x “ up0q : u P ET
(
(the data space). Note that I is a Banach space with the norm }x}I “ infup0q“x }u}ET ,
independent of T and we have
I “
`
X,DpAq
˘
1´ 1
p
,p
(2.6)
(see [17], Prop. 3.4.4). If A has maximal Lp-regularity on a finite interval p0, T q, then
the solution operator
L : ET ÝÑ FT ˆ I, u ÞÝÑ
ˆ
p d
dt
´Aqu
up0q
˙
(2.7)
is an isomorphism. This leads to the estimate
}u}H1ppp0,T q,XqXLppp0,T q,DpAqq ď CpT q
`
}f}Lppp0,T q,Xq ` }x}I
˘
, (2.8)
when u :“ L´1 p fx q is the solution for some
`
f
x
˘
P FT ˆ I.
Lemma 2.4. Let X be a Banach space, 1 ă p ă 8, 0 ă T0 ă 8 and let A P
MRpX,CpT0qq. Then there exists a constant C
1 “ C 1pT0q ą 0 such that
}L´1
`
f
0
˘
}H1ppp0,T q,XqXLppp0,T q,DpAqq ď C
1pT0q}f}Lppp0,T q,Xq
holds for all T P p0, T0s and for all f P Lppp0, T q,Xq, where L is the solution operator
from (2.7).
Proof. By the trivial extension of f P Lppp0, T q,Xq to p0, T0q we get the estimate (2.5)
with a constant independent of T P p0, T0s. Now the assertion follows from the fact that
the Poincaré inequality }u}Lppp0,T q,Xq ď K}u
1}Lppp0,T q,Xq holds with a constant K ą 0,
which is independent of T P p0, T0s as well.
Lemma 2.5. Let 1 ă p ă 8 and T P p0,8s. Then, with the notation above, we have
the continuous embedding
ET Ă BUCpr0, T q, Iq
(where BUC, as usual, means bounded and uniformly continuous). Here the operator
A : DpAq Ă X Ñ X only needs to be closed and densely defined in a Banach space X.
Proof. The case T “ 8 follows essentially from the strong continuity of the translation
semigroup. Then, by a standard extension and retraction argument one gets the case
T ă 8 as a consequence. See [3, Prop. 1.4.2] for details.
In the theory of partial differential equations, the notions of class HT and property pαq
for Banach spaces turned out to be significant. A Banach space X is of class HT if the
Hilbert transform
H : S pR,Xq ÝÑMpR,Xq, Hfptq “ lim
ǫŒ0
ż
|s|ąǫ
fpt´ sq
s
ds
7
has an extension H P L pLppR,Xqq for any (or equivalently for one) 1 ă p ă 8. A
complex Banach space X has property pαq if there exist 1 ď p ă 8, two probability
spaces P “ pΩ,A, µq, P 1 “ pΩ1,A1, µ1q with EP , EP 1 ‰ H and a constant α ą 0 such that
for all N P N, xij P X, aij P C, |aij | ď 1 pi, j “ 1, . . . , Nq and for all pǫ1, . . . , ǫN q P EP ,
pǫ11, . . . , ǫ
1
N q P EP 1 we have››››› Nÿ
i,j“1
ǫiǫ
1
jaijxij
›››››
LppΩˆΩ1,Xq
ď α
››››› Nÿ
i,j“1
ǫiǫ
1
jxij
›››››
LppΩˆΩ1,Xq
. (2.9)
A useful application of property pαq is the following one, which is a direct consequence
of the Kalton-Weis theorem (see [17, Thm. 4.5.6]).
Theorem 2.6. Let X be a Banach space with property pαq and let A : DpAq Ă X Ñ X
be an operator with a bounded H8-calculus. Then A has an R-bounded H8-calculus with
ϕ8A “ ϕ
R,8
A .
The following operator-valued version of Mihklin’s theorem is important for our pur-
poses as well as the subsequent characterization of maximal Lp-regularity. The results
are due to Girardi and Weis (see [21] or [17, Thm. 4.3.9, Thm. 4.4.4]).
Theorem 2.7. Let X,Y be complex Banach spaces of class HT , which have property pαq
and let 1 ă p ă 8. For mλ P C
npRnzt0u,L pX,Y qq, λ P Λ assume that κα :“
Rptξ
αBαmλpξq : ξ P R
nzt0u, λ P Λu ă 8 for each α P t0, 1un. Then the operator
F
´1mλF : S pR
n,Xq ÝÑ S 1pRn, Y q
has a unique extension Tλ P L pLppR
n,Xq, LppR
n, Y qq for every λ P Λ and we have
RptTλ : λ P Λu ď Cp,n
ÿ
αPt0,1un
κα “: C.
In particular, we have }F´1mλFf}LppY q ď C}f}LppXq for f P S pR
n,Xq and λ P Λ.
Theorem 2.8. Let X be a Banach space of class HT , 1 ă p ă 8 and let ´A : DpAq Ă
X Ñ X be the generator of a bounded holomorphic strongly continuous semigroup. Then
the following conditions are equivalent.
(i) A has maximal Lp-regularity on p0,8q.
(ii) A is pseudo-R-sectorial with ϕRA ă
π
2
.
3 Properties of Triebel-Lizorkin-Lorentz spaces
For parameters s P R, 1 ă p, q ă 8, 1 ď r ď 8 we call
F s,rp,q :“
 
u P S 1pRnq : }u}F s,rp,q ă 8
(
the Triebel-Lizorkin-Lorentz space (as defined in [23]). The norm is given by
}u}F s,rp,q :“ }pϕk ˚ uqkPN0}Lp,rplsqq
where ppϕkqkPN0 is a dyadic decomposition defined as follows (cf. [20, Def. 2.3.1/2]).
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Definition 3.1. Let ΦN (for N P N) denote the set of systems of functions pϕkqkPN0 Ă
S pRnq with the following properties.
• pϕk ě 0 for all k P N0.
• sptppϕkq Ă t2k´N ď |x| ď 2k`Nu for k P N and sptppϕ0q Ă t|x| ď 2Nu.
• There exist D1,D2 ą 0 such that for all ξ P R
n
D1 ď
8ÿ
k“0
pϕkpξq ď D2. (3.1)
• For any α P Nn0 , there is Cα ą 0 such that for all k P N0 and ξ P R
n
|ξ||α||Bα pϕkpξq| ď Cα. (3.2)
Additionally, we set Φ :“
Ť
NPN ΦN and call each family ppϕkqkPN0 with pϕkqkPN0 P Φ a
dyadic decomposition.
Note that the constant Cα in (3.2) doesn’t depend on the index k but on the selected
N P N, that is, on the radius 2N of the dyadic decomposition. Also note that the existence
of D2 in (3.1) can be deduced from (3.2) with α “ 0 and the properties of sptppϕkq. We
will often use the following more specific dyadic decomposition.
Example 3.2. Let φ P C8pRnq be radial symmetric with sptpφq Ă t|x| ď 1u, φ “ 1 on
t|x| ď 1
2
u and 0 ď φ ď 1. We set pψpξq :“ φp ξ
2
q ´ φpξq and pψkpξq :“ pψp2´kξq for ξ P Rn
and k P Z. Now we set ϕk :“ ψk for k ě 1 and define ϕ0 P S pR
nq by
pϕ0pξq “
#ř
jď0
pψjpξq, if ξ ‰ 0
1, if ξ “ 0.
Then we get pϕkqkPN0 P Φ1 with
ř
kPN0
ϕkpξq “ 1 for all ξ P R
n. In addition, we have
the following (easy to verify) properties:
(a) }ϕk}L1 “ }ψ}L1 for all k P N.
(b)
řN
k“1 pϕk NÑ8ÝÝÝÝÑ 1 locally uniformly on Rn.
(c)
řN
j“0 ϕj ˚ f
NÑ8
ÝÝÝÝÑ f in S pRnq for all f P S pRnq.
(d)
řN
j“0 ϕj ˚ u
NÑ8
ÝÝÝÝÑ u in S 1pRnq for all u P S 1pRnq.
If we replace the Lorentz-norm } ¨ }Lp,rplsqq by } ¨ }Lpplsqq then we get the well-known
Triebel-Lizorkin spaces F sp,q. More precisely we have F
s,p
p,q “ F sp,q. One can find the
following result as Remark 2.4.2/1 in [20].
Proposition 3.3. The Triebel-Lizorkin-Lorentz spaces are independent of the choice of
the dyadic decomposition.
The following result is due to Yang, Cheng and Peng [23]. Their proof is based on
wavelet theory. We notice that it is possible to derive the following interpolation property
by Lp-interpolation and retraction and coretraction techniques as developed in [20], as
well.
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Theorem 3.4. For s P R, 1 ă p0, p1, q ă 8, 1 ď r0, r1, r ď 8, p0 ‰ p1 and 0 ă θ ă 1
such that 1
p
“ 1´θ
p0
` θ
p1
we have `
F s,r0p0,q , F
s,r1
p1,q
˘
θ,r
“ F s,rp,q .
Lemma 3.5. Let s P R, 1 ă p, q ă 8 and 1 ď r ď 8. Then we have the following
continuous embeddings.
(i) S pRnq Ă F s,rp,q Ă S 1pRnq and the first embedding is dense.
(ii) F s`τ,rp,q Ă F
s,r
p,q for τ ě 0.
(iii) F s,rp,q Ă Lp,r if s ą 0.
Proof. (i) follows from the corresponding fact for Triebel-Lizorkin spaces since
S pRnq Ă F sp0,q X F
s
p1,q
Ă F s,rp,q Ă F
s
p0,q
` F sp1,q Ă S
1pRnq
and since the intersection of an interpolation couple of Banach spaces is dense in their
real interpolation space. (ii) is a consequence of ls`τq Ă l
s
q.
In order to prove (iii) we use the dyadic decomposition ppϕkqkPN0 of Example 3.2. First
we consider the estimate››› 8ÿ
k“0
|ϕk ˚ u|
›››
Lp,r
ď C
›››´ 1
2sk
¯
kPN0
›››
lq1
}u}F s,rp,q (3.3)
that we get from Hölder’s inequality with 1
q1
` 1
q
“ 1. Since s ą 0, the right-hand
side is finite for u P F s,rp,q . Applying Example 3.2 (d) we have u “
ř8
k“0 ϕk ˚ u where
the convergence is in S 1pRnq. Now (3.3) gives that the series even converges pointwise
a.e. and thus u is a measurable function. On the other hand (3.3) gives }u}Lp,r ď
C 1}u}F s,rp,q .
Proposition 3.6. F
s,r
p,q is of class HT for s P R and 1 ă p, q, r ă 8.
Proof. We need to show that the Hilbert transform
H : S pR, F s,rp,q q ÝÑMpR, F
s,r
p,q q, Hfptq “ lim
ǫŒ0
ż
|s|ąǫ
fpt´ sq
s
ds
has an extension H P L pLppR, F
s,r
p,q qq. For any s P R and 1 ă q ă 8, Tonelli’s theorem
implies that LqpR, l
s
qq is a space of class HT and so is LppR, l
s
qq for arbitrary 1 ă p ă 8.
Since the Triebel-Lizorkin space F sp,q is a retrakt of LppR, l
s
qq we can transfer the HT -
Property to F sp,q for any s P R and 1 ă p, q ă 8.
Now for fixed parameters s, p, q, r as in the assertion we can use Theorem 3.4 to com-
plete the proof. As a direct conclusion of the interpolation property LrpR, pX0,X1qθ,rq “
pLrpR,X0q, LrpR,X1qqθ,r we get that for an interpolation couple of spaces of class HT
X0,X1 the real interpolation space pX0,X1qθ,r is also of class HT . Thus F
s,r
p,q is of class
HT .
Corollary 3.7. F
s,r
p,q is reflexive for s P R and 1 ă p, q, r ă 8 (due to [18]).
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Corollary 3.7 could also be obtained in a direct way, regarding the following result
which is a conclusion of the corresponding result for Triebel-Lizorkin spaces (see [20,
Thm. 2.6.2]) and Theorem 3.4.
Proposition 3.8. The dual space to F s,rp,q is given by F
´s,r1
p1,q1 for s P R and 1 ă p, q, r ă 8
where 1 ă p1, q1, r1 ă 8 are given by 1
p
` 1
p1
“ 1, 1
q
` 1
q1
“ 1 and 1
r
` 1
r1
“ 1.
Proposition 3.9. F
s,r
p,q has property pαq for s P R and 1 ă p, q, r ă 8.
Proof. The Triebel-Lizorkin spaces F sp,q have property pαq since there exists a continuous
embedding in LppR
n, lsqq. This implies the assertion, since property pαq preserves under
real interpolation. We refer to [14, Thm. 4.5].
Theorem 3.10 (Multiplier theorem for Triebel-Lizorkin-Lorentz spaces). Let s P R,
1 ă p, q ă 8 and 1 ď r ď 8. Let pmλqλPΛ Ă C
npRnzt0u,Cq such that Cα :“
supξPRnzt0u,λPΛ |ξ
αBαmλpξq| ă 8 for all α P t0, 1u
n. Then for every λ P Λ
F
´1mλF : S pR
nq ÝÑ S 1pRnq
has a (unique) continuous extension Tλ : F
s,r
p,q ÝÑ F
s,r
p,q such that
}Tλ}L pF s,rp,q q ď C max
αPt0,1un
Cα,
where the constant C ą 0 only depends on n and the parameters p, q, s, r. Furthermore,
pTλqλPΛ Ă L pF
s,r
p,q q is R-bounded in the case 1 ă r ă 8.
Proof. We define Mλ P L8pR
n,L plsqqq by setting Mλpξqx :“ pmλpξqxkqkPN0 for ξ P
R
nzt0u, x “ pxkqkPN0 P l
s
q and λ P Λ. By Kahane’s contraction principle we see that the
assumption Cα ă 8 implies the R-boundedness of tξ
αBαMλpξq : ξ P R
nzt0u, λ P Λu Ă
L plsqq and the Rq-bound doesn’t exceed 2maxαPt0,1un Cα. Since l
s
q is of class HT (note
that 1 ă q ă 8) with property pαq, Theorem 2.7 gives that Mλ is a Fourier multiplier,
i.e.,
F
´1MλF : S pR
n, lsqq ÝÑ S
1pRn, lsqq
has a (unique) continuous extension Sλ : Lppl
s
qq ÝÑ Lppl
s
qq such that
RqptSλ : λ P Λuq ď C max
αPt0,1un
Cα “: K (3.4)
for all λ P Λ. From the identity
pϕk ˚F
´1mλFfqkPN0 “ F
´1MλF pϕk ˚ fqkPN0 (3.5)
we get }F´1mλFf}F sp,q ď K}f}F sp,q for f P S pR
nq and consequently we have a con-
tinuous extension Tλ : F
s
p,q ÝÑ F
s
p,q of F
´1mλF : S pR
nq ÝÑ S 1pRnq. Now (3.4)
and (3.5) imply RqptTλ : λ P Λuq ď K. Hence the assertion is proved in the case p “ r.
In order to generalize the result, we select 1 ă p0 ă p ă p1 ă 8 and 0 ă θ ă 1 such
that 1
p
“ 1´θ
p0
` θ
p1
and get F s,rp,q “ pF sp0,q, F
s
p1,q
qθ,r. Thus for
Tλ : pF
s
p0,q
, F sp1,qqθ,r ÝÑ pF
s
p0,q
, F sp1,qqθ,r
11
we get the estimate }Tλ}L pF s,rp,q q ď C
1maxαPt0,1un Cα since the real interpolation method
is exact of type θ, where C 1 ą 0 is also a constant depending only on s, p, q, r and n.
Since F spj ,q ist of class HT for j “ 0, 1 we get the R-boundedness of
Tλ : pF
s
p0,q
, F sp1,qqθ,r ÝÑ pF
s
p0,q
, F sp1,qqθ,r
for 1 ă r ă 8 as a consequence of the case p “ r proved above (see [14, Thm. 3.19]).
Proposition 3.11. For s P R, 1 ă p, q ă 8 and 1 ď r ď 8 the following representations
hold.
(i) F s`σ,rp,q “
 
u P S 1pRnq : F´1p1` |ξ|2q
σ
2 Fu P F s,rp,q u for σ P R.
(ii) F s`k,rp,q “
 
u P S 1pRnq : Bαu P F s,rp,q @α P Nn0 , |α| ď k
(
for k P N0.
(iii) F s`2m,rp,q “
 
u P S 1pRnq : ∆ju P F s,rp,q @j P N0, j ď m
(
for m P N0.
The corresponding norms are eqivalent, where the norm of the space on the right-hand
side is given by }F´1p1 ` |ξ|2q
σ
2 Fu}F s,rp,q in (i), by
ř
|α|ďk }B
αu}F s,rp,q in (ii) and byř
0ďjďm }∆
ju}F s,rp,q in (iii).
Proof. We consider the Bessel-potential operator Bσu :“ F´1p1 ` |ξ|2q
σ
2 Fu for u P
S 1pRnq and σ P R. If we fix pϕkqkPN0 P Φ and σ P R, then by setting
pψkpξq “
2kσ
p1`|ξ|2q
σ
2
pϕkpξq we get pψkqkPN0 P Φ (see also the proof of [20, Thm. 2.3.4]). Hence
}u}F s,rp,q „ }B
σu}
F
s´σ,r
p,q
(3.6)
and we get (i).
Now the special case σ “ 2m in (3.6) leads to F s`2m,rp,q “
 
u P S 1pRnq : p1 ´∆qmu P
F
s,r
p,q
(
together with the equivalence }u}
F
s`2m,r
p,q
„ }p1 ´ ∆qmu}F s,rp,q . Hence for (iii) it
remains to show
ř
0ďjďm }∆
ju}F s,rp,q ď C}p1 ´ ∆q
mu}F s,rp,q since the converse estimate is
obvious. For this purpose we write
p´∆qju “ F´1
|ξ|2j
p1` |ξ|2qk
F p1 ´∆qku.
Now the associated symbol |ξ|
2j
p1`|ξ|2qk
fulfills the conditions of Theorem 3.10 and we get
the assertion.
In order to verify (ii) we write
Bαu “ i|α|F´1
ξα
p1` |ξ|q
|α|
2
FB|α|u for |α| ď k (3.7)
and
Bku “ F´1
ÿ
|α|ďk
k!
α!pk ´ |α|q!
ξα
ξα
p1` |ξ|2q
k
2
Fu. (3.8)
Now using again Theorem 3.10 and (3.6) we get }u}
F
s`k,r
p,q
„
ř
|α|ďk }B
αu}F s,rp,q where (3.8)
gives the estimate ”ď” and (3.7) gives ”ě”.
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4 The Laplace operator in F s,rp,q
The Laplace operator in F s,rp,q for s P R, 1 ă p, q ă 8 and 1 ď r ď 8 is defined as
AL “ A
s,r
L,p,q : DpALq Ă F
s,r
p,q ÝÑ F
s,r
p,q , u ÞÝÑ ´∆u,
where the domain is DpALq “ F
s`2,r
p,q .
Proposition 4.1. AL is R-sectorial with ϕ
R
AL
“ 0 for s P R and 1 ă p, q, r ă 8 and we
have pAs,rL,p,qq
1 “ A´s,r
1
L,p1,q1.
Proof. Lemma 3.5 (i) implies that AL is densely defined. For λ P Czp´8, 0s we would
like to have λ P ρp´ALq with
pλ`ALq
´1 “ F´1
1
λ` |ξ|2
F . (4.1)
Therefore, we consider the symbols 1
λ`|ξ|2
and |ξ|
2
λ`|ξ|2
, which are smooth and fulfill the
conditions of Theorem 3.10. From the first symbol we get that (4.1) defines a bounded
operator on F s,rp,q . From the second symbol and Proposition 3.11 we get that (4.1) has in
fact values in F s`2,rp,q and hence must be the inverse operator of λ`AL.
To prove the claimed R-boundedness of tλpλ ` ALq
´1 : λ P Σϕu Ă L pF
s,r
p,q q, we need
the uniform estimate
sup
ξPRn, λPΣϕ
|ξαBαmλpξq| ă 8
for all α P Nn0 and ϕ ă π, wheremλpξq :“
λ
λ`|ξ|2 . This is a consequence of Lemma 2.3 (a),
so we can apply Theorem 3.10. Summarizing, AL is pseudo-R-sectorial with ϕ
R
AL
“ 0.
Let now initially s ą ´2. Then we obtain in an elementary way that AL is injective:
For u P N pALq we have sptppuq Ă t0u and thus u is a polynomial (see e.g. [9, Cor.
2.4.2]). Lemma 3.5 gives that F s`2,rp,q Ă Lp,8 and it is not hard to show that Lp,8 doesn’t
contain any nontrivial polynomials. Hence u “ 0. Now we consider the decomposition
F
s,r
p,q “ N pALq ‘ RpALq, which is a consequence of the pseudo-R-sectoriality proved
above and of the reflexivity of F s,rp,q obtained in Corollary 3.7 (see e.g. [10, Prop. 2.1.1]).
The injectivity of AL then gives the density of RpALq Ă F
s,r
p,q .
By integration by parts we easily obtain A´s,r
1
L,p1,q1 Ă pA
s,r
L,p,qq
1. The fact that 1 P ρpAs,rL,p,qq
for all s P R and 1 ă p, q, r ă 8 then gives A´s,r
1
L,p1,q1 “ pA
s,r
L,p,qq
1. Since pF s,rp,q q1 “ F
´s,r1
p1,q1 , the
R-sectoriality with ϕRAL “ 0 for s ď ´2 now follows by standard permanence properties
for R-sectorial operators.
Remark 4.2. The proof of Proposition 4.1 shows that for r P t1,8u we still have that
AL is pseudo-sectorial with ϕAL “ 0 and, in the case s ą ´2, AL is injective.
Proposition 4.3. Let s P R and 1 ă p, q, r ă 8. Then AL has an R-bounded H
8-
calculus with ϕR,8AL = 0.
Proof. Thanks to Proposition 3.9 and Theorem 2.6 it is sufficient to prove that AL
has a bounded H8-calculus with ϕ8AL = 0. Let ϕ P p0, πq and f P H0pΣϕq. AL is
sectorial thanks to Proposition 4.1. Using Cauchy’s integral formula we get fpALqu “
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F´1fp|ξ|2qFu for all u P S pRnq. Now the symbol fp|ξ|2q fulfills the condition of
Theorem 3.10 (due to Lemma 2.3 (a)) so we have
}fpALq}L pF s,rp,q q ď Cϕ}f}L8pΣϕq.
Note that Proposition 4.3 implies 4.1 if we only knew the sectoriality of AL. But, as
the proof of Proposition 4.1 shows, R-sectoriality can be obtained in a direct way at
essentially the same cost.
Now we consider an alternative representation for Triebel-Lizorkin-Lorentz spaces. We
would like to prove that F s`2α,rp,q is the domain of p1´∆qα in F
s,r
p,q , where α P r0, 1s.
Proposition 4.4. Let s P R, 1 ă p, q ă 8 and 1 ď r ď 8. Then
A : DpA q “ DpALq Ă F
s,r
p,q ÝÑ F
s,r
p,q , u ÞÝÑ p1´∆qu
is sectorial with angle ϕA “ 0 and for α P r0, 1s
DpA αq “
 
u P F s,rp,q | F
´1p1` |ξ|2qαFu P F s,rp,q
(
“ F s`2α,rp,q (4.2)
holds with equivalent norms, i.e., }u}DpA αq „ }F
´1p1`|ξ|2qαFu}F s,rp,q for all u P DpA
αq.
Moreover, we have
A
αu “ F´1p1` |ξ|2qαFu (4.3)
for all u P DpA αq.
Proof. The second equality in (4.2) is Proposition 3.11 (i). The Laplace operator AL is
pseudo-sectorial with angle ϕAL “ 0 and so is A . Now ´1 P ρpALq, so A is bijective
and thus sectorial.
We now assume α P p0, 1q since the cases α “ 0 and α “ 1 are obvious. We set
gpzq :“ z
p1`zq2
and hαpzq :“ z
α. Using Cauchy’s integral formula, we obtain
pghαqpA qf “ F
´1 p1` |ξ|
2qα`1
p2` |ξ|2q2
Ff (4.4)
for all f P S pRnq. Theorem 3.10 gives that (4.4) even holds for all f P F s,rp,q . Now
A : DpA q Ñ F s,rp,q is bijective with A ´1f “ F´1
1
1`|ξ|2
Ff for f P F s,rp,q and thus we get
gpA q´1f “ p1`A q2A ´1f “ F´1
p2` |ξ|2q2
1` |ξ|2
Ff (4.5)
for all f P DpA q X RpA q. Relations (4.4) and (4.5) yield (4.3) since A α is given by
gpA q´1pghαqpA q.
Now we verify (4.2) together with the equivalence of the norms. For this purpose let
first u P F s,rp,q so that F´1p1` |ξ|2qαFu P F
s,r
p,q . Then, using (4.4) and Theorem 3.10, we
get p2 ´∆qpghαqpA qu P F
s,r
p,q . Consequently, we have pghαqpA qu P DpA q. Now, again
using (4.4), we can also write pghαqpA qu “ p1´∆qv, where v :“ F
´1 p1`|ξ|
2qα
p2`|ξ|2q2
Fu. Then
Theorem 3.10 gives v P DpA q and thus pghαqpA qu P RpA q. Summarizing, we obtain
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u P DpA αq. Hence we have
 
u P F s,rp,q | F´1p1` |ξ|2qαFu P F
s,r
p,q
(
Ă DpA αq, so we can
restrict ourselves to u P DpA αq to show the equivalence
}u}DpA αq “ }u}F s,rp,q ` }A
αu}F s,rp,q „ }F
´1p1` |ξ|2qαFu}F s,rp,q . (4.6)
For u P DpA αq we can apply (4.3), so we directly get "ě" in (4.6). Applying Theo-
rem 3.10 to the symbol 1
p1`|ξ|2qα
and using (4.3) again, we get the estimate }u}F s,rp,q ď
C}F´1p1 ` |ξ|2qαFu}F s,rp,q and consequently the converse inequality in (4.6). Hence we
have proved the equivalence (4.6) and this also shows DpA αq Ă
 
u P F s,rp,q | F´1p1 `
|ξ|2qαFu P F s,rp,q
(
.
As a consequence of Propositions 4.3 and 4.4 and of (2.3) we also get the following
result on complex interpolation of Triebel-Lizorkin-Lorentz spaces.
Corollary 4.5. Let ´8 ă s0 ď s1 ă 8 and 1 ă p, q, r ă 8. Then for η P p0, 1q we have
rF s0,rp,q , F
s1,r
p,q sη “ F
p1´ηqs0`ηs1,r
p,q .
Proof. For s P R we get
rF s,rp,q , F
s`2kθ,r
p,q sη “ F
s`2kθη,r
p,q (4.7)
in the case k “ 1, θ “ 1 from Propositions 4.3 and 4.4. Since for any β ě 0 we can write
A β “ A mA α for some m P N0 and α P r0, 1s, (4.7) holds for all k P N0 and θ “ 1.
Application of the reiteration theorem now gives (4.7) for all θ P r0, 1s and k P N0. This
proves the claim.
5 The Stokes operator in F s,rp,q
We first introduce the Helmholtz projection on pF s,rp,q qn. Again n P N is the dimension
and s P R, 1 ă p, q ă 8, 1 ď r ď 8. For u P S pRnqn we set
Pu :“ F´1
„
1´
ξξT
|ξ|2

Fu “ u´
ˆ nÿ
j“1
F
´1 ξiξj
|ξ|2
Fuj
˙
1ďiďn
.
From Theorem 3.10 we get the Helmholtz projection as the bounded extension P P
L ppF s,rp,q qnq. The space of solenoidal functions is
pF s,rp,q q
n
σ :“
 
u P pF s,rp,q q
n | div u “ 0
(
and the space of gradient fields in pF s,rp,q qn is
G :“
 
∇p | p P D 1pRnq,∇p P pF s,rp,q q
n
(
.
Furthermore, let C8c pR
nqnσ denote the smooth functions with compact support and van-
ishing divergence. Now we get the Helmholtz decomposition:
Proposition 5.1. Similar to the Definition of the space of gradient fields we set
G
˚ :“
 
∇p | p P S 1pRnq,∇p P pF s,rp,q q
n
(
.
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Let 1 ă p, q, r ă 8 and n ě 2. If s ą ´2, we additionally admit r P t1,8u. Then range
and nullspace of the Helmholtz projection are given by RpP q “ pF s,rp,q qnσ and N pP q “
G “ ĎG ˚. In particular the Helmholtz decomposition
pF s,rp,q q
n “ pF s,rp,q q
n
σ ‘ G
holds.
Proof. We prove the claim in three steps and start with some general observations that
we will make use of. First we remark that one gets the inclusion RpP q Ă pF s,rp,q qnσ by
direct computation (and approximation). Second the injectivity of the Laplace operator
(see Proposition 4.1 and Remark 4.2) yields
pF s,rp,q q
n
σ X G “ t0u. (5.1)
Furthermore, de Rham’s theorem (see [8] and the references therein) gives that G is a
closed subspace of pF s,rp,q qn.
Step 1. We show N pP q Ă G ˚ in the special case that F s,rp,q is a Lebesgue space. So,
we fix 1 ă η ă 2 and set G ˚η :“
 
∇p | p P S 1pRnq,∇p P LηpR
nqn
(
. Furthermore, let Pη
denote the Helmholtz projection on LηpR
nqn. Then the Hausdorff-Young theorem gives
that Pηu “ F
´1
“
1´ ξξ
T
|ξ|2
‰
Fu (which is apriori valid for Schwartz functions) is meaningful
for all u P LηpR
nqn. Thus for u P N pPηq we have pu “ ξ ξT|ξ|2 pu with ξT|ξ|2 pu P S 1pRnq (since
n ě 2) and get N pPηq Ă G
˚
η .
Step 2. We use the first step to show the inclusions N pP q Ă ĎG ˚ Ă G Ă N pP q (in the
stated order). For a fixed 1 ă η ă 2 we get p1´P qppF s,rp,q qnXLηpR
nqnq Ă G ˚ from the first
step. Since pF s,rp,q qnXLηpR
nqn is dense in pF s,rp,q qn we get N pP q “ p1´P qppF
s,r
p,q qnq Ă ĎG ˚
as a conclusion. The second inclusion ĎG ˚ Ă G is valid since G is closed. For the
third inclusion we fix u P G . Since we have already shown N pP q Ă ĎG ˚ Ă G , we
obtain Pu “ u ´ p1 ´ P qu P G . On the other hand, we have Pu P RpP q Ă pF s,rp,q qnσ.
Consequently, (5.1) implies Pu “ 0.
Step 3. It remains to prove RpP q “ pF s,rp,q qnσ. In view of what we have already seen we
get pF s,rp,q qn “ RpP q ‘ N pP q “ RpP q ‘ G Ă pF
s,r
p,q qnσ ` G . Now the last inclusion is an
equality since the converse inclusion is obvious. Besides, (5.1) yields the directness of the
sum, so RpP q‘G “ pF s,rp,q qnσ‘G together with RpP q Ă pF
s,r
p,q qnσ gives RpP q “ pF
s,r
p,q qnσ .
Remark 5.2. The space pF s,rp,q qnσ is of class HT for 1 ă p, q, r ă 8 and s P R. This is a
consequence of Proposition 3.6: F s,rp,q is of class HT , so is pF
s,r
p,q qn and hence pF
s,r
p,q qnσ as a
closed subspace.
Now we are able to define the Stokes operator as
AS “ A
s,r
S,p,q : DpASq Ă pF
s,r
p,q q
n
σ ÝÑ pF
s,r
p,q q
n
σ , u ÞÝÑ ´P∆u
on the domain DpASq :“ pF
s`2,r
p,q qnσ.
Proposition 5.3. For s P R and 1 ă p, q, r ă 8 we have AS “ AL|DpAS q. Besides, we
have ρpALq Ă ρpASq with pλ´ASq
´1 “ pλ´ALq
´1|pF s,rp,q qnσ for all λ P ρpALq.
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Proof. For u P DpASq we get u P N p1 ´ P q since P is a projection and thus Pu “ u.
By Proposition 3.11 and the continuity of ∆ : S 1pRnq Ñ S 1pRnq we get P∆ “ ∆P on
pF s`2,rp,q qn. This shows ASu “ ALu for u P DpASq.
Now let λ P ρpALq and set Tλv :“ pλ ´ ALq
´1v for v P pF s,rp,q qnσ. Again we can use
P∆ “ ∆P and get PTλ “ Tλ by the injectivity of λ ´ AL, i.e Tλ maps into pF
s,r
p,q qnσ.
Consequently, Tλ “ pλ´ASq
´1 on pF s,rp,q qnσ .
Proposition 5.4. Let s P R and 1 ă p, q, r ă 8. Then AS is R-sectorial with ϕAS “ 0.
Hence AS P MRppF
s,r
p,q qnσq. Furthermore, we have pA
s,r
S,p,qq
1 “ A´s,r
1
S,p1,q1
.
Proof. Let 0 ă ϕ ă π. Then we get the R-boundedness of tλpλ ` ASq
´1 : λ P Σϕu Ă
L ppF s,rp,q qnσq as a direct consequence of Propositions 4.1 and 5.3. pF
s,r
p,q qnσ is reflexive (see
Corollary 3.7). Consequently, we get the density of DpASq Ă pF
s,r
p,q qnσ (see e.g. [10, Prop.
2.1.1]). The Laplace operator AL is injective and so is AS . The remaining proof is thus
completely analogous to the proof of Proposition 4.1.
6 The time derivative d
dt
and some embeddings
We take a look at the time derivative operator d
dt
, more precisely at
B : DpBq “ H1p pR,Xq Ă LppR,Xq ÝÑ LppR,Xq, u ÞÝÑ p1`
d
dt
qu.
Proposition 6.1. Let 1 ă p ă 8 and let X be of class HT with property pαq. Then B
is sectorial with angle ϕB “
π
2
and we have
DpBαq “ Hαp pR,Xq (6.1)
for α P r0, 1s. The related norms are equivalent. Furthermore, we have
Bαu “ F´1p1` iξqαFu @u P DpBαq. (6.2)
Proposition 6.2. Let X be a Banach space of class HT with property pαq and 1 ă p ă 8.
Then B has an R-bounded H8-calculus in LppR,Xq with ϕ
R,8
B “
π
2
.
We omit the proofs of Propositions 6.1 and 6.2. On the one hand this can be done
very similar to the proofs of Propositions 4.4 and 4.3 respectively and on the other hand
most of the assertions are already proved in [7].
Lemma 6.3. Let s P R, 1 ă p, q ă 8 and 1 ď r ď 8 such that p ą n
2
. Let δ ą 0 such
that n
2p
` δ ă 1. Then we have the continuous embedding
F s`2´δ,rp,q Ă F
s`1,r
2p,q .
Proof. We use an embedding theorem for Triebel-Lizorkin spaces and deduce the result
via interpolation. For ǫ1 :“ 2
n
pp´ n
2
q ą 0 we have 1
δ
ą 1` 1
ǫ1
. Now select 0 ă ǫ ă ǫ1 such
that 1
δ
ą 1` 1
ǫ
. Then we have n
2
` nǫ
2
ă p, so it’s possible to select parameters
maxt1,
n
2
`
nǫ
2
u ă p0 ă p ă p1 ă 8.
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Additionally, select θ P p0, 1q s.t. 1
p
“ 1´θ
p0
` θ
p1
. From [20, Thm. 2.8.1] we get F spj ,q Ă
F
s´ n
2pj
2pj ,q
Ă F s´1`δ
2pj ,q
for j “ 0, 1 and Theorem 3.4 gives
F s`2´δ,rp,q “
´
F s`2´δp0,q , F
s`2´δ
p1,q
¯
θ,r
Ă
´
F s`1
2p0,q
, F s`1
2p1,q
¯
θ,r
“ F s`1,r
2p,q .
Lemma 6.4. Let s ą 0, 1 ă p, q ă 8 and 1 ď r ď 8. Then the product
π : F
s,r
2p,q ˆ F
s,r
2p,q Ñ F
s,r
p,q is continuous.
Proof. Again we make use of a corresponding fact for Triebel-Lizorkin spaces (which is
included in the paper of J. Johnsen [13]) and extend this to Triebel-Lizorkin-Lorentz
spaces via interpolation. We fix parameters 1 ă p0 ă p ă p1 ă 8. The product
π : F s2pj ,q ˆ F
s
2pj ,q
Ñ F spj ,q is continuous for j “ 0, 1 due to [13, Thm. 6.1] and so is
πp ¨ , uq : F s2pj ,q Ñ F
s
pj ,q
for each u P F s2pj ,q. Interpolation of the respective spaces leads
to the continuity of πp ¨ , uq : F
s,r
2p,q Ñ F
s,r
p,q for any u P F s2p0,q Y F
s
2p1,q
and thus the whole
product π : F s,r
2p,q ˆ F
s
pi,q
Ñ F s,rp,q is continuous for i “ 0, 1.
Now by repeating an analogue argument with πpv, ¨ q : F spi,q Ñ F
s,r
2p,q we get the
continuity of π : F s,r
2p,q ˆ F
s,r
2p,q Ñ F
s,r
p,q , where we made use of the (simpler) fact, that we
get F s,rp,q by real interpolation with itself.
Consider any function space F of time-dependent functions on some time interval
p0, T q (or in other words on r0, T s since we usually identify two functions differing on a
null set). If F contains the smooth functions with compact support on p0, T s then we
denote their closure in F by 0F . For the function spaces of time-dependent functions
that appear in the sequel, 0F consists of those functions u P F with u|t“0 “ 0 if the trace
in time exists for F . Note that we usually have 0F “ F if the trace in time doesn’t exist
(cf. [20, Thm. 4.3.2/1(a)]).
Lemma 6.5. Let s P R, 1 ă p, q, r ă 8, 1 ă η ă 8 and α P r0, 1s. Then for T P p0,8s
we have the continuous embeddings
H1η
`
R, F s,rp,q
˘
X Lη
`
R, F s`2,rp,q
˘
Ă Hαη pR, F
s`2p1´αq,r
p,q q (6.3)
and
H1η
`
p0, T q, F s,rp,q
˘
X Lη
`
p0, T q, F s`2,rp,q
˘
Ă Hαη pp0, T q, F
s`2p1´αq,r
p,q q. (6.4)
For T P p0,8q we also have the continuous embedding
0H
1
η
`
p0, T q, F s,rp,q
˘
X Lη
`
p0, T q, F s`2,rp,q
˘
Ă 0H
α
η pp0, T q, F
s`2p1´αq,r
p,q q (6.5)
locally uniformly in time, i.e., for every T0 ą 0 there exists an embedding constant C ą 0
for (6.5), which is independent of T P p0, T0s.
Proof. Let A “ 1 ´ ∆ in F s,rp,q be the operator from Proposition 4.4 and B “ 1 `
d
dt
in LηpR, F
s,r
p,q q the operator from Proposition 6.1. We have already seen that A and B
have a bounded H8-calculus with ϕ8
A
` ϕ8B ă π. Note that A can be interpreted as an
operator in LηpR, F
s,r
p,q q instead of F
s,r
p,q in a trivial way, where it still admits a bounded
H8-calculus with the same angle ϕ8
A
“ 0. Obviously A and B are resolvent commuting
operators. So all conditions of the mixed derivative theorem (in the version of [7, Lem.
4.1]) are fulfilled. This yields that
}A 1´αBαu}LηpR,F s,rp,q q ď C}A u`Bu}LηpR,F s,rp,q q
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holds for all u P DpA q X DpBq and all α P r0, 1s. Now we use Propositions 6.1, 4.4
and 3.11 and get for all u P S pR, F s`2,rp,q q Ă H1ηpR, F
s,r
p,q q X LηpR, F
s`2,r
p,q q
}u}
Hαη pR,F
s`2p1´αq,r
p,q q
„ }Bαu}
LηpR,F
s`2p1´αq,r
p,q q
„ }Bαu}LηpR,DpA 1´αqq
„ }A 1´αBαu}LηpR,F s,rp,q q À }A u`Bu}LηpR,F s,rp,q q À }u}H1ηpR,F
s,r
p,q qXLηpR,F
s`2,r
p,q q
.
This proves (6.3).
We get (6.4) as a conclusion of (6.3) by suitable retraction and extension. More
precise we make use of (8.1), which yields an extension operator simultaneously on
H1ηpp0, T q, F
s,r
p,q q and on Lηpp0, T q, F
s`2,r
p,q q.
In order to prove (6.5), we make use of the extension operator (8.4) in the case β “ 1.
For a fixed T0 ą 0 we get
}u}
Hαη pp0,T q,F
s`2p1´αq,r
p,q q
ď }E8,1ETu}Hαη pR,F
s`2p1´αq,r
p,q q
ď C}E8,1ETu}H1ηpR,F
s,r
p,q qXLηpR,F
s`2,r
p,q q
ď C 1}u}
H1ηpp0,T q,F
s,r
p,q qXLηpp0,T q,F
s`2,r
p,q q
for all u P 0H
1
η
`
p0, T q, F s,rp,q
˘
X Lη
`
p0, T q, F s`2,rp,q
˘
with a constant C 1 ą 0, independent of
T P p0, T0s.
We will additionally need the following embeddings for Bessel-potential spaces on a
time-interval.
Lemma 6.6. Let 1 ă η ă 8 and let X be a Banach space of class HT . Then for s ą 1
2η
and T P p0,8s we have the continuous embedding
Hsηpp0, T q,Xq Ă L2ηpp0, T q,Xq. (6.6)
For α ą 1
2η
and T0 ą 0 the continuous embedding
0H
α
η pp0, T q,Xq Ă L2ηpp0, T q,Xq (6.7)
holds with an embedding constant C ą 0, which is independent of T P p0, T0s.
Proof. For (6.7) let first α P p 1
η
, 1s. We select ǫ ą 0 such that α´2ǫ ą 1
η
. The embedding
constant of Hαη pp0, T q,Xq Ă W
α´ǫ
η pp0, T q,Xq doesn’t depend on T P p0,8s and for the
extension operator
E8,1ET : 0W
α´ǫ
η pp0, T q,Xq ÝÑ 0W
α´ǫ
η pR,Xq
from (8.4) there exists a continuity constant independent of T P p0, T0s. Thus for u P
0H
α
η pp0, T q,Xq we conclude
}u}L2ηpp0,T q,Xq ď }E8,1ETu}L2ηpR,Xq ď C}E8,1ETu}Hα´2ǫη pR,Xq
ď C 1}E8,1ETu}Wα´ǫη pR,Xq ď C
2}u}Wα´ǫη pp0,T q,Xq ď C
3}u}Hαη pp0,T q,Xq,
where C3 ą 0 is a constant independent of T P p0, T0s. Now let α P p
1
2η
, 1
η
s. In this case
we have 0H
α
η pp0, T q,Xq “ H
α
η pp0, T q,Xq, (see [20, Thm. 4.3.2/1(a)]) so we can make
use of an extension argument as well, where we have the trivial extension available this
time. The case α ą 1 is an obvious consequence.
Relation (6.6) is a well-known Sobolev embedding. It can be obtained by an analogous
extension argument as above, where we make use of (8.2) instead of (8.4). For R instead
of p0, T q see e.g. [4, Thm. 3.7.5].
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7 The Navier-Stokes equations
We fix s P R, 1 ă p, q, r ă 8, 1 ă η ă 8 and Xσ :“ pF
s,r
p,q qnσ with dimension n ě 2. As
above, AS is the Stokes operator in Xσ . The solution space for the Stokes equation is
ET :“ H
1
η
`
p0, T q,Xσ
˘
X Lη
`
p0, T q,DpASq
˘
,
where T P p0,8s. Next, as in Section 2, we set
FT :“ Lηpp0, T q,Xσq and I :“ tu0 “ up0q : u P ET u, (7.1)
equipped with the norm }u0}I “ infup0q“u0 }u}ET , so FT ˆ I is the data space with right-
hand side functions f P FT and initial values u0 P I. Note that by (2.6), Proposition 5.1,
and [20, Thm. 1.9.3/1] we obtain
I “ pXσ,DpASqq1´1{η,η “ P
`
F s,rp,q , F
s`2,r
p,q
˘n
1´1{η,η
.
The solution operator for the Stokes equation,
L : ET
–
ÝÝÑ FT ˆ I, u ÞÝÑ
ˆ
p d
dt
´ASqu
up0q
˙
, (7.2)
is an isomorphism when T ă 8, due to Proposition 5.4. The nonlinear term is
Gpuq :“ ´P pu ¨∇qu “ ´PdivpuuT q, u P pF s,rp,q q
n
σ,
where P P L ppF s,rp,q qnq denotes the Helmholtz projection introduced in Section 5.
Theorem 7.1. Let n P N, n ě 2, s ą ´1 and let 1 ă p, q, r ă 8 and 1 ă η ă 8 such
that n
2p
` 1
η
ă 1. Then for all
`
f
u0
˘
P F8 ˆ I
pPNSEqf,u0
#
d
dt
u´∆u` P pu ¨∇qu “ f in p0, T q ˆ Rn,
up0q “ u0 in R
n
has a unique maximal strong solution u : r0, T ˚q ÝÑ I with T ˚ P p0,8s and u P ET for
all T P p0, T ˚q. If additionally n
2p
` 2
η
ă 1, then u is either a global solution or we have
T ˚ ă 8 and limsuptÕT˚}uptq}I “ 8.
We first convince ourselves that the two systems pNSEqf,u0 and pPNSEqf,u0 are
equivalent. This particularly shows that Theorem 7.1 implies Theorem 1.1. Indeed,
when u is the solution of pPNSEqf,u0 given by Theorem 7.1, we get the solution pu,∇pq
of pNSEqf,u0 as claimed in Theorem 1.1 by setting ∇p “ ´p1´P qpu ¨∇qu. On the other
hand, if pu,∇pq is a solution of pNSEqf,u0 , then u solves pPNSEqf,u0 and consequently
∇p “ ´p1´ P qpu ¨∇qu.
The proof of the additional statement in Theorem 7.1 will essentially make use of the
following embedding for the space of initial values.
Lemma 7.2. Let s P R, 1 ă p, q, r ă 8 and 1 ă η ă 8 such that n
2p
` 2
η
ă 1. Then we
have the continuous embedding
I Ă pF s`1,r
2p,q q
n.
20
Proof. Select 0 ă ǫ ă mintη ´ 1, η
2
r1 ´ p n
2p
` 2
η
qsu and T P p0,8q. Then we have the
continuous embeddings
ET Ă H
1`ǫ
η
η
`
p0, T q,
`
F
s`2p1´ 1`ǫ
η
q,r
p,q
˘n˘
Ă C
`
r0, T s,
`
F
s`2p1´ 1`ǫ
η
q,r
p,q
˘n˘
,
where the first embedding follows from Lemma 6.5 and the second one can be deduced
from standard Sobolev embedding in the same way as in the proof of Lemma 6.6. Now,
setting δ :“ 2p1`ǫq
η
, we get n
2p
` δ ă 1 so Lemma 6.3 gives the continuous embedding
`
F
s`2p1´ 1`ǫ
η
q,r
p,q
˘n
Ă pF s`1,r
2p,q q
n.
This leads to }u0}pF s`1,r
2p,q q
n ď C}u}ET for u0 P I and any u P ET with up0q “ u0 so the
assertion is proved.
Proof of Theorem 7.1. Let
`
f
u0
˘
P F8ˆ I. We start with the local existence and unique-
ness, so we need to show that there is a unique solution u P ET for
Lu “
ˆ
f `Gpuq
u0
˙
on some time interval. First of all we note that it’s possible to restrict ourselves to those
solutions with up0q “ 0. In fact, by setting u˚ :“ L´1
`
f
u0
˘
, we can always considersu “ u´u˚ P 0ET for u P ET , so for any T P p0,8q the following assertions are equivalent:
(a) Lu “
ˆ
f `Gpuq
u0
˙
has a unique solution u P ET .
(b) Lsu “ ˆGpsu` u˚q
0
˙
has a unique solution su P 0ET .
Before we are able to verify (b), it’s necessary to have the continuous embedding
GpET q Ă FT (7.3)
for T P p0,8q. For u P ET , using Proposition 3.11, we have
}Gpuq}FT “ }P pu ¨∇qu}Lηpp0,T q,pF s,rp,q qnq ď C}divpuu
T q}Lηpp0,T q,pF s,rp,q qnq
ď C 1}uuT }
Lηpp0,T q,pF
s`1,r
p,q qnˆnq
ď C2}u}2
L2ηpp0,T q,pF
s`1,r
2p,q q
nq
,
where we applied Hölder’s inequality together with Lemma 6.4 (note that s ` 1 ą 0 is
assumed) to get the last inequality. Now it remains to prove ET Ă L2ηpp0, T q, pF
s`1,r
2p,q q
nq,
to get (7.3). Due to the condition n
2p
` 1
η
ă 1, we can select δ ą 1
η
such that n
2p
` δ ă 1.
Then we have F s`2´δ,rp,q Ă F
s`1,r
2p,q , according to Lemma 6.3. By setting α :“
δ
2
we get the
continuous embeddings
ET Ă H
α
η
`
p0, T q, pF s`2p1´αq,rp,q q
n
˘
Ă L2η
`
p0, T q, pF s`2p1´αq,rp,q q
n
˘
Ă L2η
`
p0, T q, pF s`1,r
2p,q q
n
˘ (7.4)
where we used Lemma 6.5 for the first embedding, Lemma 6.6 for the second embedding
and Lemma 6.3 for the last embedding. This yields (7.3).
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In order to obtain (b), we define
N : 0ET ÝÑ FT ˆ t0u, su ÞÝÑ Lsu´ ˆGpsu` u˚q
0
˙
(7.5)
for T P p0,8q. Because of (7.3) we know that N is well-defined, i.e., we have indeed
Npsuq P FT ˆ t0u for all su P 0ET . Furthermore, N is continuously Fréchet-differentiable,
where
DNp0qv “ Lv ´
ˆ
DGpu˚qv
0
˙
“ Lv `
ˆ
P pu˚ ¨∇qv ` P pv ¨∇qu˚
0
˙
@v P 0ET
is the derivative at the zero point. Our aim is to verify that there exists a unique su P 0ET
such that Npsuq “ 0 for small time intervals p0, T q.
As a first step to obtain this, we prove that DNp0q : 0ET Ñ FTˆt0u is an isomorphism
when T ą 0 is small enough. Similarly to the verification of (7.3) we obtain for T ą 0
and v P 0ET that›››ˆDGpu˚qv
0
˙ ›››
FTˆt0u
“ }Pdivpu˚vT q ` Pdivpvpu˚qT q}Lηpp0,T q,pF s,rp,q qnq
ď C}divpu˚vT q ` divpvpu˚qT q}Lηpp0,T q,pF s,rp,q qnq
ď C 1}u˚vT ` vpu˚qT }
Lηpp0,T q,pF
s`1,r
p,q qnˆnq
ď C2}u˚}
L2ηpp0,T q,pF
s`1,r
2p,q q
nq}v}L2ηpp0,T q,pF s`1,r2p,q qnq
, (7.6)
in view of Proposition 3.11, Lemma 6.4 and Hölder’s inequality, where the constant
C2 ą 0 is independent of T P p0,8q. Again let δ ą 1
η
such that n
2p
` δ ă 1 and set
α :“ δ
2
. Then we have F s`2´δ,rp,q Ă F
s`1,r
2p,q and, since α ą
1
2η
, we obtain for any fixed
T0 ą 0
0ET Ă 0H
α
η
`
p0, T q, pF s`2p1´αq,rp,q q
n
˘
Ă L2η
`
p0, T q, pF s`2p1´αq,rp,q q
n
˘
Ă L2η
`
p0, T q, pF s`1,r
2p,q q
n
˘ (7.7)
where the embeddings are continuous with an embedding constant independent of T P
p0, T0s, due to Lemmas 6.5 and 6.6. Hence we have in total›››ˆDGpu˚qv
0
˙ ›››
FTˆt0u
ď C1}u
˚}
L2ηpp0,T q,pF
s`1,r
2p,q q
nq}v}ET (7.8)
for all v P 0ET and for all T P p0, T0s. Thanks to Lemma 2.4 there is also a constant
C2 ą 0 such that }L
´1}L pFTˆt0u,0ET q ď C2 for all T P p0, T0s.
The size of the finite time interval p0, T0q was arbitrary up to this point. Proceeding
from any finite T0 ą 0, we will shrink the interval p0, T0q in the following to get a unique
local solution. The constants C1 and C2, found above, can be assumed to be fixed so
they don’t change by shrinking p0, T0q. First, let p0, T0q be small enough, so that
}u˚}
L2ηpp0,T0q,pF
s`1,r
2p,q q
nq
ď
1
2C1C2
(7.9)
holds. Then we obtain from (7.8) and (7.9)›››ˆDGpu˚q
0
˙›››
L p0ET ,FTˆt0uq
ă
1
}L´1}L pFTˆt0u,0ET q
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for all T P p0, T0s. Hence by the Neumann series we get that DNp0q : 0ET Ñ FT ˆ t0u
is an isomorphism for all T P p0, T0s.
We apply the inverse function theorem (see e.g. [5, Thm. VII.7.3]) and get open
neighborhoods 0 P UT Ă 0ET and Np0q P VT Ă FT ˆ t0u such that N : UT Ñ VT is
bijective. Now we fix T P p0, T0s and define for 0 ă T
1 ă T a function FT 1 P FT by
FT 1ptq :“
#
0, if t P p0, T 1q
Gpu˚qptq, if t P rT 1, T q.
Then we have ›››ˆFT 1
0
˙
´
ˆ
Gpu˚q
0
˙›››η
FTˆt0u
“
ż T
0
}FT 1ptq ´Gpu
˚qptq}ηXσdt
“
ż T 1
0
}Gpu˚qptq}ηXσdt
T 1Œ0
ÝÝÝÑ 0
and thus
ˆ
FT 1
0
˙
T 1Œ0
ÝÝÝÑ Np0q in FT ˆt0u. Since VT is a neighborhood of Np0q, this yieldsˆ
FT 1
0
˙
P VT , if T
1 P p0, T q is small enough and consequently for su :“ N´1ˆFT 1
0
˙
P UT
we have Npsuq “ ˆFT 1
0
˙
“
ˆ
0
0
˙
on p0, T 1q. Hence, by restriction of su to p0, T 1q, we get a
solution su P 0ET 1 of (b). Since N : UT Ñ VT is bijective, this solution is unique.
Having established the local existence and uniqueness of a solution for pPNSEqf,u0 , we
now extend the solution to a maximal time interval r0, T ˚q. First we note that uniqueness
holds on any time interval: Considering two solutions u, v P ET of pPNSEqf,u0 on r0, T q
for some T P p0,8s, we know from the established local uniqueness that u “ v holds on
some r0, T 1q Ă r0, T q. We assume that u and v do not coincide on r0, T q. Then Lemma 2.5
allows to apply a continuity argument, which provides some 0 ă t1 ă t2 ă T so that
uptq “ vptq for all t P r0, t1s and uptq ‰ vptq for all t P pt1, t2q. Now, setting u1 :“ upt1q
and f1 :“ fpt1`¨q, we can apply local uniqueness of the solution of pPNSEqf1,u1 and get
upt1 ` ¨q “ vpt1 ` ¨q on some r0, T
2q, contradictory to uptq ‰ vptq for all t P pt1, t2q.
In order to get a maximal time interval r0, T ˚q for the solution of pPNSEqf,u0 , we define
M :“
 
pJT , uT q : T P p0,8q, D solution uT P ET of pPNSEqf,u0 on JT “ r0, T q
(
,
J˚ :“
ď
tJT : pJT , uT q PMu “: r0, T
˚q
and u : r0, T ˚q Ñ I, uptq :“ uT ptq for t P JT . Due to the uniqueness proved above, u is
well defined and consequently the desired maximal solution.
Now let additionally n
2p
` 2
η
ă 1. We assume T ˚ ă 8 and limsuptÕT˚}uptq}I ă 8 for
the maximal solution u. Then we have u P BCpr0, T ˚q, Iq (i.e., bounded and continuous).
For T P p0, T ˚s and v P ET we define the linear operator
Bv :“
ˆ
PdivpuvT q
0
˙
.
Then we have pL`Bqu “
`
f
u0
˘
. As in (7.6) we get
}Bv}FTˆI ď C}u}L2ηpp0,T q,pF s`1,r2p,q qnq
}v}
L2ηpp0,T q,pF
s`1,r
2p,q q
nq
@v P ET (7.10)
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with a constant C ą 0 independent of T . Concerning (7.7) and Lemma 7.2 we get
}Bv}FTˆI ď C
1
´ ż T
0
}uptq}2η
pF s`1,r
2p,q q
nq
¯ 1
2η
}v}ET ď C
2T
1
2η }u}BCpr0,T˚q,Iq}v}ET
for all v P 0ET with a constant C
2 ą 0 independent of T P p0, T ˚s. Due to (7.4) we can
also deduce B P L pET ,FT ˆ Iq from (7.10). Furthermore, Lemma 2.4 gives a constant
K ą 0, such that }L´1}L pFTˆt0u,0ET q ď K holds for all T P p0, T
˚s. Consequently, we
obtain for sufficiently small T P p0, T ˚s that
}B}L p0ET ,FTˆt0uq ă
1
}L´1}L pFTˆt0u,0ET q
,
which yields that L ` B : 0ET Ñ FT ˆ t0u is an isomorphism. More precisely, we need
to choose
T ď
1
p2C2K}u}BCpr0,T˚q,Iqq2η
. (7.11)
Now, for T as in (7.11), we can select T1 P p0, T
˚q and repeat the argument on pT1, T `
T1q instead of p0, T q. This yields that L ` B : 0EpT1,T`T1q Ñ FpT1,T`T1q ˆ t0u is an
isomorphism, where 0EpT1,T`T1q (resp. FpT1,T`T1q) consists of the translations of functions
in 0ET (resp. FT ) by T1. We repeat this argument k times on the interval pkT1, T`kT1qX
p0, T ˚q until we reach T ` kT1 ě T
˚. Finally we have that L`B : 0ET˚ Ñ FT˚ ˆ t0u is
an isomorphism. Now it is not hard to deduce that
L`B : ET˚
–
ÝÑ FT˚ ˆ I (7.12)
is an isomorphism: Continuity and injectivity are obvious while one gets the surjectivity
by setting v˚ :“ L´1
`
0
v0
˘
and v :“ pL`Bq´1
`
g´Pdivpv˚uT q
0
˘
`v˚ P ET˚ for
`
g
v0
˘
P FT ˆI.
As a consequence of (7.12) and Lemma 2.5 we can achieve
u “ pL`Bq´1
ˆ
f
u0
˙
P ET˚ Ă BUCpr0, T
˚q, Iq
and hence upT ˚q “ limtÕT˚ uptq P I. Application of the local existence and uniqueness
now gives a solution of pPNSEqfp¨`T˚q,upT˚q on some time interval r0, T
2q, which yields
an extension of u to a solution of pPNSEqf,u0 on r0, T
˚ ` T 2q, in contradiction to the
maximality of u.
8 Appendix: Extension operators
Let 1 ă η ă 8. For fixed m P N and T P p0,8s there exists a mapping u ÞÑ ET,mu
for functions u (defined on p0, T q with values in any vector space) such that for all
k P t0, 1, . . . ,mu and any Banach space X we have an extension operator
ET,m : W
k
η pp0, T q,Xq ÝÑW
k
η pR,Xq. (8.1)
A precise proof can be found in [1, Thm. 4.26] for the case of scalar-valued functions,
but the given proof can be directly transferred to the vector-valued case. ET,m is the
coretraction of
R :W kη pR,Xq ÝÑW
k
η pp0, T q,Xq, u ÞÝÑ u|p0,T q,
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so, by the interpolation W sη pR,Xq “
`
LηpR,Xq,W
k
η pR,Xq
˘
s
k
,η
for 0 ă s ă k, we get
W sη pp0, T q,Xq “
`
Lηpp0, T q,Xq,W
k
η pp0, T q,Xq
˘
s
k
,η
and the extension operator
ET,m :W
s
η pp0, T q,Xq ÝÑW
s
η pR,Xq (8.2)
(see [20, Thm. 1.2.4]).
Now let T P p0,8q, 1 ă η ă 8 and X a Banach space. For a function u defined on
p0, T q with values in any vector space we set
ETupτq :“
$’&’%
upτq, if 0 ă τ ă T
up2T ´ τq, if T ď τ ă 2T
0, if 2T ď τ
(see also [16]). Then, due to [16, Prop. 6.1], this leads to an extension operator
ET : 0W
β
η
`
p0, T q,X
˘
ÝÑ 0W
β
η
`
p0,8q,X
˘
(8.3)
for β P p1
p
, 1s such that for any fixed T0 P p0,8q there is a constant C “ CpT0q with
}ET } ď C for all T P p0, T0s. Now we use (8.2) in the case T “ 8 and m “ 1 and get
the extension operator
E8,1ET : 0W
β
η
`
p0, T q,X
˘
ÝÑ 0W
β
η
`
R,X
˘
(8.4)
(for β P p1
p
, 1s), whose operator norms }E8,1ET }, T P p0, T0s are bounded above for a fixed
T0 ą 0 as well. The structure of ET also gives that }ETu}Lηpp0,8q,Xq ď 2}u}Lηpp0,T q,Xq.
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