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We consider the causal channel g always generates a Weyl-Heisenberg frame gna+b, n,m E Z, when a , b > 0, ab < 1. Here
g Z I Y ( t ) = exp (-nizy + 27riyt) g ( t -z), t E w
We truncate the channel response so that N , = 0 and AT, = 20.
As before, the channel input is an i.i.d. sequence, and the noise is stationary and white with SNR,h,, =20 dB. We assume the number of feedforward taps is fixed at q = 10. Fig. 3 shows the optimal decision delay (defined as thlat which maximizes SNRDFE) versus the number of feedback taps. 'When the number of feedback taps is small, the optimal feedforward filter is two-sided; that is, it contains both causal and anticausal taps. As expected, however, the optimal A converges to q -1 as the number of feedback taps get large. Note that when A = q-1, the feedforward filter is anticausal; that is, {~k } = { w -~, . . . ,WO}.
I. INTRODUCTION
for real z and y. This is motivated by the fact that this holds true for Gaussian g. see [2] for an elementary proof for this special case and for references to earlier proofs.
We shall show in this correspondence that the above statement does not hold when a = 1, b = f. 
THE EXAMPLES
According to [l, p. 9811, the lower and upper frame bounds A and B of the collection
where for a g E L2(W) we have denoted
for the Zak transform of g. When g denotes the Fourier transform (2.4)
we can as well consider
for the computation of the frame bounds A , B . This is so since
In her pioneering paper [l, -1 = -(U= B)(T,Z> (2.9) it is concluded that (2.5) vanishes for s = f , t = $. And since we construct g such that U, j is continuous, we see that A in (2.1) is zero, so that (--l),, exp (nitm) g ( t -n) does not generate a frame. We construct j in the form Here we have set ak = e-k and
Obviously, g is positive, continuous, and rapidly decaying. Also
Wgna,nrh(t,v) = Wg(t -nu, v -mb), n, m E H. (2.16) Hence, the Weyl symbol Sw of the frame operator S f E L2(W) 4 sf = ( f , g n a , n b ) ~n~,~b (2.17) n,m is given, at least formally, by We use this opportunity to point out an error in [6] . There it is stated on p. 586 that for the operator " A,, the Szego theorem holds." In the present case we have A , = S when we choose n , m ~, ( t , v ) 
where cr > 0. It has been shown in [8, sec. 41, that 
By using the farmula (for y > 0 ) (2.23) (t-na,v-mb) n , m --... = 0. Now consider the case that a = b = 1, so that s y t , U ) = e--2Q(t--n)
When m E H, < S < 1, and t = m + 6, we see that for large cy, only the term with n = m needs to be considered in the right-hand side of (2.26), so that (2.27) which becoms negative when v varies. Hence the Weyl symlbol of S takes negative values, and it does so on a large subset of R".
INTRODUCTION AND PRELIMINARIES

A. Introduction
The classical Shannon sampling theorem plays an important role in signal analysis. Unfortunatly this theorem is not appropriate for some signals. Walter [I] established a more general sampling theorem in wavelet subspaces, which does not contain spline wavelet subspaces with even order. Janssen [2] obtained one sampling theorem for quadratic spline wavelet subspace by using samples {(n+ i)} instead of the integer set {n}. Although Walter's main theorem in [l] was extended to the irregular case [3] , this involved a hard to determine S (with this 6, t,'s can be used as samples to recover a signal if Itn -n( 5 6) even in the spline case. The more serious problem in applications is the complexity of error estimation . Recently, Feichtinger and Grochenig [4] designed a new iterative algorithm to recover a band-limited signal, which uses only the function values on a sequence and thus can be thought of as a sampling theorem.
By this sampling theorem, a band-limited signal f can be recoved by any samples {f(tn)} if the density of {t,}, which is defined as supn -t n ) , is less than 1 and the more important thing is that the truncation error \Ifn -f l l is easily estimated.
B. The Algorithm of Feichtinger and Grochenig
We review the Feichtinger-Grochenig algorithm in this section. Given f E B, = {f E L2(R), SUPPf c [-a,.rrll Publisher Item Identifier S 0018-9448(96)01686-0.
