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a b s t r a c t
The energy method is employed to investigate the stability of a steady convective flow
in a heat generating fluid arising due to the combined effect of buoyancy, shear and
pressure gradient. By introducing a suitable generalized energy functional andusing energy
inequalities sufficient conditions for the existence of such a flow are found. An analysis
through the variational principles is thenmade to find sharper limits for nonlinear stability.
Comparisons are made with linear results in the literature and it is shown that the linear
theory fails to capture the physics of the onset of secondary flow.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
A large number of physical phenomena involve natural convection driven by internal heat generation alone. If the
temperature gradients are introduced in a fluid by heating from within, a nonlinear temperature profile results, in contrast
to that of differential heating, with the degree of nonlinearity determined by the strength of heating. This type of convection
is less studied and hence has attracted current research [1,2]. The study of convective flows through channels is important as
the geometry is found in many applications where fluid flow and heat transfer are equally important. These occur in many
natural situations as well and hence several studies have been undertaken to analyze the effects of different phenomena
connected with such flows. A linear stability analysis of the convective flow in a channel induced by internal heat sources
and a moving boundary was considered in [3] wherein a linearized system of equations was used to establish a critical
Grashof number below which instability cannot occur.
Although linear theory does provide an interesting insight into the onset of secondary motion, there are possible regions
of subcritical instabilities where the onset of secondary motion occurs prior to the thresholds predicted by the linear theory
being reached. Hence in order to have a complete understanding one has to perform a nonlinear analysis which provides
a threshold for global stability. Studies on nonlinear stability analysis dealing with convection driven by internal heat
generation are found to be scarce in the literature. Mollica [4] has made a nonlinear analysis of a flow in a vertical channel
generated by internal heat sources and a constant pressure gradient. It was concluded that the stability limit decreases
at large Prandtl numbers and Reynolds numbers. Carr and de Putter [5] and Hill [6] have dealt with nonlinear stability of
convection in the presence of internal heat sources in addition to differential heating.
In the present paper we extend the study reported in [3] to include arbitrary finite disturbances in the presence of an
applied pressure gradient. The approach adopted in the present paper is by the application of the energymethod, developed
in itsmodernway by Straughan [7]. The theory of generalized energy stability is very useful since it is often possible to derive
sharp nonlinear stability limits by an appropriate choice of Lypaunov function. For a complete review of recent advances
in the nonlinear stability theory the reader may refer to [7]. Our goal is to find a nonlinear stability limit of the flow for all
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initial data or to at least a large set of initial data which is close to that of linearized instability and hence will be useful in
practical situations.
2. Formulation of the problem
A channel containing two infinitely long parallel plates separated by a distance 2h enclosing a fluid is considered (see
Fig. 1 in [3]). The temperatures of both the plates are kept constant and equal. The plates are inclined at an angle α to the
gravity g¯ which is acting vertically downwards. The left plate moves up with a constant velocity u¯0. Internal heat sources
of uniform volume density Q are distributed uniformly throughout the volume. We choose a Cartesian co-ordinate system,
where the x- and z-axes are normal and parallel with the plates respectively. The origin of the co-ordinate system is located
in the mid-plane of the channel.
Under the Boussinesq approximation, the equations governing this motion of a viscous incompressible fluid can be
written as
∂v¯
∂t
+ (v¯ · ∇)v¯ = − 1
ρ
∇p+ ν1v¯ + g β T nˆ− g nˆ (1)
∂T
∂t
+ (v¯ · ∇)T = κ1T + Q
ρCp
(2)
∇ · v¯ = 0 (3)
where ρ is the density, v¯ the velocity, t the time, β the thermal expansion coefficient, p the pressure, nˆ the upward vertical
unit vector, Cp the specific heat capacity and κ the thermal diffusivity. The above Eqs. (1)–(3) are subjected to the boundary
conditions
v¯(−h) = u¯0, v¯(+h) = 0, T (±h) = 0. (4)
A pressure gradient is imposed along the positive z-directionwhichmakes the flux of the fluid flow through the cross-section
of the channel to be equal to φ:∫ h
−h
v dx = φ. (5)
The field variables can be made dimensionless by choosing units of length, velocity and temperature as h, βgqh4/2ν and
qh2/2 respectively where q = Q/κρCp. The two dimensional equations of motion in the (x, z) plane then yield a steady
solution for the basic state of the form
v¯ = [0, 0, v0(x)], p = p0(z), T = T0(x) (6)
where
v¯0 = v0(x)kˆ = v¯1(x) cosα + Re1Gr v¯2(x)−
Re2
Gr
v¯3(x) (7)
T0 = 1− x2 (8)
with v¯1(x) = (5x4− 6x2+ 1)kˆ/60, v¯2(x) = (1− x2)kˆ, v¯3(x) = (1+ 2x− 3x2)kˆ/4, Gr = βgqh5/(2ν2) the Grashof number,
Re1 = 3φ/(4ν) the Reynolds number due to the applied pressure gradient and Re2 = uoh/ν the Reynolds number due to
the moving boundary.
3. Nonlinear analysis
We now perturb the system as v¯ = v0kˆ + v¯∗(x, z, t), T = T0 + T ∗(x, z, t) and p = p0 + p∗(x, z, t) where the starred
quantities are arbitrary disturbances. Substituting these into Eqs. (1)–(3) and using the scales h2/ν and (βgqρh3)/2 for time
and pressure respectively we get the non-dimensional perturbation equations (after omitting *) as
∂v¯
∂t
+ Gr[(v¯0 · ∇)v¯ + (v¯ · ∇)v¯0 + (v¯ · ∇)v¯] = −∇p+∇2v¯ + T nˆ (9)
∂T
∂t
+ Gr[(v¯0 · ∇)T + (v¯ · ∇)T0 + (v¯ · ∇)T ] = 1Pr∇
2T (10)
∇ · v¯ = 0 (11)
in which Pr = ν/k is the Prandtl number.
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We shall now consider the energy functional, formed by adding the kinetic and thermal energies of the perturbations,
and so define
E(t) = 1
2
(‖v¯‖2 + λPr‖T‖2), λ ∈ (0,∞). (12)
By Ω we refer the open connected set (−1, 1) × R × R. The function space of interest is L2(Ω) with the usual norm
‖ · ‖ = (
Ω
| · |2)1/2. Using (9) and (10) the derivative of our energy functional is expanded as,
dE
dt
= −Gr cosα
∫
Ω
v¯ · D1 · v¯ dΩ − Re1
∫
Ω
v¯ · D2 · v¯ dΩ + Re2
∫
Ω
v¯ · D3 · v¯ dΩ
−
∫
Ω
∇v¯ : ∇v¯ dΩ +
∫
Ω
T v¯ · nˆ dΩ − λ Gr Pr
∫
Ω
T v¯ · ∇T0 dΩ − λ
∫
Ω
∇T · ∇T dΩ (13)
where Di is the symmetric part of the velocity gradient ∇v¯i, i = 1, 2, 3.
We can arrive at the first condition of nonlinear stability simply by finding the upper bound of the derivative of the energy
in (13). Although these conditions are not the best possible, they are easily obtained and maintain the general stability
behavior. Denoting T˜ = max |T ′0(x)|, v˜i = max 12 |v′i(x)| (i = 1, 2, 3) for x ∈ (−1, 1), and using the Poincare inequality [7]
we obtain
dE
dt
≤ (v˜1 Gr cosα + v˜2 Re1 + v˜3Re2 − γ1)X2 + (1+ λ T˜ Gr Pr)XY − λ γ2 Y 2 (14)
where X = (
Ω
|v¯|2dΩ)1/2, Y = (
Ω
|T |2dΩ)1/2 and γ1 and γ2 are the Poincare constants for the velocity and the
temperature fields. γ1 and γ2 depend only on the geometry of the domain and for this problem suitable values are 3.76π2/4
and π2/4 respectively [8]. In order to have nonlinear stability conditions it is sufficient to superimpose the negative
definiteness of the quadratic in (14) which gives
v˜1 Gr cosα + v˜2 Re1 + v˜3 Re2 − γ1 ≤ 0
1
γ1 − v˜1 Gr cosα − v˜2 Re1 − v˜3 Re2 ≤ γ2
4 λ
(1+ T˜ λ Pr Gr)2 . (15)
Now, we use the parameter λ as an optimization parameter by maximizing G(λ) = 4λ/(1 + λT˜ PrGr)2. This leads to the
inequalities
Gr ≤ γ1 − v˜2 Re1 − v˜3 Re2
v˜1 cosα
Gr ≤ γ2 (γ1 − v˜2 Re1 − v˜3 Re2)
T˜ Pr + γ2 v˜1 cosα
. (16)
It is worth mentioning that the second inequality in (16) implies the first one.
In order to improve the stability criterion and capture the maximal Grashof number Gr∗ below which stability is
guaranteed, the corresponding variational problem has to be considered.
4. Variational problem
The evolution of E (13) can be expressed as
dE
dt
≤ −DGr

1
Gr
−max
H
I
D

(17)
with
I =
∫
Ω

nˆ
Gr
− λ Pr ∇T0

· T v¯ dΩ
D = ‖∇v¯‖2 + λ‖∇T‖2 + Gr
∫
Ω
∂v0(x)
∂x
vx vz dΩ
where vx and vz are the x and z components of the velocity vector v¯. Here in order to guarantee the positive definiteness of
D the third term on the right-hand side of Dmust be positive. If the term is positive the positive-definiteness of D follows.
If it is negative we use Young’s inequality with some positive ϵ > 0 to show that
D ≥ ‖∇v¯‖2 + λ‖∇T‖2 − Gr mϵ
2
∫
Ω
|vx|2dΩ − Gr m2ϵ
∫
Ω
|vz |2dΩ
≥
[
1− Gr m
2π2

ϵ + 1
ϵ
]
‖∇v¯‖2 + λ‖∇T‖2,
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where m = max |∂v0(x)/∂x| and π2 the Poincare constant. Choosing ϵ such that 1 − Gr m2π2

ϵ + 1
ϵ
 ≥ 0 guarantees the
positive-definiteness of D. Now define Gr∗ by
1
Gr∗
= max
H
I
D
. (18)
H = {u¯/u¯ ∈ (H10 (Ω))3,∇ · u¯ = 0} being the space of admissible functions u¯ over which the maximum is sought.
If Gr < Gr∗, we observe exponential decay of E(t) from (17) and the base solution is nonlinearly stable, in the asymptotic
sense, for all disturbances regardless of how large they may be.
Before finding the maximum in (18) it is expedient at this point to investigate the best value of λ. This can be done by
redefining T to remove λ from the denominator in (18). Thus, we put T = T Ě/√λ and (dropping Ě)
1
Gr∗
= max
H
F(λ) · 
Ω
T v¯ dΩ
‖∇v¯‖2 + ‖∇T‖2 + Gr 
Ω
∂v0(x)
∂x vx vz dΩ
= max
H
I
D
where
F(λ) = nˆ/Gr − λ Pr ∇T0√
λ
.
The parameter λ may now be used to bring Gr∗ as close as possible to the linear limit. At this maximum value of Gr∗,
∂Gr∗/∂λ = 0 and hence ∂F/∂λ = 0 gives the best value of λ (see [7]).
In order to calculate the maximum in (18), we use the calculus of variations. The maximizing solution satisfies
δD− Gr∗δI = 0 (19)
where δ represents the variation of a quantity. Then the Euler–Lagrange equations are obtained as
2 (1v¯ + nˆ T )− Gr∗ ∂v0(x)
∂x
(vx kˆ+ vz iˆ) = ∇ω
1T − Gr∗ (Pr ∇T0) · v¯ = 0
∇ · v¯ = 0
(20)
with the appropriate boundary conditions where ω is a multiplier.
In order to find the sharp limits we solve these equations for Gr∗. After removing ω by operating curl and with the use of
stream functions Ψ (x, z), the Eqs. (20) may then be reduced to
D4W = 2 k2 D2W − Gr∗ ∂v0
∂x
iˆ k DW − k4 W − cosα DΘ − iˆ k sinα Θ
D2Θ = k2 Θ − Gr∗ Pr ∂T0
∂x
iˆ k W (21)
where Ψ (x, z) = W (x)eikz , T (x, z) = Θ(x)eikz , D = d/dx in which k is the wave-number. The appropriate boundary
conditions are
W = DW = Θ = 0 at x = ±1. (22)
This is an eigenvalue system for Gr∗ which can be computed numerically. In the numerical calculations we determine the
critical Grashof number as
Gr∗c = mink Gr
∗(Pr, k). (23)
5. Results and discussion
This work is concerned with finding Gr∗c representing nonlinear stability boundary for a particular type of fluid
flow. Before discussing nonlinear energy stability of a solution to (20) we briefly look into the linearized instability
theory. It is interesting to observe that the governing Eqs. (9)–(11) admit solutions of the exponential type (v¯, T , p) =
(v¯(x), T (x), p(x))eσ t if the quadratic terms are neglected. Here σ represents the possible complex growth rate. Hence the
linearized equations reduce to
σ v¯ = −∇p+1v¯ + T nˆ− Gr vx ∂v0
∂x
kˆ
σ Pr T = −Gr Pr ∇T0 · v¯ +1T
∇ · v¯ = 0.
(24)
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Fig. 1. Neutral curves for different Re1 .
Fig. 2. Critical Gr∗ against Re1 for different α.
The boundary conditions are still (4). It is clear from (24) with σ = 0 and (20) that they are not identical. Hence the two
theories do not coincide and this shows the existence of sub-critical instabilities.
The Grashof number Gr∗ is found by solving the eigenvalue system (21) and (22) using compound matrix method [9,10]
which is superior than the other methods of its kind. Eigenvalue problems for ordinary differential equations are usually
treated by first defining a solution matrix which satisfies certain prescribed initial conditions and the required eigenvalues
are then obtained as the roots of some minor of the solution matrix. If we attempt to evaluate this minor by computing its
elements separately, as in a standard shooting method, then there may be a serious loss of accuracy numerically especially
when the differential equation is stiff. This difficulty can be avoided, however, by considering the differential equation
satisfied by a certain compound matrix whose elements are the minors of the solution matrix, and in this way we can
compute the required minor directly.
The marginal curves of Gr∗ for a vertical fluid layer is shown in Fig. 1 when Pr = 1. Each of these curves divides the
Gr∗− k plane into two regions with the region lying below it corresponding to a nonlinearly stable state. When Re1 increase
the marginal curves move upwards and expand the stable region irrespective of the value of Re2. But an increase in Re2
produces an opposite effect and shifts the threshold toward a higher wave-number region. In other words the moving
boundary constricts the cells exhibiting at the secondary state. It is to be noted at this stage that the crude results obtained
using energy inequalities give quite contradictory results.
The variation of Gr∗c against Re1 and Re2 is shown in Figs. 2 and 3 for different inclinations when Pr = 1. The stabilizing
effect of Re1 and the destabilizing effect of Re2 are observed for inclined channels also. Moreover a nonlinear Gr∗c − α
relation can be noticed from these figures. The critical boundary decreases as α increases from 0 to 30, reaches a minimum
somewhere between α = 0 and 30 and then increases as α increases from beyond 60. The corresponding critical wave-
numbers against Re2 are displayed in Fig. 4.
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Fig. 3. Critical Gr∗ against Re2 for different α.
Fig. 4. Critical k against Re2 for different α.
Table 1
Comparison of the present results with those of [3] (shown within braces) when Pr = 1 and Re1 = 0.
Re2 α
0 30 60 90
0 109.79 (730.32) 100.55 (876.24) 105.99 (1129.23) 156.50 (593.00)
10 56.15 (742.72) 52.43 (1007.77) 55.45 (924.00) 71.82 (654.76)
20 −6.29 (810.62) −6.39 (1151.20) −7.49 (796.59) −10.8 (831.07)
A comparison of the present resultswith those of linear analysis [3] is given in Table 1. It shows that the nonlinear stability
boundary remains well below the linear boundary with a region of subcritical instabilities in between them. Moreover we
observe that Re2 expands the subcritical region for α = 0, 30 and 90 and the motion of interest is never stable when Re2
exceeds a particular value where Gr∗k becomes zero depending upon α. Fig. 4 shows the influence of Pr on the stability
boundary. It shows destabilization of the system to a great extent, as expected from the physical grounds. For low Pr values
Gr∗c increases against α whereas for higher values it reaches a minimum and then increases (Fig. 5).
6. Conclusion
In this paper we dealt with convective stability due to the combined effect of buoyancy, shear and pressure gradient. It
shows that the crudeway of finding the nonlinear stability boundary using the energy inequalities fails to predict the results.
An application of variational principles reveals that the applied pressure gradient has a stabilizing effect whereas the wall
movement has a destabilizing effect. The analysis also exposes a region of subcritical instabilities.
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Fig. 5. Critical Gr∗ against α for different Pr .
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