In this paper, we prove some existence theorems of solutions for two classes of generalized vector variational inequalities and Minty generalized vector variational inequalities.
Introduction
The variational inequality theory, which is mainly due to Stampacchia [] , provides very powerful techniques for studying problems arising in mechanics, optimization, transportation, economics, contact problems in elasticity, and other branches of mathematics.
The free boundary value problem can be studied effectively in the framework of variational inequalities, the traffic assignment problem is a variational inequality problems. The theory of vector variational inequalities was initiated by Giannessi [] . The theory has shown to be very useful in studying problems arising in pure and applied sciences, engineering and technology, financial mathematics, transportation, and other problems of practical interest, see [-] . In recent years, a considerable number of generalizations of vector variational inequalities have been considered, studied, and applied in various directions.
The general variational inequality problems provide us with a unified, simple, innovative, and natural frame work for studying a wide class of problems involving unilateral, moving boundary, obstacle, free boundary and equilibrium problems. 
Preliminaries
In what follows, unless otherwise specified, we assume that X is a Banach space and X * is its topological dual. We denote by x * , x the value of the linear and continuous functional x * ∈ X * in x ∈ X. Let K be a nonempty closed convex subset of a Banach space X, A :
K ⊂ X → X * and a : K → X be two given operators. Let C : K →  X be a mapping with closed convex cone values such that for each x ∈ K , int C(x) = ∅ and satisfying the following conditions:
for all x, y, z ∈ K , respectively. We will write y
The problem that we shall study in this paper is the so-called generalized vector variational inequalities GVVI(A, a, K) i.e., to find a x ∈ K such that
We note that if a ≡ id K , then () reduces to the problem for finding x ∈ K such that
which is called general vector variational inequalities GVVI(A, K) studied by [] . The so-called Minty generalized vector variational inequality MGVVI(A, a, K) is to find a x ∈ K such that
Note that if a ≡ id K then () reduces to the Minty general vector variational inequality
where K is a convex and closed set. Let X be a real linear space. For x, y ∈ X we denote by [ 
Proposition . Let X be a topological real linear space, Y be a real linear space and D ⊆ X be a convex and open subset. Let A : D → Y be quasilinear and locally injective. Then A is injective.
Proof Now we prove that for each u ∈ A(D), A - (u) contains only one point. Assume that
Definition . Let X be a real linear spaces and Y be a topological space. Let A : D ⊆ X → Y be an operator. We say A is continuous on line segment at x ∈ D if for every sequence {t n } ⊆ R of a real number convergent to  and every x, y ∈ D with x + t n y ∈ D we have
We say that A is continuous on line segments in D if it has the continuity property at every x ∈ D. 
Remark . In Lemma ., if A is also injective, then for every x, y ∈ D, x = y we have
Proposition . Let X be a real linear space, Y be a real linear metric space. Let A : D ⊆ X → Y be an injective convex and quasilinear mapping and it is continuous on line segments. Then the operator A
and w ∈ (u, v) such that
From the injectivity of A we have z = z , which is a contradiction. Therefore z / ∈ (x, y).
Theorem . Let X be a real linear space, Y be a real linear space and also metric space. Let A : D ⊆ X → Y be continuous on line segments, quasilinear with its domain D and convex. Then A(D) is convex.
Proof
Definition . Let X be a real linear space and
A function that is quasiconvex and quasiconcave at the same time is called quasilinear. Proof
Proposition .
and B is quasilinear, and we get
Definition . Let X be a real linear space and D ⊆ X. The convex hull of the set D is defined by 
Existence of solutions for generalized vector variational inequalities
In this section we present some existence results of solutions for vector variational inequalities () and (). 
Lemma . [] Let X be a Hausdorff linear space, M ⊆ X and G : M →  X be a KKM mapping. If G(x) is closed for every x ∈ M and there exists x
An operator T : X → X * is called weak to · -sequentially continuous at x ∈ X if, for every sequence {x n } which converges weakly to x, we have {T(x n )} → T(x) in the topology of the norm of X * . An operator T : X → X is called weak to weak sequentially continuous at x ∈ X if, for every sequence {x n } which converges weakly to x, we find that {T(x n )} converges to T(x).
Lemma . If P ⊂ Q ⊂ X where Q is weakly compact and P is weakly sequentially closed, then P is weakly compact.
Proof From the Eberlein-Smulian theorem [], Q is weakly sequentially compact. Let {x k } ⊆ P, hence {x k } ⊆ Q, which is weakly sequentially compact. Hence there exists {x k n } ⊆ {x k }, weakly converges to a point x ∈ Q. But {x k n } ⊆ P, which is weakly sequentially closed, hence x ∈ P. Thus P is weakly sequentially compact. Therefore from the Eberlein-Smulian theorem P is weakly compact. 
is weak to · -sequentially continuous, a is quasilinear and weak to weak sequentially continuous. Then the generalized vector variational inequality () admits a solution.
Proof Define a mapping G :
It is easy to see that the existence of solutions of the generalized vector variational inequality () is equivalent to finding an element
Now we first prove that G is a KKM mapping with weakly compact value and all conditions in Ky Fan's lemma are satisfied. In fact, G(y) = ∅ and for all y ∈ K we have y ∈ G(y). For any y ∈ K , consider a sequence {x k } ⊆ G(y) converges weakly to x ∈ K . We prove that x ∈ G(y). Indeed we have
We prove that
Indeed, from the triangle inequality, for all y ∈ K , we have
Since a : K → X is weak to weak continuous and K is weakly compact, a(
Since A is weak to norm sequentially continuous we have
Therefore, for all y ∈ K , k → ∞, we have
and from
we have
Hence x ∈ G(y), which shows that G(y) is weakly sequentially closed for all y ∈ K . Now we prove that G(y) is weakly compact for all y ∈ K . In fact, let {x n } ⊆ G(y). Since G(y) ⊆ K and {x n } ⊆ K . Again since K is weakly compact and from the Eberlein-Smulian theorem [], K is weakly sequentially compact. Hence there exists a subsequence {x n k } of {x n } converges weakly to x ∈ K . Then {x n k } ⊆ G(y) and from weak sequentially closedness of G(y), we have x ∈ G(y). Hence G(y) is weakly sequentially compact and from the Eberlein-Smulian theorem it is weakly compact. Therefore G(y) is weakly compact and weakly closed for all y ∈ K . Let y  , . . . , y n ∈ K and y ∈ co{y  , . . . , y n }. We show that
Suppose to the contrary that y / ∈ G(y i ) for every i ∈ {, , . . . , n}. Hence
Since a is quasilinear, from Theorem . we have
From () we have
Hence G is a KKM mapping and it satisfies all the conditions in Ky Fan's lemma. Consequently
Hence the generalized vector variational inequality () admits a solution. 
Corollary . Assume that K is a weakly compact convex subset of X and X
Then the generalized vector variational inequality () admits a solutions.
It suffices to prove G(y) is closed for all y ∈ K and G(y  ) is weakly compact. The rest is similar to the proof given in Theorem .. In the same way as in the proof of Theorem . we can prove that G is weakly sequentially closed for all y ∈ K . Since G(y) is sequentially closed in the norm topology for all y ∈ K , G(y) is closed for all y ∈ K . Next we show that G(y  ) is bounded. Suppose to the contrary that there exists
It is a contradiction. Hence G(y  ) is bounded and weakly sequentially closed. Proof Define a mapping G :
It suffices to show that G(y) is weakly sequentially closed for all y ∈ K . The rest is similar to the proof given in Theorem . and we will omit. For all y ∈ K , G(y) = ∅ and y ∈ G(y). For y ∈ K consider a sequence {x k } ⊆ G(y) converging weakly to x ∈ K . We prove that x ∈ G(y). Since 
