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COMPUTING ALGEBRAIC NUMBERS OF BOUNDED HEIGHT
JOHN R. DOYLE AND DAVID KRUMM
ABSTRACT. We describe an algorithm which, given a number field K and a bound B, finds all the elements of
K having relative height at most B. Two lists of numbers are computed: one consisting of elements x ∈ K for
which it is known with certainty that HK(x) ≤ B, and one containing elements x such that |HK(x)− B| < θ for a
tolerance θ chosen by the user. We show that every element of K whose height is at most Bmust appear in one of
the two lists.
1. INTRODUCTION
Let K be a number field with ring of integers OK, and let HK be the relative height function on K. For any
bound B it is known that the set of all elements x ∈ K with HK(x) ≤ B is finite [19, §3.1]. Moreover, there is
an asymptotic formula for the number of such elements, due to Schanuel [18]:
#{x ∈ K : HK(x) ≤ B} ∼ CKB2,
where CK is an explicit constant which depends only on K. However, there does not appear to be in the
literature an algorithm that would allow fast computation of all these elements. In [15] Petho˝ and Schmitt
require such an algorithm to be able to compute the Mordell-Weil groups of certain elliptic curves over real
quadratic fields. They obtain an algorithm by showing that if ω1, . . . ,ωn is an LLL-reduced integral basis
of K, then every element x ∈ K with HK(x) ≤ B can be written as
x =
a1ω1 + · · ·+ anωn
c
,
where a1, . . . , an, c are integers within certain explicit bounds depending only on B and K. The set of all
such numbers x is finite, so one would only need to search through this set and discard elements whose
height is greater than B. Unfortunately, in practice this method is slow because the search space is very
large. We describe in this paper an algorithm which is faster, assuming class group representatives for OK
and a basis for the unit group ofOK can be computed efficiently. Sample computations showing the greater
speed of our method may be seen in §6.
Our motivation for designing a fast algorithm that can handle relatively large bounds B comes from arith-
metic dynamics. In [16] Poonen provides a conjecturally complete list of rational preperiodic graph struc-
tures for quadratic polynomial maps defined over Q. It is then natural to ask which preperiodic graph
structures can occur for such maps over other number fields. In order to gather data about these graphs
one needs to be able to compute all the preperiodic points of a given quadratic polynomial. It is possible to
give an explicit upper bound for the height of any preperiodic point of a given map, so a first step towards
computing preperiodic points is computing all points of bounded height. Further details on this question,
together with the generated data, will be presented in a subsequent paper [8].
Acknowledgements.We thank Xander Faber, Dino Lorenzini, and Andrew Sutherland for their comments
on earlier versions of this paper; Pete Clark for help finding references; Robert Rumely for suggestions on
improving the efficiency of the algorithm; and the referee for several helpful comments.
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2. BACKGROUND AND NOTATION
Let K be a number field; let σ1, . . . , σr1 be the real embeddings of K, and τ1, τ1, . . . , τr2 , τr2 the complex
embeddings. Corresponding to each of these embeddings there is an archimedean absolute value on K
extending the usual absolute value on Q. For an embedding σ, the corresponding absolute value | |σ is
given by |x|σ = |σ(x)|C, where | · |C is the usual complex absolute value. Note that | |τi = | |τi for every i.
We will denote by M∞K the set of absolute values corresponding to σ1, . . . , σr1 , τ1, . . . , τr2.
For every maximal ideal p of the ring of integers OK there is a discrete valuation vp on K with the property
that for every a ∈ K∗, vp(a) is the power of p dividing the principal ideal (a). If p lies over the prime
p of Z, there is an absolute value | |p on K extending the p-adic absolute value on Q. Let e(p) and f (p)
denote the ramification index and residual degree of p, respectively. This absolute value is then given by
|x|p = (Np)−vp(x)/(e(p) f (p)). We denote byM0K the set of all absolute values | |p, andwe letMK = M∞K ∪M0K.
For an absolute value v ∈ MK, let Kv be the completion of K with respect to v, and let Qv be the completion
of Q with respect to the restriction of v to Q. Note that Qv = R if v ∈ M∞K , and Qv = Qp if v ∈ M0K
corresponds to a maximal ideal p lying over p. The local degree of K at v is given by nv = [Kv : Qv]. If
v corresponds to a real embedding of K, then Kv = Qv = R, so nv = 1. If v corresponds to a complex
embedding of K, then Kv = C and Qv = R, so nv = 2. Finally, if v corresponds to a maximal ideal p, then
nv = e(p) f (p).
The relative height function HK : K → R≥1 is defined by
HK(γ) = ∏
v∈MK
max{|γ|nvv , 1}
and has the following properties:
• For any α, β ∈ K with β 6= 0, HK(α/β) = ∏v∈MK max{|α|nvv , |β|nvv }.
• For any α, β ∈ K, HK(αβ) ≤ HK(α)HK(β).
• For any α, β ∈ OK with β 6= 0, HK(α/β) = N(α, β)−1 ∏v∈M∞K max{|α|
nv
v , |β|nvv }.
Here N(α, β) denotes the norm of the ideal generated by α and β.
• For any γ ∈ K∗, HK(γ) = HK(1/γ).
• For any γ ∈ K and any root of unity ζ ∈ K, HK(ζγ) = HK(γ).
It will sometimes be convenient to use the logarithmic height function hK = log ◦HK.
The following notation will be used throughout: O×K is the unit group of OK, µK is the group of roots of
unity in K, r = r1 + r2 − 1 is the rank of O×K , h is the class number of K, and ∆K is the discriminant of K. For
an ideal I of OK we let N(I) := #(OK/I) denote the norm of the ideal.
Define a logarithmic map Λ : K∗ → Rr+1 by
Λ(x) = (log |x|nvv )v∈M∞K =
(
log |x|σ1 , . . . , log |x|σr1 , log |x|2τ1 , . . . , log |x|2τr2
)
.
Note that Λ is a group homomorphism. By a classical result of Kronecker, the kernel of Λ is µK. Letting
pi : Rr+1 → Rr be the projection map that deletes the last coordinate, we set Λ′ = pi ◦Λ.
Recall that there is a system ε = {ε1, . . . , εr} ⊂ O×K of fundamental units such that every unit u ∈ O×K can be
written uniquely as u = ζεn11 · · · εnrr for some integers n1, . . . , nr and some ζ ∈ µK . We denote by S(ε) the
r× r matrix with column vectors Λ′(ε j).
2
3. THE METHOD
Let K be a number field, and let HK : K → R≥1 be the relative height function on K. Given a bound B ≥ 1,
we want to list the elements γ ∈ K satisfying HK(γ) ≤ B. Our method for finding all such numbers is based
on the observation that, using the ideal class group and unit group of OK, this problem can be reduced to
the question of finding all units of bounded height. In essence, the idea is to generalize the following
statement that holds over Q: if x ∈ Q∗ and HQ(x) ≤ B, then x can be written as x = ±a/b where a and b
are integers such that (a, b) = 1 and |a|, |b| ≤ B. For a general number field K, the analogous statement we
make is that given x ∈ K∗ with HK(x) ≤ B, it is possible to write x in the form x = u · a/b, where u ∈ O×K
is a unit whose height is explicitly bounded; a and b are elements of OK such that (a, b) = a, where a is one
ideal from a predetermined list of ideal class representatives for OK; and |NK/Q(a)|, |NK/Q(b)| ≤ B · N(a).
3.1. The main algorithm. Theorem 3.1 below provides the theoretical basis for our algorithm. In order to
describe all elements of bounded height in K we fix integral ideals a1, . . . , ah forming a complete set of ideal
class representatives for OK, and we fix fundamental units ε1, . . . , εr. Suppose we are given a bound B ≥ 1.
For each ideal aℓ, let gℓ,1, . . . , gℓ,sℓ be generators for all the nonzero principal ideals contained in aℓ whose
norms are at most B · N(aℓ). We define a B-packet to be a tuple of the form
P = (ℓ, (i, j), (n1, . . . , nr))
satisfying the following conditions:
• 1 ≤ ℓ ≤ h;
• 1 ≤ i < j ≤ sℓ;
• (gℓ,i, gℓ,j) = aℓ; and
• HK(εn11 · · · εnrr ) ≤ B · HK(gℓ,i/gℓ,j).
To a packet P we associate the number
c(P) = εn11 · · · εnrr ·
gℓ,i
gℓ,j
∈ K∗\O×K
and the set
F(P) = {ζ · c(P) : ζ ∈ µK} ∪ {ζ/c(P) : ζ ∈ µK}.
Note that the union defining F(P) is disjoint, and that F(P) does not contain units. Moreover, all the
elements of F(P) have the same height. If r = 0, then a packet is a tuple of the form (ℓ, (i, j)) satisfying only
the first three defining conditions above, and in this case c(P) = gℓ,i/gℓ,j.
With the notation and terminology introduced above we can now describe all elements of K whose height
is at most B.
Theorem 3.1. Suppose that γ ∈ K∗ satisfies HK(γ) ≤ B. Then either γ ∈ O×K or γ belongs to the disjoint union⋃
B-packets P
F(P).
Proof. Assuming that γ /∈ O×K we must show that there is a packet P such that γ ∈ F(P). We can write the
fractional ideal generated by γ as (γ) = I J−1, where I and J are coprime integral ideals. Since I and J are
in the same ideal class, there is some ideal aℓ (namely the one representing the inverse class of I and J) such
that aℓ I and aℓ J are principal; say (α) = aℓ I, (β) = aℓ J. Note that (α, β) = aℓ because I and J are coprime.
Since (γ) = (α)(β)−1 we may assume, after scaling α by a unit, that γ = α/β. From the bound HK(γ) ≤ B
it follows that
∏
v∈M∞K
max{|α|nvv , |β|nvv } ≤ B · N(aℓ).
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In particular,
|NK/Q(α)| = ∏
v∈M∞K
|α|nvv ≤ B · N(aℓ) and |NK/Q(β)| = ∏
v∈M∞K
|β|nvv ≤ B · N(aℓ).
Since N(α),N(β) ≤ B · N(aℓ), there must be some indices a, b ≤ sℓ such that (α) = (gℓ,a) and (β) = (gℓ,b).
Hence, we have α = gℓ,aua and β = gℓ,bub for some units ua, ub. Letting t = ua/ub we have γ = tgℓ,a/gℓ,b,
and since HK(γ) ≤ B, then
HK(t) = HK(γgℓ,b/gℓ,a) ≤ HK(γ)HK(gℓ,b/gℓ,a) ≤ B · HK(gℓ,b/gℓ,a).
Write t = ζεm11 · · · εmrr for some integers m1, . . . ,mr and some ζ ∈ µK. We define indices i, j and an integer
tuple (n1, . . . , nr) as follows: if a < b, we let i = a, j = b, (n1, . . . , nr) = (m1, . . . ,mr); and if a > b, we let
i = b, j = a, (n1, . . . , nr) = (−m1, . . . ,−mr). (The case a = b cannot occur since γ is not a unit.) Note that
in either case we have i < j and (gℓ,i, gℓ,j) = (α, β) = aℓ. Letting u = ε
n1
1 · · · εnrr we have HK(u) = HK(t),
so HK(u) ≤ B · HK(gℓ,i/gℓ,j). This proves that P := (ℓ, (i, j), (n1, . . . , nr)) is a B-packet. Finally, if we set
c = ugℓ,i/gℓ,j, then ζc = γ if a < b; and ζ/c = γ if a > b. Therefore, γ ∈ F(P).
We show now that the union in the statement of the theorem is disjoint. Suppose that
P = (ℓ, (i, j), (n1, . . . , nr)) and P
′ =
(
ℓ
′, (i′, j′), (n′1, . . . , n
′
r)
)
are packets such that F(P) ∩ F(P′) 6= ∅. We aim to show that P = P′. Let u = εn11 · · · εnrr , and similarly
define u′. From the assumption that F(P) and F(P′) have a common element it follows that either
c(P) · c(P′) ∈ µK or c(P)/c(P′) ∈ µK.
We consider the latter case first. There are ideals bℓ,i, bℓ,j, bℓ′,i′ , bℓ′,j′ such that
(3.1) (gℓ,i) = aℓbℓ,i ; (gℓ,j) = aℓbℓ,j ; (gℓ′,i′) = aℓ′bℓ′,i′ ; (gℓ′,j′) = aℓ′bℓ′,j′ .
Note that bℓ,i and bℓ,j are coprime because (gℓ,i, gℓ,j) = aℓ; similarly, bℓ′,i′ and bℓ′,j′ are coprime. Now, since
c(P)/c(P′) ∈ µK, there is an equality of ideals (gℓ,i)(gℓ′,j′) = (gℓ,j)(gℓ′,i′). Therefore, bℓ,ibℓ′,j′ = bℓ,jbℓ′,i′ and
by coprimality we conclude that
(3.2) bℓ,i = bℓ′,i′ and bℓ,j = bℓ′,j′ .
Considering ideal classes, by (3.1) and (3.2) we obtain
[aℓ]
−1 = [bℓ,i] = [bℓ′,i′ ] = [aℓ′ ]−1,
so ℓ = ℓ′. Thus, again using (3.1) and (3.2),
(gℓ,i) = aℓbℓ,i = aℓ′bℓ′,i′ = (gℓ′,i′) = (gℓ,i′),
and hence i = i′; similarly, j = j′. It follows that u/u′ = c(P)/c(P′) ∈ µK , so (n1, . . . , nr) = (n′1, . . . , n′r), and
therefore P = P′.
The case where c(P) · c(P′) ∈ µK is dealt with similarly, and leads to the conclusion that (i, j) = (j′, i′). But
this is a contradiction, since i < j and i′ < j′; therefore, this case cannot occur. 
Remark. In the case where r = 0, Theorem 3.1 and its proof still hold if we omit mention of the fundamental
units. See §4.4 for a refinement of the theorem in this case.
From Theorem 3.1 we deduce the following algorithm.
Algorithm 1 (Algebraic numbers of bounded height).
Input: A number field K and a bound B ≥ 1.
Output: A list of all elements x ∈ K satisfying HK(x) ≤ B.
(1) Create a list L containing only the element 0.
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(2) Determine a complete set {a1, . . . , ah} of ideal class representatives for OK.
(3) Compute a system ε = {ε1, . . . , εr} of fundamental units.
(4) Include in L all units u ∈ O×K with HK(u) ≤ B.
(5) For each ideal aℓ :
(a) Find generators gℓ,1, . . . , gℓ,sℓ for all the nonzero principal ideals contained in aℓ whose norms
are at most B · N(aℓ).
(b) For each pair of indices i, j such that 1 ≤ i < j ≤ sℓ and (gℓ,i, gℓ,j) = aℓ :
(i) Find all units u of the form u = εn11 · · · εnrr such that HK(u) ≤ B · HK(gℓ,i/gℓ,j).
(ii) For all such units u, let c = u · gℓ,i/gℓ,j. If HK(c) ≤ B, then append to L all elements of the
form ζ · c and ζ/c with ζ ∈ µK .
(6) Return the list L.
Note that, by Theorem 3.1, the list L will not contain duplicate elements. There are known methods for
carrying out steps (2) and (3) of Algorithm 1 — see, for instance, [6, §6.5]. To do step 5(a) one can use
methods for finding elements in OK of given norm; one algorithm for doing this can be found in [9]. It
remains to explain how a set of units of bounded height can be computed.
3.2. Units of bounded height. For a given bound D ≥ 1 we wish to determine all units u ∈ O×K such that
HK(u) ≤ D. Our method for doing this makes use of the following classical result.
Theorem 3.2 (Dirichlet). The map Λ′ : O×K → Rr is a group homomorphism with kernel µK , and Λ′(O×K ) is a
lattice of full rank in Rr spanned by the vectors Λ′(ε1), . . . ,Λ′(εr).
Let S = S(ε) be the r× r matrix with column vectors Λ′(ε j), and let T = S−1 be the linear automorphism
of Rr taking the basis Λ′(ε1), . . . ,Λ′(εr) to the standard basis for Rr.
Proposition 3.3. Suppose u ∈ O×K satisfies HK(u) ≤ D. Then there exist an integer point (n1, . . . , nr) in the
polytope T([− logD, logD]r) and a root of unity ζ ∈ µK such that u = ζεn11 · · · εnrr .
Proof. The bound HK(u) ≤ D implies that |u|nvv ≤ D for all v ∈ M∞K . Since HK(1/u) = HK(u) we also have
1/|u|nvv ≤ D. Therefore,
− logD ≤ log |u|nvv ≤ logD for all v ∈ M∞K ,
so Λ′(u) ∈ [− logD, logD]r. We can write u = ζεn11 · · · εnrr for some ζ ∈ µK and some integers ni. Then
(n1, . . . , nr) = T(Λ
′(u)) ∈ T([− logD, logD]r). 
The above proposition leads to the following algorithm.
Algorithm 2 (Units of bounded height).
Input: A number field K and a bound D ≥ 1.
Output: A list of all units u ∈ O×K satisfying HK(u) ≤ D.
(1) If r = 0, return µK. Otherwise:
(2) Create an empty list U.
(3) Compute fundamental units ε1, . . . , εr.
(4) Find all integer points Q in the polytope T([− logD, logD]r).
(5) For all such points Q = (n1, . . . , nr):
(a) Let u = εn11 · · · εnrr .
(b) If HK(u) ≤ D, then include uζ in U for all ζ ∈ µK.
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(6) Return the list U.
Step (4) of Algorithm 2 can be done using known methods for finding integer points in polytopes; see the
articles [1, 7].
Remark. With more work it is possible to replace the box [− logD, logD]r in step 4 of Algorithm 2 with a
substantially smaller set, namely the polytope P(D) in Rr cut out by the inequalities
− logD ≤ ∑
i∈I
xi ≤ logD,
where I runs through all nonempty subsets of {1, . . . , r}. This polytope is contained in the box [− logD, logD]r,
and one can show that its volume is smaller than that of the box by a factor of at least (⌊r/2⌋!)2. In addition
to providing a smaller search space, using P(D) eliminates the need to check the heights of the units ob-
tained. This is due to the fact that for units u, HK(u) ≤ D if and only if Λ′(u) ∈ P(D). We omit the proofs
of these statements since we will not use the polytope P(D) here; the box [− logD, logD]r works well in
practice and will suffice for a theoretical analysis of the main algorithm.
For later reference we record the following facts concerning units of bounded height.
Lemma 3.4. If the unit u = ζεn11 · · · εnrr satisfies HK(u) ≤ D, then
max
1≤i≤r
|ni| ≤ M := ⌊‖T‖ ·
√
r · logD⌋,
where ‖T‖ denotes the operator norm of T.
Proof. By Proposition 3.3, the point (n1, . . . , nr) belongs to T([− logD, logD]r), and therefore has Euclidean
norm bounded by ‖T‖ · √r · logD. Since each ni is an integer, it follows that |ni| ≤ M for all i. 
Using Lemma 3.4 we can deduce upper bounds for the number of units of bounded height.
Corollary 3.5. Fix κ > 0. There is a constant q = q(κ,K, ε) such that for every bound D ≥ 1+ κ, the number of
units u ∈ O×K satisfying HK(u) ≤ D is at most q · (logD)r.
Proof. Suppose u = ζεn11 · · · εnrr is a unit with HK(u) ≤ D. By Lemma 3.4, (n1, . . . , nr) ∈ [−M,M]r. This
gives at most (2M+ 1)r options for the tuple (n1, . . . , nr), and hence at most (#µK) · (2M+ 1)r options for
u. Therefore,
#{u ∈ O×K : HK(u) ≤ D}
(logD)r
≤ (#µK)
(
2‖T‖ · √r+ 1
log(1+ κ)
)r
,
and the result follows. 
While Algorithms 1 and 2 form a theoretically accurate description of our method, for purposes of explicit
computation they are not optimal. We discuss now a few changes to our method which will make it more
efficient.
3.3. Computational improvements to the method. We aim in this section to modify Algorithms 1 and 2
with the following goals in mind: to avoid computing any given piece of data more than once; to minimize
the cost of height computations; and to avoid, as much as possible, doing arithmetic with fundamental
units. The latter is desirable because fundamental units in a number field can be very large, so that arith-
metic operations with them might be costly.
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Regarding the expense of height computations, we begin by noting that the height of an element of K can
be computed by using the logarithmic map Λ. Indeed, suppose α, β are nonzero elements of OK; letting
Λ(α) = (x1, . . . , xr+1) and Λ(β) = (y1, . . . , yr+1) we have
(3.3) log(N(α, β)) + hK(α/β) =
r+1
∑
i=1
max{xi, yi}.
In view of this fact, throughout this section we will use the logarithmic height function hK rather than HK.
From a computational standpoint, hK is also more convenient because it is defined as a sum rather than a
product.
To minimize the amount of time spent on height computations in step (5) of Algorithm 1, we make the
following observation: using (3.3), all of the heights required in that step can be computed from the data of
the real vectors Λ(ε1), . . . ,Λ(εr) and the vectors Λ(gℓ,i) for all indices ℓ, i:
• The height of a unit u = εn11 · · · εnrr can be found knowing only the tuple (n1, . . . , nr) — without
actually computing u. Indeed, hK(u) can be computed from the vector Λ(u), which is equal to
∑
r
j=1 njΛ(ε j).
• The numbers hK(gℓ,i/gℓ,j) required in step 5(b)(i) of Algorithm 1 can be computed from the vectors
Λ(gℓ,i) and Λ(gℓ,j).
• Using the fact that Λ(u · gℓ,i) = Λ(u) + Λ(gℓ,i), the number hK(u · gℓ,i/gℓ,j) in step 5(b)(ii) can be
computed from the tuple (n1, . . . , nr) and the vectors Λ(gℓ,i), Λ(gℓ,j).
From these observations we conclude that the vectors Λ(ε1), . . . ,Λ(εr) and Λ(gℓ,i) (for all appropriate in-
dices ℓ, i) should be computed once and stored for later use; all height computations that take place within
the algorithm can then make use of this precomputed data.
Step 5(b)(i) of Algorithm 1, in which we compute all units of height less than a given bound, must be
performed many times — each time with a different height bound. It would be more efficient to let d be
the largest height bound considered, and determine the list U of units u satisfying hK(u) ≤ d. This list
will then contain all units needed throughout the algorithm. In particular, the units from step (4) can be
obtained fromU. Hence, step (4) should be carried out only after the list U has been computed. By making
these changes, only one computation of units of bounded height will be required throughout the entire
algorithm.
Finally, in order to speed up computations involving the vectors Λ′(ε1), . . . ,Λ′(εr), it will be useful to
assume that these vectors form a suitably reduced basis for the lattice Λ′(O×K ) ⊂ Rr. We will therefore
apply the LLL algorithm [11] to obtain a reduced basis.
With all of the above modifications in mind we now give an improved version of our method.
Algorithm 3 (Algebraic numbers of bounded height).
Input: A number field K and a bound B ≥ 1.
Output: A list L of all elements γ ∈ K satisfying HK(γ) ≤ B.
(1) Find a complete set {a1, . . . , ah} of ideal class representatives for OK and compute an LLL-reduced
basis ε = {ε1, . . . , εr} of fundamental units in OK. Compute the numbers logN(aℓ) for every index
ℓ, and the vectors Λ(ε j) for every j.
(2) Construct the set
N :=
h⋃
ℓ=1
{m · N(aℓ) : m ≤ B}
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and make a list P of all nonzero principal ideals of OK, each represented by a single generator g,
having norm in N . Record Λ(g) for each g.
(3) For each ideal aℓ, make a list (gℓ,1), . . . , (gℓ,sℓ) of all elements of P contained in aℓ whose norms are
at most B · N(aℓ).
(4) For each index ℓ:
(a) Make a list Rℓ of pairs (i, j) such that 1 ≤ i < j ≤ sℓ and (gℓ,i, gℓ,j) = aℓ.
(b) For each pair (i, j) in Rℓ, use the data recorded in step (2) to compute hℓ,i,j = hK(gℓ,i/gℓ,j).
(5) Let d = log B+maxℓmax(i,j)∈Rℓ hℓ,i,j.
(6) Construct the matrix S = S(ε) with column vectors Λ′(ε1), . . . ,Λ′(εr) and compute its inverse.
(7) Construct a list U consisting of all integer vectors (n1, . . . , nr) in the polytope S
−1([−d, d]r).
(8) Create a list L containing only the element 0, and create empty lists U0 and L0.
(9) For each tuple u = (n1, . . . , nr) in U:
(a) Compute the vector Λu = ∑
r
j=1 njΛ(ε j) using the data from step (1).
(b) Use Λu to compute hu = hK
(
ε
n1
1 · · · εnrr
)
.
(c) If hu ≤ log B, then append u to U0.
(d) If hu > d, then remove u from U.
(10) For each index ℓ :
For each pair (i, j) ∈ Rℓ :
Let w = log B+ hℓ,i,j.
For each tuple u = (n1, . . . , nr) in U:
If hu ≤ w, then:
(i) Let P be the packet (ℓ, (i, j), (n1, . . . , nr)).
(ii) Use the data recorded in steps (2) and 9(a) to compute hK(c(P)).
(iii) If hK(c(P)) ≤ log B, then append the packet P to L0.
(11) Make a list consisting of the distinct tuples (n1, . . . , nr) appearing in U0 or in some packet P ∈ L0.
Compute and store all units of the form ε
n1
1 · · · εnrr with (n1, . . . , nr) in this list.
(12) For each tuple (n1, . . . , nr) in U0, append to L all numbers of the form ζε
n1
1 · · · εnrr with ζ ∈ µK. Use
the units computed in step (11).
(13) For each packet P in L0, compute the number c(P) using the data from step (11), and append to L
all numbers of the form ζ · c(P) and ζ/c(P)with ζ ∈ µK.
(14) Return the list L.
Remarks.
• Step (11) is done in order to avoid computing the same unit more than once: it may well happen
that two distinct packets P and P′ contain the same tuple (n1, . . . , nr), so that when computing c(P)
and c(P′) we would carry out the multiplication εn11 · · · εnrr twice. Similarly, a tuple from the list U0
may appear in some packet P. By doing step (11) we are thus avoiding unnecessary recalculations
and reducing arithmetic with fundamental units.
• Before carrying out step (10) it may prove useful to order the elements of U according to the cor-
responding height hu. Even though this has an additional cost, it could prevent the unnecessary
checking of many inequalities hu ≤ w in step (10): traversing the list U, one would check this
inequality only until it fails once, and then no further elements of U need to be considered.
• In order to reduce both the cost of arithmetic operations in K and the amount of memory used in
carrying out steps (11) - (13) of Algorithm 3, compact representations of algebraic integers could be
used (see [21]); this would be especially useful for storing and working with fundamental units. All
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the operations on algebraic numbers that are needed in Algorithm 3 can be done efficiently working
only with compact representations, thus avoiding the need to store and compute with the numbers
themselves.
Note that several quantities appearing in Algorithm 3 involve real numbers, so that an implementation of
the algorithm may require floating point arithmetic. For some applications this may not be an issue, but
if one needs to know with certainty that all elements not exceeding the specified height bound have been
found, then it is crucial to choose the precision for floating point calculations carefully. In the next section
we will address this problem in detail.
4. ERROR ANALYSIS
There are two issues that must be considered in order to implement Algorithm 3 in such a way that the
output is guaranteed to be complete and correct. These issues are due to the fact that in a computer we
cannot work exactly with the real numbers that appear in the algorithm (heights of algebraic numbers,
logarithms of real numbers, absolute values of algebraic numbers), so we must make do with rational
approximations of them. We consider now the question of finding approximations that are good enough to
guarantee correct results.
The first issue is that of computing the height of an algebraic number. In carrying out Algorithm 3 one must
check inequalities of the form hK(x) ≤ D for given x ∈ K∗ and D ∈ R. In practice, one can only work with
rational approximations h˜ of hK(x) and D˜ of D, and check whether h˜ ≤ D˜. However, it may happen that
hK(x) ≤ D even though h˜ > D˜. To deal with this problem one must be able to find arbitrarily close rational
approximations of hK(x).
The second issue is that of enumerating lattice points inside a polytope, which is needed in Algorithm 2.
The polytopes considered are of the form T(B), where B = [−d, d]r is a box in Rr and T : Rr → Rr is
a linear isomorphism. In practice, the box B must be replaced by a box B˜ with rational vertices, and the
matrix of T must be approximated by a rational matrix corresponding to a map T˜. We will not necessarily
have an equality Zr ∩ T(B) = Zr ∩ T˜(B˜), so lattice points may be lost in this approximation process. One
must therefore take care to ensure that good enough approximations are found so that at least there is a
containment Zr ∩ T(B) ⊆ Zr ∩ T˜(B˜).
There are several ways of dealing with these issues, each one leading to a different implementation of the
main algorithm. For concreteness, we describe in this section one way of solving these problems, and we
give the corresponding modification of Algorithm 3.
We introduce the following terminology to be used throughout this section: if ~x = (x1, . . . , xm) is a vector
in the Euclidean space Rm, we say that ~y = (y1, . . . , ym) ∈ Rm is a δ-approximation of ~x if |xi − yi| < δ for all
1 ≤ i ≤ m.
4.1. The height function. Given an element x ∈ K∗ and a real number λ > 0, we wish to compute a
rational number h˜ such that |h˜− hK(x)| < λ. Writing x = α/β with α, β ∈ OK and using (3.3), we see that
hK(x) can be approximated by first finding good approximations of the vectors Λ(α) and Λ(β).
Lemma 4.1. Fix λ > 0 and set δ = λ/(r + 2). Let α, β be nonzero elements of OK. Let n˜, (s1, . . . , sr+1), and
(t1, . . . , tr+1) be δ-approximations of log(N(α, β)), Λ(α), and Λ(β), respectively. Then, with
h˜ := −n˜+
r+1
∑
i=1
max{si, ti}
we have |hK(α/β)− h˜| < λ.
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Proof. Let Λ(α) = (x1, . . . , xr+1) and Λ(β) = (y1, . . . , yr+1). Using (3.3) we obtain
|hK(α/β)− h˜| ≤ |n˜− log(N(α, β))|+
r+1
∑
i=1
|max{xi, yi} −max{si, ti}| < (r+ 2)δ = λ.

For a nonzero element y ∈ K, each entry of the vector Λ(y) is of the form nv log |y|v for some place v ∈ M∞K .
Corresponding to v there is an embedding σ : K →֒ C such that |y|v = |σ(y)|. Since σ(y) is a complex root
of the minimal polynomial of y, known methods (see [14], for instance) can be applied to approximate σ(y)
with any given accuracy. In this way the vector Λ(y) can be approximated to any required precision.
Lemma 4.1 provides a way of approximating the height of any element of K by using the map Λ. However,
in practice a slightly different method will be needed for computing heights of units. As mentioned in
§3.3, in order to avoid costly arithmetic with fundamental units we do not work directly with units u when
carrying out Algorithm 3. Hence, we cannot approximate the vector Λ(u) by computing |u|v for every place
v. Instead, a unit u = εn11 · · · εnrr is encoded by the tuple (n1, . . . , nr), so we need a way of approximating
hK(u) given only this tuple. Since Λ(u) = ∑
r
j=1 njΛ(ε j), it is enough to approximate the vectors Λ(ε i)
sufficiently well; we make this precise in the following lemma.
Lemma 4.2. Fix λ,M > 0 and set δ = λ/(r(r+ 1)M). Let {ε1, . . . , εr} be a system of fundamental units for O×K ,
and for each j let (s1,j, . . . , sr+1,j) be a rational δ-approximation of Λ(ε j) = (x1,j, . . . , xr+1,j). Suppose u = ε
n1
1 · · · εnrr
is a unit with |n1|, . . . , |nr| ≤ M. Then, with
h˜ :=
r+1
∑
i=1
max
{
r
∑
j=1
njsi,j , 0
}
we have
|hK(u)− h˜| < λ.
Proof. Since Λ(u) = ∑rj=1 njΛ(ε j), the i-th coordinate of Λ(u) is given by ∑
r
j=1 njxi,j. Applying (3.3) to
u = u/1 yields
hK(u) =
r+1
∑
i=1
max
{
r
∑
j=1
njxi,j , 0
}
.
Therefore,
|hK(u)− h˜| =
∣∣∣∣∣
r+1
∑
i=1
(
max
{
r
∑
j=1
njxi,j, 0
}
−max
{
r
∑
j=1
njsi,j, 0
})∣∣∣∣∣ ≤
r+1
∑
i=1
r
∑
j=1
|nj| · |xi,j − si,j| < r(r+ 1)Mδ = λ.

4.2. Units of bounded height. We use here the notation from §3.2. Let d = logD and let B = [−d, d]r.
Algorithm 2 requires that we enumerate all integer lattice points in the polytope S−1(B). In practice, the
matrix Smust be replaced by a rational approximation S˜, and the box B by a rational box B˜. We show here
how to choose these approximations so that S−1(B) ⊆ S˜−1(B˜). For the purpose of enumerating integer
lattice points, we may then replace B with B˜ and S with S˜, thus avoiding errors arising from floating-point
arithmetic.
For a vector v ∈ Rr we denote by |v| the usual Euclidean norm of v, and for a linear map L : Rr → Rr we
let ‖L‖ denote the operator norm,
‖L‖ = sup
|x|≤1
|Lx|.
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We also denote by L the matrix of L with respect to the standard basis for Rr . Recall that the supremum
norm of L is given by ‖L‖sup := maxi,j |Li,j|, and that there is an inequality
(4.1) ‖L‖ ≤ r√r · ‖L‖sup.
We begin with two results which will be useful for approximating the inverse of a matrix.
Lemma 4.3. Let V be an r× r invertible matrix over the real numbers, and let V˜ be a matrix such that
‖V˜ −V‖ · ‖V−1‖ < 1.
Then V˜ is invertible and
‖V˜−1 −V−1‖ ≤ ‖V˜ −V‖ · ‖V
−1‖2
1− ‖V˜ −V‖ · ‖V−1‖ .
Proof. See the proof of Theorem 9.8 in [17]. 
Using (4.1) we obtain:
Corollary 4.4. With V as in the lemma, let m be a constant with m ≥ r2 · ‖V−1‖sup. Given λ > 0, let V˜ be a matrix
such that ‖V˜ −V‖sup < λr2(m2+mλ) . Then V˜ is invertible and ‖V˜−1 −V−1‖ < λ.
We can now give the required accuracy in approximating the matrix S.
Proposition 4.5. Let S be an invertible r× r matrix over the real numbers, and let d be a positive real number. Given
η > 0, define B˜ = [−d− η, d+ η]r . Let m be a real number such that
m ≥ r2 ·max{‖S‖sup, ‖S−1‖sup}.
Define constants
λ :=
η
dr(1+m)
and δ := min
{
λ
r2(m2 +mλ)
,
1
r2
}
.
If S˜ is any r× r matrix such that ‖S˜− S‖sup < δ, then S˜ is invertible and S−1(B) ⊆ S˜−1(B˜).
Proof. It follows from Corollary 4.4 that S˜ is invertible and ‖S˜−1 − S−1‖ < λ. For any x ∈ B we then have
|S˜(S−1x)− x| = |S˜(S−1x)− S˜(S˜−1x)| ≤ ‖S˜‖ · ‖S−1 − S˜−1‖ · |x| < η.
Hence, we see that S˜(S−1x) ∈ B˜, so S−1x ∈ S˜−1(B˜) and this completes the proof. 
Proposition 4.5 reduces the problem of finding an adequate approximation of S to finding upper bounds
for ‖S‖sup and ‖S−1‖sup. The former can be easily done using any approximation of S. One way of finding
an upper bound for ‖S−1‖sup is to use the fact that S−1 = 1det(S) · A, where A is the adjugate matrix of S. By
approximating S one can obtain a lower bound for det(S) and an upper bound for the entries of A.
4.3. Revised algorithm. Using the methods described above we give a new version of Algorithm 3 which
takes precision issues into account. We assume here that r > 0; the case r = 0 is treated in §4.4 for imaginary
quadratic fields, and is trivial when K = Q.
Algorithm 4 (Algebraic numbers of bounded height).
Input: A number field K, a bound B ≥ 1, and a tolerance θ ∈ (0, 1], with B, θ ∈ Q.
Output: Two lists, L and L′, such that:
• If x ∈ K satisfies HK(x) ≤ B, then x is in either L or L′.
• For every x ∈ L, HK(x) < B.
• For every x ∈ L′, |HK(x)− B| < θ.
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(1) Set t = θ/(3B) and let δ1 = t/(6r+ 12). Find a complete set {a1, . . . , ah} of ideal class representa-
tives for OK, and for each index ℓ compute a rational δ1-approximation of log(N(aℓ)).
(2) Construct the set
N :=
h⋃
ℓ=1
{m · N(aℓ) : m ≤ B}
and make a list P of all nonzero principal ideals of OK, each represented by a single generator g,
having norm in N . For each g, find a δ1-approximation of Λ(g).
(3) For each ideal aℓ, make a list (gℓ,1), . . . , (gℓ,sℓ) of all elements of P contained in aℓ whose norms are
at most B · N(aℓ).
(4) For each index ℓ:
(a) Make a list Rℓ of pairs (i, j) such that 1 ≤ i < j ≤ sℓ and (gℓ,i, gℓ,j) = aℓ.
(b) For each pair (i, j) in Rℓ:
Use Lemma 4.1 and data from steps (1) and (2) to find a rational approximation of hK(gℓ,i/gℓ,j).
The result will be a rational number rℓ,i,j such that |rℓ,i,j − hK(gℓ,i/gℓ,j)| < t/6.
(5) Find a rational number b such that t12 < b− log(B) < t4 and set d˜ = b+ t6 +maxℓmax(i,j)∈Rℓ rℓ,i,j.
(6) Compute a system of fundamental units ε = {ε1, . . . , εr} and find a constant m such that
m ≥ r2 ·max{‖S(ε)‖sup, ‖S(ε)−1‖sup}.
(7) Define constants
λ˜ =
t/12
d˜r(1+m)
, δ˜ = min
{
λ˜
r2(m2 +mλ˜)
,
1
r2
}
, M = ⌈d˜(m+ λ˜√r)⌉, δ2 = min
{
δ˜,
t/6
r(r+ 1)M
}
.
(8) Compute δ2-approximations v1, . . . , vr of the vectors Λ(ε1), . . . ,Λ(εr), construct the r × r matrix S˜
whose j-th column is the vector vj with its last coordinate deleted, and compute S˜
−1.
(9) Construct a list U consisting of all integer vectors (n1, . . . , nr) in the polytope S˜
−1([−d˜, d˜]r).
(10) Create a list L containing only the element 0, and create empty lists U0,U
′
0 and L0, L
′
0.
(11) For each tuple u = (n1, . . . , nr) in U:
(a) Compute the vector Λ˜u = ∑
r
j=1 njvj.
(b) Using Λ˜u and Lemma 4.2, find a rational approximation of hK
(
ε
n1
1 · · · εnrr
)
. The result will be a
rational number ru such that |ru − hK
(
ε
n1
1 · · · εnrr
) | < t/6.
(c) If ru < b− 512 t, then append u to U0.
(d) If b− 512 t ≤ ru < b+ 112 t, then append u to U′0.
(e) If ru > t/12+ d˜, then remove u from U.
(12) For each index ℓ :
For each pair (i, j) ∈ Rℓ :
Let w = b+ rℓ,i,j +
1
4 t.
For each tuple u = (n1, . . . , nr) in U:
If ru < w, then:
(a) Let P be the packet (ℓ, (i, j), (n1, . . . , nr)).
(b) Use the data from steps (1), (2), and 11(a), together with (3.3), to find a rational
approximation of hK(c(P)). The result will be a rational number rP with |rP −
hK(c(P))| < t/3.
(c) If rP ≤ b− 712 t, then append the packet P to L0.
(d) If b− 712 t < rP < b+ 14 t, then append the packet P to L′0.
(13) Make a list consisting of the distinct tuples (n1, . . . , nr) appearing in U0,U
′
0 or in some packet P in
L0 or L
′
0. Compute and store all units of the form ε
n1
1 · · · εnrr with (n1, . . . , nr) in this list.
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(14) For each tuple (n1, . . . , nr) in U0, append to L all numbers of the form ζε
n1
1 · · · εnrr with ζ ∈ µK , and
similarly for U′0 and L′. Use the units computed in step (13).
(15) For each packet P in L0, append to L all numbers of the form ζ · c(P) and ζ/c(P) with ζ ∈ µK, and
similarly for L′0 and L′. Use the data from step (13) when computing the numbers c(P).
(16) Return the lists L and L′.
We make the following comments regarding various steps of Algorithm 4:
• Let S = S(ε). With d as in step (5) of Algorithm 3 we have d˜ > d + t/12. Therefore, if we set
η = t/12 and let λ and δ be defined as in Proposition 4.5, then λ˜ < λ and δ˜ ≤ δ. By construction,
‖S˜− S‖sup < δ˜ ≤ δ, so that by Proposition 4.5 we have
S−1([−d, d]r) ⊆ S˜−1([−d− η, d+ η]r) ⊆ S˜−1([−d˜, d˜]r).
• In order to use Lemma 4.2 in step 11(b) we must know that |ni| ≤ M for all 1 ≤ i ≤ r. Since u ∈
S˜−1([−d˜, d˜]r), we clearly have the upper bound |ni| ≤ d˜
√
r‖S˜−1‖. By Corollary 4.4, ‖S˜−1 − S−1‖ <
λ˜, so applying (4.1) we have ‖S˜−1‖ ≤ r√r‖S−1‖sup + λ˜. It follows that |ni| ≤ d˜(m+ λ˜
√
r) ≤ M.
• The condition ru + 512 t < b from step 11(c) implies that hu < log B; the condition b − 512 t ≤ ru <
b + 112 t from step 11(d) implies |hu − log B| < t. Moreover, every u = (n1, . . . , nr) for which
hK(ε
n1
1 · · · εnrr ) ≤ log B is in U0 or U′0, since hu ≤ log B implies ru < b+ 112 t.
• The condition ru − t/12 > d˜ from step 11(e) implies that hu > d.
• The condition rP + 712 t ≤ b from step 12(c) implies that hK(c(P)) < log B; the condition b− 712 t <
rP < b +
1
4 t from step 12(d) implies that |hK(c(P))− log B| < t. Moreover, every packet P with
h(c(P)) ≤ log B is in either L0 or L′0, since hK(c(P)) ≤ log B implies that rP < b+ t4 .
• Elements x ∈ L satisfy HK(x) < B, since they come from tuples in U0 and packets in L0. Elements
x ∈ L′ satisfy |hK(x)− log B| < t, which implies that |HK(x)− B| < θ by the Mean Value Theorem.
Note that the list L′ of Algorithm 4 consists of elements x ∈ K whose heights are so close to B that it is not
possible to decide whether HK(x) ≤ B with the tolerance specified as input. In particular, L′ might contain
elements of height exactly B. For general number fields K we cannot prevent this from occurring; however,
for quadratic fields we can prevent it, as explained below.
4.4. Case of quadratic fields. We give in this section a way to shorten the list L′ from Algorithm 4 in the
case of real quadratic fields, and to eliminate it altogether in the case of imaginary quadratic fields.
Proposition 4.6. Let K be a quadratic field and let x ∈ K∗. Let σ be the generator of Gal(K/Q).
(1) If K is an imaginary field, then HK(x) is an integer.
(2) If K is a real field, then HK(x) ∈ Q if and only ifmax{|x|, |σ(x)|} ≤ 1 ormin{|x|, |σ(x)|} ≥ 1. Moreover,
if HK(x) ∈ Q, then HK(x) ∈ Z.
Proof. Write x = a/b with a, b ∈ OK, and let a = (a, b) be the ideal generated by a and b in OK. Then
HK(x) = N(a)
−1 ∏v∈M∞K max{|a|
nv
v , |b|nvv }. There are coprime ideals I and J of OK such that (a) = a · I and
(b) = a · J. We then have HK(x) = N(J) ∏v∈M∞K max{|x|
nv
v , 1}.
(1) If K is an imaginary field, then HK(x) = N(a)
−1max{NK/Q(a),NK/Q(b)} = max{N(I),N(J)} ∈ Z.
(2) If K is a real field, then HK(x) = N(J)max{|x|, 1} ·max{|σ(x)|, 1}. If max{|x|, |σ(x)|} ≤ 1, then
HK(x) = N(J) ∈ Z. If min{|x|, |σ(x)|} ≥ 1, then
HK(x) = N(J)|NK/Q(x)| = N(J)N(a)/N(b) = N(I) ∈ Z.
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Now suppose that max{|x|, |σ(x)|} > 1 and min{|x|, |σ(x)|} < 1. Then, without loss of generality
we may assume that |x| < 1 < |σ(x)|. It follows that x /∈ Q, so HK(x) = N(J)|σ(x)| /∈ Q.

In the case of real quadratic fields it is possible to detect some elements of the list L′ from Algorithm 4
which should be in the list L: if x ∈ L′ has height HK(x) ∈ Q — a condition which can be determined using
Proposition 4.6 — then by construction of L′ it must be the case that HK(x) is the unique integer closest to
B (assuming the tolerance θ from Algorithm 4 was chosen to be less than 1/2). If the nearest integer is ⌊B⌋,
then x can then be deleted from L′ and appended to L. Otherwise, x can be deleted from L′. At the end of
this process the list L′ will only contain elements of K whose heights are irrational and very close to B.
For imaginary quadratic fields K there is amodification of Algorithm 3 that allows us to determine elements
of bounded height without doing any height computations. Thus, for such fields we avoid the need for a
list L′ as in Algorithm 4.
With the notation and terminology of §3.1 we have:
Theorem 4.7. Let K be an imaginary quadratic field. Then
{γ ∈ K∗ : HK(γ) ≤ B} = µK ∪
⋃
B-packets P
F(P).
Proof. One containment follows from Theorem 3.1, since O×K = µK in this case. It is therefore enough to
show that HK(c(P)) ≤ B for every packet P. Letting P = (ℓ, (i, j))we have
N(aℓ)HK(c(P)) = ∏
v∈M∞K
max{|gℓ,i|nvv , |gℓ,j|nvv } = max{NK/Q(gℓ,i),NK/Q(gℓ,j)} ≤ B · N(aℓ).
Hence, HK(c(P)) ≤ B. 
Theorem 4.7 leads to the following algorithm.
Algorithm 5 (Numbers of bounded height in an imaginary quadratic field).
Input: An imaginary quadratic field K and a bound B ≥ 1.
Output: A list of all elements x ∈ K satisfying HK(x) ≤ B.
(1) Create a list L containing 0 and all elements of µK.
(2) Find a complete set {a1, . . . , ah} of ideal class representatives for OK.
(3) Construct the set
N :=
h⋃
ℓ=1
{m · N(aℓ) : m ≤ B}
and make a list P of all nonzero principal ideals of OK, each represented by a single generator g,
having norm in N .
(4) For each ideal aℓ, make a list (gℓ,1), . . . , (gℓ,sℓ) of all elements of P contained in aℓ whose norms are
at most B · N(aℓ).
(5) For each index ℓ:
For each pair of indices (i, j) such that 1 ≤ i < j ≤ sℓ and (gℓ,i, gℓ,j) = aℓ:
Let c = gℓ,i/gℓ,j and append to L all elements of the form ζ · c and ζ/c with ζ ∈ µK.
(6) Return the list L.
Note that, by Theorem 3.1, the list L will not contain duplicate elements.
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5. EFFICIENCY OF THE ALGORITHM
We discuss in this section a measure of the efficiency of Algorithm 3 — henceforth abbreviated A3 — and
of the algorithm of Petho˝ and Schmitt — abbreviated PS — proposed in [15]. Given a number field K and a
height bound B, both methods begin by computing some basic data attached to K: in the case of PS we need
an integral basis for OK, and in the case of A3 we need also the ideal class group and a set of fundamental
units. After this step, both methods construct a set of elements of K which is known to contain the desired
set of numbers of bounded height; this larger set will be called the search space of the method and denoted
by SPS(B) or SA3(B). Once a search space is known, the two methods proceed to compute the height of
each element in this set and check whether it is smaller than B. We will measure the efficiency of a method
by comparing the size of the search space to the size of the set of elements of height ≤ B. Thus, we define
the search ratio of PS to be the number
σPS(B) :=
#SPS(B)
#{x ∈ K : HK(x) ≤ B} ,
and similarly for A3.
We begin by stating the main result on which PS is based. To do this we will need theMinkowski embedding
Φ : K →֒ Rn defined by
(5.1) Φ(x) =
(
σ1(x), . . . , σr1(x),
√
2ℜτ1(x),
√
2ℑτ1(x), . . . ,
√
2ℜτr2(x),
√
2ℑτr2(x)
)
.
Recall that Φ(OK) ⊂ Rn is a lattice of rank n and determinant |∆K|1/2. In PS one requires a reduced basis
for this lattice, which can be obtained by applying the LLL algorithm to any given basis.
Theorem 5.1 (Petho˝, Schmitt). Let K be a number field of degree n over Q, and let B ≥ 1 be a real number. Let
{ω1, . . . ,ωn} be an LLL-reduced integral basis for OK. Then every element x ∈ K with HK(x) ≤ B can be written
in the form
x =
a1ω1 + · · ·+ anωn
c
,
where a1, . . . , an and c are integers satisfying
1 ≤ c ≤ B and |ai| ≤ 2n(n−1)/4Bc .
Proof. By [15, Thm. 1] it suffices to show that for every index i we have
√
n ·∏
j 6=i
‖Φ(ωj)‖ ≤ 2n(n−1)/4|∆K|1/2.
This inequality is a consequence of the fact that the given basis is reduced (see (1.8) in [11]) together with
the fact — noted in the proof of [15, Thm. 2] — that ‖Φ(ωj)‖ ≥
√
n for every j. 
Remark. The bound for |ai| given in Theorem 5.1 is slightly better than the one proved in [15, Thm. 2]; the
reason for this is that the Minkowski embedding used in [15] does not include the factors of
√
2 for the
complex embeddings of K.
Theorem 5.1 leads to the following algorithm:
Algorithm 6 (PS).
Input: A number field K and a bound B ≥ 1.
Output: A list of all elements x ∈ K satisfying HK(x) ≤ B.
(1) Compute an LLL-reduced integral basis ω1, . . . ,ωn for OK.
(2) Create an empty list L.
(3) For c = 1 to ⌊B⌋ :
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(a) Let D = ⌊2n(n−1)/4Bc⌋ .
(b) For every integer tuple (a1, . . . , an) ∈ [−D,D]n :
(i) Let x =
a1ω1 + · · ·+ anωn
c
.
(ii) If HK(x) ≤ B, then append x to L.
(4) Return the list L.
We now give our main result comparing the efficiency of PS with that of A3.
Theorem 5.2. Let K be a number field of degree n. The search ratios of PS and A3 satisfy
σPS(B)≫ B2n−2 and σA3(B)≪ (log B)r,
where r is the rank of the unit group of OK.
Proof. By Schanuel’s formula [18] we know that there is a constant CK such that
#{P ∈ K : HK(P) ≤ B} ∼ CKB2.
A simple calculation shows that the size of the search space in PS satisfies #SPS(B) > B2n2n2(n−1)/4+n; the
first statement in the theorem then follows easily. Now let a = {a1, . . . , ah} be a complete set of ideal class
representatives forOK and ε = {ε1, . . . , εr} a system of fundamental units. For each index ℓ let gℓ,1, . . . , gℓ,sℓ
be generators for all nonzero principal ideals contained in aℓ whose norms are at most B · N(aℓ). By [2,
§2.5.4] we may assume that
(5.2) |gℓ,i|nvv ≤ EK(B · N(aℓ))1/(r+1)
for every place v ∈ M∞K and all indices ℓ, i. Here EK is a constant which depends on ε but not on B.
Let P(B) = ∑hℓ=1 sℓ. Using the bound given in [13, Thm. 1] we find that P(B) ≪ B. Using Theorem 3.1 we
see that the size of the search space considered in A3 satisfies
(5.3) #SA3(B) ≤ 1+ #{u ∈ O×K : HK(u) ≤ D} ·
(
1+ 2 · P(B)2
)
≪ B2 · #{u ∈ O×K : HK(u) ≤ D},
where D is any number such that D ≥ B ·maxℓ,i,j HK(gℓ,i/gℓ,j). By (5.2) we have
HK(gℓ,i/gℓ,j) ≤
∏v∈M∞K max{|gℓ,i|
nv
v , |gℓ,j|nvv }
N(aℓ)
≤ ∏v∈M
∞
K
EK(B · N(aℓ))1/(r+1)
N(aℓ)
= FKB
for all ℓ, i, j and for some constant FK independent of B. Hence, we may take D = FKB
2. By Corollary 3.5,
#{u ∈ O×K : HK(u) ≤ D} ≪ (log B)r.
Therefore, by (5.3), the size of the search space in A3 satisfies #SA3(B)≪ B2(log B)r. The second statement
in the theorem follows from this inequality and Schanuel’s asymptotic estimate. 
6. COMPUTATIONAL COMPLEXITY AND PERFORMANCE
Theorem 5.2 shows that, for a fixed field K, themethod A3 is asymptotically (as B→ ∞) muchmore efficient
than PS. However, the search ratio is not the only factor determining total computation time: for instance,
in A3 the initial step of computing the ideal class group and unit group of OK can be very time-consuming
if the discriminant of K is large. We will briefly discuss here the time complexity of various steps in PS
and A3. In order to illustrate the theoretical statements made here, we will also give examples based on
explicit computations done with the two methods. Both algorithms have been implemented in Sage [20],
and all computations below have been done on a Mac Pro with a Quad-Core 2.26 GHz processor and 8 GB
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of memory. A precision must be chosen for floating point calculations, so we will fix a precision of 100 bits
in all examples.
The first step in PS is to determine an integral basis for OK. It is known by work of Chistov [5, Thms. 2
and 3] that this is polynomial-time equivalent to determining the squarefree part of the discriminant of a
defining polynomial P for K; in other words, the first problem can be solved in polynomial time if and
only if the second one can. Unfortunately, finding the squarefree part of an integer is not much easier than
factoring it, and current methods for finding integral bases (see, for instance, [6, §6.1]) do indeed begin by
factoring disc(P). Assuming the general number field sieve [4] is used for this factorization, the expected
running time will be
O
(
exp((64d/9)1/3(log d)2/3)
)
,
where d = 1 + ⌊log2 disc(P)⌋ is the bit length of disc(P). Once an integral basis ω = {ω1, . . . ,ωn} is
known, the LLL algorithm can be applied to the image of ω under the Minkowski embedding (5.1) to
obtain a reduced basis for OK. This step will run in time
O
(
n6(log max
1≤i≤n
‖Φ(ωi)‖)3
)
.
After computing a reduced basis for OK, the remaining time in PS is spent computing the heights of all
elements in a search space, and it is here that PS has its main drawback. As mentioned in the proof of
Theorem 5.2, the size of the search space is greater than B2n2n
2(n−1)/4+n —much larger than the size of the
set PS is attempting to compute, which is roughly B2. To illustrate the effect this large search space has on
computation time, we give in Table 1 below the time required by PS to compute elements of bounded height
in three number fields. We have chosen here the quadratic, cubic, and quartic fields of smallest discriminant
(such data may be found in Jones’s number field database [10]), so that the time required to compute an
integral basis for K is negligible. In the table, a field is specified by giving a defining polynomial for it. Note
that, even with the very small bounds B chosen here, the computing times with PS are far from optimal: for
comparison, the same computations using A3 took 0.03 seconds for the quartic field, 0.02 seconds for the
cubic field, and 0.03 seconds for the quadratic field. This great difference in computing times for A3 and PS
is due to the extremely large search space used in PS.
Number field K Height bound B PS time σPS(B)
x4 − x3 + x2 − x+ 1 2 36.15 hours 1.73× 106
x3 − x2 − 2x+ 1 4 3.15 hours 77,175
x2 − x+ 1 20 5.85 hours 12,630
TABLE 1. Sample computations with PS
Given these times, we do not consider PS to be a practical method to use when K has degree larger than
2, and even for quadratic fields the height bound B must be very small in order for PS to terminate in a
reasonable time.
We discuss now the complexity of A3. In this algorithm, the initial step can have a substantial cost: in
addition to a reduced integral basis as required by PS, in A3 we need to compute ideal class representatives
and fundamental units for OK; by [12, Thm. 5.5], this step can be done in time
(2+ log |∆K|)O(n)|∆K|3/4.
This appears to be the best known upper bound on the running time for a deterministic computation of
class groups and unit groups. However, assuming the generalized Riemann hypothesis (GRH), there are
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subexponential probabilistic algorithms: for instance, Buchmann [3] gives an algorithmwhich has expected
running time
exp
(
(1.7+ o(1))
√
log |∆K| log log |∆K|
)
.
If K is a field for which the cost of this initial step is high, then PS may perform better than A3, especially if
the height bound B is small. As an example of this phenomenon, consider the field K = Q(
√
2928239983),
which has class number 1, 472. Using PS to find all elements of height at most 4, the time is 16.19 seconds,
while using A3 and assuming GRH the time is 34.34 seconds. However, for the height bound B = 20, the
time with PS increases to 9 hours and 40 minutes, while the time for A3 (still assuming GRH) only increases
to 36.37 seconds.
In step (2) of A3 one has to determine elements of given norm in OK. A good method for doing this is
provided in [9]; however, the authors do not give a precise statement of the complexity of their method.
In any case, the cost of using this algorithm is tied to the size of the fundamental units computed in step
(1). If the units are very large, then this step can be costly and even dominate the computation time of the
entire algorithm. Consider, for instance the field K = Q(
√
123456789123). A fundamental unit for K has
the form a+ b
√
123456789123, where a and b are both greater than 102096. We apply A3 to this field with
height bound B = 3, 000, and we assume GRH in order to quickly obtain the class group and unit group of
OK. The total computation time is 3.7 minutes, with 88% of the time spent on step (2).
Steps (4), (9), and (10) of A3 are mostly spent on height computations. The cost of a single height com-
putation depends on the precision used for floating point arithmetic, and the number of required height
computations is determined by the size of the search space of A3. Since we have already studied the size of
this space in the previous section, we will not discuss here the cost of these three steps. Note, however, that
it will certainly be much smaller than the time spent on height computations in PS, since the search space
is substantially smaller.
In step (7) of A3 one must find all integer lattice points that lie inside a polytope in Rr given by a collection
of 2r rational vertices. The polytope is obtained by applying the linear map S−1 to a box of the form [−d, d]r.
Here, S is the r× rmatrix whose columns are the vectors Λ˜(ε j). The integer points inside this polytope can
be determined once a generating function for the polytope has been computed; by [1, Thm. 4.4], this can be
done in time LO(r), where L is the sum of the bit lengths of the coordinates of all vertices of the polytope.
If the embeddings K →֒ C are computed with precision p, then the vertices of the polytope consist of
floating point numbers of precision p, and thus we have L = 2r · rp. Hence, the generating function can be
computed in time
(2r · rp)O(r).
As suggested by the above complexity, an increase in the rank r can lead to a significant increase in the time
required for this step. For example, consider the following two sextic fields:
K1 : x
6 + 2 and K2 : x
6 − 6x4 + 9x2 − 3.
The fields K1 and K2 have the same degree, discriminants of similar size (namely, −1492992 and 1259712),
equal class numbers (namely 1), and both have small fundamental units; however, the unit group rank is 2
for K1 and 5 for K2. This means that in step (7) of the algorithm, in the case of K1 we must compute integer
points inside a polytope in R2, while in the case of K2 we must work in R
5. Applying A3 over both fields
with height bound B = 500, we find that for K1 the time spent on step (7) is 0.005 seconds, while for K2 it is
21.6 minutes.
In steps (11) - (13) of A3, the previously computed data of integer lattice points and packets is used to con-
struct the final output list of numbers. This process consists entirely of arithmetic operations with elements
of K, and its computational cost is largely determined by the size of the fundamental units computed in step
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(1). These units can be very large: for instance, one can reasonably expect that there are infinitely many real
quadratic fields K for which a fundamental unit cannot be written down with fewer than |∆K|1/2 bits (see
[12, §5]). If the chosen fundamental units are large, then the cost of these final steps can be considerable;
however, we remark that in practice the effect of large fundamental units on computation time is much
greater in step (2) than in these final steps. For example, in the computation mentioned above for the field
K = Q(
√
123456789123), only 4% of the time was spent on steps (11) - (13).
6.1. Sample computationswith A3. We end by giving a series of examples showing that A3 andAlgorithm
5 (abbreviated A5) can be applied with number fields of various degrees and with several different height
bounds which would be far beyond the practical range of applicability of PS. Note that, by Theorem 4.7,
the search ratio of A5 is always 1.
B A5 time σA5(B) Elements found
200 0.85 seconds 1 15,275
1,000 18.46 seconds 1 393,775
5,000 7.61 minutes 1 9,761,079
TABLE 2. Computations with A5 over the field K = Q(
√−107)
B A3 time σA3(B) Elements found
200 5.69 seconds 14.49 2,143
1, 000 34.71 seconds 17.07 54,679
5, 000 7.40 minutes 20.05 1,365,315
TABLE 3. Computations with A3 over the field K = Q(
√
36865)
B A3 time σA3(B) Elements found
100 4.76 seconds 88.66 5,123
500 1.68 minutes 149.78 124,911
1,000 7.42 minutes 175.62 489,255
TABLE 4. Computations with A3 over the field K : x6 + 2
B A3 time σA3(B) Elements found
100 3.27 minutes 28,807 2,679
500 1.33 hours 23,635 81,251
1,000 11.14 hours 52,553 316,915
TABLE 5. Computations with A3 over the cyclotomic field Q(ζ13)
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