Abstract. In the discrete formulation of the bubble stabilized Legendre Galerkin methods, the system of equations includes the artificial viscosity term as the parameter. We investigate the estimation of this parameter to get the optimal solution which minimizes the maximum error. Some numerical results are reported.
Introduction
In [8] , Canuto and Puppo proposed the bubble stabilized Legendre Galerkin method for the one dimensional advection diffusion model problem. The Legendre Galerkin spectral method( [6] , [7] ) is to find the higher-order polynomial approximation by using the Legendre polynomial and the Legendre-Gauss-Lobatto(=:LGL) node points. But the approximated solution which is interpolated by the higher-order Legendre polynomial has the spurious oscillations. Hence the authors introduced some bubble function to control this spurious oscillation. The main idea for bubble stabilization is that the approximated solution consists of the direct sum of two functions which add the supplementary bubble functions to the original Legendre polynomial. This method is known as an adaptation of SUPG-stabilization( [1] , [3] ) for Legendre-Galerkin spectral methods( [4] , [6] , [8] ).
In the process of the bubble-stabilized discretization, the term of the bubble function is disappeared, but the artificial viscosity term is appeared in place of bubble function. To sum up, the bubble stabilized Legendre Galerkin method is to solve the Legendre Galerkin discretized system including the parameters as the artificial viscosity terms which played the role of the bubble functions.
Therefore, in order to find a better approximated solution, we want to estimate the value of the parameters. But the system has the same number of parameters as the degree of polynomial. In [8] , the authors take all parameters into the same value. By contrast with this scheme, we want to find a better approximated solution with respect to the parameters which has all distinct values. For the purpose of it, we construct the optimization problem. At first, we define objective function by the maximum errors of the approximated solution at the LGL nodes. The independent variables of the function are the vectors which terms are all parameters. Hence, we have the optimization problem which minimizes the value of the objective function with respect to the vectors of parameters. In order to find the minimizer, we use the steepest descent method which is very simple and popular numerical scheme.
The outline of this paper is as follows: In section 2, we summarize the bubble stabilized Legendre Galerkin method proposed in [8] , the optimization problem with respect to parameters and steepest descent scheme are described in section 3. Several numerical simulations on optimization method are done in section 4. Finally, we add some concluding remarks in last section.
Bubble-stabilized Legendre Gelerkin method
In this section we briefly introduce the bubble-stabilized Legendre Gelerkin method for the advection-diffusion equation (See [8] for more detail).
Let us consider the one-dimensional advection-diffusion model problem for the same formulation in [8] .
For the convenience, we only consider the case of β = 1, f = 1 and ν = 10 −2 or 10 −4 . For the weak formulation, we consider the standard Sobolev space
Then the Galerkin formulation for (2.1) can be written as:
For the Legendre Galerkin formulation, we consider the finite dimensional space P N of polynomials of degree N defined on Λ and the subspace P 0
. We will use the LGL nodes {ξ j } N j=0 onΛ. Therefore {ξ j } N j=0 are increasingly ordered and the zeros of ( 
The Legendre-Lagrange basis functions for the space P N are denoted as
where δ denotes the Kronecker delta function. Therefore,
is a basis for P 0 N . Then we get the Legendre Gelerkin method using the LGL nodes for
In [4] , Canuto investigated the behavior of u N of the solution in (2.4) in the case of constant coefficient β = 1 and f = 1. For this case, the numerical solution of (2.4) with ν = 10 −2 , 10 −4 and N = 4, 8, 16 is displayed in Figure 2 .1, the exact solution is also shown. These have shown the oscillation behaviors as predicted by the theory. For the purpose of reducing this oscillation, the bubble stabilization was suggested. In each cell Λ j , let us choose a non-negative function b j ∈ H 1 0 (Λ j ) (a 'bubble' function) and let us introduce the finite dimensional subspace B N of H 1 0 (Λ) to be spanned by chosen bubble functions {b j } N j=1 with its support Λ j . Now, the bubble-stabilized Legendre Galerkin method based on space
respectively, this problem (2.5) can be written as a block 2 × 2 system: For the sake of more efficient implementation, we define the Lagrange interpolation operator I h : P N → F h at the LGL nodes, where F h is piecewise linear space on each Λ j , and by eliminating the bubble component from the block 2 × 2 system of the equations (2.6), we have the one discretized system of the equations as following:
whereb j is the affine image of b j on the reference unit interval, we have
In this discretized system (2.7), we can easily see that the bubble term b j was replaced with the artificial viscosity parameter τ j . Hence, in order to get the bubble-stabilized Legendre Galerkin solution u N , we have to solve the discretized system (2.7) including the parameter τ j for u N . That is, instead of choosing the bubble function b j on each cell Λ j , we may choose the value of the term τ j . In [2] , the authors show that the maximum value of c(b j ) is 1 12 at which the reference bubbleb is the parabolic functionb(x) =x(1 −x). Hence, we conclude that the range of the artificial viscosity τ j is
In [8] , the authors suggested the fixed reference bubble(FRB) scheme for assigning a particular value of the parameters τ j . In order to control the value of τ j , we choose an appropriate reference bubble with oneparameter α such that c(b (α) ) = α 3 12 . For a suitable choice of α j in each cell Λ j , the corresponding artificial viscosity term τ j in Λ j takes the expression (2.10)
The FRB scheme takes a values of α j 's into α j ≡ α in all cells, i.e., corresponding parameters τ j 's are
and by varying the value of the parameter α, find the optimal stabilized solution.
We suggest to estimate the optimal value of the parameter α j in each cells for minimizing the maximum error ∥u N − u∥ ∞,N , where the norm ∥φ∥ ∞,N = max 0≤j≤N |φ(ξ j )| based on the LGL nodes {ξ j }.
Optimization by Steepest Descent Method
In this section, we investigate the optimization method to have the optimal solution for the bubble-stabilized Legendre Galerkin method.
In order to construct the optimal problem for estimating the parameters, let us take one-dimensional advection-diffusion model problem
At first, we present some numerical solution for the pure Legendre Galerkin method without bubble stabilization for the model problem For the purpose of reducing the error, we solve the stabilized Legendre Galerkin system (2.7) with the parameter (2.11) by choosing the parameter values α. The stabilized solutions by the FRB scheme, suggested in [8] , are displayed in Figure 3 .2. These solutions are optimized by using the only one-parameter α. Now, we want to find the another optimal solution by estimating the all parameter values τ j which are taken by distinct values α j for each j = 1, · · · , N . To do this, we construct the optimization problem and solve optimal solution numerically by the steepest descent method. At first, we define appropriate objective function by using the maximum error norm ∥ · ∥ ∞,N with respect to independent variables (α 1 , · · · , α N ) as
where u N is the stabilized Legendre Galerkin solution with the parameter values α 1 , · · · , α N in the discretized system (2.7), and u e is the exact solution. Therefore the function value is determined by maximum error of the numerical solution u N and exact solution u e at the LGL nodes (ξ j ). Hence, our optimization problem is as following: Find the parameter values α j 's such that (3.14) min
In order to find the minimizer α 1 , · · · , α N , we use the steepest descent method. The steepest descent method is the well-known minimization method which is very simple and very easy to implementation. The iterative equation of the steepest descent method is
, and s k is the step-length factor which is determined by line search method. The negative gradient vector −∇f (x (k) ) is the steepest descent direction. In other words, this direction is the fastest direction which the function value f is decreased at the position x (k) . Hence from the initial guess x (0) of the parameter values we can construct the sequence {x (k) } by the iterative equation (3.15) until the gradient vector ∇f (x (k) ) is very close to zero vector. It is well known that each accumulation point of the iterative sequence {x (k) } is a stationary point of f . By this scheme, therefore, we can find the stationary point of f . This point is the local minimizer of the objective function f .
However, we can not find the gradient vector ∇f (x (k) ) because the partial derivatives ∂f ∂α j does not exist for all j = 1, · · · , N . Hence we use the finite-difference as an approximation of the derivatives. The j-th component of the gradient ∇f of f can be approximated by the central finite-difference as (3.16) ∂f
After we determine the approximation of the gradient vector ∇f (x (k) ) we may determine the step-length s k . To do this, we find the singlevariable minimization problem so called line search method: Find the value s such that
In this scheme, we use the inexact line search method.
Numerical Results
In this section, we report some numerical results for the optimal stabilized Legendre solution. For the numerical experiments, we use the model problem as advection-diffusion equation (3.12) . We solve the discretized system by the stabilized Legendre Galerkin method (2.7) with the appropriate parameter (2.10). We can investigate the efficiency for the numerical method. When α j = 0 for all j, we can get pure Galerkin solution without stabilization. We also find the optimal value of the parameter α j in (2.7) for minimizing the objective function (3.13).
We compare three types of the numerical solutions. First, we have the pure Galerkin solution u 0 N which is unstabilized Galerkin solution(α j = 0, for all j), and another one is the FRB stabilized solution u α N which is stabilized by FRB scheme for some value α(α j = α, for all j). Next, we have optimal solution u N by steepest descent method. In FRB scheme, we use the value of α in [8] and these values of α is used for the initial guess of the steepest descent method, i.e., x (0) = (α, · · · , α). The comparison result of the maximum errors of the three types of solution with respect to the exact solution are reported in Table 4 .1 for each cases of ν and N . The values of α used in FRB scheme is shown in the last column. Also the estimated optimal parameters α j are shown in Table  4 .2. The graphs of the optimized solution u N is displayed in Figure 3 .2 compared with the FRB solution and the exact solution.
Concluding Remarks
We investigate the estimation of the parameter by optimization problem using the maximum norm of error at the LGL nodes as an objective function. In this paper, we focus on the lower degree less than or equal to 16 because the approximated solution converges to the exact solution as N increases. Hence we can find the optimal value of the parameters for mutually distinct values of α j , and at these parameter values we have optimal bubble-stabilized Legendre Galerkin solution which has a smaller maximum norm of error than the solutions in [8] . We can see that the optimal value at the point near 1 is relatively smaller than others. However, these optimal parameters are not the global minimizer, but a local minimizer. Furthermore we want to research to find the more optimized parameters.
