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Abstract
The paper studies a class of quantum stochastic differential equations, modeling an interaction
of a system with its environment in the quantum noise approximation. The space representing
quantum noise is the symmetric Fock space over L2 (R+). Using the isomorphism of this space with
the space of square-integrable functionals of the Poisson process, the equations can be represented
as classical stochastic differential equations, driven by Poisson processes. This leads to a discontin-
uous dynamical state reduction which we compare to the Ghirardi-Rimini-Weber model. A purely
quantum object is found which plays the role of an observer, encoding all events occuring in the
system space. An algorithm introduced by Dalibard et al. to numerically solve quantum master
equations is interpreted in the context of unravellings and the trajectories of expected values of
system observables are calculated.
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I. INTRODUCTION
In the strict sense, every quantum system is an open quantum system, with the only
exception being the entire universe. A system can be isolated from its environment to a
certain degree but only temporarily. In order to model such an open system, the environ-
ment must be approximated in some manner, as it is simply impossible to model exactly.
If the coupling between the system and the environment is such that the correlation time
scale of the environment is much smaller than the characteristic time scale of the system,
then the system can be modeled as Markovian and the reduced system dynamics can be
described by a quantum dynamical semigroup acting on the density operator of the system.
This semigroup is generated by an operator called the Lindbladian which, in turn, defines a
differential equation called the GKSL master equation, after Gorini, Kossakowski, Sudarshan
and Lindblad [14, 18]. This equation is of great utility in the study of open quantum systems,
as it governs the time evolution of the reduced density operator and thus of expected values
of all system observables. In the 1990’s, Monte Carlo methods were developed, facilitating
numerical integration of the master equation [8, 13]. Their mathematical foundations are
stochastic processes with values in the system’s Hilbert space, whose expected value at every
time is the density operator of the GKSL equation at that time. This stochastic process is
called an unravelling of the master equation. It is also known as the quantum trajectories
model. The computational method for integrating the GKSL equation based on its unrav-
elling is useful, since, instead of following the evolution of a density operator, one averages
several realizations of the evolution of a state vector, thus significantly reducing the number
of dimensions involved. But a stochastic unravelling itself also has an interpretation beyond
that of an algorithm for integrating the master equation, namely that of a random trajec-
tory of the system, where the influence of the environment is modeled via the introduction of
noise. This can be a conceptual tool in the study of open quantum system and, in addition,
offers a way to think of the measurement problem. Depending on the interpretation chosen,
the noise may be thought of as coming from the environment, or as an irreducible factor in
the evolution of every quantum system.
The measurement problem arises from the tension between the dynamical equation de-
scribing the evolution of a quantum system, the Schrödinger equation (SE), which tends to
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produce superpositions of possible outcomes, and the observed fact that macroscopic super-
positions are never actually observed. In practice, the result of a measurement is always
a single well defined outcome—one of several possible results of an experiment performed
on the system, whose initial state may be their superposition. There is a rule—the Born
rule—which describes the probability of any outcome given the system’s initial state. An
additional postulate—the projection postulate (PP)—says that the state of the system is
projected onto the state corresponding to the outcome of the measurement. This amounts
to saying that any quantum system obeys two dynamical rules—SE describing a continuous,
deterministic evolution, and PP describing an indeterministic projection onto the outcome
of a measurement. To describe most laboratory systems, these two dynamical rules, viewed
as an algorithm for describing the outcome of a measurement, are sufficient. However, when
viewed as a foundational basis for all subsequent physical theories, they leave much to be
desired. At least a part of the problem lies in a rigorous description of the process of measure-
ment, on which there have been many ideas but little agreement. To some, a measurement
is something performed by an observer, thought of either as a conscious entity or at least
something complex enough to act on the system in a certain manner. In either case, there is
no hard line between when a system may be thought of as an observer and when it is simply
another quantum system, which means that at the intermediary stages of complexity (or
consciousness) this idea loses consistency and so is insufficient as a fundamental description
of reality. To get around the issue of defining the concepts of measurement or observers,
stochastic localization theories were proposed [11, 12], known as GRW (after Ghirardi, Rim-
ini and Weber) which describes discontinuous localization, or CSL (continuous spontaneous
localization) in which localization occurs continuously in time. This solves the issue by
positing that the collapse happens at the fundamental level, involving neither observer nor
measurement, and indeterminsitically, in a manner which is closely related to the quantum
trajectories picture of open quantum systems. Their dynamical equation, in both cases, is a
stochastic nonlinear differential equation. An effort was put into showing that these features
were necessary, purporting to demonstrate that there was no hope for SE to describe collapse
[2].
In the present work, we show that GRW-like dynamics can be achieved by using a unitary
dynamical equation together with a normalization procedure, which does not introduce any
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independent dynamical elements, but which conditions the resulting trajectories on the initial
condition of the system. In order to do this, we model interaction with the environment, using
quantum noise. Quantum noises are a part of quantum stochastic calculus (QSC), a theory
which was put into fully mature mathematical form by Hudson and Parthasarathy in the
mid 1980’s [15]. This theory models the environment of a quantum system as a bosonic (i.e.
symmetric) Fock space over the Hilbert space L2 (R+) and uses four fundamental families
of operators (processes) in this space: creation, annihilation, conservation (or scattering)
and time, to drive quantum stochastic differential equations. Hudson and Parthasarathy
identified a class of quantum stochastic differential equations—known as HP equations—
which describe unitary quantum stochastic processes. Given a Lindbladian, coefficients of
an HP equation can be chosen so that the reduced dynamics of the system, obtained by
taking the trace over the quantum noise space, obeys the Lindblad equation.
As is well known, the bosonic Fock space over L2 (R+) is isomorphic to the Hilbert space
of square-integrable functions on the Wiener space—via the Wiener chaos decomposition.
Several other isomorphisms of this space to L2 spaces on classical probability spaces ex-
ist, including the space of square-integrable functionals of the Poisson process. Using these
isomorphisms, quantum SDE can be mapped to classical ones, in particular leading to equa-
tions driven by Wiener processes (as in CSL), or by Poisson processes (as in GRW). One
first defines a unitary dynamics on the tensor product of the system’s space and the Fock
space, and then uses one of the isomorphisms mentioned above to obtain a representation of
the dynamics as a random classical one. We thus obtain this way a stochastic unravelling
of a master equation, starting from the quantum noise model. This can be interpreted as
deriving stochastic dynamics from a fully quantum model, including models of GRW or CSL
type from the quantum noise theory. With an appropriate choice of the coefficients of the
quantum SDE (equivalent to a choice of the reduced Lindblad dynamics), such a model leads
to spontaneous localization (state reduction) during a measurement process, in full quanti-
tative agreement with the Born rule and the projection postulate, but the model presents
an object which is part of the total quantum state and which encodes the history of events
taking place in the system, acting as a kind of system observer. We emphasize that the
resulting classical SDE for the system dynamics are nonlinear when written in terms of a
properly normalized system state vector, but when the total state is considered, including
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the noise, linearity is restored.
The procedure outlined above has been realized, using the isomorphism of the Fock space
with the L2 space over the Wiener space by Parthasarathy and Usha Devi [23], although
previous work was done by Belavkin, Barchielli, and Staszewski [1, 4, 5]. In this paper
we focus on the Poisson representation. In addition to providing a derivation of a model
of spontaneous state reduction, close to the GRW theory, our results provide a quantum
stochastic context for the Monte Carlo algorithm, used to numerically integrate Lindblad
master equations. The paper is organized as follows. Section 2 deals with the GKSL equation
and describes the unravellings; in Section 3 we discuss Poisson stochastic calculus which is
used in GRW. Quantum stochastic calculus is introduced in section 4, with section 5 describ-
ing how to obtain classical Poisson stochastic calculus via an isomorphism between square
integrable functionals of the Poisson process and the Fock space. Section 6 contains the
derivation of unravellings from the HP equation, with section 7 expanding on the Girsanov
transformation used to maintain normalization of the unravelling process. Section 8 deals
with applications related to the stochastic Schrödinger equation and interprets the Monte
Carlo algorithm mentioned previously in the context of stochastic calculus and contains a
calculation of the dynamics of expected values of observables, and in section 9 we comment
more specifically on the relation of our results to the GRW model. Concluding remarks are
the content of section 10.
II. THE GKSL EQUATION AND ITS UNRAVELLINGS
The GKSL equation can be derived from physical considerations (see e.g. [7]), as the
equation which governs the reduced evolution of a quantum systems in contact with the
environment, if a Born-Markov assumption is made about the coupling with the environment.
The joint dynamics takes place in the total Hilbert space, H˜ = HS ⊗HE, where HS is the
system Hilbert space, e.g. Cn, and HE is an infinite dimensional Hilbert space to be further
specified later. The joint state ρ(t) has a dynamics generated by the total Hamiltonian
H = H0 + HI , with H0 the uncoupled Hamiltonian and HI the interaction Hamiltonian.
The Born-Markov assumption is equivalent to requiring that the relaxation time scales of
the subsystem must be long compared with the correlation time of the environment. The
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reduced system state is defined in terms of a density operator, ρS, obtained by a partial
trace over the degrees of freedom associated with the environment and its dynamics comes
from the unitary evolution, U(t) = exp(−itH) (setting ~ = 1), of the total density matrix,
ρ(t) = U(t)ρ0U
†(t), with ρ0 the initial density matrix, via this partial trace,
ρS(t) = TrE
[
U(t)ρ0U
†(t)
]
.
This dynamics can be expressed, in the Born-Markov approximation, as the action of a
quantum dynamical semigroup, ρS(t) = Tt[ρS(0)], which is generated by an operator, L,
sometimes called a Lindbladian. The explicit form for the generator was described by Gorini,
Kossakowski, Sudarshan and Lindblad [14, 18] who showed that
L[ρ] = −i[HLS , ρ] +
∑
α
LαρL
†
α −
1
2
{
L†αLα, ρ
}
. (1)
where HLS is a self-adjoint operator which is a relaxed Hamiltonian accounting for the sys-
tem Hamiltonian but with some change in energy levels due to the interaction with the
environment which is called the Lamb shift. The Lα’s are bounded operators called Lind-
blad operators, and the sum
∑
α L
†
αLα must be strongly convergent to a bounded operator.
These Lindblad operators can be derived from the interaction Hamiltonian system oper-
ators, if these operators are decomposed into eigenoperators of the system Hamiltonian,
and the bath operators coupled to them are modeled through their correlations as coupling
coeffiecients comprising a matrix of coefficients which is then diagonalized [7]. Then the re-
duced density operator follows a differential equation, derivable from Schrödinger dynamics
with appropriate approximations, which is called the GKSL master equation
d
dt
ρS(t) = L[ρS(t)]. (2)
Monte Carlo methods exist for integrating this equation [8, 13], which in the case of large
dimensions can vastly improve on the approach of integrating the matrix differential equation.
These methods, called unravellings, employ stochastic processes, either Poisson, N(t), or
Wiener, W (t), with respect to which a stochastic integral can be defined. This allows to
define stochastic differentials and express relations between stochastic processes in the form
of stochastic differential equations (SDE), which are manipulated using stochastic calculus
rules—the Itô rules. An unravelling with respect to a stochastic process M(t) = N(t),W (t),
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is a Hilbert space-valued stochastic process
∣∣ψt(M)〉, such that if we let ρt = ∣∣ψt(M)〉〈ψt(M)∣∣
be the pure state density-matrix-valued stochastic process, then we have
Edρt = L[Eρt]dt.
The process
∣∣ψt〉 satisfies a stochastic differential equation, d∣∣ψt〉 = G(∣∣ψt〉)dt+F (∣∣ψt〉)dM(t)
which is an abbreviated differential notation for the stochastic integral equation
∣∣ψt〉 =∫ t
0
G(
∣∣ψs〉)ds + ∫ t
0
F (
∣∣ψs〉)dM(s). The Gisin-Percival equation [13] is one such unravelling,
satisfying the SDE
d
∣∣ψt〉 = −iH∣∣ψt〉dt+∑
α
(〈
L†α
〉
ψt
Lα − 1
2
L†αLα −
1
2
| 〈Lα〉ψt |2
) ∣∣ψt〉dt
+
1√
2
∑
α
(
Lα − 〈Lα〉ψt
) ∣∣ψt〉dWα(t) (3)
where dWα are complex valued Wiener processes satsifying the Itô rules (with dW
∗
α denoting
the complex conjugate of dWα) ,
dWα(t)dWβ(t) = dW
∗
α(t)dW
∗
β (t) = 0,
dW ∗α(t)dWβ(t) = 2δαβdt,
and 〈Lα〉ψt = 〈ψt|Lα|ψt〉, making the Gisin-Percival equation non-linear. Another such
unravelling is driven by Poisson processes Nα(t),
d
∣∣ψt〉 = −(iH + 1
2
∑
α
L†αLα −
〈
L†αLα
〉
ψt
)∣∣ψt〉dt
+
∑
α
(
Lα
〈L†αLα〉1/2ψt
− I
)∣∣ψt〉dNα(t). (4)
This process,
∣∣ψt〉, is called a piecewise determinsitic process (PDP) by Breuer and Petruc-
cione [7]. They were written in this form by Barchielli and Belavkin [1], though they were
derived earlier from quantum stochastic considerations by Belavkin [4], in the context of
non-demolition measurements. The Itô rule for Poisson processes is
dNα(t)dNβ(t) = δαβdNα(t).
In both cases,
∣∣ψt〉 can be shown to be an unravelling of the GKSL master equation by using
the Itô rules, together with the product rule
d(
∣∣ψt〉〈ψt∣∣) = (d∣∣ψt〉)〈ψt∣∣ + ∣∣ψt〉d〈ψt∣∣+ d∣∣ψt〉d〈ψt∣∣,
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and the expectations EdW (t) = 0, EdN(t) = E
〈
L†αLα
〉
ψt
dt. Typically, the standard Poisson
process has expected value EdN(t) = dt, here a change of distribution was used so that the
PDP describe an unravelling of the GKSL equation. We will elaborate more on this later.
III. POISSON MEASURES AND THEIR STOCHASTIC INTEGRALS
The well studied Wiener process has a property called the chaotic decomposition property,
which was first explored by Wiener [31] and developed further by Itô [16]. Now it constitutes
the core of the Malliavin calculus (see e.g. [21]), which as we will see is closely related to
quantum stochastic calculus. The basic object is a white noise measure, W (ω,A), which
to every set A ∈ T, with T a σ-algebra, in some state space (T,T) assigns a mean zero
Gaussian random variable, W (A), defined on a probability space (Ω,F,P), where ω ∈ Ω,
with variance given by an intensity measure µ such that EW (A)W (B) = µ(A∩B). Although
the Malliavin calculus for Poisson processes, which will concern us in what follows, had long
been less developed there has been work done to remedy that and Pecatti and Reitzner have
compiled some of this in a recent book [24]. We will briefly introduce the Malliavin calculus
as they did, in particular the chapter by Last, and refer the reader to their book for more
details.
Analogously to the Wiener measure, we may think of a point process as a random measure
ξ(ω,A) mapping sets A in state space (T,T), to a random variable ξ(A) taking values in
Z∪{∞} and defined on probability space (Ω,F,P), with ω ∈ Ω. For this measure, we define
a real valued intensity measure ν such that
ν(A) = Eξ(A),
and if we impose the probability law
P(ξ(A) = k) =
ν(A)k
k!
exp(−ν(A)),
and require that {ξ(Ai)} are independent random variables for pairwise disjoint sets
A1, . . . , An, then the random measure, N = ξ, is called Poissonian. If ν is the Lebesgue
measure on T = R+ then it is the standard Poisson process. A related but important
process is the compensated Poisson process, N˜ = N − ν, which is a mean zero martingale.
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Point processes can sometimes be described in terms of random variables, Xi, with values in
R+ and distributed according to some distribution Q. For example, a simple jump process
is defined for a random element X ∈ R+ as the delta measure of that random element,
δX(B) = 1B(X) indicating a jump of one when X ∈ B. We may also add these simple
jump processes to create new processes. So for example the Poisson process can be realized
as a sum N =
∑n(ω)
i=1 δXi , where n(ω) is random variable which is Poisson distributed with
parameter λ. In this case we have ν = λQ. A product measure may be defined on Tm as
ξ(m)(C) =
∑
i1 6=...6=im<ξ(X)
1C(Xi1, . . . , Xim),
where pairwise different ij are taken.
Let F be the set of functionals taking random measures to real numbers. Then we define
the difference operator, Dx with x ∈ T , acting on f ∈ F by
Dxf(N˜) = f(N˜ + δx)− f(N˜),
and inductively define
Dnx1,...,xnf(N˜) = D
1
xnD
n−1
x1,...,xn−1f(N˜),
withD0f = f . The operatorDnx1,...,xn is symmetric in (x1, . . . , xn) and the map (x1, . . . , xn, N˜) 7→
Dnx1,...,xnf(N˜) is measurable. Define the symmetric and measurable function
Tnf(x1, . . . , xn) = ED
n
x1,...,xn
f(N˜),
with T0f = Ef(N˜). If f, g ∈ L2(PN˜) with PN˜ = P(N˜ ∈ ·) then the following isometry holds
Ef(N˜)g(N˜) = Ef(N˜)Eg(N˜) +
∞∑
n=1
1
n!
〈Tnf, Tng〉n
showing that L2(PN˜) is isometric to a direct sum over all L
2(νn) (with rescaled inner prod-
ucts). For simplicity let us write L2(N˜) for L2(PN˜). Then for g ∈ L2(N˜) (or more generally
g ∈ L1(N˜)), it is possible with some care to define multiple stochastic integrals
In(g) =
∫
g(x1, . . . , xn)dN˜(x1, . . . , xn)
Then, analogously to the Wiener case, we have the following orthogonality relation
EIn(f)Im(g) = δnmn!
〈
f˜ , g˜
〉
n
(5)
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for f ∈ L2(νn), g ∈ L2(νm) and with h˜ denoting the symmetrization of h ∈ L2(νp)
h˜ =
1
p!
∑
σ∈Sp
h(xσ(1), . . . , xσ(p))
over all permutations in the permutation group Sp (see [26] for an account of the orthogo-
nality relation and multiple stochastic integrals). This leads to the chaos expansion, which
is a unique representation of f(N˜) for f ∈ L2(N˜) (so that Tnf ∈ L2(νn)),
f(N˜) =
∞∑
n=0
In(Tnf),
where I0(T0f) = Ef(N˜). We call the n-th chaos Cn = span{In(Tnf) : f ∈ L2(N˜)} so that
L2(N˜) ∼=
⊕
n
Cn.
The Malliavin derivative, which for Poisson measures coincides with the difference oper-
ator Dx, acts as a lowering operator on the chaoses, that is it acts on a random variable
F = EF +
∞∑
n=1
In(fn)
such that
∞∑
n=0
nn! ‖fn‖2n <∞
by
DxF =
∞∑
n=0
nIn−1(fn(x, · · · )),
(see Theorem 3.3 of [17]). It is not too difficult to see that there is a special class of random
variables which are invariant under this action
E(f) = 1 +
∞∑
n=1
1
n!
In(f
⊗n),
so that
DxE(f) = f(x)E(f),
which shows that if we write E = {E(f) : f ∈ L2(ν)}, then span{E} is invariant under Dx.
These are directly related to the exponential vectors of Fock space in quantum mechanics.
We have that E is a total subset of L2(N˜), (a proof can be found in [21] for the Wiener
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case, which carries over with little modification to this case). We may construct processes
by taking (T,T, ν) to be a time domain with a corresponding measure and by restricting the
functions f to ft = f1[0,t], so that the integration is not over all T but only up to a certain
time t. Then differential of In
(
f⊗nt
)
is
dIn
(
f⊗nt
)
= nftIn−1
(
f
⊗n−1
t
)
dN˜(t)
so that for E(ft) we have
dE(ft) = ftE(ft)dN˜(t). (6)
This is the SDE satsified by the Doléans-Dade exponential process [25]. Note that E(f) is
a random variable, and E(ft) is a stochastic process defined via the filtration through the
conditional expectation,
E(ft) = E[E(f)|Ft].
Note that E(f) = E
(∫
T
fdN˜
)
but that we sometimes omit the integral in order to coincide
with the notation for exponential vectors. If Xt and Yt are two general processses, then they
satsify a general product rule [25],
E(Xt)E(Yt) = E (Xt + Yt + [X, Y ]t) , (7)
where [X, Y ]t is the quadratic covariation process. For two Poissonian martingales Xt =∫ t
0
fsdN˜(s) and Yt =
∫ t
0
gsdN˜(s), we have
[X, Y ]t =
∫ t
0
fsgsN(ds) =
∫ t
0
fsgs(dN˜(s) + ν(ds)),
which may be compared with the Wiener case where if Xt =
∫ t
0
fsdW (s) and Yt =∫ t
0
gsdW (s) then [X, Y ]t =
∫ t
0
fsgsµ(ds). This means that the product rule for a com-
pensated Poisson-driven Doléans-Dade process is
E(Xt)E(Yt) = exp
(∫ t
0
fsgsν(ds)
)
E
(∫ t
0
fs + gs + fsgsdN˜(s)
)
(8)
IV. QUANTUM STOCHASTIC CALCULUS
Attempts to incorporate noise into quantum mechanics go back at least to the 1960’s,
but the fully formed analog of the classical Itô calculus was first constructed by Hudson
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and Parthasarathy in 1984 [15]. We will only explore the basic results of this beautiful
theory and refer the reader to [22] for a full account. The setting is a bosonic Fock space
H = Γ(h) (fermionic versions are also possible) over a one particle space h. If we think
of h = L2(R+;C
d), as d-dimensional vector-valued functions of time, then the Fock space
factors into tensor products for disjoint intervals of time
H = H[0,t1) ⊗H[t1,t2) ⊗ · · · , (9)
where H[ti,ti+1) = L
2([ti, ti+1);C
d). In Fock space we can define a set of vectors
E =
{∣∣e(f)〉 = (1, f, 1√
2
f ⊗ f, · · · , 1√
n!
f⊗n, . . .) : f ∈ h
}
called exponential vectors. They have a simple rule for inner products
〈e(f)|e(g)〉 = exp 〈f |g〉
and a factorization property ∣∣e(f ⊕ g)〉 = ∣∣e(f)〉 ⊗ ∣∣e(g)〉,
where f, g come from orthogonal subspaces, e.g. f = h1[0,t) and g = h1[t,∞) for some h ∈ h.
Operations acting in h can be ‘second quantized’ into operators acting on Γ(h). One such
operator is the Weyl operator W (u, U) second quantizing translation by u ∈ h, and the
transformation given by unitary U acting on h. This operator acts on exponential vectors,∣∣e(v)〉 like
W (u, U)
∣∣e(v)〉 = exp(−1
2
‖u‖2 − 〈u, Uv〉
) ∣∣e(Uv + u)〉.
We may construct two semigroups, t 7→ W (tu, I) and t 7→ W (0, eitH) for self-adjoint H ,
whose generators are respectively p(u) and λ(H). From p(u) we construct an operator
q(u) = −p(iu), and use it to define the annihilation and creation operators
a(u) =
1
2
(q(u) + ip(u)), a†(u) =
1
2
(q(u)− ip(u)).
We may extend the definition of λ(H), the conservation operator, to include bounded not
necessarily self-adjoint operators B by defining
λ(B) = λ
(
1
2
(
B +B†
))
+ iλ
(
1
2i
(
B − B†)) .
12
Exponential vectors are total in Fock space and so their span serves as a good core for the
domains of these operators. In particular, we have
a(u)
∣∣e(g)〉 = 〈u|g〉 ∣∣e(g)〉
〈e(f)∣∣a†(u) = 〈f |u〉 〈e(f)∣∣
〈e(f)|λ(H)|e(g)〉 = 〈f |Hg〉 〈e(f)|e(g)〉
If we let {∣∣α〉} be an orthonormal basis of Cd, then 1[0,t]∣∣α〉 ∈ L2(R+;Cd) and we may
construct the fundamental processes,
Aα(t) = a(1[0,t]〈α
∣∣)⊗ I(t,∞),
A†α(t) = a
†(1[0,t]
∣∣α〉)⊗ I(t,∞), (10)
Λβα(t) = λ(1[0,t]
∣∣β〉〈α∣∣)⊗ I(t,∞),
where I(t,∞) is the identity on H(t,∞). Hudson and Parthasarathy defined integrals with re-
spect to these processes starting from simple processes with respect to a partition of R+. The
Fock factorizability condition, equation (9), ensures that these increments are independent.
A limit may then be taken where the partition spacing goes to zero and an integral may be
defined, where the differentials are the limits of the the fundamental processes’ increments.
They then derived the following quantum Itô rules for these differentials,
dAα(t)dA
†
β(t) = δαβdt dAα(t)dΛ
β
γ(t) = δαβdAγ(t)
dΛαβ(t)dA
†
γ(t) = δβγdA
†
α(t) dΛ
α
β(t)dΛ
γ
µ(t) = δβγdΛ
α
µ(t),
(11)
where the differentials satsify
〈
e(f)|dΛβα(t)e(g)
〉
= f ∗β(t)gα(t)dt 〈e(f)|e(g)〉 ,
〈e(f)|dAα(t)e(g)〉 = gα(t)dt 〈e(f)|e(g)〉 , (12)〈
e(f)|dA†α(t)e(g)
〉
= f ∗α(t)dt 〈e(f)|e(g)〉 .
Note that if we let the vacuum be denoted
∣∣Ω〉 = ∣∣e(0)〉 by virtue of these definitions
dAα(t)
∣∣Ω〉 = 0 (13)
dΛβα(t)
∣∣Ω〉 = 0. (14)
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Quantum stochastic processes, considered as integrals of certain operator processes with
respect to the fundamental processes, may now be manipulated as quantum stochastic differ-
ential equations in a way analogous to the classical way. We may ask the following question:
Under what conditions might a quantum stochastic process, i.e. an integral with respect to
the fundamental processes, be unitary. A class of such equations is given by the Hudson-
Parthasarathy equation,
dUt =
(∑
αβ
LαdA
†
α(t)− L†αdAα(t) + (Sβα − I)dΛβα(t)−
(
iH +
1
2
∑
α
L†αLα
)
dt
)
Ut. (15)
whose solution Ut is unitary when Lα are bounded, H = H
†, and
∑
α S
∗
αβSαγ =
∑
α SβαS
∗
γα =
δβγ . Note that we have omitted the tensor product symbol between system operators, Lα,
and fields and consider the system operators to be dilated to the whole Hilbert space H˜ =
HS ⊗ Γ(h) when needed by tensoring with the identity of Γ(h).
We can construct classical distributions from spectral measures of quantum observables.
An observable may be decomposed via a projection valued measure ξ : R 7→ P(h) taking
sets A ⊂ R to ξ(A) a corresponding projection, where the set of projections acting on a
Hilbert space H is denoted P(h). This decomposition is the spectral one,
O =
∫
R
λξ(dλ).
We may construct a classical distribution µ from this observable and a chosen state
∣∣u〉 as
follows
µ(A) =
∫
A
λ 〈u|ξ(dλ)|u〉 .
In his book [22], Parthasarathy found that if X(A) = λ(η(A)) for some projection valued
measure η(A) ∈P(h), then with respect to the coherent state ∣∣e˜(f)〉 = exp (−1
2
‖f‖2) ∣∣e(f)〉,
X(A) will give rise to a classical Poisson distribution with mean 〈f |η(A)|f〉. If we restrict
ourselves to the projection valued measure ηt = 1[0,t] then we may consider X to be a
quantum Poisson process X([0, t]) = X(t), which highlights a curious relationship between
time in the classical sense and time as a projection valued measures as we needn’t have
chosen ηt = 1[0,t] per se. He also showed that if the desired state to act on is the vacuum∣∣Ω〉, then we can use the Weyl operators to get an equivalent process
〈Ω|W (−f, I)λ(ηt)W (f, I)|Ω〉 = 〈e˜(f)|λ(ηt)|e˜(f)〉 .
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The operator W (−f, I)λ(ηt)W (f, I) = λ(ηt) + a(ηtf) + a†(ηtf) + 〈f |ηt|f〉 and so it can be
shown that
dXα(t) = dΛ
α
α(t) + dAα(t) + dA
†
α(t) + dt, (16)
defined on the core span(E), form a set of independent Poisson processes when acting on
the vacuum. We will further explore this in the next section.
V. AN ISOMORPHISM OF HILBERT SPACES
Fock space is isomorphic to L2(M) for certain random measures M . Both these spaces
are Hilbert spaces, with the latter having the inner product
(f, g)L2(M) = Ef
∗(M)g(M),
In the case where M = W , the white noise measure, the isomorphism was explored by
Segal [27], building off of Wiener’s work with the chaos decomposition [31]. However, it
was realized that a similar relationship holds for M = N˜ [28, 29], and in fact for general
Lévy processes, though they do not in general have chaos decompositions. Vershik and
Tsilevich have compiled the details of this isomorphism in the general Lévy case [30]. We
call the isomorphism Θ : Γ(h)→ L2(Mh), where we note that there are as many independent
processes as there are Lindblad operators so we denote this by Mh and call each individual
process Mα. For processes exhibiting the chaotic decomposition property this isomorphism
will map n-particle spaces into n-chaoses. In particular, it will preserve exponential vectors,
Θ
∣∣e(f)〉 = E(f).
Since both these sets are total in their respective spaces, they are convenient for calculations
involving Θ. In particular, if we would like to show that the quantum Poisson process Xα
is equivalent to the classical Poisson process, then we may consider how they act on these
objects.
Theorem 1. Under the isomorphism Θ, Xα(t) is equivalent to the operator of mutipication
by the Poisson process N(t) = ΘX(t)Θ−1.
Proof. Analogously to how Parthasarathy and Usha Devi handled the Wiener process, we will
show this by computing the ‘matrix elements’ with respect to exponential processes/vectors.
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FIG. 1. A diagram showing how unitary evolution is mapped to a stochastic evolution
Using equation (12), and dropping for the moment the indices, in the Fock case we have
〈e(f)|dX(t)e(g)〉 = 〈e(f)|e(g)〉 (f ∗t gtdt+ f ∗t dt+ gtdt+ dt).
In L2(N˜), the corresponding calculation is
ENtE(f)
∗
E(g) = exp 〈f |g〉ENtE(f ∗ + g + f ∗g)
= exp 〈f |g〉E(I1(1[0,t]) + t)
(
1 +
∞∑
n=1
1
n!
In
(
(f ∗ + g + f ∗g)⊗n
))
,
where we have used that N˜t =
∫
1[0,t](s)dN˜s = I1(1[0,t]) = Nt − t. We may now reduce
this using the orthogonality property of stochastic integrals, equation (5), and the fact that
EIn(fn) = 0 for all n to get
ENtE(f)
∗
E(g) = exp 〈f |g〉
(∫ t
0
f ∗s gsds+
∫ t
0
f ∗s ds+
∫ t
0
gsds+ t
)
, (17)
which shows that Nt ∼=
∫ t
0
dX, under Θ. Taking the dependence on α into account presents
no problem as integrals with respect to Nα(t) will be independent of those with respect to
Nβ(t) for different α, β.
The unitary evolution given by the HP equation will be mapped to a stochastic evolu-
tion in Poisson space, as shown in figure 1, so that the stochastic evolution is expressed as
U˜t = ΘUtΘ
−1. While the unitary evolution in the quantum space is deterministic, we think
of the evolution in Poisson space as probabilistic. This amounts to taking a probabilistic
interpretation of the quantum evolution (see e.g. [10, 19] and references therein). Interest-
ingly, we could have just as easily mapped the quantum space to a Wiener space. As the
quantum evolution is not dependent on these isomorphisms, this shows that the dynamics is
not truly dependent on whichever probabilistic interpretation we choose. In this situation, it
does not make sense to attribute anything fundamental to the ‘jump’ or the ‘diffusion’, they
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are merely two ways to view the underlying quantum evolution. This dichotomy is not unlike
the ‘particle’ and ‘wave’ interpretations of the quantum state, where the discreteness of the
particle is viewed as Poisson-like and the continuity of the wave is viewed as Wiener-like.
VI. PIECEWISE DETERMINISTIC PROCESSES FROM HP EVOLUTION
Starting from the HP equation (15), we may reexpress the noises in terms of the quantum
Poisson processes, Xα, by adding and subtracting the corresponding terms. This will result
in a unitary adapted process which we can apply to an initial state
∣∣φ0 ⊗ Ω〉 where ∣∣φ0〉
is the intial system state and
∣∣Ω〉 is the vacuum of Fock space. Using the isomorphism
Θ, or more accurately IS ⊗ Θ which we will denote by the same symbol, this will give the
stochastic evolution of the state vector
∣∣ψt〉 = ΘUt∣∣φ0 ⊗Ω〉. Then from the HP equation we
can calculate the SDE that
∣∣ψt〉 must satisfy, d∣∣ψt〉 = ΘdUt∣∣φ0 ⊗ Ω〉. When acting on the
vacuum as an initial condition, by virtue of equation (14), the HP equation can be greatly
simplified:
d
∣∣ψt〉 = Θ
(∑
αβ
LαdXα −
(
L†α + Lα
)
dAα(t) + (Sβα − I − δαβLα)dΛβα(t)− Lαdt
−
(
iH +
1
2
∑
α
L†αLα
)
dt
)
Ut
∣∣φ0 ⊗ Ω〉
= Θ
(∑
α
LαdXα − Lαdt−
(
iH +
1
2
∑
α
L†αLα
)
dt
)
Θ−1ΘUt
∣∣φ0 ⊗ Ω〉.
This results in a linear SDE for
∣∣ψt〉, using the relationship dNα = ΘdXαΘ−1, driven by a
compensated Poisson process dN˜α = dNα − dt,
d
∣∣ψt〉 =
(∑
α
LαdN˜α −
(
iH +
1
2
∑
α
L†αLα
)
dt
) ∣∣ψt〉. (18)
It is a simple exercise to show that this is an unravelling of the GKSL equation, though it is
not normalized. This equation does allow us to consider the norm-squared through the SDE
d 〈ψt|ψt〉 = (d〈ψt
∣∣)∣∣ψt〉+ 〈ψt∣∣(d∣∣ψt〉) + d〈ψt∣∣d∣∣ψt〉
This SDE can be solved.
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Lemma 1. The norm-squared process satsfies the SDE,
d 〈ψt|ψt〉 =
∑
α
RαdN˜α 〈ψt|ψt〉 ,
where Rα =
〈
ψt
∣∣∣Lα + L†α + L†αLα∣∣∣ψt〉
〈ψt|ψt〉 . Thus the norm-squared process is a Doléans-Dade
process driven by the martingale N˜ ,
〈ψt|ψt〉 = E
(∑
α
∫ t
0
RαdN˜α
)
.
Proof. This follows directly from Itô calculus, recalling that the Itô rules for Poisson processes
are
dNαdNβ = δαβdNα,
dNαdt = 0
so that dN˜αdN˜β = δαβdNα = δαβ(dN˜α + dt). That the process is a Doléans-Dade process
can be seen by comparison with equation (6 )
To get a normalized unravelling we will have to invert this process and construct a process,
Φt, such that Φ
∗
tΦt = 〈ψt|ψt〉−1. Then we can multiply the the unnormed solution by Φt
to get a normalized solution
∣∣Ψt〉 = Φt∣∣ψt〉. In order to do this it is necessary to invert the
Doléans-Dade process.
Lemma 2. Let Xt =
∫ t
0
fdN˜ . Assume that with probability 1 the jumps of Xt are strictly
greater than −1. Then the inverse of E(Xt) is
E(Xt)
−1 = exp
(∫ t
0
f 2
1 + f
ds
)
E
(∫ t
0
−f
1 + f
dN˜
)
.
Proof. From the product rule for Doléans-Dade processes, equation (8), we have that if
E(Yt) with Yt =
∫ t
0
gdN˜ is to invert E(Xt) then we must have f + g + fg = 0 so that
g =
−f
1 + f
. The exponential term then comes from canceling out the term that comes from
reexpressing the quadratic variation in terms of the compensated Poisson process. We will
have E(Xt)E(Xt)
−1 = E(0) = 1 a.s..
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Letting Sα =
Rα
1+Rα
, then using the preceding lemma we may express the inverse norm-
squared process as
〈ψt|ψt〉−1 = exp
(∑
α
∫ t
0
RαSαds
)
E
(
−
∑
α
∫ t
0
SαdN˜α
)
.
Note that Rα =
〈
ψt
∣∣(L†α + I)(Lα + I)∣∣ψt〉 − 1 ≥ −1, with equality only in the case〈
ψt
∣∣(L†α + I)(Lα + I)∣∣ψt〉 = 0. The latter possibility will be addressed after equation (19).
The inverse norm-squared satisfies the following SDE,
d 〈ψt|ψt〉−1 =
[∑
α
RαSαdt− SαdN˜α
]
〈ψt|ψt〉−1 .
Multiplication of the inverted norm-squared process by the unnormalized density matrix
ρψ(t) =
∣∣ψt〉〈ψt∣∣ results in a normalized density matrix ρΨ(t) = ∣∣Ψt〉〈Ψt∣∣. We can think of
the norm-squared process as the Radon-Nikodym derivative for a change of measure. Then
we have
Eρψ(t) = E 〈ψt|ψt〉 ρΨ(t) = E′ρΨ(t),
where we have changed from a probability space P = (Ω,F,Ft,P) to the probability space
P′ = (Ω,F,Ft,Q), denoting the expected value with respect to Q as E
′. The Radon-
Nikodym derivative is then 〈ψt|ψt〉 = E
[
dQ
dP
∣∣∣∣Ft]. The Girsanov-Meyer theorem for jump
processes gives new martingales in the primed probability space,
N˜ ′α = N˜α −
∫ t
0
〈ψs−|ψs−〉−1 d〈N˜α, 〈ψs|ψs〉〉 = N˜α −
∫ t
0
Rαds, (19)
(see e.g. [25]) where 〈N˜α, 〈ψs|ψs〉〉 is the angle-bracket process which is the compensator of the
quadratic covariation process [N˜α, 〈ψs|ψs〉]. This will allow us to calculate the new expected
values, E′dN˜α = E
′Rαdt and E
′dNα = E
′(1 + Rα)dt. Note that in the case Rα = −1, the
probability of a jump goes to zero, so the jump part of the integral in Lemma 2 is actually a.s.
zero, leaving only the time part of the compensated Poisson integral, which when combined
with the coefficient process will take care of any potential singularities.
The normalized density matrix, ρΨ(t), will satsify the SDE
dρΨ(t) = L[ρΨ(t)]dt +
(∑
α
RαSαdt− SαdN˜α
)
ρΨ(t)
+
(∑
α
LαρΨ(t) + ρΨ(t)L
†
α + LαρΨ(t)L
†
α
)
(dN˜α − SαdNα),
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which can be shown by applying the Itô product rule to ρΨ(t) = 〈ψt|ψt〉−1
∣∣ψt〉〈ψt∣∣. InP′, this
density matrix will integrate the master equation in the sense that E′dρΨ(t) = L [E
′ρΨ(t)] dt.
However, in order to get the benefit of an unravelling, an SDE for the state vector is required
to reduce the number of dimensions. Having the inverse norm-squared process, one can find
the process, Φt, which will normalize the state vector,
∣∣ψt〉.
Lemma 3. Let cα =
1√
1 +Rα
and define
Φt = exp
(∑
α
∫ t
0
[
1
2
(Rα − 2) + cα
]
ds
)
E
(∑
α
∫ t
0
(cα − 1) dN˜α
)
. (20)
Then Φ∗tΦt = 〈ψt|ψt〉−1.
Proof. This follows again from the product rule for Doléans-Dade processes. We are looking
for Φt to be in the form Φt = NE(Xt), with Xt =
∑
α
∫ t
0
fαdN˜α an unknown martingale,
fα a real valued adapted process, and N a factor which we can use to make the coefficient
processes work out. The requirement is then
|N |2E(Xt)∗E(Xt) = ME(Yt)
where
M = exp
(∑
α
∫ t
0
RαSαds
)
.
Then fα must satisfy 2fα+f
2
α = −Sα. Simple algebra requires fα = −1±
√
1− Sα = −1±cα,
with cα =
1√
1 +Rα
. We will take fα = −1 + cα, so to compensate M and the terms that
come from reexpressing the quadratic variation term, 1−2cα+c2α in terms of the compensated
Poisson process, we must have
N = exp
(∑
α
∫ t
0
1
2
(Rα − 2) + cαds
)
,
This shows that Φt has the required form.
Having the form of Φt, we can write down the SDE it satsifies,
dΦt =
[∑
α
(
1
2
(Rα − 2) + cα
)
dt+ (cα − 1)dN˜α
]
Φt. (21)
Finally, the SDE for the normalized unravelling can be obtained.
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Theorem 2. The process
∣∣Ψt〉 = Φt∣∣ψt〉, satisfying the SDE
d
∣∣Ψt〉 = −(iH + 1
2
∑
α
L†αLα + 2Lα + 1− (Rα + 1)
)
dt
∣∣Ψt〉
+
∑
α
(cα(Lα + I)− I) dNα
∣∣Ψt〉, (22)
is a normalized unravelling of the GKSL equation, in the sense that
E′d
(∣∣Ψt〉〈Ψt∣∣) = L [E′∣∣Ψt〉〈Ψt∣∣] dt.
Proof. That
∣∣Ψt〉 is an unravelling follows from Lemma 3 and the Girsanov theorem defining
the change of measure, making this unravelling equivalent to the unnormalized one. That∣∣Ψt〉 satsifies equation 22 follows from the Itô product rule, using equations 18 and 21.
This completes the derivation of a normalized unravelling from a unitary evolution where
the bosonic reservoir has been interpreted through the isomorphism, Θ, as resulting in Pois-
sonian noise. This equation has a different form then equation 4, but we have the following
corollary.
Corollary 1. The normalized unravelling SDE can be written as the canonical PDP,
d
∣∣Ψt〉 = −
(
iH ′ +
1
2
∑
α
(
M †αMα − ‖MαΨt‖2
))
dt
∣∣Ψt〉 (23)
+
∑
α
(
Mα
‖MαΨt‖ − I
)
dNα
∣∣Ψt〉. (24)
Proof. The substitution Mα = Lα + I gives the desired equation. Note that L and the HP
equation are invariant under the transformations Lα 7→ Lα+fαI and H 7→ H+ 12i
∑
α f
∗
αLα−
fαL
†
α, for constant (or generally locally time square-integrable) functions fα [23]. By making
this substitution and defining H ′ = H+ 1
2i
∑
αMα−M †α, we obtain an equivalent unravelling
of the GKSL equation.
We further note that if
∑
αM
†
αMα = 1 as is done in GRW or if Mα are projectors into
the eigenspaces of a self-adjoint operator, the resulting equation simplifies to
d
∣∣Ψt〉 = −iH∣∣Ψt〉dt+∑
α
(
Mα
‖MαΨt‖ − I
)
dNα
∣∣Ψt〉, (25)
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FIG. 2. Diagram of dynamical relationship and normalization procedure
which is a Schrödinger evolution augmented by, in the case of eigenprojetors, jumps into
the eigenspaces defined by Mα and where the probability, pα(t), of a jump into the α-th
eigenspace in the time interval [t, t+ dt] is given by the rate of the Poisson process, pα(t)dt.
Notably, it will satisfy the Born rule pα(t) = ‖MαΨt‖2.
VII. A NOTE ON THE GIRSANOV TRANSFORMATION
In order that the normalized purely system state evolution unravel the GKSL equation,
we changed the original probability measure P to a new probability measure Q (Girsanov
transformation), using the norm-squared process as the Radon-Nikodym derivative. The
operator G[ψt] of multiplication by Φt establishes a unitary isomorphism of the Hilbert
spaces L2(N˜) and L2(N˜ ′). To see this we denote the inner product in the range space by
(·, ·)′, and the inner product in the domain as (·, ·). We have:
(Gf,Gg)′ = (Φtf,Φtg)
′ = E′ 〈ψt|ψt〉−1 〈f |g〉
= E 〈ψt|ψt〉 〈ψt|ψt〉−1 〈f |g〉 = E 〈f |g〉 = (f, g)
Just as we did for the inverse norm-squared process we can explicitly calculate the square
root of the norm-squared process to get the norm process, φt.
Proposition 1. The square root of the process 〈ψt|ψt〉 is the process φt given by
φt = exp
(
−1
2
∑
α
∫ t
0
(‖MαΨs‖ − 1)2 ds
)
E
(∑
α
∫ t
0
‖MαΨs‖ − 1dN˜α
)
. (26)
Proof. The calculation to obtain this expression is exactly analogous to Lemma 3. Alterna-
tively one can use the inversion formula of Lemma 2 on the process Φt.
Just as the space L2(N˜) is the space of square-integrable functionals of the compen-
sated Poisson process N˜ , elements of L2(N˜ ′) are square-integrable functionals of the com-
pensated Poisson process N˜ ′, obtained from N˜ by the Girsanov theorem. Both L2 spaces
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are isomorphic to the quantum state space H0 ⊗ Γ(h) via chaos decomposition of func-
tionals of the Poisson processes. The multiplication operator G[ψt] introduced above can
thus be represented as a unitary automorphism of this space. More precisely, denoting by
Θ′ : H0 ⊗ Γ(h) → L2(N˜ ′h;H0) the unitary isomorphism between the quantum state space
and the space of square-integrable functionals of the new (compensated) Poisson process,
and recalling the isomorphism Θ : H0 ⊗ Γ(h)→ L2(N˜h;H0), we define the map
Ĝ[ψt] = Θ
′−1G[ψt]Θ.
Ĝ[ψt] is a unitary automorphism of the quantum state space. We emphasize, that Ĝ[ψt]
depends on the choice of the initial condition in the HP equation 15. Since the inverse
norm process Φt is a stochastic integral with an integrand which is random, it does not in
general have a simple chaos decomposition. Consequently, the corresponding operator Ĝ[ψt]
is difficult to describe explicitly. It is the probabilistic representation of the bosonic Fock
space that makes the definition of Ĝ[ψt] possible and natural. In the context of Wiener
chaos representation, this idea was advanced by Parthasarathy and Usha Devi [23], defining
a “generalized Weyl process” and using it in conjuction with the HP evolution to solve the
Gisin-Percival equation. The fruitful idea of generalizing operators in the Fock space using
its probabilistic representation is worth exploring further.
VIII. APPLICATIONS OF THE STOCHASTIC SCHRÖDINGER EQUATION
Equation (25) is a stochastic Schrödinger equation. For a certain choice of operators Mα
and, with the discrete index α replaced by a continuous parameter, it may be thought of as
a SDE describing the GRW interpretation [12]. The random process driving the dynamics
leads to the dynamical derivation of the standard Born rule. Thus equation (25) may be
thought of either from the perspective of open quantum systems, as an unravelling of a
particular Lindblad equation, or, from the perspective of GRW as a fundamental equation
which ultimately gives rise to the consistency of our observable world through a dynamical
selection of random measurement results.
For either interpretation, it is important to derive equations for the evolution of expected
values of observables. For any observable O we have to the equation
d 〈Ψt|O|Ψt〉 = (d〈Ψt
∣∣)O∣∣Ψt〉+ 〈Ψt∣∣O(d∣∣Ψt〉) + (d〈Ψt∣∣)O(d∣∣Ψt〉)
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Performing some cancellations, one obtains
d 〈Ψt|O|Ψt〉 = 〈Ψt|i[H,O]|Ψt〉+
∑
α
(
〈Ψt|MαOMα|Ψt〉∥∥Mα∣∣Ψt〉∥∥2 − 〈Ψt|O|Ψt〉
)
dNα.
When O = H , the Hamiltonian, the commutator is zero and, taking into account the distri-
bution of Nα, it follows after some simplification that
Ed 〈Ψt|H|Ψt〉 =
∑
α
(E 〈Ψt|MαHMα|Ψt〉 − E 〈Ψt|H|Ψt〉) dt.
The first term is diagonal in the eigenbasis of theMα’s in the case thatMα are eigenprojectors
of a self-adjoint operator, while the second term is then responsible for decay of the off-
diagonal terms, leading to decoherence. It is a linear first-order inhomogeneous differential
equation and so if we denote 〈H〉t = E 〈Ψt|H|Ψt〉 and 〈H ′〉t = E 〈Ψt|MαHMα|Ψt〉, it has the
solution
〈H〉t =
∫ t
0
es−t 〈H ′〉s ds+ 〈H〉0 e−t,
showing that after large times the system loses memory of its original expected energy and
the projected term 〈H ′〉t becomes dominant.
The master equation of GRW (see [3] for an in-depth treatment) is
dρ(t)
dt
= −i[H, ρ(t)] + λ (T [ρ(t)]− ρ(t))
where λ is the rate of jumps and
T [ρ] =
∫
d3xL
x
ρL
x
where their localization operator, L
x
, is defined as
L
x
=
(a
π
)3/4
e−(a/2)(qˆ−x)
2
for some value of the phenomenological parameter a (typically α is used), where qˆ denotes
the position operator. The parameter x in the GRW formulation plays the role analogous
to the index α in the present article, labeling possible localizations of the particle in space.
Note that
∫
d3xL2
x
= 1. Since we are using a standard Poisson process, the analog of λ
is equal to 1 in our case. In the GRW formulation,
∥∥L
x
∣∣Ψt〉∥∥2 represents the probability
density that a jump localizes the system around position x. Again, up to changing a discrete
index for a continuous parameter, this is captured by equation (25) of the present work.
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There are a few other complications if one follows through our whole derivation intend-
ing to arrive at the exact GRW model. In corollary 1 we made a substitution to get our
operators Mα from our original Lα operators in the HP equation. Going backwards from
the desired operator L
x
to the original operator, which we will call L′
x
, appearing in the HP
equation would result in a set of operators with
∫
d3xL′
x
→ ∞. This infinity arises from
the continuous indexing of an unbounded space. To illustrate this point, take our operators
to be indicators Mα = 1∆α(x) of sets {∆α} intended to partition space into n sets. Then if
Lα = Mα − I = −M⊥α = −1∆cα(x) we will have
∑
α L
2
α = (n − 1)I due to overcounting of
space from the complements ∆cα. Concerning ourselves for the moment just with Lindbladi-
ans, we may ask: is there some sense where the Lindbladians will converge with respect to a
refinement procedure of the partitions? The substition of Lα by Mα could then be viewed as
a renormalization procedure with respect to a sequence of partitions, yielding a well defined
operator in terms of Mα in the limit. While from the physical point of view, the partitions
need not (and should not) be arbitrarily fine—there should be a cutoff of the order of the
GRW parameter a—it is still important to look for a limiting operator, to see if the process
is well behaved. Let {∆nα} be a partition of space into n sets and {∆n,mα,β } be a refinement of
that partition by refining each ∆nα into m sets, so that 1∆nα =
∑
β 1∆
n,m
α,β
. If we let Mnα = 1∆nα
and Mn,mα,β = 1∆n,mα,β , then the Lindbladian, L
n, defined by
L
n[ρ] = −i[H, ρ] +
∑
α
MαρMα − ρ,
can be written in terms of the refined Lindbladian, Ln,m as
L
n[ρ] = Ln,m[ρ] +
∑
(α,β)6=(α′,β′)
Mn,mα,β ρM
n,m
α′,β′.
We see that if this sequence of Lindbladians is to converge then it will rest on the summation
term being convergent. In that case, the difference between two refined Lindbladians will be
the difference between these summation terms, and if these terms converge to something then
the sequence of Lindbladians will be Cauchy. Considering just this term, we may simplify
this by using one index, writingMn,mα,β = Mβ, where the summation will be taken to N = nm.
Then the summation term becomes∑
β 6=β′
MβρMβ′ =
∑
β,β′
MβρMβ′ − δββ′MβρMβ′
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which may be considered a Riemann sum for the following operator integral in the position
basis: ∫ ∫
(ρ(x, y)− δ(x− y))∣∣x〉〈y∣∣dxdy,
where ρ(x, y) = 〈x|ρ|y〉. The class for which this limiting Lindbladian will be defined is at
least the class on which this integral is well defined, say density operators with continuous
kernels, and we could extend the operator in a weak sense to a more general class of density
operators. At each step, we have a well defined Lindbladian with a finite number of Lindblad
operators, invariant under the substitutionMα ↔ Lα, and there is an HP equation which will
achieve this Lindbladian as the generator of the reduced dynamics. And since in practice,
this process will be cutoff at a small scale, we will be left with a countable number of Lindblad
operators, with a renormalization procedure to handle the infinities arising, that is to switch
from Lα to Mα.
As a second application we recall that the unravellings of the Lindblad equation can be
used as a computational method for integrating the Lindblad equation, where, instead of
having n2 coupled ODEs for the density matrix, we have n coupled SDEs to solve. In the case
of Poissonian noise, this algorithm dates back to the Monte Carlo wave function (MCWF)
approach of Dalibard, Castin, and Mølmer [8]. Their algorithm may be described as follows
[20]:
1. Given the state at time t,
∣∣ψt〉, calculate the evolution of the state under the non-
Hermitian Hamiltonian
H = HS − i~
2
∑
M †αMα,
which for a small enough time step δt is approximately given by∣∣ψ0t+δt〉 = (I − iHδt
~
) ∣∣ψt〉.
As this evolution is not Hermitian, norm is not preserved. The norm equals〈
ψ0t+δt|ψ0t+δ
〉
=
〈
ψt
∣∣∣∣ (1 + iH†δt~
)(
1− iHδt
~
) ∣∣∣∣ψt〉 = 1− δp
with
δp = δt
〈
ψt|H† −H|ψt
〉
=
∑
α
δpα
and δpα = δt
〈
ψt|M †αMα|ψt
〉 ≥ 0. Adjust δt so this equation is valid to first order in
δt; we require δp≪ 1.
26
2. Decide whether a jump happens by choosing a random number ǫ from the uniform
distribution on [0, 1].
i. If δp < ǫ, there is no jump. Renormalize the state vector found in step 1:
∣∣ψt+δt〉 = ∣∣ψ0t+δt〉
(1− δp)1/2
ii. If δp > ǫ a jump occurs. Choose a jump according to the probability Πα =
δpα
δp
,
so choose ǫ′ ∈ [0, 1] and if Πβ−1 < ǫ′ < Πβ, with Π0 = 0 and Πn = 1, then jump
corresponding to the operator Mβ occurs and the new state is
∣∣ψt+δt〉 = Mβ∣∣ψt〉
(δpβ/δt)1/2
Observe that in the limit of small δt (and so small δp) this algorithm reduces to the un-
ravelling in corollary 1. If we relate d
∣∣ψt〉 to ∣∣ψt+δt〉 − ∣∣ψt〉 then if δp is small we have
1
(1− δp)1/2 ≈ 1−
1
2
δp and steps 1 and 2.i give the dt term of equation 24. The probability
δpα, that a jump corresponding to the operator Mα will occur in a time interval of length
δt becomes the jump rate ‖Mαψt‖2 dt of the Poisson process of equation 24 for small δt.
The two terms in the coefficient of the Poisson process in eqn. 24 describe the state change
of step 2.ii Thus we can see that the unravelling which we have derived here from QSC
considerations can be seen as the small δt limit of the MCWF algorithm. It is natural to
conjecture that the (random) sequence of states generated by the algorithm converges to the
solution of the stochastic Schrödinger equation. We do not address this point which goes
beyond the application of the algorithm to solving Lindblad equation.
IX. GRW FROM QSC AND THE MEASUREMENT PROBLEM
The spontaneous localization theories by Ghirardi, Rimini, Weber, Pearle [11, 12] and
others rely on postulating nonlinearity and randomness in the evolution of a quantum system.
In the present work we use a linear unitary evolution defined by the HP equation to derive
a stochastic nonlinear dynamics, closely related to the GRW model. In doing this, we follow
Parthasarathy and Usha Devi [23], who realized such a program in the form of a stochastic
differential equation driven by Wiener processes. In our case, they are replaced by Poisson
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processes. In both cases, randomness appears thanks to an isomorphism Θ of the bosonic
Fock space, representing the environment, with an appropriate space of random variables.
This maps the joint unitary evolution of the system and the environment to a stochastic
evolution of the system’s state, which does not preserve its norm. It is thus the map Θ that
generates the randomness which appears in the Born rule. In the case of GRW nonlinearity
is introduced by normalization, but in our work there is a Girsanov map G which is an
isomorphism between L2(N˜) and L2(N˜ ′) and so the normalization procedure is not nonlinear
in the conventional sense. In fact, we may recover the norm given the normalized state
(equation 26) so the normalization is entirely reversible. However, the Girsanov map depends
on the initial state of the system and so the normalization procedure is conditioned on this
initial state. This in particular means that a superposition of two vector-valued processes
in L2(N˜ ;H0) is not mapped to two normalized-vector-valued processes in L
2(N˜ ′;H0) in
accordance with Bassi and Ghirardi’s argument against linearity [2].
We emphasize that a single vector in the Fock space is mapped by Θ onto a random
variable—a functional of the Poisson process (or Wiener process in [23]). The evolution of
the system is thus represented as a solution of the resulting SDE. It is a random process,
and for a fixed time—a random variable with values in the system’s state space. The proce-
dure does not provide a correspondence between individual realizations of the solution of the
SDE and vectors in the system’s Hilbert space. A parallel may be drawn with the Everettian
interpretation here in that the quantum picture is that of a state which contains all informa-
tion about possibilities, however we do not have a superposition of different possibilities, as
Everett envisioned, since in this picture there is no sense in which different trajectories exist
together; rather they are all contained in the single quantum state through the introduction
of a probabilistic picture.
The two probabilistic representations of the environment—based on Wiener and Poisson
processes—while mathematically equally vaild (in fact, isomorphic), lead to very different
physical interpretations of quantum evolution, in particular the measurement process. While
the Wiener picture describes continuous acquisition of information, in the Poisson case in-
formation is acquired in discrete portions. This mirrors the wave-particle complementarity
and merits further exploration. Here we make no detailed statement as to the physical situ-
ations corresponding to the two probabilistic pictures. We stress however, that either one of
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them can introduce more clarity into the description of the quantum evolution, as evidenced
by the simplicity of the operator G[ψt] versus the intractability of Ĝt[ψt]. Mathematically,
this is originating from additional structure of the spaces of random variables, in particular
presence of pointwise multiplication, absent in the Fock space.
Lastly, there is another feature shared between this picture and Everett’s interpretation—
appearance of a part of the wave function which keeps track of the history of the system.
Everett [9] introduced an observer part of the wave function which keeps track of the results of
measurements along the branches, and which also has the effect of conditioning the branches
on the trajectory of the system, as does Ĝ[ψt]. The norm process, φt, has a similar property
in that it encodes the history of the system into its state, and also has special mathematical
structure—that of a (multiple of) an exponential martingale. This structure is not accidental
or artificial; rather, it appears naturally as a result of the probabilistic interpretation of the
quantum evolution. The information contained in the norm process makes it a kind of
universal observer which is entirely quantum, appearing as part of the total quantum state,
as Everett originally envisioned.
X. CONCLUDING REMARKS
Poisson-driven unravellings of master equations were derived from HP evolution, and,
with a particular choice of Lindblad operators, a comparison was drawn between these un-
ravellings and the dynamics of the GRW model of quantum mechanics, a proposed solution
to the measurement problem. The primary advantage of our approach is that the noise—
considered classical in GRW—is derived here from the unitary quantum evolution, with no
added dynamical features (but within the quantum noise model of the interaction with the
environment). Since the pioneering GRW work, stochastic collapse models have moved on
to CSL and even relativistic equations [6]. CSL uses a version of the Gisin-Percival equation
which has already been explored from the perspective of HP evolution by Parthasarathy,
Usha Devi, [23], Barchielli and Belavkin [1, 4], the latter also deriving Poisson unravellings
to slightly different ends with Barchielli [1] and Staszewski [5]. It may also be possible to de-
rive the relativistic models from a unitary evolution in a similar manner. In this case, rather
than time dependent unitary groups, they would depend on proper time and the HP equa-
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tion would not suffice since proper-time-dependent Lindblad operators are required. This
is a promising direction for future research, and a motivation to consider unitary quantum
stochastic evolutions beyond the HP equation.
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