Cell dynamics simulations of sphere-forming diblock copolymers in thin films on chemically patterned substrates by Serral, Maria et al.
1 Cell Dynamics Simulations of Sphere-Forming Diblock Copolymers in
2 Thin Films on Chemically Patterned Substrates
3 Maria Serral,† Marco Pinna,*,‡ Andrei V. Zvelindovsky,‡ and Josep Bonet Avalos*,†
4
†Department d’Enginyeria Química, Universitat Rovira i Virgili, Tarragona, Av. dels Països Catalans, 26, 43007 Tarragona, Spain
5
‡School of Mathematics and Physics, College of Science, University of Lincoln, Brayford Pool, Lincoln, Lincolnshire LN6 7TS, U.K.
6 *S Supporting Information
7 ABSTRACT: The morphology of sphere-forming block copolymers
8 assembled in thin ﬁlms on patterned surfaces is theoretically analyzed.
9 The patterns on the lower surface are alternating bands of a given width
10 distinctively attracting or repelling a given block. We ﬁnd that long-
11 range order can be achieved, and it depends on the commensurability of
12 the characteristic length of the block domains with both band
13 periodicity and slit thickness. The comparison of the simulation results
14 with experimental data shows a very good agreement. Furthermore, we
15 show that the proper selection of the band periodicity and,
16 consequently, of the ﬁlm thickness permits the system to switch from
17 hexagonal packing to body-centered orthohedra. Therefore, we show
18 that it exists a way to control the formation of long-range ordered
19 structures of diﬀerent types in this kind of system.
1. INTRODUCTION
20 Supramolecular structures of nanometric size are of great
21 interest due to potential applications in nanotechnology, which
22 range from nanopatterned surfaces, nanocrystals with exotic
23 optoelectronic properties, to functional foods and pharmaco-
24 logical products.1−3 The main technological problem is to
25 achieve the control and reliability of the ﬁnal product when
26 traditional manufacturing processes cannot be downscaled to
27 the nanometric size. Hence, physical systems that sponta-
28 neously form supramolecular assemblies under appropriate
29 conditions are so important, as far as they can be externally
30 controlled to produce the desired target structure.4 Block
31 copolymers (BCP) are one of these valuable materials because
32 of their ability to self-assemble into diﬀerent nanostructures.5−9
33 In this article we address the problem of how external eﬀects,
34 like the presence of a chemical mask on a surface, aﬀects the
35 two- and three-dimensional structure of thin ﬁlms of sphere
36 forming BCP. This question was experimentally analyzed by
37 Park et al.,10 showing some interesting aspects of the self-
38 organization of BCP in the presence of a structured wall. Here
39 we apply cell dynamics simulation (CDS) to widen the range of
40 conditions experimentally analyzed and, more importantly, to
41 infer the relationship between the aforementioned external
42 constraints and the particular features of the structures
43 obtained. We ﬁnd that the surface pattern allows to selectively
44 produce nonbulk types of structures in BCP ﬁlms.
45 BCP consist of blocks of chemically diﬀerent monomers
46 covalently bond. The simplest systems are (A−B) diblock
47 copolymers. If monomers A and B are highly incompatible, the
48 system can spontaneously segregate into two distinct nano-
49 domains (microphase separation). The size of such nano-
50domains is on the range between 10 and 100 nm. Depending
51on the nature of the monomers, such as their degree of
52polymerization, interaction between the components, and the
53relative size of each block, these microphases can be either
54lamellae, cylinders, or spheres, although other more exotic
55morphologies, like the gyroid phase, can be observed.11−13
56Morphologies not accessible in the bulk can exist under
57conﬁnement due to the additional constraints imposed by the
58surfaces on the system.14 Constraints can be spatial frustration,
59preferential attraction of one of the blocks to the walls with
60respect to the other, and structures at the interfaces, among
61others. The conﬁnement geometry can hinder the system in
62one, two, or three dimensions,15,16 as in conﬁnement in thin
63ﬁlms, in cylindrical,17−20 or spherical pores.21
64Focusing our attention on thin ﬁlms, a variety of domain
65architectures can be obtained inﬂuenced by the boundary
66conditions at both the top and bottom interfaces.22−25 BCP can
67serve to pattern large areas of regular arrays of nanostructures
68for nanolitography, for the synthesis of highly ordered
69dispersions of inorganic particles. They can be used for
70semiconductors, magnetic storage media, photonic crystals, and
71nanostructured membrane applications, among many
72others.5−9 Almost invariably, microdomains with a long-range
73order are required for these applications. However, in real
74systems long-range order is hindered by a rather degenerate
75free-energy landscape as well as by the slow diﬀusion of the
76polymers in the process of domain reorganization after
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77 quench.26,27 It has been shown that perfectly ordered arrays of
78 domains in thin ﬁlms of BCP are not expected even at
79 equilibrium, since in a nearly 2-D system the translational order
80 is at best quasi-long-range due to a ﬁnite concentration of
81 thermally activated defects.28,29 Moreover, hexatic phases with
82 no long-range translational order appear at temperatures close
83 to the melting of the structure into a disordered phase of
84 domains.27 A review on the importance of the spontaneous
85 defects as well as the kinetically arrested imperfections in direct
86 self-assembly of BCP has been recently published by Li and
87 Müller.30
88 Various techniques have been proposed to tailor the
89 arrangements of nanoscale domains, or to accelerate the slow
90 dynamics of the ordering near equilibrium, to produce the
91 aforementioned well-controlled long-range order. One can ﬁnd
92 the modiﬁcations in the supporting substrates, such as
93 topographical or chemical patterning and the application of
94 external ﬁelds, like shear or electrical ﬁelds.1,31 For symmetric
95 (lamellae forming) BCP the commensurability between the
96 periodicity of the pattern substrate and the natural length scale
97 of the BCP was found to play an indispensable role to obtain a
98 particular lamellar morphology in thin ﬁlms.32 Subsequently,
99 regular almost defect-free linear conformations in the nanoscale
100 could be fabricated.33−35 As far as the asymmetric block
101 copolymers are concerned, dense arrays of nanocylinders with
102 controlled orientation and enhanced uniformity are obtained
103 using hexagonal arrays of dots chemically patterned on the
104 supporting substrate.36−39 Square arrays of vertical cylinders,
105 instead of the hexagonal array typically found in bulk, can also
106 be produced using a chemically patterned surface with a square
107 array of spots.40
108 With regards to the sphere-forming BCP in thin ﬁlms, long-
109 ranged order structures are achieved on topographically
110 modiﬁed surfaces forming wells and mesas, which yield
111 crystal-like structures.41 On the other hand, when assembling
112 spheres in V-shaped grooves, well-ordered domains are
113 obtained with a face-centered cube (FCC) close-packing
114 structure, with the (111) planes of the array parallel to the
115 groove walls.42 Additionally, hexagonally arranged posts or
116 semidense hole patterns43,44 can be used to form arrays of
117 spherical domains whose periodicity is larger than the one of
118 the substrate, a phenomenon referred to as density multi-
119 plication. The orientation and periodicity of the resulting array
120 of spherical microdomains are found to be governed by the
121 commensurability between the BCP microphase characteristic
122 length and the template periodicity. Alternatively, well-aligned
123 spherical domains built using a chemically striped patterned
124 surface, also with a periodicity commensurate with the BCP
125 natural periodicity, were reported.10 Furthermore, the ﬁlm
126 thickness is also a key parameter to draw long-range order of
127 spherical BCP domains, as can be inferred from the transitions
128 between the typical 3-D body-centered cube (BCC) arrange-
129 ment of spheres found in the bulk and the 2-D hexagonal
130 (HEX) arrangement encountered under conﬁnement.26,45
131 Recent eﬀorts have been directed to increase the accuracy of
132 the control over the shapes and dimensions of the equilibrium
133 morphologies.46,47 The goal is to improve defect-free long-
134 range order arrangements, aiming at obtaining high density
135 multiplication, together with pattern quality rectiﬁcation and
136 fabrication of new complex structures never found in the
137 bulk.48−52 Müller et al.4 recently introduced a new procedure to
138 drive the self-assembly toward desired geometries through a
139 process-directed mechanism in which the kinetics of structure
140formation is externally led to achieve the sought long-life
141metastable state.
142From the theoretical viewpoint, two main approaches have
143been widely used to describe the microphase separation of
144BCP. On the one hand, the self-consistent ﬁeld theory (SCFT)
145deals with coarse-grained models of the BCP in which bonded
146interactions are described as ﬂexible Gaussian chains, while
147nonbonded interactions are introduced through the mean local
148densities. Many calculations in 2 and 3 dimensions for relatively
149small systems have been carried out aiming at understanding
150the formation of BCP structures.53−57 In this line, simulations
151of conﬁned systems, with chemically activated or topo-
152graphically modiﬁed substrates, were performed by several
153authors.36,58−61 Although the method permits to keep some
154molecular details of the chain, SCFT is still a computationally
155expensive method when large systems are to be studied.
156Particularly, the dynamic processes involving domain restructu-
157ration are very long as compared with the molecular scales of
158chain reorganization, whose speciﬁc consideration is required in
159a dynamic implementation of the SCFT. Other particulate
160models, also based on coarse-grained descriptions of the BCP
161molecules, have also been constructed and used in several
162studies. Early lattice Monte Carlo simulations of simple models
163were used to analyze BCP in conﬁned geometries, including
164also patterned surfaces.62,63 More recently, it was introduced
165the so-called theoretically informed coarse-grained simulations
166(TICG),64,65 which permit the study of the BCP dynamics
167through dynamic Monte Carlo methods, for instance. Although
168coarse-grained, this method allows for the study of multi-
169component systems, suspended particles, can reproduce
170thermal ﬂuctuations (i.e., spontaneously generate thermal
171defects), etc., and still be computationally eﬃcient. Together
172with the SCFT, TICG approximately described the conforma-
173tional changes of the BCP chains in the vicinity of a interface.
174However, the explicit considerations of coarse-grained chain
175conformations limits the aﬀordability of simulations of large
176systems or long-time ranges.
177On the other hand, Ohta and Kawasaki66 developed a free-
178energy functional corresponding directly to the monomer
179concentration ﬁelds, with no explicit reference to microscopic
180details, except in the deﬁnition of the coeﬃcients. Its ﬁnal form
181resembles a Ginzburg−Landau functional supplemented with a
182long-range contribution that accounts for the chain con-
183nectivity. From the free-energy functional a diﬀusive dynamics
184can be constructed in the spirit of the Cahn−Hilliard−Cook
185(CHC) equation67 for systems with a conserved order
186parameter. This coarse-grained level of description allows to
187observe the microphase separation phenomena in systems
188whose dimensions are comparable with the ones experimentally
189addressed. This method is customarily referred to as cell
190dynamics simulation.68,69 In the framework of this method the
191dynamics and structure of BCP on chemically patterned
192surfaces have also been studied for cylinder and lamellae
193forming BCP.70−75
194However, the theoretical analysis of the self-assembly of
195spheres on a chemically patterned surface has not been
196addressed yet. In this article we explore the usefulness of a very
197simple stripped pattern in guiding the ﬁnal structure of
198asymmetric sphere forming BCP in contrast to more
199sophisticated designs like arrays of spots or other graph-
200oepitaxial techniques. The numerical approach allows us to
201infer the eﬀect of the commensurability between the pattern
202periodicity, as well as the slit thickness, and the natural spacing
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203 of the formed structures. The analysis permits us to identify the
204 optimal conditions for defect-free assemblies of several layers of
205 spheres, with diﬀerent unit cell. The study reveals some keys for
206 a better structure control in the manufacturing at the nanoscale.
207 The paper is organized as follows. In section 2, we introduce
208 the theoretical background of the CDS and its application to a
209 system implemented on a lattice. Special emphasis is made in
210 deriving the appropriate free-energy functional for the lattice. In
211 section 3, we analyze the theoretical results and compare them
212 with the available experimental data. Predictions for a wider
213 range of conditions are also discussed. Finally, section 4 is
214 devoted to review the main conclusions that can be drawn from
215 our work.
2. MODEL
216 Cell Dynamics Simulation. The cell dynamics simulation
217 method was introduced to model interface dynamics in phase-
218 separating systems. Theoretically, CDS is based on the Cahn−
219 Hilliard−Cook equation, which is used as the governing
220 diﬀerential equation for the time evolution of a conserved order
221 parameter Ψ(r,t).68,76 The CHC equation can be derived from
222 the balance equation for the order parameter together with the
223 linear relationship between the order parameter ﬂux J(r,t) and
224 the local chemical potential,77 eqs 1 and 2, respectively. That is
∂Ψ
∂
= −∇·t
t
t
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J r
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( , )
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230 Hence, the CHC equation is obtained as
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232 where M is a phenomenological mobility constant taken as M =
233 1. This choice sets the time scale for the diﬀusive processes (the
234 dimensionless time is tM/a0
2, where the lattice cell spacing a0 is
235 taken as the unit of length). The dynamics of eq 4 is consistent
236 with the mean-ﬁeld theory and would correspond to a situation
237 with negligible thermal ﬂuctuations, namely, BCP of large
238 molecular weight78,79 (see the Supporting Information for a
239 discussion on the description of thermal noise in CDS; also see
240 Zvelindovsky and Zatovsky,80 van Vlimmeren et al.,81 Knoll et
241 al.,82 and Horvat et al.83).
242 In CDS, the commonly used expression for the order
243 parameter Ψ(r,t) in terms of the A and B comonomer volume
244 fractions, ϕA and ϕB, respectively, is
68,69
ϕ ϕΨ = − + −t t t fr r r( , ) ( , ) ( , ) (1 2 )A B245 (5)
246 where f = NA/(NA + NB) stands for the number fraction of A
247 monomers per chain. The order parameter is then the
248 diﬀerence between the local volume fraction of both
249 monomers, plus a constant such that the integral of Ψ(r,t)
250 over the entire volume of the system is 0 by construction. For
251 symmetric copolymers, f = 1/2, the constant vanishes.
252 The necessary condition of equilibrium is given by
δ
δ
Ψ
Ψ
=F[ ] 0
eq 253(6)
254with a positive second functional derivative. Equation 6 is not a
255suﬃcient condition because the system can be trapped into
256local metastable minima during its time evolution according to
257eq 4.
258The free energy F[Ψ] (in reduced units such that kT = 1) is
259given by66,84
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261The ﬁrst term, H(Ψ), contains the local contributions to the
262free energy, expressed as an expansion in terms of the order
263parameter, in the spirit of the Ginzburg−Landau theory.66,85
264The expression used in the current analysis is given by68,86
τΨ = − + − Ψ + − Ψ + Ψ⎡⎣⎢
⎤
⎦⎥H
A
f
v
f
u
( )
2 2
(1 2 )
3
(1 2 )
4
2 2 3 4
265(8)
266Here, A, v, and u are phenomenological constants derived by
267Leibler85 using the random phase approximation, and τ is
268proportional to the Flory−Huggins parameter χ, which
269inversely depends on the temperature T. According to Ohta
270and Kawasaki,66,85 the parameter
τ τ′ ≡ − + −A f(1 2 )2 271(9)
272can be expressed in terms of physical parameters as
τ χ′ = − − ̃
−
⎛
⎝⎜
⎞
⎠⎟N N
s f
f f
1
2
( )
4 (1 )2 2
273(10)
274where s(̃ f) is an empirical ﬁtting function whose value is of
275order of 1.66
276The surface term, D|∇Ψ|2/2, accounts for the free energy
277necessary to create an interface between A and B. The
278coeﬃcient D is a positive constant that scales as D ∼ b2, where
279b is the Kuhn segment length of the polymer. The expression
280for D reads85
=
−
D
b
f f48 (1 )
2
281(11)
282Additionally, chain connectivity introduces a long-range term in
283eq 7, with the coeﬃcient B that scales as N−2, and reads66,68,85
=
−
B
Nbf f
9
(2 (1 ))2 284(12)
285where N = NA + NB is the total degree of polymerization. This
286term carries a chain-length dependence. Notice that the Green
287function G(r − r ′) satisﬁes ∇2G(r − r ′) = −δ(r − r
288′).66,68,85,86 It should be mentioned here that this particular
289form of the Green function was derived for bulk systems. The
290presence of hard walls is expected to inﬂuence the functional
291form of the Green function due to the reduction of the number
292of chain conformations when polymers are near an
293impenetrable surface, as follows from its derivation.66,85
294However, this eﬀect qualitatively does not introduce signiﬁcant
295deviations in the predictions, as can be seen from the
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296 comparison with experimental data of related systems later on.
297 For convenience, we deﬁne the dimensionless parameters D̃ =
298 D/a0
2 and B̃ = Ba0
2 to be used in the simulations. For
299 simplicity, we write D and B instead of D̃ and B̃ from now on.
300 The parameters in eqs 7−9 are considered as phenomeno-
301 logical constants.
302 The last term in eq 7, where i denotes either A or B
303 component, takes into account the interaction of the block
304 copolymer with the conﬁning hard walls. In the present case,
305 the walls model surfaces presenting a chemically activated mask.
306 Hence, si(x,y,z) is deﬁned as
87,88
ϕδ δ= ̃s x y z h( , , )i i i x z ,1307 (13)
δ ̃ ≡
− ≤ < +
+ ≤ < +
⎪
⎪
⎧
⎨
⎩
nw x n w
n w x n w
1, 2 (2 1)
1, (2 1) 2( 1)
x
308 (14)
309 where n is an integer and hi is the strength of the interaction
310 between the walls and the respective i segments. Moreover, w is
311 the width of an individual stripe, and δab is the Kronecker delta.
312 The pattern on the lower surface thus corresponds to long
313 stripes parallel to the y-direction. Notice that ϕi can be
314 expressed in terms of the order parameter Ψ, i.e., ϕA = f + Ψ/2
315 and ϕB = 1 − f − Ψ/2.
316 Numerical Cell Dynamics Simulation. The numerical
317 scheme introduced to implement the dynamic model described
318 so far is based on the deﬁnition of the ﬁelds in a cubic lattice,
319 together with an appropriate discretization of the Laplacian in
320 eq 4.89 We propose
Ψ + = Ψ − ⟨⟨Γ ⟩⟩
− Γ + Ψ
i j k t i j k t i j k t
i j k t B i j k t
( , , ; 1) ( , , ; ) { ( , , ; )
( , , ; ) ( , , ; )}321 (15)
322 Here (i,j,k) stands for the set of indices of a given grid point on
323 the lattice, and ⟨⟨Γ⟩⟩ − Γ stands for a discrete Laplacian
324 deﬁned by68,90
∑ ∑ ∑⟨⟨Ψ⟩⟩ = Ψ + Ψ + Ψ6
80
3
80
1
80NN NNN NNNN325 (16)
326 where NN denotes nearest neighbors, NNN next-nearest
327 neighbors, and NNNN next-next-nearest neighbors of a point
328 (i,j,k).
329 The function Γ is deﬁned as
Γ = Ψ − Ψ
+ ⟨⟨Ψ ⟩⟩ − Ψ −
i j k t g i j k t i j k t
D i j k t i j k t s z
( , , ; ) ( ( , , ; )) ( , , ; )
[ ( , , ; ) ( , , ; )] ( )i330 (17)
331 Finally, the so-called map function g(Ψ(i,j,k;t)) is directly
332 related to the functional derivative of H given in eq 8. For our
333 particular system it reads84,91
τΨ = + − − Ψ
− − Ψ − Ψ
g i j k t A f
v f u
( ( , , ; )) [1 (1 2 ) ]
(1 2 )
2
2 3
334 (18)
335 Free Energy Functional on the Lattice. The transition
336 from the continuous space to the lattice introduces necessary
337 prescriptions for the evaluation of the Laplacian and the
338 nonlocal contribution appearing in the deﬁnition of the free
339 energy functional, deﬁned in continuous space in eq 7. As a
340 consequence, we cannot construct the corresponding free
341 energy functional model on the lattice by the direct
342 discretization of the right-hand side of eq 7, expecting that
343 this model has the required properties for the discrete ﬁeld,
344namely, that the dynamics implemented in eq 15 progresses
345monotonously lowering the value of the free energy functional
346to its minimum at equilibrium. The discrete counterpart of the
347functional derivative of the free energy functional should be
348compatible with the second term on the right-hand side of eq
34915, after the discrete Laplacian is taken, according to eqs 3 and
3504.
351Let F[Ψ(i,j,k)] be the free-energy functional of the ﬁeld
352Ψ(i,j,k) deﬁned on the lattice. The counterpart of the
353functional diﬀerentiation on the lattice at a given point (i,j,k)
354is simply the partial derivative with respect to the ﬁeld at the
355given point. Hence, the chemical potential in the lattice reads
μ = ∂
∂Ψ
i j k
F
i j k
( , , )
( , , ) 356(19)
357Accordingly, the dynamic equation (15) can be written as
μ μΨ + = Ψ + ⟨⟨ ⟩⟩ −i j k t i j k t i j k i j k( , , ; 1) ( , , ; ) ( , , ) ( , , )
358(20)
359Therefore, the key point is to provide a discrete free energy
360whose functional derivative on the lattice, eq 19, gives a
361chemical potential ﬁeld such that eq 20 is identical to eq 15. We
362thus propose
∑
μ
Ψ = Ψ − Ψ ⟨⟨Ψ⟩⟩ − Ψ
+ Ψ + Ψ +
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A
, ,
( )
363(21)
364where both Ψ and μ(lr) on the right-hand side of eq 21 are
365calculated at the grid point (i,j,k). Furthermore, μ(lr) is the
366solution of the algebraic set of equations deﬁned from the
367relation
μ μ⟨⟨ ⟩⟩ − = −Ψi j k i j k( , , ) ( , , )lr lr i j k( ) ( ) , , 368(22)
369which corresponds to the discrete Laplacian of the long-range
370term equated to the thermodynamic force used on eq 15,
371according to eq 20. One can iteratively solve the set of eqs 22
372and substitute the ﬁeld as well as the resulting μ(lr) in eq 21 to
373obtain the numerical value of the free energy functional for a
374given ﬁeld Ψ deﬁned in the lattice.
375The obtained free-energy functional on the lattice is thus
376compatible with the implemented dynamic equation and
377therefore has the desired properties. The value of the free
378energy at the ﬁnal state of the simulation is be used to compare
379the relative stability of the obtained structures.
3. RESULTS AND DISCUSSION
380Model System. In this study we consider a sphere-forming
381diblock copolymer melt. The CDS parameters are f = 0.4, u =
3820.38, v = 2.3, B = 0.01, D = 0.5, A = 1.5, and τ = 0.2, which are
383known to produce spherical domains.92,93 The morphological
384characteristics of such spherical domains are the spacing
385between spheres d ≃ 11 and their average diameter ϕ ≃ 7.8 in
386 f1units of lattice spacings a0 (see Figure 1). These parameters are
387taken from Pinna et al.93 and correspond to the morphology of
388a monolayer of spheres formed in a slit with homogeneous
389surfaces selectively attracting the minority A-block.
390Our system is BCP conﬁned in a slit of hard walls. The lower
391surface is decorated with a mask of stripes with diﬀerent aﬃnity
392to the blocks of the BCP, i.e., diﬀerent values of si in eq 7. In
393particular, we have chosen hA = 0.1 and hB = −0.1 according to
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394 eqs 13 and 14. The upper surface of the slit is neutral (si = 0 for
395 all blocks i). These solid walls are located at the position z = 1
396 for the bottom surface and z = Lz for the top surface, as shown
f2 397 in Figure 2a. The pattern on the bottom surface corresponds to
398 a set of alternating parallel stripes along the y-direction, whose
399 width is w = LS/2, as depicted in Figure 2b. Thus, the distance
400 between equal stripes (or band periodicity) is LS. We have
401 veriﬁed that the morphology of the patterns observed is rather
402 insensitive to the attraction energy h if the latter is kept within
403 the range from 0.1 to 0.4. Hence, for convenience, we have
404 chosen h = 0.1 in all the simulations. Periodic boundary
405 conditions (PBC) are set for the x- and y-directions. The
406 boundary condition of zero ﬂux of Ψ at the hard surfaces
407 implies that the gradient of the chemical potential eq 3 vanishes
408 at the interfaces.87 Numerically, such a condition is fulﬁlled by
409 extending the ﬁeld inside the wall and demanding Ψ(x,y,z = 0)
410 = Ψ(x,y,z = 1) and Ψ(x,y,z = Lz + 1) = Ψ(x,y,z = Lz), where z =
411 0 and z = Lz + 1 are the coordinates of the extended layers.
88
412 We have considered systems of lateral size Lx = Ly = 120 ≃
413 11d with diﬀerent thicknesses Lz ranging from 6 to 56 grid
414 spacings (from 0.5d to 5d, approximately). In every case, three
415 diﬀerent band periodicities of LS = 8, 10, and 12 are studied.
416 These values guarantee that LS is commensurate with Lx, so
417 that Lx/LS is an integer, to comply with the periodic boundary
418 conditions. In the experimental work of Park et al.,10 the
419 authors have chosen a band periodicity LS ≃ L0, where L0 is
420 deﬁned in Figure 1, with = ≃L d d3 /2 0.860 , which
421 corresponds approximately to 9.5 lattice spacings. Variations
422 LS < L0 and LS > L0 were also studied in this last reference. Our
423 choice of the values of LS in the simulation aims at reproducing
424 these experimental situations.
425 The equilibrium structures have been computationally
426 determined by the dynamic evolution of the CDS. The
427 simulation starts from an homogeneous state on which we have
428 superimposed a random perturbation to the order parameter
429 ﬁeld Ψ = ±0.5 at every grid point. The deterministic dynamics
430 given in eq 15 progresses until a ﬁnal state, where no variation
431 in the order parameter ﬁeld is observed. In general, the
432evolution leads to spherical domains characterized by values of
433the ﬁeld Ψ ≃ Ψ−, where Ψ− is the negative minimum of H in
434eq 8. This dynamics corresponds to a quench of the system at a
435given temperature below the critical temperature, which in our
436case is τ′ = −0.14 (for a qualitative analysis of the system, see
437the Supporting Information). The progress of the quench
438dynamics starts with a fast process, dominated by spinodal
439decomposition, in which the domains grow from the local
440initial inhomogeneities. Then, it follows a much slower process
441of rearrangements of the domains in space and size. While the
442former process takes between 1000 and 10 000 time steps, the
443latter takes of the order of 107 time steps or longer.
444The approach to equilibrium can be monitored through the
445free energy of the system given by eq 21. However, we cannot
446guarantee that the ﬁnal structures, even after our long
447simulation runs, correspond to true equilibrium arrangements,
448since they could also be metastable states caused by local free-
449energy minima. To overcome metastable states, we have added
450a random noise86,94 to the evolution equation, eq 15, according
451to
ζ
Ψ + = Ψ − ⟨⟨Γ ⟩⟩
− Γ + Ψ −
i j k t i j k t i j k t
i j k t B i j k t
( , , ; 1) ( , , ; ) { ( , , ; )
( , , ; ) ( , , ; ) } 452(23)
453where ζ is a white noise process with a given amplitude. As we
454have discussed in the previous section, the ﬂuctuation−
455dissipation theorem does not apply here since this term is a
456computational artifact and is not intended to reproduce thermal
457noise. We recall that the physical dynamics is deterministic with
458the temperature embedded in the parameter τ′, which is the
459control parameter of the phase separation.79 Hence, there is no
460inherent physical temperature scale in the amplitude of ζ as we
461use it along this article. In all cases, the ﬁnal conﬁguration is
462obtained after setting ζ = 0 for at least 100 000 time steps
463before the end.
464We employ a second dynamic procedure based on annealing.
465As before, the initial state is a homogeneous ﬁeld with
466analogous superimposed random inhomogeneities. Here,
467instead, the value of τ′ is linearly lowered with time. We have
468chosen the system to decrease from τ′ = 0 to the ﬁnal τ′ =
469−0.14 in a given lapse of the order of the total time. When
470performing the annealing, the free energy does not signiﬁcantly
471change until a threshold, which varies with the system, is
472reached. Then, the free energy drops near the ﬁnal equilibrium
473value. Noise is also added to the dynamic evolution and
474switched oﬀ during the last 100 000 time steps.
475The initial stages of two representative free energy
476trajectories for quenching as well as annealing without added
477 f3noise are shown in Figure 3. In this example the sudden change
478of slope in the annealing occurs at around t ≃ 20 000,
479corresponding to τ′ ≃ −0.11. The dynamic routes to
480equilibrium are very diﬀerent, depending on whether
481quenching or annealing is chosen, meaning that the system
482evolves through diﬀerent intermediate structures depending on
483 f4the route. In Figure 4 we show a sequence of intermediate
484structures from the same initial state and leading to the same
485ﬁnal state, for both quenching and annealing. The ﬁnal states
486are compared with regard to their free energy to elucidate
487which is more stable. In the ﬁgures, only A-rich regions are
488shown while the empty space correspond to B-rich regions.
489Without the addition of the noise, annealing would invariably
490produce metastable cylinders even close to the ﬁnal temper-
491ature τ′ = −0.14. The noise, however, moves the system toward
Figure 1. Sphere-froming BCP in a planar hexagonal cell with the
characteristic dimensions. The natural lateral period for the hexagonal
forming system93 is L0 ≃ 9.5 ( =L d3 /20 ).
Figure 2. (a) Setup and (b) mask.
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492 lower energy conﬁgurations consisting of ordered arrangements
493 of spheres. Annealing is particularly useful for frustrated
494 situations where quenching often leads to a ﬁnal state
495 consisting of a disordered array of spheres. The evaluation of
496 the free energy of the system permits us to discriminate the
497 more stable conﬁguration when the two routes produce
498 diﬀerent results for the same system.
499 Slits Lz ≤ d. Let us consider narrow slits whose thickness is
500 of the order of or smaller than the BCP characteristic domain
501 separation d, which is proportional to the polymer chain
502 length,66 d ∼ N2/3 (see also the Supporting Information). The
503 analysis of this particular case permits us to check the validity of
504 the model for the study of BCP systems under conﬁnement.
505 Park et al.10 experimentally studied P(S-b-MMA) on
506 chemically patterned surfaces giving spherical domains with ϕ
507≃ 26.5 nm and d ≃ 65.2 nm. Their experimental systems
508consist of a slit with diﬀerent thicknesses and an area of 30 ×
509400 μm2. On the bottom surface the system presents a striped
510(line-and-space) pattern, with a periodicity (band periodicity)
511ranging from LS = 50.0 to 60.0 nm. The systems with Lz = 25
512nm, which correspond to a slit thickness signiﬁcantly smaller
513than d, produce scattered domains with no order and a wetting
514layer for each block on the corresponding attractive bands. If
515we base our comparison between experimental and simulation
516results on d, these systems would correspond to Lz ≃ 5 and LS
517from 8 to 10 grid spacings in our simulation. As seen in Figures
5185a and 5b, the structures predicted by our simulation for Lz = 6
519and LS = 8 and 10, respectively, agree very well with the
520experimental results shown in Figure 2 of Park et al.10 Hence,
521the CDS can be compared with physical systems taking the
522characteristic distance d as a reference.
523Moreover, this good agreement in a narrow slit indicates that
524the free-energy functional given in eq 7 is able to reproduce
525almost quantitatively the experimental results. The kernel of the
526long-range contribution in eq 7 should contain an explicit
527dependence on the distance z to the hard walls when z < d.
528However, in view of the comparison with experimental results,
529the eﬀects of such contribution are not relevant, and therefore
530one can use the isotropic propagator G(r) in all cases, as a good
531approximation.
532We next address the case of a thin slit Lz = 8 ≃ 0.7d to
533analyze the eﬀects of the width of the stripes on the structure of
534the BCP system. For comparison purposes, let us ﬁrst consider
535a nonpatterned homogeneous lower surface for which the
536boundary conditions are set to be the same as in the upper
537surface. In general, these neutral boundary conditions favor the
538formation of semispheres (spherical caps) in contact with the
539hard walls if no other constraints are applied. Eﬀectively,
540spherical caps at the surfaces permit the BCP chains close to it
541to lay unstretched parallel to the wall. Spheres tangent to the
542hard wall are not entropically favored due to the fact that
543polymer blocks in the corona shell are forced to squeeze
Figure 3. Initial steps of the free energy evolution for the quenching
and the annealing processes without added noise.
Figure 4. Evolution of the conﬁgurations of a sphere-forming BCP conﬁned by solid surfaces: (a) quenching and (b) annealing. Box size Lx = Ly =
120, Lz = 10. The square frames show the top view, while the rectangles are side views in the y-direction, along which the stripes with LS = 10 lie. The
scale of color ranges from light, Ψ+ = 0.25, to dark, Ψ− = −1.46, where Ψ± are the minima of H.
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544 between the sphere and the wall. This type of conﬁnement of
f5f6 545 the BCP system therefore produces frustrated situations.
546 From Figure 6a we observe that two layers of semispheres
547 are formed attached to both the upper and lower surfaces.
548 These semispheres have a tendency to arrange in squares
549 although the ﬁgure does not show a clear long-range order.
550 This conﬁguration, however, may not correspond to an
551 equilibrium system. The defects are a signature of a rather
552 degenerated free-energy landscape, since the model we use
553 does not account for thermal ﬂuctuations. The explicit
554 consideration of the noise in this kind of situation could
555 signiﬁcantly change the phase diagram and the nature of the
556 order−disorder transitions.69,95,96 Figure 6b shows a system 4
557 times the size of the one of Figure 6a, after the same evolution
558 time and from analogous initial conditions. While isolated
559 dislocations are visible in the smaller system, the larger system
560 shows also grain boundaries which become observable due to
561 the less stringent eﬀect of PBC in the long-range order for the
562 bigger box.
563 It may seem surprising that the dominating structure is
564 square instead of hexagonal, since hard walls tend to favor
565 compact arrangements of hard spheres at their immediate
566 vicinity. However, one should bear in mind that the slit
567 thickness Lz is smaller than ≃d 2/3 9, which is the distance
568 between layers of spheres in hexagonal packing. Hence, the
569 system chooses to form a square structure that permits the two
570 layers of spheres to interpenetrate with regularity, in a way that
571 a compact hexagonal phase cannot. Notice that the distance
572 between (100) planes of a BCC, whose distance between the
573 central sphere and one at the vertex of the cell is approximately
574 d, is of the order of ≃d/ 3 6.3, which is smaller than the
575actual Lz = 8. Therefore, the square structure is the result of the
576need of the system to accommodate two close layers of
577spherical caps forced by the slit thickness.
578The presence of the pattern of chemical stripes in the lower
579surface for the same system Lz = 8 has an additional ordering
580eﬀect. However, the impact of the pattern on the ﬁnal
581conﬁguration of spheres depends upon the commensurability of
582the periodicity of the stripes LS and the characteristic lengths of
583the physical system. Let us ﬁrst consider a pattern with band
584periodicity LS = 8 < L0, which is approximately equal to the
585sphere diameter but smaller than the natural distance between
586spheres, d ≃ 11. The structure with lowest energy in this case is
587 f7given in Figure 7a. On the bottom surface semicylindrical
588domains, wetting the A-attracting bands, form. Moreover, a
589layer of semispheres, attached to the upper surface, also appear.
590Unlike the nonpatterned case, the bottom layer cannot freely
591match the structure formed on the upper surface and satisfy the
592periodicity introduced by the bands. This diﬀerence in the
593periodicity is known as surface reconstruction. Therefore, the
594addition of the bands causes a change in the native
595arrangement, as shown in Figure 6, yielding a closer packing
596of spherical domains than in the nonpatterned case. The
597structure, however, has many defects, and in some regions
598square arrangements are still observed. That is mainly because
599of the mismatch between the horizontal periodicity of the
600domains in the upper layer, L0 ≃ 9.5, and the band periodicity,
601LS = 8. Simulations of larger system sizes, together with 2-D
602Fourier transform of the patterns, conﬁrm that there is no long-
603range order.
604From the LS = 8 case we see that the system has a rather
605 f8degenerate free-energy landscape. Eﬀectively, in Figure 8a we
606show the regular structure obtained from the annealing route
607for the same system. The value of the free-energy for the latter
608is, however, slightly larger than for the structure in Figure 7a,
609obtained from quenching. The bottom view of the system,
610shown in Figure 8b, reveals that the cylinders are broken at the
611position of the semispheres.
612For the case LS = 10 ≃ L0 we match the commensurability
613between the natural distance for a 2-D HEX structure and the
Figure 5. CDS simulations of sphere-forming BCP conﬁned by solid
surfaces. Bottom surface chemically activated with stripes attractive to
A block and B block alternately and top surface neutral. Box size Lx =
Ly = 120, Lz = 6. (a) Top view of the morphology with stripes whose
spacing is LS = 8 and (b) LS = 10.
Figure 6. CDS simulations of sphere-forming BCP conﬁned by two
homogeneous and neutral solid surfaces. Top and side view of the
morphology. Box size: (a) Lx = Ly = 120, Lz = 8 and (b) Lx = Ly = 240,
Lz = 8.
Figure 7. CDS simulations of sphere-forming BCP conﬁned by solid
surfaces. Bottom surface chemically activated with stripes attractive to
A block and B block alternately and top surface neutral. Box size: Lx =
Ly = 120, Lz = 8. (a) Top view of the morphology with stripes whose
spacing is LS = 8, (b) LS = 10, and (c) LS = 12. Euclidean distance of
the local environments of each spherical domain to the HEX pattern,
using a scale of colors. Dark blue indicates a small distance and dark
red indicates a large distance to the HEX pattern: (d) LS = 8, (e) LS =
10, and (f) LS = 12.
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614 periodicity of the stripes, namely LS ≃ L0, according to Figure 1.
615 In Figure 7b we observe that in the upper layer an expected
616 regular hexagonal pattern of spherical caps lying in the valley
617 between half-cylinders appears. Finally, the case LS = 12 > L0
618 yields a regular structure with the spherical caps of the upper
619 surface also lying in the corresponding valleys. However, the
620 structure is forced to comply with the periodicity imposed by
621 the stripes in the x-direction. The structure is then slightly
622 stretched yielding a distance between half-spheres belonging to
623 parallel rows approximately + ≃ >L d d/4 13.2S2 2 . In turn,
624 the distance between spheres in the same row is slightly smaller
625 than d, and no surface reconstruction occur. The resulting
626 structure is then similar to the hexagonal, as seen in Figure 7c.
627 In Figure 7d−f we show for every case the obtained Euclidean
628 distances (cf. Supporting Information) from the local environ-
629 ments of each spherical domain to the one corresponding to a
630 2-D HEX pattern. For a perfect hexagonal ordering, this
631 distance would be 0. For the three systems under scrutiny we
632 ﬁnd that for LS = 8 only some spherical domains are
633 surrounded by a clear hexagonal pattern; for LS = 10, Figure
634 7e indicates that the 2-D HEX structure is indeed dominant,
635 except for a few defects; ﬁnally, when LS = 12, the system shows
636 a clear deviation from a hexagonal symmetry, although it is not
637 evident to the eye. We have further checked, for this latter LS =
638 12 system, that the Euclidean distance to a (110) plane of a
639 BCC pattern is larger than to the 2-D HEX. Hence, the new
640 structure cannot be considered as a precursor of a bulk BCC.
641 The next case studied is Lz = 10 ≃ 0.9d. First, the system LS
f9 642 = 8 < L0 in Figure 9a approximately corresponds to the
643 experimental system with Lz = 57 nm and LS = 50 nm in Park et
644 al.,10 where we use d = 11 ≈ 65.2 nm for comparison, as before.
645 Here, the regions with squares, observed for a thickness of Lz =
6468, have disappeared. The matching between the patterns in the
647upper and lower layer for this band periodicity is less stringent
648for a thickness of the order of the natural distance between
649spherical domains. Then hexagonal structures are observed,
650although no long-range order exists, in agreement with the
651experimental results10 (see Figure 4 of this last reference). Our
652CDS data thus conﬁrm that such narrow bands are not capable
653of guiding the assembled BCP spherical domains toward a
654regular pattern with long-range order. Again, surface
655reconstruction occurs as an undesirable result causing the
656mismatch between the natural spacing of the spheres and the
657band periodicity.
658Second, the system with LS = 10 ≃ L0 (Figure 9b) produces a
659well-ordered upper layer of spherical caps. These results are in
660perfect agreement with the corresponding system Lz = 57 nm
661and LS = 60 nm described in Figure 4 from Park et al.
10 As
662compared with the previous cases, here the system prefers to
663form a 2-D HEX layer of spherical caps which perfectly matches
664 f10the periodicity of the stripes of the bottom layer. Figure 10
665shows the system LS = 10 cropped at z = 4. One can distinguish
666knurled cylindrical domains which also reproduce experimental
667observations.10
668Beyond the band periodicity experimentally studied we have
669also analyzed, in the third place, the case LS = 12 > L0 that
670would physically correspond to a band periodicity of 71 nm.
671Here, this band periodicity matches approximately the length of
672the edge of a BCC cell, ≃d2 / 3 12.7, where the shortest
673distance apex center is d. However, for this particular slit
674thickness the bands are not capable of producing a (100) BCC
675plane on the upper surface, but rather a local HEX-like
676structure with no long-range order. The comparison of this
677latter case with Lz = 8 (cf. Figure 9c) suggests that the
678periodicity in the x-direction is not uniquely imposed by the
679band spacing, unlike suggested elsewhere.10
680It is particularly interesting that a slight increase of the slit
681thickness from Lz = 10 to 12 for the same LS = 12 produces a
682 f11completely diﬀerent scenario, which is shown in Figure 11. The
683pattern has long-range order and is rectangular, slightly
684stretched in the y-direction. The new pattern contains an
685additional layer of complete spheres between the upper and
686lower layers of half-domains. Then the periodicity of the
687arrangements of spheres in the x-direction perfectly matches
688the band spacing. The dimensions of the unit cell are estimated
689as being of 12 lattice spacings in the x-direction and of 13.3 in
690the y-direction, parallel to the stripes. The unit cell is then a
691body-centered orthorhombic (BCO).
692Slit Lz = 14. We also investigated the morphology of
693systems contained in a slit with thickness Lz = 14 ≃ 1.3d. The
Figure 8. Sphere-forming BCP conﬁned between a homogeneous and
neutral surface on the top and a patterned surface on the bottom with
chemically active stripes with a separation LS = 8. State obtained from
annealing. (a) Top view and (b) bottom view. Box size: Lx = Ly = 120,
Lz = 8.
Figure 9. CDS simulations of sphere-forming BCP conﬁned by solid
surfaces. Bottom surface chemically activated with stripes attractive to
A block and B block alternately and top surface neutral. Top and side
view of the morphology when the box size is Lx = Ly = 120, Lz = 10
and the stripes have a spacing of (a) LS = 8, (b) LS = 10, and (c) LS =
12. The insets show the corresponding 2-D fast Fourier transform.
Figure 10. 3-D view of system with LS = 10 at diﬀerent heights: (a) at
Lz = 4; (b) at Lz = 10.
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694 spherical caps forming 2-D HEX pattern of the previous Lz =
695 10 case are transformed in a layer of complete spheres almost
696 tangent to the hard wall, which is entropically unfavorable. The
697 system is therefore frustrated if 2-D HEX layers are to be
698 formed in a slit where Lz is slightly larger than d.
699 The ﬁrst case LS = 8 < L0 produces complete tangent spheres
700 locally ordered in hexagonal arrangements in addition of the
701 half-cylinders formed on the lower hard wall, according to
f12 702 Figure 12a. Some of the domains in the upper layer, however,
703 are deformed into structures that vaguely resemble eggplants,
704 due to the aforementioned frustration. The overall behavior is
705 very similar to the previously studied case Lz = 10 for the same
706 band periodicity. We observe here again surface reconstruction
707 with lost of long-range order in larger systems (not shown).
708 Hence, bands cannot guide the assembly of the upper layer of
709 spheres.
710 As expected, for the case LS = 10 there is a clear eﬀect of the
711 commensurability, since LS ≃ L0, in view of Figure 12b. The
712 arrangement obtained corresponds to upper layer of complete
713 spheres laying tangent to the hard wall, with a long-range 2-D
714 HEX symmetry. Some defects in the form of eggplant domains
715 are also present, and the distribution of domains in the upper
716 layer is similar to the previous cases studied for this band
717 periodicity. Our simulation results are in agreement with the
718 patterns encountered in the system LS = 60 nm in a slit Lz = 70
719 nm,10 although we ﬁnd a slightly better long-range ordered
720 structures.
721Finally, the most interesting situation occurs for the band
722periodicity to LS = 12 > L0. Figure 12c shows an extra layer of
723domains that are formed in contact with the upper wall, as
724already encountered for the case Lz = 12 with the same band
725spacing. The order is long-range and corresponds to BCO with
726the (100) plane parallel to the hard surfaces. This is a clear
727example of the interplay of both the band periodicity and the
728slit thickness to favor a given 3-D cell. In this particular case, a
729BCO is favored due to the fact that the slit thickness is close to
≃d2 / 3 12.7 and that the band periodicity is precisely close
730to this same length.
731Thicker Slits. In the previously analyzed cases we have
732veriﬁed that the sphere-forming BCP are very sensitive to the
733band periodicity, which should be commensurate with the
734characteristics distance d of the BCP in order to produce neat
735ordered arrangements. We have seen that the vertical
736conﬁnement also plays an important role in determining the
737ﬁnal structure. In this section we attempt to rationalize these
738two ideas for systems where many layers of spheres can form.
739If the system forms n layers of complete spheres stacked in a
7403-D HEX packing, then the appropriate slit thickness should be
741approximately given by
≡ +L n d(HEX ) ( 1) 2
3z 1 742(24)
743We have considered that the distance between neighboring
744spheres is approximately d and that the distance between layers
745parallel to the walls is d 2/3 , corresponding to a 3-D HEX
746packing of hard spheres of a diameter d. An additional layer of
747spherical caps forms in contact with the top surface. The
748distance between the half-cylinders at the lower surface and the
749ﬁrst layer of spheres has been assimilated to the distance
750between neighboring planes of spheres.
751In the same way, if the system is prone to form a BCC unit
752cell with its base parallel to the hard walls, the appropriate slit
753thickness should be approximately given by
≡ +L n d(BCC) ( 1)
3z 754(25)
755Here, the distance between layers is d/ 3 , as it corresponds to
756(100) planes of a BCC. Again, a layer of spherical caps is
757considered to form on the upper wall while the shortest
758distance between neighboring spheres is assumed to be
759approximately d.
760Slit thicknesses laying oﬀ these periodicities impose some
761degree of frustration in the system, which may produce slightly
762stretched or compressed unit cells, or the formation of
763entropically unfavorable tangent spheres near the upper wall.
764In particular, a slit thickness given by
≡ +⎜ ⎟⎛⎝
⎞
⎠L n d(HEX )
1
2
2
3z 2 765(26)
766with 3-D HEX packing would produce such a frustrated system
767with tangent spheres. Equations 24−26 cannot be taken as
768exact by diﬀerent reasons, the most important being that the
769system can modify its characteristic length under constraint to a
770given extent. These expressions only give a rough estimate of
771what one can expect.
772In the ﬁrst place, let us study the structures obtained for the
773three band periodicities LS = 8, 10, and 12 for systems with slit
774thicknesses Lz = 20, 24, and 36 (corresponding to 1.8d, 2.2d,
Figure 11. CDS simulations of sphere-forming BCP conﬁned by solid
surfaces. Bottom surface chemically activated with stripes attractive to
A block and B block alternately and top surface neutral. Top and side
view of the morphology when the box size is Lx = Ly = 120, Lz = 12
and the stripes have a spacing of LS = 12.
Figure 12. CDS simulations of sphere-forming BCP conﬁned by solid
surfaces. Bottom surface chemically activated with stripes attractive to
A block and B block alternately and top surface neutral. Top and side
view of the morphology when the box size is Lx = Ly = 120, Lz = 14
and the stripes have a spacing of (a) LS = 8, (b) LS = 10, and (c) LS =
12. The insets show the corresponding 2-D fast Fourier transform.
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775 and 3.3d, respectively). The particular thicknesses chosen for
776 the ﬁrst and the third cases correspond to values that
777 approximately comply with eq 24, with n = 1 and n = 3. The
778 second thickness roughly corresponds to eq 26 with n = 2. In
f13 779 Figure 13 we show the structures obtained for the mentioned
780 periodicities and thicknesses.
781 First, let us center our attention to the case of a bandwidth LS
782 = 8 < L0. Here, the structure is dominated by the geometrical
783 conﬁnement. Figures 13a,g show a 2-D hexagonal pattern in the
784 upper layer, with spherical caps. Figure 13d shows the same
785 structure but for tangent spheres. The mismatch between the
786 bandwidth and the 2-D HEX pattern is seen in the lateral views
787 of the systems in the same set of ﬁgures. Although the system
788 shows local order, many defects in the structure are visible for
789 the three thicknesses. Surface reconstruction is also visible.
790 Second, Figures 13b,e,h correspond to a band periodicity LS
791 = 10 ≃ L0, compatible with the formation of a 2-D hexagonal
792 pattern in the ﬁrst layer of spheres (bottom up). For the three
793 thicknesses, we observe long-range order in all the layers. From
794Lz = 36 we further see that the three layers of complete spheres
795together with the upper layer of spherical caps are packed in a
796clear 3-D HEX, with a distance between layers of spheres
δ ≃ ≃ d9 2/3 . Eﬀectively, from the top view of Figure 13h
797we see that the top layer of spherical caps and the second layer
798bottom up are on top of each other, as it corresponds to this 3-
799D HEX structure (see also the lateral view). The calculation of
800the Euclidean distance at each layer of spheres also reveals that
801the local structures are indeed hexagons (Euclidean distances to
802the reference pattern are of the order of 10−2). The case Lz = 24
803corresponds to tangent spheres. The system keeps the overall
8043-D HEX conﬁguration despite the fact that tangent spheres are
805entropically less favored. It is worth remarking that the distance
806between planes for this latter case is δ ≃ 9.6 instead of 9,
807slightly stretched with respect to a 3-D HEX packing.
808Third, Figures 13c,f,i correspond to a bandwidth LS = 12 >
809L0. With this constraint on the ﬁrst layer, the system builds a
810BCO, with a distance between planes δ ≃ 6.1 for the thickness
811Lz = 20, which is very close to the separation between (100)
Figure 13. CDS simulations of sphere-forming BCP conﬁned by solid surfaces. Bottom surface chemically activated with stripes attractive to A block
and B block alternately and top surface neutral. Top and side view of the morphology when the box size is Lx = Ly = 120, Lz = 20 and the stripes have
a spacing of (a) LS = 8, (b) LS = 10, and (c) LS = 12. Top view for a box size Lx = Ly = 120, Lz = 24 and lattice spacing of the stripes (d) LS = 8, (e)
LS = 10, and (f) LS = 12. Top view for a box size Lx = Ly = 120, Lz = 36 and lattice spacing of the stripes (g) LS = 8, (h) LS = 10, and (i) LS = 12.
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812 planes of the BCC lattice, namely, δ = ≃d/ 3 6.35. For the
813 thickness Lz = 24, the separation is slightly larger δ ≃ 7.7, as if
814 the system were stretched in the z-direction. These two cases
815 present overall long-range order although some defects are
816 visible. However, in Figure 13i we see that the system shows no
817 local order due to the mismatch between the side length of the
818 BCC unit cell and the slit thickness.
819 Before closing the analysis of the results, several comments
820 are in order. It is well-known that the sphere-forming BCP
821 organize in bulk in BCC structure.11 The transition between
822 the 2-D hexagonal morphology near a nonpatterned surface
823 and the bulk BCC cell has been studied by Stein et al.45,97
824 These authors ﬁnd a ﬁrst-order transition at n ≈ 4 between a 3-
825 D HEX and a face-centered orthorhombic unit cell, which
826 smoothly tends to the bulk BCC as the layer lays farther from
827 the hard surface. Our simulations for LS = 10, which favors the
828 3-D HEX pattern, thus agree with this experimental ﬁnding,
829 particularly when the slit thickness corresponds to eq 24, and
830 therefore, the possible distorting eﬀect of the upper hard wall is
831 minimized. We have found, however, deviations from the
832 expected behavior of 3-D HEX packing in Lz = 26 ≃ 2.4d, only
833 slightly thicker than the case Lz = 24 ≃ 2.2d, with the same
834 band periodicity LS = 10. Here the slit thickness is close to but
835 smaller than the one given in eq 24 with n = 2 and is therefore
836 frustrated. Notice that with respect to the case Lz = 24, where
837 the upper layer is tangent to the upper wall, the system Lz = 26
838 forms an additional layer of spherical caps, but not completely
f14 839 developed, as shown in Figure 14a. In Figures 14b−d, we show
840 the ratio between the Euclidean distances of the local structure
841 to both the 2-D HEX and the (110) plane of a BCC. Large
842 values of this ratio indicate that the local environment is closer
843 to the (110) plane of BCC than to the 2-D HEX. Despite the
844 fact that the pattern of the lower surface favors the formation of
845 hexagons, the ﬁrst layer (bottom up) displays a domain
846 arrangement signiﬁcantly closer to the (110) BCC than to the
847 HEX. The second layer, however, shows some more disperse
848 spheres surrounded by a HEX environment, while the upper
849 layer of spherical caps is more hexagonal. Obviously, the upper
850 hard wall also imposes a strong conﬁnement constraint that
851 induces a major packing in this layer, favoring the 2-D HEX.
852However, it is remarkable that the system shows a body-
853centered structure, close to the bulk BCC, near the lower
854surface, without passing through intermediate forms of the type
855of face-centered orthorhombic, as it has been previously
856reported.45,97 For completeness, in Figures 14e−g we show
857the histograms of the distances between every sphere in a given
858layer to its six closest neighbors. Two peaks are clearly
859distinguished corresponding to the two characteristic distances
860of the (110) BCC plane, in the ﬁrst and second layer. The ratio
861a2/a1 between these two main distances is the order parameter
862used to describe the transition from HEX to BCC in the
863aforementioned references. From the histograms we approx-
864imately obtain a1 ≃ 10.8 and a2 ≃ 12.4, yielding a2/a1 ≃ 1.15,
865which conﬁrms that the layer indeed corresponds to a (110)
866plane of a BCC. One can then argue that the formation of
867partial spherical caps on the upper surface compresses the
868structure in the z-direction. Eﬀectively, we measure a distance
869between planes δ ≃ 8 instead of 9, as would correspond for
870both the 3-D HEX and the (110) BCC as well. Therefore, the
871structure is not cubic but rather a body-centered rhombohe-
872dron (BCR), instead of the previously observed BCO, due to
873this compression. It is quite surprising, however, that the
874surface density of spheres is insensitive to such compression.
875The case Lz = 24 instead displays a clear 3-D HEX packing of
876the layers. This can be observed from the ratio of the Euclidean
877 f15distances as well as from the histograms in Figure 15. These
878behaviors are rather counterintuitive, since the 3-D HEX
879permits a larger packing density than a BCC for hard spheres
880and therefore should apparently be preferred in systems under
881pressure.
882A second frustrated system with LS = 10 is the case Lz = 34 ≃
8833.1d, which corresponds to a slit thickness complying with the
884formation of three layers of complete spheres, but not thick
885enough to form spherical caps. Hence, we have an upper layer
886of tangent spheres with some eggplant defects. The interesting
887feature of this system is that within the planes the domains
888adopt an 2-D HEX packing, but when analyzing the 3-D
889packing, one observes that is not 3-D HEX, but closer to a
890(111) plane of face-centered cubic phase (FCC), since the ﬁrst
891and the third layer are not superposed in the xy-plane. The
Figure 14. CDS simulations of sphere-forming BCP conﬁned by solid surfaces. Bottom surface chemically activated with stripes attractive to A block
and B block alternately and top surface neutral. Box size Lx = Ly = 120, Lz = 26 and stripes with a spacing of LS = 10. (a) Top and side view of the
morphology. Ratio of the Euclidean distance to HEX symmetry and distance to BCC symmetry (dHEX/dBCC); (b) lower layer; (c) middle layer; (d)
upper layer. Histogram of the distances of each sphere with its six next-nearest neighbors: (e) lower layer, (f) middle layer, and (g) upper layer.
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892 packing density of both 3-D structures is, however, the same.
893 Thus, the reason for the existence of this new structure could
894 be that the equilibrium for such thickness is degenerated with
895 two possible structures of maximum packing, namely, 3-D HEX
896 and (111) FCC.
897 We have also analyzed systems of Lz = 54 ≃ 4.9d and 56 ≃
898 5.1d with the band periodicity LS = 10 ≃ L0, capable of
899 allocating ﬁve layers of complete spheres, tangent to the upper
900 wall or with spherical caps in it, respectively. The 3-D HEX
901 order is maintained in the Lz = 56, with a plane separation
902 approximately δ = 9.3. As before, the system with tangent
903 spheres, Lz = 54, produces (111) planes of a face-centered
904 body, with δ ≃ 9.8, and many eggplant defects at the upper
905 layer. However, for LS = 12 we obtain disordered systems for n
906 ≥ 4 layers of complete spheres, even with the appropriate Lz as
907 given in eq 25, from both quenching and annealing routes.
4. CONCLUSIONS
908 In this article we have shown that the CDS is a powerful tool to
909 predict the self-assembly of block copolymers into complex
910 structures. Simulations of sphere-forming BCP on patterned
911 surfaces conﬁned in a slit have been compared with
912 experimental data from Park et al.,10 and an almost quantitative
913 agreement is obtained. The comparison is done in terms of
914 only one single characteristic length, namely, d, which is known
915 to be physically proportional to a power of the size of the BCP
916 d ∼ N2/3, in the strong segregation limit. The size of the
917 domains of a given block seems to play a secondary role,
918 provided that the domain geometry keeps being spherical.
919 Because of this inner simplicity of the problem, the structures
920 that can be formed are rather limited by the bulk BCP
921 equilibrium conﬁguration and the hexagonal packing produced
922 by the presence of a hard wall. The main result of this article
923 lies in the fact that by tuning the band spacing of the chemically
924 patterned surfaces together with the slit thicknesses, one of
925these two arrangements can be selected and produce long-
926range order structures, at least of the order of the size of the
927simulated systems. Along with the minimal distance between
928domains d, the system is sensitive to the band periodicity if the
929aim is at promoting a particular 3-D structure. In this way, if the
930band periodicity is approximately =L d 3 /20 , the ﬁrst layer
931of complete spheres (bottom up) is naturally hexagonal. It is
932additionally required, however, that the slit thickness is
933appropriate for a 3-D hexagonal cell to develop without
934conﬂict with upper surface constraint, as described in eq 24. On
935the contrary, if the band periodicity is approximately d2 / 3
936and the slit thickness is approximately given by eq 25, the
937system naturally develops a BCO structure already from the
938ﬁrst layer. The latter result is a pure prediction of the CDS
939since no experiments have been done under these conditions
940yet, to the best of our knowledge. This fact is signiﬁcantly
941diﬀerent from what occurs in the presence of a nonpatterned
942lower surface, where the conﬁning eﬀect of the hard wall
943imposes a preference for a hexagonal structure.
944We have also analyzed frustrated situations to explore the
945possibility of existence of exotic structures generated by the
946constraints, for the same physical system. On one hand, we
947have encountered hexagonally packed ordered systems with
948spheres tangent to the upper wall, formed on surface patterns
949with band periodicity LS = L0, by tuning the slit thickness to
950approximately that of eq 26. This type of situation has been also
951observed in the experiments. For this type of frustration, the
952layer separation δ > d 2/3 as it would correspond to the
953perfect 3-D HEX. This eﬀect can be caused by the presence of
954eggplant defects, which are deformed domains cut by the upper
955wall, to favor the conformation of the BCP chains near the wall,
956pulling the whole system up. On the other hand, we also have
957studied systems whose thickness is in between the values given
958by eqs 24 and 26, both with n = 2 layers of complete spheres.
959We have analyzed only the case LS = L0. We have observed that
960the ﬁrst and second layers have a clear structure of a (110)
961plane of a BCC instead of an expected HEX, probably due to a
962subtle eﬀect of the bands on the possible displacements of the
963spheres under changing external conditions, which deserves
964further investigation. This case shows a distance between the
965layers slightly compressed δ < d 2/3 , which can be attributed
966to the presence of incomplete spheres, cut by the wall between
967its pole and equator, that push the whole system down. Hence,
968the ﬁne-tuning of the slit thickness is also of crucial importance
969to obtain the desired ordered 3-D structures.
970The analysis carried out in this article suggests that the use of
971chemical masks on surfaces, together with the control of the
972thickness can be a useful tool to create the desired structure
973from the self-assembly of BCP. We believe that this is a step
974forward toward the applications of this systems in well-
975controlled fabrication of nanoscopic devices.
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Figure 15. CDS simulations of sphere-forming BCP conﬁned by solid
surfaces. Bottom surface chemically activated with stripes attractive to
A block and B block alternately and top surface neutral. Box size Lx =
Ly = 120, Lz = 24 and stripes with a spacing of LS = 10. Ratio of the
Euclidean distance to HEX symmetry and distance to BCC symmetry
(dHEX/dBCC): (a) lower layer; (b) upper layer. Histogram of the
distances of each sphere with its six next-nearest neighbors: (d) lower
layer; (e) upper layer.
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(49) 1092Ramírez-Hernańdez, A.; Liu, G.; Nealey, P. F.; de Pablo, J. J.
1093Macromolecules 2012, 45, 2588−2596.
(50) 1094Liu, G.; Detcheverry, F.; Ramírez-Hernańdez, A.; Yoshida, H.;
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