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Abstract
Experimental results utilising novel diagnostic techniques focussing on spatial reso-
lution of shock-induced sliding phenomena at multi-material aluminium - stainless
steel dry metallic contact interfaces are presented. Relative particle velocities of
50m s 1 are generated at the sliding interface via an intrinsic impedance mismatch
between the material components, driven by gas gun flyer plate impact.
Results are first presented for the metallography of recovered target samples
from shock-induced sliding contact interfaces where the intrinsic grain structure is
utilised as a fiducial marker to provide a measure of the sub-surface deformation
experienced. Two distinct mutually exclusive scales of deformation were identified
extending over millimetre and micrometre depths with relatively low and high free
surface sliding velocities measured for these respectively using optical velocimetry.
Further experimental results are presented for spatially resolved velocimetry of
shock-induced sliding at planar material interfaces utilising a line-VISAR diag-
nostic. Experiments are conducted over 3mm and 15mm interface length scales
with the contact interface orientated at 0.0  and 5.0  relative to the direction of
loading. Specific material pairings of aluminium 1050 and aluminium 7068 paired
independently with stainless steel 316 were utilised.
An initial large scale experiment was found to be suggestive of the role of gaps at
the contact interface, estimated to be 35 µm in size via comparison of the velocime-
try data with hydrocode models. Further mesoscale experiments are suggestive
of the role of re-shock and release waves generated at the contact face co-incident
with the breakout of the elastic and plastic shock fronts, defining the velocimetry
profile in close vicinity of the contact face over the timescales measured.
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1 Introduction
Shock-induced sliding refers to the physics governing the relative motion and shear
stress along a material interface following the passage of a shock wave [10]. This is
especially of interest when applied to explosively driven systems where high sliding
velocities and pressures are frequently generated, generally at metallic interfaces.
The dynamic response at an interface subject to shock-induced sliding incorpo-
rates a wide range of di↵erent inter-related surface and sub-surface phenomena.
In addition to surface contact forces such as friction these include the equilibra-
tion of di↵ering velocities, release and/ or reflections from imperfect interfaces
and sub-surface yielding and deformation processes, themselves in turn highly de-
pendent upon thermal softening and work hardening material mechanisms. In
combination this results in a dynamic response dependent on at least the sliding
velocity, contact pressure and elapsed time not including the intrinsic properties
of the materials used.
The capability to accurately predict the response of materials and structures to
dynamic loading conditions can be highly beneficial, potentially largely replacing
the costly practice of experimental testing. Additionally, it permits the e↵ective
testing and prediction of devices for which this may otherwise be restricted. It
would also likely allow the optimisation and continued development of new and
existing designs, maximising their e↵ectiveness and e ciency.
In addition to the sliding response of materials the deformation and potential
mass mixing processes resulting from frictional contact are also areas of interest.
Especially at longer timescales this includes manufacturers looking to understand
the implications of their manufacturing methodology [21]. At shorter timescales
the initiation of shock-induced intermetallic reactions at sliding interfaces is also
a significant area of continued research with the aim of developing safer energetic
materials [13].
The aims of this research are firstly to develop and apply new diagnostic tech-
niques to the field of shock induced sliding with a particular focus on spatial
resolution of sliding phenomena across a range of length and time scales. This
ranges from the utilisation of the intrinsic grain structure of a material to probe
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the deformation mechanisms responsible for the dynamic sliding response over sev-
eral microseconds, to the development and fielding of time and spatially resolved
velocimetry capable of capturing a material interfaces dynamic response to shock
loading on nanosecond timescales.
Through the fielding of these diagnostics it is intended that the mechanisms
through which shock-induced sliding proceeds and develops can be further charac-
terised as well as identifying the specific characteristics of contact interfaces which
define its dynamic response to shock loading.
17
2 Literature Review
As outlined in chapter 1 shock-induced sliding is a term that relates to the gen-
eration of relative motion or sliding at a material boundary or contact interface
as a result of an incident shock wave, commonly at both high relative velocity
and pressure. In the context of this research this relates to boundaries between
metallic materials with sliding motion most commonly being generated by a di↵er-
ential in the shock impedance of adjoining materials resulting in a higher particle
velocity in the lower impedance material and therefore relative sliding [25]. While
frequently referred to as ‘dynamic friction’ in the literature the material response
is in fact more complex than this would initially suggest incorporating the equi-
libration of di↵ering material velocities between materials, sub-surface yielding
and deformation processes, release and/ or reflections from imperfect interfaces
and of course friction or resistance to sliding motion [16, 35, 39]. Of these the
existing literature broadly focusses on the role of friction at sliding interfaces and
the sub-surface deformation both resulting from such forces and the subsequent
implication of material yielding on an interfaces sliding resistance. As such these
will be considered in detail in the remainder of this chapter.
2.1 Frictional Processes
Friction by definition occurs along boundaries between materials acting as a re-
sistive force to sliding motion. Sliding at such an interface can occur between
any number of materials and over a wide range of velocities, contact pressures
and timescales. Especially of interest to this research project is the material re-
sponse at both high relative velocities and pressures frequently obtained through
shock wave loading. Under these conditions a number of di↵erent surface and
sub-surface phenomena are responsible for the frictional response observed and
these are considered in more detail in the following section.
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2.1.1 Surface Contact Forces
Frictional forces are most commonly understood in terms of the quasi-static regime
where surface contact forces dominate friction. Such forces include direct inter-
atomic attraction and sliding resistance as surface asperities interlock. Under
quasi-static conditions Leonardo da Vinci and later Guillaume Amontons first de-
fined basic empirical laws governing frictional processes [1, 12]. They determined
that frictional forces are both approximately proportional to the normal load ap-
plied and independent of the contact area between the surfaces. Coulomb later
added a third experimentally determined law stating that kinetic, or sliding fric-
tion, is independent of velocity. All three of these laws are represented in the
equation of Coulomb friction, given in 2.1:
⌧ = µF | N | (2.1)
In Coulomb friction the resistive force ⌧ is linearly dependent on the normal force
 N only, with the relationship defined by an empirically determined constant, the
co-e cient of friction µF , specific to each material pair and corresponding surface
finish.
It is worth noting that this relation only holds for low velocity and pressure
sliding conditions, specifically at which shear forces do not load a material onto its
yield surface or generate su cient heat to lower a material’s strength. Above these
limits however surface contact forces continue to form an essential part of friction,
in conjunction with additional sub-surface phenomena. This is demonstrated by
the frequent use of modified versions of Coulomb’s law, utilised as a basis for
modelling dynamic frictional behaviour at more extreme conditions [25].
2.1.2 Plastic Deformation and Yielding
As contact pressures and consequently the shear stresses experienced at an in-
terface are increased, sub-surface plastic deformation becomes a vital component
in determining a materials e↵ective frictional response [33]. Whereas under the
Coulomb model of friction the resistive force can increase indefinitely, in reality
this is limited by the yield strengths of one or both of the materials in contact.
In this scenario the previously elastic response becomes plastic as the material is
loaded onto its yield surface. Far from being a simplistic addition to the exist-
ing Coulomb model this yielding behaviour can act to both increase or decrease
the e↵ective frictional force experienced, depending on the extent and magnitude
of the deformation. For large scale deformation extending many millimetres into
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the bulk of the material it acts to further dissipate energy and momentum of the
sliding materials, increasing the e↵ective frictional resistance. On the other hand
deformation may also be confined to narrow surface layers, with severe material
flow in these regions maintaining a low e↵ective sliding resistance [33, 39].
A basic physical representation of this behaviour is provided by Tresca’s law
of friction, named after Henri Tresca who first defined the maximal shear stress
criterion for material failure. In this law, friction is defined as a function of both
the yield limit and normal stress as shown in equation 2.2 [10].
⌧ = min(µ| N |, Yp
3
) (2.2)
Here Coulomb sliding friction is anticipated for shear stresses below the yield
criterion, with deformation based processes becoming increasingly dominant as
the yield surface is loaded. This criterion may be defined in terms of Tresca’s
maximal shear stress or the later von Mises yield surface as utilised here.
While Coulomb’s and Tresca’s friction laws identify the problems and phenom-
ena occurring during sliding at high velocities and pressures they still leave nu-
merous questions unanswered. Firstly, although the energy dissipated through
deformation processes may be readily identified through Tresca’s law the surface
motion, or sliding resistance, resulting from this may vary significantly. Addi-
tionally, such processes are further complicated by time and velocity dependent
behaviour including changes to material strength and yield surface due to temper-
ature or work hardening e↵ects.
2.1.3 Velocity and Time Dependent Processes
Through frictional resistance and plastic deformation processes energy is dissi-
pated into contacting materials during sliding. At relatively high velocities and
contact pressures this leads to heating at a rate greater than can be conducted
away in the timescale in question. Consequently this may lead to a decrease in the
yield strength of the material surface region, commonly referred to as thermal soft-
ening. This allows greater plastic deformation to occur for the same values of shear
stress, therefore lowering the observed e↵ective frictional resistance both with in-
creased velocity and elapsed time. At extended timescales surface temperatures
may approach the melting point of the contacting materials leading to extremely
low e↵ective levels of friction, ultimately governed by the materials viscous flow
[29].
Similarly, increasing frictional resistance with time may occur as a result of a
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material work hardening response. This is where the materials yield strength in-
creases dynamically by plastic deformation, therefore increasingly resisting further
deformation. While this acts to limit sliding through this mechanism it conversely
may allow the resumption or increase of surface sliding as the shear stress falls
below the new higher yield stress limit.
While it is widely understood that a combination of these processes is responsible
for a material pairings frictional response a large uncertainty however remains
regarding the relation between them and when and how they occur. On-going
experimental and computational research is therefore taking place in an attempt
to clarify these points, as considered in the following sections.
2.2 Experimental Studies
In order to build up a more comprehensive understanding of sliding and dynamic
frictional processes numerous experimental studies have been conducted in recent
years. These projects have focussed on two main areas, firstly attempting to build
up an empirical relationship linking pressure, velocity and frictional response and
secondly attempting to understand the physical processes behind these. Both
however have the same ultimate aim in mind of enabling such behaviour to be
quickly and accurately modelled, with these considered in the following section.
Historically few experimental techniques have been developed to study both the
high contact pressures and sliding velocities of primary interest to this project.
Notable studies have however been conducted at high relative velocities and low
contact pressures such as those by Bowden et al. utilising metallic balls rapidly
rotating against a planar surface [7, 8]. Such work has primarily been suggestive
of a frictional weakening behaviour with increasing sliding velocities, attributed
to thermal softening of the interfaces involved. This research has however concen-
trated on longer timescales and steady state behaviour, failing to take into account
any time dependent frictional phenomena. A more detailed consideration of the
experimental determination of frictional responses with velocity, contact pressures
and elapsed time are considered in the following sections. It is worth noting that
while these studies have been conducted with a variety of di↵erent material pair-
ings and experimental techniques the overall trends identified should remain valid
and independent of these factors.
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2.2.1 Initial Sliding Velocity and Pressure Dependence
Of the more recent experimental studies designed to probe frictional sliding at
both high relative velocities and pressures, numerous novel experimental tech-
niques have been employed. These range from setups utilising the impact of two
surfaces to generate high normal contact pressures of up to 2GPa, to shock driven
designs, capable of attaining much greater pressures and velocities of up to 20GPa
and 700m s 1 respectively [25, 32]. The use of a variety of these techniques has
allowed the study of sliding response to be conducted at a wide range of possi-
ble contact pressures and relative velocities. Direct comparisons between these
are however limited by the use of a variety of material pairings and vastly di↵er-
ent methodology for calculating empirical frictional coe cients and forces. The
trends and generalised relationships between the various variables including ve-
locity, pressure and frictional coe cients should nevertheless still be valid and
conclusions able to be drawn.
At the lower end of the range of conditions previously specified, experimental
data is broadly limited to the studies initiated by Prakash et al. and Pelak et
al. using angled plate impact and rotating impacting projectiles respectively [32,
31]. Here the authors attempted to make direct calculations of the frictional
coe cients introduced in Coulomb’s Law, valid purely in the elastic deformation
regime. While admittedly having limited success, results obtained by Pelak et al.
at approximately 300 kbar are suggestive of an initially rising and then decreasing
co-e cient of friction with increased sliding velocity [31]. While in broad support
of the authors existing dimensionless molecular dynamics simulations such results
are not otherwise supported in the available literature. The limited extent of the
results presented and the application of a number of questionable assumptions in
the interpretation of the experimental data additionally raise questions as to its
validity.
At higher contact pressures of the order 2GPa but at broadly similar relative ve-
locities Prakash et al. and later Irfan and Liou et al. contrastingly report a purely
decreasing coe cient of kinetic friction with increasing relative velocities and pres-
sures [21, 29, 32]. While limited in the quantitative results presented, the authors
suggest an explanation for this velocity weakening frictional response. As the rate
of heat generation along the interface is far greater than can be conducted away,
a loss of shear strength in these regions results from thermal softening processes.
It is suggested that this loss of strength, especially at asperity - asperity junctions
likely leads to the lower e↵ective frictional stresses observed experimentally [32].
Observations by Irfan et al. of a gradual, surface history dependent transition
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between frictional states following instantaneous changes in sliding conditions ad-
ditionally support this theory [21].
At interfacial conditions more commonly associated with shock loading, in the
range 60m s 1 to 400m s 1 and 2.7GPa to 10GPa Juanicotena et al. further ex-
panded upon this research for stainless steel - aluminium pairings [25]. Utilising
direct comparisons with available empirical models, combining the Coulomb and
Tresca laws of friction, they were able to determine a value for the friction co-
e cient providing the closest match for each set of conditions tested. While the
specific values have limited meaning outside of their respective models they ad-
ditionally concluded an approximate power law dependence of the frictional force
on the relative tangential velocity. While specifying this in terms of static and dy-
namic friction coe cients this translates to a V  
1
3 relation, where V is the sliding
velocity between the two surfaces [25].
In order to examine the validity of this empirical relation at higher still interfa-
cial conditions Hammerberg et al. and Rousculp et al. designed a similar, though
pulsed power based solution to attain velocities and pressures of up to 700m s 1
and 18GPa respectively [17, 35]. In common with Juanicotena et al. comparisons
with available models were employed to approximate the modelled frictional force
providing the best experimental match. In a deviation from previous studies how-
ever the authors instead used sub surface deformation records as the means for
comparison. Results determined through this methodology similarly concluded an
approximate power law dependence of frictional force, although with an approxi-
mate V  4 relation [35].
Of additional note is the potential for further factors in addition to sliding ve-
locity and pressure to influence the final results. In particular the role of surface
roughness of the contacting materials has formed a significant component of a
number of studies [32, 35]. For sliding motion limited to the elastic deformation
regime such as that by Prakash et al. a linearly increasing frictional response
with surface roughness has been noted [32]. At significantly higher initial condi-
tions however, in the shock-loading regime of interest no variation in the frictional
response for a change from a micro- to a nanometre surface finish has been ob-
served [42, 43]. This is likely due to the greater role of Tresca or deformation
based friction in place of the surface frictional e↵ects dominant at lower initial
conditions.
From the results presented here so far it is apparent that the majority of research
in this area points towards a relatively simplistic power law dependence of frictional
force upon relative sliding velocities. It is worth noting however that these studies
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have primarily concentrated on calculating average forces or associated coe cients
over extended timescales. Further research, as considered in the following sections
has contrastingly observed the occurrence of more complex and varied frictional
processes at shorter timescales of the order microseconds. Although over extremely
short periods of time, changes to the sliding response at this point may lead to
significant deviations in results as an event evolves.
2.2.2 Time Dependent Behaviour
As previously noted, until relatively recently the majority of studies conducted
have assumed a steady state frictional response, failing to take into account varia-
tions in the forces resisting sliding motion. As interfacial conditions are increased
however the high rates of heat generation and plastic deformation occurring have
been demonstrated to lead to time dependent thermal softening and work hard-
ening responses respectively. For similar initial conditions vastly di↵erent final
states may therefore be attained.
While existing studies such as that by Irfan et al. have noted such behaviour
in a qualitative manner the most extensive research in this area thus far has been
performed by Winter et al. [21, 42, 43]. Using a development of a shock loading
technique designed by Juanicotena et al. and incorporating time resolved velocity
diagnostics the authors observed a range of time dependent responses for closely
matched initial sliding conditions as detailed in figure 2.1 [42, 43]. It should be
noted here that these results will be considered in more detail in the following
chapter 3 with the shock-recovery and metallography of these targets following on
from this work as part of this research.
From these velocity traces it is apparent that significant di↵erences in the fric-
tional response of the material pairings immediately following shock loading may
lead to large di↵erences in continuing sliding velocities of up to 100m s 1. As such
variations are large in comparison to those attained through small changes in the
initial conditions it is clearly important to understand the processes behind these
and the reasons why they occur.
Of the three sets of results presented in figure 2.1, group B is indicative of an
initially high frictional response decreasing with time, while C is contrastingly
suggestive of an initially lower sliding resistance, rapidly increasing with time.
The near frictionless sliding response of group A is explained by the authors as an
anomaly created by the high level of loading used in the target assembly process.
It is suggested that the observation of a decreasing frictional force with time is
likely attributable to thermal softening processes, much like the velocity dependent
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Figure 2.1: Rear surface velocimetry results, dependent upon the frictional force
at an interface. Increasing, decreasing and constant low frictional
responses are all observed for supposedly identical initial conditions
[42, 43].
behaviour described previously. Here heat dissipated in the interfacial region leads
to a reduction in material yield strength, therefore allowing continued e↵ective
motion due to shearing of a layer of surface material. The opposing set of results,
colloquially referred to as slide then lock behaviour in the literature are attributed
by the authors to surface material work hardening, limiting the extent to which
shearing and therefore deformation based sliding may occur.
While the time dependent nature of these results are likely attributable to in-
consistencies in the experimental setups utilised, further studies have observed
similar, more consistent behaviour with a clearer dependence upon the initial slid-
ing conditions [39].
Of most significance is a study again performed by Winter et al. investigating
variations in deformation processes over a range of initial sliding conditions. While
not directly comparable to the results obtained in previous studies similarities may
still be drawn. The authors here observed a clear transition between the sub sur-
face deformation processes occurring, dependent on the initial sliding conditions,
consistent with work hardening and thermal softening responses. These results,
alongside numerical extrapolations are presented in figure 2.2, with the physical
deformation processes observed considered in more detail in the following section.
From these results it is apparent, at least for the material pairing used here, that
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Figure 2.2: The anticipated time dependent frictional response dependent upon
the initial conditions. Dashed FN6 line represents experimental results,
with the circles simulated results. ‘Slide then lock’ is equivalent to an
increasing frictional response and ‘asymptotic melting’ a decreasing
response with time [39].
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the transition in time dependent behaviour is broadly a sliding velocity dependent
phenomenon. In this case it is observed to occur in the range 100m s 1 to 300m s 1
relative motion, with decreasing e↵ective friction above this and a significant work
hardening e↵ect below this. It should be noted however, as demonstrated by
the experimental results obtained in figure 2.1 that such a transition is highly
dependent upon the specific material properties and treatment prior to use [39].
Additionally, questions remain not only regarding a lack of experimental valida-
tion but as to how these observations combine with the velocity dependent power
law relations determined previously.
A more fundamental flaw of all of these results and relations, both velocity and
time dependent however is their empirical nature. By relying entirely upon such
data, experimental results must be collected for each material pairing and loading
condition of interest, an expensive, inconvenient and time consuming process.
It is therefore important to gain an understanding of the physical deformation
and sliding process responsible for such behaviour allowing a more comprehensive
predictive modelling capability to be constructed. Experiments working towards
these aims are considered in the following section.
2.2.3 Physical Processes
The primary focus of studies looking to investigate the physical processes behind
the frictional response of a surface has been to examine and monitor the extent and
scale of deformation occurring in the interfacial region. This facilitates the further
understanding of the frictional forces experienced during sliding, including the
relative contribution of plastic deformation in allowing continued e↵ective relative
motion.
Such research has invariably made use of fiducial markers within the surface ma-
terial of interest, be this embedded wires and foils or grain structures produced in
the manufacturing process [17, 40]. Initial experimental focus was broadly on the
former due to its promise in allowing both time and spatially resolved radiographic
measurements. Limitations regarding the small degree of motion relative to the
size of the markers utilised however restricted the resolution available [17, 40].
More recently experimental results presented by Rousculp et al. using this tech-
nique have been suggestive of an approximate 0.5mm interfacial region in which
the majority of friction derived deformation is concentrated, as shown in figure 2.3
[17, 35]. While the authors chose not to present more detailed analysis as to the
variation of these deformation processes with sliding velocity and pressure they
did however use the results to calculate predicted frictional forces, as considered
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previously.
Figure 2.3: A final state radiographic image of embedded gold wires positioned
perpendicular to a Ta/ Al sliding contact interface. Deformation is
visible in the detailed image close to the surface of the scale 0.5mm
[35].
Further research by Winter et al. using the intrinsic material grain as a fiducial
has expanded upon this work, investigating variations in surface deformation pro-
cesses depending on the initial sliding conditions present and how this relates to
the observed level of friction [39]. As previously noted, initial designs permitting
a range of loading conditions to be applied within the same experiment allowed
the identification of a distinct variation in the extent and scale of sub surface de-
formation processes with changing initial sliding conditions. While the conditions
at which these processes were observed to occur are shown in figure 2.2, examples
of these di↵erent deformation structures, imaged through metallographic etching
are shown in figure 2.4.
In figure 2.4, two distinct scales of deformation are clearly visible in the alu-
minium material, ranging from micrometre thickness to several millimetre from
the contact interface. It is worth noting that an abrupt transition with sliding
velocity was observed by the authors between the two deformation scales shown,
indicating the likelihood that two separate physical processes are responsible. This
is in broad agreement with the two or three distinct velocity groupings presented
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Figure 2.4: Micrographs of extruded grain structures initially perpendicular to
contact interface in Al, after being subject to shock induced friction.
Two distinct regions of sub-surface deformation of mm and µm scale
are evident [39].
in figure 2.1, corresponding to an increasing or decreasing frictional response with
time.
Recent experimental research by the same author has expanded upon this, com-
bining the use of time resolved velocity diagnostics and metallographic based sur-
face deformation analysis [42]. This is supportive of previously proposed theories
regarding the link between deformation processes occurring on meso and micro
scales and the macroscale frictional response. Higher relative velocities and there-
fore lower overall friction was generally measured in the case of shallow, µm defor-
mation structures, consistent with the proposed explanation of thermally assisted
shearing. Similarly, a greater frictional response and lower relative velocities were
observed in the case of the larger scale deformation case. Here the frictional forces
exerted at the interface are dissipated relatively deeply into the material. The
absence of localised shearing, possibly as a result of work hardening processes
or insu cient thermal softening to allow yielding prevents the continued relative
motion of the materials in question.
While aiding understanding of the physical processes behind the frictional re-
sponses observed, questions still remain however as to the conditions at which
these occur. As noted in figure 2.1 both deformation, and by definition frictional
processes noted have been observed to occur for seemingly identical loading con-
ditions. In addition, in the more recent experiments performed by Winter et al.
variations in the deformation processes between the relatively deep and shallow
structures have been observed within the same experiment along the approxi-
mately 30mm long interface used. Such inconsistent behaviour has been largely
attributed by the authors to partial surface work hardening during the assembly
process. This in turn is anticipated to promote shearing along the boundary cre-
ated between the previously work hardened and bulk of the material. While these
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processes may be broadly understood, theories as to the conditions at which they
do so remain poorly developed both in terms of initial sliding conditions and the
precise surface material properties.
Further final state characterisation of these sliding surfaces using SEM and
spectroscopy has additionally demonstrated the formation of layers of material
several nanometres thick along the contacting surfaces. Of most interest however is
that for a pair of materials of di↵ering strength, such as stainless steel - aluminium,
nanoscale layers of the softer of the two materials were observed to be deposited
on each of the contacting surfaces [27]. This is suggestive of material transfer,
in which case sliding may begin to occur not between the two distinct materials
as expected but instead internally between layers of the softer surface material.
While the implications of such minute deformation and transfer processes are
broadly unknown it has the potential to have a profound impact on surface sliding
processes.
2.3 Modelling
While reviewing the experimental research conducted to date it is important to
consider the need to develop an accurate predictive modelling capability of a ma-
terials sliding response. It is useful therefore to review the current understanding
of the problem at hand and the progress made so far towards achieving these aims.
2.3.1 Empirical Relations
As previously noted the majority of existing e↵ective frictional relations for sliding
in the shock-loading regime have concentrated on defining empirically determined
relations. These largely focus on extensions to Coulomb’s law of friction, valid in
the quasi-static regime, defining complex velocity dependent frictional coe cients
and limiting the frictional stress by the yield strength of the weaker material. An
example of this is that by Juanicotena, for which the defined frictional co-e cient
and normal contact force used in Coulomb’s law are given in equations 2.3 and
2.4 respectively [25].
µ = µ1 + (µ0   µ1) e  |Vg | (2.3)
 n = min ( n, Y ) (2.4)
Here the e↵ective normal stress  n utilised is simply limited to a maximum value
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of the material yield strength, Y , meaning that above this point increasing contact
pressures have no e↵ect on the frictional response observed. For the frictional coef-
ficient, µ, the value and rate at which this changes are defined by three constants,
where µ0 governs the low velocity behaviour, µ1 large velocity response and   the
rate of change with sliding velocity, V . For a stainless steel - aluminium pairing
the authors determined values of 0.400, 0.140, and 0.009 respectively, producing
an e↵ective power law dependence of frictional resistance upon relative velocity
[25].
As expanded upon previously however, empirical relations are fundamentally
flawed in that experiments must still be performed for each material pairing of
interest over a range of initial conditions, adding additional time and expense.
Additionally, such models generally fail to incorporate time dependent behaviour
resulting from variations in the material yield strengths due to temperature or
work hardening based e↵ects, leading to large uncertainties in the final simulated
results.
2.3.2 Physical Multi-Scale Models
Given the issues faced by empirically based models, more advanced projects have
attempted to build upon these, incorporating the physics behind the frictional
e↵ects and phenomena observed. The main examples of such work are the multi-
scale hydrocode models in development by Ball et al. and Dambakizi et al. at AWE
and CAE respectively [3, 10, 41]. Independently each of these studies has identified
the importance of considering frictional dependence on a variety of di↵erent length
scales, with di↵erent physical processes dominant at each.
On a nanoscopic scale interactions between adjoining surface irregularities and
asperities are dominant, especially at relatively low sliding velocities and pres-
sures. At the slightly larger microscale, thermomechanical processes are instead
dominant, controlling the yield strength of the materials and allowing micrometre
scale near surface shear deformation. Bulk material properties, large-scale defor-
mation and shock wave progression may finally be considered on a macroscopic
scale, utilising standard hydrocode functionality.
In models by Ball and Dambakizi et al., nanoscale surface frictional phenomena
are accounted for by a semi-empirical relation similar to that given in equations
2.3 and 2.4 [3, 10, 41]. A dynamic yield strength is however calculated using con-
stitutive strength models allowing the incorporation of time resolved phenomena.
At the micro scale the main consideration is the accurate resolution of tempera-
ture and temperature gradients within the thin surface material region. This is
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achieved by incorporation of a finer sub-grid Lagrangian mesh within the main
hydrocode [3, 10]. Aside from di culties in temperature resolution, complexi-
ties arise from the intertwined relationship between temperature and the dynamic
yield strength of the materials.
Figure 2.5 illustrates the predicted microscopic material behaviour responsible
for the decreasing time dependent frictional response previously observed [3, 39].
an initially decaying frictional stress is anticipated as a direct result of a tem-
perature dependent decrease in material yield strength, as shearing begins to take
place. As the surface temperature asymptotically approaches the material melting
point however, this e↵ect becomes increasingly pronounced as extensive deforma-
tion in a micrometre scale surface layer develops. This result is closely matched
to the thermally softened, shallow deformation processes observed in figure 2.4.
Figure 2.5: Simulated thermal softening of a contact face with decreasing frictional
stress, ⌧fric concurrent with increasing temperature, T, at the interface
[3, 10].
While the physical model developed by Ball et al. is broadly able to account for
such time and velocity dependent thermal softening, albeit in need of validation,
it however fails to account for the work hardening and resulting ‘slide then lock’
behaviour additionally observed [3]. More simplistic one dimensional models de-
veloped by Ball et al. have however been able to simulate such phenomena with
greater success, although not allowing the prediction of the conditions at which
they occur [3, 39].
Taking into account work and pressure hardening as part of a Steinberg Guinan
constitutive strength model such one-dimensional simulations provide a likely par-
tial explanation for the increasing frictional, ‘slide then lock’ response previously
observed [3, 36, 39]. As shown in figure 2.6 the initial sliding response is simi-
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lar to that predicted in thermally softening scenario, with a steadily decreasing
frictional shear stress as surface temperatures increase. In contrast to the asymp-
totic melting phase anticipated in figure 2.5 however this initial warm up period is
predicted to be followed by a violent work hardening event, reducing the relative
sliding velocity to zero. As frictional heating subsequently falls the surface region
is then anticipated to enter a positive feedback cycle resulting in runaway work
hardening as surface temperatures continue to decrease. This simulated behaviour
is consistent with the millimetre scale deformation observed in figure 2.4, with the
frictional stress and therefore plastic deformation propagating and spread over a
greater depth of material.
Figure 2.6: Simulated work hardening of a contact interface, with increasing fric-
tional stress, ⌧fric and falling temperature T with time following an
initial warm up period [3, 10].
It should be noted that alternative modelling techniques based on molecular
dynamics are additionally under development in particular by Hammerberg et al.,
Rigney et al. and Kim et al. [15, 27, 34]. These models attempt to represent
the sliding materials on a molecular level in order to consider the atomic scale
interfacial behaviour between sliding materials [27]. Of particular interest in these
models is the ability to simulate mixing and material transfer at sliding interfaces.
Such models are however limited in their ability to consider ‘real world’ target
assemblies with simulations restricted to theoretical unit cells making the multi-
scale models considered more relevant to this research.
While the models presented here provide a plausible overview of the physical
processes controlling a surface pairings frictional response they are however still
limited in their predictive capability. This is especially true in determining the
time dependent thermal softening or work hardening material response, producing
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a significant di↵erence in sliding motion for near identical initial sliding conditions.
Identifying the conditions and more importantly the physical properties at which
these two distinct frictional responses occur is therefore a key area of interest in
allowing continued model development.
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3 Post Shock Recovery
Experiments
Building upon the existing literature presented in section 2, initial experiments
were performed in collaboration with Winter et al. of the Atomic Weapons Estab-
lishment (AWE) focussing on the post-shock analysis of recovered target samples
[42]. While the analysis of post-shock recovered samples at sliding material inter-
faces has been the focus of previous studies such as that presented in figure 2.4, this
research was designed to be unique in combining this with time resolved velocime-
try [39]. The combination of these two diagnostics should facilitate the greater
interpretation of the observed results in terms of the overall velocities attained
and the physical deformation mechanisms in the materials forming the contact
interfaces themselves, potentially corresponding to the frictional response at the
mating contact surfaces. It should be noted that in collaborating with Winter et
al. in these experiments the assembly of the targets and the collection of the time
resolved data presented is not attributable to myself. The subsequent preparation
and analysis of each of the recovered target samples however was performed by
myself as part of this research project.
In this chapter details of the experimental setup and design are first given along-
side an outline of the diagnostics fielded. This is followed in section 3.2.1 by the
presentation of the results from the time resolved velocimetry in each experiment.
The methodology applied in preparing the shock-recovered target samples is then
outlined in section 3.2.2 alongside the presentation of the chemically etched cross-
sections of the recovered target samples, providing a measure of the sub-surface
deformation experienced alongside the target contact interfaces.
3.1 Experimental Setup and Design
The target setup given in figure 3.1 was utilised for this series of experiments
consisting of an annealed 30.0mm thick aluminium 5083 truncated cone confined
by an outer stainless steel 304 ring of material. An angle of 10.0  was made at the
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interface between these components with the aluminium insert having a minimum
diameter of 10.0mm at the tapered end. Assembly was via the application of
a compressive force to the insert until flush with the target front surface with a
quoted tolerance in the angular di↵erence between the components of 210 µrad
with a material surface finish of 25 nm.
Figure 3.1: Experimental target setup utilised consisting of a multi-material alu-
minium - stainless steel setup impacted by a 10.0mm thick copper flyer
plate. A single upshifted Het-V probe was fielded on axis on the rear
target surface. Adapted from an existing experimental target design
by Juanicotena [25, 42].
Loading of the assembled targets was via the 300m s 1 gas gun driven plate
impact of a 10.0mm thick copper flyer plate, 65.0mm in diameter to fit the specific
gas gun utilised. This was designed to generate relative sliding of approximately
60m s 1 between the components owing to the di↵ering shock impedances of the
two materials, with the greater particle velocity within the central aluminium
insert. A single upshifted Heterodyne velocimetry probe (Het-V) was fielded at
the centre of the aluminium insert on the rear of the target surface in order to
provide a measure of the free surface velocity in this component. A series of piezo-
electric trigger pins were additionally fielded at a diameter of 60.0mm flush with
the target surface, providing a measure of the impact tilt of the incident flyer
plate.
In order to facilitate metallography of the recovered aluminium target compo-
nents these were machined from material extruded axially along a bar of material,
producing a highly directional intrinsic grain structure. By selecting the specific
angle at which the aluminium inserts were then machined from the stock material
this intrinsic grain structure could be arranged across the width of the cone, at
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right angles to the direction of loading. Initially unidirectional this was designed
to act as a fiducial marker, allowing the extent of deformation in the vicinity of the
contact region to be determined following shock recovery of the impacted target.
In order to exclude the role of the direction of the grain structure from the ex-
perimental results, samples were prepared with both transverse and longitudinal
grain orientation relative to the cone axis, metallography however could only be
performed on the targets machined and assembled in a transverse configuration.
It should be noted that the self enclosed design of the target with regards to the
aluminium insert facilitated the recovery of samples intact for further analysis and
metallography as will be discussed in section 3.2.2.
3.2 Results
3.2.1 Time Resolved Data
Results are presented in figure 3.2 for the time resolved free surface velocimetry
profiles recorded on axis for a series of five experiments with nominally identical
target setup and impact conditions as described in section 3.1. The measured
impact velocities for each of these were 300±4m s 1.
From figure 3.2 three distinct measured free surface velocity profiles can be
seen to be present despite the nominally identical loading conditions. Of partic-
ular note is the wide range of initial peak state velocities observed ranging from
240m s 1 to 400m s 1 seen in groups B and A respectively as labelled in the fig-
ure. Following this variation in the breakout of the plastic shock fronts the two
velocity traces labelled as group A can be seen to continue to increase in velocity
over the following 3 µs reaching a peak state of 725±5m s 1. The single velocity
profile labelled as group C can similarly be observed to increase in parallel with
that of group A following the initial shock breakout, reaching a peak state ap-
proximately 100m s 1 below that of A. The parallel nature of these velocimetry
traces is highly suggestive of identical sliding conditions between the components
following the breakout of the plastic shock front with the source of the deviation
occurring at or prior to this point. The final velocimetry trace present in figure 3.2
is that of group B with a significantly lower initial breakout velocity observed fol-
lowed by a rapid increase in velocity of approximately 150m s 1 before proceeding
parallel and at the mid point between the previously outlined velocimetry traces
of groups A and B.
While the same procedure was followed in the assembly of each target a single
di↵erence was however identified. This related to the load applied on axis in order
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Figure 3.2: Rear surface velocimetry results for five experiments conducted us-
ing the experimental setup given in figure 3.1 impacted by a copper
flyer plate at velocities of 300±4m s 1. Three distinct groupings were
observed as labelled [42, 43].
to fully insert the aluminium insert into the stainless steel surround. Notably in
the case of the experiential setups corresponding to group A a higher load was
applied during assembly of 120 kg as opposed to the 80 kg applied to all remaining
targets. It is therefore likely that this increased force applied during the assembly
process accounted for the velocity perturbations present in figure 3.2, the reasons
behind this are however less certain.
3.2.2 Final State Metallography
Upon recovery of each of the experimental targets following shock loading a resin
was first applied in order to bond the individual aluminium and stainless steel
target components together. This acted to prevent further damage to the contact
surfaces and allowed them to be maintained in their recovered positions relative
to one another. Excess material outside of an approximate 40mm diameter was
then removed to allow the recovered target samples to be more readily handled.
For the target samples of interest the intrinsic grain structure in the aluminium
insert was orientated transverse relative to the direction of loading as outlined in
section 3.1. The angle or plane along which this intrinsic structure was orientated
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however was unknown requiring the etching of the impact surface of the aluminium
insert in order to allow its identification. To facilitate this the top or impact surface
of the aluminium component was ground and then diamond polished in situ to
a micron surface finish before being chemically etched via the application of a
Keller’s reagent solution in order to reveal the orientation of the intrinsic grain
structure.
Once this orientation had been determined the target sample was then carefully
bisected along this plane, with the newly exposed material surfaces again polished
and chemically etched in order to reveal the deformed grain structures within the
aluminium insert along the full length of the contact interface. The results from
two of these targets, representative of the entire sample are presented in figure 3.3.
Figure 3.3: Deformation in the intrinsic grain structure along the material interface
formed in the experimental setup given in figure 3.1 in the aluminium
component. Millimetre scale deformation is illustrated in (a) and much
smaller micrometre scale deformation in (b) where the grain structure
is initially vertically aligned [42].
The samples shown in figure 3.3 were subjected to plate impact from left to right,
with an original unperturbed grain structure aligned vertically. Deviations from
this are indicative of deformation occurring as a direct result of sliding between the
stainless steel and aluminium components, with no change to the grain structure
observed due to the plate impact and shock loading alone - as shown by the
control region at the centre of the sample shown in (a). While each of these
targets were subject to practically identical loading conditions it can be clearly
seen that the sub-surface deformation profiles of the two samples given in figure
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3.3 (a) and (b) respectively are quite di↵erent. In (a) a definite curvature of the
grain structure extending up to several millimetres away from the contact interface
can be observed. It should be noted however that an equal degree of deformation
was not seen to extend along the full length of the sample, instead peaking at
a point 7mm from the impact face and gradually diminishing in magnitude over
the following 1mm length of the material interface. Deformation to a lesser,
although still significant extent was however still seen along the full length of
the contact interface as can be seen at a spatial position of 2mm in the figure
with a curvature of the grain structure extending in excess of a millimetre into
the surrounding material. In (a) no deformation on smaller, micrometre scales
was however observed which is in contrast to the target sample presented in part
(b) of the same figure. In figure 3.3 (b) deformation at the contact interface
was exclusively observed on micrometre scales, extending a maximum of 30µm
into the surrounding material as illustrated in the image shown. This micrograph
was taken at a spatial position 0.25mm from the impact plane, as in the sample
presented in (a) the degree of deformation along the full length of the interface
was not found to be completely uniform. Significantly though no deformation on
scales greater than 30 µm was observed to have occurred.
Unique to this study was the fielding of time resolved velocimetry diagnostics
alongside the metallography of recovered samples. Target samples with millimetre
scale deformation observed at the contact interface in figure 3.3 (a) were found to
correlate with those exhibiting the velocimetry profile labelled ‘A’ in figure 3.2.
On the other hand samples exhibiting micrometre scale deformation at the sliding
material interface as illustrated in figure 3.3 (b) were found to correspond to the
velocimetry traces collectively labelled ‘B’ and ‘C’, each of notably lower initial
velocity following the breakout of the plastic shock front.
It should be noted that there are similarities in the observation of distinct regions
of deep and shallow deformation of millimetre and micrometre scale respectively
in the existing literature and as presented in figure 2.4 [26, 39]. Previous studies
however have not included the fielding of time resolved diagnostics limiting the
ability to interpret the experimental results.
3.3 Discussion
From the experimental results presented in the preceding section 3.2 it can be sum-
marised that two distinct scales of sub-surface deformation were identified to have
occurred in the experiments performed, resulting from the shock-induced sliding
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between the di↵ering aluminium and stainless steel material components. Each de-
formation mechanism of millimetre and micrometre scales respectively were found
to occur in isolation, limited to one or the other in any given experiment with
these corresponding to specific free surface velocimetry responses in the central
aluminium insert, measured on axis at the rear surface of the target. Each of
these experiments were conducted with nominally identical experimental condi-
tions with the exception of the compressive force applied to the aluminium insert
during final assembly. It is of note that those targets assembled with an increased
load of 120 kg as opposed to the standard 80 kg account for all the recovered sam-
ples exhibiting micrometre scale subsurface deformation and the corresponding
relatively high initial velocity state following breakout of the plastic shock front.
In the aforementioned group of recovered targets exhibiting micrometre scale
subsurface deformation the resistive forces at the contact interface can be seen to
have concentrated within a shallow surface region. As a result this likely thermally
softened material can be seen to have severely deformed in this narrow subsurface
layer, shearing and/ or flowing parallel to the direction of motion. While high
frictional forces may still have persisted at the material boundary in this case a
low e↵ective resistance to sliding could be anticipated owing to the high degree of
deformation and flow of material within the aluminium component, the weaker of
the two materials. This proposed deformation mechanism is consistent with the
corresponding velocimetry response seen in trace ‘A’ in figure 3.2 where the high
relative initial velocity is suggestive of a low initial level of sliding resistance or
friction at the contact face.
Contrasting to this are the recovered target samples in which millimetre scale
subsurface deformation was observed with corresponding velocimetry traces ‘B’
and ‘C’ in figure 3.2. In this case the degree of deformation present in the in-
terface region of the aluminium target component is again suggestive of large
frictional forces exerted between the sliding materials at the contact face. How-
ever as opposed to the shearing and material flow seen previously, deformation
is instead observed to extend several millimetres into the bulk of the target. It
is proposed that this relatively deep deformation allows the significant frictional
forces at the interface to dissipate and equilibrate with the bulk of the material,
therefore reducing the particle velocity of the aluminium target component.
When compared to the corresponding velocimetry profiles in figure 3.2 the pro-
posed high level of frictional forces supported at the interface and dissipated
through the bulk of the material is consistent with the lower initial measured
free surface velocity immediately following shock breakout in groups B and C. A
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significant reduction in the measured velocity can additionally be seen to occur be-
tween the breakout of the elastic and plastic shock fronts in these cases, something
not seen for group A where a low e↵ective frictional response is proposed.
An interesting case is the set of velocimetry traces corresponding to group B,
exhibiting a significantly lower initial velocity state than either of the other two
groupings followed by a rapid increase. The physical mechanism behind this con-
trasting initial dynamic response isn’t completely clear however as while from the
previously presented cases this response might be consistent with an initially high
frictional response at the contact face (associated with deep deformation) followed
by decreasing resistance to sliding (shallow deformation), this is not borne out in
the metallographic results.
While the association between the observed metallographic and free surface ve-
locimetry data has been established this does not however address the reasons
behind having three separate groupings in the dynamic response for nominally
identical loading conditions. As previously outlined the only identifiable di↵er-
ence between each of the experimental targets was the higher load applied during
assembly to those in velocimetry group A which is likely responsible for the in-
creased velocity and lower e↵ective frictional response observed.
It is proposed that this variation is due to the degree of contact between the
aluminium and stainless steel mating surfaces following assembly of the target.
Owing to tolerances in the machining of the respective target components, when
first assembled small micrometre size gaps are likely to be present between the
aluminium and stainless steel materials. It is anticipated that the application of
an 80 kg load increases the area of contact between these components although it
is accepted that complete contact across the whole mating surface area may not
be attained. In applying an increased 120 kg load it is anticipated that contact
is produced across a much greater proportion of the mating surface area with
work hardening occurring by means of deformation in a narrow surface layer in
the aluminium material in areas where contact between the materials is made.
It is proposed that during shock loading in these regions which have been work
hardened, deformation due to frictional forces at the interface is localised, shearing
along the boundary of the work hardened material. In contrast where the material
surfaces have not been work hardened due to insu cient force applied during
assembly the material remains relatively soft and most importantly uniform, it is
expected that this allows deformation and the plastic flow of material to propagate
into the bulk of the material.
It is evident that these results clearly demonstrate the importance of considering
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spatial perturbations in the immediate vicinity of the sliding interfaces to be able
to fully understand the physical processes behind the macro-scale levels of friction
observed. In addition, given the demonstrated role of deformation processes in
determining the overall, observable frictional response it can be expected that
the intrinsic properties of the materials in question are equally significant. Due
to the static nature of the spatial analysis techniques utilised however there is
little indication as to the time at which these processes occurred and therefore
the exact mechanisms. The lack of any direct velocimetry measurements of the
specific region of interest, around the material boundary, is also far from ideal
with the dynamic response at the contact interface having to be inferred from the
on axis velocimetry measurement.
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4 Review of Material Properties
Following the experiments presented in chapter 3 primarily on the metallography of
shock recovered samples, further experiments considering the dynamic response at
multi-material interfaces to shock-induced sliding will be presented in the following
chapters. These similarly aim to consider the spatial variation in the contact
processes at such interfaces but concentrate on making these measurements in a
time resolved manner as opposed to in their final state. This chapter presents a
review of the properties of the materials used in these experiments, the accurate
determination of which is essential to this project with the data being used to
inform and facilitate the hydrocode models and data interpretation presented in
the following chapters.
The reasoning behind the selection of the specific materials of interest to this
project will be outlined in section 4.1. This is followed by a review of the physical
and intrinsic properties of each of materials including measured and manufacture
provided data.
4.1 Selection of materials
As described in section 2 sliding may be generated between two materials under
high rate loading conditions by using materials of mismatched shock impedance.
When subject to plate impact a higher particle velocity is generated in the lower
impedance material relative to its higher impedance counterpart. While numer-
ous material pairings have di↵ering impedances aluminium and stainless steel were
specifically selected for use in this research due to the additional property of their
similar sound speeds. This ensures that for a plate impact experimental setup rel-
ative sliding velocities of approximately 100m s 1 may be readily attained while
maintaining near simultaneous rear surface break out times on the target rear
surface. This simplifies the fielding of laser velocity diagnostics with short mea-
surement time windows and minimises the e↵ect of reflections and release waves
potentially generated by an o↵set in shock arrival times.
Copper was selected as the flyer material for these experiments primarily due to
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its high malleability, this ensures an extended period of contact between the flyer
and the two target components at the impact face. The selection of copper as the
flyer material additionally allows the desired velocity and pressure conditions to
be simultaneously obtained.
Further to this, several specific alloys of aluminium were selected for this research
towards the aim of determining the role of material yield strength in the sliding
response at contact interfaces. For the initial proofing experiments alloy 5083 was
selected as a material used extensively in existing studies, most notably those by
Winter et al. [43]. For continuing experimental setups aluminium alloys 1050
and 7068 were selected to represent the extremes of yield strength available of
approximately 100MPa and 700MPa respectively. For consistency the same stock
of stainless steel 316 was used as the counterpart component in each of the target
setups utilised.
4.2 Composition
As outlined in section 4.1 specific aluminium and stainless steel alloys were se-
lected primarily for their varying yield strengths, ranging from approximately
100MPa to 700MPa as considered further in section 4.5. Such variations in the
mechanical properties are primarily achieved through the composition of the al-
loying elements in addition to work and precipitation hardening mechanisms. The
manufacturer provided composition data is provided in tables 4.1 to 4.4.
As can be seen in table 4.1 the selected 1050 aluminium alloy is formed of
essentially pure aluminium, with a minimum 99.50% composition by mass. The
lack of any significant alloying elements produces a material with a relatively low
yield strength of <100MPa and was selected primarily for this reason.
Alloy Composition Limits Others
Weight % Si Fe Cu Mn Mg V Zn Ti Each
Minimum - - - - - - - - -
Maximum 0.25 0.40 0.05 0.05 0.05 0.05 0.07 0.05 0.03
Table 4.1: Standard specified alloy composition for Al 1050 with aluminium form-
ing the balance with a minimum 99.50% composition by mass.
In contrast the composition details for aluminium alloy 7068 are outlined in
table 4.2, with among the highest yield strengths of any aluminium alloy achieved
through the use of zinc as the primary alloying element. Such high yield strengths
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are achieved through the use of additional precipitation or age hardening tech-
niques as part of the manufacturing process. This heat treatment based process
produces changes in the solid solubility of the alloying elements within the mate-
rial with temperature. This introduces precipitates of a secondary phase within
the material lattice, impeding the movement of dislocations within the material.
Alloy Composition Limits Others
Weight % Si Fe Cu Mn Mg Cr Zn Ti Zr Each Total
Minimum - - 1.60 - 2.20 - 7.30 - 0.05 - -
Maximum 0.12 0.15 2.40 0.10 3.00 0.05 8.30 0.10 0.15 0.05 0.15
Table 4.2: Standard specified alloy composition for Al 7068 with aluminium form-
ing the balance with a minimum 85.48% composition by mass.
As outlined in section 4.1 the aluminium alloy 5083 was selected for the proof
of principle experiment as an element that had been widely used in the field to
date. An outline of the manufacturer provided composition details for this alloy
are given in table 4.3. As can be seen from the table magnesium is the primary
alloying element utilised, with trace elements of manganese and chromium.
Alloy Composition Limits Others
Weight % Si Fe Cu Mn Mg Cr Zn Ti Each Total
Minimum - - - 0.4 4.0 0.05 - - - -
Maximum 0.40 0.40 0.10 1.0 4.9 0.25 0.25 0.15 0.05 0.15
Table 4.3: Standard specified composition of Al 5083 with aluminium forming the
balance with a minimum 92.4% composition by mass.
Finally, the composition details for the stainless steel alloy 316 are given in
table 4.4. The primary alloying elements are chromium and nickel with a small
percentage of molybdenum by mass, providing high yield strengths and corrosion
resistance.
Alloy Composition Limits
Weight % Cr Ni C Mn Si P S Mo Ni
Minimum 16.0 10.0 - - - - - 2.00 -
Maximum 18.0 14.0 0.08 2.00 0.75 0.045 0.03 3.00 0.10
Table 4.4: Standard specified composition of SS 316 with iron forming the balance
with a minimum 61.8% composition by mass.
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4.3 Density
A fundamental property of each material studied is its density, with an accurate
value required in order to calculate further elastic material properties as outlined
in section 4.4. A materials density is additionally critically important in deter-
mining a materials kinetic response to shock loading, including forming the initial
conditions for the conservation of mass, momentum and energy as part of the
Rankine-Hugonot jump conditions.
density =
mass
volume
(4.1)
In order to accurately determine the density of each material, uniform cylindri-
cal material samples were prepared with their diameter and thickness at multiple
points recorded using a vernier calliper and micrometer respectively. From these
measurements a precise value of each materials volume could then be determined.
By then recording the mass of each sample the individual densities could be calcu-
lated using equation 4.1 with the measured and calculated values for each of the
materials given in table 4.5.
Al 1050 Al 7068 Al 5083 SS 316
Mass (g) 3.83± 0.005 4.11± 0.005 3.85± 0.005 11.71± 0.005
Volume (cm3) 1.419± 0.0005 1.440± 0.0005 1.452± 0.0005 1.474± 0.0005
Density (g cm 3) 2.699± 0.004 2.853± 0.004 2.652± 0.004 7.947± 0.004
Table 4.5: Calculated material densities for aluminium alloys 1050, 7068 and 5083
alongside stainless steel 316 using the measured mass and sample vol-
umes stated.
4.4 Sound speeds
The sound speed of a material is an important property governing the rate at
which a shock wave can travel through a given material. In combination with
the measurement of a materials density, given in section 4.3, a materials elastic
properties may additionally be derived. The accurate determination of a materials
longitudinal and shear sound speed is therefore essential, facilitating the use of
meaningful predictive hydrocode models. The measurement and calculation of
these properties for each of the materials studied are given in the remainder of
this section.
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For this, an ultrasonic technique was utilised with the sound speeds determined
by measuring the time taken for a transmitted pulse to travel over a given distance
or thickness of sample. In each case a piezoelectric transducer was placed in contact
with the lapped surface of a given material sample with the aid of a thin layer of
an appropriate coupling medium. This same transducer was then used to both
generate an ultrasonic pulse and measure the reflected portion of the signal from
the opposing side of the material sample. By accurately measuring the sample
thickness and transit time between pulses using a micrometer and oscilloscope
respectively the sound speed of the material could then be calculated. An example
of the shear wave transducer signal recorded for a 4.876mm thick aluminium 1050
sample is given in figure 4.1.
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Figure 4.1: Recorded signal from an ultrasonic transducer of repeated shear wave
reflections transmitted through an aluminium 1050 specimen of thick-
ness 4.876mm thickness.
A computational method was used to accurately determine the time between
pulses and therefore the transit time through the material samples. This involved
the correlation of the signal with itself, calculating the time o↵set at which the cor-
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relation is maximised and therefore repeating itself as the ultrasonic pulse reflects
back and forth. An example correlation function for the signal given in figure 4.1
for shear waves in an aluminium 1050 sample is given in figure 4.2. Here it can be
seen that the correlation is at its peak at 3.01 µs, which is the transit time of the
sound waves twice through the material specimen.
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Figure 4.2: Calculated correlation function of the shear wave transducer data pre-
sented in figure 4.1 for a 4.876mm thick Al 1050 sample. The main
peak of maximum correlation provides the time between ultrasound
reflections and therefore the transit time twice through the material of
3.01 µs.
This process was repeated for multiple samples of di↵ering thicknesses, thus
allowing a graph of sample thickness against transit time to be plotted for both
the longitudinal and shear wave structures for each of the materials studied. An
accurate measure of each materials sound speed could then be determined by
using a least squares method to perform a linear fit to the obtained data, with the
gradient of the line equalling the calculated sound speed of the material of interest.
An example of this is given in figure 4.3 for aluminium 1050 with longitudinal and
shear sound speed measurements and linear fits given in black and red respectively.
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Figure 4.3: Plot of sample thickness vs. recorded ultrasonic transit time for Al
1050 material samples. The gradient of each of the fitted lines shown
represent the longitudinal and shear sound speeds at 6459m s 1 and
3149m s 1 respectively.
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The sound speed values calculated from the gradients of the graph plotted in fig-
ure 4.3 and those for aluminium 1050, 5083 and stainless steel 316 are summarised
in table 4.6. It can be seen that each of the four materials has broadly similar
sound speed properties as per their selection criteria. In terms of longitudinal
sound speed the aluminium alloys were found to have sound speeds in the range
6252m s 1 to 6459m s 1 with the stainless steel alloy approximately 700m s 1 be-
low this. The shear sound speeds for each of the materials were consistent to
within 100m s 1 in the range 3045m s 1 to 3159m s 1 as can be seen in table 4.6.
Sound Speeds Al 1050 Al 7068 Al 5083 SS 316
Longitudinal (m s 1) 6459± 34 6252± 11 6328± 7 5677± 17
Shear (m s 1) 3141± 13 3045± 9 3159± 15 3108± 13
Table 4.6: Measured longitudinal and shear sound speeds for the four materials
studied.
From the experimentally measured sound speed values given in table 4.6 the
elastic moduli, defining the elastic response of a material may be derived. The
first of these is Poissons ratio ⌫, defining the negative ratio of transverse strain "X
to axial strain "Z as given in equation 4.2.
⌫ =  "X
"Z
(4.2)
The value of Poissons ratio for each material may be calculated when expressed
in terms of the longitudinal sound speed CL and the shear sound speed CS as
given in equation 4.3. The calculated values for each material are given in table
4.7 alongside the values of the other elastic moduli.
⌫ =
1  2
⇣
CS
CL
⌘2
2  2
⇣
CS
CL
⌘2 (4.3)
The value of Young’s modulus E for each material may also be calculated,
defining the ratio of stress  elastic to strain "elastic along an axis within the elastic
regime as given in equation 4.4.
E =
 elastic
"elastic
(4.4)
This may be written in terms of known variables, a materials density ⇢, longi-
tudinal sound speed CL and Poissons ratio ⌫ as given in equation 4.5, allowing its
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value for each material to be calculated.
E =
CL
2⇢ (1 + ⌫) (1  2⌫)
1  ⌫ (4.5)
The bulk modulus K, defined in equation 4.6 as the negative ratio of uniform
applied pressure to volumetric strain may additionally be calculated from the
measured sound speed data, or as presented in equation 4.7 in terms of other
elastic moduli.
K =  PV
 V
(4.6)
K =
E
3 (1  2⌫) (4.7)
Finally, the shear modulus G, defined as the ratio of shear stress to shear strain
may be calculated from the shear sound speed CS and the materials density ⇢ as
shown in equation 4.8.
G = CS
2⇢ (4.8)
The calculated values for each of these four elastic moduli are given in table
4.7 for each of the materials studied. The combination of these variables allows
the characterisation of the full elastic properties of each material and importantly
allow hydrocode material models to be populated and therefore used e↵ectively as
a means of comparison to experimental results.
Al 1050 Al 7068 Al 5083 SS 316
Poisson’s Ratio 0.345± 0.004 0.345± 0.002 0.334± 0.003 0.286± 0.004
Young’s Modulus (GPa) 71.6± 2.1 71.1± 0.8 70.6± 1.1 197.4± 3.3
Bulk Modulus (GPa) 77.1± 4.3 76.2± 2.1 70.9± 2.4 153.8± 5.5
Shear Modulus (GPa) 26.6± 0.3 26.5± 0.2 26.5± 0.3 76.8± 0.6
Table 4.7: Elastic material properties calculated from experimental sound speed
and density data.
4.5 Mechanical properties
The elastic properties of each material were determined in section 4.4 through the
measurement of longitudinal and shear sound speeds. This section will similarly
consider the determination of the plastic properties of each of these materials
through the use of tensile testing. In combination with the elastic properties
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this will allow a complete characterisation of each materials response to loading,
facilitating the use of hydrocode models.
For this an Instron universal testing machine was utilised to apply a quasi-
static tensile force to samples of each material. Flat samples with a gauge length
of 25.0mm and cross-section of 5.0mm by 6.0mm were utilised as specified in the
ASTM E8/E8M standard [2]. The specimen design utilised is given in figure 4.4.
Figure 4.4: Design of flat tensile testing specimen with gauge length 25.0mm,
utilised in accordance with ASTM standard E8/E8M [2]. All dimen-
sions given are in millimetres.
In order to maintain a quasi-static loading regime a loading rate of 1.0mmmin 1
was utilised, corresponding to a strain rate of 5.21⇥ 10 4 s 1. A load cell inte-
grated into the tensile testing machine measured the applied force, while a strain
gauge attached to the sample was used to directly measure tensile strain, up to
a limit of 20%. Beyond this the overall extension of the sample was utilised as a
measure of strain as required.
Although it is the applied load L that is measured directly it is the tensile stress
that is more meaningful in terms of material response. By taking the initial cross-
sectional area A0 of the gauge region, the engineering stress  E applied to the
sample may be calculated as given in equation 4.9.
 E =
L
A0
(4.9)
While this is a useful measure of the stress applied to a sample it is an approx-
imation, valid only for relatively small changes in the cross-sectional area, A, of
the specimen. In order to calculate the true stress,  T , applied to a sample the
instantaneous cross-sectional area, A, needs to be used as shown in equation 4.10.
While not measured directly, the change in the cross-sectional area of a sample
from its initial value may be calculated from the tensile strain and Poisson’s ratio
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as calculated in section 4.4.
 T =
L
A
(4.10)
The value of strain measured directly is similarly the engineering strain "E, as
given in equation 4.11, expressed in terms of the initial and instantaneous gauge
length, l0 and l respectively.
"E =
 L
L0
(4.11)
It should be noted that the engineering strain can only be taken to be equal
to true strain for small values of strain, typically below 5%. For larger values the
true strain may be calculated as the integral of the instantaneous strain, as given
in equation 4.12. This relation may also be expressed in terms of the measured
engineering strain, the form used in this case to calculate the value of the true
strain, as given in equation 4.13.
"T =
Z
dl
l
= ln
✓
l
l0
◆
(4.12)
"T = ln (1 + "E) (4.13)
Using the equations given, in combination with the measured load and strain
data, the engineering and true stress strain curves for aluminium 1050 are plotted
in figure 4.5 in black and red respectively.
At low strains an initial region of elastic deformation can be observed, with
the true and engineering curves in close agreement. The gradient of this region
of 69.0 ± 3.0GPa is equal to the Young’s modulus of the material as previously
determined in section 4.4. The values determined via these two methods can be
seen to be in agreement within their associated errors.
The upper limit of this linear elastic region represents the yield point of the
material, above which permanent or plastic deformation begins to occur. As an
exact transition point is di cult to assert visually, an o↵set yield point may be
defined as the tensile stress at which a line parallel to and o↵set by 0.2% strain from
the linear elastic region intersects the original stress-strain curve. For aluminium
1050 the yield point by this definition is 110MPa. In addition to the yield strength
of the material the ultimate tensile strength,  u, may also be determined from
figure 4.5 as the maximum engineering stress supported by the material, as given
in equation 4.14. For aluminium 1050 the ultimate tensile strength was found to
be equal to 118MPa.
 u =
Lmax
A0
(4.14)
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Figure 4.5: True and engineering stress - strain curve, obtained by tensile testing
of an aluminium 1050 sample of the design specified in figure 4.4.
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Beyond the peak stress state in figure 4.5 the engineering stress can be seen
to decrease with the strain to the sample continuing to increase. This region
corresponds to the onset of necking of the sample, with a significant decrease in the
cross-sectional area of a small length of the specimen requiring decreasing values
of applied stress to maintain continued deformation. The true stress, although not
plotted within this region due to the uncertainties associated with the changing
sample cross-section, would in fact continue to increase with greater values of
strain. At a strain of approximately 0.20 the material specimen can be seen to
fracture, leading to a zero recorded applied stress being recorded.
Similar stress strain curves are presented in figures 4.6 to 4.9 for stainless steel
316 and aluminium alloys 7068 and 5083. Due to the highly extruded structure of
the aluminium 7068 material, tests were conducted in two di↵erent orientations
to determine if a significant orientation dependence is present. The first of these,
the results for which are presented in figure 4.6, corresponds to a sample taken
along the axis of the bar stock, while the second given in figure 4.7 corresponds
to a sample taken in the transverse direction.
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Figure 4.6: True and engineering stress - strain curve, obtained by tensile testing
of an axial aluminium 7068 sample of the design specified in figure 4.4.
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Figure 4.7: True and engineering stress - strain curve, obtained by tensile testing
of a transverse aluminium 7068 sample of the design specified in figure
4.4.
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The two orientations of the aluminium alloy 7068 tested and illustrated in fig-
ures 4.6 and 4.7 for the axial and transverse variants respectively can be seen to
be largely similar although not identical. Both can be seen to exhibit a linear
elastic region up to the material yield point followed by a plateau over which the
strain continues to rise at a near constant applied stress. This region of con-
stant tensile stress is indicative of uniform tensile strain across the gauge length
with little or no additional strain hardening occurring. This is consistent with
the highly strengthened state of initial material, achieved via artificial ageing and
heat treatment. Both orientations of the aluminium 7068 material were found to
be consistent with each other within experimental error.
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Figure 4.8: True and engineering stress - strain curve, obtained by tensile testing
of an aluminium 5083 sample of the design specified in figure 4.4.
Figures 4.8 and 4.9 show the stress-strain profile under tensile testing for alu-
minium 5083 and stainless steel 316 material samples respectively. In contrast to
the other materials tested so far both of these specimens can be seen to exhibit
a continued increase in the applied stress with increasing strain into the plas-
tic deformation regime. This demonstrates the strain hardening of each of these
samples with increased tensile stress, resulting from the saturation of dislocations
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Figure 4.9: True and engineering stress - strain curve, obtained by tensile testing
of a stainless steel 316 sample of the design specified in figure 4.4.
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generated through sample strain and deformation. It is worth noting that in the
case of the stainless steel 316 specimen in figure 4.9 the values of the true and
engineering stress and strain values can be seen to deviate significantly from one
another. This is a result of the highly reduced cross-sectional area of the sample,
consistent with the significant level of tensile strain exhibited.
As with the region of elastic deformation the work hardening response of a
material within the plastic regime can similarly be characterised and quantified.
Such a relation is commonly expressed in terms of a strain hardening exponent, n
and strength co-e cient, K, as shown in equation 4.15.
  = K"n (4.15)
In order to extract these values from the existing data the true stress and strain
values need to be plotted on a logarithmic scale as indicated in equation 4.16. This
is illustrated in figure 4.10 for the stainless steel 316 stress-strain data originally
presented in figure 4.9. In the figure the stress-strain data, presented in black, has
had a linear fit applied to it within the region of plastic deformation, as marked
in red. This region corresponds to values of true strain in the range 0.05 - 0.45,
spanning the entirety of the plastic deformation region. From the figure the value
of the strain hardening exponent, n, was calculated to be 0.36, determined from
the gradient of the fitted line. Likewise the strength co-e cient, K, was calculated
to be equal to 1061.0MPa from the intercept with the y-axis, expressed in non-
logarithmic units.
log ( ) = log (K) + n log (") (4.16)
All of the plastic material properties determined using the data and equations
presented throughout this section are summarised in table 4.8 for each of the
materials studied. In combination with the elastic moduli determined in section
4.4, these material properties will allow the optimisation of hydrocode models as
presented in sections 6.3 and 7.4 as well as aiding the identification of material
dependent features present in the experimental data.
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Figure 4.10: Logarithmic stress-strain graph for a stainless steel 316 material spec-
imen, the original data for which is presented in figure 4.9. The data
and linear fit of the plastic region are presented in red and black
respectively. The gradient of 0.36 provides a value for the strain
hardening exponent, n, while the y-axis intercept of 1061.0MPa is
the associated strength co-e cient. K.
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Al 1050 Al 7068 (A) Al 7068 (T)
Ultimate Tensile Strength (MPa) 118± 1 600± 3 598± 3
0.2% O↵set Yield Point (MPa) 110± 1 534± 3 525± 3
Young’s Modulus (GPa) 69.0± 3.0 69.3± 2.0 71.0± 3.5
Strain Hardening Exponent 0.04± 5⇥ 10 4 0.07± 5⇥ 10 4 0.07± 6⇥ 10 4
Strength Coe cient (MPa) 139.5± 1 764.9± 1 766.6± 1
Al 5083 SS 316
Ultimate Tensile Strength (MPa) 115± 1 598± 3
0.2% O↵set Yield Point (MPa) 103± 1 245± 1
Young’s Modulus (GPa) 69.4± 1.5 195± 10
Strain Hardening Exponent 0.31± 2⇥ 10 4 0.36± 8⇥ 10 5
Strength Coe cient (MPa) 507± 1 1061± 1
Table 4.8: Material properties determined from stress-strain data experimental
measured by tensile testing.
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5 Diagnostic Methodology
5.1 Line-imaging VISAR
As outlined in the preceding chapters, significant questions remain, especially
surrounding the specific physical processes occurring in the vicinity of shock-
induced sliding interfaces and their role in determining macro-scale sliding be-
haviour. While the use of final state metallography, as presented in chapter 3
clearly demonstrates the importance of understanding such spatial variations, the
lack of temporal resolution across the interface region prevents such processes
from being fully comprehended. Current generation, point diagnostics are lim-
ited in that they allow perturbations in the material response to be identified but
due to their necessarily indirect nature make identification of the source and the
factors behind them di cult.
Towards addressing such issues a significant proportion of this research project
has revolved around the design and development of a new, highly capable diagnos-
tic - line-imaging VISAR (velocity interferometer system for any reflector). Such
a diagnostic utilises imaging interferometry to provide both spatial and temporal
resolution, in this case in one dimension across a contact boundary between ma-
terials. Given the proximity of such measurements to the contact interface, an
increase in sensitivity to forces generated at the interface is anticipated. More im-
portantly however the spatial element of the velocimetry records, on sub-millimetre
scales, should provide unique information on the physical processes underlying the
macro scale behaviour.
It should be noted that few implementations of line VISAR exist worldwide
with even fewer being used in a true spatial capacity, as opposed to a statistical
averaging tool. Such a capability combining spatial and temporal measurements
therefore represents a unique capability for both this research project and the
academic group as a whole.
In the following sections an overview of the theory behind the developed diag-
nostic, line VISAR, will be presented before detailing the specific diagnostic setup
implemented for this research project. Details of both the experimental and the-
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oretical techniques used to calibrate this diagnostic will then be outlined followed
by a description of the Matlab program developed to analyse and calculate velocity
values from the interference patterns captured. Finally, experimental results from
the plate impact of a planar metallic target are presented incorporating both the
developed diagnostic, line VISAR and an existing established diagnostic, Het-V
in order to validate the accuracy of the calibration and analysis methodology.
5.1.1 Background and Theory
As a diagnostic based upon optical interferometry, the determination of the ve-
locity of a sample is based upon the principle of calculating the Doppler shifted
wavelength of light reflected from a moving target.
 (t) =  0
✓
1  2v(t)
c
◆
(5.1)
In equation 5.1, the Doppler shifted wavelength,  (t) is given as a function of
target velocity, v(t) with the variables,  0 and c representing the original, incident
laser wavelength and the speed of light respectively. Such changes in wavelength
can be accurately determined by interfering delayed portions of the returning light
with each other, with the resultant change in phase di↵erence between the two
legs producing either constructive or destructive interference. This then allows
the determination of a surfaces acceleration, with each complete fringe shift, or
2⇡ shift in phase, relating to a given change in velocity dependent on the chosen
delay between the two legs. This value, referred to as the ‘velocity per fringe’ or
V PF may be determined using the relationship given in equation 5.2 where it is
given in terms of the laser wavelength,   and the delay time, ⌧ [11]. A dispersion
correction coe cient,  , is additionally included to correct for the slight change in
delay time, ⌧ , with wavelength, the reason for which will considered later in this
section [6].
V PF =
 
2 (1 +  ) ⌧
(5.2)
Initial iterations of this technique utilised the Michelson interferometer, with a
delay time introduced in one leg simply by extending the distance travelled by the
beam at one side [5]. This setup however has the significant limitation of requiring
the moving target surface to be prepared to a mirror finish in order to be able to
maintain spatial coherence and fringe contrast.
By replacing the distance based delay leg with a glass delay etalon Barker
and Hollenbach largely removed this limitation, forming the basis of the modern
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VISAR system, aptly named - ‘velocity interferometer system for any reflector’ [4].
The use of a glass delay etalon allows the two interferometer legs to be optically
equivalent, having the same virtual path lengths while still maintaining a time de-
lay as previously. This ensures spatial coherence between the two legs regardless
of the delay time, relaxing a previous key limitation. The presence of an etalon is
also the reason behind the need for the inclusion of a dispersion correction factor
in equation 5.2. The refractive index of the fused silica glass used for this element
has a small degree of dependence on the wavelength of the light passing through
it. The wave speed and therefore the delay time produced for Doppler shifted
light therefore subtly varies and has to be corrected for by the addition of the
dispersion correction coe cient.
L1 = L2   h+ h
n
(5.3)
The principle of equal virtual path lengths can be expressed in terms of the
length of the etalon, h and its refractive index, n, as given in equation 5.3 [11].
Here L1 and L2 represent the physical lengths of the unperturbed and delay legs
of the interferometer respectively. It can be seen that the virtual or optical length
through the etalon is much shorter than that through an equivalent distance in air
at (h/n) as opposed to the physical length, h. The physical length of the delayed
leg, L2 must therefore be greater by the di↵erence between these values for optical
equivalency to be maintained.
n1
n2
=
sin ✓2
sin ✓1
(5.4)
It should be noted that the distance through the delay etalon, h, in equation 5.3
is that of the optical beam and not necessarily the physical length of the etalon
itself. This takes into account the incident angle, ✓1 and refraction of the beam
defined by the ratio of the refractive indices, n1 and n2 to give the angle of the
beam within the etalon itself, ✓2.
t1 =
2L1
c0
(5.5)
t2 = 2
✓
L2   h
c0
+
nh
c0
◆
(5.6)
Using the lengths calculated for a given etalon the time taken to transit the
unperturbed and delay legs of the interferometer can be calculated and are as
given in equations 5.5 and 5.6 respectively with the variables as previously defined
[11]. The di↵erence between these two values is the delay time, ⌧ , which in turn
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can be used to calibrate the velocity sensitivity of the VISAR diagnostic as given
in equation 5.2. This value of the delay introduced between the two interferometer
legs is given in equation 5.7, expressed in terms of the etalon length (or transit
distance), the material refractive index, n, and the speed of light, c0 [11].
⌧ = t2   t1 = 2h
c0
✓
n  1
n
◆
(5.7)
All of the theory outlined so far can equally be applied to both the original
point-VISAR and the more advanced diagnostic developed here, line-VISAR. The
latter is an extension of the original design pioneered by Hemsing et al. in 1991,
adding position resolution along a 1D line as opposed to a point [19]. This was
achieved by introducing imaging optics between the target and the interferometer
and replacing the existing photo detectors with a streak camera and a ‘fringe
comb’ interference pattern, thereby allowing both spatial and temporal resolution
along a single 1D line [19]. A combination of all these developments forms the
basis of the line-VISAR diagnostic developed as part of this research project.
5.1.2 Experimental Setup
As briefly outlined in section 5.1.1, the core components of any line-VISAR system,
including that developed, are the interferometer stage and the associated image
relay optics. The former allows the determination of the target surface velocity,
while the latter facilitates spatial resolution in these measurements. An overview
schematic diagram of these components as implemented is given in figure 5.1. As
can be seen the majority of optics within the system, including the interferometer,
are positioned on an optical table beside the target chamber to be used, with a large
proportion of these positioned on breadboards to provide a degree of portability.
Only a final lens and turning mirror are positioned within the target chamber itself,
the latter of which is a consumable item for each shot. While this diagnostic has
been successfully fielded on both the small and large bore gas guns at Imperial
College, the final setup used on the small bore gas gun is given in the figure.
As a laser diagnostic, illumination and imaging of the target was provided by a
6.5W Coherent Inc. VERDI and a smaller 5mW laser diode used for velocimetry
measurements and alignment respectively. Both centred on 532 nm and aligned
along the same optical path these were configured to be easily switchable via a
polarising beam splitter located at the convergence point of the two beams.
Instead of purely free space optics to the target chamber a 30m long, large
910 µm core multi-mode fibre was utilised with associated 150mm lenses used to
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Figure 5.1: Overview of line-VISAR diagnostic design and setup used on the small
bore gas gun at Imperial College.
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focus and collimate the inputted and outputted light respectively. Far from purely
transferring the beam from one point to another, this was in fact used to reduce
the coherence of the beam illuminating the target surface, owing to variations in
individual path lengths through the optical fibre [28, 30]. Without this, additional
random constructive and destructive interference resulting from micrometer scale
surface features on the target (laser speckle) were observed to overlay and obstruct
the intended interference pattern for non uniform surface finishes.
Upon exiting the fibre and subsequent collimation, illumination of the target
surface was achieved by simply focussing this beam via a final 150mm lens, o↵set
by the focal distance. Access to the gas gun target chamber was via a 3” diameter
antireflection coated optical window, with a final turning mirror ensuring beam
alignment along the axis of target motion.
In order to facilitate spatial resolution in the velocimetry measurements a series
of lenses was used to relay an image of the target surface, first to an intermediate
image plane on the optical table and then onto the output beamsplitter of the
interferometer and finally the streak camera slit, used to record the resulting
interference pattern. A simplified linear representation of this is given in figure
5.2.
Figure 5.2: Simplified optical path of the line-VISAR system given in figure 5.1.
Laser light illuminates a region of the target surface with this image
then relayed to the streak camera slit with intermediate image planes
formed at a reticule and the output beamsplitter of the interferometer
as shown in figure 5.3.
As can be seen, the initial return optical path was designed to utilise the same
set of optics as for the illumination with a planar optical beam splitter inserted
in order to facilitate this. This allowed the returning beam to be split from the
input path once on the optical table, albeit with a degree of beam intensity loss.
As previously mentioned an intermediate image plane was then formed onto the
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surface of a flip-up reticule, as labelled in figures 5.1 and 5.2. The purpose of this
was to allow the imaging in the latter sections of the image relay and interferometer
to be optimised independently of the target surface, simplifying the setup process.
A further lens pair was then used to form an image onto the surface of the out-
put beam splitter of the VISAR interferometer, at the recombination and therefore
interference point of the then separated beams. It should be noted that these lens
pairs were chosen specifically to optimise the beam diameter at each of the image
planes and minimise clipping of the beam through the intermediate optics, calcu-
lated using the thin lens approximation, given in equation 5.8. For the image relay
outlined, this produced 13.3mm and 25.5mm image sizes on the interferometer
beam splitter and streak camera input respectively for a typical 1.2mm imaged
region on the target surface.
1
Object Distance
+
1
Image Distance
=
1
Focal Distance
(5.8)
As one of the primary components of the diagnostic, a detailed diagram of the
interferometer setup is given in figure 5.3. As can be seen, the beam from the
aforementioned image relay enters at the upper left corner of the figure before
being split evenly, transiting either the unperturbed or etalon delay legs on the
left and right respectively. For the delay leg, the etalon and end mirror were
positioned on a translation stage allowing motion along the incident beam axis.
This enabled the precise balancing of the virtual path lengths of the two legs as
detailed in section 5.1.1.
As previously outlined the image relay was designed to form a recombined image
on the surface of the output beam splitter of the interferometer. By combining
the point of interference with the image plane in this way, perturbations to the
interference pattern were dependent on the velocity at a specific point on the target
surface, allowing spatially resolved velocimetry to be inferred. Further to this, by
introducing a slight angle of intersection in one plane, in this case horizontally,
the alignment and density of the interference pattern could be defined. This
determined the axis over which the velocity could be spatially resolved and via the
fringe density a compromise between the spatial and velocity resolution available.
A broadband LED light source was utilised in order to identify the point of
equal physical path lengths of the two sides of the interferometer, initially without
the etalon in place. This was possible owing to the low coherence length of such
a source meaning that an interference pattern could only be attained when the
two legs were within several microns of one another. Once identified, a calculated
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Figure 5.3: Interferometer stage utilised as part of the line-VISAR system given
in figure 5.1.
o↵set as outlined in section 5.1.1, was then applied using the computer controlled
translation stage in order for the equal virtual path lengths to be maintained with
an etalon in place.
In addition to balancing the path lengths of the two interferometer legs, a ma-
jor challenge was the alignment and accurate recombination of the beam at the
interferometer image plane. In order to facilitate this a live imaging CCD was
used to image the output beam splitter surface and by extension the target, via
the otherwise unused secondary output from the interferometer. In conjunction
with the flip-up reticule located at the preceding intermediate image plane this
facilitated alignment of the interferometer and optimisation of associated imaging
optics.
Beyond the interferometer, a 300mm and 500mm lens pair were used to image
the interference pattern formed on the output beam splitter to the input slit of the
recording streak camera, magnifying the image as previously described in order to
fill the vast majority of the 30mm slit size. Due to the di↵erence in height between
the camera and the table optics, a periscope was used to transfer the beam.
The streak camera used for these experiments was an Optronis SC-51 model with
a 100 µm input slit width and a recording window spanning 3.8 µs. A mechanical
shutter internal to the camera was used to gate the camera illumination while
a micro channel plate (MCP) intensifier fitted to the rear allowed recorded light
levels to be maximised. Final recording of the streaked interference pattern was
performed by a two megapixel charged-couple detector (CCD), chilled to  40  C
in order to minimise the significant thermal noise otherwise present.
Of primary importance to the camera operation, crucial to the diagnostic was
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the accurate timing and triggering required to synchronise the recording window
to the dynamic event in question. Two delay generators were used for this pur-
pose, the first triggered by the gas gun control system simultaneous with a fire
signal being sent. This delay generator was used to open the mechanical shutter
gating the streak camera, closing it again 500ms later at the end of the captured
event. The second delay generator was instead triggered at the target itself, ap-
proximately 4 µs before impact as will be described in further detail in section
7.2. This was used to initiate the streaking of the camera, intensifier and CCD
gating as well as oscilloscopes used for timing, tilt and secondary diagnostics such
as Het-V.
5.1.3 Diagnostic Calibration
In order to facilitate accurate interpretation of the recorded interference patterns
in terms of spatially resolved velocimetry, the diagnostic required careful calibra-
tion prior to experimental fielding. This involved both the theoretical calculation
described in section 5.1.1 in order to calculate the velocity per fringe (VPF) con-
stant for the interferometer, allowing velocity values to be determined. In addition,
given the spatial element of the diagnostic, the spatial size imaged at the target
and onto the streak camera also had to be accurately determined, providing posi-
tion information alongside the velocity data.
The first of these is the calibration of the VPF value for the interferometer, the
calculation for which was described in detail in section 5.1.1. Dependent upon the
etalon, a 150.39mm long length of fused silica glass was used for all but the initial
proofing experiment. Taking into account the angle at which the beam intersected
the etalon material and the fact that it double passes gives a total transit distance
of 302.68mm. This corresponds to a delay time in the etalon interferometer leg
of 0.788 ns resulting in a VPF value of 327.165m s 1. Therefore for a single phase
shift of 2⇡ in the measured interference pattern it can be inferred that the surface
velocity of the target in question must be 327.165m s 1.
The final spatial calibration of the diagnostic was experimentally determined
by replacing the imaged target surface with a mirrored reticule etched with a
concentric pattern of known spacing. Images of this reticule were then recorded
at the intermediate beam splitter image plane and on the streak camera CCD
itself, placed into focus mode. In addition to providing a measure of the imaging
size this also allowed the expected magnification of the image relay system to be
verified.
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5.1.4 Data Analysis
As no analysis program for translating the generated interference patterns into
velocimetry data previously existed within our group for this diagnostic, one had
to be designed and written before results could be accurately interpreted. This
was performed in conjunction with David Chapman of Imperial College London
utilising a Fourier transform based method first introduced by Takeda et al. [38].
The analysis methodology applied and implemented in Matlab will be described
in this section and is additionally summarised in figure 5.4.
It is first assumed that the interference fringe pattern, for example that given
in figure 5.4(a) can be represented at each point in time by a real valued function,
S(x, t) such as that given in equation 5.9 [9, 38]. Here the base or carrier frequency
of the recorded interference pattern is represented as 2⇡f0x +  0, of frequency f0
and arbitrary initial phase o↵set  0. The phase data  (x, t) superimposed upon
this carrier wave contains the recorded surface velocity information with respect
to spatial position while the terms A(x, t) and B(x, t) represent the signal and
background intensity respectively.
S (x, t) = B (x, t) + A (x, t) cos (  (x, t) + 2⇡f0x+  0) (5.9)
An equivalent representation of this function is that given in equation 5.10,
S (x, t) = B (x, t) + C (x, t) exp [2⇡if0x+ i 0] + c.c. (5.10)
where C(x, t) = A(x, t)exp[i (x, t)]/2, rearranged for ease of explanation. The
final term in the equation, c.c, represents the complex conjugate of the function
and has been abbreviated in order to maintain clarity [9, 38].
By taking a one dimensional fast Fourier transform (FFT) with respect to the
spatial dimension, x, this function can be represented in terms of frequency, f ,
given as s(f, t) in equation 5.11 [9, 38]. Here the signal is now of the form of
a central zero value centred peak for the background b(f, t) with two side bands
c(f   f0, t) and c⇤(f + f0, t), complex conjugates of one another, centred on the
carrier frequency, f0.
S (f, t) = b (f, t) + c (f   f0, t) + c⇤ (f + f0, t) (5.11)
In this form the background noise and fluctuations in intensity can be separated
from the phase information of interest by filtering in the frequency domain. As
shown in figure 5.4(b) this involves selecting a broad region of spectrum around
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Figure 5.4: Summary of main steps involved in the analysis of captured line-
VISAR data using a Fourier transform based method. (a) Example raw
line-VISAR data, (b) Data represented in frequency space, converted
by FFT, (c) Frequency filtered line-VISAR data with wrapped phase
in interval [ ⇡, ⇡], (d) Velocity profile obtained by unwrapping phase
and applying VPF, (e) Line out of velocity profile. Figure adapted
from Celliers et. al, Rev. Sci. Instrum, 2004 [9].
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a single side band. It should be noted that by adjusting the width of this filter
in terms of frequency a trade o↵ exists between decreased noise in the signal and
increased spatially encoded information. As the noise in a given signal fluctuates,
this was found to require adjustment for each specific data set.
Taking the inverse fast Fourier transform (iFFT) of the frequency filtered data,
a complex valued function D(x, t) is derived, consisting of the original signal,
S(x, t) minus background intensity fluctuations and complex conjugate as given
in equation 5.12 [9, 38].
D (x, t) = C (x, t) exp [2⇡if0x+ i 0] (5.12)
Further to this, in order to extract the phase component of this function the
logarithm may then be taken leaving real and imaginary components. Isolating
purely the imaginary components from this then leaves just the phase information,
 (x, t) and the carrier wave signal of frequency f0 as given in equation 5.13 [38]. An
example of this data represented pictorially is additionally given in figure 5.4(c).
imag [log (D (x, t))] =   (x, t) + 2⇡f0x+  0 (5.13)
By normalising the phase at t = 0 the background phase (i.e. 2⇡f0x+  0) may
be deducted, leaving only changes to the phase with respect to time. The phase
given by this function is however ‘wrapped’, represented by values between  ⇡ and
⇡ with discontinuities at the limits. In order to obtain a continuous phase profile
values of 2⇡ must be added, or subtracted at these discontinuities as appropriate,
‘unwrapping’ the phase data. Velocity data may then be determined from this by
multiplying the phase data by the previously calculated velocity per fringe (VPF)
value and dividing by 2⇡, as illustrated in figure 5.4(d).
While this Fourier based method allows velocity profiles to be extracted from
the captured interference pattern, two main corrections to the values calculated
have however had to be additionally taken into account in the code implemented.
The first of these relates to fringe shift ambiguities, where rapid changes in the
target velocity occur at a rate greater than that resolvable by the line-VISAR
diagnostic, such as at the breakout of a shock front at a free surface. In this case
the captured interference pattern may contain discontinuities, with the subsequent
analysis missing multiple fringe shifts, or factors of 2⇡ from the final phase sur-
face. By identifying such discontinuities this was corrected for by the addition,
or subtraction of multiples of 2⇡ or the VPF to the calculated phase or velocity
profile respectively.
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The second correction applied relates to systematic errors introduced into the
final velocity profile due to a non constant background (i.e. zero velocity) phase
when streaked over time. In broader terms this amounts to a slight ‘tilt’ in the
static interference fringes recorded generally owing to the relative positioning of
the streak tube and CCD. This was corrected for by taking a static, zero veloc-
ity, reference streak just prior to each experimental shot. By applying the same
methodology as described throughout this section to extract the phase and there-
fore velocity profile in the static case this could then be deducted from the final
velocity profile, correcting for any systematic errors present.
5.1.5 Diagnostic Validation
Given the need to verify the correct operation and accuracy of the diagnostic
and implemented analysis methodology before further use, a series of validation
experiments were designed and performed on the 13mm small bore gas gun at
Imperial College. These consisted of a plate impact experimental setup, with
planar aluminium 1050 targets impacted by a copper flyer plate, each of 3mm
thickness and as illustrated in figure 5.5.
Figure 5.5: Planar aluminium 1050 target impacted by a copper flyer with simul-
taneous and coincident fielding of line-VISAR and Het-V diagnostics
on the rear free surface, as marked in red. All measurements given in
millimetres.
Of primary importance to this set of experiments was the ability to compare
the determined velocimetry record of the newly developed line-VISAR system to
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an established diagnostic, in this case heterodyne-velocimetry (Het-V). For this
purpose a first generation Het-V system was utilised operating at 100mW per
channel at a wavelength of 1550 nm. The line-VISAR free space optical setup
given in figure 5.1 and described in section 5.1.2 was utilised, with a dichroic mirror
additionally inserted into the optical path to allow the two diagnostic beams to
run coincident to one another, therefore probing the same point on the target
surface. A collimating probe was used to launch the fibre based Het-V beam to
free space with alignment of the two beams performed between a pair of irises
and an optical power meter utilised in order to maximise the return signal. A
trigger signal to operate the streak camera and oscilloscope for the line-VISAR and
Het-V diagnostics respectively was provided by a shorting circuit o↵set from the
target surface by approximately 2mm. This was designed to provide a signal 4 µs
before impact for a typical 250m s 1 shot, equal to the pre-trigger required by the
recording streak camera. Specifically, the trigger setup consisted of a pair of 25 µm
copper foil strips, impacted by the outer 2mm of the incident flyer. Consistent
location of this trigger circuit relative to the target and flyer was attained through
the use of an alignment template.
A captured line-VISAR interference pattern obtained for a 252m s 1 plate im-
pact experiment is given in figure 5.6, spanning 2.5 µs and 1.0mm along the hori-
zontal and vertical axis respectively. Spatial resolution is provided by the spread
of fringes along the position axis, while the continuous horizontal axis is the pro-
gression of the experiment in time, from left to right. Vertical shifts in these
interference fringes represent changes in velocity with a downward shift indicating
an increasing value. As determined in 5.1.5 the VPF value for this setup was
327.165m s 1 with this being the measured velocity for a 2⇡ shift in phase.
From figure 5.6 it can be seen that the target is stationary up until shock break-
out occurs at 1.48 µs with the recorded velocity then plateauing before decreasing
as the material releases from the outer edges at approximately 1.75 µs. While
planar until release the coincident Het-V beam was aligned so as to be located at
the centre of the line-VISAR field of view in the region 0.40mm to 0.60mm.
A comparison of the velocimetry results recorded for the two diagnostics is
given in figure 5.7 with Het-V and line-VISAR given in black and red respectively.
Although line-VISAR is a spatially resolved diagnostic an average value for the
velocity was taken over the central 0.20mm to 0.80mm region in order to facilitate
direct comparison. As such the results presented are only comparable up to the
point in time where the measured free surface velocities remain planar within this
region.
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Figure 5.6: Line-VISAR interference pattern captured for the planar experimental
setup given in figure 5.5 with an impact velocity of 252m s 1. Down-
ward shifts in the interference pattern indicate an increase in recorded
velocity with free surface shock breakout occurring at 1.48 µs.
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Figure 5.7: Recorded free surface velocity profile for the plate impact experiment
described in figure 5.5. Results are shown for both Het-V and line-
VISAR diagnostics in black and red respectively.
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As can be seen from figure 5.7 the two velocity profiles are in close agreement
with one another throughout the recorded shock profile with only minor deviations
present. The initial peak velocity values recorded by the two diagnostics were
347.8m s 1 and 343.1m s 1 for the Het-V and line-VISAR respectively with a
discrepancy therefore of 4.7m s 1. The discrepancy between the two diagnostics
then remains within this margin up until the point of release with an average
o↵set of approximately 2 - 3m s 1. Beyond 1.7 µs the di↵erence between the
two measurements is noted to increase, likely due to the non linearity of the
target velocity with position, at which point the measurements are no longer
comparable. Such discrepancies correspond to a measurement accuracy of ±1.4%
in terms of velocity, which is similar to values reported in the literature of ⇠ 1%
under optimum experimental conditions [9, 14]. In common with Furnish et al.
small variations in the measured velocity have additionally found to be present
along the line length owing to a combination of slight non uniformities in the
fringe spacing and localised variations in the intensity of returning light [14]. Such
variations are of particular significance in the outer region of the recorded line
length where the signal to noise level is lower, results given will therefore typically
only be taken from the central 60   80% of the recorded line length for a given
experiment. Taking these factors into account, the accuracy of measured velocity
values can be anticipated to be of the order 2  3% which is again consistent with
results presented in the literature [14].
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6 Large Scale Multi-Material
Sliding Experiment
In this chapter results are presented from a gas gun driven, plate impact exper-
iment designed to facilitate study into shock-induced sliding at multi-material
interfaces. Uniquely, spatial velocimetry across the material interface on the rear
of the target surface is provided by a line-imaging VISAR diagnostic as described
in chapter 5, providing a time resolved measure of the dynamic inhomogenous
material response in this region. This is combined with multiple upshifted single
point Het-V diagnostic channels providing a measure of the velocimetry in the far
field, either side of the loaded contact interface. This experiment is designed to
build upon the final state spatially resolved measurements presented in chapter
3 by combining time and spatially resolved information in such an experimental
setup for the first time.
The target setup and design is first discussed including the specific preparation
of the contact interface. The experimental results are then presented in section 6.2,
incorporating the line-imaging VISAR, Het-V and impact tilt measurements. Fi-
nally a comparison to current generation hydrocode models alongside a discussion
of the experimental results is given in section 6.3.
6.1 Experimental Setup and Design
In order to investigate the dynamic response of dissimilar material interfaces dur-
ing shock loading, an experimental setup consisting of aluminium and stainless
steel components held in close contact and forming a planar contact interface par-
allel to the direction of the incident shock wave was utilised. In common with
experimental designs pioneered by Juonicotena et al. and those used for shock
recovery in chapter 3, relative motion or sliding between the components is gen-
erated as a result of the di↵ering shock impedances of the two materials. For a
250m s 1 flyer impact velocity relative sliding velocities of approximately 50m s 1
were able to be generated, with particle velocities of approximately 175m s 1 and
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125m s 1 in the aluminium and stainless steel components respectively.
Details of the experimental setup utilised are given in figure 6.1 with the afore-
mentioned aluminium and stainless steel components forming a planar target of
15mm thickness. Loading was provided by a 100mm diameter light gas gun driven
copper flyer, providing a parallel plate impact at 250m s 1. Formed of C10100 cop-
per this was machined to a thickness of 10mm, su cient to prevent release of the
target from the flyer rear surface over the measurement period of interest. Equally,
the large 100mm impact diameter and target aspect ratio in excess of five to one,
taking probe mountings into account, are designed to provide an extended period
of up to 5 µs over which velocimetry measurements can continue to be taken until
release from the target edges.
Figure 6.1: Multi-material aluminium - stainless steel experimental target setup
used on a 100mm bore light gas gun.
As outlined in section 4.1 aluminium and stainless steel were selected as the
material pairing for this experiment due to the unique intrinsic properties that
they exhibit, most notably their similar elastic sound speeds, giving a simultaneous
shock breakout, while having contrasting shock impedances allowing large relative
particle velocities to be generated. Further to this the specific alloys aluminium
5083 and stainless steel 316 were selected in order to maintain consistency with the
experiments presented in chapter 3 and those in the recent literature by Winter
et al. [43].
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Figure 6.2 presents a cross-sectional view of the target design taken along the
dashed centre line as marked. From the diagram it can be seen that the two main
target components were held together in compression via a pair of M8 screws each
located 65mm from the target centre. Machined as clearance and tapped half
depth holes in the aluminium and stainless steel components respectively they
were designed to be at a su cient distance so as to not interfere with the motion
of the central region of the target of interest over the approximate 7 µs period
from front surface impact until the end of the intended measurement window.
Care was taken to tighten the screws evenly during assembly with compressive
forces generated during this process limited to a maximum of the yield strength of
the stainless steel into which the screws were threaded. This was calculated to be
245MPa in section 4, an order of magnitude less than the giga-Pascal pressures
experienced during shock loading.
Figure 6.2: Target cross section diagram/ figure (a) with dashed line showing lo-
cation and (b) showing screw holes etc.
Given the importance of the contact interface between the two materials to
this research, the mating surfaces were prepared to a flatness of <0.6 µm prior
to assembly, measured optically by the interference pattern generated between an
optical flat and the material surface when illuminated by a monochromatic helium
light source. This was achieved by lapping the mating surfaces as a pair, clamped
together between two stainless steel support blocks machined to hold the target
components perpendicular to the lapping wheel surface. A diamond grit size of
14 µm was utilised, with the support blocks ensuring the even removal of material
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from both the aluminium and stainless steel target components while maintaining
a contact interface parallel to the direction of loading. It is anticipated that the
maximum gap size in the final assembled paired interface was less than the sum
of the deviation in each component at <1.2 µm.
In order to attain flat and parallel impact and measurement surfaces on the
final assembled target the initial separate components were manufactured with
a thickness several millimetres in excess of the 15mm design value. Flat and
parallel surfaces were then machined by removing this excess material by milling
in preparation for lapping. Final preparation of the target surfaces then proceeded
using the same methodology as described for the contact interfaces with surface
flatnesses within three helium light bands or <1.8 µm attained for the impact and
measurement surfaces as well as for the incident copper flyer plate over its full
100mm diameter.
Of equal importance to the preparation of the target surfaces is the character-
isation of the impact conditions of the incident flyer plate. Towards this, eight
piezoelectric trigger pins were inserted through the target, located at 45  intervals
and alternating between diameters of 80mm and 90mm as illustrated in figure
6.3. Of these seven were initially inserted proud of the target surface before be-
ing lapped back until flush. Generating a large voltage upon impact, these were
designed to provide an accurate measure of the arrival time of the incident flyer
plate and therefore the calculation of impact tilt. The final piezoelectric pin was
inserted in a similar manner, however o↵set from the target surface by 1.0mm
in order to provide an advance trigger, 4.0 µs before impact, for the VISAR and
Het-V diagnostic systems. Recording of these signals was provided by an Acqiris
data acquisition system with a 1.0 ns sampling rate. Impact velocity of the in-
cident flyer plate was measured by a single, 1.4mm diameter collimated Het-V
probe running in a first generation configuration with a single 1550 nm source
laser split to provided a reference signal. This was mounted through the target
surface, located as shown in figure 6.3 and aligned to face down the gun barrel to
maximise signal return. Recording was provided by a Tektronix oscilloscope with
a sampling frequency of 20GHz.
Aside from the characterisation of the impact conditions, velocimetry diagnos-
tics were primarily fielded across the interface formed on the rear of the target
surface in order to determine its dynamic response. In the near field a central
2.5mm region of the target was illuminated by the line-imaging VISAR system
described in chapter 5, providing spatially resolved velocimetry over a 6.0 µs time
window. Target illumination was provided by a 2.2W continuous wave laser at
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Figure 6.3: Target diagram showing the front of the target surface with the loca-
tions of the piezoelectric pins and impact Het-V probe labelled.
532 nm imaged through a Mach-Zehnder interferometer with a 200mm UV fused
silica glass delay etalon. In this configuration the velocity per fringe value, as
described in chapter 5 was calculated to be 265.39m s 1. An Optronis SC-51
streak camera unit was used for the recording of the resultant interference pattern
with a 100 µm slit width. A Pockels cell, a crystal which acts as a dynamic wave
plate when a voltage is applied, was additionally used to gate the laser, prevent-
ing unnecessary illumination and potential damage to the streak camera optics.
Relative timing of the diagnostic components was provided by a Stanford Instru-
ments DG535 delay generator, triggered from a piezoelectric trigger pin mounted
1.0mm proud of the target surface as previously described. This allowed the cen-
tre of the streak camera recording window to be synchronised with the breakout
of the incident shock wave on the rear free surface, with this calculated to oc-
cur 6.24 µs following impact of the trigger pin. An oscilloscope dedicated to the
VISAR diagnostic was additionally used to record the relative timings between
the piezoelectric pin, camera and gating trigger signals as well as the signal from
an intensity monitor sampling the VISAR illumination levels via an unused beam
splitter output. This record of the diagnostic timings was designed to facilitate
synchronisation between the line-imaging VISAR system and other diagnostics
fielded simultaneously in this experiment.
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In order to illuminate the region of interest with the line-VISAR system, a
turning mirror was mounted at 45  to the rear of the target surface on an adjustable
kinematic mount. This was attached via a separate diagnostic mounting plate as
shown in figures 6.1 and 6.4 10mm thick and spaced 3mm from the rear of the
target. Attached by four screws at a diameter of 110mm from the target centre
this was designed to provide a stable platform for the mounting of diagnostics,
static throughout the measurement period.
Figure 6.4: Large bore gas gun target
Further velocimetry measurements were provided by the use of six upshifted Het-
V channels, symmetrically positioned at 3.0mm, 4.0mm and 10.0mm either side
of the contact interface as labelled in figure 6.4. Configured as a third generation
system with separate reference laser, these probes were designed to complement the
velocimetry data provided by the line-VISAR diagnostic, providing a high level of
velocity resolution <1m s 1 at the expense of spatial information when compared
to the line-VISAR. The use of probes at 3.0mm and 4.0mm were additionally
designed to extend the spatial range over which velocimetry data was measured
with the probes at 10.0mm providing a far-field measurement for comparison
purposes.
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The individual Het-V probes were mounted on the same diagnostic mounting
plate as the previously described 45  mirror used for the VISAR system and as
shown in figure 6.4. Each probe was mounted through the centre of a 4.0mm
diameter ball bearing, protected by a hollow stainless steel outer sheath. This
allowed precise alignment of each probe in close proximity to one another and
facilitated the maximisation of the return signal aided by the use of a fibre based
laser power metre attached via a circulator. Once aligned each of the probes was
fixed in position using epoxy resin, maintaining the alignment throughout the
experiment. O↵set from the target surface by 2.5mm, these probes were designed
to provide surface velocimetry data for a period of approximately 6.0 µs, assuming
a free surface velocity upon breakout of up to 400m s 1.
Figure 6.5: Image of the target mounted in the large bore gas gun, 150mm lens
visible on left.
This plate impact experiment was performed on the 100mm diameter light
gas gun at Imperial College London with the target mounted onto a fixed frame
independent of the gun barrel as shown in figure 6.5. In order to minimise impact
tilt, this frame was first aligned to the gun barrel with the degree of alignment
determined via the use of a purpose designed barrel plug with built in micrometer
depth gauge. Attachment of the target to this frame was via a separate mounting
ring, lapped flat and parallel, to which the target was a xed by four screws located
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at a diameter of 120mm. This was in turn mounted to the gas gun frame, held in
position by three evenly spaced clamps as shown in figure 6.5.
Visible to the left of figure 6.5 is the final lens used in the free space optic relay
for the line-VISAR diagnostic, described in further detail in chapter 5. Positioned
at its focal length, 150mm, away from the target surface this lens was aligned
so as to both illuminate the specific region of interest on the rear of the target
surface and utilise the reflected portion to relay an image of this region back to
the VISAR interferometer and streak camera optics.
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6.2 Results
6.2.1 Impact Conditions
Knowledge of the experimental impact conditions is essential to facilitate the in-
terpretation and understanding of the resulting material response. Towards this
and as outlined in section 6.1, the impact velocity and tilt of the incident copper
flyer plate relative to the target surface were recorded by a single heterodyne-
velocimetry probe and an array of piezoelectric trigger pins respectively. The
spectrogram obtained by the short-time Fourier transform of the recorded Het-V
intensity signal is presented in figure 6.6 for the 10.00 µs prior to impact of the
target surface with a peak fitted interpolation additionally marked in white. From
this data the flyer velocity immediately prior to impact can be determined to be
252.6 ± 0.2m s 1, with a constant velocity profile.
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Figure 6.6: Het-V spectrogram of impact velocity of incident player plate. Inter-
polated velocity shown in white of 252.6m s 1 just prior to impact.
Impact tilt was recorded by means of the deviation in arrival times of the in-
cident flyer plate upon the target surface. The o↵set in recorded front surface
arrival times for this experiment are presented in figure 6.7 as a contour plot, with
a maximum recorded time delay of 191 ns over a diameter of 90mm. This equates
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to a calculated impact tilt of 0.553mrad with first contact in the aluminium tar-
get component and proceeding at an angle of approximately 45  to the contact
interface, as illustrated in figure 6.7. Individual positions of the piezoelectric pins
used for this measurement on the target are marked on the figure in black, with
the 1.0mm o↵set trigger pin, in red, excluded.
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Figure 6.7: Contour plot showing the o↵set in impact times of the incident flyer
across the front of the target surface in picoseconds. Positions of the
piezoelectric trigger pins used for these measurements are marked in
black with the 1.0mm o↵set pin used for trigger purposes in red. In-
terpolations between these points assume a planar flyer surface.
6.2.2 Rear Surface Velocimetry
Measurement of the material response to the impact conditions presented in sec-
tion 6.2.1 was via optical velocimetry of the target rear surface. As described in
section 6.1 this consisted of a combination of a line-imaging VISAR system and
six frequency upshifted Het-V probes, providing velocimetry directly across the
aluminium - stainless steel contact interface and at distances of 3.0mm, 4.0mm
and 10.0mm either side respectively.
The captured data using the line-imaging VISAR diagnostic is presented in
the form of an interference pattern in figure 6.8 with the vertical and horizontal
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axis representing spatial position and time respectively. Changes in the recorded
velocity are represented by vertical shifts in the interference pattern with a phase
shift of 2⇡ equal to the velocity per fringe value of 265.39m s 1 for this specific
setup, determined as described in chapter 5. A downward shift represents an
increasing velocity in this case.
As detailed in section 6.1 this diagnostic was designed to image a region of
2.5mm, centred on the contact interface between the two materials with a record-
ing time spanning 6.00 µs. In the figure 0.00 µs is defined as the time of first impact
of the target front surface by the incident copper flyer plate (prior to the start
of the recording window) with breakout of the shock waves upon the rear of the
target surface occurring between 2.20 µs and 3.00 µs following this.
Figure 6.8: Captured line-imaging VISAR interferogram across the interface of the
multi-material setup shown in figure 6.1.
From figure 6.8 breakout of the elastic precursors in the aluminium and stainless
steel halves of the target can be seen at 2.26 µs and 2.47 µs respectively followed by
the near simultaneous plastic shock breakout across the two materials, separated
by only 50 ns. Following shock breakout a clear discontinuity at the boundary
between the two materials can be seen to be present with a greater shift in the
interference pattern in the aluminium component, signifying a higher measured
free surface velocity. Later in time, from 4.50 µs a loss of signal can be observed
between the two components with this expanding spatially with increased time.
Given the specular surface finish of the target this could be attributed to either the
separation of the two target components or alternatively deformation such that
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light incident upon the target is no longer reflected perpendicular to the surface
and into the image relay system.
Of particular note however is the presence of waves, either release or re-shock of
the material, appearing to emanate from the material boundary at the breakout of
each of the elastic and plastic shock waves. While these appear to be symmetrical
in both materials at the breakout of the elastic precursor, such a feature is only
present in the stainless steel half of the target following the plastic shock front.
These features are highlighted in figure 6.9 with the breakout of the respective
shock waves in red and the additional waves emanating from these in white.
It should be noted that the change in brightness levels at 1.60 µs is due to the
Pockels cell gating of the incident laser and represents an increase in illumina-
tion levels and not a physical feature of the target response. Present on both the
recorded interference pattern and recorded on an oscilloscope via a photodetector,
this additionally allowed the synchronisation of the timings between the diagnos-
tics to be confirmed. Additionally of note is the clarity of the recorded interference
pattern, while this is well defined prior to impact, a slight loss of definition of the
fringe pattern can be observed following shock breakout. This is a result of laser
speckle in the light reflected from the target surface and while not limiting the
determination of velocity values it was found to limit the level of spatial resolution
obtainable following analysis of the data.
The captured interference pattern presented in figure 6.8 was analysed using a
Fourier transform based technique, as described in chapter 5 with the calculated
spatial velocimetry profile presented in figure 6.10. As identified directly from
the interferogram, a discontinuous velocity profile along the material boundary
with a near simultaneous breakout of the plastic shock front can be seen to be
present, with a peak velocity state in the aluminium and stainless steel components
respectively of 407m s 1 and 197m s 1 0.50mm either side of the contact interface.
In order to facilitate further comparison of this data, line-outs of the velocity
profile presented in figure 6.10, taken 0.50mm either side of the material boundary
are given in figure 6.11 with the aluminium and stainless steel components in black
and red respectively, as labelled. From the figure it can be seen that while the
breakout of the elastic precursors in each of the materials are initially separated
by 210 ns, the subsequent velocity profiles in each component are notably largely
identical, with an initial velocity of 25m s 1 in each, increasing to 55m s 1. As
determined from the raw interferogram, the subsequent arrival of the plastic shock
fronts can be seen to be near simultaneous in each material, separated by only
47 ns with initial peak free surface velocities of 360m s 1 and 195m s 1 in the
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Figure 6.9: Captured line-imaging VISAR interferogram across the interface of the
multi-material setup shown in figure 6.1. Marked to emphasise the key
features including the breakout of the elastic and plastic shock fronts
in red and the presence of release and/ or reflections originating at the
contact interface in white.
aluminium and stainless steel respectively. Immediately following shock breakout
in the stainless steel component however a second rapid increase in velocity in the
aluminium half of the target can be seen to occur, consistent with a re-shock of the
material up to 407m s 1. Simultaneous with this a release event can be observed
in the stainless steel, with the measured free surface velocity falling 20m s 1 to
175m s 1 over a 78 ns period. This can then be seen to be followed by a rapid
increase in velocity again, peaking at 218m s 1. It is notable that the timing of
these apparent re-shock and release events in the aluminium and stainless steel
respectively appear to broadly correlate with the wave structures identified to
emanate from the contact interface in the raw, captured interferogram presented
in figure 6.9.
As previously outlined, further near and far field velocimetry measurements
were taken by a series of frequency upshifted heterodyne velocimetry (Het-V)
probes positioned 3.0mm, 4.0mm and 10.0mm either side of the contact interface.
These were designed to provide a measure of the spatial variation of the material
velocities over a wider region than possible with the line-VISAR diagnostic alone.
The frequency spectrogram for the recorded data of one of these probes, located
3.0mm into the stainless steel component of the target, is presented in figure 6.13,
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Figure 6.10: Analysed velocity plot of the raw line-VISAR data presented in figure
6.8.
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Figure 6.11: Velocity line-outs taken at points 0.5mm either side of the contact
interface, measured using a line-imaging VISAR system.
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overlaid with an interpolation of the velocity profile in white. In common with the
probe used to measure the incident flyer velocity, the spectrogram was calculated
by means of a short-time Fourier transform, with this data being typical of that
recorded across all six probes. It should be noted that the non-zero baseline
velocity is due to the fielding of a frequency upshifted Het-V system, providing
enhanced resolution of the relatively low velocity elastic precursor which would
otherwise be lost in the baseline noise present in first generation systems. The final
target velocities were obtained by subtraction of this baseline, stationary velocity
determined to be 4023m s 1. In addition to the velocity profile of the target
material a momentary loss of signal can be seen to occur at 4.11 µs, apparent as a
downward spike in the interpolated trace. It should be noted that this feature is
non physical and is not representative of the instantaneous velocity of the target
surface.
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Figure 6.12: Calculated spectrogram for frequency upshifted Het-V probe focussed
on a region 3.0mm from contact interface on the stainless steel half of
the target rear surface. Final velocity data is obtained by deduction
of the baseline level, 4023m s 1.
Results are presented from each of the six fielded Het-V probes in figure 6.13,
providing velocimetry at locations 3.0mm, 4.0mm and 10.0mm either side of
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the contact interface as labelled. In common with the line-VISAR diagnostic the
time base has been synchronised so that zero corresponds to the initial impact
of the target front surface, as determined by piezoelectric trigger pin. From the
figure it can be seen that while the timings of the shock breakouts in each of the
materials appears to be largely independent of spatial position on this scale, clear
variations exist in the peak velocity states attained, most notably in the stainless
steel component. In this material an initial peak state velocity of 213m s 1 was
recorded at an o↵set of 10.0mm from the interface, significantly higher than the
185m s 1 and 190m s 1 at closer 3.0mm and 4.0mm distances respectively. In the
aluminium target component an initial peak velocity of 335m s 1 can be observed,
independent of the spatial position on this scale. In common with the line-VISAR
velocimetry profile at 0.50mm however a rapid increase in velocity, or re-shock
of the material can be seen to occur after between 45 ns and 92 ns, reaching peak
velocities in the range 377m s 1 and 360m s 1 at o↵sets of 3.0mm and 10.0mm
from the material interface respectively. After 2.40 µs following arrival of the shock
front this spatial variation in velocity across the target can be seen to converge to
388m s 1.
Of note in the results presented however are the spikes in velocity present at
4.11 ns and 4.51 ns in the 3.0mm and 4.0mm stainless steel velocity profiles, arte-
facts resulting from a momentary loss of signal to the diagnostic probes, as iden-
tified in figure 6.12. Each of these points can be seen to be followed by a gradual
increase in the measured velocity, with all three velocimetry traces across the spa-
tial dimension converging after 5.28 µs at a velocity of 210m s 1. Given the relative
timing of these events, first in the 3.0mm and then the 4.0mm velocimetry trace
400 ns later these can be attributed to a release wave originating at the target sur-
face, traversing the target at approximately 2.50 km s 1. This is consistent with
the wave structures identified in figure 6.9, emanating from the material interface.
Of particular interest however is the comparison of the rear surface velocity
profiles across the two diagnostics, with velocimetry results spanning positions
0.5mm to 3.0mm from the interface presented in figure 6.14, recorded by the
line-VISAR and Het-V systems respectively. From the figure the most significant
di↵erence between the velocimetry profiles can be seen to be in the shock arrival
timings at the target surface, with these appearing to be delayed away from the
interface at 3.0mm relative to those taken at a closer 0.5mm o↵set. In the plastic
regime this amounts to a delay of 50 ns and 140 ns of the shock breakouts in
the aluminium and stainless steel components respectively, with the separation
between them notably increasing from a near simultaneous 50 ns up to 230 ns.
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Figure 6.13: Het-V velocity traces taken at distances of 3.00mm, 4.00mm and
10.00mm either side of the contact interface and given in black, blue
and red respectively.
97
In terms of velocities as opposed to shock arrival timings, the elastic precursors
in each of the materials close to the interface at a 0.5mm o↵set can be seen to
be closely correlated as previously described. In contrast however in Het-V traces
taken at 3.0mm the velocimetry profiles in the two materials can be observed to
be quite distinct with initial velocities of 26m s 1 and 46m s 1 in the aluminium
and stainless steel components respectively. In the plastic regime significant dif-
ferences in the peak velocity states attained can be seen to be present with initial
and final peak velocities in the aluminium component being 28m s 1 and 35m s 1
lower respectively at the increased 3.0mm o↵set from the interface. This spa-
tial variation in velocity can then be seen to converge after approximately 1.0 µs
following arrival of the plastic shock front, to a spatially independent velocity of
390m s 1. It is of note that the same structure to the velocimetry profile of the
peak state can be seen to be present in each of these traces, consisting of a brief
plateau in velocity followed by a sudden, simultaneous re-shock of the material at
a time of 3.10 µs, independent of spatial position. The potential explanations for
this will be further considered in the following section through comparison with
hydocode modelling.
In the stainless steel component in close vicinity to the contact interface the
velocimetry profile in figure 6.14 can be seen to first release, decreasing for a
period of 92 ns followed by a re-shock of the material as previously outlined. This
second increase or re-shock of the material can significantly be seen to coincide
with the timing of the shock breakout in the relative far field measurement at
3.0mm. Far from a coincidence it is highly likely that this second re-shock of
the material determined in the velocimetry trace at an o↵set of 0.5mm from the
contact interface is the arrival of the primary plastic shock front in the stainless
steel material. This suggests that the earlier increase in velocity and subsequent
release observed close to the contact face is a result of contact with the adjoining
aluminium target component. This will again be considered in further detail in
the following section.
In summary, spatial velocimetry measurements have been recorded across a
multi material contact interface subject to high rate loading via flyer plate im-
pact, utilising a combination of line-VISAR and Het-V diagnostics. From the
raw captured VISAR interference pattern in figure 6.9 a series of release and/ or
re-shock events can be seen to emanate from the contact interface into the adjoin-
ing material following the arrival of the elastic and plastic shock fronts in each
component. These are consistent with the rapid increase and decrease in velocity
observed in the aluminium and stainless steel respectively, 0.50mm either side of
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Figure 6.14: Comparison of velocimetry data captured using line-imaging VISAR
and Het-V diagnostics at 0.50mm and 3.00mm respectively.
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the contact face as illustrated in figure 6.11. On a greater spatial scale over a
10.0mm region either side of the material boundary, significant di↵erences in the
timings of the shock front at the rear surface were recorded, with these appearing
to be delayed in the far field relative to those in close vicinity of the interface. A
greater separation of the shock fronts between the aluminium and stainless steel
components in the relative far field was additionally observed. Measured free sur-
face velocities were found to be relatively higher in the near and far field relative
to the contact interface in the aluminium and stainless steel halves of the target
respectively. A notable exception to this was found to be in direct vicinity of the
material boundary at 0.50mm in the stainless steel where an increased velocity
was observed followed by the release and subsequent re-shock of the material as
previously discussed. The combination of all these features will be further analysed
and discussed in the following section 6.3.
6.3 Discussion and Hydrocode Comparison
In order to facilitate interpretation of the experimental results presented in section
6.2 hydrocode simulations were performed on the physical setup utilised. The
commercial two dimensional Lagrangian hydrocode ANSYS Autodyn was selected
for this purpose with the simulated setup used illustrated in figure 6.15. From the
figure it can be seen that a simplified cross-section of the original experimental
design, as given in figure 6.1, formed the basis of the modelled setup with the outer
diameter reduced to that of the piezoelectric trigger pins at 80mm, representing
the planar region of the target. Features of the experimental setup including
the diagnostic mounting plate and line-VISAR turning mirror can additionally
be seen to be excluded as these components were designed to not interfere with
the dynamic response of the target and as such do not serve any purpose in the
simulations.
In order to accurately represent the dynamic response of the target materials to
shock loading, linear Gruneisen equation of state data was utilised alongside the
implementation of Johnson Cook strength models for each of the three materials
[23]. The Hugoniot equation of state data for each of these materials was obtained
from the widely available existing literature and is summarised in table 6.1.
Similarly the specific parameters for the Johnson Cook material strength models
for each of the three materials were adapted from those available in the literature,
adjusted to take into account the elastic and plastic material properties calculated
in chapter 4 [23]. The Johnson Cook material strength model parameters utilised
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Figure 6.15: Simplified setup used in modelling of experimental setup in ANSYS
Autodyn hydrocode.
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for each of the materials is listed in table 6.2.
Cu 10100 Al 5083 SS 316
Density (g cm 3) 8.930 2.652 7.947
Gruneisen Coe cient 2.02 2.00 1.93
Parameter C1 (mmµs 1) 3.94 5.297 4.57
Parameter S1 1.49 1.37 1.49
Table 6.1: Equation of state data used for Cu 10100, Al 5083 and SS 316 materials
[18, 20, 22, 37].
Cu 10100 Al 5083 SS 316
Shear Modulus (GPa) 46.0 26.6 76.8
Yield Stress (MPa) 90 103 245
Hardening Constant (MPa) 292 507 1061
Hardening Exponent 0.31 0.31 0.36
Strain Rate Constant 0.025 0.01 0.022
Thermal Softening Exponent 1.09 1.00 1.00
Melting Temperature (K) 1356 877 1811
Table 6.2: Johnson Cook material strength data used for Cu 10100, Al 5083 and
SS 316 materials [22, 23, 24].
A mesh size of 40 µm was selected to represent the material in these models
which was selected based upon the results of a mesh sensitivity test. From this it
was concluded that no benefit in the resolution of additional information was to be
gained by the use of increasingly smaller mesh sizes than that selected. Interaction
of the di↵ering material components was via an external gap contact algorithm
with the sliding resistance between the components initially set to be frictionless.
In the simulations the dynamic response of the modelled setup was recorded by
the application of an array of moving point gauges located on the rear surface of the
target as labelled in figure 6.15, emulating the data collected by the line-VISAR
and Het-V laser velocimetry diagnostics fielded experimentally.
An overview of the described simulation is given in figure 6.16 in the form of
multiple snapshots in time as the model progresses. The contour plot represents
the absolute velocity of the material at a given point in time, demonstrating the
generation of di↵ering particle velocities in each of the two materials and therefore
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sliding at the material interface. Velocities in the figure are represented on a scale
from 0.0m s 1 to 252.5m s 1 corresponding to blue and red respectively.
Figure 6.16: Progression in time of ANSYS Autodyn simulation of setup given
in figure 6.15, loaded by plate impact from left to right. Con-
tour plot represents absolute velocity in the material in range
0.0m s 1 to 252.5m s 1 corresponding to blue and red respectively.
A velocity di↵erential between the material components can be seen
to be generated.
In order to make quantitative comparisons however the predicted free surface
velocities at specific positions in the model must be compared to the measured
experimental velocimetry data. Experimental and simulated results are presented
in figure 6.17 taken in the relative far field at an o↵set of 10.0mm either side of the
contact interface. From the figure it can be seen that overall the dynamic response
of the material is well modelled in terms of the velocity states attained with initial
peak state velocities in the aluminium component equal to one another and within
12m s 1 in the stainless steel component. A significant discrepancy however can
be seen to be present in the timings of the shock fronts both in their arrival at
the rear surface of the target and relative to one another. It should be noted
in the figure that the timings of both the experimental and simulated data is
synchronised to the impact surface of the target as determined by piezo electric
trigger pin in the shot itself. As the elastic properties of the materials in question
were characterised in chapter 4 the relative anticipated transit times through the
target material can be validated. From the values for the longitudinal sound
speed in the material given in table 4.6 transit times of 2.28 µs and 2.55 µs can
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be anticipated through the aluminium and stainless steel components respectively
with the separation in the arrival times of 0.27 µs. In the experimental results
however a separation in the shock arrival times in the respective materials equals
0.16 µs, almost half of that originally anticipated. The validation of the simulated
shock arrival timings against this characterised sound speed data is suggestive of
a physical factor behind the results observed and not an error in the simulation.
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Figure 6.17: Comparison between experimental velocimetry measurements taken
10.0mm either side of the contact interface in black and equivalent
simulated results in ANSYS Autodyn in red, assuming a frictionless
contact interface with the materials in perfect contact. The time base
is synchronised to the front surface impact of the target in both the
experimental and simulated results.
Setting aside this discrepancy in the relative timing for a moment, a comparison
of the experimental and simulated results 3.0mm either side of the contact face
are given in figure 6.18, again normalised to the impact of the target front surface.
In the stainless steel component the lower observed velocity of 185m s 1 closer
to the contact interface can be seen to be accurately predicted by the hydrocode
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model to within 8m s 1. Given the fact that this decrease in the observed velocity
is accounted for with a frictionless condition applied at the contact face it can be
concluded to be a result of equilibration across the contact interface and between
the respective materials. A brief dip in velocity in the 3.0mm and 4.0mm simu-
lated velocimetry traces coinciding with those in the corresponding Het-V traces
can additionally be seen to be present confirming the presence of a wave, poten-
tially in release, emanating from the contact interface. It should be noted that the
traces corresponding to measurements 4.0mm from the interface are not given in
the figure for the purposes of clarity.
With the exception of the 0.45 µs that the simulated velocimetry profile can be
seen to precede the experimentally observed shock front in the aluminium compo-
nent, the velocimetry profile can be seen to be well represented by the frictionless
hydrocode model. While o↵set in time the initial plateau and subsequent increase
in velocity seen in the peak state of the simulated velocimetry profile can addition-
ally be seen to have strong similarities with the stepped profile seen in the peak
state of the experimentally determined results. Given the relative timing of the
elastic precursor relative to this jump in velocity and the wave structures observed
emanating from the contact interface in the line-VISAR trace previously presented
in figure 6.9, this feature can be attributed to a re-shock wave originating from
the elastic pre-cursor at the contact interface in the aluminium material. What
is less clear however is if this re-shock wave is present along the full length of the
material interface or occurs only upon breakout at the rear free surface.
For completeness a comparison of the simulated velocimetry profile 0.5mm ei-
ther side of the contact interface with the measured line-VISAR velocimetry data
at the same spatial position is included in figure 6.19. From the figure it can
immediately be seen that the recorded velocimetry profiles in direct vicinity of
the contact interface are not well represented by the frictionless material model
utilised. In both the aluminium and stainless steel components a much higher than
predicted initial velocity following shock breakout can be observed with a sharp,
discontinuous rise in the plastic shock front as opposed to the ramped loading
profiles seen in the hydrocode model. Notably the release event observed experi-
mentally in the peak state in the stainless steel material is not represented in the
simulation at all, a perturbation in the velocity trace corresponding to the alu-
minium component is however observed concurrent with the breakout of the shock
front in the stainless steel. Of most significance however remains the large discrep-
ancy in the observed timings of the experimental and simulated results totalling
0.34 µs for the breakout of the plastic shock front in the aluminium component.
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Figure 6.18: Comparison between experimental velocimetry measurements taken
3.0mm either side of the contact interface in black and equivalent
simulated results in ANSYS Autodyn in red, assuming a frictionless
contact interface with the materials in perfect contact. The time base
is synchronised to the front surface impact of the target in both the
experimental and simulated results.
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Figure 6.19: Comparison between experimental velocimetry measurements taken
0.5mm either side of the contact interface in black and equivalent
simulated results in ANSYS Autodyn in red, assuming a frictionless
contact interface with the materials in perfect contact. The time base
is synchronised to the front surface impact of the target in both the
experimental and simulated results.
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In summary the experimental velocity profiles can be seen to be well repre-
sented by the hydrocode models in terms of velocity, except in direct vicinity of
the contact interface at an o↵set of 0.5mm where the models appear to signifi-
cantly under predict the observed velocimetry measurements and fail to reproduce
features such as the apparent release event present in the stainless steel compo-
nent immediately following breakout of the shock front. The frictionless models
utilised so far have additionally been seen to be unable to reproduce the observed
timings for the breakout of the respective shock fronts with large discrepancies
consistently present.
As these initial simulations do not appear to adequately account for the timing
and features seen in the measured velocimetry traces, deviations from these must
therefore be considered. Whereas the contact interface up to now has been as-
sumed to be frictionless and the materials in perfect contact with one another the
e↵ect of frictional forces and gaps between the materials will now be investigated.
Simulated results are presented in figure 6.20 for the velocimetry profiles 0.50mm
either side of the contact interface with relatively high frictional forces applied in
order to resist sliding, corresponding to a Coulomb friction coe cient of five. From
the figure a significant reduction in the time between the arrival of the aluminium
and stainless steel shock fronts can be observed, down to 0.12 µs in contrast to the
0.38 µs o↵set in time in the case of the frictionless condition at the target interface.
This can be seen to be in closer agreement with the experimental results where a
gap of only 0.07 µs can be seen to be present. It should be noted however that the
inclusion of friction at the contact face does not appear to account for the delay in
the time of arrival of the two shock fronts seen in the experimental results relative
to the simulations.
A significant equilibration of the initial peak velocity states in each of the two
materials can additionally be seen to be present in the velocimetry results pre-
sented in figure 6.20 with a reduction of 57 µs in the aluminium component and
an increase in the velocity of 31m s 1 in the stainless steel material. This is in
contrast to that observed experimentally where an increased velocity in both the
aluminium and stainless steel components relative to the frictionless case can be
seen to be present, suggestive that friction at the contact interface is not the
primary contributing factor to the perturbations seen.
Simulated results are now presented in figure 6.21 for the predicted velocity
profiles 0.50mm either side of the contact interface where a gap, 35 µm in size
has been inserted. Immediately from the figure it can be seen that the distinctive
release event seen in the peak state of the stainless steel component is well repre-
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Figure 6.20: Comparison between experimental velocimetry measurements taken
0.5mm either side of the contact interface in black and equivalent sim-
ulated results in ANSYS Autodyn in red, assuming a contact interface
with a high Coulomb friction condition (u = 5), with the materials
in perfect contact. The time base is synchronised to the front surface
impact of the target in both the experimental and simulated results.
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sented by the simulated results including the rapid increase in velocity once more
after a brief period in release. Significantly the breakouts of the respective shock
fronts can also be seen to be delayed in time relative to the frictionless, zero gap
interface scenario with the timings of the experimental results in close agreement
with that of the simulations for the first time.
In terms of velocity the presence of a gap between the materials can be seen
to result in a predicted increase in the peak state of the aluminium component,
again generally in agreement with that seen experimentally. The initially higher
peak state, 40m s 1 above that observed, followed by a decaying velocity profile
as predicted in the simulation is however not seen to occur. It should be noted
that from the simulations the degree to which the time of arrival at the rear target
surface is delayed and the peak state velocity in the aluminium component is
seen to increase was found to be dependent upon the size of the gap inserted as
illustrated in figure 6.22, suggestive that it is not only the presence of a gap but
the process and timescale over which it closes upon loading which is of significance.
While demonstrating a high degree of correlation between the simulated results
with the presence of a gap and those observed experimentally discrepancies can
however still be seen to be present. Of particular note is the predicted decrease
in velocity in the aluminium component immediately following breakout of the
plastic shock front which as noted previously is not observed experimentally. In
addition while the elastic precursors in both materials can be seen to be virtually
indistinguishable from one another in the experimental data a significant separa-
tion is predicted in the simulations.
In conclusion the measured experimental results have been found to be best
matched by the addition of a gap between the aluminium and stainless steel com-
ponents, 35 µm in size. Experimentally observed features attributable to the pres-
ence of this gap include the delay in the time of arrival of the respective shock
fronts at the rear of the target surface and the presence of a release event seen
in the stainless steel component immediately following shock breakout. The pres-
ence of an interface gap can additionally be seen to be responsible for the increased
velocity observed in the aluminium component in close vicinity of the contact in-
terface.
While in the simulations a perfectly uniform gap along the length of the inter-
face was modelled, in reality partial contact between asperities in the respective
materials is a more likely scenario in the targets initial state. This hybrid of par-
tial initial contact with regions in which gaps exist at the interface is likely the
explanation for the imperfect match of the experimental results to the simula-
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Figure 6.21: Comparison between experimental velocimetry measurements taken
0.5mm either side of the contact interface in black and equivalent
simulated results in ANSYS Autodyn in red, assuming a frictionless
contact interface with a 35 µm gap between the materials at the con-
tact interface. The time base is synchronised to the front surface
impact of the target in both the experimental and simulated results.
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Figure 6.22: Hydrocode simulated velocity profiles 0.5mm either side of the con-
tact interface for a range of gap sizes between the materials. A time
of 0.0 µs corresponds to the front surface impact of the target.
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tions performed, potentially accounting for the velocimetry response subsequent
to breakout of the plastic shock front in the aluminium component and the dis-
crepancy in the relative time of arrivals at the measurement surface. Modelling
of such a non planar contact interface is however beyond the capabilities of the
specific hydrocode used.
In order to verify the consistency of the findings presented here and facilitate
the exercising of experimental variables including the interface angle and mate-
rial composition further experiments were planned utilising a similar experimental
setup to that presented here. Owing to practical constraints concerning the avail-
ability and turn around time of the large bore gas gun for the multiple planned
plate impact experiments, a decision was made to conduct these experiments on
the smaller 13mm diameter meso-scale gas gun also located at Imperial College
London. Details of the experimental setup and results from these experiments is
presented in the following chapter 7.
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7 Mesoscale Multi-Material
Sliding Experiments
In this chapter results are presented from a series of plate impact experiments de-
signed to further the study into shock induced sliding at multi-material interfaces
over a range of experimental conditions. Building upon the results presented in
chapter 6 these experiments were designed to specifically facilitate investigation
into the role of the yield strength of the constituent aluminium - stainless steel
material pairings and the angle at which this contact interface is formed relative
to the loading direction on the overall dynamic material response.
In order to facilitate an increased throughput of experiments these shots were
performed on the smaller mesoscale plate impact facility also located at Imperial
College which was developed alongside this research project. A multi-material tar-
get setup based upon that outlined in chapter 6 was utilised for these experiments
including the fielding of spatially resolved line-imaging VISAR and Het-V diag-
nostics across the rear free surface, adapted to the reduced 13.0mm flyer impact
diameter of the gas gun used.
An outline of the specific experiments undertaken and the parameters targeted
for investigation will first be presented in section 7.1. The experimental design and
setup utilised will then be described in detail before a presentation of the results
obtained and finally a discussion and interpretation of these through comparison
with available hydrocode models.
7.1 Overview of Experiments
This set of experiments was performed in order to further the characterisation
of the dynamic material response to shock-induced sliding at multi-material in-
terfaces, building upon that presented in chapter 6. Multiple experiments were
performed spanning the characterisation of the individual materials used in isola-
tion and of interfaces formed from two components of a single material in addition
to the multi-material sliding targets of particular interest to this research.
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As outlined, initial plate impact experiments were conducted on planar single
material targets, impacted by a copper flyer plate and diagnosed via optical ve-
locimetry focussed on the rear free surface. Repeated for each material utilised,
this allowed their characterisation and for the material models based on the intrin-
sic properties determined in chapter 4 to be validated. The recorded velocimetry
traces were additionally designed to provide a baseline to which deviations in
the dynamic response of the materials as part of multi-material targets could be
determined.
The second set of experiments were focussed on the plate impact of targets with
a planar interface formed between two components of a single material. These self-
paired targets and corresponding contact faces were prepared to the same standard
as if part of a multi-material target and were designed to allow the identification
of potential contributing factors independent of sliding between the materials. It
was anticipated this could include the presence of gaps and potential release or
re-shock waves emanating from the contact interface as identified in chapter 6.
Diagnostics were fielded across the interface region on the rear free surface in the
same manner to the planar target setups.
The primary focus of this set of experiments however was on the sliding response
at multi-material interfaces, building upon the results presented in chapter 6 by
considering a range of experimental conditions. These include varying both the
yield strength of the constituent materials and the angle they form to the direc-
tion of loading in order to consider the role these factors have in determining its
dynamic response. These variables were selected for investigation based on their
proposed role in defining the frictional forces supported at a given interface as out-
lined by Tresca’s law in equation 2.2. Here the stress normal to the interface,  N
is related to the angle formed relative to the direction of loading while the yield
strength, Y , defines the maximum shear stress supported within the materials
forming the contact interface itself.
In order to investigate the role of material yield strength only the aluminium
component was varied with aluminium alloys 1050 and 7068 selected for their
relatively low and high material yield strengths respectively as described in detail
in section 4.1. As the shear force supported at a given interface is limited by the
weaker of the two materials only, the counterpart stainless steel component was
kept constant, utilising the 316 alloy in common with the previously presented
large bore experiment. It is noted that in selecting two di↵erent material alloys,
intrinsic properties other than just the yield strength will additionally di↵er. It is
intended that these will be taken into account when compared to hydrocode models
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by utilising the detailed characterisation of the material properties presented in
chapter 4.
In terms of interface angle, 0  or parallel to the direction of loading was selected
at one end of the spectrum as a limiting case at which the stresses normal to the
interface will be at a minimum. At this angle the normal stress originates solely
from lateral expansion of the material, as defined by Poisson’s ratio in relation to
the shock compression of material along the axial plane. As a second case, an acute
angle of 5.0  was additionally selected, in common with the experiments presented
in chapter 3 and those in the literature [25, 42]. Configuring the interface at
this angle provided an e↵ective compromise between generating increased normal
stresses at the interface while maintaining a consistent sliding velocity di↵erential
between the two materials along the full length of the interface.
A primary flyer impact velocity of 270m s 1 was selected for each of the ex-
periments described in order to attain relative sliding velocities of approximately
50m s 1 between the aluminium and stainless steel components in common with
the shock recovery and large bore experiments presented in chapters 3 and 6 re-
spectively. The marginal increase in impact velocity of 20m s 1 when compared
to these existing experiments was to take into account the significantly increased
jitter in the impact velocity attained when firing the gas gun used for this set of
experiments at firing pressures corresponding to the lower of these two velocities.
7.2 Experimental Setup and Design
As outlined in section 7.1, a total of three target setups were utilised for this set of
experiments. These included a planar configuration for characterising the material
response in isolation and multi-component setups with a single interface formed at
0.0  and 5.0  angles to the loading direction with the constituent materials varied
as appropriate. It should be noted that each of these target setups share a common
design, di↵erentiated only by the angle at which the material interface is formed
or its absence in the case of the planar target configuration. These di↵erences will
be highlighted as appropriate throughout this section with a primary focus on the
multi-material setup.
Details of the experimental target designs utilised are given in figure 7.1 for
both the 0.0  and 5.0  setups. From the figure it can be seen that the design is de-
rived from that presented in chapter 6, consisting of aluminium and stainless steel
components held in close contact and forming a single planar contact interface be-
tween them. Loading was via plate impact of a 3.0mm thick C10100 copper flyer
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bonded to the front surface of a 25.0mm long polycarbonate sabot. As outlined
in detail in previous chapters 3 and 6, the impedance mismatch between the alu-
minium and stainless steel materials forming the contact interface is responsible
for the generation of a relative sliding velocity. For a 270m s 1 flyer plate impact
an approximately 55m s 1 particle velocity di↵erential is anticipated.
Figure 7.1: Multi-material aluminium - stainless steel experimental target setups
used on a 13mm bore light gas gun with contact interfaces formed at
both 0  and 5  relative to the direction of loading. All dimensions are
in millimetres.
From figure 7.1 each target can be seen to be formed of two components, each
of dimensions 25.0mm by 30.0mm when measured at their mid point. A target
thickness of 3.0mm was selected, ensuring a period of 0.25 µs following rear sur-
face breakout in each component before the onset of release. The target setup was
designed with two holes of diameter 1.40mm and 1.65mm and located 5.60mm
and 5.90mm from the central contact interface respectively. These were originally
intended for the mounting of a Het-V probe and piezoelectric trigger pin to mea-
sure the incident flyer velocity and trigger the rear surface velocimetry diagnostics
respectively. They were however replaced in the final setup, post-machining, by
a pair of laser light gates and a shorting circuit o↵set from the target surface for
measurement of the impact velocity and triggering purposes respectively, each of
which will be considered in greater detail later in this section.
In common with the experimental design presented in chapter 6, close contact
was maintained between the target components by the use of a pair of M1.4 screws
located in the far field as illustrated in figure 7.2, which presents a cross-sectional
view of the target design. As can be seen from the figure, this pair of fixtures
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were machined as through holes in the stainless steel component and tapped to a
depth of half the target thickness in the aluminium. Designed with a separation
of 24.0mm these were located outside of the impacted region of the target and at
a su cient distance from the central region of interest to not a↵ect its dynamic
response over the previously stated measurement timescales.
Figure 7.2: Cross-sectional view of the mesoscale multi-material experimental tar-
get design, taken along the dashed line labelled ‘A’. All dimensions
given are in millimetres.
Given the importance of the contact interface between the material pairings
to this research, particular attention was a↵orded to their preparation and final
assembly with the same procedures followed as described for the large bore gas
gun experiment given in section 6.1 to achieve mating surfaces with a flatness of
<0.6 µm. Specific to this setup the individual target components were initially
machined to a thickness of 5.0mm, 2.0mm in excess o↵ their final size in this
dimension in order to prevent rounding of the target edges. A diamond grit size
of 14 µm was utilised with the target components arranged in sets of six, symmet-
rically in terms of material and clamped in position as illustrated in figure 7.3.
This helped to ensure the even removal of material from each component while
maintaining the initially machined angle of the mating surfaces.
As previously discussed in section 6.1 for the initial experiment performed on
the large bore gas gun, care was taken to evenly and consistently tighten the pair
of screws holding the assembled target setup together in compression. It should be
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Figure 7.3: Configuration utilised in order to lap the mating surfaces of each target
component. Each component was lapped as a set of six, arranged on
end and symmetrically positioned by material in order to ensure the
even removal of material.
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noted however that the normal stresses generated at the interface during assembly
are limited to an order of magnitude below those experienced during shock loading
of the target.
The assembled targets were machined to a nominal 3.0mm thickness with final
preparation of the impact and measurement surfaces by lapping. This was per-
formed in sets of a minimum of three targets with a lapped weight applied to the
upper surfaces in order to ensure the removal of material consistent with achiev-
ing a flat and parallel surface finish. Progressively smaller grit sizes ranging from
14 µm to 3 µm were applied in this process in order to achieve a highly specular
finish to the measurement surfaces, maximising the incident light reflected and
therefore collected by the line-VISAR diagnostic.
Assembled targets were mounted within a standard 3 inch optical kinematic
mount via means of a rigid acrylic disc to allow positioning and alignment within
the target chamber and relative to the gun barrel. Additionally located on the
front surface of this 2mm thick mounting disc were a pair of 25 µm thick straight
edged brass foil strips, consistently positioned by use of an alignment template
to be centrally located and separated by a total of 8.0mm. This was designed to
act as a shorting circuit upon impact, providing a reliable trigger of the velocime-
try diagnostics fielded, typically 7.4 µs prior to impact for an impact velocity of
270m s 1.
Both line-imaging VISAR and Het-V diagnostics were fielded across the in-
terface region on the rear of the target surface in order to provide velocimetry
measurements. The line-VISAR diagnostic setup was as described in chapter 5,
spanning 1.0mm and 3.8 µs in the spatial and temporal dimensions respectively.
While similar in setup to that presented for the large bore gas gun shot given in
chapter 6, the required turning mirror was mounted on a separate independent
fitting behind the target as opposed to attached to its rear surface. This is illus-
trated in the annotated image of the target tank given in figure 7.4, in which a
2 inch diameter, 150mm lens can additionally be seen to be present, positioned
at its focal distance from the target surface. Mounted on a translation stage this
allowed the optimisation of the imaging of the target surface prior to each shot as
determined by a camera imaging the output beam splitter of the interferometer
as described in detail in chapter 5.
A single channel of Het-V was additionally fielded as a free space diagnostic,
providing velocimetry across the central portion of the rear of the target surface.
Launched from a fibre based first generation system by means of a collimating
probe, a dichroic mirror was used to insert the beam coincident with that of
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Figure 7.4: Annotated image of the target tank of the mesoscale gas gun, setup for
a multi-material plate impact experiment with free space line-VISAR
and Het-V diagnostics fielded. The diagnostic beam path is highlighted
in green with impact occurring in a direction towards the camera.
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the line-VISAR. A high degree of alignment of the two diagnostic beams was
achieved by the use of a pair of irises ensuring the same portion of the target
was probed in the case of each diagnostic. While imaging the same physical
region the two diagnostics were designed to complement one another, with the
line-imaging VISAR system capable of providing spatial resolved velocimetry data
accurate to within 2   3% as discussed in chapter 5. In comparison the Het-V
system, while providing no spatial information is capable of velocity resolution
of <1m s 1. It should be noted that although sharing the same beam path and
illuminated region of the target surface the two diagnostics remain independent
throughout, operating at wavelengths of 532 nm and 1550 nm for the VISAR and
Het-V systems respectively.
As labelled in figure 7.4 a pair of laser light gates located at the end of the barrel
and separated by 12.0mm were used to determine the incident flyer velocity for
each experiment. Taking into account the possibility of slight fluctuations in the
spacing of the lasers between shots, minimised by the use of a pair of pin holes, this
diagnostic was found to be able to determine the flyer impact velocity to within
± 3m s 1.
In common with the experiment performed on the large bore gas gun, impact
tilt was minimised by alignment of each target relative to the gun barrel. In the
case of these experiments this was via the use of a collimated laser beam aligned
on axis along the 3.0m long barrel, inserted by a turning mirror located beside
the gun firing chamber. Incident upon the specular front surface of the setup,
the alignment of the mounted target was adjusted so that the reflected portion
of the beam returned back along the gun barrel on axis, as determined by an
iris located beside the diode source. Through this procedure each experiment can
be calculated to have a theoretical impact tilt of <500 µrad, assuming that the
alignment of the target and not the flyer is the limiting factor in each case. To
put this in perspective, such an impact tilt is equivalent to an o↵set in time of
arrival of the flyer plate of 24 ns over the full 13.0mm impact diameter. In order
to maintain the tilt within these limits and prevent the presence of a gas blast
preceding impact the target chamber was evacuated to a vacuum level of <150
mTorr prior to each shot.
The experimental results obtained from targets utilising this target setup will
be presented in the following section.
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7.3 Results
In this section experimental results are presented for the series of plate impact
experiments described and outlined in the previous sections 7.1 and 7.2. Results
are first presented in the form of Het-V and line-VISAR velocimetry data for the
loading of planar material samples of each material utilised, allowing the valida-
tion of material models and providing a baseline dynamic response to which later
experiments may be compared. The plate impact of multi-component targets with
a single planar material interface formed are then considered, initially with both
target components of a single material in order to facilitate the identification of
the role of the preparation of the contact surfaces on the overall material dynamic
response. In section 7.3.3 the plate impact of multi-material targets formed from
aluminium and stainless steel components are finally considered, with a velocity
di↵erential and therefore sliding generated at the planar interface formed. As part
of this the measured dynamic response for relatively high and low yield strength
aluminium 7068 and 1050 material pairings are compared alongside a considera-
tion of the role the angle the interface forms relative to the direction of loading
has on a targets overall dynamic response.
7.3.1 Planar Experiments
As outlined in section 7.1, plate impact experiments were undertaken on planar
targets of each of the materials selected. This was in order to facilitate the val-
idation of material models and provide an unperturbed velocity profile to which
a materials dynamic response as part of a multi-material target could be directly
compared. Both line-VISAR and Het-V diagnostics were fielded across the rear
surface with a planar variant of the experimental setup given in figure 7.1 utilised.
The free surface velocity profiles recorded for an aluminium 1050 target, im-
pacted at 252m s 1 are given in figure 7.5, with the Het-V and spatially averaged
line-VISAR profiles in black and red respectively. An initial elastic precursor
of approximately 30m s 1 can be observed, preceding the plastic shock front by
84 ns. At the peak state velocities of 327m s 1 and 342m s 1 were determined
by the Het-V and line-VISAR diagnostics respectively, in agreement within error.
From the figure planar shock conditions can be seen to be maintained for 0.25 µs
following breakout of the elastic shock front as anticipated and outlined in section
7.2.
Identical experimental setups were utilised for the plate impact of planar alu-
minium 7068 and stainless steel 316 target samples, impacted by a copper flyer
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Figure 7.5: Line-VISAR and Het-V rear surface velocimetry traces for the
252m s 1 plate impact of a planar aluminium 1050 target, in red and
black respectively. A time of 0.0 µs corresponds to initial breakout of
the elastic component of the shock front at the rear target surface.
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at 269m s 1 and 272m s 1 respectively. The spatially averaged line-VISAR traces
for these materials are given in figure 7.6 with the traces corresponding to the alu-
minium and stainless steel targets in red and black respectively. From the figure
an elastic precursor of 140m s 1 can be seen to be present in the aluminium ve-
locimetry trace with a peak velocity following the plastic shock front of 349m s 1.
In the stainless steel 316 target a lower elastic precursor and peak velocity state
of 66m s 1 and 245m s 1 respectively were recorded with a separation of 140 ns
between the elastic and plastic shock fronts.
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Figure 7.6: Line-VISAR rear surface velocimetry traces for the plate impact of
planar aluminium 7068 and stainless steel 316 targets at 269m s 1 and
272m s 1 respectively. A time of 0.0 µs corresponds to initial break-
out of the elastic component of the shock front independently in each
material.
7.3.2 Single Material Interface Experiments
In this section results are presented from plate impact experiments conducted on
multi-component targets formed from a single material, in this case aluminium
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alloy 7068. As outlined in section 7.1 the purpose of these experiments was to
allow the identification of potential contributing factors to the overall dynamic
response originating from the contact interface but independent of sliding between
the materials. The experimental target setup given in figure 7.1 was utilised
with interfaces arranged at both 0.0  and 5.0  relative to the direction of loading.
In common with previous experiments both Het-V and line-VISAR velocimetry
diagnostics were fielded across the interface formed between the components on
the rear surface of the target.
Results are first presented for the 263m s 1 plate impact of a 0.0  pairing be-
tween two aluminium 7068 components. The captured line-VISAR interference
pattern for this experiment is given in figure 7.7 with the spatial and temporal
axis spanning 1.00mm and 3.80 µs, normalised to the contact interface and shock
breakout at the rear surface respectively. From the figure a planar dynamic re-
sponse following shock loading can be observed, unperturbed by the presence of
a contact interface immediately following shock breakout and up to the point of
release from the target edges at approximately 0.25 µs. The targets dynamic re-
sponse can only be seen to deviate from the planar case late in time with the
separation of the individual target components. This is visible as a loss of con-
trast in the interference pattern in figure 7.7 at a time of 0.75 µs following shock
breakout.
In order to provide a more quantative comparison with the corresponding planar
dynamic response, line-outs of the recorded velocity profile at positions 0.20mm
either side of the contact interface are presented in figure 7.8 derived from the
analysed line-VISAR interference pattern presented in figure 7.7. Initial peak
state velocities of 345m s 1 and 339m s 1 were determined for locations 0.20mm
above and below the target interface in respect to figure 7.7, in agreement with
one another within the quoted 3% uncertainty in the velocity resolution of the
line-VISAR diagnostic utilised. The recorded free surface velocities were similarly
found to be in agreement with the dynamic response of the planar impact of
aluminium 7068 presented in figure 7.6 where a peak velocity state of 349m s 1
was determined for a 6m s 1 higher impact velocity.
This experiment was additionally performed on a target formed with a single
interface angled at 5.0  relative to the direction of loading with the results pre-
sented in figure 7.8. The velocimetry traces plotted were again taken at a distance
0.20mm from the contact interface although data is only available to a single side
of the material interface in this case owing to the asymmetric alignment of the
imaging diagnostics. From the figure a peak velocity of 341m s 1 can be identified
126
Figure 7.7: Captured line-VISAR interference pattern across the material interface
formed at 0.0  on the rear free surface of a single material aluminium
7068 target impacted by copper flyer plate at 263m s 1.
after a period of 140 ns, consistent with the dynamic response of aluminium 7068
in planar and 0.0  target configurations. Of note however is the initially lower
measured velocity immediately following the plastic shock front of 328m s 1, with
the higher velocity only attained after a further 40 ns, a feature not seen in the
case of the planar or 0.0  shots.
Together this pair of experimental results can be seen to be broadly consistent
with those presented for the planar configurations in section 7.3.1 with only minor
perturbations in the dynamic response attributable to the presence of an interface
in the case of the 5.0  interface setup.
7.3.3 Multi-Material Interface Experiments
Experimental results are presented in this section for the plate impact of multi-
material aluminium - stainless steel target configurations in which relative sliding
between the di↵ering material components is anticipated to be generated. The
shock loading of aluminium 1050 - stainless steel pairings are first considered with
the material interface arranged at angles of both 0.0  and 5.0  relative to the
direction of loading in successive experiments. Further results are then presented
for targets of the same configuration with the exception of the specific materials
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Figure 7.8: Velocimetry profiles taken 0.20mm either side of the 0.0  material
interface in a single material aluminium 7068 target, taken from the
line-VISAR interference pattern presented in figure 7.7.
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Figure 7.9: Velocimetry profiles taken 0.20mm to one side of the 5.0  material
interface formed in a single material aluminium 7068 target across the
rear free surface. Results are presented from the Het-V and line-VISAR
diagnostics in black and red respectively.
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utilised with the aluminium 1050 alloy substituted for the higher yield strength
7068. This allows the role of the intrinsic properties of the constituent materials to
be considered in defining the materials dynamic response to shock-induced sliding.
Aluminium 1050 - Stainless Steel 316 - 0.0  Interface
Results are first presented for the parallel plate impact of an aluminium 1050 -
stainless steel 316 multi-material pairing loaded via copper flyer plate with an
impact velocity of 267m s 1. With the interface between the di↵ering material
components initially set parallel to the direction of loading at an angle of 0.0 ,
time and spatially resolved velocimetry was provided by the fielding of Het-V and
line-VISAR diagnostics across the material interface on the rear free surface, as
previously outlined in section 7.2. Velocimetry data from the Het-V diagnostic is
first presented in figure 7.10 in the form of a frequency spectrogram, calculated
from the recorded data via the use of a short-time Fourier Transform. The interpo-
lated velocity profiles for each material are additionally plotted on the same figure
in white, identified by a peak finding algorithm. Although only a single Het-V
probe was fielded its central alignment ensured the illumination and subsequent
collection of reflected laser light from both materials in the immediate vicinity
of the contact region. While the individual velocity profiles can be seen in the
figure to be well defined on the whole, at relatively low velocities, below 100m s 1
the two traces can be seen to be su ciently close both in time and velocity to
be indistinguishable from one another, increasing the uncertainty in the recorded
measurement in this region.
From figure 7.10 the plastic shock front in the aluminium component can be
seen to initially deviate at a free surface velocity of 351m s 1, consistent with the
peak state velocity attained in the planar impact of the material. In contrast to
the planar material response however this can be seen to be immediately followed
by the continued rapid increase in the measured free surface velocity, reaching
399m s 1 after a period of 25 ns, consistent with the re-shock of the probed mate-
rial. After a period of 25 ns a second re-shock or increase in the recorded velocity
in the aluminium component can be observed resulting in a final peak state ve-
locity of 434m s 1 at the point of release from the target edges. This is 85m s 1
greater than the unperturbed planar shock response of the aluminium 1050 ma-
terial presented in figure 7.5 and is notable in that it is broadly consistent with
the shock response observed on the large bore gas gun shot given in figure 6.11
in that a re-shock of the material is observed in the aluminium component in the
direct vicinity of the contact face.
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Figure 7.10: Frequency spectrogram with interpolated velocity profiles from a sin-
gle Het-V probe fielded across the 0.0  contact interface between alu-
minium 1050 and stainless steel 316 target components, loaded via
copper flyer plate impact of velocity 267m s 1.
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In the stainless steel component the elastic precursor can be seen to be simul-
taneous with that of the aluminium as far as is distinguishable, only deviating
following the elastic precursor at a velocity of 94m s 1. Simultaneous with the
first re-shock event in the aluminium component, a ramped loading profile can
be seen to be initiated in the stainless steel, peaking at a velocity of 225m s 1,
limited by the release of the material from the target edges. This peak state is
significantly below the anticipated 245m s 1 recorded for the planar impact of this
material and attained markedly later in time owing to the ramped loading profile.
While the Het-V data presented in figure 7.10 provides a measure of the dynamic
response in the direct vicinity of the contact interface, velocimetry data across the
region surrounding the interface was provided by the fielding of a line-VISAR di-
agnostic. The captured interference pattern from this diagnostic is presented in
figure 7.11 with positive spatial positions in the upper half of the figure corre-
sponding to the illumination of the stainless steel component and negative spatial
positions in the lower portion aluminium material respectively.
From figure 7.11 initial breakout in each of the target components can be seen
to be approximately simultaneous with the dynamic response appearing to be
broadly independent of spatial position across the field of view in each of the
respective regions of material. The clear exception to this is the loss of contrast
in the interference pattern, apparent from 0.20 µs following shock breakout and
originating from the contact interface region as either a result of the separation
of the components or deformation of their highly specular surfaces. In order to
facilitate further comparison with the Het-V data presented, velocity line-outs
taken at spatial positions 0.20mm either side of the contact interface illustrated
in figure 7.11 are presented in figure 7.12.
From figure 7.12 in the velocimetry profile for the aluminium component an
inflection point can be seen to be present at a velocity of 351m s 1, immediately
followed by a pair of re-shock events resulting in increased peak state velocities
of 391m s 1 and 425m s 1 respectively. While both of these features are observed
in the velocimetry traces of the Het-V and line-VISAR diagnostics it is notable
that these can be seen to occur later in time in the VISAR traces corresponding
to the greater o↵set in spatial position from the contact interface. This is strongly
suggestive of the fact that these features are the result of shock-waves originating
at the material boundary.
In the stainless steel component the velocimetry profile can be seen to be formed
of a series of rapid increases in velocity punctuated with brief plateaus in the
velocity state, in common with the aluminium half of the target. Of particular
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Figure 7.11: Captured interference pattern recorded by the line-VISAR diagnostic,
fielded across the 0.0  material interface formed between aluminium
1050 and stainless steel 316 target components loaded by the plate
impact of a 267m s 1 copper flyer plate.
133
-0.20 0.00 0.20 0.40 0.60 0.80 1.00
0
100
200
300
400
500
V
el
oc
ity
 (/
m
 s
-1
)
Time (/µs)
 Al 1050 (0.20 mm)
 SS 316 (0.20 mm)
Figure 7.12: Velocimetry profiles taken 0.20mm either side of the 0.0  aluminium
1050 - stainless steel 316 contact interface from the captured line-
VISAR interference pattern presented in figure 7.11.
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note however is the correlation of these features in each of the two materials with
rapid increases in velocity in one, consistent with the re-shock of the material
occurring near simultaneously with the curtailment of velocity increases in the
other, consistent with the release of the material. These observations are again
consistent with that observed in the case of the large bore gas gun shot where
immediately following shock breakout one material can be seen to experience a
re-shock and the other a release simultaneously.
Aluminium 1050 - Stainless Steel 316 - 5.0  Interface
Results are now presented for the 267m s 1 plate impact of an aluminium 1050 -
stainless steel 316 target configuration with a planar interface formed at a 5.0  an-
gle relative to the direction of loading. As in previous experiments both Het-V and
line-VISAR velocimetry diagnostics were fielded across the rear of the target sur-
face with the captured interference pattern from the aforementioned line-VISAR
diagnostic given in figure 7.13. Here positive spatial positions in the upper half of
the figure correspond to the stainless steel portion of the target and negative values
aluminium respectively with a time of 0.0 µs normalised to the initial breakout of
the shock front. In common with that observed in the impact of the equivalent 0.0 
target configuration a greater shift in the recorded fringe pattern can be observed
across the aluminium portion of the target corresponding to a greater determined
free surface velocity. From a qualitative perspective the velocity profile across each
material additionally appears to be broadly planar with breakout across the two
components seen to occur approximately simultaneously. It should be noted that
the observed loss of fringe contrast in the region of the contact interface immedi-
ately following shock breakout is to be expected given the 5.0  angle at which the
interface is arranged and is consistent with contact being maintained between the
individual components.
In order to facilitate further comparison of the line-VISAR velocimetry data,
line-outs of the analysed velocity profiles were taken at a series of spatial positions
either side of the contact interface as presented in figure 7.14. From the figure a
strong spatial dependence in the velocity profiles can be seen to be present across
each of the two materials with higher and lower measured free surface velocities
observed closer to the interface in the aluminium and stainless steel components
respectively. In the aluminium component a near planar material response can be
observed in the measured free surface velocity at the furthest point away from the
interface at an o↵set of 0.40mm with an initial peak state velocity of 353m s 1.
The measured dynamic response in this trace can only be seen to deviate from
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Figure 7.13: Captured interference pattern recorded by the line-VISAR diagnostic,
fielded across the 5.0  material interface formed between aluminium
1050 and stainless steel 316 target components loaded by the plate
impact of a 267m s 1 copper flyer plate.
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this after 0.23 µs following initial breakout of the elastic shock front with a slight
increase in the measured velocity up to 391m s 1. Of particular note however is
the successively earlier times at which the recorded velocimetry profiles can be
seen to deviate from this case with reduced separation from the contact interface,
reducing to be virtually simultaneous with the breakout of the plastic shock front
in the direct vicinity of the material interface at an o↵set of 0.10mm. Overall this
is highly suggestive that the wave front resulting in these features originates at
the contact interface, resulting in the re-shock of the material upon its arrival at
the probed material. It can additionally be observed that while this re-shock of
the material can be seen to consistently result in significantly increased measured
velocities, the degree to which it increases appears to vary with distance from the
contact face. At an o↵set of 0.10mm a resultant peak velocity state of 440m s 1
can be observed, reducing to 391m s 1 with a greater o↵set from the material
interface.
While the materials dynamic response in the aluminium component appears to
be defined primarily by the re-shock of the material the opposite can be seen to
be true in the stainless steel half of the target. Here lower free surface velocities
can be observed closer to the target interface, consistent with the release of the
material during the breakout of the shock front in this component. This release
of the material can be seen to result in measured initial peak velocity states in
the range 151m s 1 to 210m s 1 for measurements taken 0.10m s 1 and 0.40m s 1
from the contact interface respectively, significantly below the 245m s 1 velocity
anticipated from the planar impact of the material. Subsequent to this the velocity
at each of the spatial positions probed can be observed to experience a significant
increase in velocity later in time, again appearing to emanate from the material
interface with the feature observed later in time with increased separation from the
material boundary. This can be seen to result in the convergence of the measured
velocities with spatial position, with final measured velocity states in the range
220m s 1 to 237m s 1 at the point of release.
It is of note that these observations, primarily of the re-shock and release of the
aluminium and stainless steel from the interface respectively, while more promi-
nent in this particular experiment are broadly consistent with the results presented
previously for the multi-material sliding experiments conducted on both the large
bore and mesoscale gas guns, independent of the interface angle. In each of these
cases a significantly increased free surface velocity in the immediate vicinity of
the contact interface in the aluminium component has been apparent, occurring
alongside a simultaneous release event into the stainless steel portion of the sliding
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Figure 7.14: Velocimetry profiles taken at spatial positions 0.10mm, 0.25mm and
0.40mm either side of the 5.0  aluminium 1050 - stainless steel 316
contact interface from the captured line-VISAR interference pattern
presented in figure 7.13.
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target. While the extent of the resultant velocity perturbation appears to reduce
with extended distance from the contact interface in the experimental results pre-
sented, the point at which such a perturbation becomes insignificant is as yet
unclear.
Aluminium 7068 - Stainless Steel 316 - 0.0  Interface
Following the experiments performed on aluminium 1050 - stainless steel 316 target
pairings these were repeated substituting the aluminium component for the higher
yield strength 7068 alloy with the experimental setup otherwise unchanged. The
results are presented here for the 269m s 1 plate impact of an aluminium 7068
- stainless steel 316 material pairing with an angle of 0.0  made between the
components relative to the direction of loading. The velocimetry data derived
from the Het-V diagnostic, fielded across the interface between the two materials
on the rear target surface is first presented in figure 7.15 in the form of a frequency
spectrogram with the interpolated velocity profiles plotted in white.
Of immediate note from the figure is the significant apparent separation in time
of the arrival of the shock waves at the target surface. This is however entirely
attributable to the increased velocity of the elastic precursor in the aluminium 7068
material with the relative timings of each of the respective shock fronts remaining
consistent with those presented for aluminium 1050 - stainless steel 316 pairings.
In contrast to the velocimetry results reported for the aluminium 1050 pairings
the peak velocity state in the aluminium component here is consistent with those
for a planar impact with a free surface velocity of 340m s 1. The elastic precursor
measured at 86m s 1 is however significantly below that indicated from the planar
impact for which a velocity of 140m s 1 was noted. In the peak velocity state a
minor re-shock event can additionally be seen to occur, 0.174 µs following the
initial shock breakout, taking the free surface velocity up to 352m s 1. In the
stainless steel component a completely ramped velocity profile can be seen to be
present following the breakout of the initial elastic precursor with a peak state
of 190m s 1, significantly below the 245m s 1 seen in the planar impact of the
material under the same loading conditions.
In order to determine the degree to which the dynamic response varies spatially,
line-outs from the line-VISAR diagnostic 0.25mm either side of the contact in-
terface are given in figure 7.16, in black and red for the aluminium and stainless
steel components respectively. Of note in this data is the significant reduction in
the relative separation in time of the elastic and plastic shock fronts in the two
materials, with the o↵set in elastic breakout now less than half that in the imme-
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Figure 7.15: Frequency spectrogram with interpolated velocity profiles from a sin-
gle Het-V probe fielded across the 0.0  contact interface between alu-
minium 7068 and stainless steel 316 target components, loaded via
copper flyer plate impact of velocity 280m s 1.
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Figure 7.16: Velocimetry profiles taken 0.25mm either side of the 0.0  aluminium
7068 - stainless steel 316 contact interface, recorded by the line-
VISAR diagnostic.
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diate vicinity of the contact interface at 29 ns compared to 78 ns previously. This
is an equally valid observation in the plastic regime with a separation in time at
100m s 1 of 45 ns vs. 77 ns in the immediate vicinity of the contact face.
While variations in the relative timings of the shock fronts represent the primary
perturbation with regards to spatial position a slight reduction in peak velocity val-
ues at positions further from the interface were additionally observed at 328m s 1
and 176m s 1, 0.25mm from the interface in the aluminium and stainless steel
components respectively. While the elastic precursors in each material can also
be seen to be significantly below their anticipated values in the figure these fea-
tures were not able to be accurately defined from the fringe pattern. It should be
noted that this uncertainty in the measured velocity values is independent of the
uncertainty in the time of arrival of each shock front which remain well defined.
Aluminium 7068 - Stainless Steel 316 - 5.0  Interface
Results are now presented for the 280m s 1 plate impact of the final multi-material
target configuration consisting of an aluminium 7068 - stainless steel 316 material
pairing with an interface formed at an angle of 5.0  relative to the direction of
loading. The captured line-VISAR interference pattern for this experiment is
given in figure 7.17 (a), fielded across the contact interface on the rear of the
target surface. In part (b) of the same figure key features are highlighted and
labelled for clarity with the elastic and plastic shock fronts in red and release or
re-shock waves seen to emanate from the contact interface in white. It should
be noted in the figure that positive spatial positions correspond to the stainless
steel component while negative values in the lower half of the figure correspond
to aluminium with the interface between these formed at a position of 0.00mm.
From the figure significant spatial variations in the velocity profile can imme-
diately be observed. In the aluminium portion of the target, while timings of the
elastic and plastic shock fronts appear unperturbed with spatial position, the ve-
locity profile can be seen to be notably ramped in the region close to the contact
interface. This is especially the case in the region between the elastic and plastic
shock fronts with the degree to which this is the case appearing to reduce with
distance from the interface. Beyond an o↵set of 0.30mm the velocimetry profile
can be seen to transition to an increasingly stepped elastic - plastic dynamic re-
sponse as is anticipated from the unperturbed planar impact configuration of this
material. Visible in figure 7.17 (a) and highlighted in white in (b) this behaviour
can be attributed to a re-shock wave emanating from the contact interface simul-
taneous with the time of arrival of the initial elastic shock front at the target free
142
surface. Arriving later in time with increasing distance from the contact face this
re-shock wave acts to increase the velocity of the elastic precursor at o↵sets up to
approximately 0.25mm, leading to a ramped increase in the velocity profile prior
to the arrival of the plastic shock front. Beyond this o↵set this re-shock event is
incident upon the material following the breakout of the plastic shock front, there-
fore acting to increase the particle velocity of the material further, above the level
of the planar material response. This is consistent with the dynamic response
observed for the aluminium 1050 - stainless steel 316 5.0  target configuration
given in figure 7.14 with the only di↵erence being that the associated re-shock
and release waves emanating from the contact interface following shock breakout
originate from the plastic shock front and not the elastic precursor as in this case.
This can be explained simply as a consequence of the minimal elastic shock front
present in the low yield strength aluminium 1050 target utilised.
Figure 7.17: Captured interference pattern recorded by the line-VISAR diagnostic,
fielded across the 5.0  material interface formed between aluminium
7068 and stainless steel 316 target components loaded by the plate
impact of a 280m s 1 copper flyer plate.
The dynamic response outlined for the aluminium component is further illus-
trated by the velocity line-outs taken at various spatial positions from the contact
143
interface and presented in figure 7.18. From the figure no discernible elastic precur-
sor can be seen to be present in the immediate vicinity of the contact interface with
a ramped velocity profile instead seen to be present leading into the plastic shock
front. This is consistent with the probed material being re-shocked immediately
following the breakout of the elastic precursor. Despite being re-shocked a peak
velocity state of only 316m s 1 is observed, over 30m s 1 below that anticipated
based on the impact of a planar material sample.
At the other extreme at 0.40mm from the contact interface into the aluminium
component a stepped velocity profile can be seen to be present as seen in the
raw line-VISAR interferogram. Given the later time of arrival of the re-shock
emanating from the contact interface this acts to significantly increase the free
surface velocity of the material immediately following the breakout of the plastic
shock front to a peak velocity of 352m s 1. At an intermediate spatial position of
0.25mm as plotted in blue in the figure an intermediate velocity profile between
these two extremes can be seen to be present.
Considering the stainless steel half of the target now, a wave structure appear-
ing to emanate from the contact interface into the surrounding material can be
identified in the raw line-VISAR interference pattern presented in figure 7.17, sim-
ilar to that observed in the aluminium component. Highlighted in white in part
(b) of the same figure, the exact origin of this feature is however unclear with
it appearing to originate either from the breakout of the elastic precursor in the
aluminium or stainless steel components. In common with that observed in the
aluminium, the velocity profile in the immediate vicinity of the contact interface
can be observed to have a ramped loading profile with no discontinuous shock
front therefore present. This can again be seen to transition to a more stepped
velocity profile at increased distances from the material interface.
A comparison of the velocity profiles in each of the materials in direct vicinity
of the contact interface is given in figure 7.19, determined using the line-VISAR
diagnostic. In the stainless steel component a peak state velocity of 181m s 1
can be observed, significantly below the 245m s 1 peak velocity state seen in the
case of the plate impact of an otherwise unperturbed, planar material sample.
Of note however in the peak state is the sharp decrease in velocity immediately
following the plastic shock front, consistent with a release event. This feature of
the velocimetry profile is however almost immediately followed by the continued
increase in the measured free surface velocity 22 ns later up to a peak velocity
state of 202m s 1 prior to release from the target edges.
The spatial variation in the velocity profile in the stainless steel component is
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Figure 7.18: Velocimetry profiles taken at 0.10mm, 0.25mm and 0.40mm o↵-
sets from the 5.0  aluminium 7068 - stainless steel 316 contact in-
terface into the aluminium component only. Taken from captured
line-VISAR interference pattern presented in figure 7.17.
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Figure 7.19: Velocimetry profiles taken 0.10mm either side of a 5.0  aluminium
7068 - stainless steel 316 target contact interface, derived from the
captured line-VISAR interference pattern presented in figure 7.17.
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considered in figure 7.20 in which the recorded line-VISAR velocity traces taken at
0.10mm and 0.40mm o↵sets from the material interface are presented. While the
specific features of the first of these has already been outlined, the velocity profile
at 0.40mm, in black, can be seen to di↵er significantly having a more pronounced
elastic precursor and a plastic shock front that appears to be delayed relative to
the profile closer to the material interface more in common with the shock response
observed in the planar stainless steel sample. Of particular note however is the
absence of the release event seen in the trace taken further from the contact face
at a 0.40mm o↵set as opposed to that at 0.10mm. This observation can however
be seen to be consistent with the features highlighted in figure 7.17 (b), with the
potential release event highlighted in white in the stainless steel component. Close
to the contact interface up to o↵sets of approximately 0.15mm this release wave,
appearing to emanate from the contact face, can be seen to be incident in the
period of time between the elastic and plastic shock fronts as is seen in the near
interface velocimetry trace presented in figure 7.20. At increased o↵sets from the
contact interface the arrival of this release wave can be seen to occur later in time
and at the edge of the line-VISAR field of view at 0.40mm, beyond the time of
release of the material from the target edges.
7.4 Discussion and Hydrocode Comparison
In the previous section 7.3, results were presented for the plate impact of multi-
material targets consisting of aluminium alloys 1050 and 7068 paired with stainless
steel 316 material. Experiments were conducted with target interfaces formed at
0.0  and 5.0  angles relative to the direction of loading, arranged as illustrated in
figure 7.1.
In each of the experiments presented the peak velocity response measured in di-
rect vicinity of the contact interface can be seen to be dominated by what appear
to be a combination of re-shock and release events emanating from the contact
interface into the aluminium and stainless steel components respectively. The
interface between the materials can be attributed as the source of these features
owing to their propagation with time at increased o↵sets from the material bound-
ary, as identifiable on the spatially resolved velocimetry records. While observed
on targets configured with the contact interface orientated at both 0.0  and 5.0 ,
spatial variation around the material boundary in the observed velocimetry profiles
can be seen to be significantly more prominent in those set an angle as opposed
to parallel to the direction of loading. This can potentially be attributed to the
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Figure 7.20: Velocimetry profiles taken at 0.10mm and 0.40mm o↵sets from the
5.0  aluminium 7068 - stainless steel 316 contact interface into the
stainless steel component only. Taken from captured line-VISAR in-
terference pattern presented in figure 7.17.
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closer contact attained at the material boundary where the interface is arranged
at an angle, with the particle velocity di↵erential between the materials acting to
close any gaps that may be present.
While the generation of wave structures from the contact interface can be seen to
be present for targets assembled from both the aluminium 1050 and 7068 alloys it is
notable that in experiments conducted with the latter of these such features appear
to emanate from the elastic precursor, significant in magnitude in this material
relative to the aluminium alloy, as opposed to the plastic shock front. While it
could be anticipated that in this case such features would be seen to emanate from
both the elastic and plastic shock fronts it is of note that they appear to only be
present at the breakout of the former of these. This is potentially suggestive that
the generation of these wave structures is due to a physical phenomena other than
purely the arrival of the incident shock front that can’t necessarily be repeated in
quick succession, such as the closure of a gap at the contact face, similar to that
proposed for the large bore gas gun shot presented in chapter 6.
In order to facilitate further interpretation of the experimental results hydrocode
models were performed of the experimental setups. In common with that for
the large bore gas gun shot in section 6.3 ANSYS Autodyn was used for this
purpose with the materials modelled by a linear Gruneisen EOS and Johnson
Cook strength models. The parameters for these material models were taken from
the available literature, adjusted to take into account the material characterisation
data determined and presented in chapter 4 [23]. In the case of the aluminium
alloy 7068, given the limited literature available parameters for the 7039 alloy were
utilised and adapted using the characterisation data determined in chapter 4.
The parameters utilised for the Mie-Gruneisen equation of state and Johnson
Cook strength models for each of the materials are given in tables 7.1 and 7.2
respectively [23]. The material model parameters for stainless steel 316 and copper
10100 were previously given in tables 6.1 and 6.2 in section 6.3 [23].
Al 1050 Al 7068
Density (g cm 3) 2.699 2.853
Gruneisen Coe cient 1.97 2.00
Parameter C1 (mmµs 1) 5.386 5.328
Parameter S1 1.339 1.338
Table 7.1: Mie-Gruneisen equation of state data used for aluminium 1050 and 7068
materials [22, 37].
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Al 1050 Al 7068
Shear Modulus (GPa) 26.6 26.5
Yield Stress (MPa) 110 534
Hardening Constant (MPa) 139 764
Hardening Exponent 0.04 0.07
Strain Rate Constant 0.01 0.01
Thermal Softening Exponent 1.00 1.00
Melting Temperature (K) 933 877
Table 7.2: Johnson Cook material strength data used for aluminium 1050 and 7068
materials [22, 23, 37].
In order to validate each of these material models, simulations were conducted
of the planar material impact experiments presented in section 7.3.1. An example
of this is given in figure 7.21 for the experimental and modelled rear surface ve-
locimetry for the 252m s 1 plate impact of a planar aluminium 1050 sample. In
common with each of the materials utilised it can be seen from the figure that the
plastic shock front and peak velocity state are well represented in the hydrocode
model to within 4m s 1. The time of release from the target edges can additionally
be seen from the deviation in the experimental and simulated results at 0.25 µs
as anticipated. The elastic precursor in the material can be seen to be less well
represented by the material model used and this was found to be a common fea-
ture of each of the materials modelled. As the peak velocity state is the main
point of comparison in these experiments this discrepancy is not anticipated to be
a significant issue.
In common with that presented for the large bore gas gun simulations in sec-
tion 6.3 a simplified experimental setup was utilised for the model consisting of
a 10.0mm diameter, two dimensional target and incident flyer plate. While each
target was of a nominal 3.00mm design thickness minor deviations from this value
were accounted for in the modelled setup as measured prior to each shot. In ad-
dition target elements relating purely to mounting and diagnostics and designed
not to interfere with the materials dynamic response were excluded from the sim-
ulations. Following a mesh resolution test a Lagrangian mesh size of 10.0 µm was
selected with smaller mesh sizes than this found to have minimal benefit in terms of
improved velocity and spatial resolution. A frictionless sliding interface condition
was additionally specified with an external gap contact methodology utilised.
A comparison of the experimental and simulated results are first presented for
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Figure 7.21: Comparison of experimentally measured rear surface velocimetry pro-
file for the 252m s 1 plate impact of aluminium 1050 with Autodyn
hydrocode simulation.
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the 0.0  pairing of aluminium 1050 and stainless steel 316 in figure 7.22. Taken
0.10mm either side of the contact interface the experimental data is shown in black
and the simulated data in red. From the figure it can be seen that the ramped
velocimetry profile observed in the stainless steel material is well represented by the
simulated data including a plateau in the shock front at 100m s 1 corresponding
to the elastic precursor in the material. In both the aluminium and stainless steel
target components the simulation can however be seen to under predict the peak
velocimetry states. This is most notable in the case of the aluminium component
where the re-shock of the material is observed experimentally at a time of 0.13 µs
but is not reproduced in the model.
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Figure 7.22: A comparison of experimental velocimetry data and Autodyn hy-
drocode simulations taken 0.10mm either side of the contact inter-
face in the plate impact of an aluminium 1050 - stainless steel 316
multi-material target with the interface orientated at 0.0 .
The simulated velocimetry profiles across spatial positions in the range 0.10mm
to 0.50mm either side of the contact interface are now presented in figure 7.23.
From the figure it can be seen that only minor variations in the velocity profile
152
with spatial position are predicted in the aluminium component with an initial
peak state 16m s 1 lower at an o↵set of 0.50mm compared to closer to the con-
tact face. A more significant variation in the velocity with position is predicted
in the stainless steel material however with the velocity profile deviating from
the plastic shock front at successively later points in time with increased distance
from the contact interface consistent with the release of the material. While these
spatial features were not observed to a significant extent in either of the exper-
iments presented with the interface orientated at 0.0  they do however bear a
strong resemblance to the experimental results seen in the case of the 5.0  target
configuration presented in figure 7.14, the simulations of which will be considered
next.
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Figure 7.23: Simulated Autodyn hydrocode velocimetry data taken at a range of
spatial positions either side of the contact interface in the modelled
plate impact of an aluminium 1050 - stainless steel 316 multi-material
target with the interface orientated at 0.0 .
A comparison of simulated and experimentally determined velocimetry profiles
are now presented in figure 7.24 for the 267m s 1 plate impact of an aluminium
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1050 - stainless steel 316 multi-material target with a contact interface orientated
at an angle of 5.0 . For the aluminium component results are provided for two dis-
tinct spatial positions 0.10mm and 0.25mm from the contact interface. From the
figure it can immediately be seen that with the exception of the elastic precursor
these two velocimetry profiles are in close agreement with the simulated results
presented in red, within the ± 12m s 1 or 3% uncertainty of the line-VISAR di-
agnostic at this velocity. While the relative timing of the plastic shock front in
the stainless steel component can be seen to be remarkably well predicted by the
model the point at which the velocimetry profile deviates from this shock front
is however less well modelled at 97m s 1 compared to 151m s 1 determined ex-
perimentally. It should be noted here that this feature was well predicted for the
contact interface orientated at 0.0  in figure 7.22 where a similar velocimetry pro-
file was predicted so the origin of the increased velocity observed in the case of the
5.0  target is unclear. A similar o↵set between the experimental and simulated
velocity traces remain present with increased distance from the interface, these
are however excluded from the figure for the purpose of clarity.
Simulated results are presented in figure 7.25 for the final target configuration
considered here consisting of an aluminium 7068 - stainless steel material pairing
with the interface orientated at an angle of 5.0  relative to the direction of loading.
In common with the aluminium 1050 experimental setup, considered in figure 7.23,
higher initial free surface velocities can be seen to be predicted closer to the contact
interface in the aluminium component. This can be seen to be the result of re-
shocks of the material appearing to emanate from the material boundary following
the peak velocity state, observed to occur at successively later times with increased
distance from the contact interface. Notably however in the experimental results
for this target configuration shock waves were observed to emanate from the elastic
precursor, of significant magnitude in this material, a feature not immediately
evident in this simulation.
In summary results have been presented and compared to hydrocode models
for the plate impact of multi-material targets generating shock-induced sliding at
aluminium - stainless steel contact interfaces. In this set of experiments material
pairings have been considered consisting of stainless steel 316 paired separately
with aluminium 1050 and aluminium 7068 of relatively low and high yield strength
respectively. These experiments have been repeated with interfaces arranged at
both 0.0  and 5.0  relative to the direction of loading with the use of relatively thin
targets of 3.00mm thickness allowing the initial stages of shock induced sliding to
be investigated.
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Figure 7.24: A comparison of experimental velocimetry data and Autodyn hy-
drocode simulations taken at a range of spatial positions either side
of the contact interface in the plate impact of an aluminium 1050 -
stainless steel 316 multi-material target with the interface orientated
at 5.0 .
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Figure 7.25: Simulated Autodyn hydrocode velocimetry data taken at a range of
spatial positions either side of the contact interface in the modelled
plate impact of an aluminium 7068 - stainless steel 316 multi-material
target with the interface orientated at 5.0 .
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In each of these experiments the material response in the direct vicinity of the
contact interface appeared to be governed by the re-shock and release of the ma-
terial originating at the contact interface. This resulted in a significantly higher
observed velocity in the aluminium component than anticipated from its planar
response and conversely a much lower observed velocity in the stainless steel mate-
rial. When compared to hydrocode models, pairings involving the aluminium 1050
alloy were additionally notable in that they were found to be well represented by
a frictionless sliding model of the contact interface assuming perfect contact (i.e.
no gaps), with the spatial variations in the observed velocimetry traces therefore
accounted for by equilibration of the velocity profile alone.
Results from experiments conducted using the higher yield strength aluminium
7068 alloy on the other hand were found to be more di cult to reproduce with
the primary di↵erence evident from the line-VISAR velocimetry data being the re-
shock and release of the surrounding material at the arrival of the elastic precursor
as opposed to the plastic shock front.
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8 Conclusions
In reference to the original aims of this research presented in chapter 1, two sepa-
rate novel diagnostic techniques have been developed and fielded over the course
of this research utilising spatial resolution to probe the dynamic response of multi-
material aluminium and stainless steel targets under shock loading conditions. The
first of these, presented in chapter 3 utilised metallography of a targets intrinsic
grain structure to enable the material deformation at sliding contact interfaces to
be identified in final state shock-recovered target samples.
Deformation along the contact interface in these samples resulting from shock-
induced sliding was found to occur on two distinct mutually exclusive length scales
of millimetre and micrometre depth, extending from the contact surface for nom-
inally identical loading conditions. Through comparison with laser velocimetry
measurements target samples exhibiting micrometre scale subsurface deformation
along the contact interface were found to have a relatively high measured free
surface velocity in comparison to those exhibiting deeper, millimetre scale defor-
mation processes. The deviation in the observed velocity profiles was attributed
to the thermal softening and yielding of the material in the micrometre defor-
mation case consistent with a low e↵ective resistance to shock-induced sliding.
Further to this the di↵erence in the material deformation mechanism for target
setups of nominally identical loading conditions was attributed to work hardening
during the assembly process of the multiple target components, promoting shear
in this material when loaded under shock conditions. This not only provides an
insight into the di↵erent distinct deformation and therefore shock-induced sliding
mechanisms but emphasises the sensitivity of the dynamic response to the initial
conditions present at the contact interface.
The second novel diagnostic technique to be developed and implemented as
part of this project was the laser interferometric imaging diagnostic, line-imaging
VISAR, capable of providing spatially and temporally resolved velocimetry mea-
surements over a one dimensional region. This was utilised on two distinct target
length scales, fielded first of all across the contact interface on the rear surface of
a 15mm thick aluminium - stainless steel multi-material target. This was formed
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with a planar contact interface orientated parallel to the direction of loading, im-
pacted via the gas gun driven plate impact of a copper flyer. By comparison
of the captured velocimetry profiles with hydrocode modelling the presence of a
small 35 µm gap between the sliding components was identified as the most prob-
able origin of the velocimetry profile seen to occur experimentally with the sliding
response otherwise well represented by a frictionless contact model.
Finally, a series of experiments were conducted on aluminium - stainless steel
multi-material targets of 3mm thickness designed to probe the shock response at
sliding interfaces over relatively short sliding timescales of up to 0.25 µs. Stainless
steel 316 components were paired separately with both aluminium 1050 and 7068
alloys in order to consider the role of intrinsic material properties, particularly yield
strength while the interface was orientated at both 0.0  and 5.0  angles relative to
the direction of loading. In each of these experiments the material response in the
direct vicinity of the contact interface appeared to be governed by the re-shock
and release of the material with wave structures seen to originate at and emanate
from the contact interface. This was found to consistently result in an increased
observed velocity profile in the aluminium component and decreased velocity in
the stainless steel material when compared to the planar impact case. When
compared to hydrocode models, experimental pairings involving the aluminium
1050 alloy were additionally found to largely be well represented by a frictionless
material interface model over the short sliding timescales encountered for this
target setup. In the case of pairings including the higher yield strength aluminium
7068 material a primary di↵erence observed was the presence of release and re-
shock waves appearing to emanate from the contact interface at the breakout of
the elastic precursor as opposed to the plastic shock front.
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