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Abstract: We show how the gauge and field structure of the tensor hierarchies in Dou-
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redefinitions, the role of covariantly constrained fields and intertwiners. The results are con-
nected to Gauged Supergravities through generalized Scherk-Schwarz reductions. We find
that certain gauging-dependent parameters generate trivial gauge transformations, giving
rise to novel symmetries for symmetries that are absent in their ungauged counterparts.
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1 Introduction
While the homotopy associative A∞ algebra [1, 2] is the mathematical structure underlying
the classical open string field theory sector, closed string field theory is organized by a
homotopy Lie algebra, an L∞ algebra whose axioms and identities were given in [3]–[4].
These algebras feature in a vast range of field theories [5], including consistent truncations
of closed string field theory [6], higher-spin theories [7] and gauge theories [8–11]. Given
this context it was recently suggested in [12] that L∞ algebras provide a classification of

















paper by a number additional examples of field theories fitting into L∞ algebras: Chern-
Simons theories, Einstein gravity, etc. Later on the scope was even expanded [13–16]. More
aligned with our plan is the fact that Double Field Theory (DFT) [17, 18]–[19] also enjoys
an underlying L∞ structure: Courant algebroids can be cast in this language [20] as well
as their duality covariant counterparts [21]–[22, 23], but more generally the full interacting
theory exhibits this structure [12].
The explicit relation between the elements appearing in an L∞ algebra and those in
field theories has been systematized in [12]. The fields, gauge transformations and equations
of motion belong to distinct graded subspaces in the algebra. Certain products can be read
from the gauge transformations of the fields, the equations of motion, the closure identities,
etc. Other products are then chosen to satisfy the L∞ identities, which eventually force
the inclusion of additional graded subspaces.
This paper is devoted to discuss how tensor hierarchy [24] algebras fit into L∞ alge-
bras.1 We consider a number of representative examples in four space-time dimensions,
such as the tensor hierarchy entering the Kaluza-Klein formulation of DFT (KK-DFT) [39],
the one in E7(7) Exceptional Field Theory (EFT) [40, 41], and those of gauged supergravi-
ties (in particular half-maximal [42], maximal [43, 44] and we also give a general discussion
based on [45]). For general reviews see [46–50].
A number of caveats are in order:
• We will only discuss the tensor hierarchy sector, namely p-form fields, and ignore
other fields such as the graviton and scalars. The reason for this is that the metric
must be invertible, and in duality covariant theories the scalars are grouped into a
group-valued tensor, so they necessarily involve a background field expansion making
the analysis cumbersome. Considering the tensor hierarchy fields only involves finite
expansions and so can be dealt with exactly and non-iteratively. It is important to
emphasize that the products and identities involving field perturbations of the metric
and scalars will be ignored, so those considered here are only a subset of the full story.
• Tensor hierarchies are saturated by space-time dimensionality, namely, in n space-
time dimensions they can only include up to n-forms. However, the hierarchy can be
projected to end at any given level ≤ n, forming a subalgebra that closes exactly. In
some cases the tower of p-forms ends before space-time saturation, this is the case of
KK-DFT, where the tower has a single unprojected two-form and the tensor hierarchy
algebra closes exactly. Other cases, like in EFT and some gauged supergravities the
hierarchy is space-time saturated, but only a projection of it (via intertwiners) is
dynamical and enters the action. Democratic formulations including all p-forms in
the action are possible [51]. All these situations will be discussed here.
• We will mostly focus on Lgauge∞ or Lgauge+fields∞ , subalgebras of the full Lfull∞ algebra that
includes interactions and dynamics. There will be exceptions such as when analyzing
the KK-DFT tensor hierarchy, where we discuss the full Lfull∞ algebra including the
1Interesting papers with similar goals are [25–29]. Tensor hierarchies are also discussed in [30–35] and

















equations of motion. Crucial to our analysis will be a theorem stating sufficient
criteria for an algebra to fit into Lgauge∞ [52], and a small extension introduced here
to the Lgauge+fields∞ case.
Let us briefly anticipate some points to be discussed in the paper:
• It is well known that Double and Exceptional Field Theories are restricted by a sec-
tion condition, and as a consequence the gauge transformations admit non-vanishing
trivial parameters. We show that something similar happens in gauged supergravities:
the quadratic constraints imply that the gauge transformations admit non-vanishing
trivial parameters that depend on the gaugings and are then absent in the ungauged
theories. We will show how these two facts are connected through generalized Scherk-
Schwarz compactifications.
• It is a common saying that in Double and Exceptional Field Theories the gauge al-
gebra closes with respect to a bracket whose Jacobiator is a trivial parameter. This
is only true for a specific choice of variables. While field redefinitions leave the gauge
algebra intact, parameter redefinitions change the brackets and their field dependence
in such a way that the Jacobiator is no longer a trivial parameter. Any two sets of
variables are of course equivalent, and must correspond to an isomorphism of the L∞
algebra, so the fact that the gauge algebra is an L∞ algebra remains intact, but the
way in which the products are defined changes. In Double and Exceptional Field
Theories, and in gauged supergravities there are two interesting set of parameters.
One in which the gauge transformations of the fields can be cast in a manifestly co-
variant form (with respect to generalized diffeomorphisms and gauge transformations
respectively): this is the usual set chosen in ExFT and gauged supergravities. For
this set the brackets and trivial parameters are field dependent, and the Jacobiator
in not a trivial parameter. There is a different set of parameters, related to the
previous one through field dependent redefinitions, for which the brackets and trivial
parameters do not depend on the fields, and the Jacobiator is a trivial parameter.
• When dynamics is taken into account — so as to obtain the Lfull∞ — the tensor
hierarchy couples to the other fields through the equations of motion. It is then
impossible to disentangle the tensor hierarchy from the rest of the theory and, even
if the perturbations of the metric and scalars are ignored, the L∞ products and
identities must depend on their background values. We will show this explicitly with
some examples.
• Some ExFT feature the presence of “covariantly constrained fields” satisfying section-
type conditions. These are required by closure of the algebra and covariance of the
field strengths, and so play a crucial role in the L∞ analysis. They are also crucial
to establish how to extend the tensor hierarchy to higher forms, which also require

















The paper is organized as follows. Section 2 is a self-contained review of L∞ algebras,
closely following [12]. We review sufficient criteria [52] for a theory to fit into Lgauge∞ , and
slightly generalized the theorem to the case Lgauge+fields∞ . In section 3 we review the KK-
formulation of DFT and show how the tensor hierarchy sector embeds into Lfull∞ . The gauge
algebra of the tensor hierarchy in E7(7) EFT is discussed in section 4, together with its
embedding in Lgauge+fields∞ algebras. Finally in section 5 we show how tensor hierarchies
in gauged supergravities fit into L∞ algebras. The appendices contain complementary
computations.
2 L∞ algebra and its field theory
In this section we give a brief self-contained review of L∞ algebras in the `-picture and
their relation to field theories, their gauge sector and dynamics, as presented in [12]. We
refer to that paper and references therein for more details.
To have an L∞ algebra we first define a vector graded space X which is the direct sum




Xn , n ∈ Z . (2.1)
We will denote by x an element of X with definite degree, i.e, x ∈ Xp for some fixed p.
Next we introduce multilinear products `k
`k : X
⊗k → X , (2.2)
with intrinsic degree k − 2, meaning that when acting on elements xi we obtain




It is useful to note that `1 acts as a mapping as follows `1 : Xp → Xp−1. The products are
graded commutative and obey the L∞ relations, which constitute a deformation of Jacobi
identities and will be introduced soon. The graded commutative property means that a sign
might appear when exchanging the arguments. For a permutation σ of k labels we have
`k(xσ(1), . . . , xσ(k)) = (−1)σε(σ;x) `k(x1, . . . , xk) . (2.4)
The (−1)σ factor gives a plus or minus sign if the permutation is even or odd, respec-
tively. The ε(σ;x) factor is the Koszul sign. We first take a graded commutative algebra
Λ(x1, x2, · · · ) with
xi ∧ xj = (−1)deg(xi)deg(xj) xj ∧ xi , ∀i, j , (2.5)
and then define the Koszul sign for a general permutation as
x1 ∧ . . . ∧ xk = ε(σ;x) xσ(1) ∧ . . . ∧ xσ(k) . (2.6)
For example, for `2 we get

















where we introduced the notation
(−1)deg(xi)deg(xj) ≡ (−1)xixj , (2.8)
that is, within exponents the xi always refer to its degree.
The L∞ relations are labeled by a positive integer n given by the number of inputs.







`i(xσ(1) , . . . , xσ(i)) , xσ(i+1), . . . xσ(n)
)
= 0 . (2.9)
The sum over σ is a sum over “unshuffles”, it includes only the terms which satisfy
σ(1) < · · · < σ(i) , σ(i+ 1) < · · · < σ(n) . (2.10)
As a shorthand notation, it is common to write these relations as∑
i+j=n+1
(−1)i(j−1)`j `i = 0 , (2.11)
such that
n = 1 0 = `1`1 (2.12)
n = 2 0 = `1`2 − `2`1 (2.13)
n = 3 0 = `1`3 + `2`2 + `3`1 (2.14)
n = 4 0 = `1`4 − `2`3 + `3`2 − `4`1 , . . . (2.15)
For n = 1 we have
`1(`1(x)) = 0 . (2.16)
This means that `1 is a nilpotent operator, sometimes called Q as the BRST operator.
The n = 2 identity is
`1(`2(x1, x2)) = `2(`1(x1), x2) + (−1)x1`2(x1, `1(x2)) . (2.17)
It implies that `1 acts as a (graded) distributive operator on the arguments of `2.
For n = 3 we have
0 = `2(`2(x1, x2), x3) + (−1)(x1+x2)x3`2(`2(x3, x1), x2) + (−1)(x2+x3)x1`2(`2(x2, x3), x1)
+ `1(`3(x1, x2, x3)) + `3(`1(x1), x2, x3) + (−1)x1`3(x1, `1(x2), x3)
+ (−1)x1+x2`3(x1, x2, `1(x3)) . (2.18)
In the following we will see that when the arguments of `2 are the gauge parameters of
some field theory, it will be related to the bracket of the gauge algebra. As such, the
first line above will become the Jacobiator. For this reason, the last line characterizes a
deformation of a strict Lie algebra. Since the Jacobi identity holds modulo a BRST exact


















Gauge Parameters ζ Fields Ψ E (3 EOMF)
Table 1. Graded subspaces and the elements they contain.
saying is that `2 satisfies the Jacobi identity “up to homotopy”, or that this is an homotopy
Lie algebra [4].
We also display the n = 4 identity, as will be needed later
0 = `1( `4(x1, x2, x3, x4))
− `2( `3(x1, x2, x3), x4) + (−1)x3x4 `2( `3(x1, x2, x4), x3)
+ (−1)(1+x1)x2`2(x2, `3(x1, x3, x4)) − (−1)x1`2(x1, `3(x2, x3, x4))
+ `3(`2(x1, x2), x3, x4) + (−1)1+x2x3 `3(`2(x1, x3), x2, x4)
+ (−1)x4(x2+x3)`3(`2(x1, x4), x2, x3)− `3(x1, `2(x2, x3), x4)
+ (−1)x3x4`3(x1, `2(x2, x4), x3) + `3(x1, x2, `2(x3, x4))
− `4(`1(x1), x2, x3, x4)− (−1)x1`4(x1, `1(x2), x3, x4)
− (−1)x1+x2`4(x1, x2, `1(x3), x4)− (−1)x1+x2+x4`4(x1, x2, x3, `1(x4)) .
(2.19)
Notice that, in the same sense that for n = 3 the “Jacobiator” `2`2 vanishes “up to
homotopy”, the same is true in n = 4 for `2`3 − `3`2.
After this brief self-contained introduction to L∞ algebras, we now show how to relate
these results with field theories [12]. In the first place, we must assign a given degree p
to gauge parameters, fields, EOM, etc. and so specify to what vector subspace Xp they
belong. The general rule is to take the gauge parameters ζ as vectors of degree p = 0,
the dynamical fields Ψ as vectors of degree p = −1 and the EOM F as vectors of degree
p = −2. The EOM’s will form a subset of X−2 and, when needed, we will refer to a general
element of X−2 as “E”. If the field theory exhibits symmetries for symmetries, this picture
is incomplete and requires an extra graded subspace X1 with elements parameterizing such
ambiguity, and possibly further graded subspaces X2, X3, . . .. Here, ζ, Ψ and F stand for
direct sums in case there are more than one of each. After these assignments, one can readily
read some brackets from certain equations in the field theory. Lets see some examples.













2)− . . . , (2.20)
where we use the exponential notation for short




It can be checked that δζΨ so defined consistently belongs to the same vector subspace





































4) + · · · .
(2.24)
• The study of the gauge algebra leads to interesting features. Taking the commutator
of two gauge transformations and using the L∞ identities one finds























2 `n+3(ζ1, ζ2,F ,Ψn) . (2.27)
The supralabel in δ
T
ζ1,ζ2
stands for “trivial” as it is a term that vanishes on-shell.




Ψ = 0 and we obtain a gauge algebra that closes under the bracket
given by C(ζ1, ζ2,Ψ), which might be field dependent. If furthermore it turns out to
be field independent, then we get
[δζ1 , δζ2 ]Ψ = δ−`2(ζ1,ζ2)Ψ , `n+2(ζ1, ζ2, Ψ
n) = 0 , (2.28)
and the closure bracket is simply given by `2, as anticipated under (2.18).
• With respect to the gauge algebra, one can also consider the gauge Jacobiator J ,
given by




δζ3 , [δζ2 , δζ1 ]
]
= 0 . (2.29)
This vanishes by definition, as can be seen by expanding the terms and acting on a
probe field from right to left, i.e. δζ1δζ2δζ3Ψ = δζ1 (δζ2 (δζ3Ψ)). Using the L∞ relations
2As a side remark we point out that it might also be possible to go a step further and define an action
from which the EOM are obtained, study the gauge algebra, the covariance of the EOM under gauge
transformations, etc. For this one should be able to define an inner product 〈x1, x2〉 with the properties
〈x1, x2〉 = (−1)x1x2〈x2, x1〉 ,
〈x, `n(x1, . . . xn)〉 = (−1)xx1+1〈x1, `n(x, x2 . . . xn)〉 .
(2.22)
The first one accounts for its graded symmetry, and the second one implies that it is a multilinear graded-








〈Ψ, `n(Ψn) 〉 , (2.23)



















n) Equations of motion (2.24)
`n+1(ζ, Ψ) Field gauge transformations (2.20)
`n+2(ζ
2, Ψ) Closure (2.26)
`n+3(ζ
3, Ψ) Jacobiator (2.31)
`n+2(ζ, F , Ψn) EOM gauge transformations (2.34)
`n+3(ζ
2, F , Ψn) On-shell closure (2.27)
Table 2. Products that can be read from kinematic and dynamical equations in a field theory.
over (2.29) one finds ∑
cyc
[
δζ3 , [δζ2 , δζ1 ]
]
Ψ = −δQ′χ Ψ− δ
T
χΨ , (2.30)





























2 `n+2(F , χ,Ψn) . (2.33)
It can be shown that the r.h.s. of (2.30) vanishes identically when using the L∞
relations, as it must be.
• It will be useful in what follows to consider the gauge transformation of the equations








2 `n+2(ζ1,F ,Ψ) = `2(ζ,F)+`3(ζ,F ,Ψ)−
1
2
`4(ζ,F ,Ψ2)+. . .
(2.34)
We collect in a table 2 some of the products that can be directly read from standard
expressions in a field theory. To see if a particular theory can be written in this framework
one has to determine all `n products acting over all vectors (fields, gauge parameters and
equations of motion) and then check all L∞ relations. It could also be possible that the
vector subspaces defined so far are not enough (namely that table 1 is incomplete) and one
has to consider additional ones, as it happens for example in DFT where one has to add a
vector subspace X1. The fundamental formulas are (2.20) and (2.24). Knowing the specific
form of the gauge transformations of the particular theory we are interested in, we can
immediately read off the products `n+1(ζ,Ψ
n) and `n(Ψ

















these products and the L∞ relations we can determine all products. However, this can be a
tedious work. At this point formulas like (2.25), (2.30) and (2.34) come to our rescue. They
are a consequence of the previous ones plus the L∞ relations but they are also important
as they allow to read off certain products immediately. We insist however that whatever
the route to identify products is, in the end all L∞ identities must be checked explicitly.
Take for example the case of DFT [21]. The gauge algebra closes under the C-bracket,
which does not depend on fields
[δζ1 , δζ2 ] Ψ = δ−[ζ1,ζ2](C)Ψ . (2.35)
Comparing this expression with (2.28) we can readily make the identification
`2(ζ1, ζ2) = [ζ1, ζ2](C) . (2.36)
Now we could evaluate the identity for three gauge parameters (2.18). We have pointed
out that the last line of (2.18) in this particular case gives the Jacobiator, which in the
case of DFT is famously given by
J(ζ1, ζ2, ζ3) ≡ 3
[
[ζ[1, ζ2] , ζ3]
]
= ∂ N(ζ1, ζ2, ζ3) , (2.37)
with the so-called Nijenhuis scalar defined by
N(ζ1, ζ2, ζ3) ≡
1
2
[ζ[1, ζ2](C) · ζ3] . (2.38)
After setting `3(`1(ζi), ζj , ζk) ≡ 0 we can identify
`3(ζ1, ζ2, ζ3) = −N(ζ1, ζ2, ζ3) ,
`1(N(ζ1, ζ2, ζ3)) = ∂N(ζ1, ζ2, ζ3) .
(2.39)
These two last identifications done after evaluating a particular L∞ identity could also be
obtained by directly comparing the DFT gauge Jacobiator with (2.30)∑
cyc
[
δΛ3 , [δΛ2 , δΛ1 ]
]
Ψ = δ∂N(ζ1,ζ2,ζ3)Ψ , (2.40)
which, of course, is zero when evaluating the gauge variation of the field after using the
strong constraint.
A clarification is in order. We have said that we need to determine all products acting
over all vectors and that some equations make this possible, for example (2.24) leads to
the knowledge of `n(Ψ
n). However, we would like to know not only the diagonal part of `n
acting on fields, but `n(Ψ1,Ψ2, . . . ,Ψn) with non diagonal entries. This can be achieved
with the help of polarization identities. For the simplest case, `2, we get
2`2(Ψ1,Ψ2) = `2(Ψ1 + Ψ2,Ψ1 + Ψ2)− `2(Ψ1,Ψ1)− `2(Ψ2,Ψ2) , (2.41)
and this expression can be generalized to any `n.
After we have identified the products, we must check the L∞ identities. However,

















construction of an L∞ field theory and it is not necessary to do an explicit check. As
shown in [12], the identities acting over a list of fields (Ψ1, . . . ,Ψn) hold true provided we
define
`n+1(E,Ψ1, . . . ,Ψn) = 0 , n ≥ 0, E ∈ X2 . (2.42)
The identities acting over a list (ζ1, ζ2,Ψ1, . . . ,Ψn), and (ζ,Ψ1, . . . ,Ψn) with n ≥ 1 also
hold true. These identities come from closure of the gauge algebra over fields and the gauge
transformations of the equations of motion, respectively.
2.1 Sufficient criteria for the gauge sector to fit into L∞
In [52] a theorem was presented, stating sufficient conditions for a gauge algebra to lie
within an Lgauge∞ structure. Since we will refer to it often, we dedicate a separate subsection
to review it briefly. The theorem only refers to the gauge algebra, not the complete field
theory. Given an algebra (V, [ ·, · ]) with bilinear antisymmetric 2-bracket and a vector space
U with a linear map D : U → V satisfying
[Im(D), V ] ⊂ Im(D) , (2.43)
and
∀v1, v2, v3 ∈ V : Jac(v1, v2, v3) ∈ Im(D) , (2.44)
where Im(D) denotes the image of D, there exists a 3-term L∞ structure with `2(v, w) =
[v, w] on the graded vector space with
X2
`1=ι−−−→ X1
`1=D−−−→ X0 , (2.45)
where X0 = V , X1 = U , X2 = Ker(D), Ker(D) denotes the kernel of D and ι denotes the
inclusion of Ker(D) into U .
In a more physical language, the hypothesis of this theorem are roughly
• The field transformations admit trivial parameters. The gauge algebra closes with
respect to a given bracket. The bracket between a trivial parameter and a generic
one is itself a trivial parameter.
• The Jacobiator computed from the bracket is a trivial parameter.
When these hypothesis are met, the theorem states that the gauge algebra fits into an L∞
structure, with a few non-vanishing products written in equation (4.26) in [52].
We will show that all the cases considered in this paper satisfy these hypothesis.
However, this will prove not to be always a simple task: the form of the brackets and
the trivial parameters is highly sensitive to redefinitions, and the criteria outlined above is
only useful when a specific set of parameters is considered. Meeting the criteria involves
finding an appropriate set of variables, and we will comment on what happens when other
sets are considered.
In the next subsection we point out that the consequences of these hypothesis are in

















2.2 Sufficient criteria for the gauge + field sectors to fit into L∞
The theorem of the previous subsection 2.1 can be extended so as to consider in addition
the graded space of fields, in what was called in [12] Lgauge+fields∞ . To be more precise,
we will take the fields to belong to the graded subspace X−1 and consider their gauge
transformations given by (2.20). We will not consider their EOM, so all the products
in (2.24), namely `n(Ψ
n), are taken to be null and thus there is no need for a graded
subspace X−2. Under the same conditions, we show that the algebra is in fact that of
Lgauge+fields∞ and the only additional non-vanish products (apart from those in equation













2)− . . . . (2.46)
We have to deal now with products involving fields Ψ ∈ X−1 and other elements from
other subspaces. We can consider the L∞ relations acting over the following lists:
• Two ζ ′s ∈ X0 and any number n ≥ 0 of Ψ′s ∈ X−1: (ζ1, ζ2,Ψ1,Ψ2, . . .).
• One ζ ∈ X0 and any number n > 0 of Ψ′s ∈ X−1: (ζ,Ψ1,Ψ2, . . .).
• Only one ζ ∈ X0. There is no Ψ ∈ X−1 in this list, but we have to consider it because
the product `1 maps to the subspace of fields: `1(ζ) ∈ X−1.
• At least one c ∈ X2 (and any other vector on the list, including at least one Ψ ∈ X−1):
(c, . . .).
• At least one χ ∈ X1 (and any other vector on the list, including at least one Ψ ∈ X−1):
(χ, . . .).
• Three or more ζ ′s ∈ X0 and any number n > 0 of Ψ′s ∈ X−1: (ζ1, ζ2, ζ3 . . .,
ζn,Ψ1,Ψ2, . . .).
As shown in [12], the products given by the first case satisfy the L∞ relations as a
consequence of closure of the gauge algebra over fields. The second item is trivially fulfilled
once we make the choice `1(x) = 0, with x ∈ X−1. The third one gives rise to the identity
`1(`1(ζ)) = 0 which is verified trivially for the same reason.
For the other cases, we will construct all possible terms of the identities, which are
of the form `i(. . . `j(. . .)) and show that they are null or compensate each other. We will

















At least one c ∈ X2 (and any other vector on the list, including at least one
Ψ ∈ X−1). There are only two nontrivial products involving a c in X2: `1(c), `2(c, ζ).
First consider that we have at least two c′s. We would get the products
`i(c1,Ψ, . . . `2(c2, ζ)︸ ︷︷ ︸
≡c̃∈X2
)⇒ `i(c1,Ψ, . . . c̃) = 0, (2.47)
`i(c1,Ψ, . . . `1(c2)︸ ︷︷ ︸
≡χ∈X1
)⇒ `i(c1,Ψ, . . . χ) = 0, (2.48)
`i(c1, c2 . . . `j(. . .)) = 0 . (2.49)
For only one c we get
`i(Ψ, . . . `1(c)︸︷︷︸
≡χ∈X1
)⇒ `i(Ψ, . . . χ) = 0, (2.50)
`i(Ψ, . . . `2(c, ζ)︸ ︷︷ ︸
≡c̃∈X2
)⇒ `i(Ψ, . . . c̃) = 0, (2.51)
`i(c, `j(Ψ . . .)︸ ︷︷ ︸
must be in X0.
) , (2.52)
but it is not possible to form a nontrivial `j(Ψ . . .) ∈ X0, thus the last product is also zero.
At least one χ ∈ X1 (and any other vector on the list, including at least
one Ψ ∈ X−1). There are only four nontrivial products involving χ: `1(χ), `2(χ, ζ),
`2(χ1, χ2), `3(χ, ζ1, ζ2). This means that we can have at most two χ’s.
If we have more than two χ’s we would necessary have to group at least one with a
Ψ inside a product (as we cannot have more than two χ′s together in the same product),
which is zero. Take for example the case of three χ’s:
`i(χ1, χ2, . . . `j(χ3,Ψ . . .)︸ ︷︷ ︸
=0




Now take the list (χ1, χ2, . . .). The possibilities are:
`i(χ1 . . . `j(χ2,Ψ . . .)︸ ︷︷ ︸
=0
) = 0 (2.54)
`i(χ1,Ψ . . . `j(χ2, . . .))︸ ︷︷ ︸
=0
= 0 (2.55)
`i(Ψ . . . `2(χ1, χ2)︸ ︷︷ ︸
≡c∈X2
) = `i(Ψ, . . . c) = 0 , (2.56)
where we have used in the last line that there is no product mixing a c ∈ X2 and a Ψ ∈ X−1.
Now take the list with only one χ and consider it as an argument of the second


















`i(Ψ . . . `3(χ, ζ1, ζ2)︸ ︷︷ ︸
≡c∈X2
) = `i(Ψ . . . c) = 0 (2.57)
`i(Ψ . . . `2(χ, ζ)︸ ︷︷ ︸
≡χ̃∈X1
) = `i(Ψ . . . χ̃) = 0 (2.58)
`i(Ψ . . . `1(χ)︸ ︷︷ ︸
≡ζtriv.∈X0
)⇒ `n+1(Ψn, ζtriv.) = 0 . (2.59)
The last line gives zero, as these products come from the gauge transformations of the
fields with a trivial parameter.
Considering that χ is in the outermost product, we get
`i(χ, `j(Ψ . . .))⇒
{
`j(Ψ . . .) ∈ X0, not possible,
`j(Ψ . . .) ∈ X1, not possible .
(2.60)
`i(χ, ζ, `j(Ψ . . .))⇒ `j(Ψ . . .) ∈ X0, not possible . (2.61)
Three or more ζ′s ∈ X0 and any number n > 0 of Ψ′s ∈ X−1. We start
by considering three gauge parameters. We first notice that we cannot use the products
`n+1(ζ,Ψ
n), which give an element Ψ̃ ∈ X−1. If they were in the second product `j we
would have
`i(ζ1, ζ2, `n+1(ζ,Ψ
n)) = `3(ζ1, ζ2, Ψ̃) = 0 . (2.62)
Trying to use them in the first product does not work either. For `1(ζ) we would need the
























Thus, one of the products must be `3(ζ1, ζ2, ζ3) ≡ χ ∈ X1. If it was in the second product
`j we would have
`i(. . . `j(. . .)) = `n+1(Ψ
n, `3(ζ1, ζ2, ζ3)) = `n+1(Ψ
n, χ) = 0 . (2.66)
If it was in the first product, we would need the second one to give a X0 element to get a






Considering more than three gauge parameters and repeating the arguments as before one

















3 L∞ and Double Field Theory
The embedding of DFT into Lfull∞ was performed in [12], and so there will be no surprises
in this section. Here we consider the KK-formulation of DFT [39] with the goal of learning
how its tensor hierarchy fits into L∞. The advantage of this formulation is that it is similar
in structure with EFT and gauge supergravities, and so will serve as a platform to extract
lessons for future discussions.
3.1 Review of the Kaluza-Klein formulation of Double Field Theory
In this section we review the KK-formulation of DFT [39]. We present in the appendix
the relation of this formulation with the generalized metric approach [53]. The fields
and gauge parameters depend on external and internal coordinates (xµ , XM ), with µ an
external GL(n) index, and M an internal fundamental O(d, d) index. The duality invariant
metric ηMN and its inverse raise and lower internal indices, and the internal coordinate
dependence is restricted by the strong constraint that states that fields and parameters
and their products are annihilated by the duality invariant Laplacian
∂M ⊗ ∂M · · · = 0 . (3.1)
The fields are
gµν , Bµν , φ , Aµ
M , MMN , (3.2)
the scalar matrixMMN being a duality group-valued constrained field (i.e. MMPMPN =
δNM ). The gauge fields Aµ
M and Bµν will be referred to as the fields of the tensor hierarchy.
The symmetries of the theory are:
• A global O(d, d|R) symmetry.
• A local O(1, n− 1|R)×O(d|R)×O(d|R) which is trivial in this formulation.
• External diffeomorphisms, parameterized by a vector ξµ.
• Gauge transformations of the two-form, parameterized by a one-form Ξµ.
• Internal generalized diffeomorphisms, parameterized by an O(d, d) vector ΛM .
We will deal with two different sets of parameters, related by field-redefinitions. Those
noted with a hat (Λ̂ , Ξ̂) are such that the gauge transformations can be written in a
covariant form with respect to internal generalized diffeomorphisms. An alternative set of
parameters (Λ , Ξ) are more convenient in order to make contact with the usual formulation
of DFT (see appendix) and to explore how the tensor hierarchy gauge algebra is that of
L∞. Both sets of parameters are related as follows
Λ̂M = ΛM + ξµAµ
M , (3.3)
































ρDρgµν + 2D(µξρgν)ρ + Λ̂M∂Mgµν , (3.4)
δBµν = A[µ
M δAν]M + ξ
ρHρµν + 2D[µΞ̂ν] −FµνM Λ̂M , (3.5)










M = ξρFρµM + gµρMMN∂Nξρ +DµΛ̂M + ∂M Ξ̂µ , (3.7)
δMMN = ξρDρMMN + L̂Λ̂MMN . (3.8)
Before defining the quantities that appear in these transformations, let us briefly go
through a review of generalized diffeomorphisms. First we define the D-bracket






V P , (3.9)
which is not antisymmetric but does satisfy the Jacobi identity. In terms of it we can define
the generalized Lie derivative
L̂ΛVM = [Λ , V ]M(D) + λ(V ) ∂PΛ
PVM . (3.10)
Here λ(V ) is called a weight: all tensors in this section have vanishing weight except for
the generalized dilaton. Extending the action of the generalized Lie derivative to tensors
of higher rank is straightforward. Crucially, it admits trivial gauge parameters of the form
ΛMtrivial = ∂
Mχ , L̂Λtrivial · · · = 0 , (3.11)
parameterized by functions χ(x,X). Then, we have a situation of symmetries for symme-
tries in DFT: two apparently different gauge parameters generate the same transformation
if they are related by a trivial parameter. There is even a symmetry for symmetries for
symmetries situation, given by constant shifts in the space of functions that leave the trivial
parameters invariant.


























and doesn’t satisfy the Jacobi identity.
External derivatives ∂µ of objects that transform tensorially with respect to these
transformations are not covariant, so making these symmetries manifest requires the intro-
duction of new derivatives





















M + [Λ , Aµ]
M
(D) . (3.15)












and so its covariant derivative reads explicitly4


















δΛDµφ = ΛM ∂MDµφ . (3.19)
The covariant curvatures of the gauge fields are given by





























Hµνρ + 3F[µνMgρ]σMMN∂Nξσ , (3.24)
3Since the gauge vector Aµ enters the covariant derivative as a generator of the generalized Lie derivative,
its gauge transformation is only determined up to trivial parameters of the form (3.11). However, all possible
“orbits” are related through redefinitions of the parameters Ξ, as can be seen from (3.7).
4We note in passing that this covariant derivative can be integrated by parts in the presence of the
measure e−2φ∫







5A useful intermediate step is
δFµνM = 2DµδAν]M − ∂M∆Bµν , (3.21)
δHµνρ = 3D[µ∆Bνρ] + 3 δA[µM Fνρ]M , (3.22)

















and they are related through Bianchi identities




F[µνMFρσ]M = 0 .
Now that we have defined all the ingredients appearing in the gauge transformations,
we can verify closure. The gauge transformations obviously close
[δ1 , δ2] = −δξ12 − δΛ12 − δΞ12 , (3.26)
but only for the particular set of un-hatted parameters the brackets are field-independent
ξµ12 = [ξ1 , ξ2]
µ + ΛP[1∂P ξ
µ
2] , (3.27)






















This fact makes this set of parameter particularly convenient to explore how the DFT
tensor hierarchy fits into an L∞ algebra.
We can now turn to dynamics. The action of KK-DFT is given by
S =
∫
dnx d2dX e−2dL , (3.30)
where d depends as usual on g = det [gµν ] and φ
e−2d =
√
−g e−2φ , (3.31)
and the Lagrangian is










MMNFµνMFµνN − V . (3.32)
Up to a single term, the “scalar potential” V is defined as minus the generalized Ricci
scalar in DFT, but with the generalized metric replaced by the scalar matrix M











Given that the metric transforms as a scalar w.r.t. internal diffeomorphisms, within the
Ricci scalar R̂ all derivatives ∂µ must be replaced by A-covariantized derivatives Dµ in the
following way
R̂ = gµν R̂ρµρν , (3.34)





























and we also defined a new covariant derivative ∇µ = Dµ + Γ̂µ that covariantizes the part
of the external diffeomorphisms that involves external derivatives only.
Written like this, each term in the Lagrangian is independently and manifestly a Λ-
scalar, Ξ-invariant and duality invariant (the scalar potential is the only exception, as
the invariance with respect to internal diffeomorphisms is far from being manifest). The
relative coefficients between the terms are fixed by external diffeomorphism invariance, and
as a result
δL = ξµDµL+ Λ̂M∂ML = ξµ∂µL+ ΛM∂ML . (3.37)
On the other hand, while
√
−g transforms as a density under external diffeos and as a



















where Dµ acts on d the same way as on φ in (3.17). As a consequence, the action is
invariant w.r.t. to all the local symmetries.




dnx d2dX (δgµν∆gµν + δBµν∆B



















































































In the last line we used the standard notation for left-right projections,6 and wrote the
variation of the scalar potential in the same way as the generalized Ricci tensor because




(ηMN −MMN ) and P̄MN = 12 (ηMN +MMN ), the notation is such that VM =
PM


















3.2 The tensor hierarchy
Here we restrict attention to the degrees of freedom involved in the tensor hierarchy, namely
Aµ
M and Bµν , and so set the gravitational and scalar degrees of freedom to background
values (which we write with an overline). The symmetries relevant in the discussion of
the tensor hierarchy are internal generalized diffeos ΛM , and gauge transformations of the
two-form Ξµ, so we will also ignore external diffeomorphisms from now on ξ
µ = 0. This in
particular implies that Λ̂ = Λ in (3.3), and
Ξ̂µ = Ξµ +Aµ
M ΛM . (3.45)
When the transformations (3.5) and (3.7)
δAMµ = DµΛM + ∂M Ξ̂µ , (3.46)
δBµν = A[µ
MδAν]M + 2D[µΞ̂ν] − ΛM FµνM ,
are written in terms of the un-hatted parameters the gauge covariance is no longer manifest
δAµ
M = ∂µΛ
M + L̂ΛAµM + ∂MΞµ , (3.47)
δBµν = Λ
M∂MBµν + 2∂[µΞν] + ∂MΞ[µAν]
M −A[µM∂ν]ΛM .
These gauge transformations are annihilated by the following trivial parameters
ΛM = ∂Mχ , Ξµ = −∂µχ , Ξ̂µ = −Dµχ , (3.48)
where we define the arbitrary function χ to carry vanishing weight.
Let us now discuss the gauge algebra. We saw in (3.28)–(3.29) that closure with respect
to the parameters ΛM and Ξµ was achieved through the brackets














and note the brackets as
ΛM12 = ζ
M
12 = [ζ1 , ζ2]
M , (3.51)
Ξ12µ = ζ12µ = [ζ1 , ζ2]µ . (3.52)
This notation is useful to compute the Jacobiator







the components of which are known to be trivial parameters

















where we introduced the Nijenhuis scalar
































= DµΛM[1 Λ2]M , (3.58)
and now











and so we see that the Jacobiator is no longer a trivial parameter. We will discuss this
further and its relevance for EFT later.
3.3 The L∞ structure of the tensor hierarchy
Here we discuss how the algebraic structure of the tensor hierarchy in DFT fits into L∞.
We begin by discussing the kinematics, and later move to consider the dynamics. The first
step is to define the graded vector spaces, which divide here into the following subspaces
X1 : functions: χ(x
µ, XM )
X0 : gauge parameters (generically noted ζ): Λ
M , Ξµ
X−1 : fields (generically noted Ψ): Aµ
M , Bµν
X−2 : field equations (generically noted F): ∆AµM , ∆Bµν .
(3.60)
The space of functions might come as a surprise at the moment, but it turns out to be a
general feature in theories that exhibit symmetries for symmetries. We will sometimes add
indices to indicate which particular subspace we refer to within a given level. For example:
for Ψ ∈ X−1, ΨµM refers to a field AµM and Ψµν to a field Bµν . The same notation will
be used over products, for instance χ ∈ X1, `1(χ)µ indicates a parameter Ξµ as `1 maps
from X1 to X0, etc.
We will first describe thoroughly how to construct the pure gauge part and then con-
sider the dynamics of the fields. The pure gauge structure of DFT is given by the O(D,D)
covariantization of the Courant algebroid [21]. The relation between this structure and
L∞ algebras was done in [20] and later extended to the O(D,D) case in [22, 23] and [12].
As discussed in subsection 2.1, a recent paper [52] established sufficient conditions for a
gauge algebra to have an L∞ structure. In this section we review these results, closely


















X1 X0 X−1 X−2
Functions χ Gauge Parameters ζ Fields Ψ E (3 EOMF)
Table 3. New subspace X1 required by the failure of Jacobi.
For the sake of simplicity we begin by focussing on the subspace X0 with elements
ζ = ΛM + Ξµ, ignoring for the moment to the maximum extent the spaces X−1 and lower.
We will proceed in an order that might seem capricious, but is only intended to reach the
relevant results quickly. The first identity we consider is n = 3
−`1(`3(ζ1, ζ2, ζ3)) = `2(`2(ζ1, ζ2), ζ3) + `2(`2(ζ3, ζ1), ζ2) + `2(`2(ζ2, ζ3), ζ1)
+ `3(`1(ζ1), ζ2, ζ3) + `3(ζ1, `1(ζ2), ζ3) + `3(ζ1, ζ2, `1(ζ3)) .
(3.61)
We have already all the required ingredients to evaluate the r.h.s. . As explained before,
`2(ζ1, ζ2) must be read from the crossing of (2.28) and (3.49), yielding







The first line in the r.h.s. of (3.61) then becomes the Jacobiator (3.53)–(3.54)
J(ζ1, ζ2, ζ3) = ∂
MN(ζ1, ζ2, ζ3)− ∂µN(ζ1, ζ2, ζ3) ≡ DN(ζ1, ζ2, ζ3) , (3.63)
where N is the Nijenhuis scalar (3.55) and we have defined the operator
D ≡ ∂M − ∂µ . (3.64)
The second line in (3.61) is schematically of the form `3(ζi, ζj , `1(ζk)). Given that `1 maps
the last argument into X−1 these terms are of the form `3(ζ1, ζ2,Ψ) and vanish in light of
the discussion in (2.28). Then, the n = 3 equation (3.61) can be written as
− `1(`3(ζ1, ζ2, ζ3)) = DN(ζ1, ζ2, ζ3) ∈ X0 . (3.65)
Now note that the r.h.s. of (3.65) is not zero, and so `3(ζ1, ζ2, ζ3) ∈ X1 must also be non
vanishing, implying as anticipated that a new graded subspace X1 of functions χ(x,X) is
required (see table 3).
From here it is trivial to see that (3.61) is satisfied for the following choice of products
`3(ζ1, ζ2, ζ3) = −N(Λ1,Λ2,Λ3) ∈ X1
`1(χ) = Dχ, χ ∈ X1 .
(3.66)
Having introduced a new space of functions we now have to define new products and
verify identities, that include such elements as arguments. We begin the verification of the
first identity for χ ∈ X1
n = 1 : `1(`1(χ)) = `1(Dχ)
?

















Since Dχ belongs to the space of parameters, and is in fact a trivial one (3.48) one then
finds from (2.20) that
δDχΨ = `1(Dχ) + `2(Dχ,Ψ)−
1
2
`3(Dχ,Ψ2)− . . . = 0 . (3.68)
Since each term contains different powers in field perturbations, each one must vanish
separately, in particular the first one which implies that `1(Dχ) = 0, which is what we
wanted to verify.
Now we consider the next identity for n = 2 (2.17), with x1 = ζ and x2 = χ
`1(`2(ζ, χ)) = `2(`1(ζ), χ) + `2(ζ, `1(χ)) . (3.69)
An extra hypothesis was considered in [52]: for any ζ ∈ X0 we will need [Im(D), ζ] ⊂
Im(D) i.e., Im(D) is an ideal of X0 or, stated in other way, the commutator of a trivial
gauge parameter and any gauge parameter gives back a trivial gauge parameter. A short
computation shows that this is exactly what happens in the tensor hierarchy of DFT







Comparing this with the following rewriting of the n = 2 identity
D`2(ζ, χ) = `2(`1(ζ), χ)− [Dχ, ζ] , (3.71)





So far we obtained the following non-vanishing products with entries belonging to the




M + ∂MΞµ + 2∂[µΞν] ,




















These are the only non trivial products coming from the pure gauge sector and are
enough to show that this sector fits into an L∞ structure (with the help of the observation
made in subsection 2.1). The remaining identities that have not been checked (involving two
χ′s ∈ X1 and for ζ ′s ∈ X0) are presented in the appendix. The outcome of the forthcoming
analysis is that the products obtained so far will not be modified when considering entries
with lower grade. In particular, the absence of a 4-product `4 indicates that `2`3 − `3`2
vanishes exactly as opposed to “up to homotopy”, meaning that the gauge sector of the

















We now take into account the fields, their gauge transformations and their dynamics.
Some products that are trivial to identify are the following:
• From the gauge transformations of DFT (3.47) and the identifications (2.20) we
rapidly find
`2(ζ, Ψ) = [Λ, Aµ]
M
(D) + ∂PΞ[µAν]
P −A[µP∂ν]ΛP + ΛP∂PBµν ,
`n+1(ζ,Ψ
n) = 0, n > 1 .
(3.74)
• From the equations of motion of the gauge fields (3.43) and two-form (3.41) and
crossing with (2.24) we read off the products involving only fields `n(Ψ
n). As men-
tioned previously, we will only consider the fields of the tensor hierarchy and ignore
the fluctuations around the background for the metric gµν = gµν , the dilaton φ = φ
and MMN = MMN . Note that these backgrounds are by no means assumed to be
constant nor covariantly constant: they are only forced to satisfy the equations of
motion. In this case, the non-trivial products are of the form `n(Ψ
n) with n ≤ 3 and
Ψ = Aµ
M + Bµν . Here we only write explicitly the single product as will be needed
later. Expanding the EOM (3.43) and (3.41) in powers of Aµ
M and Bµν and keeping



















































Higher products of fields are obtained in the same way, we don’t show the expressions
here in order to lighten the presentation, and also because the identities in which they
appear are fulfilled by construction as explained at the end of section 2).
• We can use the gauge transformation of the EOM (2.34) to determine products of
the form `n+2(ζ, F , Ψn), n ≥ 0. First let us point out that the EOM for Bµν (3.41)
is covariant, namely it transforms as a tensorial density




, λ(∆Bµν) = 1 , (3.76)

























Then, from (2.34) we read
`2(ζ,F) = L̂Λ∆Bµν + ∆Bµν (∂νΛM + ∂MΞν) + L̂Λ∆cAµM ,
`3(ζ,F ,Ψ) = L̂Λ∆Bµν AνM + ∆Bµν L̂ΛAνM ,
`n+2(ζ,F ,Ψn) = 0 , for n ≥ 2 .
(3.78)
The products presented so far are enough to show that the theory lies within an L∞
structure (modulo a subtlety to be discussed in what follows). The direct way to verify
this is to write down all possible non-trivial identities with their corresponding arguments
and to check that there is no need for new non-zero products. This is done in detail in
the appendix. The strategy we follow consists in writing all possible lists of vectors with
definite degree and then apply the identities over them. Such possibilities are given by the
following lists:
• Any number of Ψ′s ∈ X−1: (Ψ1,Ψ2, . . .).
• One ζ ∈ X0 and any number n > 0 of Ψ′s ∈ X−1: (ζ,Ψ1,Ψ2, . . .).
• Two ζ ′s ∈ X0 and any number n ≥ 0 of Ψ′s ∈ X−1: (ζ1, ζ2,Ψ1,Ψ2, . . .).
• Three or more ζ ′s ∈ X0 and any number n ≥ 0 of Ψ′s ∈ X−1: (ζ1, ζ2, ζ3 . . .,
ζn,Ψ1,Ψ2, . . .).
• At least one χ ∈ X1 (and any other vector on the list): (χ, . . .).
• At least one E ∈ X−2 (and any other vector on the list): (E, . . .).
• Only one ζ ∈ X0.
The first three lists fulfill the L∞ identities by construction as pointed out at the end
of section 2. The first one is associated to the non-existence of a graded subspace X−3,
the second one to gauge transformations of the equations of motion, and the third one to
closure of the gauge algebra over fields. The fourth, fifth and sixth ones fulfill the identities
straightforwardly (see appendix).
The last one has an interesting implication: the dynamics of the tensor hierarchy can
not fit alone within an L∞ algebraic structure, it requires the extra field perturbations and
their background values. So far we considered mostly the gauge sector and decoupled the
degrees of freedom of the fields not belonging to the tensor hierarchy. In particular, we
found that if the graded subspace X−2 is assumed to be absent (namely, the dynamics is
ignored) then from (3.73) one finds that the following choice for `1 over gauge parameters
is consistent with the L∞ structure
`1(ζ) = ∂µΛ
M + ∂MΞµ + 2∂[µΞν] . (3.79)
Since this product maps into the space of fields, in order to verify the `1(`1(ζ)) = 0 identity
we must insert the above into (3.75). We rapidly get to the conclusion that it does not work.

















of the other fields. This is in fact to be expected because on the one hand the EOM mix
all the fields, and on the other because there are non-vanishing `1(ζ) components along
the fields that do not belong to the tensor hierarchy. Consider as an example the gauge
transformation of the scalar fields
δΛMPQ = L̂ΛMPQ = L̂ΛMPQ︸ ︷︷ ︸
`1(Λ)PQ
+ L̂ΛmPQ︸ ︷︷ ︸
`2(Λ,m)PQ
+ . . .
(3.80)
where mPQ = mPQ is the scalar first order perturbation. Only when these components of
`1(Λ) are considered, namely
`1(ζ) = ∂µΛ
M + ∂MΞµ + 2∂[µΞν] + L̂ΛMPQ + L̂Λd+ L̂Λgµν , (3.81)
the following identity is obtained
`1(`1(Λ))
µ
M = L̂Λ (∆AµM )bckg = 0, (3.82)
where (∆AµM )bckg stands for the equations of motion evaluated on background fields, and
we used that background fields are by definition constrained to satisfy the EOM.
This concludes the proof on how the tensor hierarchy in KK-DFT fits into an L∞
algebra. We remark that it is not enough to restrict the analysis to the tensor hierarchy
components of the different graded subspaces, but one should also consider other compo-
nents that might contribute through dependence on background fields, even if their pertur-
bations are ignored. The same situation arises when one considers the list (ζ,Ψ1,Ψ2, . . .):
the corresponding L∞ identity can be seen as coming from the gauge transformation of
the equations of motion, and we have made use of the gauge transformations over all fields
(including MPQ, d and gµν) in order to get the products in (3.78).
3.4 Redefinitions
When discussing KK-DFT we considered two sets of parameters. Ones with a hat (Λ̂M , Ξ̂µ)
that are convenient to write transformations covariantly with respect to internal generalized
diffeomorphisms. This set is interesting as it is the one usually considered in Exceptional
Field Theories and gauged supergravities. A property of this set of parameters is that, as
shown before, the brackets with respect to which the gauge transformations close are field
dependent, and the Jacobiator is not a trivial gauge parameter, and so identifying symme-
tries for symmetries in this set is a rather non-trivial task. We circumvented these issues
by performing the redefinitions (3.3) that connect the hatted parameter with the un-hatted
ones, which have the disadvantage of spoiling the manifest generalized diffeomorphism co-
variance of the gauge transformations, but are the specific set in which the brackets are
field independent and the Jacobiator is a trivial parameter, making them easier to analyze
in the context of L∞ algebras.
Given that the redefinition (3.3) is field dependent, the graded subspace to which
the hatted parameters belong must involve mixing between the graded subspaces of the

















isomorphism that connects them. Here we discuss how things fit into L∞ in the hatted
“frame”. We start by considering the gauge transformations in the form of interest, given by
δζAµ
M = DµΛM + ∂M Ξ̂µ
δζBµν = 2D[µΞ̂ν] − ΛMFµνM +A[µMδAν]M
(3.83)
from which we can identify the non-trivial products `1(ζ), `2(ζ,Ψ), `3(ζ,Ψ1,Ψ2),
`4(ζ,Ψ1,Ψ2,Ψ3).
We saw that closure
[δ1, δ2] = −δΛ12 − δΞ̂12 , (3.84)




Ξ̂12µ = DµΛM[1 Λ2]M .
Comparing with (2.25) we now get the identifications





`3(ζ1, ζ2, A) = −L̂AµΛM[1 Λ2]M ,
(3.85)
which differ from the previous ones, the novelty being that we have a non-vanishing
`3(ζ1, ζ2,Ψ), as expected for a field dependent bracket. There are however certain products
that still take the same value. For example, consider the identity for n = 3
−`1(`3(ζ1, ζ2, ζ3)) = `2(`2(ζ1, ζ2), ζ3) + `2(`2(ζ3, ζ1), ζ2) + `2(`2(ζ2, ζ3), ζ1)
+ `3(`1(ζ1), ζ2, ζ3) + `3(ζ1, `1(ζ2), ζ3) + `3(ζ1, ζ2, `1(ζ3)) .
(3.86)
This time, the `2`2 terms on the r.h.s. of the first line are not anymore the Jacobiator of
the bracket, because the bracket now depends on fields, and now the second line does not
vanish. It would be convenient to separate this expression according to its index structure.
For the M component, we get
[`1(`3(ζ1, ζ2, ζ3))]
M = −Jac(Λ1,Λ2,Λ3) = −∂MN(Λ1,Λ2,Λ3) , (3.87)
suggesting
`3(ζ1, ζ2, ζ3) = −N(Λ1,Λ2,Λ3), ∈ X1
[`1(χ)]
M = ∂Mχ, χ ∈ X1 .
(3.88)
For the µ part we get










































which can be rewritten as7
[`1(`3(ζ1, ζ2, ζ3))]µ = ∂µN(Λ1,Λ2,Λ3) . (3.91)
Thus we see that this identity gives the same identifications we had before
`3(ζ1, ζ2, ζ3) = −N(Λ1,Λ2,Λ3), ∈ X1
`1(χ) = Dχ, χ ∈ X1 .
(3.92)
Even though now we needed a non-trivial `3`1 to complement `2`2 to obtain the above
identifications, we emphasize that now `1(χ) is not a trivial gauge parameter. Instead, the
product form of the trivial parameter must be read from (2.32).
4 L∞ and E7(7) Exceptional Field Theory
In this section we present a self-contained review of E7(7) EFT [40, 41] and discuss how it
fits into L∞. The fields and gauge parameters depend on external and internal coordinates
(xµ , XM ), with µ an external GL(n) index, and M an internal fundamental E7(7) index.
The invariant tensors are the generators (tα)M
N and the symplectic metric ΩMN , which
is antisymmetric and raises and lowers internal indices through the north-west south-east
convention8
VM = ΩMNVN , VM = V
NΩNM , Ω
MKΩKN = −δMN . (4.3)
Adjoint indices are instead raised and lowered with the Cartan-Killing form καβ =
(tα)M
N (tβ)N
M , and the E7(7) structure constants can be read from [tα, tβ ] = fαβ
γtγ .
The adjoint representation is symmetric for E7(7), i.e. (tα)[MN ] = 0.
The internal coordinate dependence of fields and gauge parameters is restricted by the
“section condition”, which states the vanishing of the following duality covariant Laplacians
ΩMN ∂M ⊗ ∂N · · · = 0 , (tα)MN ∂M ⊗ ∂N · · · = 0 . (4.4)
4.1 Exceptional generalized diffeomorphisms
Just so the paper is self-contained, here we discuss very briefly the structure of E7(7)
covariant generalized diffeomorphisms [40, 41, 64, 65]. The generalized Lie derivative acting
on a contravariant vector is given by
L̂ΛVM = ΛK∂KVM − 12(tα)MN (tα)KL ∂KΛL V N + λ(V ) ∂KΛK VM , (4.5)


















2 Λ3]P − (α+ 2β)∂µΛQ[1∂
PΛ2QΛ3]P .
(3.90)


























































with a natural generalization to higher rank tensors. The way this transformation acts on
covariant tensors follows from the observation that the symplectic metric ΩMN is invariant
under generalized diffeomorphisms. The same is true for the generators
L̂ΛΩMN = 0 , L̂Λ(tα)MN = 0 . (4.6)






with TM a covariantly constrained vector in the sense of the section condition
(tα)MN TM TN = (t
α)MN TM ∂N · · · = ΩMNTM ⊗ TN = ΩMNTM ∂N · · · = 0 . (4.8)
The symmetric part of the generalized Lie derivative with weight λ = 12 turns out to be a
trivial parameter






















































Λ2 plays the role of an exceptional D-bracket.
It was shown in [40, 41] that from the definitions above, it follows that a tensor in the





L Tγ + λ
′(T )∂KΛ
KTα . (4.12)
Another useful result is that a trivial vector




transforms as a vector of weight λ( rT ) = 12 , provided λ
′(Tα) = 1 and the covariantly










K TM − 24(tα)LK Tα ∂M∂KΛL .
(4.14)
Note that the transformation of TM depends on Tα so both fields must always be considered
jointly, forming a covariant pair (TM , Tα).
We emphasize that every vector with a tilde in this paper indicates that it is of the

















us also point out that if the vectors Λ1 and Λ2 in (4.10) were transformed with respect the
generalized Lie derivative with weight λ = 12 , then γα and γM would transform as (4.12)
and (4.14) respectively, as expected.
At this point, we would like to make an observation that will be crucial in the next
sections. Given the following adjoint and covariantly constrained tensors
η[Λ, T ]α = δΛ Tα + (tα)KL rT
K ΛL , (4.15)
η[Λ, T ]M = δΛTM + ΩKL
(
∂M rT
K ΛL − rTK ∂MΛL
)
,
where again ΛM is a vector, Tα is an adjoint tensor of weight λ
′(T ) = 1 and TM is a
covariantly constrained tensor, the following trivial parameter vanishes
rηM = 12(tα)MN∂Nηα +
1
2
ΩMNηN = 0 , (4.16)
as can easily be seen from the following rewriting






Λ = 0 . (4.17)
Let us now state what the Jacobiator looks like in terms of the above defined quantities





= rN , (4.18)







































Of course, these components cannot in general be disentangled due to the ambiguity dis-
cussed in (4.15), namely that they can be shifted in such a way to leave rN invariant.
However, in this particular case we will now argue that there is no redundancy. Taking a
close look into (4.15) we see that it depends on three objects: a vector Λ, an adjoint tensor
Tα and a covariantly constrained tensor TM . In order to shift the components in (4.20)
such that rN in (4.19) remains invariant, we must find expressions for ΛM , Tα and TM
depending only on Λ1, Λ2 and Λ3. The only possibility that preserves the way in which
the tensors transform is











k) , i, j, k = 1, 2, 3 , (4.21)
but the antisymmetry in [123] eliminates it, leaving (4.20) as the only possible choice.
We end this brief subsection by noting that given a trivial vector rT , one has
L̂
rT




+ [ rT , Λ](E) , (4.22)
so the E-bracket between a trivial and a generic vector is itself a trivial vector. This

















4.2 The theory and its projected tensor hierarchy
The fields in E7(7) EFT [40, 41] are
eµ
a , Bµνα , BµνM , Aµ
M , MMN , (4.23)
where the scalar matrix MMN is again a duality group-valued constrained field. Note
that now the two-form field is non-Abelian, and takes values in the adjoint representation.
In addition, this EFT requires extra two-forms BµνM , which are covariantly constrained
as in (4.8).
A parent background independent action based on a larger duality group (the analog of
O(10, 10) for DFT) remains unknown in the case of exceptional duality (though see [66]).
Constructions for the internal scalar sector were originally considered in [54–63]. One
must then build the action as envisioned by O. Hohm and H. Samtleben [40, 41], by
demanding that “internal” generalized diffeomorphisms behave as gauge symmetries in
four dimensions and extending the KK-DFT framework to be compatible with exceptional
duality symmetries and maximal supergravity (for ExFTs in other dimensions see [67–77]).
In total, the bosonic action enjoys the following symmetries:
• A global continuous E7(7) symmetry.
• A local SO(1, 3|R)× SU(8|R) which is trivial in the bosonic sector.
• External improved diffeomorphisms, infinitesimally parameterized by ξµ.
• Internal generalized diffeomorphisms, inf. parameterized by ΛM .
• Gauge transformations of the two-forms, parameterized by Ξµα and ΞµM .
As in DFT, there is a set of parameters that allows to write the gauge transformations
in a covariant form, and another set that gives rise to field-independent brackets. As
before, we note the former with a hat Λ̂M , Ξ̂µα, Ξ̂µM , and so on, and the later without
hat. Also as before, and for the same reasons, we will restrict attention to the tensor
hierarchy, and so will ignore external improved diffeos, and set the vielbein and scalars to
background values, ignoring the perturbations around them. The way the transformations
of the fields were obtained by Hohm and Samtleben are the following. The vector fields
transform such that the derivative Dµ = ∂µ − L̂Aµ is covariant with respect to generalized
diffeomorphisms. Given that it appears here as the argument of a generalized Lie derivative,
this only determines the transformation of Aµ
M up to terms of the form (4.7) which we
note with Ξ̂µ bellow
δAµ
M = DµΛM + 12(tα)MN∂N Ξ̂µα +
1
2
ΩMN Ξ̂µN . (4.24)
These of course will become the gauge parameters of the two-forms. We have written

















covariant with respect to internal diffeos, as before in DFT. Later one defines a covariant
field strength as follows










where λ(δA) = 12 and we used the variation symbol ∆ to isolate the covariant part of the
transformation of the two-form
∆Bµνα = δBµνα + (tα)KLA[µ
KδAν]
L (4.27)







By demanding covariance of the field strength one can obtain the gauge transformations
of the two-forms from those of the gauge vector. There is a caveat though. Notice that
the transformations of the two-forms enter the variation of the field strength (4.26) exactly
in the same way as in (4.16). There, we made the observation that the combination
(tα)MN∂MBµνα is not completely independent from Ω
MNBµνN . Then, it is not a priory
possible to isolate the transformations ∆Bµνα from those of ∆BµνM . At this point one










































where we used the symmetrization {} in (4.9) to show that the transformation is con-





M . The expressions between brackets cannot be directly assigned to
the Λ-transformations of the components of rBµνM , they must be considered always in this
combination. The naive separation would lead to the failure of closure of the gauge trans-
formations, the absence of trivial parameters, etc. We will discuss later how to properly

























M = 0 , (4.33)
define the three-form field strength
rHµνρM = 3
(
D[µ rBνρ]M + 2
{








which also is constrained in the same way as the tilded tensors and transforms as a vector
under generalized diffeomorphisms, as can be easily computed from





The diffeomorphism covariant transformations (4.31) admit the following trivial pa-
rameters







Ξ̂µM = −DµrχM , (4.37)
where χα is a generic function in the adjoint of E7(7), χM a covariantly constrained function,
such that rχM carries weight λ =
1
2 . The situation is analogous to that in DFT, where there
is a set of parameters (noted with a hat) with respect to which the gauge transformations
can be written in a generalized diffeomorphism covariant form, and such that the trivial
set of parameters is field dependent. For this set of parameters the brackets with respect
to which the algebra closes are field dependent, in full analogy with DFT, so we find it
convenient to turn to a redefined set of non-covariant parameters (ΛM , rΞµM )
r
Ξ̂µM = rΞµM + 2 {Λ, Aµ}M , (4.38)
such that for this set the trivial parameters are field independent
ΛM = ΩMN rχN ,
rΞµM = −∂µrχM . (4.39)
The gauge transformations are now given by
δAµ
M = ∂µΛ
M + L̂ΛAµM + ΩMN rΞµN , (4.40)







M = ΩMN rΞµN + ∂µΛ
M . (4.41)
These transformations close

















with respect to field independent brackets
ΛM12 = [Λ1, Λ2]
M
(E) , (4.43)

























rNM , −∂µ rNM
)
, (4.45)
with rN defined in (4.19).
4.3 The L∞ structure of the E7(7) projected tensor hierarchy
We begin here discussing the simplest case of the E-bracket gauge algebra and its formu-
lation in terms of the L∞ structure. As we will show, we only need to define two graded
subspaces, which are
X1 : functions: χ = χα + χN ,
X0 : gauge parameters: Λ
M .
(4.46)
An arbitrary element χ ∈ X1 splits into two different parts: χα belonging to the adjoint
representation 133 of E7(7), and a covariantly constrained function χN . The non-vanishing
products are
`2(Λ1,Λ2) = [Λ1,Λ2](E) , ∈ X0














where we defined the “Nijenhuis” tensors in (4.20).
The construction goes as follows. We start by defining the graded spaces. Initially, we
only define X0 as the space of gauge parameters Λ
M . Next we identify
`2(Λ1,Λ2) = [Λ1,Λ2](E) , (4.48)
and we set `1(Λ) = 0, so that the identities `
2
1 = 0 and `1`2 − `2`1 = 0 acting over gauge
parameters are trivially fullfilled. The first non trivial identity we must verify is
−`1(`3(Λ1,Λ2,Λ3)) = `2(`2(Λ1,Λ2),Λ3)+`2(`2(Λ3,Λ1),Λ2)+`2(`2(Λ2,Λ3),Λ1)
+`3(`1(Λ1),Λ2,Λ3)+`3(Λ1, `1(Λ2),Λ3)+`3(Λ1,Λ2, `1(Λ3)) .
(4.49)
On the first line of the r.h.s. we recognize the Jacobiator, which for the E-bracket is given
by (4.19)


























Comparing the expressions (4.50) and (4.49) we get the identifications





ΩMNχN ≡ rχM .
(4.51)
Here we continue using the notation that a tilde over a tensor means that it takes the form
of a trivial parameter (4.13). In order to accomplish this we have defined a new space
X1 because there is a nontrivial `3(Λ1,Λ2,Λ3) which maps into this graded subspace. The
elements belonging to this subspace will be denoted as χ. As already pointed out, χ ∈ X1
splits into two different parts: χα, which belongs to the adjoint representation of E7(7),
and χN , a covariantly constrained field.
Now that we have this new space we have to reconsider the identity `1`2 − `2`1 = 0
acting on elements belonging to this new subspace
`1(`2(Λ, χ)) = `2(`1(Λ), χ) + `2(Λ, `1(χ)) . (4.52)
We take the first term in the r.h.s. to zero as it contains `1(Λ) ∈ X−1, the space of fields
that we are ignoring for the moment. The second term in the r.h.s. takes the form of a
trivial parameter by virtue of (4.22). This determines `2(Λ, χ) ∈ X1, but only up to terms








δΛχM + . . . . (4.53)
The dots represent the ambiguity discussed in (4.15), which is resolved by analyzing the
n = 4 identity. We will discuss this soon and for the moment take (4.53) without the dots
as our definition. We now show that the products defined so far are the only ones needed
to guarantee the Lgauge∞ structure of the gauge algebra given by the E-bracket.
We now proceed with the n = 2 identity `1`2 − `2`1 = 0, but now over χ1, χ2 ∈ X1:
`1(`2(χ1, χ2)) = `2(`1(χ1), χ2) + `2(`1(χ2), χ1) . (4.54)
The r.h.s. of this identity is zero because `1(χ) is trivial, and we already chose `2(Λ, χ) to be
identified with a generalized diffeomorphic transformation (4.53). Then we can safely take
`2(χ1, χ2) = 0 . (4.55)
Next, we must check the n = 4 identity `1`4 − `2`3 + `3`2 − `4`1 = 0 in the case of
four gauge parameters (this identity is trivially fulfilled when evaluated with arguments in
X1). First we note that `4`1 = 0 by crossing (2.32) with the fact that the Jacobiator is
field independent (4.19). We now point out that `3`2 − `2`3 vanishes per se
`3`2 − `2`3 = 6 `3([Λ[1,Λ2],Λ3,Λ4])− 4 `2(`3(Λ[1,Λ2,Λ3),Λ4]) = 0 , (4.56)
a computation that can be checked with some effort. Then, there is no need to define a

















a different product in (4.53), by deforming our previous choice with arbitrary elements ηα








δΛχM + αηN , (4.58)
with
η[Λ, χ]α = δΛ χα + (tα)KL rχ
K ΛL , (4.59)
η[Λ, χ]M = δΛχM + ΩKL
(
∂M rχ
K ΛL − rχK ∂MΛL
)
,
the identity would read
`1`4 = 6 `3([Λ[1,Λ2],Λ3,Λ4])− 4 `2(`3(Λ[1,Λ2,Λ3),Λ4])
= 4αη[Λ[1, N(Λ2,Λ3,Λ4])]α + 4αη[Λ[1, N(Λ2,Λ3,Λ4])]N , (4.60)
where we have used the vanishing of (4.56) when the old products (4.53) were considered,
and the components of N were defined in (4.20). We see that in order to satisfy the
identity, the `1`4 term must absorb the ambiguity. In consequence, one should then define
a new graded subspace X2 and take `4(Λ1,Λ2,Λ3,Λ4) = 4αηα + 4αηN ∈ X2. Notice




MNηN . One should then take X2 as the space of functions that live in the kernel of rη
in order to fulfill the n = 1 L∞ identity, and also define the action of the `1 product over
this subspace, which following [12] can be simply taken to be an inclusion map into the
subspace X1. In summary, the choice made for `2(Λ, χ) in (4.53) is the simplest one in
that requires a lower number of non-vanishing products and graded subspaces.
Including to this analysis the tensors coming from the tensor hierarchy is now an easy
task. Following the same steps as before, we defined three graded subspaces
X1 : functions: χ = χα + χN ,
X0 : gauge parameters: ζ = Λ
M + rΞµM .
X−1 : fields: Ψ = Aµ
M + rBµν .
(4.61)
We have added a new graded subspace in order to incorporate the fields and their gauge
transformations. The only nontrivial products are given by
`2(ζ1, ζ2) = [ζ1, ζ2] , ∈X0

















M+ΩMN rΞµN+2∂[µrΞν]M , ∈X−1












































We have simply added here the L∞ products coming from the gauge transformations of
the fields (4.40) and their trivial versions (4.39).
This completes the analysis on how the tensor hierarchy of E7(7) fits into L
gauge+fields
∞ .
We do not consider here the full dynamical theory. Even if restricted to the tensor hier-
archy degrees of freedom, we expect similar features as those arising in DFT to appear
here. Namely, that the spaces and products defined so far must be extended to include
components along the other fields and to depend on their background values, see for ex-
ample (3.81).
4.4 The unprojected tensor hierarchy
So far the two-forms we considered (and the one-form gauge parameters) were a specific
combination (or projection) of two different contributions. For a general discussion, let us
consider generic projected tensors




While Tα is a generic adjoint tensor, TM is covariantly constrained (i.e. as if it were a
derivative) and rTM is also constrained to be of the form above. We saw that when the two-
forms rBM and their gauge parameters rΞµ were grouped into this form, the hierarchy closes
exactly. This projection is well known in the context of gauged supergravities, in which
case the responsible is usually called the intertwining tensor. Here, the projector is given
in terms of a differential operator, and so we will refer to it as the intertwining operator.
The particular projection discussed so far is the one entering the action of E7(7) EFT,
a duality covariantization of maximal supergravity. Un-projecting points towards new
M-theoretical degrees of freedom not present in the supergravity limit. A full hierarchy
contains in principle a tower of p-forms in different representations A ∈ R1, B ∈ R2,
C ∈ R3, etc. Then, R1 here is the 56 of E7(7). The intertwining operator noted with a
tilde “ r ” maps between these spaces r : Rp+1 → Rp, such thatrr= 0. So far we considered
rB ∈ R1, and here we are interested in B ∈ R2 and rC ∈ R2. One could in principle continue
the hierarchy until the p-forms saturate the space-time dimensionality. Modulo covariantly
constrained fields, the representations we are expecting here are R2 = 133, R3 = 912 and
R4 = 8645⊕ 133.
The intertwining operator has a non-vanishing kernel, and so it is not invertible. At
this stage it might seem a little confusing, but we will call ( rTα, rTM ) the elements of the




ΩMN rTN = 0 . (4.64)
The reason of this notation will become clear soon. In the meantime it is important to
keep in mind that rTM is not rT
M with its index lowered, but simply a constrained tensor
that belongs to the kernel of rTM . In the previous sections, we identified two tensors that
belong to the kernel of the intertwining operator
rT [Λ, V ]α = δΛ Vα + (tα)KL rV
K ΛL , (4.65)
rT [Λ, V ]M = δΛVM + ΩKL
(
∂M rV
K ΛL − rV K ∂MΛL
)
,

















It turns out however that there is a more general way to parameterize the kernel of the
intertwining operator. It is in terms of new tensors in different representations than the
ones considered so far. On the one hand, a tensor in the 912 Tα
M (more on representations
and projectors can be found in [30, 31, 43, 44])
Tα
M = P (912)M βα N Tβ






N − 12 (tαtβ)NM + 4 (tβtα)NM
)
, (4.66)
and a covariantly constrained tensor TM
N (with unconstrained upper index)
ΩNM∂N⊗TMK = ΩMN TMK TNL = (tα)NM∂N⊗TMK = (tα)MN TMK TNL = 0 . (4.67)
Taking into account that due to the section condition
(tα)M
K P (912)Lβα N ∂(K ⊗ ∂L) = 0 , (4.68)
more generally the kernel of rTM is given by [40, 41]




rTM = −2 ∂NTMN − ∂MTNN , (4.69)
namely, for any Tα
M and TM
N one has rTM = 0.

















It should be clear now why we chose the tilde notation again. The equation (4.69) is
the analog to (4.63) for the next level in the hierarchy. An interesting point is that from
the definition (4.69), it can be checked that ( rTα, rTM ) transform as in (4.12) with weight















Of course, these transformations preserve the constrained nature of both tensors.
Given that the intertwining operator is not invertible, it is not possible to read Tα and
TM from a given rT
M , except up to terms of the form (4.69). Let us apply this lesson to
disentangle the components of the projected two-form of the previous sections. From the
transformation of rB in (4.31) we can write the covariant form of the transformations of its
components
∆Bµνα = 2D[µΞ̂ν]α + (tα)KLΛKFµνL +
r
Σ̂µνα (4.72)




























∆Bµνα = δBµνα + (tα)KLA[µ
KδAν]
L (4.73)









The last terms in both lines of (4.72) parameterize the ambiguity in removing the projec-
tion, but will obviously correspond to the transformation of the two-form with respect to
the parameter of the next field in the hierarchy (a three-form). The hat on it is to continue
with the notation that parameters with a hat are those that allow to write the gauge trans-
formations covariantly with respect to generalized diffeomorphisms. The tilde indicates
that the parameters are of the form (4.69), namely they belong to the kernel of ∆ rBµνM .
We now remove the projection from the three-form field strength (4.34)
Hµνρα = 3D[µBνρ]α − 3(tα)KLA[µKΓνρ]L − rCµνρα (4.74)

















The transformation of the three-form components (which can also be derived from (4.35))
are
δHµνρα = 3D[µ∆Bνρ]α − 3(tα)δA[µKFνρ]L −∆ rCµνρα (4.76)







∆ rCµνρα = δ rCµνρα + 3 rTα[δA[µ, Bνρ]] + 2 rTα[Aµ , {Aν , δAρ]}]
∆ rCµνρM = δ rCµνρM + 3 rTM [δA[µ, Bνρ]] + 2 rTM [Aµ , {Aν , δAρ]}] , (4.77)
and the requirement of these transforming covariantly determines the covariant transfor-
mations of the three-form fields
∆ rCµνρα = 3D[µ
r
Σ̂νρ]α − rTα[Λ, Hµνρ]− 3 rTα[F[µν , Ξ̂ρ]] (4.78)
∆ rCµνρM = 3D[µ
r
Σ̂νρ]M − rTM [Λ, Hµνρ]− 3 rTM [F[µν , Ξ̂ρ]] , (4.79)
where rT was defined in (4.65).





























Σ̂µνM = −2∂N Σ̂µνMN − ∂M Σ̂µνNN .
This is the projection required to truncate the hierarchy to this level. This new intertwining
operator has its own non-vanishing kernel,9 and so the projection is non-removable unless
higher tensors enter the game.
We have been able to move a step upwards in the hierarchy, so let us resume the main
results. The closed hierarchy now contains fields Aµ
M , Bµνα, BµνM , rCµνρα and rCµνρM ,





Σ̂µνM , and again the last three are also constrained. The gauge transformations are
δAµ
M = DµΛM + ΩMN
r
Ξ̂µN
∆Bµνα = 2D[µΞ̂ν]α + (tα)KLΛKFµνL +
r
Σ̂µνα







∆ rCµνρα = 3D[µ
r
Σ̂νρ]α − rTα[Λ, Hµνρ]− 3 rTα[F[µν , Ξ̂ρ]]
∆ rCµνρM = 3D[µ
r
Σ̂νρ]M − rTM [Λ, Hµνρ]− 3 rTM [F[µν , Ξ̂ρ]] .
They admit the following field-dependent trivial parameters
ΛMtrivial = rχ




Ξ̂trivialµα = −Dµχα + rχ̂µα













ΩMNrχ̂µN = 0 . (4.86)
The covariant transformations close
[δ1, δ2] = −δΛ12 − δΞ̂12 − δrΣ̂12 , (4.87)
9It is easy to anticipate some representations of the next and final level of the hierarchy. Consider for
instance a tensor Θα
MN ∈ 8645⊕ 133, namely satisfying
Θα




Due to the second identity we can choose a candidate in the 912 that because of the first one belongs to




N = 0 , (4.83)
namely rTα = 2∂M rΣα

















with respect to field-dependent brackets
















Σ̂12µνα = 4 rTα[D[µΛ[1, Ξ̂2]ν]] + 2 rTα[
r
Ξ̂[1[µ, Ξ̂2]ν]] + 2 rTα[Λ[1, {Λ2], Fµν}]
r
Σ̂12µνM = 4 rTM [D[µΛ[1, Ξ̂2]ν]] + 2 rTM [
r
Ξ̂[1[µ, Ξ̂2]ν]] + 2 rTM [Λ[1, {Λ2], Fµν}] .
If we wished to eliminate the field dependence of the brackets, we have to perform the
following field-dependent redefinitions of the gauge parameters
Ξµα = Ξ̂µα + (tα)KLAµ
KΛL









Σ̂µνα − 2 rTα[A[µ, Ξν]]− rTα[Λ, Bµν ]− 2 rTα[A[µ, {Aν], Λ}]
rΣµνM =
r
Σ̂µνM − 2 rTM [A[µ, Ξν]]− rTM [Λ, Bµν ]− 2 rTM [A[µ, {Aν], Λ}] .
The redefinition is non-covariant with respect to generalized diffeomorphisms, and the






Ξtrivialµα = −∂µχα + rχµα
ΞtrivialµM = −∂µχM + rχµM (4.90)
rΣtrivialµνα = −2∂[µrχν]α
rΣtrivialµνM = −2∂[µrχν]M ,
where we have made the redefinitions
rχµα = rχ̂µα + rTα[Aµ, χ]
rχµM = rχ̂µM + rTM [Aµ, χ] , (4.91)
that preserve the constraint (4.86).
The brackets for the redefined parameters are now independent of the fields
ΛM12 = [Λ1, Λ2]
M
(E)


















rΣ12µνα = 2 rTα[Λ[1, rΣ2]µν ]− 4 rTα[∂[µΛ[1, Ξ2]ν]]− 2 rTα[rΞ[1[µ, Ξ2]ν]]

















One can then compute the Jacobiator components as we did repeatedly before




Jµα = −∂µNα + rNµα
JµM = −∂µNM + rNµM (4.93)
rJµνα = −2∂[µ rNν]α
rJµνM = −2∂[µ rNν]M ,
with the Nijenhuis tensors Nα and NM defined in (4.20), and
rNµα = −2 rTα[Λ[1, {Λ2, ∂µΛ3]}]
rNµM = −2 rTM [Λ[1, {Λ2, ∂µΛ3]}] . (4.94)
We can now compute the bracket between a trivial parameter ζt of the form (4.90) and
a generic parameter, finding
[ζt, ζ]
M = rχ′M










[ζt, ζ]µνα = −∂[µrχ
′
ν]α
















L − ∂MΛK rχL
)
(4.96)
rχ′µα = − rTα[Λ,Ξt µ]
rχ′µM = − rTM [Λ,Ξt µ] .
We have then shown that the next level in the hierarchy admits a set of parameters
for which the criteria required by the theorem discussed in sections 2.1 and 2.2 is met.
Namely, that the theory admits trivial field independent parameters (4.39), that for this
set of parameters the bracket is field independent (4.92), that the bracket between a trivial
parameter and a generic one is trivial (4.95), and that the Jacobiator is a trivial parame-
ter (4.93). The theorem then states that the gauge algebra again fits into an Lgauge+fields∞
structure. This procedure could be extended all the way up to space-time saturation,

















5 L∞ and gauged supergravity
As discussed in the previous sections, the gauge algebra of DFT and EFT does not satisfy
the Jacobi identity, requiring a deformation therein produced by a non-vanishing triple
product (so-called the Nijenhuis tensor). This is a manifestation of the fact that duality
covariant theories contain trivial parameters, or said in a more fancy way, symmetries
for symmetries.
On the other hand, generalized compactifications of these theories (originally intro-
duced in [78, 79] in the context of DFT, see also [80–88], and later considered in an EFT
context [89–98]) give rise to gauged supergravities. For reviews see [46–50]. It is then
natural to ask the question of whether the L∞ algebraic structure of the parent double
and exceptional field theories leaves some imprint after compactification. Of course, this
question can be asked and answered independently, without any mention to parent theories
and compactifications, so we will address these questions from both ends.
Here we show that the most salient aspects of the algebraic structure of DFT and
EFT are indeed reproduced by gauged supergravities. The failure of the Jacobi identity
to be satisfied is governed by the so-called intertwining tensor, a particular projection
of the embedding tensor. We explicitly compute the Jacobiator, and find that gauged
supergravities admit novel symmetries for symmetries in which the trivial parameters are
deformed by gaugings. Our goal is to show that gauged supergravities admit (via field
redefinitions) a set of parameters that satisfy sufficient criteria (see subsections 2.1 and 2.2)
for the algebra to fit into an Lgauge+fields∞ structure.
The presentation proceeds as follows. First we perform a generalized Scherk-Schwarz
compactification of the KK formulation of DFT, ending with a gauged supergravity corre-
sponding to the electric sector of a theory with half-maximal supersymmetry. This is the
simplest possible scenario to explore these issues, serving as a prototype to confirm our
expectations. We then move to the general case of generic gauged supergravities, without
any mention to compactifications, for which the structure of the gauge transformations of
the tensor hierarchy is well know. In this context we perform convenient redefinitions in
order to identify field-independent brackets, their Jacobiator, the Nijenhuis tensors, and
the general form of trivial gauge parameters.
5.1 Generalized Scherk-Schwarz compactification of KK-DFT
Let us briefly discuss the generalized Scherk-Schwarz (SS) compactification of the KK-
DFT action so that our presentation is self-contained. The generalized metric and frame
formulations were compactified in [78, 79], and here we use the same technique for this
formulation. The KK-formulation is particularly useful to perform KK tower expansions

































We will only discuss the case of n = 4 space-time dimensions: some results will suffer
modifications in other dimensions. We can distinguish three types of global transformations
(to be complemented with ∂M → UMP∂P and ∂µ → e
γ
2 ∂µ)
gµν → eγ gµν
MMN → UMP UNQMPQ






Bµν → eγBµν ,
where c, γ ∈ R and U ∈ O(d, d|R). When a field is shifted with a warp factor eωγ we call
ω the “external weight”, such that
ω(g) = ω(B) = 1 , ω(A) =
1
2
, ω(e−2φ) = −2 , ω(M) = 0 . (5.4)
While U -rotations (standard duality symmetry) and γ and c-sifts leave the Lagrangian





and so are not a symmetry of the action, but of the equations of motion only. The Scherk-
Schwarz compactification procedure consists in proposing a compactification ansatz based
on the global transformations
gµν(x,X) = e
γ(X) gµν(x)
MMN (x,X) = UMA(X)UNB(X)MAB(x)
φ(x,X) = φ(x) + c(X) + γ(X) (5.6)
Aµ






where in this context UMA, γ and c are know as “twists”. We distinguish between in-
dices M,N,P, . . . transforming under O(d, d) transformations in the parent DFT action,
and those A,B,C, . . . transforming under the O(d, d) in the effective gauge supergravity.
Equivalently, we propose an ansatz for the gauge parameters





γ(X) Ξµ(x) , (5.7)
by assigning them external weights ω(Λ) = 12 and ω(Ξ) = 1.
In general, the SS ansatz for a tensor TM (x,X) with weight λ and external weight ω is


















The generalized diffeomorphisms determine the form of the effective gauge transformation
of TA(x) through the relation
L̂ΛTM (x,X) = eω γ(X)−2λ c(X) UMA(X)LΛTA(x) , (5.9)
yielding
LΛTA = −XBCA ΛB TC +
(




B TA , (5.10)
where
XBC
A = −fBCA + f[C δAB] −
1
2
fA ηBC , (5.11)
and we finally arrive to the gaugings or fluxes fA and fAB

















Despite of being built from X-dependent twists, when they appear in this particular com-
bination we demand that they are constant. Demanding that the fluxes are constant, plus
strong constrained twists, is known to imply the quadratic constraints
fAfA = 0
fAfAB






The reverse implication is not true: the quadratic constraints are weaker than the strong
constraint, which in the context of generalized Scherk-Schwarz compactifications is know to
be unnecessary. We will not discuss this issue here, see [78–82] for discussions on this point.
The gauge transformations of the fields in the parent action (3.4)–(3.8) can also be
twisted in this way to extract their analogs in the effective theory. From now on, all the
quantities we display correspond to those in the effective gauged supergravity unless the
opposite is explicitly mentioned
δgµν = LΛgµν
δMAB = LΛMAB
δe−2φ = LΛe−2φ (5.13)
δAµ
A = ∂µΛ
A + LΛAµA + fA Ξµ
δBµν = 2∂[µΞν] + LΛBµν + ∂[µΛAAν]A − fAA[µAΞν] ,
where all fields have vanishing weight except for λ(e−2φ) = 1, and the external weights are
listed in (5.4).
Let us point out that similarly to DFT (3.46), the gauge transformations can be taken
to a covariant form
δAµ
A = DµΛA + fAΞ̂µ (5.14)

















by redefining the one-form parameter as in (3.45)
Ξ̂µ = Ξµ +Aµ
AΛA . (5.16)
The brackets for the parameters with a hat are expected to be field dependent, while
those without a hat depend on parameters only. The non-covariant ones are then more
convenient to deal with when analyzing the gauge algebra, which will be discussed later.
The covariant derivatives (3.14) can also be twisted, leading to their analogs in gauged
supergravity, namely
Dµ = ∂µ − LAµ , (5.17)
such that for a covariant tensor transforming as in (5.10) one has
LΛDµTA = −XBCA ΛB DµTC +
(




B DµTA . (5.18)
For the field strengths (3.20) we have the same story












and they satisfy the following Bianchi identities




F[µνAFρσ]A = 0 . (5.22)
Then, we automatically see that the compactified effective action takes exactly the
same form as the parent one (5.2), where the covariant derivatives and the field strengths
must be replaced by their lower dimensional gauged versions. The only subtlety is a local
overall shift
∫
dX e−2c−γ which integrates in the internal space to modify the effective




















The last term can be seen to vanish due to the strong constraint [78–82], so we put it
in by hand. When the term is non-vanishing the theory cannot be uplifted to maximal
supergravity [100, 101].









which is compensated by the variation of the Lagrangian

















The brackets with respect to which the gauge transformations close can be either























[δ1, δ2] = −δ12 , (5.30)
for the compactified gauge transformations (5.13).
As before, merging the two parameters into a single one and defining the bracket
notation
ζ = (ΛA, Ξµ) , [ζ1, ζ2]
A = ΛA12 , [ζ1, ζ2]µ = Ξµ12 , (5.31)







= (fAN, −∂µN) , (5.32)











The same result is obtained by compactifying the parent quantities (3.54)–(3.55) with
external weights ω(JA) = 12 , ω(Jµ) = 1, ω(N) = 1.
We now have a clear indication that the electric sector of half-maximal supergravity
admits trivial parameters
ΛAtrivial = f
A χ , Ξµ,trivial = −∂µχ , (5.34)
which indeed can be verified by direct inspections using the quadratic constraints (5.12).
Moreover, it is easy to see that the commutator of a trivial parameter with a generic one,




A χ . (5.35)
We then see that the electric sector of half-maximal gauged supergravity inherits from

















5.2 The tensor hierarchy in gauged supergravity
The gauge structure of the tensor hierarchy in gauged supergravities has the nice advan-
tage of being writable in a universal form, regardless of the dimension and the amount
of supersymmetry. Following [45], and motivated by the fact that our discussion so far
reached the three-form in this paper only, we will project the hierarchy to this level here,
and discuss the full hierarchy relevant for n = 4 space-time dimensions in the appendix.
The conclusion will be that gauged supergravities admit symmetries for symmetries whose
trivial parameters are deformed by the embedding tensor. We will afterwards show in
the next subsection that the gauge algebra of the tensor hierarchy meets the criteria of
subsections 2.1 and 2.2 implying that it has an Lgauge+fields∞ structure.
Starting from a generic ungauged supergravity with global symmetry group G0, we
can turn some subgroup G ∈ G0 into local using the embedding tensor formalism, which
maintains at least formally the G0 covariance by treating the embedding tensor as a spuri-
onic object. In this procedure, the generators of the algebra of the local subgroup XM are
parameterized as a projection of the g0 generators, tα
XM ≡ ΘMαtα , (5.36)
with the embedding tensor ΘM
α a mixed index tensor with M = 1, . . . , dim(g) in some V
representation, and α in the adjoint of G0. This embedding tensor has to satisfy linear and
quadratic constraints. The former is a supersymmetric requirement which can be written as
a projection that selects some particular irreducible representations of the product V ⊗g0 to
which the embedding tensor belongs. The latter is needed to ensure the closure of the gauge





[XM , XN ] = −XMNOXO . (5.37)
The gauge transformations act on vectors as follows
δΛT
M = −XNPM ΛNTP (5.38)
δΛTM = XNM
P ΛNTP ,
with respect to local gauge parameters ΛM (x). In order to preserve gauge invariance it
is necessary to replace derivatives ∂µ by covariant derivatives Dµ through the minimal
coupling procedure
Dµ = ∂µ −AµMXM , (5.39)
where Aµ
M are the gauge vectors. The derivative is covariant provided the vectors trans-
form as follows
δAµ
M = DµΛM + . . . , (5.40)
where the dots represent terms that vanish when contracted with the embedding tensor.
The story continues by introducing a field strength

























which again is defined up to a projection with the embedding tensor. It turns out that the
dots are fixed by demanding covariance of the embedding tensor, namely that it transforms
as a vector (5.38), for which one must introduce new degrees of freedom BµνI
FµνM = 2∂[µAν]M +XNPMA[µNAν]P + ZMIBµνI , (5.42)
where ZMI , the so-called intertwining tensor, is constrained to vanish when projected
with XM
ZMI XM = 0 . (5.43)
This object can then be used to fill in the dots in the variation of the vector fields
δAµ
M = DµΛM − ZMI Ξ̂µI . (5.44)
The gauge transformation of the two form is then forced to compensate the failure of the
first two terms in (5.42) to transform covariantly, but then of course is defined only up to
terms that vanish when projected in this case with the intertwining tensor. So, covariance
of FµνM only teaches how to transform a projection of the two-form with respect to a
projection of its one-form parameter
rBµν
M = ZMIBµνI ,
r
Ξ̂µ
M = ZMI Ξ̂µI , (5.45)
giving
δAµ













Here we have used the same notation as in the rest of the paper, namely that tensors
with a tilde are projected by intertwiners, and tensors with a hat allow to write the gauge
transformations in gauge covariant form and involve brackets that are field dependent. In
fact a quick computation shows that this projected tensor hierarchy is self consistent, as it
closes with respect to the brackets
Λ12













M + 2X(NP )
MAµ
NΛP , (5.50)
the one-form bracket becomes field independent
rΞ12µ









We conclude this brief discussion by showing the projected three-form field strength




























and the projected Bianchi identities




MF[µνNFρσ]P = 0 . (5.53)
Let us now move one step upwards in the hierarchy, by un-projecting the two-form.
This requires including a three-form which will now be projected. One could keep going
until the space-time dimension puts an upper limit to the hierarchy, but we will stop here
and discuss the general case in the appendix. Besides Aµ
M and BµνI we now introduce
a three-form Cµνρ
A, which in this case is required by demanding covariance of the un-
projected three-form field strength HµνρI . For the sake of briefly we will not pursue the
whole discussion, but simply state the results and refer to the details in [45]. The gauge
transformations are given by
δAµ
M = DµΛM − ZMI Ξ̂µI (5.54)


















where we have introduced the field strength tensors
FµνM = 2∂[µAν]M +XNOMA[µNAν]O + ZMIBµνI (5.57)













with the covariant derivative
DµBνρI ≡ ∂µBνρI −AµMXMIJBνρJ . (5.59)
The field strengths satisfy the generalized Bianchi identities
3D[µFνρ]M − ZMIHµνρI = 0 (5.60)
4D[µHνρσ]I − 6dIMNF[µν MFρσ]N − YIAGµνρσA = 0 , (5.61)
with GµνρλA the 3-form strength tensor, defined by this equation up to a projection
with YIA.
Let us explain the notation. The tensors dIMN and gM
AI are gauging independent
and represent the G0-invariants of the theory. Just to put an example, in n = 4 maximal
supergravity, where the gauge group is E7(7), these would the related to ΩMN and (tα)
MN .
The tensors ZMI and YIA on the other hand do depend on the gaugings, and so together
with XM are responsible for its deformation. The intertwining tensor Z
MI for example
is related to the symmetric part of the embedding tensor X(MN)
P . The fields are Aµ
M ,
BµνI and Cµνρ
A, their associated gauge parameters are ΛM , Ξ̂µI and Σ̂µν
A, and their field
strengths are FµνM , HµνρI and GµνρσA. The indices M , I, A, denote the representations
to which the tensors belong. Then, XMI
J corresponds to the embedding tensor in the
representation of the two-form field, XMA

















Gauge covariance is achieved provided the following constraints are imposed











AJZMK = 2ZMKZNJdIMN , (5.62)
where the last two follow from the others and the quadratic constraints.
The vector fields Aµ
M in (5.54) transform exactly as in (5.46). Instead, the transfor-
mation of the two-form in (5.47) corresponds to a projection of (5.55) with the intertwining
tensor ZMI . When removing the projection in (5.55) one has to include terms that van-
ish when projected, which in this case are represented by YIAΣ̂µν
A. The bracket of this
parameter is responsible of absorbing the failure of closure of the unprojected gauge trans-
formation, and its associated field YIACµνρ
A is responsible for guaranteing the covariance
of HµνρI , namely to enforce
δHµνρI = XMIJΛMHµνρJ . (5.63)
In fact, if the three-form fields Cµνρ
A were absent in (5.58), then HµνρI would fail to
transform covariantly and the failure would be proportional to XMI
J + 2ZNJdIMN , which
in turn is proportional to YIA, as can be seen in (5.62). To follow the notation we have







and we have to remember that now the tensors with tilde satisfy
ZMI rCµνρI = 0 , Z
MI rΣ̂µνI = 0 . (5.65)
If we decided to move a step forward and removed the projection with YIA, then the
strength tensor GµνρλA would not be covariant, and its failure would be proportional to
XMB
A + gM
AJYJB, forcing the inclusion of a four-form and so on. The same mechanism
is repeated over and over. Then, if we want to analyze the tensor hierarchy up to the







= 0 , (5.66)
vanishes thanks to the G-invariance of YIA and (5.62). We then cut the p-form chain at
p = 3 and only consider
{
Aµ






























To summarize, the gauge transformations of the projected tensor hierarchy up to the
three-form are
δAµ
M = DµΛM − ZMI Ξ̂µI (5.67)
δBµνI = 2D[µΞ̂ν]I − 2dIMNΛMFµνN + 2dIMNA[µMδAν]N −
r
Σ̂µνI (5.68)
δ rCµνρI = 3D[µ
r
Σ̂νρ]I + YIA gM
AJ
(
3F[µνM Ξ̂ρ]J + ΛMHµνρJ (5.69)
+ 3B[µνJδAρ]






the field strengths are defined as
FµνM = 2∂[µAν]M +XNOMA[µNAν]O + ZMIBµνI


























and satisfy the following Bianchi identities
3D[µFνρ]M − ZMIHµνρI = 0
4D[µHνρσ]I − 6dIMNF[µνMFρσ]N − rGµνρσI = 0 (5.71)
5D[µ rGνρσλ]I + 10YIAgMAJF[µνMHρσλ]J = 0 .
Moving to the closure of the gauge algebra, we can now find the unprojected one-form





















As expected, these brackets are those of the set of parameters for which the gauge
transformations are written covariantly, and so are field dependent. We show in the follow-
ing subsection that via redefinitions one can reach the hypothesis of the theorem presented
in subsections 2.1 and 2.2, implying that the gauge algebra of the tensor hierarchy in gauged
supergravities fits into an Lgauge+fields∞ algebra.
We have projected the hierarchy to the three-form field to match these results with
those of the EFT section, but it can of course be continued more generally to higher forms.
In the appendix we show how to extend the hierarchy exhaustively for the case we are

















5.3 L∞ algebra and gauged supergravity
In order to obtain field independent brackets we propose the following gauge parameter
redefinitions
Ξ̂µI = ΞµI + 2dIMNAµ
MΛN
r










now yielding the brackets
ΛM12 = −XNPMΛN[1 Λ
P
2]









rΣ12µνI = −2YIA gMAJ
(
2ΛM[1 ∂[µΞ2]ν]J + Z





Defining a composed parameter with its corresponding bracket
ζ =
(
ΛM , ΞµI , rΣµνI
)
, [ζ1, ζ2] =
(




we construct the Jacobiator









JµI = ∂µNI + rNµI (5.77)
rJµνI = 2 ∂[µ rNν]I ,



















We then have a strong indication that the following are trivial parameters
ΛMtrivial = Z
MIχI
ΞµI trivial = ∂µχI + rχµI (5.80)
rΣµνI trivial = 2 ∂[µrχν]I ,
where now χI is arbitrary and rχµI is constrained to satisfy Z
MI
rχµI = 0. It can be checked
that this is indeed the case. For the other set of parameters one has instead
ΛMtrivial = Z
MIχI
Ξ̂µI trivial = DµχI + rχ̂µI (5.81)
r
Σ̂µνI trivial = 2D[µrχ̂ν]I − YIA gMAJ FµνM χJ ,

















We conclude this section by pointing out that gauged supergravities share with DFT
and EFT the interesting feature that the bracket between a generic parameter and a trivial
one, gives another trivial one
[ζtrivial, ζ] = ζ
′
trivial ,
















rχ′µI = −YIA gMAJ ZMK ΞµJ χK . (5.84)
Once again we see that there is a set of parameters that meet the hypothesis of the theorem
in subsections 2.1 and 2.2, implying that the tensor hierarchy in gauged supergravities lie
within an Lgauge+fields∞ structure.
The concrete graded spaces and products are obtained following the procedure de-
scribed in previous sections. For completion we give here some products in the Lgauge∞
sector, which are trivial to read from the results above. The only graded subspaces in this
case are






X1 : χ = (χI , rχµI) , (5.86)
X0 : ζ = (Λ
M , ΞµI , rΣµνI) . (5.87)
The product `1 maps X2 → X1 through inclusion. Some explicit products are
`1(η) = ηI + rηµI , (5.88)
`1(χ) = Λ
M
trivial + ΞµI trivial +
rΣµνI trivial , (5.89)
`2(ζ1, ζ2) = Λ
M
12 + Ξ12µI +
rΣ12µνI , (5.90)
`2(ζ, χ) = −χ′I − rχ′µI +KI + rKµI , (5.91)
`3(ζ1, ζ2, ζ3) = −NI − rNµI . (5.92)
As done in a previous section, the product `2(ζ, χ) is defined here up to terms KI , rKµI
taking values in the kernel of `1, namely
0 = ZMIKI + ∂µKI + rKµI + 2∂[µ rKν]I . (5.93)














10Note that the last terms proportional to the Y -tensor would vanish if the hierarchy were only projected

















Maximal Half-maximal n = 6
G0 E7(7) SL(2)×O(6, 6)
Embedding tensor 912 (2, 12) + (2, 220)
1-forms 56 (2, 12)
2-forms 133 (3, 1) + (1, 66)
3-forms 912 Projected out in [42]
4-forms 133 + 8645 Projected out in [42]
Table 4. Duality groups and representations of the tensor hierarchy in maximal and half-maximal
supergravities in four space-time dimensions.
which in turn implies
`2(χ1, χ2) = 0 , (5.95)
`3(ζ1, ζ2, χ) = YIAC

















among higher products defined from higher identities. As stated by the theorem discussed
in section 2.1 no further graded subspaces are required beyond X2. Instead, the effect of un-
projecting the tensor hierarchy is to populate X2, X1 andX0 with the new representations.
5.4 Maximal and half-maximal gauged supergravity
Here we discuss how the general framework introduced in section 5.2 reproduces the tensor
hierarchy of maximal and half-maximal gauged supergravities in four space-time dimen-
sions. In table 4 we write the representations for each theory.
The general discussion in section 5.2 perfectly matches the standard formulation of the
maximal theory [43, 44], and so there is not much to say beyond the general discussion.
The formulation of the half-maximal theory [42] requires instead a closer inspection. We
can read from table 4 that the global symmetry of the ungauged maximal supergravity is
a continuous SL(2) × O(6, n). We will take the fundamental representation to have split
indices (α,M), where α, β, γ are SL(2) indices and M,N,P are fundamental O(6, n) indices.
This slightly modifies the notation in section 5.2, there the whole fundamental index was
noted by M,N,P . Hopefully this will not cause confusion. The invariants of the global
group are the antisymmetric Levi-Civita tensor εαβ with the conventions ε+− = ε
+− = 1
and εαγε
βγ = δβα. The O(6, n) invariant tensor is ηMN . Both tensors are used like metrics
to raise and lower indices. In terms of these, the generators are
(tMN )P
Q = δQ[MηN ]P
(tαβ)γ
δ = δδ(αεβ)γ . (5.98)
In order to gauge the supergravity we promote a subgroup G ⊂ G0 to local with the




















I (αβ) [MN ]
ΛM , Ξ̂µI Λ
αM , Ξ̂µ,αβ , Ξ̂µ,MN
Aµ
M , BµνI Aµ
αM , Bµν,αβ , Bµν,MN
dIMN dγδ,αMβN = ηMN εα(γεδ)β , dOP,αMβN = εαβηM [OηP ]N
ΘM
I ΘαM










































MNO + ηM [Nfβ
O]
)
Table 5. Identification between tensors in the general structure of the tensor hierarchy (section 5.2)
and the n = 4 half-maximal gauged supergravity.
The gaugings now take the form fαM and fαMNP = fα[MNP ], in terms of which the




P fβ)PMN = 0
3fα[MN










R − fαRfβR[M [P ηQ]N ] − fα[MfN ][PQ]β + fα[P fQ][MN ]β
)
= 0 . (5.99)
From the table 5 and the general expressions in section 5.2 we can compute the gauge
transformations of the vector fields and two-forms
δAµ














δBµν,αβ = 2D[µΞ̂ν],αβ − 2ηMN εγ(αεβ)δ(ΛγMFµνδN −A[µγMδAν]δN ) (5.100)
δBµν,MN = 2D[µΞ̂ν],MN − 2εαβηO[MηN ]P (ΛαOFµνβP −A[µαOδAν]βP ) ,
their field strengths























































and the covariant derivatives
Dµ = ∂µ −AµαMΘαMNOtNO −AµαMΘαMβγtβγ . (5.102)
With these results we can also compute the YIA tensor using its definition in (5.62)
YIAgM
AJ = XMI
























A,OQ = −2fγM [N [Oδ
Q]
P ] + fγ[N





The fact that these are non-vanishing implies that in half-maximal gauged supergravity the
algebra closes because the two-forms are projected with the intertwiner ZMI . In principle
the full algebra can be obtained un-projecting and adding higher tensors through the
standard procedure.
We can now as a final check see how to relate these expressions to those in the electric
sector computed from DFT. The identifications for the gaugings are
f−M = 0
f−MNP = 0 (5.105)
f+M = fM
f+MNO = fMNO .
Then, the last two equations of (5.99) vanish trivially and the remaining constraints
reduce to
fM fM = 0
fP fPMN = 0 (5.106)
3f[MN
P fR]OP − 2f[MNR fO] = 0 ,
and match (5.12) exactly.
To obtain full identification the parameters must be related as
Λ+M = ΛM , Ξ̂µ−− = −2Ξ̂µ , (5.107)
and the fields as follows
Aµ
+M = Aµ
M , Bµν−− = −2Bµν . (5.108)
We call this selection the “electric” section of the theory. It turns out that by selecting

















depend on the magnetic ones (namely, the parameters Λ−M , Ξ̂µ−+, Ξ̂µ++ and Ξ̂µMN and
the fields Aµ
−M , Bµν−+, Bµν++ and Bµν MN disappear from the transformations of Aµ
+M
and Bµν−−). Then, they decouple forming a closed subalgebra. With these identifications
the gauge transformations of the effective action of DFT are recovered (5.14).
We are now in the position of understanding why the small electric sector of gauged
supergravity, consisting in vector fields and single two-form, closes exactly without projec-
tion with an intertwining tensor nor the inclusion of higher forms. The reason is that the
electric section yields the following vanishing components of the intertwining tensor
Y−−,A gγM
A,I = 0 , (5.109)
and this particular combination is responsible for the closure of the gauge algebra of the
two-form to fail.
We can also re-derive the Jacobiator starting with (5.77) for half-maximal
JαM = ZαMβγNβγ + Z
αMNONNO
Jµ,αβ = ∂µNαβ (5.110)
Jµ,MN = ∂µNMN ,
with the Nijenhuis tensors given by














O = 2N , (5.112)
where in the last equality we established the relation with (5.33). Finally, using that the

















fM N−− = J
M (5.114)
Jµ,−− = ∂µN−− = −2Jµ , (5.115)
which are trivial parameters, as expected, and in the last equality we established the
relation with (5.32). This completes the embedding of the tensor hierarchy for the electric
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A Relating the generalized metric and the KK formulations of DFT
In this appendix we relate the degrees of freedom and parameters of the generalized metric
formulation of DFT [53] (HMN , d, ξM) with those in the KK formulation [39] (gµν , Bµν ,
Aµ
M ,MMN , φ, ξµ, ΛM , Ξµ). The O(D,D) indicesM,N = 1, . . . , 2D with D = n+ d are







 , ∂M = (0, ∂µ, ∂M ) , (A.1)
such that the strong constraint in O(D,D) ∂M∂
M = 0 becomes that in O(d, d) ∂M∂
M = 0.





and the dynamical degrees of freedom by
HMN =
 gµν −gµρCρν −gµρAρN−gνρCρµ gµν + CρµCσνgρσ +AµPMPQAνQ CρµgρσAσN +AµPMPN
−gνρAρM CρνgρσAσM +AνPMPM MMN + gρσAρMAσN
 ,
(A.3)
where Cµν = −Bµν + 12Aµ
PAνP . From here it is straightforward to reproduce the KK-
formulation from the O(D,D) covariant expressions of the generalized Lie derivative and
DFT action.
B Checking some L∞ identities
Here we check some non-trivial identities for section 3.3. We first identify the terms that
are non vanishing and construct the possible lists of arguments from them.
All identities that include at least one E ∈ X−2 hold true. The argument is very
similar to the one presented in [1701.08824], but there are some differences. Each term of
an L∞ relation is of the form `i(. . . `j(. . .)), where . . . represents a list of arguments. The
only non vanishing products involving an E ∈ X−2 are `2(E, ζ) and `3(E, ζ,Ψ), see (3.78).
If we consider that there is an E in the second list `i(. . . `j(E, . . .)) then the possibilities are:
`i(. . . `2(E, ζ1)︸ ︷︷ ︸
≡Ẽ∈X−2
)⇒ `2(ζ2, Ẽ) or `3(ζ2,Ψ, Ẽ), (B.1)
`i(. . . `3(E, ζ1,Ψ1)︸ ︷︷ ︸
≡Ê∈X−2

















From this we learn that the possible lists are (ζ1, E, ζ2), (ζ1, E, ζ2,Ψ), or (E, ζ1,Ψ1, ζ2,Ψ2).
If instead we consider that there is an E in the first list `i(E, . . . `j(. . .)), then the possi-
bilities are:
`2(E, `j(. . .)︸ ︷︷ ︸
∈X0
)⇒ `2(E, `1(χ)) or `2(E, `2(ζ1, ζ2)),
`3(E, ζ1, `j(. . .)︸ ︷︷ ︸
∈X−1
)⇒ `3(E, ζ1, `1(ζ2)) or `3(E, ζ, `2(ζ2,Ψ)),
`3(E,Ψ, `j(. . .)︸ ︷︷ ︸
∈X0
)⇒ `3(E,Ψ, `1(χ)) or `3(E,Ψ, `2(ζ1, ζ2)) .
(B.3)
There are lists of arguments that are the same to those of the previous case and we have
the new ones (χ,E) and (χ,Ψ, E).
Now we consider the list (E,χ), for which the identity reads:
`1(`2(E,χ)) = `2(`1(E), χ) + `2(`1(χ), E) , (B.4)
which holds because `2(E,χ) = 0, `1(E) = 0 and
`2(Dχ,E) =
{






+ L̂∂Mχ∆cAµM = 0 .
(B.5)
Now we consider the list (χ,Ψ, E) with its corresponding identity:
0
?
= `1 (`3(χ,Ψ, E))− `2 (`2(χ,E),Ψ) + `2 (`2(χ,Ψ), E)− `2 (`2(Ψ, E), χ)
+ `3 (`1(E), χ,Ψ)− `3 (`1(χ), E,Ψ)− `3 (`1(Ψ), E, χ) ,
0
?
= `3 (`1(χ), E,Ψ) = `3 (Dχ,E,Ψ) = L̂∂Nχ∆BµνAνM + ∆BµνL̂∂NχAµM = 0 .
(B.6)
The remaining lists, (ζ1, E, ζ2), (ζ1, E, ζ2,Ψ), or (E, ζ1,Ψ1, ζ2,Ψ2), also satisfy the
identities as can be seen from the closure of gauge transformations over field equations
[δζ1 , δζ2 ]F = −δ[ζ1,ζ2]F . (B.7)
Expanding in powers of Ψ we arrive at the L∞ relations over the list of the form
(ζ1, ζ2, E,Ψ
n), with n ≥ 0. To lowest order in Ψ we get
`2(ζ2, `2(ζ1,F))+`3(ζ2,F , `1(ζ1))−`2(ζ1, `2(ζ2,F))−`3(ζ1,F , `1(ζ2)) =−`2(`2(ζ1, ζ2),F) .
(B.8)
This is the L∞ relation needed for the list (ζ1, E, ζ2), once one takes into account that the
missing term `1(`3(ζ1, ζ2,F)) expected in such identity does not appears as it was set equal
to zero. The linear order yields
−`3(`2(ζ1, ζ2),F ,Ψ) = `2(ζ2, `3(ζ1,F ,Ψ)) + `3(ζ2, `2(ζ1,F),Ψ) + `3(ζ2,F , `2(ζ1,Ψ))
− `4(ζ2,F , `1(ζ1),Ψ)− `2(ζ1, `3(ζ2,F ,Ψ))− `3(ζ1, `2(ζ2,F),Ψ)

















which again is an L∞ relation once one considers the terms that are equal to zero. Finally
the quadratic Ψ2 order has an extra difficulty because from (B.7) one gets the identity eval-
uated on diagonal arguments (ζ1, ζ2, E,Ψ,Ψ) instead of (ζ1, ζ2, E,Ψ1,Ψ2). However, this is
not a problem because an L∞ relation which holds true on diagonal arguments also holds
true on non-diagonal arguments, which can be proved using the polarization identities.
All identities that include at least one χ ∈ X1 hold true. We recall first that
there are only two non trivial products involving χ: `1(χ) and `2(χ, ζ). This means that
we can have at most two χ’s. If we had more than two χ’s we would have had two or more
χ’s in the same product which is zero. Take for example the case of three χ’s:
`i(χa, χb, `j(χc . . .))︸ ︷︷ ︸
=0




Now take the list (χ1, χ2, . . .). A term in the identities would look like `i(χ1 . . . `j(χ2, . . .)).
The possibilities are:
`i(χ1 . . . `2(χ2, ζ)︸ ︷︷ ︸
≡χ̃∈X1
)⇒ `i(χ1, . . . χ̃) = 0, (B.11)
`i(χ1 . . . `1(χ2)︸ ︷︷ ︸
≡ζ̃∈X0
)⇒ `2(χ1, ζ̃) . (B.12)
The only list of arguments is then (χ1, χ2). The identity reads
`1(`2(χ1,χ2)︸ ︷︷ ︸
=0
) = `2(`1(χ1),χ2)+`2(`1(χ2),χ1) = `2(Dχ1,χ2)+`2(Dχ2,χ1) = 0 . (B.13)
Now take the list with only one χ, (χ, . . .). If χ is in the first sublist, we have
`i(χ . . . `j(. . .))⇒ `2(χ, `j(. . .)︸ ︷︷ ︸
∈X0
)⇒ `2(χ, `2(ζ1, ζ2)) .
(B.14)
One can then check that the identity for the list (χ, ζ1, ζ2) holds.
Returning to the confection of lists, if χ is in the second sublist, we have more possi-
bilities. In the first place we could have




`2(ζ̃, `2(χ, ζ)), same list as before,
`1(`2(χ, ζ2)) .
(B.15)
The last case was also checked when we discussed the pure gauge structure. In the second
place




`2(ζ, `1(χ)), same list as before,
`1(`1(χ)), checked when we discussed pure gauge structure,
`2(Ψ, `1(χ)), with list (Ψ, χ).
(B.16)
This last case gives the following identity which is true

















Finally, all identities which include at least 3 ζ’s and any number of Ψ hold true.
The list with only three gauge parameters was already checked when we analized the pure
gauge structure (it was our starting point). Next we could consider four gauge parameters.
The identity is `1`4 − `2`3 + `3`2 − `4`1 = 0 and without any `4, the following expression
must vanish
`3`2 − `2`3 = 6 `3([ζ[1, ζ2], ζ3, ζ4])− 4 `2(`3(ζ[1, ζ2, ζ3), ζ4]) . (B.18)
Taking into account that `3 over three gauge parameters of the form ζ = Λ
M + Ξµ discards
the Ξµ part, we get for the first term on the r.h.s. the following expression









On the other hand







so using the Leibnitz rule for the Generalized Lie derivative and the fact that the D-
bracket can be replaced by the C-bracket because of the antisymmetrization the identity
can be proved.
Now lets take into account gauge parameters and fields: (ζ1, ζ2, ζ3,Ψ
n). We first notice
that we cannot use the products `1(ζ), `2(ζ,Ψ), `3(ζ,Ψ,Ψ), which give an element Ψ̃ ∈ X−1.
If they were in the second product `j we would have
`i(. . . `j(. . .)) = `3(ζ1, ζ2, Ψ̃) = 0 . (B.21)
Trying to use them in the first product does not work either. For `1(ζ) we would need the
























Thus, one of the products must be `3(ζ1, ζ2, ζ3) ≡ χ ∈ X1. If it was in the second product
`j we would have
`i(. . . `j(. . .)) = `n+1(Ψ
n, `3(ζ1, ζ2, ζ3)) = `n+1(Ψ

















If it was in the first product, we would need the second one to give a X0 element to get a






Considering more than three gauge parameters and repeating the arguments as before one
also finds that the L∞ identities are fulfilled trivially.
C Full hierarchy in four space-time dimensions
Having discussed in detail the three-form tensor hierarchy in generic gauged supergravities
we can move a step upwards and introduce the four-form field which corresponds to the
last field in the p-form chain for n = 4 space-time dimensions (some of these results can
also be found in [51]). To do this we continue by un-projecting the three-form fields
rCµνρI ≡ YIACµνρA ;
r
Σ̂µνI ≡ YIAΣ̂µνA ; rGµνρσI ≡ YIAGµνρσA , (C.1)
at the expense of introducing a new projected four-form field rDµνρσ

















GµνρσA = 4D[µCνρσ]A − gMAI
(















A = 0 . (C.4)
Then, imposing gauge covariance of the unprojected four-form field strength tensor
δGµνρσA = −XMBAΛMGµνρσB , (C.5)










































and the G0-invariant tensor, hXBM . In addition we defined
V AIJ ≡ 2gMA[IZJ ]M ,
which also vanishes when contracted with YKA thanks to the constraints. Due to space-
time saturation in four dimensions the field strength of the four-form field and its Bianchi
identity vanish.
It can be shown that the gauge algebra of the new system
{
Aµ




closes up to terms proportional to hXB(MgN)
BI and V AIJ , which must then be set to zero






= V AIJdJMN , (C.6)
and the new constraints are
hXB(MgN)
BI = 0
V AIJ = 2gM
A[IZJ ]M = 0 . (C.7)
The brackets that arise from closure of the algebra are given by
ΛM12 = −XNPMΛN[1 Λ
P
2] (C.8)





























To finish this chain we can unproject the 4-form
rDµνρσ
A = WAXDµνρσX ;
r
Θ̂µνρ
A = WAXΘ̂µνρX , (C.12)
and introduce a new gauge parameter Φ̂µνρσX into its transformation
δDµνρσX = 4D[µΘ̂νρσ]X − hXBM
(









In higher dimensions the new parameter would be identified with the gauge parameter of
the five-form field. Consistency requires that it vanishes under the WAX projection

















We can finally summarize all the results for the full tensor hierarchy in generic gauged
supergravities in four space-time dimensions:
• Parameters, fields and curvatures in four-dimensions








R4 Θ̂µνρX DµνρσX 0
R4 Φ̂µνρσX 0 0
• Gauge transformations
δAµ
M = DµΛM − ZMI Ξ̂µI

















δDµνρσX = 4D[µΘ̂νρσ]X − hXBM
(




































2D[µDν] + FµνMXM = 0 (C.14)
3D[µFνρ]M − ZMIHµνρI = 0 (C.15)


















ZMIdINP = X(NP )
M
ZMIXM = 0






































































Ξ̂µI trivial = DµχI + YIAχµA
Σ̂µν
A
trivial = 2D[µχν]A − gMAJFµνMχJ +WAXχµνX
Θ̂µνρX trivial = 3D[µχνρ]X + 3hXMBF[µνMχρ]B + χµνρX












We then see that the symmetry for symmetries effect in gauged supergravities is a
generic feature even for dimensionally saturated tensor hierarchies.
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[52] O. Hohm, V. Kupriyanov, D. Lüst and M. Traube, Constructions of L∞ Algebras and Their
Field Theory Realizations, Adv. Math. Phys. 2018 (2018) 9282905 [arXiv:1709.10004]
[INSPIRE].
[53] O. Hohm, C. Hull and B. Zwiebach, Generalized metric formulation of double field theory,
JHEP 08 (2010) 008 [arXiv:1006.4823] [INSPIRE].
[54] C.M. Hull, Generalised Geometry for M-theory, JHEP 07 (2007) 079 [hep-th/0701203]
[INSPIRE].
[55] P. Pires Pacheco and D. Waldram, M-theory, exceptional generalised geometry and
superpotentials, JHEP 09 (2008) 123 [arXiv:0804.1362] [INSPIRE].
[56] C. Hillmann, Generalized E7(7) coset dynamics and D = 11 supergravity, JHEP 03 (2009)
135 [arXiv:0901.1581] [INSPIRE].
[57] D.S. Berman and M.J. Perry, Generalized Geometry and M-theory, JHEP 06 (2011) 074
[arXiv:1008.1763] [INSPIRE].
[58] A. Coimbra, C. Strickland-Constable and D. Waldram, Supergravity as Generalised

















[59] D.S. Berman, H. Godazgar, M.J. Perry and P. West, Duality Invariant Actions and
Generalised Geometry, JHEP 02 (2012) 108 [arXiv:1111.0459] [INSPIRE].
[60] M. Cederwall, J. Edlund and A. Karlsson, Exceptional geometry and tensor fields, JHEP 07
(2013) 028 [arXiv:1302.6736] [INSPIRE].
[61] J.A. Rosabal, On the exceptional generalised Lie derivative for d ≥ 7, JHEP 09 (2015) 153
[arXiv:1410.8148] [INSPIRE].
[62] M. Cederwall and J.A. Rosabal, E8 geometry, JHEP 07 (2015) 007 [arXiv:1504.04843]
[INSPIRE].
[63] M. Cederwall and J. Palmkvist, Extended geometries, JHEP 02 (2018) 071
[arXiv:1711.07694] [INSPIRE].
[64] A. Coimbra, C. Strickland-Constable and D. Waldram, Ed(d) × R+ generalised geometry,
connections and M-theory, JHEP 02 (2014) 054 [arXiv:1112.3989] [INSPIRE].
[65] D.S. Berman, M. Cederwall, A. Kleinschmidt and D.C. Thompson, The gauge structure of
generalised diffeomorphisms, JHEP 01 (2013) 064 [arXiv:1208.5884] [INSPIRE].
[66] A.G. Tumanov and P. West, E11 and exceptional field theory, Int. J. Mod. Phys. A 31
(2016) 1650066 [arXiv:1507.08912] [INSPIRE].
[67] O. Hohm and H. Samtleben, Exceptional Field Theory I: E6(6) covariant Form of M-theory
and Type IIB, Phys. Rev. D 89 (2014) 066016 [arXiv:1312.0614] [INSPIRE].
[68] E. Musaev and H. Samtleben, Fermions and supersymmetry in E6(6) exceptional field
theory, JHEP 03 (2015) 027 [arXiv:1412.7286] [INSPIRE].
[69] O. Hohm and H. Samtleben, Exceptional field theory. III. E8(8), Phys. Rev. D 90 (2014)
066002 [arXiv:1406.3348] [INSPIRE].
[70] A. Baguet and H. Samtleben, E8(8) Exceptional Field Theory: Geometry, Fermions and
Supersymmetry, JHEP 09 (2016) 168 [arXiv:1607.03119] [INSPIRE].
[71] C.D.A. Blair and E. Malek, Geometry and fluxes of SL(5) exceptional field theory, JHEP
03 (2015) 144 [arXiv:1412.0635] [INSPIRE].
[72] A. Abzalov, I. Bakhmatov and E.T. Musaev, Exceptional field theory: SO(5, 5), JHEP 06
(2015) 088 [arXiv:1504.01523] [INSPIRE].
[73] E.T. Musaev, Exceptional field theory: SL(5), JHEP 02 (2016) 012 [arXiv:1512.02163]
[INSPIRE].
[74] D.S. Berman, C.D.A. Blair, E. Malek and F.J. Rudolph, An action for F-theory: SL(2)R+
exceptional field theory, Class. Quant. Grav. 33 (2016) 195009 [arXiv:1512.06115]
[INSPIRE].
[75] F. Ciceri, A. Guarino and G. Inverso, The exceptional story of massive IIA supergravity,
JHEP 08 (2016) 154 [arXiv:1604.08602] [INSPIRE].
[76] D. Cassani, O. de Felice, M. Petrini, C. Strickland-Constable and D. Waldram, Exceptional
generalised geometry for massive IIA and consistent reductions, JHEP 08 (2016) 074
[arXiv:1605.00563] [INSPIRE].
[77] A. Baguet, M. Magro and H. Samtleben, Generalized IIB supergravity from exceptional field

















[78] G. Aldazabal, W. Baron, D. Marques and C. Núñez, The effective action of Double Field
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