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Abstract
Customized voltage waveforms composed of a number of frequencies and used as the excitation
of radio-frequency plasmas can control various plasma parameters such as energy distribution
functions, homogeneity of the ionflux or ionization dynamics. So far this technology, while being
extensively studied in academia, has yet to be established in applications. One reason for this is the
lack of a suitable multi-frequency matching network that allows for maximum power absorption
for each excitation frequency that is generated and transmitted via a single broadband amplifier.
In this work, a method is introduced for designing such a network based on network theory and
synthesis. Using this method, a circuit simulation is established that connects an exemplary
matching network to an equivalent circuit plasma model of a capacitive radio-frequency discharge.
It is found that for a range of gas pressures and number of excitation frequencies the matching
conditions can be satisfied, which proves the functionality and feasibility of the proposed concept.
Based on the proposed multi-frequency impedance matching, tailored voltage waveforms can be
used at an industrial level.
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I. INTRODUCTION
Control of energy distribution functions of different particle species (electrons, ions, neutrals)
is crucially important to optimize various applications of low temperature technological radio
frequency (RF) plasmas ranging from solar cell manufacturing to biomedicine and integrated
circuits [1–3]. Based on the pioneering work of Wendt et al. [4, 5] and the discovery of
the Electrical Asymmetry Effect (EAE) [6–12], a new concept to realize such advanced
process control has been developed. It is based on driving RF plasmas with customized
voltage waveforms generated as a finite Fourier Series of multiple consecutive harmonics
of a fundamental frequency with individually adjustable harmonic amplitudes and phases
[13–23]. In capacitive RF plasmas, this so called Voltage Waveform Tailoring (VWT) has
proven to allow customization of the electron heating dynamics and the sheath voltage as a
function of time within the fundamental RF period. It has been found that the symmetry of
the plasma can be controlled by tuning the relative phases of the harmonics, either through
the electrical generation of a DC self bias when there is an amplitude asymmetry in the
driving voltage waveform or by inducing different ionization dynamics adjacent to each
electrode with a slope asymmetry in the driving voltage waveform. These effects allow the
electron and ion energy distribution functions to be customized in the plasma volume and
at boundary surfaces. Note that the control of the ion energy distribution depends on the
driving frequencies. While at low driving frequencies the ions can typically react to the
time dependent electric field in the sheaths, they cannot react at higher driving frequencies.
Nevertheless, previous works demonstrated that VWT allows to control these distribution
functions in both frequency domains [4, 5, 14, 23]. At high driving frequencies, the mean
ion energy can be adjusted by phase control via the EAE. Even the shape of the IEDF can
be controlled in this case by customizing the sheath voltage waveform in a way that allows
low energy ions generated by charge exchange collisions inside the sheath to be accelerated
to distinct energies [24]. The opportunity to control the electron energy distribution in
turn allows control of the generation of reactive neutrals, and therefore their densities. At
high driving frequencies electromagnetic effect such as the standing wave effect can cause
significant and unwanted lateral non-uniformities of the ion and radical flux across large
wafers. Schuengel et al. [24] demonstrated that such lateral non-uniformities of the ion
flux can be prevented by VWT. Iwashita et al. [25, 26] showed that this technology can be
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used to control the transport of dust particles in such discharges. Recently, VWT has also
been applied to inductive RF discharges with phase-locked RF substrate bias and has been
demonstrated to provide unique advantages for optimized process control [27, 28].
Based on these fundamental insights, VWT has been demonstrated to provide key advan-
tages for various plasma processes: Johnson et al. [29–31] and Hrunski et al. [32, 33] showed
that the deposition rate and characteristics of Si:H thin films deposited by Plasma Enhanced
Chemical Vapor Deposition (PECVD) in capacitive RF plasmas could be optimized, con-
trolled, and their uniformity could be improved by VWT. Wang et al. [34] showed that
VWT allows switching from etching to deposition in the same reactor by changing the driv-
ing voltage waveform from sawtooth up to sawtooth down. Zhang et al. [35] showed that
VWT and phase control are beneficial for plasma etching as well.
All these significant enhancements of process control can be achieved without mechani-
cal modification of the plasma reactor. Only the external circuit (the RF generators and
impedance matching network) needs to be adapted. In this sense, VWT is a modular tech-
nique that can simply be added to any existing RF plasma chamber as an upgrade.
To date most (fundamental and applied) studies of VWT have been performed on an aca-
demic level, i.e., in small to medium scale reactors and using relatively simple plasma
chemistries at low powers; however they have demonstrated enormous potential to improve
industrial plasma processing applications typically performed at much higher powers, in
complex gas mixtures, and in large reactors. The upscaling of this technology to indus-
trial standards is hindered by the lack of cost-effective concepts for impedance matching of
such complex multi-frequency discharges. Such impedance matching is required, since an
RF plasma represents a complex load to an RF generator, which typically has an output
impedance of 50 Ohm without any imaginary component; at low pressure, a capacitive RF
plasma behaves predominantly as a capacitive load with a large imaginary component of
its impedance. Therefore a matching network is required to match the impedance of the
plasma load to the impedance of the generator to maximize the power dissipated in the
plasma [1, 2]. Poor impedance matching results in high reflected powers, which can damage
or even destroy the RF generator(s). While impedance matching circuits exist for single or
dual frequency power sources, concepts for such networks for multi-frequency tailored volt-
age waveforms are strongly limited, since the load impedance is frequency dependent and
matching must be achieved for all driving frequencies simultaneously. As a consequence,
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classical matching networks cannot be used.
The only design concept that has been demonstrated for an impedance matching for tailored
voltage waveforms has been proposed by Franek et al. [36]. It is based on separate generation
of each harmonic of a given multi-frequency waveform. Each harmonic is then impedance
matched by a separate matching network, and subsequently all harmonics are combined to
drive the electrode in a capacitively coupled RF discharge. This concept is based on using
multiple conventional single-frequency impedance matchings in multiple matching branches
each protected by band-pass filters to prevent parasitic coupling between the individual
matching branches. While this concept is fully functional [17, 36], it is not an efficient solu-
tion to the problem of generating impedance-matched tailored voltage waveforms, because it
does not allow the generation of these waveforms by the combination of an arbitrary function
generator and a single broadband amplifier. This, however, would be the ideal and most
cost-effective approach at an industrial level, particularly if a high number of harmonics is
required. Therefore, a novel concept for multi-frequency impedance matching of VWT is
desired, which does not require separate matching branches for each harmonic and which
can be used in combination with a single broadband amplifier with a single input line and
a single output line which can be directly connected to the plasma source.
Here, we present a solution to this problem, i.e., we propose a method for matching a
frequency-dependent load to a multi-frequency RF generator via a single line and without
the need for multiple generators and filternetworks. This concept is developed based on
network theory and a global plasma model coupled self-consistently to a customized external
circuit. In this way, a network consisting of inductances and capacitances (including losses
and stray effects) is proposed, which is able to transform the load impedance to the internal
resistance of the generator for each applied frequency and, therefore, allows for maximum
power transfer from the generator to the load in the presence of multiple driving frequencies.
To prove the feasibility of this new multi-frequency impedance matching concept, exemplary
simulations of a capacitively coupled plasma are carried out for different neutral gas pressures
and driving voltage waveforms. In each scenario, excellent impedance matching is achieved
for all driving frequencies.
The paper is structured in the following way: In section 2, the new concept for impedance
matching for VWT is introduced. In section 3, the simulation model and the algorithm used
to test the matching performance with a capacitive plasma reactor are outlined. Illustrative
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FIG. 1. Voltage source with internal resistance attached to a frequency dependent complex load
via a matching network consisting of two impedances Z1 and Z2.
scenarios of such discharges driven by 3 and 5 consecutive harmonics of 13.56 MHz at low
and high neutral gas pressures in argon are studied in section 4, where the performance of
the impedance matching is discussed in terms of forwarded and reflected powers. Finally,
conclusions are drawn in section 5.
II. MATCHING METHOD
In order to transfer maximal power from a generator to a load, the load impedance must
be transformed to match the internal resistance of the generator. This is typically achieved
using impedance matching networks. Following the argument of Roy [37], first, we generally
consider the setup shown in figure 1. The generator consists of an internal resistance Rrf
and a voltage source of the form Vrf =
∑N
i=1 Vicos(ωit+ ϕi), with the amplitude Vi, angular
frequency ωi and phase shift ϕi of the ith frequency component and N being the total
number of frequency components. The absorbed power in the load is maximal, when its
resistive part is RL = Rrf and its imaginary part is XL = 0. Since this is generally not
the case, an L-network with the impedances Z1 and Z2 is added consisting of inductances
and capacitances, whereby we can write Z1 = jX1 and Z2 = jX2. To satisfy the matching
condition for the real part Re{Rrf ||jX2} = RL is required for every excitation frequency.
This leads to
X2 = ± RrfRL√
RL(Rrf −RL)
, (1)
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with the condition Rrf > RL. Since RL = RL(ω) is a function of the excitation frequency,
we can specify N conditions
X2,i = ± RrfRL,i√
RL,i(Rrf −RL,i)
. (2)
Therein, double indices denote the corresponding impedance and the respective frequency
component (e.g., RL,i ≡ RL(ωi) with i ∈ [1, N ]). For Z1, similar considerations for the
imaginary part lead to the condition X1 = −Im{Rrf ||jX2}−XL. This results in N additional
equations of the form
X1,i = − R
2
rfX2,i
R2rf +X
2
2,i
−XL,i. (3)
For both X1 and X2, networks consisting of inductances and capacitances must be designed
such as to have the values defined in equation systems (2) and (3) at the different excitation
frequencies. Several methods exist to synthesize LC-networks, e.g., a ladder structure called
Cauer ladder network [38] or a Foster -type network that can be described by a series of
fractions [39]. We make use of the latter case, which allows a transformation function S to
be set up in frequency space in the form of
S =
k0
jω
+ jωkM+1 +
M∑
m=1
jωkm
qm − ω2 , (4)
where the k’s and the q’s are 2(M + 1) independent network variables [40]. S can either be
an impedance or an admittance. In this work, we only use S as an impedance, which leads
to a network of elements in series described by the different terms in equation (4): The first
term can be interpreted as a capacitance with k0 = 1/C0, the second term as an inductance
with kM+1 = LM+1, and the last term as M parallel resonance circuits with km = 1/Cm
and qm = 1/(CmLm). The resulting network is depicted in figure 2. Using this method to
build the networks for X1 and X2 respectively, equations (2) and (3) lead to two systems of
equations consisting of N equations each, that can be solved for the unknown k’s and q’s,
which in return provide the values of the inductances and capacitances.
To determine how many unknowns are necessary in order to be able to match an arbitrary
load, we consider that a general reactance always has a positive slope with increasing ω [40].
This fact can be seen directly by investigating the different terms of equation (4), which all
have a positive slope with increasing ω. This consequently applies as well to the sum of all
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FIG. 2. General network consisting of inductances and capacitances following the transformation
function for LC-networks.
individual terms. Each of the N right hand sides of equations (2) and (3) define the specific
values the respective networks must have at each excitation frequency. If now these values
decrease with increasing i, a reactance with a negative frequency slope results. For X1 and
X2 to be able to still satisfy the equations, a certain number of intermediate poles and zeros
in X1 and X2 are required. For N such right hand side values (being either all positive or
all negative), the networks must have either N poles or N zeros in 0 < ω < ∞. The first
case translates to N LC-parallel units, or in other words, k0 = 0, kM+1 = 0 and M = N .
In the second case, k0 and kM+1 are both nonzero and M = N − 1 LC-parallel units are
required (cf: figure 3 and 8).
This worst-case scenario, with a right hand side of negative slope, can be avoided by taking
advantage of the freedom of sign in equations (2). Therewith, the number of required
elements reduces to the number of frequencies to be matched. In other words, N independent
variables in S are necessary to build the network, e.g., for an even N set k0 = 0, kM+1 = 0
and M = N/2. This is, however, not feasible in the scenario investigated in this work:
If the considered load is nonlinear, as a plasma in fact is, the matching is typically done
during process by using tunable capacitances, since tunable inductances for high powers
are difficult to construct. In this case, all degrees of freedom must be achieved by varying
the capacitances, and the values of the inductances must be chosen beforehand and fixed
during the process. Therefore, N capacitances must be used in the network, satisfying
equations (2). Consequently, in the proposed network kM+1 = 0, k0 = 0 and M = N ,
resulting in M LC-parallel units in series. Another option would be to choose kM+1 and k0
to be nonzero and M = N − 1. Notice that both options are the same as described in the
previous paragraph, and, therefore, the same network setup is used for both X1 and X2.
To deduce the required values of the elements in the networks, the systems of equations for
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X1 and X2 must be solved for the network variables km and qm. Certain constraints may
be added, since there are two times more independent variables than equations. As pointed
out before, it is meaningful to choose the values of the inductances beforehand and, thereby,
reduce the number of unknowns to the number of equations.
In reality, inductances and capacitances are not ideal elements, but certain stray effects
and resistive losses will be present. Therefore, depending on how influential these effects
are, the calculations presented in this chapter must be adjusted. To account for resistive
losses, Z1 and Z2 must include a frequency-dependent real part. Since stray effects can
be represented by inductances and capacitances, and all networks consisting of inductances
and capacitances can be transformed in the way described by equation (4), the argument
in this chapter is still valid. However, the specific values of the elements may need to be
adjusted in order to achieve a given impedance at the generator. Both stray effects and
losses can be included in theoretical investigations and simulations, but the exact values are
often not known in advance. Therefore, we suggest for a specific design in practice to build
the matching network based on the presented considerations and measure the impedance
function of Z1 and Z2 using a network analyzer beforehand or using a V-I-probe during
process. This way the deviations from the preliminary theoretical model can be calculated
and the elements of the network adjusted accordingly. This approach may fail however, if
the strayeffects and losses in the network are too large, resulting in impedances that may
not be able to satisfy equations (2) and (3). This problem is best avoided by choosing
capacitances and inductances that are as ideal as possible, without the stray effects or losses
dominating their properties.
III. SIMULATION MODEL AND ALGORITHM
In order to investigate the performance of the proposed matching method for a simulated
plasma, a suitable plasma model must be chosen, which can easily be simulated simulta-
neously and self-consistently with an attached network consisting of lumped elements. An
obvious choice here is an equivalent circuit model, so the problem reduces to a circuit sim-
ulation. A well-studied nonlinear equivalent circuit model of a capacitively coupled plasma
(CCP) based on the considerations in [41–45] is used in this work and briefly discussed in the
subsequent paragraphs. A more detailed description of the simulation model and algorithm
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used in this work can be found elsewhere [46].
Following a generalized Ohm’s law of the form ∂t~j = e
2n~E/me − νeff~j, the bulk can be
modeled by a resistance Rpl and an inductance Lpl, which mimic inelastic collisions and
electron inertia, respectively. n is the plasma density, me the electron mass, ~j the conduction
current density, and ~E the electric field. νeff includes both ohmic and stochastic heating,
which is obtained from the expression νeff = νm + v¯e/lB, with νm the momentum transfer
collision frequency, the mean thermal speed v¯e = (8kBTe/pime)
1
2 , the electron temperature
Te, the effective bulk length lB, and the Boltzmann constant kB. The sheath on the other
hand is modeled by a capacitive diode, with a nonlinear sheath capacitance, a constant
ioncurrent and a varying electron current. This leads to the system of differential equations
dVS,1
dt
= −C−1S,1(Ipl + ji0AE − je0AE exp
(
−eVS,1
kBTe
)
, (5)
dVS,2
dt
= −C−1S,2(−Ipl + ji0AG − je0AG exp
(
−eVS,2
kBTe
)
, (6)
dIpl
dt
= L−1pl (Vpl + VS,1 − VS,2)− νeffIpl, (7)
with ji0 = enuB = en (kBTe/mi)
1
2 and je0 = env¯e assuming a Maxwellian electron energy
distribution function. uB is the Bohmvelocity and mAr the argon ion mass. The sheath
capacitances CS,1 = (2enε0A
2
E/VS,1)
1
2 and CS,2 = (2enε0A
2
G/VS,2)
1
2 depend on the sheath
voltages VS,1 and VS,2 as well as the electrode areas seen by the plasma in front of the driven
electrode, AE, and the ground, AG. The inductance Lpl = lBme/e
2nAE and the resistance
Rpl = νeffLpl depend both on the bulk length lB and on AE, which is due to the assumption
of a homogeneous, cylindrical discharge. Ipl is the accumulated current flowing through the
whole discharge and Vpl the voltage at the driven electrode.
The equivalent circuit for this plasma model is depicted in figure 3 on the very right hand side.
Notice that in this plot the scalar currents are defined by Ie,1 = je0AE exp (−eVS,1/kBTe),
Ie,2 = je0AG exp (−eVS,2/kBTe), Ii,1 = ji0AE, and Ii,2 = ji0AG. All elements of the model
are functions of the electron temperature and electron density, which in turn depend on
the external parameters of the discharge and the absorbed power. The latter is of special
interest in this work, because it is a measure of the quality of the matching. Therefore, the
simulation model is expanded in order to catch these dependencies. The absorbed power
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FIG. 3. Complete network that is simulated. The elements in red are only included for the
simulation case with five excitation frequencies. The equivalent circuit of the plasma is on the
right hand side.
Pabs of the plasma can be calculated by [1]
Pabs = nVpnArKizET, (8)
with the plasma volume Vp, the argon neutral gas density nAr, the total energy lost in the
system per electron-ion pair created ET = ET(Te, VS,1, VS,2) and the ionization rate Kiz(Te).
A detailed analysis of ET in this setup can be found elsewhere [46]. Equating the particles
created to the particles lost in the system, an equation
VpnArKiz = uBA (9)
can be found, which accounts for particle conservation, with the total area around the
discharge A = AE + AG.
The simulation now must include equations (8) and (9) in the circuit simulation as well
as the elements of the matching network. This is achieved iteratively in different loops.
The complete algorithm of the simulation is depicted in figure 4. First, the initial values
of all elements must be defined. Therefore, both n and Te need to be specified. If the
geometrical parameters AE, AG and Vpl are determined based on a given reactor geometry,
the electron temperature Te can be calculated from equation (9), as Kiz(Te) and uB(Te) are
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functions of the electron temperature. With the assumption that the geometrical parameters
do not vary with the absorbed power, i.e., the plasma volume and surface area stay the
same, equation (9) only needs to be evaluated once to specify Te. The plasma density n
is obtained from equation (8) for the given set of parameters. The matching elements and
plasma density initially need to be assigned arbitrary (reasonable) values. The goal of the
two loops of the simulation algorithm is to iteratively find the correct values for n and the
matching elements, respectively. This is achieved by first simulating the whole circuit, whose
elements all have defined values at this point, solving Kirchhoff’s differential equations for
the whole network in time-domain making use of the software ngSPICE [47]. The simulation
provides the current and voltage at every point in the system. So the absorbed power in the
plasma can be calculated by Pabs =
∫
dtIplVpl, with Ipl being the current flowing through
the plasma model and Vpl the respective voltage. Using this value for Pabs, equation (8) is
then used to calculate the plasma density n and update the elements of the plasma model.
This step is repeated until convergence is reached, i.e., the plasma density and the absorbed
power do not change anymore. This is the inner circle of the simulation algorithm. In the
outer loop a fast Fourier transform (FFT) of the currents and voltages in the system can be
used to calculate the complex impedance of the load for every excitation frequency in the
form of ZL,i = VL,i/IL,i, with the current IL,i flowing through the load and the voltage VL,i
across the load. Then, using equations (2) and (3) and additional constraints (e.g., constant
inductances), the elements of the matching network can be calculated and updated. Because
this influences the power transferred into the plasma load, whose elements depend on the
absorbed power, this step must be repeated until the results reach steady state.
IV. EXEMPLARY SETUPS AND SIMULATION RESULTS
In order to demonstrate the validity of the presented method, three different scenarios will
be analyzed in this section: A) N = 3 frequency excitation and pressure p = 200 Pa, B)
N = 3 frequency excitation and pressure p = 1 Pa, and C) N = 5 frequency excitation and
pressure p = 200 Pa. The other remaining discharge and network parameters, which can
be found in table I, are the same for all cases. Notice that V4 = V5 = 0 V for the first two
cases and the frequencies are harmonics of the fundamental frequency. All phase shifts for
the respective excitations are set to ϕi = 0.
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FIG. 4. Flowchart of the algorithm for the simulation. The steps in black indicate calculations
performed within the simulation algorithm. The steps in grey represent parameter adjustments.
The general design of the matching network follows the considerations of section II for 3
frequencies and 5 frequencies respectively. For all three cases, Z1 and Z2 are composed of
parallel resonance circuits, i.e., M = N , kM+1 = 0 and k0 = 0. Finally, the last case is used
to study the difference between choosing this network and M = N − 1 as well as kM+1 and
k0 nonzero. Resistive losses in the network are represented by a resistance Rm. A resistance
Rstray and a capacitance Cstray represent the influence of the reactor chamber. All of theses
values are rough estimates and depend strongly on the actual reactor setup and elements
in the network. Additionally, a capacitance Cb is included to allow a DC self-bias voltage
to be built up. The exact value of this element does not matter as long as it is reasonably
large. The whole network including all elements is shown in figure 3. Notice that in this
figure M = N . The elements C2,4, L2,4, C2,5, L2,5, C1,4, L1,4, C1,5 and L1,5 are only included
for the last case with N = 5.
A. Three frequencies, p = 200 Pa
Using the parameters from table I and the pressure p = 200 Pa, equation (9) provides a
value of Te = 1.8 eV. For each of the N = 3 frequency components, the FFT gives the load
impedance consisting of a resistance and reactance. For a converged simulation these values
12
Parameter Value
TAr 300 K
AE 707 cm
2
AG 1650 cm
2
lB 10 cm
V1 300 V
V2 300 V
V3 300 V
V4 300 V
V5 300 V
ω1 2pi × 13.56 MHz
ω2 2pi × 27.12 MHz
ω3 2pi × 40.68 MHz
ω4 2pi × 54.24 MHz
ω5 2pi × 67.80 MHz
Rrf 50 Ω
Cb 1000 pF
Rm 1 Ω
Rstray 0.5 Ω
Cstray 200 pF
TABLE I. Input parameters of the simulation
amount to RL,1 = 6.43 Ω, RL,2 = 4.51 Ω, RL,3 = 3.71 Ω, XL,1 = −21.36 Ω, XL,2 = −10.74 Ω,
and XL,3 = −6.98 Ω. The plasma density for this case is n = 3.15 × 1016 m−3. Using
these values, the left hand sides of equations (2) and (3) result in X2,1 = −19.21 Ω, X2,2 =
−15.73 Ω, X2,3 = −14.15 Ω, X1,1 = 38.10 Ω, X1,2 = −25.06 Ω, and X1,3 = −20.08 Ω. For
both X1 and X2 equation (4) with k0 = 0, KM+1 = 0 and M = N = 3 defines the respective
network giving N = 3 equations for each X1 and X2. Additional constraints are set to
L2,1 = 300 nH, L2,2 = 30 nH, L2,3 = 10 nH, L1,1 = 100 nH, and L1,2 = L1,3 = 30 nH. In this
way the two systems of equations can be solved for the six unknown capacitances, which
result in C2,1 = 945 pF, C2,2 = 1590 pF, C2,3 = 2166 pF, C1,1 = 1010 pF, C1,2 = 923 pF, and
13
FIG. 5. Reactance-functions for X1 and X2 for a converged simulation of case A (N = 3; p =
200 Pa). At the different excitation frequencies the function has the values following equations (2)
and (3), which is indicated by the horizontal lines.
C1,3 = 395 pF. The frequency-dependent reactance functions for X1 and X2 are depicted in
figure 5 a) and 5 b), respectively. The functions have the values calculated above at each
excitation frequency, and thereby define a network which satisfies the matching conditions.
For a suitable practical application, different constraints, i.e., values of the inductances,
may be more reasonable. The proposed exemplary values may be realized with simple
transmission lines without the need of actual (bulk) elements, with the advantage of being
less lossy. Having said that, other issues in practice might be of relevance that are not
included in this reasoning. However, the choice of the inductance values is not completely
free, which will be considered in detail in the discussion of simulation case C.
Setting up the elements of the matching network in the described manner, the impedance of
the total network can be calculated to ZTL,i = Irf,i/VTL,i, which is the total load impedance
14
FIG. 6. Forward power Pf , reflected power Pr and their ratios for three excitation frequencies and
a pressure of p = 200 Pa. Pr is small compared to Pf , that is why it is hard to see in plot a).
including the matching network. Again, for ideal matching the impedance at each excitation
frequency should be equal to Rrf = 50 Ω. Using the simulation results, the impedances for
each component are be calculated to be ZTL,1 = (50.006 + j0.0006) Ω, ZTL,2 = (50.003 −
j0.004) Ω, and ZTL,3 = (50.003− j0.007) Ω. All are reasonably close to Rrf = 50 Ω.
Also an analysis of the forward power Pf consumed in the total load (including the matching
network) and the reflected power Pr offers additional insight. For ideal matching the reflected
power should be Pr = 0. Both Pf and Pr as well as their ratio are depicted in figure 6.
Pf ≈ 225 W for all three frequency components, while |Pr/Pf | < 10−8, which is very small,
showing that the matching is nearly ideal. It should be noted that in reality such a value
will be hard to achieve, due to various effects that are not included in the simulation such
as elements, which are not ideal and not strictly linear. The value of 225 W is expected for
an ideally matched load, since in this case Pf ≈ V 2TL,i/2|ZTL,i| = 225 W for VTL,i = Vi/2
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FIG. 7. Forward power Pf , reflected power Pr and their ratios for three excitation frequencies and
a pressure of p = 1 Pa. Pr is small compared to Pf , that is why it is hard to see in plot a).
and |ZTL,i| assumed to be 50 Ω. The observed deviations in the power and the total load
impedance from the ideal case are mainly due to numerical inaccuracies. This could be
improved by increasing the simulation time and reducing the time step and would lead to
better averaging in the FFT and higher accuracy in the circuit simulation.
B. Three frequencies, p = 1 Pa
In this case the pressure of p = 1 Pa leads to a plasma with stronger nonlinearities and,
consequently, significant plasma-generated harmonics in the plasma current. This is mainly
due to the plasma series resonance, which is only of significance at low pressures whereas it is
damped by collisions at higher pressures. The simulation of this case is therefore interesting
in order to see if the proposed matching method also works under these nonlinear conditions.
16
FIG. 8. Alternative design of the matching branch Z1 displayed in figure 3.
All other plasma parameters are the same as in case A).
The electron temperature is calculated to be Te = 3.6 eV. A converged simulation leads to
a plasma density of n = 1.03 × 1016 m−3 and a load with RL,1 = 4.90 Ω, RL,2 = 2.16 Ω,
and RL,3 = 0.72 Ω, XL,1 = −34.58 Ω, XL,2 = −16.89 Ω, and XL,3 = −10.70 Ω. Again,
the system of equations (2) and (3) is used to calculate the impedance functions for the
matching network. The chosen constraints for this case are L2,1 = 100 nH, L2,2 = 20 nH,
L2,3 = 10 nH, L1,1 = 100 nH, L1,2 = 30 nH and L1,3 = 30 nH. The values of the capacitances
can then be calculated to C2,1 = 2270 pF, C2,2 = 2040 pF, C2,3 = 2990 pF, C1,1 = 625 pF,
C1,2 = 938 pF, and C1,3 = 375 pF.
Using these values, the impedance of the total load amounts to ZTL,1 = (50.09 − j0.12) Ω,
ZTL,2 = (50.12 − j0.007) Ω and ZTL,3 = (50.01 − j0.23) Ω, which is again reasonably close
to Rrf = 50 Ω. The forward and reflected powers Pf and Pr are presented in figure 7.
Pf ≈ 225 W and |Pr/Pf | < 10−5 is maintained for all frequencies. Again, the deviations from
the ideal result can be explained by numerical inaccuracies. Also the fact that the load is
very nonlinear compared to the other cases may explain some of the deviations: The plasma
is not only a passive load, but also a generator. While it still absorbs more power than it
generates, the fact that it is not strictly passive may cause some issues, since an impedance
is by definition a passive element.
The plasma also generates harmonics greater than 3ω1. Most of the power that these
harmonics dissipate remains within the load, i.e., in the loss elements, and very little actually
reaches the generator. Therefore, it does not cause any issues regarding the matching. These
effects will be analyzed in more detail in a future publication.
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FIG. 9. Forward power Pf , reflected power Pr and their ratios for five excitation frequencies and a
pressure of p = 200 Pa. Pr is small compared to Pf , that is why it is hard to see in plot a).
C. Five frequencies, p = 200 Pa
The higher the number of excitation frequencies, the more accurately an idealized voltage
waveform can be approximated. Therefore, it is instructive to investigate the case of N = 5
harmonics. The pressure in this exemplary case is set to p = 200 Pa, which gives an
electron temperature of Te = 1.8 eV. For a converged simulation the load amounts to
n = 4.81 × 1016 m−3, RL,1 = 5.51 Ω, RL,2 = 3.83 Ω, RL,3 = 3.33 Ω, RL,4 = 3.09 Ω,
RL,5 = 2.85 Ω, XL,1 = −19.61 Ω, XL,2 = −9.87 Ω, XL,3 = −6.66 Ω, XL,4 = −4.91 Ω,
and XL,5 = −3.77 Ω. Systems of equations (2) and (3) can be solved for N = 5 using
the constraints L2,1 = 60 nH, L2,2 = 30 nH, L2,3 = 20 nH, L2,4 = 20 nH, L2,5 = 20 nH,
L1,1 = 13 nH, L1,2 = 7 nH, L1,3 = 4 nH, L1,4 = 2 nH and L1,5 = 13 nH. While these values
can be simulated and lead to plausible results, it is in practice hard to build a network
using inductances that small. However, the use of larger values for the inductances L1,2,
18
L1,3 and L1,4 leads to a system of equations, which cannot be consistently solved. In order
to understand the reason for this, it is instructive to maintain Z2, but to change the design
of the Z1 network by replacing one LC-parallel unit with an LC-series unit and compare
the behavior of this new branch with the previous one. In terms of the definition following
from equation (4), M = N − 1 is chosen and two additional series elements are used for Z1,
that is k0 and kM+1 are both nonzero. This leads to the network shown in figure 8. Solving
the systems of equations using this network, the constraints are satisfied with notably larger
values L1,1 = 400 nH, L1,2 = 150 nH, L1,3 = 60 nH, L1,4 = 30 nH and L1,5 = 300 nH.
To some degree L1,5 can be used to influence the value of the other inductances: If L1,5 is
increased, the other inductances can be increased as well. This effect can be understood
by interpreting L1,5 not as a part of the matching network, but instead as part of the load.
Therefore the “load” reactance is increased by ωL1,5. The remaining elements of network Z1
are displaced according to this additional load. Since the positions of the poles defined by
qm = 1/CmLm must be within certain bounds, e.g., in between the excitation frequencies,
Z1 is predominantly influenced as required by the respective km = 1/Cm. If the absolute
value of Z1 needs to be increased at one or more frequencies, km must increase resulting in
a decrease in Cm. As a result, Lm must increase in order for the poles to not change their
positions. Since ωL1,5 can be used to determine how large the “amplitude” of the resonance
circuits needs to be, it can control the size of the other elements in the Z1 branch.
This also explains the different values of the respective inductances in the different cases:
By changing Cm, not only the “amplitude” of a specific resonance is changed, but also the
position of the poles. Therefore, for constant Lm only a limited parameter range can be
reached by only changing the capacitances. If one desires to build a matching network in
practice, some assumptions regarding the load impedances are helpful in order to choose
meaningful values for the inductances. A specific matching network could then be equipped
with easy-to-change inductances in order to make it applicable for different scenarios.
The specific choice for the network, either using only parallel resonance units or an additional
series resonance circuit, depends on the reactor characteristics and on the desired elements
used to build the network. A large inductance might be easier to build, but is also lossier,
which might in some applications be of high relevance. It is therefore important to keep in
mind that the values chosen in this work are mainly demonstrative and in practice need to
be adjusted accordingly within the general framework. The observation that the case with
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five frequency components required small inductances for a specific design of Z1 depends
strongly on the details of the specific plasma chamber, the plasma parameters and the loss
elements. In another scenario with different plasma and chamber properties this might
not occur. Also this specific problem might be avoided by choosing a completely different
method for synthesizing Z1 and Z2.
Choosing the design for Z1 depicted in figure 8 and the above listed constraints, the capac-
itances in the present scenario amount to: C2,1 = 940 pF, C2,2 = 780 pF, C2,3 = 486 pF,
C2,4 = 378 pF, C2,5 = 175 pF, C1,1 = 144 pF, C1,2 = 152 pF, C1,3 = 180 pF, C1,4 = 231 pF
and C1,5 = 112 pF. Notice, that for a branch Z1 with a series resonance circuit, the ca-
pacitances are considerably smaller, which might also be useful in practice. The power
distribution for the different excitation frequencies is shown in figure 9. The forward power
is Pf ≈ 225 W for all five frequencies, while |Pr/Pf | < 10−6. As can be observed, the value of
|Pr/Pf | increases with the frequency. This trend is probably due to the internal calculations
in ngSPICE and in the FFT algorithm being more inaccurate for higher frequencies, due to
the constant time step of the simulation being bigger in relation for larger frequencies.
All these results prove that effective matching conditions can be achieved using the proposed
method for the design of a multiple frequency matching network.
V. CONCLUSION
A method is proposed for coupling a multiple frequency excitation to a frequency dependent
complex load, which is especially suited for voltage waveform tailoring in radio-frequency
plasma sources. In order to simulate such a network attached to a plasma source, a sim-
ulation method is developed based on an equivalent plasma circuit model extended by a
self-consistent calculation of the electron temperature and plasma density. The algorithm
of this simulation method is discussed, including loss and stray effects. Three different sce-
narios are then simulated to prove the viability and feasibility of the proposed method. In
all cases, the matching conditions can be reached to a very high accuracy, which proves the
functionality of the matching method. This allows voltage waveform tailoring to be used in
industrial applications via an arbitrary function generator and a broadband amplifier.
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