Abstract. In this paper, the problem of detecting the major changes in the stream of service requests is formulated. The change of stream component varies over time and depends on, e.g., a time of a day. The underlying cause of the change is called a context. Hence, at each moment there exists a probability distribution determining the probability of requesting the system service conditioned by the context. The aim is to find such a moment in which the distributions change. To solve that problem dissimilarity measures between two probability distributions are given. Nevertheless, detecting every change is not interesting but only long-lasting changes because of the costs of the service system resources reallocation. Therefore, in the proposed algorithm an issue of sensitivity to temporary changes detection is considered.
Introduction
Recently, an increasing interest of service-oriented systems (SOA) can be noticed [6] . SOA consists of elements called services that are network-distributed on different computational nodes [8, 9] . However, service-oriented architectures cause new problems connected with resource sharing and efficient resource management [10] . In the real-life situations in which streams of requests are time-varying and dependent on circumstances connected with e.g. time of a day, or changing number of users of the system, resources given to services have to be managed in an efficient way. It means that resources should be allocated in such a way that all operations and consequently -services are accomplished successfully in an appropriate time. However, due to the changes of the requests' streams the resources have to be reallocated [12] during the system life. Nevertheless, reallocation process consumes an additional time and operational resources and that is why it cannot be carried out at any change of the stream of requests. Thus, we deal with a tradeoff between rare reallocations but worst resource usage and often reallocation but higher costs associated with the resource management.
In this work we address the problem of the context change detection in serviceoriented systems. We state the problem and present an algorithm for change detection in streams of requests. The main idea is to apply a dissimilarity measure between two probability distributions. However, the key challenge is to detect only long-lasting changes and no temporary changes because we would like to avoid too often resource reallocation operations. Therefore, we provide a detailed description of the change detection algorithm and present results of the simulation study.
Related Works
In the literature there are different methods for detecting changes. They could be divided into heuristics and theoretical approaches. The first group includes methods that are based on classifiers [15, 21] . If the classification accuracy of the classifier drops significantly a context change is reported. It was used e.g. in the FLORA-family of algorithms [21] . Moreover, the weighted forgetting and window size management methods [11, 15] could be included to this group as well.
The second group uses the theoretical aspects, especially taken from statistics. These approaches compare two probability distributions to detect a change. However, they differ in assumptions. For example in computational theory-based approaches [4, 15] it is assumed that changes are rather permanent and gradual. Then an upper bound of the shift could be given and a number of recent observations for the processing may be calculated. Unfortunately, in practice sometimes we deal with abrupt changes and such methodology fails (e.g. in the anomaly detection [3, 16] ). Then a dissimilarity measure of two probability distributions to detect a change could be applied. In many applications the Kullback-Leibler divergence is used [3, 16, 19] , or entropy-based measures [19, 20] . Sometimes more theoretical measures are proposed [14] .
Problem Statement

Problem Background
The service-oriented systems are systems that consist of network distributed components called services [8] . The single service is assumed to deliver atomic functionality and has its inputs and outputs precisely defined. We distinguish an atomic and complex service which delivers single functionality and the functionality composed of more than one functionality, respectively. Moreover, the service-oriented system is able to compose the complex service in order to deliver the service demanded by the user [8] .
An atomic service is assumed to consume computational resources. Moreover, we assume that each atomic service is located within a computational node which is able to manage its resources using widely known virtualization techniques [18] . In this paper we consider the resource management task on a single computational node with atomic services installed on it.
Furthermore, there is a stream of service requests arriving to the serviceoriented system. A request demands certain functionality. In order to compose required service a composition procedure is executed which has been described in [8] . The most important result of composition is fact that proper atomic services are executed according to an execution scenario.
In order to optimize the performance of each atomic service the computational resources should be managed properly. The ratio of the available amount of the resource should be assigned to the proper virtual machine depending on the intensity of the requests stream and the complexity of the atomic service itself. The way how the complexity of the service is measured is not a concern of this paper and will be considered in future works. Denote the intensity of request stream arriving to the computational node at the moment t as x t where x t consists of substreams
is dedicated to the proper atomic service installed on the considered computational node, and n denotes a number of the service, n = 1, 2, . . . , N.
We assume that intensities of the request stream components (x
can vary over time e.g. depending on the time of a day. Therefore, the resources should be periodically reallocated in order to maximize the quality of service delivered to the system users. In order to determine allocation different algorithms could be applied e.g. wellknown optimization algorithm called interior-point method [2] . Unfortunately, each operation of resource reallocation introduces a slight delay in computational node response time [12] . Thus, in order not to deteriorate the quality resource reallocation should not be performed too often.
Context Change Detection Problem Statement
In this work we assume that the stream of requests could vary in time because of a changing context [11, 21] . By the context we understand external, unobservable circumstances e.g. a time of a day, or an increasing number of users, that affect the intensity of requested services. Formally, let us introduce a random variable that is time-depndent and that describes the requested service, r t . It takes values in {1, 2, . . . , n . . . , N} where n denotes the n th service that was requested. Moreover, the context is also a stochastic process, c t , but we assume that it is a latent variable that is constant for some periods of time (see Fig. 1.b) . However, the context affects the probability of requested services and thus the probability of the n th requested service is denoted by p(r t |c t ). In real-life situations context changes in a non-stationary way [7, 11] . Therefore, we deal with the non-stationary stochastic processes r t , and c t .
Besides, it could be said that we consider a Hidden Markov Model [1] (see Fig.  1 .a) in which the context evolves in an abrupt way (see Fig. 1.b) . We assume that we are able to observe only the service that was requested and there is no information about the context. We can only try to determine moments of change of the probability distribution, τ = {t : p(r t |c t ) = p(r t+1 |c t+1 )}.
However, for our purpose, we are not interested in finding any change. For example detecting temporary changes leads to frequent reallocation of resources which implies high costs connected with that process. Therefore, the change should be reported only if estimated probability distributions differ significantly. The change is measured by a certain dissimilarity measure D. Then the change is reported if the dissimilarity value is higher than a sensitivity factor σ ∈ [0, 1]. Hence, the problem can be stated as follows:
Given: -probability distribution at any time t, p(r t |c t ); -the dissimilarity measure D; -the value of the sensitivity factor σ.
Find:
-The moments such that:
In the next section we present an algorithm for context change detection. However, to propose the algorithm two issues have to be solved. First, a dissimilarity measure has to be defined. Second, at any time we do not have probability distributions. Thus, a proper estimation technique adequate for stream of data has to be proposed.
Context Change Detection Algorithm
Dissimilarity Measures
In the literature a variety of dissimilarity measures are known e.g. KullbackLeibler divergence [16] , Lin-Wong divergence (modified Kullback-Leibler) [17] , Bhattacharrya measure [13] , Kolmogorov measure [5] , entropy-based measure [20] , cosine distance measure [19] , and others (more measures could be found in [5] ). Obviously, they differ in forms and mathematical properties.
In further considerations let assume that there is a discrete random variable x ∈ X, X = {x 1 , x 2 , . . . , x N }, and two probability distributions: p(x), called reference distribution, and q(x), called model distribution.
In this paper, based on our preliminary research and because of the discrete stochastic process r t , we decided on four measures: Bhattacharyya measure, LinWong divergence, modified Lin-Wong divergence, and Kullback-Leibler divergence. That is:
The Bhattacharyya measure is defined as follows [13] :
The Lin-Wong divergence is defined as follows [17] :
The Kullback-Leibler divergence is defined as follows [16] :
The modified Lin-Wong divergence uses the fact that for discrete proba-
Then the dissimilarity measure could be defined as follows:
Remark. In the preliminary research it turned out that for the estimation technique used in this paper (see next section) the measure (4) is less sensitive to underestimations. It is easy to explain and it follows from the property of quadratic function and that
is flattened, especially near zero, which protects from underestimations.
Probabilities Estimation Technique
To estimate the reference and model distributions the sliding window technique was applied [14, 20] . The sliding window technique uses two windows, one representing L 1 of older and the other representing L 2 of recent observations (light and dark gray areas in Fig. 2 ) in the stream. The older instances (the older window) are chosen for estimating the reference distribution and the current data (the current window) -for the model distribution.
For the further simplicity, we set
Detection Algorithm
The idea of the algorithm is very similar to the meta-algorithm presented in [14] and the method in [3] . First, data from datastream is taken and divided into Fig. 2 . An illustration of sliding windows for probabilities estimation two sliding windows. Then, the reference and model distributions are estimated. Later, a value of the dissimilarity measure is calculated. If the value is lower than the given sensitive factor, sliding windows are moved so that all new observations are included. Otherwise the change is reported and sliding windows are set at the same moment and only the window with new observations is moved as long as it does not overlap instances from the older window. After that both windows are moved next to each other. The flow chart of the algorithm is presented in the Fig. 3 . 
Experimental Study
Experiment Description
In order to verify the efficiency of the context change detection algorithm the simulation environment has been developed. The OMNeT++ as the simulation platform was used. We modeled the physical machine with proper amount of virtual machines -each machine was responsible for responding to user's requests. The request stream was generated in such a way that there were three substreams present -each generated by a varying number of users. Each user is modelled as a process that repeatedly formulates a request sized from 1 to 4 kilobytes and after formulating the request the process is idle for a random period of time. One substream was assumed to be a background traffic and had almost constant intensity with small fluctuations during the simulation. The aggregated stream of requests was analyzed and then decomposed and passed to proper virtual machines for execution. Each virtual machine was assigned with initial amount of computational resources. When the context had changed, the resource allocation algorithm was executed.
In the experiment the measures presented in the Section 4.1 were used with following values of sensitivity factor (fixed after several trials): Bhattacharyya measure -σ = 0.01, Lin-Wong measure -σ = 0.01, modified Lin-Wong measure -σ = 0.0001, Kullback-Leibler measure -σ = 0.015. The sensitivity of modified Lin-Wong measure has to be much more smaller than for Lin-Wong because its value is squared. Besides, because of high sensitivity to even small changes, the value of the sensitivity factor for Kullback-Leibler has to be higher.
The size of the window was set to L = 1second so that the estimation of probabilities was ensured. Moreover, a change is assumed to be correctly detected if the detection took place no later than 1 second from the actual change (no longer than the size of the current window). Otherwise it was not counted as a proper detection. To compare the algorithm with the different dissimilarity measures, following criteria were defined: -A percentage of properly detected changes: 
Results and Discussion
The simulator was run 10 times with about 25 changes of the context. Each simulation run lasted 100 seconds what was enough to process about 10 Mbytes of requests data. Results are shown in the Table 1 . The best results are bold font. Moreover, single exemplary run of the simulation environment for different dissimilarity measures are presented in Fig.s 4a, 4b, 4c , and 4d. Grey lines represent varying intensities of two classes (third class was fixed to be constant), and black bars -values of the measures.
The results show that Bhattacharyya, Lin-Wong, and modified Lin-Wong measures performed very similarly. However, they outperformed Kullback-Leibler divergence. Moreover, it could be said that Bhattacharyya measure and modified Lin-Wong measure are slightly better than Lin-Wong measure. Because of lack of space no statistical proof is given here. However, after applying t-Student test it turned out that mentioned remark holds true.
Besides, the results of the KL measure seem to be quite odd and puzzling. After analyzing the raw results it turned out that KL divergence detected almost all of real changes but very often too late. Nevertheless, very weak performance according to the bad criterion follows from the definition of that measure. Even very small changes in probability distributions affect in quite big values of the KL divergence. Therefore, it is very sensitive to underestimations.
Furthermore, it can be stated that the proposed modification of the LinWong measure is very interesting and promising. Because of the flattening less bad detections, in comparison to Lin-Wong measure, were made. The effect of the flattening could be easily seen in Fig.s 4b and 4c . However, more theoretical and experimental proofs are needed.
Final Remarks
In this paper a problem of the context change detection was stated and the algorithm for detection was presented. Moreover, four dissimilarity measures were given including one proposed for the first time. At the end the experimental study was carried out. The simulation environment implemented in OMNeT++ was briefly described and conclusions were drawn.
The outcomes of this work are planned to be used in a complex algorithm for decision making about resources management in the service-oriented systems. However, the problem of the context change detection is broader and the algorithm given here could be easily implemented in other domains e.g. learning algorithms. Nevertheless, our goal i.e. implementation of presented approach in the real-life service-oriented system is the priority of our future works.
