Abstract. XML specifications often consist of a type definition (typically, a DTD) and a set of integrity constraints. It has been shown previously that such specifications can be inconsistent, and thus it is often desirable to check consistency at compile-time. It is known [16] that for general keys and foreign keys, and DTDs, the consistency problem is undecidable; however, it becomes NP-complete when all keys are one-attribute (unary), and tractable, if no foreign keys are used.
<!ELEMENT faculty (prof + )> <!ELEMENT labs (dbLab, pcLab)> <!ELEMENT student (record)> /* similarly for prof <!ELEMENT cs434
(takenBy + ) /* similarly for cs340, cs108 <!ELEMENT dbLab (acc + ) /* similarly for pcLab • r ∈ E and is called the element type of the root. 2 We normally denote element types by τ , and assume that R(r) = ∅ and r does not appear in P (τ ) for any τ ∈ E. We also assume that each τ in E \ {r} is connected to r, i.e., either τ appears in P (r), or it appears in P (τ ) for some τ that is connected to r. In this paper we also use the following shorthands for regular expressions: α + for (α, α * ) and α? for ( |α). Finally, notice that mixed content is not allowed in XML trees; for every τ ∈ E, P (τ ) is either S or a regular expression over E.
Example 2.2. Let us consider the DTD D given in Section 1 for storing information about countries and their administrative subdivisions. In our formalism, D can be represented as (E, A, P, R, r), where E = {db, country, province, capital , city}, A = {@name, @inProvince}, r = db and P , R are as follows:
= S R(city) = ∅ 2 An XML document is typically modeled as a node-labeled tree. Below we describe valid XML documents w.r.t. a DTD, along the same lines as XQuery [39] , XML Schema [38] and DOM [34] . 
. , v n ], and the string lab(v 1 ) · · · lab(v n ) is in the regular language defined by P (lab(v)). • att is a partial function from V × A to S such that for any v ∈ V and @l ∈ A, att(v, @l) is defined iff @l ∈ R(lab(v)).
• root is the root of T : root ∈ V and lab(root) = r. The parent-child edge relation on V , {(v 1 , v 2 ) | v 2 occurs in ele(v 1 )}, is required to form a rooted tree.
2 In an XML tree T , for each v ∈ V , there is a unique path of parent-child edges from the root to v, and each node has at most one incoming edge. The root is a unique node labeled with r. If a node x is labeled τ in E, then function ele defines the children of x and function att defines the attributes of x. The children of x are ordered and their labels observe the regular expression P (τ ). In contrast, its attributes are unordered and are identified by their labels (names).
Example 2.4. Figure 2 .1 (a) shows an XML document storing information about provinces in Canada and conforming to the DTD shown in Example 2.2. 6 , @inProvince) = Manitoba 2 Our model is simpler than the models of XQuery and XML Schema as DTDs support only one basic type (PCDATA or string) and do not have complex type constructs. Unlike the data model of XQuery, we do not consider nodes representing namespaces, processing instructions and references. These simplifications do not affect the lower bounds, however.
We also use the following notations. Referring to an XML tree T , if x is a τ -element in T and @l is an attribute in R(τ ), then x.@l denotes the @l-attribute value of x, i.e., x.@l = att(x, @l). If X is a list [@l 1 , . . . , @l n ] of attributes in R(τ ), then x[X] = [x.@l 1 , . . . , x.@l n ]. For any element type τ ∈ E, ext(τ ) denotes the set of all the τ -elements in T . For any @l ∈ R(τ ), values(τ.@l) denotes {x.@l | x ∈ ext(τ )}, the set of all the @l-attribute values of τ -nodes. We write |S| for the cardinality of a set S. Given a DTD D and a set Σ of constraints, we also use |D| and |Σ| to denote their sizes, respectively.
Given a DTD D = (E, A, P, R, r) and element types τ, τ ∈ E, a string τ 1 .τ 2 . · · · .τ n over E is a path in D from τ to τ if τ 1 = τ , τ n = τ and for each i ∈ [2, n] , τ i is a symbol in the alphabet of P (τ i−1 ). Moreover, paths(D) = {p | there is τ ∈ E such that p is a path in D from r to τ }. We say that a DTD is non-recursive if paths(D) is finite, and recursive otherwise. We also say that D is a no-star DTD if the Kleene star does not occur in any regular expression P (τ ) (note that this is a stronger restriction than being * -free: a regular expression without the Kleene star yields a finite language, while the language of a * -free regular expression may still be infinite as it allows boolean operators including complement).
Keys and Foreign Keys.
We consider two forms of constraints for XML: absolute constraints that hold on the entire document, denoted by AC; and relative constraints that hold on certain sub-documents, denoted by RC. Below we define absolute keys and foreign keys, and we shall define relative constraints in Section 4. The constraints given in Section 1 are instances of absolute constraints and relative constraints.
Regular expression constraints.
To capture the hierarchical nature of XML data, absolute constraints, in their general form, are defined on a collection of elements identified by a regular path expression. It is common to find path expressions in specification and query languages for XML (e.g., XML Schema [38] , XQuery [39] , XSL [40] ). We define a regular (path) expression over a set of element types E as follows:
where denotes the empty word, τ is an element type in E and '.', '∪' and ' * ' denote concatenation, union and Kleene closure, respectively. A regular expression defines a language over the alphabet E, which will be denoted by β as well. Given a DTD D = (E, A, P, R, r) and a regular expression β over E, we say that β is a regular (path) expression over D if β is of the form r.β where β does not include r. In this section, we use ' ' as a shorthand for E \ {r}.
Recall that a path in a DTD is a list of E symbols, that is, a string in E * . Given an XML tree T = (V, lab, ele, att, root), a pair of nodes x, y in T with y a descendant of x and a path w = τ 1 . · · · .τ n over E, we say that w is a path from x to y if there exists a sequence of nodes v 1 , . . ., v n in T such that (1) v 1 = x and v n = y, (2) v i+1 is a child of v i in T , for every i ∈ [1, n − 1], and (3) lab(v i ) = τ i , for every i ∈ [1, n] . Any pair of nodes x, y in an XML tree T with y a descendant of x uniquely determines the path, denoted by ρ(x, y), from x to y. We say that y is reachable from x by following a regular expression β over D, denoted by T |= β(x, y), iff ρ(x, y) ∈ β. For any fixed T , let nodes(β) stand for the set of nodes reachable from the root by following the regular expression β: nodes(β) = {y | T |= β(root, y)}. Note that for any element type τ ∈ E \ {r}, nodes(r.
* .τ ) = ext(τ ). We now define unary XML keys and foreign keys with regular path expressions. Let DTD D = (E, A, P, R, r).
• A key over D is an expression ϕ of the form β.
-X is a nonempty set of attributes in R(τ ); and
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-β is a regular expression over D. For any XML tree T that conforms to D, the tree T satisfies ϕ, denoted by T |= ϕ, if
• A foreign key over D is an expression ϕ of the form β 1 
-β i is a regular expression over D, for i = 1, 2; and -X, Y are nonempty lists of attributes in R(τ 1 ), R(τ 2 ) of the same length.
We use two notions of equality to define keys: value equality is assumed when comparing attributes, and node identity is used when comparing elements. We shall use the same symbol '=' for both, as it will never lead to ambiguity.
The above constraints are generally referred to as multi-attribute regular expression constraints as they may be defined with multiple attributes. A regular expression key (foreign key) is said to be unary if it is defined in terms of a single attribute; that is, |X| = 1 (|X| = |Y | = 1) in the above definition. In that case, we write β.τ.@l → β.τ for regular expression unary keys, and β 1 .τ 1 .@l 1 ⊆ FK β 2 .τ 2 .@l 2 for regular expression unary foreign keys.
From [16] , we immediately obtain that the consistency problem for regular expression constraints is undecidable. Thus, in this paper we only study the consistency problem for unary constraints defined with regular expressions. We denote this class of constraints by AC reg K ,FK , where subscripts K and FK stand for keys and foreign keys, respectively. For example, the constraints over the school DTD that we have seen in Section 1 are instances of AC reg K ,FK . Constraints associated with element types. A class of absolute keys and foreign keys, denoted by AC * , * K ,FK (we shall explain the notation shortly), has been studied in [16] . It is a special case of regularexpression constraints and is defined for element types as follows. An AC * , * K ,FK -constraint ϕ over a DTD D = (E, A, P, R, r) has one of the following forms:
• Key. τ [X] → τ , where τ ∈ E and X is a nonempty set of attributes in R(τ ). An XML tree T satisfies ϕ, denoted by T |= ϕ, if
• Foreign key. 
That is, τ [X] → τ says that the X-attribute values of a τ -element uniquely identify the element in ext(τ we mean that both keys and foreign keys are unary. We shall be dealing with the following subclasses of AC Note that for E = ∅, this is exactly the integer linear programming problem [27] . Thus, PDE can be thought of as integer linear programming extended with inequalities of the form x ≤ y · z among variables. It is therefore NP-hard, and [21] proved an NEXPTIME upper bound for PDE. The exact complexity of the problem remains unknown.
Recall that two problems P 1 and P 2 are polynomially equivalent if there are PTIME reductions from P 1 to P 2 and from P 2 to P 1 . We now show the following. PK ,FK -constraints by a prequadratic Diophantine system. We start by explaining the process of narrowing the DTDs. Intuitively, we replace long "horizontal" regular expressions in P (τ ) by shorter ones. Formally, consider a DTD D = (E, A, P, R, r). D is basically an extended regular grammar (cf. [7, 25] ); for each τ ∈ E, P (τ ) is a regular expression α and, thus, τ → α can be viewed as the production rule for τ . We rewrite the regular expression by introducing a set N of new element types (nonterminals) such that the production rules of the new DTD have one of the following forms:
S is the string type and denotes the empty word. More specifically, we conduct the following "narrowing" process on the production rule τ → α:
• If α = (α 1 , α 2 ), then we introduce two new element types τ 1 , τ 2 and replace τ → α with a new rule τ → τ 1 , τ 2 . We proceed to process τ 1 → α 1 and τ 2 → α 2 in the same way.
• If α = (α 1 |α 2 ), then we introduce two new element types τ 1 , τ 2 and replace τ → α with a new rule
We proceed to process τ 1 → α 1 and τ 2 → α 2 in the same way.
• If α = α * 1 , then we introduce a new element type τ 1 and replace τ → α with τ → τ * 1 . We proceed to process τ 1 → α 1 in the same way.
• If α is one of τ ∈ E, S or , then the rule for τ remains unchanged. We refer to the set of new element types introduced when processing τ → P (τ ) as N τ and the set of production rules generated/revised as P τ . Observe that N τ ∩ E = ∅ for any τ ∈ E. We define a new DTD D N = (E N , A, P N , R N , r), referred to as the narrowed DTD of D (or just a narrow DTD if D is clear from the context), where
e., all element types of E and new element types introduced in the narrowing process;
e., production rules generated/revised in the narrowing process;
• R N (τ ) = R(τ ) for each τ ∈ E, and R N (τ ) = ∅ for each τ ∈ E N \ E. Note that the root element type r and the set A of attributes remain unchanged. Moreover, elements of any type in E N \ E do not have any attribute. The only kind of P N production rules whose right-hand side contains element type of E are of the form τ → τ , where τ ∈ E. It is easy to see that D N is computable in polynomial time.
Obviously, any set Σ of AC We next verify the claim. Given an XML tree
Recall N τ and P τ , the set of nonterminals and the set of production rules generated when narrowing τ → P (τ ). Let Q τ be the set of E symbols that appear in P τ plus S. We can view G = (Q τ , N τ ∪ {τ }, P τ , τ) as an extended context free grammar, where Q τ is the set of terminals, N τ ∪ {τ } the set of nonterminals, P τ the set of production rules and τ the start symbol
1 . Since T 1 |= D, we have w ∈ P (τ ). By a straightforward induction on the structure of P N (τ ) it can be verified that w is in the language defined by G. Thus there is a parse tree T (w) w.r.t. the grammar G for w, and w is the frontier (the list of leaves from left to right) of T (w). Without loss of generality, assume that the root of T (w) is v, and the leaves are v 1 , . . . , v n . Observe that the internal nodes of T (w) are labeled with element types in N τ except that the root v is labeled τ . Intuitively, we construct T 2 by replacing each element v in T 1 by such a parse tree. More specifically, let T 2 = (V 2 , lab 2 , ele 2 , att, root). Here V 2 consists of nodes in V 1 and the internal nodes introduced in the parse trees. For each x in V 2 , let lab 2 (x) = lab 1 (x) if x ∈ V 1 , and otherwise let lab 2 (x) be the node label of x in the parse tree where x belongs. Note that nodes in V 2 \ V 1 are elements of some type in E N \ E. For every x ∈ V 1 , let ele 2 (x) be the list of its children in the parse tree having x as root. For every x ∈ V 2 \ V 1 , let ele 2 (x) be the list of its children in the parse tree of an element in V 1 that contains x. Note that att and root remain unchanged. By the construction of T 2 it can be verified that T 2 |= D N ; and moreover, for every element type τ in D and @l 1 We write T |= C Σ if T satisfies all the constraints of C Σ , and we write T |= (D, C Σ ) if T conforms to a narrow DTD D and satisfies C Σ . Note that C Σ is equivalent (in fact, can be converted in polynomial time) to a prequadratic Diophantine system since x ≤ x 1 · . . . · x k can be written as constraints of the form x ≤ y · z by introducing k − 2 fresh variables, e.g., 4 (in the sense that the former is satisfiable iff the latter is). Thus, without loss of generality, assume that C Σ consists of linear and prequadratic integer constraints only. It should be noted that C Σ can be computed in time polynomial in the size of Σ and D. The lemma below shows that C Σ characterizes the consistency of Σ if keys in Σ are primary. 
The value att 1 (x, @l) can be selected in such a way that for each key
and (4) since ϕ is the only key defined for τ -elements, when we populate attributes @l 1 , . . . , l k of x, we only need to select the value of att 1 (x, @l i ) from V τ.@li such that x[@l 1 , . . . , @l k ] is distinct, without worrying about whether the population may hamper "other keys" defined on x (note that in the absence of the primary key assumption, the populations of different keys may interact with each other and as a result, the simply population strategy given above may no longer work; this is why we assume primary keys). It should be noted that it may be the case that V τ1.@l1 ⊆ V τ2.@l2 even if Σ does not imply τ 1 .@l 1 ⊆ FK τ 2 .@l 2 . This does not lose generality as we do not intend to capture negation of foreign keys. We next show that T 1 is indeed what we want.
It is easy to verify that T 1 |= D given the construction of T 1 from T 2 and the assumption that T 2 |= D.
in T 1 has a distinct @l 2 -attribute value and thus the value of its @l 2 -attribute uniquely identifies x among nodes in ext(τ 2 ). Therefore, T 1 |= ϕ and, thus, T 1 |= (D, Σ). This concludes the proof of the lemma.
The above lemma takes care of coding the constraints; the next step is to code DTDs. For that, we use the technique developed in [16] : for each narrow DTD D, one can compute in polynomial time in the size of D a set Ψ D of linear inequalities on nonnegative integers, referred to as the set of cardinality constraints determined by D, which includes |ext(τ )| as a variable for each element type τ in D, but it does not have |values(τ.@l)| as a variable for any attribute @l of τ . More specifically, for each symbol τ ∈ E ∪ {S}, |ext(τ )| is treated as a distinct variable, which keeps track of the number of all τ elements in an XML tree T conforming to D. In addition, for each occurrence of τ in the definition P (τ ) of some element type τ , we also create distinct variables as follows: if Using these variables, for each τ ∈ E, we define a set ψ τ of linear integer constraints that characterizes P (τ ) quantitatively, as follows:
Referring to an XML tree T that conforms to D, this assures that each τ element has a unique τ 1 subelement.
•
,τ . These assure that each τ element in T must have a unique τ 1 subelement and a unique τ 2 subelement.
τ2,τ . These assure that each τ element in T must have either a τ 1 subelement or a τ 2 subelement, and thus the sum of the numbers of these τ 1 and τ 2 subelements equals the number of τ elements in T .
The set Ψ D of cardinality constraints determined by DTD D consists of the following:
• |ext(r)| = 1; i.e., there is a unique root in any XML tree valid w.r.t. D;
• constraints of ψ τ for each τ ∈ E; these assure that P (τ ) is satisfied;
{r}) ∪ {S}; this indicates that the set ext(τ ) includes all
τ elements no matter where they occur in an XML tree; • x ≥ 0 for any variable x used above; i.e., the number of elements (subelements) is nonnegative. It has been shown [16] that Ψ D has a nonnegative integer solution if and only if there exists an XML tree T conforming to D such that the cardinality of ext(τ ) in T equals the value of the variable |ext(τ )| in the solution for each element type τ in D.
We now combine this coding with the coding for AC * ,1
PK ,FK -constraints. Given a narrow DTD D and a set Σ of AC * ,1 PK ,FK -constraints over D, we define the set of cardinality constraints determined by D and Σ to be 
PK ,FK -constraints over D. Then Ψ(D, Σ) is consistent if and only if there is an XML tree T such that T |= (D, Σ).
Proof. Suppose that there exists an XML tree T such that T |= (D, Σ). Then there is a nonnegative integer solution to Ψ D such that for each element type τ in D, the value of the variable |ext(τ )| equals the number of τ -elements in T [16] . By Lemma 3. 
b) A reduction from PDE to SAT(AC * ,1
PK ,FK ). We now move to the other direction. Given an instance of PDE, i.e., a system S consisting of a set S L of linear equations/inequalities on integers and a set S P of prequadratic constraints of the form x ≤ y · z, we define a DTD D and a set Σ of AC * ,1 PK ,FK -constraints such that S has a nonnegative solution iff there is an XML tree T satisfying Σ and conforming to D. We use
where p j is a prequadratic equation of the form x ≤ y · z. Then we define DTD D = (E, A, P, R, r) as follows:
(1) For each variable x i , we define an element type X i . In addition, for each p s ∈ S P of the form x i ≤ x j · x k , we define an element type U s i . For each linear constraint e j , we define distinct element types
We use r to denote the root element type. That is,
Intuitively, referring to an XML tree conforming to D, we use |ext(X i )| to code the value of the variable x i in S. For every equation e j , we use |ext(A 
(2) A = {@c, @d, @e}. Intuitively, we shall define @e as a key and use @c and @d to code prequadratic constraint of the form x ≤ y · z. 2 For example, we represent equation −3x + 5y ≤ −7 as 0x + 5y + 7 ≤ 3x + 0y + 0. (3) We define production rules as follows. For the root of the DTD:
where
We define the attribute function R as follows:
For all other element type τ , let R(τ ) be empty. For example, Figure 3 .1 (a) shows an XML tree conforming to the DTD constructed from the set of equations S L = {2x 1 ≤ x 2 + 4} and S P = {x 1 ≤ x 2 · x 3 }. We note that this tree codes solution x 1 = 1, x 2 = 2, x 3 = 1 for this system of equations.
Given DTD D, we define a set Σ of AC * ,1
Clearly, the set Σ is primary, i.e., for any element type τ there is at most one key defined. In fact, we use copies U s i of X i just to ensure that Σ is primary. We next show that the encoding is indeed a reduction from PDE to SAT(AC * ,1 PK ,FK ). Suppose that S has a nonnegative solution. Then we construct an XML tree T conforming to D as shown in Figure 3 .1 (a). That is, for each i ∈ [1, n] we let |ext(X i )| be the value of the variable x i in the solution. We note that, by the definition of D, this implies that for every s ∈ [1, l] 
)| is also equal to the value of x i in the solution. For every i ∈ [1, n] and every X i -element x in T , we let x.@e be a distinct value such that in T , |values(X i .@e)| = |ext(X i )|. For every j ∈ [1, m] and every E j -element x in T , we let x.@e be a distinct value such that in T , |values(E j .@e)| = |ext(E j )|. Likewise, we assign values to the @e-attribute of the nodes in ext(F j ) in such a way that |values (F j 
Since T codes a solution of S, it is straightforward to prove that T |= C Σ , the set of cardinality constraints determined by Σ. Thus, by Lemma 3.3 we conclude that there exists an XML tree T such that T |= (D, Σ) and, hence, (D, Σ) is consistent. Conversely, suppose that there exists an XML tree T such that T |= (D, Σ). We construct a solution of S by letting variable x i equal |ext(X i )| in T . By the definitions of D and Σ, it is easy to verify that this is indeed a nonnegative integer solution for S. In particular, each
We observe that the previous reduction is not polynomial since constants a
are coded in unary. To overcome this problem, next we show how to code in a DTD the binary representation of a number. We introduce this coding separately to simplify the presentation of this proof.
Assume
) is either 0 or 1 and a k = 1, that is, the binary representation of a is a k a k−1 · · · a 1 a 0 . To code a in a DTD we include element types A, Y 0 , . . . , Y k and we define P on these elements as follows:
We note that the size of this set of rules is polynomial in the size of a. Furthermore, if an XML tree T conforms to this DTD, then |ext(
and P (Y 0 ) = and an XML tree conforming to these rules is of the form shown in Figure  3.1 (b) .
Thus, by using this coding in our original reduction of PDE to SAT(AC * ,1
PK ,FK ) we can show that there is a PTIME reduction from PDE to SAT(AC * ,1 PK ,FK ). This completes the proof of Theorem 3.1. It is known that the linear integer programming problem is NP-hard and PDE is in NEXPTIME. Thus from Theorem 3.1 it follows immediately: Corollary 3.5. SAT(AC * ,1
PK ,FK ) is NP-hard, and can be solved in NEXPTIME. 2
Obviously we cannot obtain the exact complexity of SAT(AC * ,1 PK ,FK ) without resolving the corresponding question for PDE, which appears to be quite hard [21] K ,FK ) to disjoint constraints is polynomially equivalent to PDE and, thus, it is NP-hard and can be solved in NEXPTIME. 2
Consistency of Regular Expression Constraints. Specifications of AC * , *
K ,FK -constraints are associated with element types. We next consider AC reg K ,FK , the class of unary keys and foreign keys defined in terms of regular path expressions. For SAT(AC reg K ,FK ), we are able to establish both an upper and a lower bound. The lower bound already indicates that the problem is perhaps infeasible in practice, even for very simple DTDs. Finding the precise complexity of the problem remains open, and does not appear to be easy. In fact, even the current proof of the upper bound is quite involved, and relies on combining the techniques from [16] for coding DTDs and constraints with integer linear inequalities, and from [1] for reasoning about constraints given by regular expressions by using the product automaton for all the expressions involved in the constraints. 
Proof of a)
The proof is a bit long, so we first give a rough outline. The idea is similar to the proof of the NP membership for SAT(AC K ,FK ) [16] : we code both the DTD and the constraints with linear inequalities over integers. However, compared to the proof of [16] , the current proof is considerably harder due to the following. First, regular expressions in DTDs ("horizontal" regular expressions) interact in a certain way with regular expressions in integrity constraints (those correspond to "vertical" paths through the trees). To eliminate this interaction, we first show how to reduce the problem to that over narrow DTDs, in which no wide horizontal regular expressions are allowed. The next problem is that regular expressions in constraints can interact with each other. Thus, to model them with linear inequalities, we extend the approach of [16] by taking into account all possible Boolean combinations of regular languages given by expressions used in constraints. The last problem is coding the DTDs in such a way that variables corresponding to each node have the information about the path leading to the node, and its relationship with the regular expressions used in constraints. For that, we adopt the technique of [1] , and tag all the variables in the coding of DTDs with states of a certain automaton (the product automaton for all the automata corresponding to the regular expressions used in constraints).
Now it is time to fill in all the details. First, we need some additional notation. For every regular expression β and every attribute @l, we write values(β.@l) to denote the set {y.@l | y ∈ nodes(β) and y.@l is defined}. Observe that for any τ ∈ E \ {r}, and @l ∈ R(τ ), values(r.
* .τ.@l) corresponds to our original definition of values(τ.@l)
We say that a DTD D is one-attribute if D contains only one attribute and no element type τ such that P (τ ) = S. We start by showing that SAT(AC reg K ,FK ) can be reduced to the consistency problem for regular expression constraints over one-attribute DTDs. Let D = (E, A, P , R, r) be a DTD and Σ a set of AC
as follows. For every τ ∈ E and @l ∈ R(τ ), assume that τ @l is a fresh element type symbol. Then define E U as E ∪ {τ @l | τ ∈ E and @l ∈ R(τ )} and A U = {@e}, where @e is a fresh attribute symbol. Furthermore, define functions P U and R U as:
. . , τ @ln and R U (τ ) = ∅. • For every τ ∈ E and @l ∈ R(τ ), P U (τ @l ) = and R U (τ @l ) = {@e}. We note that if P (τ ) = S and R(τ ) = ∅, then P U (τ ) = .
Second, define the set Σ U of AC 
where V 2 , lab 2 , ele 2 and att 2 are defined as follows. Let v be a node in T 1 such that lab 1 
By the definition of D U and given that T 1 |= D, it is easy to see that 
(E N \ E)
* for every τ ∈ E. Then for every key constraint β.τ.@l → β.τ in Σ, f (β).τ.@l → f (β).τ is in Σ N , and for every foreign key constraint
We are now ready to establish the connection between D and D N , which allows us to consider only narrow DTDs from now on. 
τ) uniquely identifies x among nodes(β.τ). This contradicts the claim that |nodes(f (β).τ )| in T 2 equals |nodes(β.τ)| in T 1 and values(f (β).τ.@l) in T 2 equals values(β.τ.@l)
such that for all y ∈ nodes(f (β 2 ).τ 2 ) in T 2 , x.@l = y.@l. In the first case, we reach a contradiction as in (1 1 (v 1 ) . . . lab 1 (v n ) . Recall N τ and P τ , the set of nonterminals and the set of production rules generated when narrowing τ → P (τ ) (see proof of Theorem 3.1). Let Q τ be the set of E symbols that appear in P τ . We can view G = (Q τ , N τ ∪ {τ }, P τ , τ) as an extended context free grammar, where Q τ is the set of terminals, N τ ∪ {τ } the set of nonterminals, P τ the set of production rules and τ the start symbol 3 . Since T 1 |= D, we have w ∈ P (τ ). By a straightforward induction on the structure of P N (τ ) it can be verified that w is in the language defined by G. Thus there is a parse tree T (w) w.r.t. the grammar G for w, and w is the frontier (the list of leaves from left to right) of T (w). Without loss of generality, assume that the root of T (w) is v, and the leaves are v 1 , . . . , v n . Observe that the internal nodes of T (w) are labeled with element types in N τ except that the root v is labeled τ . Intuitively, we construct T 2 by replacing each element v in T 1 by such a parse tree. More specifically, let T 2 = (V 2 , lab 2 , ele 2 , att, root). Here V 2 consists of nodes in V 1 and the internal nodes introduced in the parse trees. For each x in V 2 , let lab 2 (x) = lab 1 (x) if x ∈ V 1 , and otherwise let lab 2 (x) be the node label of x in the parse tree where x belongs. Note that nodes in V 2 \ V 1 are elements of some type in E N \ E. For every x ∈ V 1 , let ele 2 (x) be the list of its children in the parse tree having x as root. For every x ∈ V 2 \ V 1 , let ele 2 (x) be the list of its children in the parse tree of an element in V 1 that contains x. Note that att remains unchanged. By the construction of T 2 it can be verified that 
.τ , where τ 1 , . . ., τ n , τ are element types in E and w 0 , . . ., w n are strings in (E N \ E) * , then r.τ 1 . · · · .τ n .τ is in β.τ; (3) none of the new nodes, i.e., nodes in V 2 \ V 1 , is labeled with an E type; (4) no new attributes are defined; and (5) the ancestor-descendant relation on T 1 -elements is not changed in T 2 .
Conversely, assume that there is T 2 = (V 2 , lab 2 , ele 2 , att, root) such that T 2 |= D N . We construct an XML tree T 1 by modifying T 2 such that T 1 |= D. For any node v ∈ V 2 with lab(v) = τ and τ ∈ E N \ E, we replace v in ele 2 (v ) by the children of v, where v is the parent of v. In addition, we remove v from V 2 , lab 2 (v) from lab 2 , and ele 2 (v) from ele 2 . Observe that by the definition of D N , no attributes are defined for elements of any type in E N \ E. We repeat the process until there is no node labeled with element type in E N \ E. Now let T 1 = (V 1 , lab 1 , ele 1 , att, root) , where V 1 , lab 1 and ele 1 are V 2 , lab 2 and ele 2 at the end of the process, respectively. Observe that att and root remain unchanged. By the definition of T 1 it can be verified that T 1 |= D; and in addition, for any regular expression β.τ over D and @l ∈ R(τ ), |nodes(β.τ)| in T 1 equals |nodes(f (β).τ )| in T 2 , and values(β.τ.@l) in T 1 equals values(f (β).τ.@l) in T 2 , because of (1) and (2) above and, among other things, the fact that none of the nodes removed is labeled with a type of E and the attribute function att is unchanged.
We now move to encoding of DTDs, more specifically, narrow one-attribute DTDs. Let D = (E, {@l}, P, R, r) be a narrow one-attribute DTD and Σ a set of AC 
where β j .τ j is the complement β j .τ j . We allow intersection and complement operators only in regular expressions r θ . We note that for every i ∈ [1, k]:
Then to capture the interaction between D and constraints of Σ, the system Ψ To capture
, a deterministic automaton that recognizes that expression. Let M be the deterministic automaton equivalent to the product of all these automata. We refer to M as the DFA for Σ. Let s M be the start state of M and δ be its transition function. Given an XML tree T conforming to D, for each node x in T we define state(x) as s, if there is a simple path ρ over D such that T |= ρ(root, x) and s = δ(s M , ρ). The connection between M and T w.r.t. 
In other words, nodes(β i .τ i ) in T consists of all τ i -elements x such that state(x) (which is a tuple of states of automata corresponding to regular expressions in Σ) contains some final state f βi.τi of the automaton for β i .τ i . A similar idea was exploited in [1] . 
Proof. Since T is a tree, there exists a unique simple path ρ over
We next define a system Ψ • Referring to the XML tree T , these assure that each τ -element in T must have a τ 1 -subelement and a τ 2 -subelement.
τ2,τ , where s i = δ(s, τ i ) for i = 1, 2. This assures that each τ -element in T must have either a τ 1 -subelement or a τ 2 -subelement, and thus the sum of the number of these τ 1 -subelements and the number of τ 2 -subelements equals the number of τ -elements.
• • Ψ Σ D contains constraint x r = 1; i.e., there is a unique root in each XML tree conforming to D.
• For every θ ∈ Θ such that r θ = ∅, Ψ 
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Then function lab is defined as lab(v) = τ if v ∈ ext(τ ), and function att is defined as follows:
It is easy to verify that these functions are well defined. Let root be the node labeled r, which is unique since x r = 1 is in Ψ τ 1 .@l, . . . , β k .τ k .@l be an enumeration of all regular expressions and attributes that appear in Σ, and for every function θ : {1, . . . , k} → {0, 1} which is not identically 0, let regular expression r θ be defined as in (3.1). Then for every nonempty Ω ⊆ Θ, we introduce a new variables z Ω . In any XML tree conforming to D, the intended interpretations of z Ω is the cardinality of
where C Σ is the set of cardinality constraints determined by Σ, and Ψ Σ D is the set of cardinality constraints determined by D w.r.t. Σ. The system Ψ(D, Σ) is said to be consistent iff it has a nonnegative solution that satisfies all of its constraints. Observe that Ψ(D, Σ) can be partitioned into two sets: 
Thus, given that
This concludes the proof of the lemma.
We need another lemma for a mild generalization of linear integer constraints. Clearly, the original system of constraints has a solution iff some I j has a solution. By [27] , I j has a solution iff it has a solution whose size is polynomial in A, b and p. Hence, to check if the original system of constraints has a solution, it suffices to guess a system I j and then guess a polynomial size solution for it; thus, the problem is in NP.
We now conclude the proof of the first part of the theorem. By Lemma 3.8, given an arbitrary DTD D and a set Σ of AC 
Proof of b)
We establish the PSPACE-hardness by reduction from the QBF-CNF problem. An instance of QBF-CNF is a quantified boolean formula in prenex conjunctive normal form. The problem is to determine whether this formula is valid. QBF-CNF is known to be PSPACE-complete [20, 28] .
Let θ be a formula of the form where each Q i ∈ {∀, ∃} (1 ≤ i ≤ m) and ψ is a propositional formula in conjunctive normal form, say We construct a DTD D θ = (E, A, P, R, r) as follows.
= {@l} and P is defined by considering the quantifiers of θ. We use Q 1 to define P on the root:
In general, for each 1 ≤ i ≤ m − 1, we consider quantifier Q i+1 to define P (N xi ) and P (P xi ):
We represent formula ψ as a regular expression. Given a clause
, tr(C j ) is defined to be the regular expression y 1 | · · · |y p |z 1 | · · · |z q . We define P on element types N xm and P xm as P (N xm ) = P (P xm ) = tr(C 1 ), . . . , tr(C n ). For the remaining elements of E, we define P as . We define function R as follows: Figure 3 .2. In this tree, a node of type N xi represents a negative value (0) for the variable x i and a node of type P xi represents a positive value (1) for this variable. Thus, given that the root has two children of types N x1 and P x1 , the values 0 and 1 are assigned to x 1 (representing the quantifier ∀x 1 ). Nodes of type N x1 have one child of type either N x2 or P x2 , and, therefore, either 0 or 1 is assigned to x 2 (representing the quantifier ∃x 2 ). The same holds for nodes of type P x2 . The fourth level of the tree represents the quantifier ∀x 3 . Note that in any XML tree T conforming to D, there is no node in T reachable by following the path r.C.C.
In Figure 3 .2, every path from the root r to a node of type either N x3 or P x3 represents a truth assignment for the variables x 1 , x 2 , x 3 . For example, the path from the root to the node u represents the truth assignment σ u : σ u (x 1 ) = 0, σ u (x 2 ) = 1 and σ u (x 3 ) = 0. To verify that all these assignments satisfy the formula x 1 ∨ x 2 ∨ ¬x 3 we use the set of constraint Σ θ .
Next we prove that θ, defined in (3.3), is valid if and only if there is an XML tree T conforming to D θ and satisfying Σ θ . We show only the "if" direction. The "only if" direction is similar.
Suppose that there is an XML tree T such that T |= (D θ , Σ θ ). To prove that θ is valid, it suffices to prove that each path from the root r to a node of type either N xm or P xm represents a truth assignment satisfying ψ. Let p be one of these paths and let v be the node of type either N xm or P xm reachable from the root by following p. We define the truth assignment σ p as follows: and it does not contain a node of type P xj , and, therefore, σ p (C i ) = 1 since σ p (¬x j ) = 1. Thus, we conclude that θ is valid. This concludes the proof of part b) of the theorem.
Relative integrity constraints.
Since XML documents are hierarchically structured, one may be interested in the entire document as well as in its sub-documents. The latter gives rise to relative integrity constraints [5] , that only hold on certain sub-documents. Below we define relative keys and foreign keys. Recall that we use RC to denote various classes of such constraints. We use the notation x ≺ y when x and y are two nodes in an XML tree and y is a descendant of x.
We first define unary relative keys and foreign keys associated with element types. Let D = (E, A, P, R, r) be a DTD. A relative key is an expression ϕ of the form τ (τ 1 .@l → τ 1 ), where @l ∈ R(τ 1 ). It says that relative to each node x of element type τ , @l is a key for all the τ 1 -nodes that are descendants of x. That is, if a tree T conforms to D, then T |= ϕ if
A relative foreign key is an expression ϕ of the form τ (τ 1 .@l 1 ⊆ FK τ 2 .@l 2 ), where @l i ∈ R(τ i ), i = 1, 2. It indicates that for each x in ext(τ ), @l 1 is a foreign key of descendants of x of type τ 1 that references a key
Here τ is called the context type of ϕ. Note that absolute constraints are a special case of relative constraints when τ = r: i.e., r(τ.@l → τ ) is the usual absolute key. Thus, the consistency problem for multi-attribute relative constraints is undecidable [16] , and hence we only consider unary relative constraints here.
Following the notations for AC, we use RC K ,FK to denote the class of all unary relative keys and foreign keys defined for element types; RC PK ,FK means the primary key restriction. For example, the constraints given in Section 1 over the country/province/capital DTD can be expressed in RC K ,FK as follows:
@name).
A more general form of unary relative constraints is defined in terms of regular path expressions, along the same lines as AC reg K ,FK . For example, the constraints given in Section 1 over the country/province/capital DTD are instances of this general form of relative constraints. Since RC K ,FK constraints are a special case of the general regular-expression relative constrains (by substituting * .τ for τ ), the lower bound for SAT(RC K ,FK ) carries over to the consistency problem for unary relative constraints defined in terms of regular path expressions.
Recall that SAT(AC K ,FK ), the consistency problem for absolute unary constraints, is NP-complete. One would be tempted to think that SAT(RC K ,FK ), the consistency problems for relative unary constraints, is decidable as well. We next show, however, that there is an enormous difference between unary absolute constraints and unary relative constraints: while clearly SAT(RC K ,FK ) is r.e., it turns out that one cannot lower this bound.
Proof. We establish the undecidability of the consistency problem for unary relative keys and foreign keys by reduction from the Hilbert's 10th problem [24] . To do this, we consider a variation of the Diophantine problem, referred as the positive Diophantine quadratic system problem. An instance of the problem is
where for 1 ≤ i ≤ n, P i and Q i are polynomials in which all coefficients are positive integers; the degree of P i is at most 2 and the degree of each of its monomial is at least 1; each polynomial Q i satisfies the same condition, and each c i is a nonnegative integer constant. The problem is to determine, given any positive Diophantine quadratic system, whether it has a nonnegative integer solution.
The positive Diophantine quadratic system problem is undecidable. To prove this, it is straightforward to reduce to it another variation of the Diophantine problem, the positive Diophantine equation problem, which is known to be undecidable. An instance of this problem is R(ȳ) = S(ȳ), where R and S are polynomials in which all coefficients are positive integers, and the problem is to determine whether it has a nonnegative integer solution.
In what follows, we show a reduction from the positive Diophantine quadratic system problem to SAT(RC K ,FK ). More precisely, given a quadratic equation we show how to represent it by using a DTD and a set of constraints. It is straightforward to extend this representation to consider an arbitrary number of quadratic equations.
Consider the following equation: 
In this DTD, r is the root. Intuitively, referring to an XML tree conforming to D, we use |ext(n i )| to code the value of the variable x i , and we use |ext(X)| and |ext(Y )| to code the values of the left and the right hand sides of (4.1), respectively.
We define P (r) as follows: Let T be an XML tree conforming to D. Then every node of type X in T appears as a child of some node of type α i (i ∈ [1, n] ). Thus, to prove (4.2) it suffices to show that the number of X-nodes that are children of some node of type α i (i ∈ [1, n] ) is equal to the i-th term of (4.2), that is, |{x | x is an X-node in T and x is a child of a node of type α i }| = a i v αi 1 ≤ i ≤ m, |{x | x is an X-node in T and x is a child of a node of type α i }| = a i v αi v βi m + 1 ≤ i ≤ n. Analogously, to show that (4.3) holds, we have to prove that the number of Y -nodes that are children of some node of type γ i (i ∈ [1, q] ) is equal to the i-th term of (4.3). We will only consider here the case of X-nodes, being the other case similar. Furthermore, by the definition of P (α i ), the number of children of r 3 of type X is a i v t and the number of children of r 3 of type c i is 2v t . We can use the same argument to prove that the number of children of r 2 of types β i and d i are v t and 2v t , respectively. Thus, the number of children of r 1 of type X is a i v t and the number of descendants of r 1 of type X is 2a i v t . If we continue with this process we can prove, by induction, that the number of X-nodes in T that are children of some node of type α i is v s a i v t , since there are v s nodes of type α i in T . This conclude the proof, since |{x | x is an X-node in T and x is a child of a node of type α i }| = a i v s v t . In the proof of Theorem 4.1, all relative keys are primary. Thus, we obtain: Corollary 4.2. SAT(RC PK ,FK ), the restriction of SAT(RC K ,FK ) to primary keys, is undecidable. 2
Extended DTDs.
In this section, we consider a slight extension of DTDs which captures unranked tree automata. An extended DTD [32, 29] ED is a tuple (D , f, E) , where D = (E , A , P , R , r ) is a DTD, E is a finite set of element types such that E ∩ E = ∅ and f is a surjective mapping f : E → E such that for every τ 1 , τ 2 ∈ E , we have that R (τ 1 ) = R (τ 2 ) if f (τ 1 ) = f (τ 2 ). We say that a tree T conforms to ED if there exists a tree T that conforms to D such that T = f (T ), that is, T can be obtained by replacing each label τ in T by f (τ ). Extended DTDs support a subtyping mechanism (specialization), and have proven useful in data migration and integration, among other things (see, e.g., [29] for examples of extended DTDs and their applications in data integration). It is also known that extended DTDs capture precisely MSO definable trees and the regular tree languages of finite unranked trees [26, 29] .
A constraint ϕ is said to be defined over extended DTD ED if every element type τ mentioned in ϕ is in E.
The consistency problem for extended DTDs is defined exactly as in the case of DTDs: Given a specification (ED , Σ), the problem is to verify whether there exists a tree T conforming to ED and satisfying Σ.
