Abstract. We present a new approach to the theory of asymptotic properties of solutions to discrete Volterra equations of the form
Introduction
Let N, R denote the set of positive integers and real numbers respectively. Let m ∈ N. We consider the nonlinear discrete Volterra equations of non-convolution type
By a solution of (E) we mean a sequence x : N → R satisfying (E) for every large n. We say that x is a full solution of (E) if (E) is satisfied for every n. Moreover, if p ∈ N and (E) is satisfied for every n ≥ p, then we say that x is a p-solution. In this paper we regard equation (E) as a generalization of the equation ∆ m x n = a n f (n, x σ(n) ) + b n .
(1.1) Indeed, if K(n, k) = 0 for k = n, then denoting a n = K(n, n) we may rewrite (E) in the form (1.1). Hence the ordinary difference equation (1.1) is a special case of (E). Volterra difference equations appeared as a discretization of Volterra integral and integrodifferential equations. They also often arise during the mathematical modeling of some real life situations where the current state is determined by the whole previous history. Therefore, many papers have been devoted to these types of equations during the last few years. For example, the boundedness of solutions of such equations was studied in [6, 12, [17] [18] [19] [20] [21] [22] 25, [39] [40] [41] 44] . Some results on the boundedness and growth of solutions of related difference equations were proved also in [45] [46] [47] . The periodicity was investigated, e.g., in [1, 9-11, 16, 22, 37, 43] . Several fundamental results on the stability of linear Volterra difference equations, of both convolution and non-convolution type, can be found in [7, 8, 15] ; see also [2, 5, 23, 24, 26, 40, 48] . Some related results on dynamic equations can be found in [3] and [4] .
In recent years the first author presented a new theory of the study of asymptotic properties of the solutions to difference equations. This theory is based mainly on the examination of the behavior of the iterated remainder operator and on the application of asymptotic difference pairs. This approach allows us to control the degree of approximation. The theory was formed in three stages:
(S1) the approximation of solutions with accuracy o(1), (papers [27, 28] ), (S2) the approximation with accuracy o(n s ), s ∈ (−∞, 0], (papers [29, 30, 32, 34, 35] ), (S3) the approximation with accuracy determined by a certain asymptotic difference pair (papers [33, 36] ).
In papers [34, 35] this new theory was applied to the study of neutral type equations. The application to the discrete Volterra equations was presented in [38] (stage (S1)) and in [37] (stage (S2)). In this paper we continue those investigations by applying asymptotic difference pairs and we generalize the main results from [27] [28] [29] [30] [31] 33, 37, 38] . Moreover, we generalize some earlier results, for example, from [13, 14, 25, 42, 49] . The paper is organized as follows. In Section 2, we introduce notation and terminology. In Section 3, in Theorems 3.1 and 3.2, we obtain our main results. In Section 4, we present some consequences of our main results. These consequences concern asymptotically polynomial solutions. In the next section we use our results to investigate bounded solutions. In Section 6, we give some remarks. In particular, we present some tests that are helpful in verifying whether a given kernel K fulfills the assumptions of the main theorems. In the last section we present some applications.
Notation and terminology
In the paper we regard N × R as a metric subspace of the Euclidean plane R 2 . The space R N of all real sequences we denote also by SQ. Moreover SQ * = {x ∈ SQ : x n = 0 for any n}.
For integers p, q such that 0 ≤ p ≤ q, we define
We use the symbols Sol(E), Sol p (E)
to denote the set of all solutions of (E), and the set of all p-solutions of (E) respectively. If x, y in SQ, then xy and |x| denotes the sequences defined by xy(n) = x n y n and |x|(n) = |x n | respectively. Moreover
If there exists a positive constant λ such that x n ≥ λ for any n, then we write
Let a, b, w ∈ SQ, p ∈ N, t ∈ [1, ∞), X ⊂ SQ. We will use the following notations
Note that Pol(m − 1) is the space of all polynomial sequences of degree less than m. Moreover for any y ∈ ∆ −m b we have
Note also that
For a subset Y of a metric space X and ε > 0 we define an ε-framed interior of Y by
where B(x, ε) denotes a closed ball of radius ε centered at x. We say that a subset U of X is a uniform neighborhood of a subset Z of X, if there exists a positive number ε such that Z ⊂ Int(U, ε). We say that a function h : N × R → R is unbounded at a point p ∈ [−∞, ∞] if there exist sequences x : N → R and n : N → N such that
Let h : N × R → R, x ∈ SQ. We will use the following notations
We say that a function g :
Remainder operator
Let S(m) = a ∈ SQ : the series
For any a ∈ S(m) we define the sequence r m (a) by
Then S(m) is a linear subspace of o(1), r m (a) ∈ o(1) for any a ∈ S(m) and
is a linear operator which we call the remainder operator of order m. The value r m (a)(n) we denote also by r m n (a) or simply r m n a. If a ∈ A(m), then a ∈ S(m) and
for any n ∈ N. The following lemma is a consequence of [31, Lemma 3.1, Lemma 4.2, and Lemma 4.8].
Lemma 2.1. Assume a ∈ A(m), u ∈ O(1), k ∈ {0, 1, . . . , m}, and p ∈ N. Then
For more information about the remainder operator see [31] .
Asymptotic difference pairs
We say that a pair (A, Z) of linear subspaces of SQ is an asymptotic difference pair of order m or, simply, m-pair if
We say that an m-pair (A, Z) is evanescent if Z ⊂ o(1). If A ⊂ SQ and (A, A) is an m-pair, then we say that A is an m-space. We will use the following lemma.
Lemma 2.2. Assume (A, Z) is an m-pair, a, b, x ∈ SQ, and W ⊂ SQ. Then
Since A is a linear space, the reverse inclusion follows by interchanging the letters a and b in the previous part of the proof. Hence we get (a). For the proof of (b) see [33, Lemma 3.7] . 
are m-pairs.
are evanescent m-pairs.
, and A(∞) are evanescent m-spaces.
For more information about difference pairs see [33] .
Fixed point lemma
We will use the following fundamental lemma.
Lemma 2.8. Assume y ∈ SQ, ρ ∈ o(1), and S = {x ∈ SQ : |x − y| ≤ |ρ|}.
Then the formula d(x, y) = sup n∈N |x n − y n | defines a metric on S such that any continuous map H : S → S has a fixed point.
Proof. The assertion is a consequence of [32, Theorem 3.3 and Theorem 3.1].
The set of solutions
In this section, in Theorems 3.1 and 3.2, we obtain our main results. For a sequence x ∈ SQ we define sequences F(x) and G(x) by
Let K ∈ K(m) and p ∈ N. We say that a sequence y ∈ SQ is (K, f , p)-regular if there exist a subset U of R and M > 0 such that 2) and the restriction f |N × U is continuous. We say that y is f -regular if there exist a uniform neighborhood U of y(N) such that the restriction f |N × U is continuous and bounded. We say that a subset W of SQ is ( f , σ)-ordinary if for any y ∈ W the sequence F(y) is bounded. If any y ∈ W is f -regular, then we say that W is f -regular. 
Moreover, assume that the pair (A, Z) is evanescent, y ∈ ∆ −m b, and p ∈ N. It follows that 
, and g is of Bihari type, then 
Moreover, assume that g is locally bounded and |w| 0. It follows that
Moreover, assume that g is bounded. It follows that
The following, final, theorem is a curiosity. It concerns all the solutions of equation (E); moreover there are no conditions placed on the function f . This theorem generalizes [33,
, and x ∈ Sol(E). Then
3.1
The proof of Theorem 3.1
Moreover K ∈ A. Therefore, using Lemma 2.2, we obtain x ∈ ∆ −m b + Z.
(A2) Choose a positive constant M and a subset U of R such that (3.2) is satisfied and f is continuous on N × U. Let a = K . Define ρ ∈ SQ and S ⊂ SQ by
Since the sequence r m |a| is nonincreasing, we have ρ n ≤ ρ p for any n.
Thus, for any x ∈ S, we have
Hence HS ⊂ S. Let ε > 0. Choose q ∈ N and β > 0 such that
Then D is a compact subset of R 2 . Hence f is uniformly continuous on D and there exists
Using Lemma 2.1 we obtain
Hence the map H : S → S is continuous. By Lemma 2.8, there exists an x ∈ S such that Hx = x. Then, for n ≥ p, we get x n = y n + (−1) m r m n Gx. Hence
Therefore, by Lemma 2.1,
(A3) Now, we assume that y is f -regular. Choose a uniform neighborhood U of y(N) such that the restriction f |N × U is continuous and bounded. There exists a positive constant c such that
(A4) Now, we assume that W is f -regular and Z + W ⊂ W. Let
If w ∈ W ∩ Y, then, by (A3), w = x + z for some x ∈ S and z ∈ Z.
(A5) Now we assume that f is continuous and bounded and Z + W ⊂ W. By (A4) we have
Since Sol 1 (E) ⊂ Sol(E), we get
Let M = sup{| f (n, t)| : (n, t) ∈ N × R} and let U = R. Then for any y ∈ SQ we have
Since f is continuous on R, any y ∈ SQ is (K, f , 1)-regular. Hence, by (A2), we obtain
The proof of Theorem 3.2
We will use the following three lemmas.
and g is nondecreasing. Then u n ≤ β for n ≥ p. 
Proof. Let y ∈ O(w) and u ∈ O(1). Choose positive δ, L, M ∈ R such that |w n | ≥ δ, |u n | ≤ L, and |y n | ≤ M|w n | for any n. Then
There exist positive constants M, P such that
Hence x ∈ O(w, σ) and we get (2) . (3) is a consequence of (2).
Now we start the proof of Theorem 3.2.
(B1) Assume g is locally bounded. Let P be a positive constant. For any t ∈ [0, P] there exist a neighborhood U t of t and a positive constant Q t such that |g(s)| ≤ Q t for any s ∈ U t . By compactness of [0, P] we can choose t 1 , t 2 , . . . , t n such that
for any s ∈ [0, P]. Let y ∈ O(w, σ). Then y • σ ∈ O(w). Since w ∈ SQ * , there exists a positive
for any n. Using (2.1), (3.8), and (3.7) we get
Hence the set O(w, σ) is ( f , σ)-ordinary and, by Theorem 3.1 (A1), we obtain
(B2) Assume x is a solution of (E). Since K ∈ K(1), we have K ∈ A(1). Hence
Using the condition: K(i, j) = 0 for i < j we obtain
By Lemma 3.5, there exists a positive constant L such that
Hence, by Lemma 3.4, the sequence u is bounded. Therefore, there exists a constant Q > 1 such that g(u i ) ≤ Q for any i and we get
For large n we have
(B3) Let a = K . Define ρ and S by (3.3). Let x ∈ S. Using the inequality
Now, repeating the second part of the proof of Theorem 3.1 (A2), we obtain y ∈ Sol p (E) + Z.
(B4a) Now, we assume that g is locally bounded, |w| 0, W ⊂ O(w, σ), and Z + W ⊂ W. Let y ∈ W ∩ ∆ −m b. Choose positive constants P, λ such that |y • σ| ≤ P|w| and |w| > λ. Let Then M 1 r m p |a| ≤ L 1 w n − |y σ(n) | for any n. Hence, by (B3), y ∈ Sol p (E) + Z and we obtain Hence (B4c) is a consequence of (B4a).
(B5a) Since Sol 1 (E) ⊂ Sol(E) we have
there exists a positive P such that |y • σ| ≤ P|w|. Let
Hence, by (B3), y ∈ Sol 1 (E) + Z and we obtain
. Choose x ∈ Sol 1 (E) and z ∈ Z such that w = x + z. Then
Hence w ∈ W ∩ Sol 1 (E) + Z and we obtain
By (B4a) we have
Using (3.9), (3.10), and (3.11) we obtain (B5a).
(B5b) Analogously to the proof of (B4b), we can see that (B5b) is a consequence of (B5a).
(B5c) The assertion is a consequence of (B5a) and Lemma 3.6 (1) and (2).
The proof of Theorem 3.3
We will show that the sequence F(x) is bounded. If
then there exists an increasing sequence (n k ) of natural numbers such that
Let y k = x σ(n k ) and let p ∈ L(y). There exists a subsequence (y k i ) of (y k ) such that
. Therefore p ∈ L(x) which contradicts (3.12). Analogously lim inf F(x)(n) > −∞ and so F(x) is bounded. Since x ∈ Sol(E) we have
and, by Lemma 2.2 (b), we obtain x ∈ ∆ −m b + Z.
Asymptotically polynomial solutions
In this section we apply our main results to investigate asymptotically polynomial solutions of equation (E). We assume that g : [0, ∞) → [0, ∞) and w ∈ SQ * .
Let k ∈ N(0, m). We say that a sequence ϕ is asymptotically polynomial of type (m, k) if
then we say that ϕ is regularly asymptotically polynomial of type (m, k). Note that, by [30, Lemma 3.1 (b)], we have Proof. Taking k = m − 1 in Corollary 4.3 we obtain
The existence of λ follows from [30, Lemma 3.8] .
Note that if condition (4.1) is satisfied, then by (4.2), x is regularly asymptotically polynomial of type (m − 1, m − 1). Corollary 4.6. Assume (A, Z) is an m-pair, K ∈ K(A), b ∈ A, g is locally bounded, and f is
Proof. Note that b − 0 ∈ A. Let W = SQ. By Lemma 2.2 (a), we have
Hence the assertion is a consequence of Theorem 3.2 (B1).
, g is locally bounded, and f is (g, w)-dominated. Then
) is an asymptotic m-pair, the assertion is a consequence of Corollary 4.6.
Therefore y ∈ O(w, σ) and, by Corollary 4.7, we have y ∈ Pol(m − 1) + o(n s ). Choose ϕ ∈ Pol(m − 1) and z ∈ o(n s ) such that y = ϕ + z. Then ϕ = y − z ∈ O(n k ) and we obtain ϕ ∈ Pol(k).
, g is locally bounded, and f is (g, w)-dominated. Then )) is an asymptotic m-pair and b ∈ A, we have
Hence the assertion is a consequence of Corollary 4.6. , w) -dominated, and g is of Bihari type. Then
Proof. Since ∆ −m b + Z = Pol(m − 1) + Z, the assertion is a consequence of Theorem 3.2 (B2). 
Since ϕ is f -regular, there exists a subset U of R and a positive number ε such that
and f |N × U is continuous and bounded. Let µ ∈ (0, ε/2). Since z n = o(1), there exists an index p such that |z n | ≤ µ for any n ≥ p. Then
Then y * is f -regular and ∆ m y * = b * . Hence, by Theorem 3.1 (A3), there exists a solution x of the equation
. By the definition of y * we have ϕ + z − y * ∈ Fin(p). Hence
Bounded solutions
In this section we apply our main results to investigate the bounded solutions of equation (E). We say that a function f : N × R → R is locally equibounded if for every t ∈ R there exists a neighborhood U of t such that f is bounded on N × U. Obviously every bounded function f : N × R → R is locally equibounded.
Example 5.1. Let f 1 (n, t) = t and f 2 (n, t) = n. Then f 1 is continuous, unbounded and locally equibounded, f 2 is continuous but not locally equibounded. Assume g 1 , . . . , g k : R → R are continuous, α 1 , . . . , α k ∈ O(1) and let
Example 5.2.
Then f is continuous and locally equibounded.
there exist an open subset U t of R and a positive constant M t such that
for any s ∈ U t and any n ∈ N. There exists a finite subset {t 1 , . . .
In the next corollary we identify the set R with the space Pol(0) of constant sequences. 
Proof. If f is continuous and locally equibounded, then O(1) is f -regular. Hence, using (5.1), and Theorem 3.1 (A4) we obtain (5.2).
Corollary 5.6. Assume (A, Z) is an evanescent m-pair, K ∈ K(A), w ∈ O(1), b = ∆ m w, and f is continuous and bounded. Then
Proof. Since the set O(1) is f -regular, the assertion is a consequence of Corollary 5.5 and Theorem 3.1 (A5).
Let k ∈ N and Z ⊂ SQ. We define
Corollary 5.7. Assume (A, Z) is an evanescent m-pair, K ∈ K(A), k ∈ N, and f is locally equibounded. Then
and we obtain (1). Analogously we obtain (2). (
Proof. Since f is continuous and locally equibounded, the set O(1) is f -regular. Moreover, since the pair (A, Z) is evanescent, we have Z + O(1) ⊂ O(1). Using Theorem 3.1 (A4) and
Since Per(k, Z) ⊂ O(1), we get O(1) ∩ Sol(E) = Per(k, Z) ∩ Sol(E) and we obtain (1). Similarly we obtain (2). (1) if w ∈ Per(k, Z), then
Proof. By Theorem 3.1 (A5) we have
Hence (1) is a consequence of Corollary 5.8 (1). Analogously we obtain (2).
Remarks
In this section, we present some examples of f -regular sets. These sets are used in Theorem 3.1. Next, we discuss the condition w • σ ∈ O(w) which is important in Theorem 3.2. Finally, we present some tests that are helpful in verifying whether a given kernel K fulfills the assumptions of Theorems 3.1 and 3.2. Justification. Obviously, w 0. If M is a positive constant such that σ(n) ≤ Mn for any n.
Example 6.6. If O(w n+1 ) = O(w n ), and the sequence σ(n) − n is bounded, then w • σ ∈ O(w).
Hence, for any p ∈ N(0, k), we have
Remark 6.7. If s ∈ R and w n = n s , then O(w n+1 ) = O(w n ). Similarly, if λ ∈ (0, ∞) and
In our main theorems we assume that (A, Z) is an m-pair and K ∈ K(A). The basic example of an m-pair is (A(t), o(n m−t )). Hence in our theory, the answer to the following question is very important: whether for a given kernel K : N × N → R the relation K ∈ K(A(t)) = K(t) is fulfilled? Below we present some lemmas concerning this problem. These lemmas are analogous to the classical tests for absolute convergence of series.
For n ∈ N let K * (n) = n max{|K(n, 1)|, |K(n, 2)|, . . . , |K(n, n)|}, K * (n) = n min{|K(n, 1)|, |K(n, 2)|, . . . , |K(n, n)|}.
Note that
Moreover if |K| is nondecreasing with respect to second variable, then
for any n, if |K| is nonincreasing with respect to second variable, then
for any n. (1) if |b n | ≤ |c n | for large n and c ∈ A, then b ∈ A, (2) if |b n | ≥ |a n | for large n and a / ∈ A, then b / ∈ A.
Proof. For the proof of (1) see [33, Lemma 3.8] . (2) is a consequence of (1).
Lemma 6.9 (Comparison test 2)
. Assume A is a linear subspace of SQ, such that
Moreover, let L ∈ K(A), c ∈ A, and
Proof. The assertion is an easy consequence of Lemma 6.8.
Lemma 6.10 (Logarithmic test)
. Assume t ∈ [1, ∞),
Proof. The assertion is a consequence of (6.1), Lemma 6.8 and [33, Lemma 6.2].
Lemma 6.11 (Raabe's type test). Assume t ∈ [1, ∞),
Examples of applications
If the kernel K of equation (E) satisfies some additional conditions, then from Theorem 3.1 we can obtain many interesting results. Some of them are presented below. Proof. By (7.1), K = O(n s ). Using Example 2.6 and Theorem 3.1 (A2) and (A3) we obtain (7.2). Proof. By (7.3), K = o(λ n ). Using Example 2.7 and Theorem 3.1 (A2) and (A3) we obtain (7.4). Proof. Using (7.5) and [33, Lemma 6 .3], we get K ∈ A(m − s). Using Example 2.6 and Theorem 3.1 (A2) and (A3) we obtain (7.6).
Corollary 7.4. Assume x ∈ Sol(E) is ( f , σ)-ordinary, y ∈ ∆ −m b is f -regular, s ∈ (−∞, 0], t > m − s and K(n, k) = (n − 1)! k(t + 1)(t + 2) · · · (t + n)
. Then x ∈ ∆ −m b + o(n s ) and y ∈ Sol(E) + o(n s ). Proof. For any n we have K * (n) = n! (t + 1)(t + 2) · · · (t + n) .
Hence n K * (n) K * (n + 1) − 1 = n t + n + 1 n + 1 − 1 = nt n + 1 → t > m − s.
By Lemma 6.11 we have K ∈ K(m − s). Using Example 2.6 and Theorem 3.1 (A2) and (A3) we obtain (7.7). Proof. By assumption K ∈ A(m + s). Obviously, the set U is f -regular. Using Example 2.6 and Theorem 3.1 (A4) we obtain
Note that Assume y ∈ W and n ∈ N. Then f (n, y n + 7r Proof. For any n we have K * (n) = n 2 2 − √ n . Hence n ln K * (n) K * (n + 1) = n ln n n + 1 2 2 (
By Lemma 6.12 we have K ∈ K(∞). Using Example 2.7 and Theorem 3.1 (A2) and (A3) we obtain (7.8).
Corollary 7.7. Assume u ∈ O(1), f (n, t) = e −t + u n , λ ∈ (e −1 , 1), b n = n! n n , and K(n, k) = k n + 1 kn for any n ∈ N and k ∈ N(1, n). Then for any ϕ ∈ Pol(m − 1) such that lim n→∞ ϕ(n) = ∞ there exists a solution x of (E) such that x n = ϕ(n) + o(λ n ).
Proof. Note that
Hence K ∈ o(λ n ) and b ∈ o(λ n ). Moreover, ϕ is f -regular and o(λ n ) is an evanescent m-space. Therefore, the assertion follows from Corollary 4.11.
