Abstract-The department of Computer Science and Engineering at Chalmers University has a long tradition of research in systems security, including security metrics, attack detection, and mitigation. We focus on security issues arising in four specific environments: (1) backbone links, (2) sensor networks, (3) the connected car, and (4) the smart grid. In this short summary we describe recent results as well as open research questions we are exploring.
I. INTRODUCTION
At the department of Computer Science and Engineering at Chalmers University, there is a long tradition of research in systems security. 1 More than two decades ago, we started to look at security metrics and modeling and today the research include attack detection and alert correlation as well as mitigation of, for example, Denial of Service attacks. We also have on-going projects focusing on systems security issues in four specific environments: (1) backbone links, where both efficiency of the algorithms as well as user privacy is of concern, (2) sensor networks with each node being limited in its capabilities, (3) the connected car, and (4) the smart grid. These areas will be further described below.
II. SECURITY METRICS AND MODELING
It has been claimed that going from qualitative to quantitative aspects is the way of progress for a scientific discipline [1] . The ultimate conclusion of this should be that science is not real science until it can be assessed in a quantitative way, i.e. measured. In particular, for security-related areas we will not be able to evaluate scientific progress properly until we can find metrics for it, including giving proper definitions and a clear-cut terminology.
In this way, our research in security metrics establishes a foundation for other research efforts within the department. The research effort started over two decades ago [2] [3] [4] and one notable result is a classification of intrusions with respect to technique as well as to result [5] , derived from the traditional decomposition of security into three main aspects ("CIA").
There exists a large number of suggestions for how to measure security, with different goals and objectives. In many cases the goal is to find a single overall metric of security. However, given that security is a complex and multi-faceted property, we believe that there are fundamental problems in finding such an overall metric. Thus, we are currently developing a framework for security metrics that is based on a number of system attributes taken from the security and the dependability disciplines [6] . Having metrics related to different types of attributes facilitates making quantitative assessment of the concept of combined security and dependability and improves our understanding of the underlying system properties.
III. ATTACK DETECTION AND PROTECTION MECHANISMS

A. Intrusion Detection and Logging
It is difficult to build secure systems and, sometimes, legacy or operational constraints do not even allow the systems to be run in a secure fashion. The goal of an intrusion detection system (IDS) is to detect active misuse and attempts, either by legitimate users ("insiders") or by external parties. Since the seminal paper by Denning [7] , intrusion detection systems have seen a tremendous development in the type of data collected, the analysis, as well as the user interface [8] . However, these systems are still hampered by fundamental problems, such as the base-rate fallacy [9] .
In our projects, we have looked at a range of issues relevant to intrusion detection systems. For example, it is critical to log the right type of data [10, 11] , as well as being able to extract attack manifestations [12] in an efficient manner. An IDS needs data both to measure how well it is performing and to automatically learn to discriminate between attacks and normal behavior. For that reason we have presented a synthesized dataset for fraud detection systems [13] as well as investigated methods to reduce the amount of training data needed through the use of active learning [14] . We have also investigated complementary methods to collect data for an IDS [15] and proposed a multi-sensor model to improve the attack detection when using different types of sensors [16] .
Currently, we are adapting some of the techniques described above to the special environments described below.
B. Mitigating Denial of Service Attacks
An important aspect of security for emergency preparedness is the availability of systems. We study methods to protect the network and applications against denial of service (DoS) attacks, i.e. attacks that overwhelm the system so that the normal requests cannot be answered. Attacks can be addressed in application-level and network-level.
Along the former type and by considering adversaries that can eavesdrop and launch directed DoS attacks to the applications' open ports, solutions based on pseudo-random port-hopping have been suggested [17] . In [18] we proposed a general method that can also be used for a group of processes, and not just a client-server pair, as was the case in the earlier work. In addition, our proposed solution tolerates time differences (in particular clock-drifts) between the nodes, which was earlier not known how to achieve.
DDoS attacks, i.e. distributed DoS attacks, are challenging not only for the targets of the attacks, but also for the network, as large volume of illegitimate traffic share the same network resources as legitimate traffic and can furthermore cause congestion phenomena and performance degradation. To mitigate that, the unwanted traffic needs to be controlled as close to the source(s) as possible. By building on earlier work and improving on distribution of control aspects, we proposed a proactive cluster-based method, which we call CluB , to mitigate DDoS attacks [19] . The method balances the effectiveness-overhead tradeoff by addressing the issue of granularity of control in the network. CluB can collaborate with different routing policies in the network, including contemporary datagram options. We have also studied ways to improve methods that use tokens to distinguish legitimate traffic. Our algorithm [20] reduces the effect of a particular form of attack (denial-of-capability, which applies to tokenbased methods for mitigation) [21] . With this algorithm, the legitimate hosts can get service with guaranteed probability.
As the above methods are complementary, we plan to continue on both approaches and to also study methods for integrating them. In particular, we are working on methods to adapt the port-hopping solutions [18] , which are applicationcentered, to overlay networks, which are specialized networks defined and maintained by distributed applications (e.g. online social networks), with access control [19, 20] . Taking the Internet perspective, such overlays can be defined among participating routers, which may cooperate to achieve secure routing and to mitigate DDoS attacks.
IV. FOCUS ON SPECIFIC ENVIRONMENTS
A. Large-Scale Internet Backbone Traffic Analysis
Access to real-life large-scale datasets is in many cases crucial for understanding the true characteristics of network traffic, application behavior, and malicious behavior. However, the collection and the subsequent analysis of these datasets pose some special requirements. For example, user privacy is very important, and thus the data needs to be desensitized before being analyzed, a process that may influence the type of analysis method that can be used. The scale of the data also affects the collection of data and the analysis.
We have collected several large-scale datasets in a number of passive measurement projects on an Internet backbone link belonging to a national university network. The datasets have been used in different studies as part of the following projects.
As part of the MonNet project, Internet backbone traffic was investigated to find malicious traffic in order to see how and to what extent protocols are abused. Initial studies investigated protocol features of packet headers [23] and packet header anomalies in order to discuss potential security problems, such as incorrect use of IP fragmentation [24] .
The objective of the Malbone project is to measure and understand larger communication patterns among hosts over a longer time period. This may include normal as well as malicious behavior. Analysis in [25] spans from simple attribute aggregates (such as top IP and port numbers) to advanced temporal analysis of communication patterns between normal and malicious hosts.
The final project, the AntiSpam project, is focused on the problem of spam or unsolicited email. Email is probably one of the most popular application on the Internet, but spam is an increasing problem and has been estimated to cost businesses significant amounts of money. Current antispam tools are limited in that they only hide the spam from users' mailboxes. Therefore, we want to move the defense against spam as close to the spammers as possible in order to reduce problems such as the amount of unwanted traffic and waste of mail server resources. We are currently investigating spam detection through a social network based analysis (first proposed in [26] ). Using e-mail addresses as nodes and letting edges symbolize any e-mail exchange, we have generated "email networks" using anonymized collected email traffic [27] . By focusing on structural and temporal properties of such networks, we have found several properties that are statistically different for spam and legitimate traffic. Deployment of these distinguishing characteristics for detection of spammers at the network level without a need to consult email contents is the subject of our ongoing research.
B. Sensor Networks
There are many promising application areas for wireless sensor networks. The possibilities span areas as civil security, health care, agriculture, research, environmental, commercial and military applications [28] . Security is critical for many applications of sensor networks, both due to sensitivity of data and the need to remain functional in presence of attacks. Wireless sensor networks come with additional security challenges, in large due to hardware limitations and the wireless communication medium [29, 30] . Malicious insider nodes are a serious threat due to the physical access of the nodes [31] .
There are many services, several building upon each other, that are needed for wireless sensor network applications. Our aim is to provide such high level networking protocols for sensor networks and/or ad-hoc networks that are both secure and self-stabilizing. Self-stabilization lets nodes recover from arbitrary faults once conditions are back to normal. We take into account the serious threat of compromised nodes inside the network.
Accurate clock synchronization is imperative for many applications in sensor networks, such as mobile object tracking, detection of duplicates, and TDMA radio scheduling. In [32] , we presented the first secure and self-stabilizing algorithm for clock synchronization in sensor networks. Clustering organizes a network into groups that, e.g., can be used for forming backbones, for routing, for aggregating data, and for building hierarchies that allow for scaling. In [33] , we presented the first self-stabilizing (k, r)-clustering algorithm for ad-hoc networks providing k cluster heads within r communication hops. Multiple paths are used to improve security, availability and fault tolerance. In [34] we provided the first security module providing symmetric key cryptography for the Contiki wireless sensor network operating system. We have also looked at the areas of routing and public key cryptography.
Going forward, we aim to secure additional fundamental network services. Routing is needed in any sensor network application that does not merely store sensor readings locally. Thus, to set up a secure sensor network, secure routing is one such needed service. Combining different protocols together into a secure and fault tolerant package for increased efficiency and ease of use would be fruitful. Additionally, it could cut down costs if different services could share mechanisms with each other and thus reduce the total amount of needed calculations and/or messages.
C. Securing the Connected Car
An upcoming trend in the automotive industry is to equip the vehicle with a wireless network gateway, enabling the vehicle to connect to an external network (i.e. Internet). The benefits from introducing such a connection are many, not only will there be new applications introduced for the driver and passengers, but there will also be a new possibility of performing remote diagnostics and issuing remote firmware updates over the air (FOTA) to the vehicle.
Introducing the connected car, communication with the Electronic Control Units (ECUs) in the in-vehicle network will be possible through a wireless network gateway. This communication will no longer require physical access to the vehicle and may be performed at any time. The wireless gateway may also be used for taking part in the emerging Vehicle-to-Vehicle (V2V) communication networks, where vehicles can exchange information with each other to, for example, increase traffic safety. Since the vehicle is a safety-critical system, and to ensure that the new external network traffic introduced in the in-vehicle network will not be a threat to the safety nor the security of the vehicle, necessary security mechanisms need to be in place. It has recently been shown that such mechanisms are still lacking for the vehicle setting [35] .
Our research is focused towards securing the in-vehicle network and the communication with the connected car, so that services to future vehicles can be provided in a secure and safe manner. One of the main research focus is to provide a secure infrastructure for remote diagnostics and software updates over a wireless link. In [36] we presented a set of guidelines for such a wireless infrastructure.
A defense-in-depth approach to address the security needs has also been proposed, where we look at methods for prevention, detection, deflection and forensics [37] . Furthermore, the Controller Area Network (CAN) and FlexRay-protocols used in the in-vehicle network has been evaluated with respect to a set of security properties [38, 39] .
Some general challenges for applying security mechanisms to the connected car are the limited resources available in processing power and memory, cost sensitivity and the lifetime of the solution as the vehicle can be used for many years.
A complete security architecture for the connected car is still missing, and we intend to continue contributing in defining one.
D. Security Issues in the Smart Grid
The Smart Grid is being promoted on both sides of the Atlantic as the way to solve problems in energy production, distribution, and consumption in the future. The definition of what the smart grid exactly will entail varies depending on perspective, but its main idea is to allow two-way communication of both power and data between devices, thus allowing for a more adaptive and effective way to utilize energy. However, a documented consequence is that new vulnerabilities are appearing 3 and some "features" have large security implications [40] . Given that electricity is required for many other critical services in society, any security vulnerability within this software-intensive critical system will attract attention from hostile groups or organized crime.
We have investigated open security issues in a wide range of critical systems [41] and are currently looking especially at the issues within the smart grid [42] . Among the security challenges of the smart grid is the sheer scale of the deployment and that any vulnerability may have a very large impact on society as a whole. Among our recent work, we have considered the optimal power flow (OPF) problem as a minimum cost flow and applied a cost-scaling push-relabel algorithm in order to solve the OPF in a distributed agent environment [43] . We are also investigating issues related to the advanced metering infrastructure (AMI).
V. CONCLUSION
In this short summary, we have described the research related to systems security at the department of Computer Science and Engineering at Chalmers University. We have focused on current projects but also included a discussion of research topics we are actively exploring. 
