In this paper, the numerical stability of an iterative method based on differential quadrature (DQ) rules when applied to solve a two-dimensional (2D) wave problem is discussed. The physical model of a vibrating membrane, with different initial conditions, is considered. The stability analysis is performed by the matrix method generalized for a 2D space-time domain. This method was presented few years ago by the same author as an analytical support to check the stability of the iterative differential quadrature method in 1D space-time domains. The stability analysis confirms here the conditionally stable nature of the method. The accuracy of the solution is discussed too.
Introduction
Solving wave-type problems by numerical methods may be troublesome because of phenomena as dissipation and dispersion, affecting many numerical schemes. These phenomena impact on the temporal and the spatial discretization, respectively. Hence, dispersion means that waves either travelling to different directions or having different frequencies propagate with different speed. These numerical drawbacks have encouraged research in the field: in particular, dispersion and dissipation have been largely investigated for finite difference schemes and Runge-Kutta schemes, especially in the case of the first-order hyperbolic equations [2, 8, 11] . The wave equation has been also pointed out, by means of numerical simulations, as an example of dynamic numerical instability due to the DQ discretization in the space (i.e. by using the Runge-Kutta method to numerically integrate in time direction) [21] and in general to collocation methods [7] . In this paper, a typical second-order hyperbolic initial-boundary values problem, i.e. the vibrations of a rectangular membrane, is considered.
Membranes can be seen as plates with a negligible thickness, i.e. plates which can be devoid of flexural rigidity, carrying the lateral loads by axial tensile forces (and shear forces) acting in the plate middle surface.
Besides, well-known analogies exist between the separate problems of transverse-free vibration and buckling of a polygonal plate simply supported all around and the problem of the transverse vibration of a prestretched membrane having no deflection at its edges [3] .
This topic gained the attention of the researcher through the last three decades. Some recent papers has been devoted to the analysis of membranes [4, 5, 20] .
In particular, Shu and co-workers [20] developed a local radial basis function-based differential quadrature (LRBFDQ) method to handle arbitrarily shaped membranes. The LRBFDQ method is applied to discretize the space domain, by obtaining accurate numerical results without any domain decomposition technique for highly concave-shaped membranes and multi-connected membranes with a hole.
The problem of the vibrations of a rectangular membrane is solved here by the iterative differential quadrature (IDQ) method, a method based on the application of the DQ rules in space and time, proposed by the author and appeared for the first time in 2003 [15] .
The method is inspired by the differential quadrature method (DQM), introduced by Bellman and Casti [1] , but, in order to ensure enough accurate results without diminishing the computational efficiency, it uses a general approach to generate the sampling points, i.e. by means of the zeros of the first-order derivative of Gegenbauer polynomials. In this way, not only the usual Gauss-Chebyshev-Lobatto (GCL) distribution can be used, but one can find the best sampling points distribution to satisfy stability and accuracy, which often requires a different distribution [16, 17] . In the IDQ method, this idea goes with a time-marching schemes, so the solution is computed in a certain number of subdomains by retrieving each time the initial conditions by the immediately preceding calculus step. This time-marching scheme has been adopted by other authors: independently in [12] (i.e. the papers [12, 15] were accepted approximately at the same time) and in 2007 in [10] to solve numerically two different problems defined in a two-dimensional space domain.
In this paper, the nature of the numerical solutions, obtained by the IDQ method, for a 2D-wave problem is formally assessed by means of a stability analysis based on the matrix method. To the best knowledge of the author, a similar application is not recoverable in the literature, whereas discussion about the behaviour of the error function (and consistency) for the same problem can be retrieved in [18] .
In this paper, the wave equation is discretized in space and time and a recursive system is deduced, to support the discussion of the stability of the method.
The procedure is conditionally stable, i.e. a bounded response is ensured only below a certain limit on the length of the time interval with a careful distribution of the sampling points, as the stability analysis reveals. Many numerical experiments have been carried out, but just some significant cases have been reported here for sake of brevity. The conclusions here outlined are in agreement with the ones referred to the 1D-wave problem [19] .
It should be pointed out that the recursive equation of the IDQ method discussed here has to be seen as a time-advancing scheme and not as an iterative numerical scheme to extend the Newton's method in solving differential equations [6, 9] . The goal of the IDQ method is to apply DQ rules in space and time, ensuring stable long-term solutions, without combining the discretization scheme in the spatial domain and another numerical technique (e.g. Runge-Kutta) to compute the time-dependent solution.
The IDQ method and the quadrature rules: an overview
The idea of the IDQ method is to apply the quadrature rules in space and time direction by using a suitable sampling points distribution, i.e. a distribution which allows stability and accuracy.
In particular, for dimensionless problems, the time axis can be regarded as a unitary interval series, after a time scaling operation by an interval τ of a suitable length.
Let us consider an initial boundary value problem with real variables x, y, t [0, 1] × [0, 1] × [0, ∞) and its solution written as:
and by using the Lagrange interpolation polynomials as test functions one has: 
jl , and C (q) mp are the weighting coefficients in the x, y, and t directions, respectively, and N x , N y , and N t represent the number of sampling points in the cited directions.
The off-diagonal terms of the weighting coefficient matrix of the first-order derivative, in the x direction for example, turns out to be:
The off-diagonal terms of the weighting coefficient matrix of the higher-order derivative are obtained through the recurrence relationship:
where 2 ≤ r ≤ (N x − 1).
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The diagonal terms of the weighting coefficient matrix are given by:
where 1 ≤ r ≤ (N x − 1). Assuming the Lagrange interpolated polynomial as test functions, there is no restriction in the choice of the grid coordinates.
In the IDQ method, the quadrature grid can be regarded as a series of M sub-grids with N x × N y × N t points, where M is representative of a time t. The solution obtained by the IDQ method is computed for M subdomains one by one, by retrieving each time the initial conditions by the immediately preceding calculus step. This procedure can be formalized by a recursive formula as explained in Section 5. The subdomain is constructed by means of a suitable sampling points grid (for the problem here considered a 3D grid of dimension N x × N y × N t ). It should be pointed out that, in general, the distribution of the sampling points may be different for each subdomain and in this case the method iterates the computing of the weighting coefficients too.
The IDQ method computes the sampling points distribution as the zeros of the first-order derivative of Gegenbauer polynomials.
Gegenbauer polynomials can be seen as a particular case of the Jacobi polynomials. An explicit representation of the ultraspherical polynomials of degree n and order λ, G λ n (z), can be retrieved in [14] .
For λ = 1/2, Gegenbauer polynomials reduce to Legendre polynomials; for λ → 0, Gegenbauer polynomials multiplied by λ −1 differ in the limit by a constant respect to the Chebyshev polynomials and the shifted GCL points can be retrieved.
Because of the separation of the variables, following previous results [12, 16, 17] , the solution computed on the ith time interval by means of the IDQ method can be written as:
whereV (x),V (y), andV (t) have the same expression, here reported forV (x)
It has to be underlined that if there is no time-scaling operation from the interval τ , the weighting coefficients in the time direction can be computed as A (r) ij / τ r , where the A (r) ij terms are referred to the unitary interval.
The model
Let us consider a rectangular membrane with dimensions a × b; if one assumes that the horizontal tensile (prestressing) force per unit length H is uniform in all the directions and without other loads, the deflection of the membrane satisfies the differential equation
where μ is the mass per unit area.
By using the following dimensionless variables
where β = a/b is the aspect ratio.
In what follows, a = b (i.e. β = 1) and null displacements on the boundary will be considered. Two cases will be examined for as many initial conditions.
First case
By assuming the following initial conditions
the exact solution for the problem is [13] u(x, y, t) = 16
being ω lj = π l 2 + j 2 the natural frequencies of the system.
Second case
If the initial conditions are (as proposed in [21] )
the exact solution is
sin lπx sin jπy cos ω lj t being ω lj = π l 2 + j 2 the natural frequencies of the system.
Discretized equations
The solution obtained by the IDQ method is computed for M subdomains. The solution over the ith interval can be denoted as u [i] (x, y, t), even if in the following equations the index [i] has been omitted for simplicity.
In order to overcome the possible drawback of having a small time-interval length τ i as denominator of the terms of the matrix of the weighting coefficients in the time direction (see Section 2), i.e. by using just the weighting coefficients computed on the unitary time interval for computational advantage, the following variable change has to be considered:
where the new variable τ belongs to the interval [0, 1]; if all the time intervals have the same length, one has t = (τ [i] + i − 1) τ . So the 2D-wave Equation (6) becomes (with β = 1) the discretized system over the ith sub-domain:
with i = 1, . . . , M and where A (2) lp , B (2) jq , and C (2) ks are the weighting coefficients in the x, y, and τ directions, respectively.
By introducing the boundary conditions into Equation (9), then l = 2, . . . , N x − 1 and j = 2, . . . , N y − 1; after some algebra, one has the system
where the vectorū has as components the N r subvectorsū l of order N t , obtained by writing in orderly way the components of the order 3 tensor of the displacements u lj k , the matrices C and D have orders N r × N t , being N r = (N x − 2)(N y − 2); C can be seen as a matrix whose diagonal elements are given by the matrix of the weighting coefficients C (2) ks repeated N r times, whereas D can be seen as the sum of the two matrices D 1 and
where I N t is the identity matrix of order N t , d
(l+1)(k+1) , with p, j = 1, . . . , N x − 2 and l, k = 1, . . . , N y − 2.
The eigenvalues of the matrix D are the square of the natural frequencies of the system. Where accuracy requires more sampling points, as for the second case (see next section), the symmetry properties can be invoked by considering a quarter of the membrane, by having mixed So, by applying the quadrature rules: 
Stability analysis and discussion
The stability analysis is performed here by the matrix method. It should be pointed out that formulas and results obtained in this section do not depend on the separation of variables: the recursive formula of the IDQ method, which will be discussed in this section, allows to compute the unknown function values u ij k at the grid points. The separation of variables instead allows to easily draw the approximate solution in each subdomain as explained in Section 2 and it is useful to deduce the behaviour of the error function as discussed in [18] . In order to construct a recursive formula and perform the stability analysis, one has to determine displacements and velocities at τ i , i.e. u lj (i+1) andu lj (i+1) for l = 2, . . . , N x − 1 and j = 2, . . . , N y − 1, with sufficient accuracy.
Obviously, on the local ith sub-domain, one can read:
Thanks to quadrature rules and after some algebra, one can write the following equations, in addition to equations (10) :
. . .
where V can be seen as a diagonal matrix whose diagonal terms are given by the row vectorC, of dimension N t − 2, repeated N r times
12 , . . . C (1) 
Vectorsū l can be obtained from the equations (10) and replaced into equations (13) and (14) to give the required displacements and velocities.
After some algebra, from the discretized equations (10) 
where the matrix P is the sum of the matrices D and T, whose elements are
By replacing equation (15) into equations (13) and (14), one has:
where the vectors u andu at positions i and i + 1 have, at the same positions, N r components, and
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Matrices M, M , G and G have order N r ; I N r is the identity matrix of dimension N r . Their elements are obtained by means of the products:
with k, j = 1, . . . , N r , beingP kj submatrices of the matrix P −1 . A bounded response depends upon the matrix U. As the mathematical theory states, stability is ensured if the spectral radius ρ U of the matrix U does not exceed the unitary value.
To achieve a satisfactory algorithmic performance, i.e. to avoid the so-called algorithmic damping, the presence of complex eigenvalues with a modulus of 1 is needed.
Because of the complexity of a symbolic proof, discussion about ρ U (i.e. stability) is conducted by significant cases.
In what follows, λ x , λ y and λ t indicate the order of the Gegenbauer polynomials to be used to construct the distributions of sampling points in x, y and τ directions, respectively.
In order to limit the effect of round-off errors on the numerical results, all the computations have been done by using high working precision (i.e. 80 digits).
In all the computations and for all the sub-domains, N y = N x and λ y = λ x were assumed. No damping appeared.
In order to ensure stability, for a certain N t and by increasing N x , a smaller τ is needed; λ x = 0 or λ x = 0.5 give the same solution with regard to stability and not so different results Table 1 . Natural frequencies for N x = N y = 8. with regard to accuracy: one can see as an example Table 1 , where the natural frequencies for N x = 8, λ x = 0.5, and λ x = 0 are tabled (the bold values in these tables are referred to not repeated frequency values). In all the figures where the time axis appears, the units on this axis are obtained by τ −1 subintervals. Figure 1 is referred to the first case and shows the maximum τ required by stability (i.e. the τ giving ρ U = 1) for different values of N x , with N t = 6 and λ x = λ t = 0.5. These values of τ are obtained by a recursive procedure (see also [19] ). Obviously, τ (i.e. the stability) is influenced by the number of sampling points in the τ direction: for example, one can consider that N t = 6 and N x = 10 require τ = 0.1 to ensure stability, whereas the same result can be obtained by N t = N x = 10 and τ = 0.25, but for computational advantage the smallest N t is preferred; in fact, the computing time involved by the solution obtained with N x = 10, N t = 6, and τ = 0.1 is 10.2% less than the solution obtained with N x = N t = 10 and τ = 0.25. In Figure 2 , where the behaviour of the error e(324) (i.e. the difference between exact and approximated solution for the displacement u 324 with N x = N y = 6, λ x = λ t = 0.5) is showed for different τ , one can see that by decreasing the value of the maximum τ which ensures stability, the accuracy is not improved (the behaviour of the other errors is similar and is not reported for brevity), even if the error exhibits a more regular behaviour. Accuracy can be improved by increasing the number of sampling points in the space directions as one can see in Figures 3-5 , where, at different time, the exact solution is compared with the numerical solution computed for N x = 6, N x = 10, and N x = 16, respectively, by means of 2D plots captured at y = 0.5 in order to visualize better the discrepancies between the two solutions. It is worth noting that for N x = 6 ( Figure 3 ) the error has high oscillations, i.e. the numerical solution is accurate enough only at some times. Figure 6 is referred to the second case and shows the exact and numerical solution for N x = 19, N t = 6, and τ = 0.01 (λ x = λ t = 0.5): the accuracy is poor, so a higher number of sampling points in the space directions is required, but to achieve both accuracy and stability one has to reduce τ drastically (i.e. values less than 10 −4 ). Because of the symmetry of the problem, a quarter of the membrane can be considered and Figure 7 shows the maximum τ required by stability for this system, with N t = 10 and λ x = λ t = −1.4 (for λ x = λ t = 0.5 or λ x = λ t = 0 stability is not ensured); N t = 10 is the smallest value to be considered with the maximum τ to achieve stability and with a suitable value of N x to achieve accuracy. A numerical solution accurate enough can be achieved by usingN x = 15, N t = 10, and τ = 0.01, as one can see in Figure 8 , depicting solutions at different time, apart from those referred to time less than 1 (i.e. the ones considered in [21] ). 
Conclusions
In this paper, the conditions to obtain stable and enough accurate solution for a 2D-wave problem by the IDQ method are investigated.
In order to have an analytical support, to the best knowledge of the author not found in the literature, a stability analysis, by the matrix method, is performed with regard to two cases, i.e. Dirichlet and mixed boundary conditions. These two cases requires different time grid distributions and time interval length, in order to achieve stability, with a certain number of sampling points in space directions in order to achieve accuracy. The method is conditionally stable and the solutions are enough accurate, confirming the method as a powerful tool to compute numerical solutions in the space-time domain.
