We study the asymptotic behavior of radial solutions for a singularly perturbed semilinear elliptic Dirichlet problem on an annulus. We show that Morse index informations on such solutions provide a complete description of the blow-up behavior. As a by-product, we exhibit some sufficient conditions to guarantee that radial ground state solutions blow-up and concentrate at the inner/outer boundary of the annulus.
Introduction
In this paper, we study the asymptotic behavior as λ → +∞ of radial solutions to the problem:
✩ First and second authors are supported by MURST, project "Variational methods and nonlinear differential equations."
where p > 1, Ω := {x ∈ R N : 1 < |x| < 2} is an annulus and V :Ω → R is a radial smooth potential bounded away from zero:
The starting point of our analysis is the following, easy to prove, fact: since H 1 0,rad (Ω), the space of H 1 0 (Ω)-radial functions, is compactly embedded into L p+1 (Ω) for any p > 1, radial solutions u λ of (1) blow-up in L ∞ (Ω), i.e. max Ω u λ → +∞ as λ → +∞ (similar blow-up occurs in a general domain Ω as well, if N = 2 and 1 < p < +∞ or N 3 and 1 < p N +2 N −2 ). It is then quite interesting, also in view of existence, to identify the limiting equation, to understand the nature of the blow-up set and to describe the asymptotic profile of u λ : throughout the paper, λ n → n +∞ and then max Ω u n → n +∞ (u n corresponding solution of (1)).
Actually, we only know of a paper by Dancer [4] where some asymptotic analysis of (1) is carried over. It is limited to the case V ≡ 1 and p subcritical; by means of ODE techniques, Dancer shows that, for λ large, the only positive radial solution is the radial ground state, and it takes its unique maximum on a sphere whose radius goes to 1.
In some papers [1, 2] by Ambrosetti, Malchiodi and Ni the knowledge of the limiting equation is used to obtain existence. Among other things, for potentials V satisfying (2) they found in [2] solutions u λ blowing up as λ → +∞ on spheres of suitable radius. First, they introduce an auxiliary potential (see also [3] )
(here and in what follows we freely write x as |x| and V (x) as V (|x|)). Then, using constructive methods based on a nonlinear Lyapunov-Schmidt reduction, they build solutions u λ which blowup at the inner boundary (if M (1) > 0) as well as solutions which blow-up at spheres whose radius is a strict local maximum (or minimum) of M. More in general, the Ambrosetti, Malchiodi and Ni work makes clear the crucial role of the "critical set":
At least generically, any point a ∈ M should be a good candidate for being a blow-up radius, i.e. for the existence of (λ n , u n ) solutions such that
One of our main results is that a blow-up radius has to belong to M. Actually, the asymptotic analysis we develop in this paper relies on a Morse index assumption. Given solutions (λ n , u n ) with λ n → +∞ we will assume u n have uniformly bounded Morse index, i.e.
⎧ ⎪ ⎨ ⎪ ⎩
∃k ∈ N such that, if W is a linear subspace of H 1 0,rad (Ω) and, for some n ∈ N,
As a consequence of Theorem 3. We recall that a radial ground state solution always satisfies (5): it has exactly Morse index one in H 1 0,rad (Ω) (see [5] ). Thus, as a by-product of Theorem 1.1, we obtain, generalizing [4] , an explicit sequence of solutions blowing up on a sphere (compare with [2] 
Thus, in any case, a ∈ M. Finally, u n → 0 uniformly away from a.
The paper is organized as follows. In Section 2 we introduce a blow-up approach to identify the limit profile problem. In Section 3 we obtain the crucial global estimate (19) which will allow us in Section 4 to localize the blow-up set. In Appendix A, we briefly discuss the limiting problem and present a Pohozaev-type identity.
Local profile
In this section we give a complete identification of the limit profile problem and its spectral properties. Let U be the unique solution (see Appendix A) of the problem
Proposition 2.1. Let (λ n , u n ) be solutions of (1) with u n satisfying (5) . Let a n ∈ (1, 2) be such that u n (a n ) → +∞ . Let ε n = u n (a n )
and U n (r) = ε 2 p−1 n u n (ε n r + a n ) for r ∈ I n , where
Then, for a subsequence, we have that
and U n → U in C 1 loc (R) as n → +∞, where U is the solution of (6) . Moreover
Proof. First, we rewrite (1) in polar coordinates:
Since a n is a point of local maximum, we have 0 −ü n (a n ) = u p n (a n ) − λ n V (a n )u n (a n ), and hence, denoted ω(
Passing eventually to a subsequence, we can assume
Finally, notice that U n satisfies the equation:
In the sequel, we will denote by |A| the Lebesgue measure of a set A.
1st
Step: For any closed bounded interval I with 0 ∈ I , there exists C = C(|I |) > 0:
Set J n = I n ∩ I . Since I is bounded, (7) implies U n (r) U n (0) = 1 for n n(|I |) and r ∈ J n . Hence, by (11), (13):
and then:
2nd
Step:
we can assume, up to a subsequence and a diagonal process, that
Step: μ = 2 p+1 and (10) holds. As shown in Appendix A, U positive implies its energy is nonpositive:
implies (see Appendix A) U is a positive, possibly constant, periodic solution and there is a countable family of functions φ j ∈ C ∞ 0 (R) with mutually disjoint supports such that, for some δ > 0, it results
Let φ j,n (r) = φ j ( r−a n ε n ), so that supp φ j,n = a n + ε n supp φ j are disjoint for different j 's and contained in {a n − R j ε n |x| a n + R j ε n }, for some R j > 0. Moreover, if a := lim n→+∞ a n (along some subsequence), by Steps 1-2 we get:
This contradicts (5) and hence μ = 2 p+1 . As for (10), just notice that, by (6) we have
As above, we see that ψ n (r) = ψ( r−a n ε n ) satisfies the requirements in (10). This ends the proof of Proposition 2.1. 2
Global behavior
Once the limit profile problem (6) has been identified and the local behavior around a blowup sequence a n has been described, our next task is to provide global estimates: we will show that the sequence u n decays exponentially away from blow-up points and we will prove that the number of blow-up sequences cannot exceedk, the upper bound for the Morse index of the (u n )'s. We have the following global result: Theorem 3.1. Let λ n → ∞, u n be solutions of (1) satisfying (5) . Up to a subsequence, there exist
for some γ, C > 0 and R n → +∞ as n → +∞.
Proof. The proof is divided into two steps.
1st
Step: There exist k k sequences a 1 n , . . . , a k n satisfying (15)-(18) such that:
where d n (r) = min{|r − a i n |: i = 1, . . . , k} is the distance function from {a 1 n , . . . , a k n }. First of all, let a 1 n be a point of global maximum of u n : u n (a 1 n ) = max r∈ (1, 2) u n (r). Since (18) clearly holds for a 1 n , Proposition 2.1 applies, and (9) provides exactly (15). If (20) already holds for a 1 n , then we take k = 1 and the claim is proved. If not (passing to a subsequence)
Now, an application of Proposition 2.1 gives, eventually for a subsequence,
uniformly on bounded sets (U solution of (6)). By the decay of U (see (A.1)), there is R δ > 0 such that U(r) δ 2 for |r| R δ . Hence, using (22), we see that (R j given in (21)) ∀j ∃n j : R n j R j and ε
This, jointly with (21) gives
Hence, for any j :
By (24) we get ε 2 
In fact
Up to the subsequence n j , thus (16) 
and, by assumptions (16)- (18) and Proposition 2.1:
uniformly on bounded sets. By (A.1), θ 
By (20), for R > 0 large and n n(R), it results (recall that ω(V )
On the other hand, by (15) we get
Hence, the following holds true: there are R > 0 and n(R) such that, if n n(R), then
Now, consider the linear operator:
Notice that L n u n = 0. Since u n > 0 in Ω, L n satisfies the minimum principle in any domain in Ω (see [6] ). Let γ > 0 and φ i n (r) = e −γ (ε 1
and n n(R, γ ). In addition, by (25) we have
(notice that, by (16)-(17) {d n (r) > Rε 1 n } are disjoint intervals for n n(R)), and then, by minimum principle u n Φ n in {d n (r) > Rε 1 n }, if R is large and n n(R). That is
Since
(27) holds for any r ∈ (1, 2) and n n(R). Thus, for some C e γ R (19) holds true for any n and the proof is now complete. 2
As a by-product, the number of points of local maximum is controlled by (5): Corollary 3.2. Let λ n → ∞, u n be solutions of (1) satisfying (5). Up to a subsequence, u n has, for n large, exactly k points of local maximum a 1 n , . . . , a k n , k k , where a 1 n , . . . , a k n are given by Theorem 3.1.
Proof. By (26) u p n − λ n V (r)u n < 0 ∀r ∈ {d n (r) Rε 1 n }, for R large and fixed and n n(R). Hence, by (1) all the points of local maximum of u n stay, for n large, in the region d n (r) Rε 1 n . We are lead to show that a 1 n , . . . , a k n are, for n large, the only points of local maximum of u n in d n (r) Rε 1 n .
By contradiction, let s n be points of local maximum of u n , with 0 < |s n − a i n | Rε 1 n , for some i k. Since 0 is the only critical point of the limit function U , by the C 1 loc (R) convergence of U i n to U we gets n := s n −a i n ε i n → 0 as n → +∞. By (13) and (15) we get:
Then, s n is a strict local maximum and hence there is a local minimum at some t n strictly in between s n and a i n . However, as for s n , it should bet n := t n −a i n ε i n → 0 as n → +∞ andÜ i n (t n ) < 0 for n large, a contradiction. 2
Location of the blow-up set
In concentration phenomena, the role of the modified potential M(r) given in (3) has been pointed out in papers of Ambrosetti, Malchiodi and Ni [1, 2] , when dealing with the same equation either in R N or in a ball/annulus in R N with homogeneous Dirichlet boundary condition. To show by an asymptotic approach the role of M(r), we will combine the results in the previous section with a Pohozaev-type identity (see Appendix A).
Let us start with some asymptotic estimates for u n , solutions of (1). By Corollary 3.2 u n has, up to a subsequence, exactly k points of local maximum a 1 n , . . . , a k n ∈ (1, 2) with, say,
We have the following:
Lemma 4.1. Let g(r) be some smooth function on [1, 2] . Let q > 1. Fix i ∈ {1, . . . , k} and denote
where o n (1) → 0 as n → +∞. In particular, there holds: By (19) we know that u q n C(ε 1 n )
Up to a subsequence, by (16) we can assume that
. . , k, we find, along some subsequence
Sending R to infinity, we get, along the same subsequence,
Since we found the same value along any convergent subsequence, and recalling the definition of θ j , the proof of (28) Hence, also making use of the relation R U p+1 = 4 p+3 R U 2 (see (A.1)), we get Hence,Ṁ(1) 0, and a i = 1 ∈ M holds. Case a i = 2 can be dealt similarly, getting now a i = 2 ∈ M. Hence, the theorem is completely established. 2
But U p (r) − μU (r) − (pU p−1 (r) − μ)(U (r) − U(r)) = G (U (r)) − G (U (r))[U(r) − U(r)] G (U (r)) because G is convex on (0, +∞). Thus we have

