We consider a variant of the path cover problem, namely, the k-fixedendpoint path cover problem, or kPC for short, on interval graphs. Given a graph G and a subset T of k vertices of V (G), a k-fixed-endpoint path cover of G with respect to T is a set of vertex-disjoint paths P that covers the vertices of G such that the k vertices of T are all endpoints of the paths in P. The kPC problem is to find a k-fixed-endpoint path cover of G of minimum cardinality; note that, if T is empty the stated problem coincides with the classical path cover problem. In this paper, we study the 1-fixed-endpoint path cover problem on interval graphs, or 1PC for short, generalizing the 1HP problem which has been proved to be NP-complete even for small classes of graphs. Motivated by a work of Damaschke (Discrete Math. 112:49-64, 1993), where he left both 1HP and 2HP problems open for the class of interval graphs, we show that the 1PC problem can be solved in polynomial time on the class of interval graphs. We propose a polynomial-time algorithm for the problem, which also enables us to solve the 1HP problem on interval graphs within the same time and space complexity.
graph G that cover the vertices of G. This problem, also known as the path cover problem (PC), finds application in the fields of database design, networks, code optimization among many others (see [1, 2, 19, 28] ); it is well known that the path cover problem and many of its variants are NP-complete in general graphs [10] . A graph that admits a path cover of size one is referred to as Hamiltonian. Thus, the path cover problem is at least as hard as the Hamiltonian path problem (HP), that is, the problem of deciding whether a graph is Hamiltonian. The path cover problem is known to be NP-complete even when the input is restricted to several interesting special classes of graphs; for example, it is NP-complete on planar graphs [11] , bipartite graphs [12] , chordal graphs [12] , chordal bipartite graphs [20] and strongly chordal graphs [20] . Bertossi and Bonuccelli [6] proved that the Hamiltonian Circuit problem is NP-complete on several interesting classes of intersection graphs.
Several variants of the HP problem are also of great interest, among which is the problem of deciding whether a graph admits a Hamiltonian path between two points (2HP). The 2HP problem is the same as the HP problem except that in 2HP two vertices of the input graph G are specified, say, u and v, and we are asked whether G contains a Hamiltonian path beginning with u and ending with v. Similarly, the 1HP problem is to determine whether a graph G admits a Hamiltonian path starting from a specific vertex u of G, and to find one if such a path does exist. Both 1HP and 2HP problems are also NP-complete in general graphs [10] .
The path cover problem as well as several variants of it have been extensively studied due to their wide applicability in many fields. Some of these problems, of both theoretical and practical importance, are in the context of communication and/or transposition networks [29] . In such problems, we are given a graph (network) G and two disjoint subsets T 1 and T 2 of vertices of G, and the objective is to determine whether G admits λ vertex-disjoint paths with several conditions on their endpoints with respect to T 1 and T 2 , e.g., paths with both their endpoints in T 1 ∪ T 2 , paths with one endpoint in T 1 and the other in T 2 , etc. [3, 4, 29] ; note that, the endpoints of a path P are the first vertex and the last vertex visited by P .
A similar problem that has received increased attention in recent years is in the context of communication networks. The only efficient way to transmit high volume communication, such as in multimedia applications, is through disjoint paths that are dedicated to pairs of processors. To efficiently utilize the network, one needs a simple algorithm that, with minimum overhead, constructs a large number of edge-disjoint paths between pairs of two given sets T 1 and T 2 of requests.
Furthermore, in the study of interconnection networks, the reliability of the interconnection network subject to node failures corresponds to the connectivity of an interconnection graph. It is well-known that the connectivity of a graph G is characterized in terms of vertex-disjoint paths joining a pair of vertices in G. Thus, one-to-many vertex-disjoint paths joining a vertex s (source) and k distinct vertices t 1 , t 2 , . . . , t k (sinks) are required. A related work was presented by Park in [23] .
Another related problem is the disjoint paths (DP) problem, which is defined as follows: Given a graph G and pairs (s 1 , t 1 ), (s 2 , t 2 ), . . . , (s k , t k ) of vertices of G, the objective is to determine whether G admits k vertex-disjoint paths P 1 , P 2 , . . . , P k in G such that P i joins s i and t i (1 ≤ i ≤ k). The problem was shown to be NP-complete by Karp [17] if k is a variable part of the input. For fixed k, however, the problem is more tractable; a polynomial-time algorithm was described by Robertson and Seymour [25] . Note that, for k = 2, there are several polynomial-time algorithms in the literature for the DP problem [26, 27, 30] . In contrast, the corresponding question for directed graphs G where we seek directed paths P 1 , P 2 , . . . , P k is NP-complete even for k = 2 [9] .
In [8] , Damaschke provided a foundation for obtaining polynomial-time algorithms for several problems concerning paths in interval graphs, such as finding Hamiltonian paths and circuits, and partitions into paths. In the same paper, he stated that the complexity status of both 1HP and 2HP problems on interval graphs remains an open question.
Motivated by the above issues, we state a variant of the path cover problem, namely, the 1-fixed-endpoint path cover (1PC) problem, which generalizes the 1HP problem.
Problem 1PC Given a graph G and a vertex u ∈ V (G), a 1-fixed-endpoint path cover of the graph G with respect to u is a path cover of G such that the vertex u is an endpoint of a path in the path cover; a minimum 1-fixed-endpoint path cover of G with respect to u is a 1-fixed-endpoint path cover of G with minimum cardinality; the 1-fixed-endpoint path cover problem (1PC) is to find a minimum 1-fixed-endpoint path cover of the graph G.
Contribution In this paper, we study the complexity status of the 1-fixed-endpoint path cover problem (1PC) on the class of interval graphs [7, 12] , and show that this problem can be solved in polynomial time. The proposed algorithm runs in O(n 3 ) time on an interval graph G on n vertices and m edges and requires linear space. The proposed algorithm for the 1PC problem can also be used to solve the 1HP problem on interval graphs within the same time and space complexity. Using our algorithm for the 1PC problem and a simple reduction described by Müller in [20] , we solve the HP problem on a X-convex graph G(X, Y, E) with |Y | − |X| = 1, which was left open in [31] . We also show that the 1HP problem on a biconvex graph G is solvable in O(n 3 ) time. Figure 1 shows a diagram of class inclusions for a number of graph classes, subclasses of comparability and chordal graphs, and the current complexity status of the 1HP problem on these classes; for definitions of the classes shown, see [7, 12] .
Related Work Interval graphs form an important class of perfect graphs [12] and many problems that are NP-complete on arbitrary graphs are shown to admit polynomial time algorithms on this class [2, 12, 18] . Both Hamiltonian Circuit (HC) and Hamiltonian Path (HP) problems are polynomially solvable for the class of interval and proper interval graphs. Keil introduced a linear-time algorithm for the HC problem on interval graphs [18] and Arikati and Rangan [2] presented a linear-time algorithm for the minimum path cover problem on interval graphs. Bertossi [5] proved that a proper interval graph has a Hamiltonian path if and only if it is connected. He also gave an O(n log n) algorithm for finding a Hamiltonian circuit in a proper interval graph. Recently, Asdre and Nikolopoulos proposed a linear-time algorithm for the k-fixed-endpoint path cover problem (kPC) on cographs and on proper interval graphs [3, 4] . Furthermore, Lin et al. [19] proposed an optimal algorithm for the path cover problem on cographs while Nakano et al. [21] proposed an optimal parallel algorithm which finds and reports all the paths in a minimum path cover of a cograph in O(log n) time using O(n/ log n) processors on a PRAM model. Hsieh et al. [14] presented an O(n + m)-time sequential algorithm for the Hamiltonian problem on a distance-hereditary graph and also proposed a parallel implementation of their algorithm which solves the problem in O(log n) time using O((n+m)/ log n) processors on a PRAM model. A unified approach to solving the Hamiltonian problems on distance-hereditary graphs was presented in [15] , while Hsieh [13] presented an efficient parallel strategy for the 2HP problem on the same class of graphs. Algorithms for the path cover problem on other classes of graphs were proposed in [16, 22, 28] .
Road Map
The paper is organized as follows. In Sect. 2 we establish the notation and related terminology, and we present background results. In Sect. 3 we describe our algorithm for the 1PC problem, while in Sect. 4 we prove its correctness and compute its time and space complexity. Section 5 presents some related results and in Sect. 6 we conclude the paper and discuss possible future extensions.
Theoretical Framework
We consider finite undirected graphs with no loops or multiple edges. For a graph G, we denote its vertex and edge set by V (G) and E(G), respectively. Let S be a subset of the vertex set of a graph G. Then, the subgraph of G induced by S is denoted by G [S] . Furthermore, we say that a vertex v sees vertex v if and only if vv ∈ E(G).
A graph G is an interval graph if its vertices can be put in a one-to-one correspondence with a family F of intervals on the real line such that two vertices are adjacent in G if and only if their corresponding intervals intersect. F is called an intersection model for G [2] . Interval graphs find applications in genetics, molecular biology, archeology, and storage information retrieval [12] . Interval graphs form an important class of perfect graphs [12] and many problems that are NP-complete on arbitrary graphs are shown to admit polynomial time algorithms on this class [2, 12, 18] . The class of interval graphs is hereditary, that is, every induced subgraph of an interval graph G is also an interval graph. We state the following numbering for the vertices of an interval graph proposed in [24] . [24] ) The vertices of any interval graph G can be numbered with integers 1, 2, . . . , |V (G)| such that if i < j < k and ik ∈ E(G) then jk ∈ E(G).
Lemma 2.1 (Ramalingam and Rangan
As shown in [24] , the numbering of Lemma 2.1, which results from numbering the intervals after sorting them on their right ends [2] , can be obtained in linear time, that is, O(m + n) time. An ordering of the vertices according to this numbering is found to be quite useful in solving many problems on interval graphs [2, 24] . Throughout the paper, the vertex numbered with i will be denoted by v i , 1 ≤ i ≤ n, and such an ordering will be denoted by π . We say that
Let G be an interval graph with vertex set V (G) and edge set E(G), T be a set containing a single vertex of V (G), and let P T (G) be a minimum 1-fixed-endpoint path cover of G with respect to T of size λ T (G) (or λ T for short); recall that the size of P T (G) is the number of paths it contains. The vertex belonging to the set T is called terminal vertex, and the set T is called the terminal set of G, while those of V (G) − T are called non-terminal vertices. Thus, the set P T (G) contains two types of paths, which we call terminal and non-terminal paths: a terminal path P t is a path having the terminal vertex as an endpoint and a non-terminal path P f is a path having both its endpoints in V (G) − T . The set of the non-terminal paths in a minimum 1PC of the graph G is denoted by N , while T denotes the set containing the terminal path. Clearly, |T | = 1 and λ T = |N | + 1.
Our algorithm for computing a 1PC of an interval graph is based on a greedy principle, visiting the vertices according to the ordering π = (v 1 , v 2 , . . . , v k , . . . , v n ), and uses three operations on the paths of a 1PC of G[S], where S = {v 1 , v 2 , . . . , v k }, 1 ≤ k < n. These three operations, namely connect, insert and bridge operations, are described below and are illustrated in Fig. 2 :
and let v k+1 be a non-terminal or a terminal vertex such that v k+1 sees v i . We say that we connect vertex v k+1 to the path P , or, equivalently, to the vertex v i , if we extend the path P by adding an edge which joins vertex v k+1 with vertex v i . • Insert operation. Let P = (. . . , v i , v j , . . .), i = j , i, j ∈ [1, k] , be a path of P T (G[S]) and let v k+1 be a non-terminal vertex such that v k+1 sees v i and v j . We say that we insert vertex v k+1 into P (between v i and v j ), if we replace the path P with the path P = (. . . , v i , v k+1 , v j , . . .). • Bridge operation. Let P 1 and P 2 be two paths of P T (G[S]) and let v k+1 be a non-terminal vertex that sees at least one non-terminal endpoint of P 1 and at least one of P 2 . We say that we bridge the two paths P 1 and P 2 using vertex v k+1 if we connect v k+1 with a non-terminal endpoint of P 1 and a non-terminal endpoint of P 2 .
Let P be a path of P T (G) and let v i and v j be its endpoints. We say that v i is the left (resp. right) endpoint of the path and v j is the right (resp. left) endpoint of the path if v i < v j (resp. v j < v i ). Throughout the paper, a trivial path (i.e. a path consisting of one vertex) is considered to have two endpoints, while a trivial path consisting of the terminal vertex u ∈ T is considered to have one terminal endpoint and one non-terminal endpoint.
Let G be an interval graph on n vertices and let P T (G) be a minimum 1PC of size λ T . Since a trivial path is considered to have two endpoints, the number of endpoints in P T (G) is 2λ T . For each vertex v i we denote by d(v i ) the number of neighbors of v i in P T (G); that is, d(v i ) ∈ {0, 1, 2}. We call d-connectivity of P T (G) the sum of d(v 1 ), d(v 2 ), . . . , d(v n ). It is easy to see that n i=1 d(v i ) = 2(n − λ T ). Clearly, any minimum 1PC P T (G) has d-connectivity equal to 2(n − λ T ).
The Algorithm
In this section we present an algorithm for the 1PC problem on interval graphs. Our algorithm takes as input an interval graph G on n vertices and m edges and a set T = {u} containing the terminal vertex u ∈ V (G), and computes a minimum 1PC
The algorithm is based on a greedy principle to extend a path of a minimum 1PC using operations on the left and right endpoints of its paths and properties of the graph G[{v 1 , v 2 , . . . , v i } − {u}], 1 ≤ i ≤ n; if a vertex sees the two endpoints of only one non-terminal path P , it is connected to the left endpoint of the path P . Furthermore, for each vertex v i , 1 ≤ i < j, we denote by ε (j ) i the number of endpoints v κ belonging to different paths in P T (G[v 1 , v 2 , . . . , v j ]) with index κ ∈ (i, j ]. We also define ε (i) i = 0 and ε (i) Before describing our algorithm, let us present the operation bridge in detail. In most cases we bridge two paths that have the leftmost non-terminal endpoints. Suppose that when vertex v i is processed it sees at least one non-terminal endpoint of a non-terminal path P 1 , say, v j , and at least the non-terminal endpoint of the terminal path P 2 , say, v , and both endpoints of a non-terminal path P 3 , say, v r and v s . Let v z , v t and v r be the left endpoints and v j , v and v s be the right endpoints of the paths P 1 , P 2 and P 3 , respectively. There exist three cases where, in order to obtain the maximum possible value for every ε (j ) i , we do not bridge two paths through the leftmost non-terminal endpoints (see Fig. 3 (a)-(c)). In these three cases the bridge operation works as follows:
∈ N(v i ) we bridge P 2 and P 3 through v and v r ; otherwise, we bridge P 1 and P 2 through v z and v .
Suppose now that P 1 is a non-terminal path having v z and v j as its left and right endpoints, respectively, P 2 is the terminal path with left endpoint v t and right endpoint v . Also, let P 3 be a non-terminal path with left and right endpoints v r and v s , respectively, and P 4 a non-terminal path with left and right endpoints v f and v g , respectively (see Fig. 3 (d)-(e)). We distinguish the following two cases:
and v r ; otherwise, we bridge P 3 and P 4 through v r (v s if v r / ∈ N(v i )) and v f . Figure 3 presents cases (a)-(e). Suppose that we have the two paths P 2 and P 3 of case (e) and vertex v i sees both v r and v s , that is,
and P 3 = (v r , . . . , v s ), where v a < v s < v b and v s < v c . Then, the bridge operation constructs the path P = (v t , . . . , v a , v b , v s , . . . , v r , v i , v c , . . . , v ). Suppose now that we have the two paths P 1 and P 2 of case (c) and vertex v i sees all vertices with index greater or equal to z, that is,
Suppose that there exist two paths P 2 and P 3 as in case (d) and vertex v i sees all ver-
If there exist two paths P 1 and P 2 as in case (b) and vertex v i sees all vertices with index greater or equal to z, that is,
We next describe the operation new_path of our algorithm which creates a new path when the vertex v i is processed. There exist three cases where operation new_path creates a new non-trivial path while in all other cases it creates a new trivial path. Suppose that v i sees an internal vertex v j belonging to a path
we remove the edge v s v j from P and we obtain P 1 = (v r , . . . , v s ) and P 2 = (v t , . . . , v , v j ). Then, we connect v i to v j . Suppose now that v i sees an internal vertex v j belonging to a path P = (v , . . . , v s , v j , v r , . . . , v t ) such that v < v t < v s < v r < v j . We remove the edge v j v r from P and we obtain P 1 = (v , . . . , v s , v j ) and P 2 = (v t , . . . , v r ). Then, we connect v i to v j . The above cases, where the operation new_path creates a new non-trivial path, are described below:
Note that, the rightmost endpoint of a path in
is v t and, thus, ε (i−1) t = 0. The 1PC P T (G) of the graph G in each of the above cases contains two new endpoints, vertices v i and v k such that t < k ; thus, ε (i) t = 2. Figure 4 presents the above cases.
The operation connect_break of our algorithm is similar to the operation new_path. Specifically, suppose that in the above cases (a)-(c) there exists a path
Then, the operation connect_break works similarly to the operation new_path; the only difference is that v i is also connected to v a . We next present our algorithm which works as follows.
Algorithm 1PC_INTERVAL
Input: an interval graph G on n vertices and m edges and a vertex u ∈ V (G); Output: a minimum 1PC P T (G) of the interval graph G, where T = {u};
1. Construct the ordering π of the vertices of G. Let t be the index of the terminal vertex u;
is the left and right endpoint of the path P λ T ; 3. for i = 2 to n do if i = t then execute the procedure process_non_terminal; else execute the procedure process_terminal;
The procedures process_non_terminal and process_terminal are described in Figs. 5 and 6, respectively. We point out that, if no vertex is specified as the terminal vertex then Algorithm 1PC_INTERVAL returns a minimum path cover of G.
We
and v t the following hold:
j −1 = 2 and both endpoints are non-terminal vertices
if v i has two consecutive neighbors into a path then insert v i into the path; else-if v i sees an internal vertex v s then if v s v a is an edge of a path P k and v a sees an endpoint v b of a path P k , k = k then remove the edge v s v a of P ; Concerning the ordering of the endpoints of the paths of the 1PC constructed by Algorithm 1PC_INTERVAL, we prove the following lemma.
Lemma 3.2
Let G be an interval graph with no terminal vertex. Let P s , 1 ≤ s ≤ λ T , be a path in the 1PC P T (G) of the graph G constructed by Algorithm 1PC_INTERVAL and let v i and v j be the left and right endpoints of P s , respectively. Then, there is no path
where v k and v are the left and right endpoints of P t , respectively. Proof Let P s , 1 ≤ s ≤ λ T be a path in the 1PC P T (G) constructed by Algorithm 1PC_INTERVAL and let v i and v j be its left and right endpoints, respectively. Let
and let v k and v be its left and right endpoints,
Then, according to Algorithm 1PC_INTERVAL, when vertex v b is processed, vertex v k is an endpoint of the path P t , and, thus, v b bridges the paths P s and P t through vertices v a and v k , a contradiction. Similarly, we can prove that
Using similar arguments we can prove the following lemma. 
where v k and v are the left and right endpoints of P t , respectively.
Correctness and Time Complexity
Let G be an interval graph on n vertices and m edges and let T be a subset of V (G) containing a single vertex v ∈ V (G). In order to prove the correctness of Algorithm 1PC_INTERVAL, we use induction on n. We also prove a property of the minimum 1PC P T (G) of G constructed by our algorithm, namely, Property 1PC-on-H:
where is the index of the rightmost endpoint of a path in P T (H ), and exactly one of the following holds:
where is the index of the rightmost endpoint of a path in P T (H ), and there exists a vertex v z such that
Recall that a trivial path has two endpoints that coincide. We next prove Lemmas 4.1-4.6 that concern the operations performed by the Algorithm 1PC_INTERVAL when vertex v n is processed. These lemmas make the proof of Theorem 4.1 easier to follow.
Lemma 4.1 Let G be an interval graph and suppose that Algorithm 1PC_Interval
) and let v n be a non-terminal vertex. If the algorithm uses v n to bridge two paths (operation bridge), then Algorithm 1PC_Interval computes a minimum 1PC
d is the index of the rightmost endpoint of a path in P T (G[S]), and exactly one of the following holds:
We distinguish the following cases:
Clearly, vertex v n is an internal vertex of a path in any other minimum 1PC P T (G), otherwise removing it from P T (G) would result to a 1PC of G[S] of size ≤ λ T (G[S]) − 1, a contradiction. Assume that there exists a minimum 1PC P T (G) having an index, say, k − 1, for which we have
Then, the algorithm constructs ε (n) 1 paths while P T (G) contains at least ε (n) 1 + 1 paths, a contradiction. Suppose that vertex v 1 is an endpoint in P T (G). Note that, according to the algorithm, if v 1 has degree greater or equal to one, then it belongs to a path containing more than one vertex. Consequently, the other endpoint of the path containing v 1 is one of the ε (n) 1 endpoints, and, thus, the algorithm constructs ε (n)
j . This implies that vertex v j +1 is the right endpoint of a path P in the minimum 1PC P T (G) constructed by the algorithm. Without loss of generality, we assume that ε
Then, due to the induction hypothesis, both of the endpoints of P have index greater than j + 1. However, according to the algorithm (operation bridge), such an ordering of the endpoints cannot exist, a contradiction. Suppose that v c > v j +1 and v d > v j +1 . Then, due to the induction hypothesis, at least one of the endpoints of P should have index greater than j + 1. Again, according to the algorithm (operation bridge), such an ordering of the endpoints cannot exist, a contradiction. Suppose now that v c < v j +1 and v d > v j +1 . Then, due to the induction hypothesis, computing a 1PC of G[S] we had case (e) which is described in Sect. 3 and v j +1 = v s . However, in this case, vertex v j +1 would not be the right endpoint of a path in P T (G[S] ), a contradiction.
Consequently, j + 1 < a and j + 1 < b. Then, both endpoints of P have indexes less than j + 1. This implies that vertex v n has bridged two non-terminal paths for which we have an endpoint of one path between the endpoints of the other, which is a contradiction according to Lemma 3.3.
Consequently, we have shown that there does not exist a minimum 1PC P T (G) having an index, say, k − 1, for which we have ε i endpoints v κ belonging to different paths with index κ ∈ (i, n], 1 ≤ i ≤ n, such that there is no other minimum 1PC P T (G) having ε (n) i endpoints v κ belonging to different paths with index κ ∈ (i, n],
where is the index of the rightmost endpoint of a path in P T (G), and exactly one of the following holds:
where is the index of the rightmost endpoint of a path in P T (G), and there exists a vertex v z such that ε (n) z > ε (n) z , and there exists no vertex v z such that ε
Suppose that there exists a minimum 1PC P T (G) such that ε (n) = ε (n) = 0. Then, similarly to Case 1, we show that there is no other minimum 1PC P T (G) such that
where is the index of the rightmost endpoint of a path in P T (G). We show that there exists a vertex v z such that ε
Consider the case where v n belongs to a path in P T (G) and it is connected to vertices v a and v b such that < a and < b . Then, removing v n from
If v n belongs to a path in P T (G) and it is connected to
vertices v a and v b , then removing v n from P T (G) we obtain a minimum 1PC of G [S] such that ε (n−1) ≤ ε (n) + 2. Thus, there exist three paths in P T (G) such that there are no left endpoints between their right endpoints in π , a contradiction. Consider now the case where v n belongs to a path in P T (G) and it is connected to vertices v a and v b such that < a and > b . Then, v n v ∈ E(G). Note that v n belongs to a path P in P T (G) and it is connected to vertices v a and v b such that a < and < b. Removing v n from P T (G) should result to a minimum 1PC of G[S] such that ε (n−1) = ε (n) + 1. Consequently, both endpoints of P have index less than , which implies that there exists a specific ordering of the endpoints of the paths in P T (G[S] ), which, according to the algorithm, is not possible, a contradiction. The case where v n belongs to a path in P T (G) and it is connected to vertices v a and v b such that > a and > b is similar. Using similar arguments with Case 1, we show that there exists no vertex v z , 
where v t is the terminal vertex, and then connects the path (v t , v n ) to an existing path P , then Algorithm 1PC_Interval computes a minimum 1PC P T (G) of the graph G satisfying Property 1PC-on-G.
, and, moreover, exactly one of the following holds:
is the index of the rightmost endpoint of a path in P T (G[S]) , and there exists a vertex v q such that ε (n−1) q > ε (n−1) q , and there exists no vertex v q such that ε
When the algorithm processes vertex v n , it constructs a 1PC
where v t is the terminal vertex, and then connects the path (v t , v n ) to an existing path P . This operation is performed when vertex v n sees the endpoints of at least one non-terminal path, say P 1 = (v r , . . . , v s ), the terminal vertex v t and no other endpoint of the terminal path, say, P 2 = (v t , . . . , v ). Then, the terminal path, P 2 , has the same endpoints as in P T (G[S] ), the vertices of P 1 become internal vertices of P 2 , while all the other paths in P T (G) remain the same as in P T (G[S] ). It is easy to see that there exists a path P in P T (G[S − {v t }]) having an endpoint, say, v s , with index greater than t, and thus, v s ∈ N(v n ). Note that when the connect operation is performed, it may use a vertex of the terminal path in order to increase the value of an ε (n−1) i , 1 ≤ i < n − 1, and, in this case, ε (n−1)
Then, for the endpoints of the terminal path, say, v t ∈ T and v , we have v t < v . Consequently, since vertex v n sees the endpoints of P 1 , the terminal vertex v t and no other endpoint of the terminal path P 2 , if operation connect was called previously, it cannot have used a vertex of the terminal path and, thus, ε
We show that the algorithm computes a minimum 1PC P T (G) of the graph G having ε (n) i endpoints v κ belonging to different paths with index κ ∈ (i, n], 1 ≤ i ≤ n, such that there is no other minimum 1PC P T (G) having ε (n) i endpoints v κ belonging to different paths with index κ ∈ (i, n] such that ε 
Removing v n from P T (G) results to a minimum 1PC of G[S] having at least two non-terminal neighbors of v n as endpoints belonging to different paths, say, v f and v g ; suppose that at least one of them has index greater than k. Then, ε
and v k < v g < v k and the right endpoint of the path that they belong, has also index less than k. Thus, ε
Since there cannot exist a vertex v such that 1 ≤ < t − 1 and ε (n) > ε (n) , there
If v s is the right endpoint of P 1 , then k − 1 < s and thus k − 1 < s. However, according to the algorithm, there cannot exist an endpoint between vertices v t and v s , a contradiction. 
where d is the index of the rightmost endpoint of a path in P T (G[S]) , and, moreover, one of the following holds:
where v t is the terminal vertex, it connects v t to the leftmost left endpoint it sees, and it uses v n to bridge two paths. This operation is performed when vertex v n sees the endpoints of at least one non-terminal path, say P 1 = (v r , . . . , v s ), the terminal vertex v t of the terminal path, say, P 2 = (v t , v j , . . . , v ) and an internal vertex v j of P 2 , and it does not see v . Then, the terminal path, P 2 , has the same endpoints as in P T (G[S] ), the vertices of P 1 become internal vertices of P 2 , while all the other paths remain the same. Recall that, when the connect operation is performed, it may use a vertex of the terminal path in order to increase the value of an ε (n−1) i , 1 ≤ i < n − 1, and, in this case, ε
. Then, for the endpoints of the terminal path, say, v t ∈ T and v , we have v t < v . Consequently, since vertex v n sees the endpoints of P 1 , the terminal vertex v t and not v , if operation connect was called previously, it cannot have used a vertex of the terminal path and, thus, ε
Consider the case where vertex v n sees the endpoints of only one non-terminal path, that is, of P 1 . If applying the algorithm to G[S − {v t }] results to a 1PC of size λ T (G[S]) − 1 then it contains a path with one endpoint v k such that t < k. Indeed, suppose that there does not exist such a path and P 1 consists of more than one vertex. This implies that all vertices of P 1 have bridged two paths and therefore we obtain a 1PC of size less than λ T (G[S]) − 1, a contradiction. Suppose now that the algorithm does not construct a path in the 1PC of G[S − {v t }] with one endpoint v k such that t < k and let the path P 1 consist of one vertex, say, v k . This implies that vertex v k has bridged two paths and the same holds for every vertex
, the algorithm would construct a minimum 1PC of size λ T (G[S] ). Since the size of P T (G[S] ) constructed by the algorithm is λ T (G[S] 
Using similar arguments as in the proof of Lemma 4.2, we show that the algorithm computes a minimum 1PC P T (G) of the graph G having ε (n) i endpoints v κ belonging to different paths with index κ ∈ (i, n], 1 ≤ i ≤ n, such that there is no other minimum 1PC P T (G) having ε (n) i endpoints v κ belonging to different paths with index κ ∈ endpoints v κ belonging to different paths with index κ ∈ (i, n − 1], 1 ≤ i ≤ n − 1, such that there is no other minimum 1PC P T (G[S]) having ε (n−1) i endpoints v κ belonging to different paths with index κ ∈ (i, n − 1] such that ε
where d is the index of the rightmost endpoint of a path in P T (G[S]) , and, moreover, exactly one of the following holds:
We distinguish the following cases, according to the operation performed by the algorithm during the process of vertex v n .
Case A When the algorithm processes vertex v n , it connects v n to a path, that is,
that is, vertex v n is an internal vertex of a path P in P T (G). We distinguish the following cases:
Removing v n from P results to a minimum 1PC of G[S] having two (non-terminal) neighbors of v n as endpoints belonging to different paths. Since the algorithm does not use v n to bridge two paths, the constructed minimum 1PC of G[S] does not have two (non-terminal) neighbors of v n as endpoints belonging to different paths. Consequently, there is a minimum 1PC of G[S] for which there exists an index i such that ε Consequently, there does not exist a 1PC P T (G) of size λ T (G[S]) − 1, and, thus, the 1PC constructed by the algorithm is minimum.
We show that the algorithm computes a minimum 1PC P T (G) of the graph G having ε (n) i endpoints v κ belonging to different paths with index κ ∈ (i, n], 1 ≤ i ≤ n, such that there is no other minimum 1PC P T (G) having ε (n) i endpoints v κ belonging to different paths with index κ ∈ (i, n] such that ε (n) i > ε (n) i , 1 ≤ i < , and exactly one of the following holds: Suppose that v n is not an endpoint in P T (G); let P = (. . . , v a , v n , v b , . . .) . According to operation connect, we break the terminal path of P T (G[S] ), which has the terminal vertex, v t , as its right endpoint. Note that the terminal vertex is the second rightmost endpoint in P T (G[S] ) (see Sect. 3). The second rightmost endpoint of P T (G) has index greater than t, and v t becomes a left endpoint of a path in P T (G). Assume that there exists a minimum 1PC P T (G) having an index, say,
However, ε (n) = ε (n) + 2 and ε (n) = ε (n−1) = 0, a contradiction. According to the connect
Let v r be the new endpoint created by the connect operation. Again, since v n v r−1 / ∈ E(G), v a > v r−1 and if we remove v n from P T (G) we obtain ε 
Suppose that v n is not an endpoint in P T (G); let P = (. . . , v a , v n , v b , . . .). Clearly, one of v a , v b is a vertex that could not be an endpoint in P T (G). We show that ≤ . Suppose that > . Since ε (n−1) = ε (n) = ε (n) − 1 = 0, then we have ε (n−1) = ε (n) − 1, which implies that the new endpoint in P T (G) has index greater than the new endpoint created in P T (G), a contradiction. It is easy to see that there cannot exist a minimum 1PC P T (G) having an index, say, k − 1, for which we have
Let v t be the terminal vertex. We have ε (n)
It is easy to see that there cannot exist a minimum 1PC P T (G) having an index, say, k − 1, k − 1 ≤ t − 1, for which we have ε (n) k−1 endpoints v κ belonging to different paths with index κ ∈ (k − 1, n], such that ε
Suppose that v n is the right endpoint of a path P = (v n , v a , . . .) ∈ P T (G). Then, there cannot exist a minimum 1PC P T (G) such that 1 = ε (n) −1 < ε (n) −1 . We show that the algorithm computes a minimum 1PC P T (G) of the graph G having ε (n) i endpoints v κ belonging to different paths with index κ ∈ (i, n], 1 ≤ i ≤ n, such that there a path P in P T (G). Then, removing vertex v n from P T (G) results to a 1PC of G[S] of size λ T (G[S]) , and, thus, minimum, such that there exists an index i, i ≥ d, for which ε (n−1) i = 2, a contradiction. Consequently, there does not exist a 1PC P T (G) of size λ T (G[S]) − 1, and, thus, the 1PC constructed by the algorithm is minimum.
We show that the algorithm computes a minimum 1PC P T (G) of the graph G having ε (n) i endpoints v κ belonging to different paths with index κ ∈ (i, n], 1 ≤ i ≤ n, such that there is no other minimum 1PC P T (G) having ε (n) i endpoints v κ belonging to different paths with index κ ∈ (i, n] such that ε
Assume that there exists a minimum 1PC P T (G) having an index, say, k − 1, for which we have ε (n) k−1 endpoints v κ belonging to different paths with index κ ∈
Suppose that v n is an endpoint of a path P = (v n , v a , . . . , v b ) ∈ P T (G), such that v a / ∈ T . Then, removing vertex v n from P T (G) results to a 1PC of G[S] of size λ T (G[S]) , and, thus, minimum, such that there exists an index i for which ε (n−1) i = 1, i ≥ d. Then, d = d , which is equal to the index of the terminal vertex, and P is the terminal path such that its left endpoint in P T (G[S] ), that is, vertex v a , has index greater than the index of the left endpoint of the terminal path in P T (G[S] ). Note that, v a cannot be an endpoint in P T (G[S]) since ε (n−1) i ≤ ε (n−1) i , d ≤ i ≤ n − 1, and, thus, a 1PC of G[S] having v a as an endpoint cannot be minimum. However, removing v n from P T (G) results to a 1PC of G[S] of size λ T (G[S]) having v a as an endpoint, a contradiction.
Suppose now that v n is not an endpoint in P T (G); let P = (. . . , v a , v n , v b , . . .). If v a v b ∈ E(G) then if we remove v n from P T (G) and P T (G), we obtain ε (n−1)
. Suppose that the value of d-connectivity of P T (G[S] ) is c; then the value of dconnectivity of P T (G) is c + 2. However, the corresponding value of P T (G) is not increased by vertices v a , v n and v b , since v a and v b are internal vertices not successive into a path in a 1PC of G[S] and there exist two vertices connected to v a and v b in P T (G[S]) , say, v f and v g , respectively, for which d(v f ) and d(v g ) are reduced, and, thus, they reduce the d-connectivity by two. In order to obtain c + 2 for P T (G) the vertices of V (G) − {v a , v b , v n } must increase the d-connectivity by two. However, the size of P T (G) is also λ T (G) and vertices v a , v b and v n are also internal in P T (G). Thus, increasing the d-connectivity by two is not possible and we have a contradiction. Note that v f v g / ∈ E(G); otherwise we would have also v n v f ∈ E(G) and v n v g ∈ E(G) and there would exist a 1PC having the same endpoints as P T (G) and containing a path P = (. . . , v f , v n , v g , . . .) with v f v g ∈ E(G), a contradiction. . Using similar arguments as in Case A.1 where v n is not an endpoint in P T (G[S] ), we show that the algorithm computes a minimum 1PC P T (G) of the graph G having ε (n) i endpoints v κ belonging to different paths with index κ ∈ (i, n], 1 ≤ i ≤ n, such that there is no other minimum 1PC P T (G) having ε (n) i endpoints v κ belonging to different paths with index κ ∈ (i, n] such that ε 
is the index of the rightmost endpoint of a path in P T (G[S]), and there exists a vertex v q such that ε (n−1) q > ε (n−1) q , and there exists no vertex v q such that ε
When the algorithm processes vertex v n , it creates a new path having vertex v n as an endpoint, that is,
vertex v n is an internal vertex of a path P in P T (G). Then, removing vertex v n from P T (G) results to a 1PC of G[S] of size λ T (G[S]) , and, thus, minimum, such that there exists an index i for which ε (n−1) i = 2, a contradiction. Suppose now that there exists a 1PC P T (G) of size λ T (G[S] ). Let v n be an endpoint of a path P in P T (G). We distinguish the following cases:
(i) P = (v n , v r , . . . , v s ). Removing vertex v n from P T (G) results to a 1PC of G[S] of size λ T (G[S]) , and, thus, minimum, such that there exists an index i for which ε (n−1) i = 1, i ≥ d. Then, d = d , which is equal to the index of the terminal vertex, and P is the terminal path such that its left endpoint in P T (G[S] ), that is, vertex v r , has index greater than the index of the left endpoint of the terminal path in P T (G[S] ). Note that, v r cannot be an endpoint in 
where v t is the terminal vertex. Since the algorithm constructs λ T (G[S]) + 1 paths, at least |N(v n )| − 1 neighbors of v n have bridged paths reducing the size of the 1PC and at most one of them was inserted; otherwise there would exist at least two successive neighbors into a path or at least one of them would be an endpoint. Suppose that v i and v j have both bridged paths. Then, applying the algo-
Suppose now that v i was inserted and v j has bridged paths. We distinguish the following cases:
(i) j < i. Clearly, applying the algorithm to G = G − {v i , v n } results to a minimum 1PC of G of size λ T (G[S] ). Furthermore, applying the algorithm to G − {v j } results to a minimum 1PC P 1 (G) of G − {v j } of size λ T (G[S] ) + 1 such that no non-terminal neighbor of v i is an endpoint and if v i sees the terminal vertex v t , it is not a trivial path in P 1 (G). Indeed, any neighbor v a of v i such that i < a < n cannot be an endpoint in P 1 (G) since every vertex v a such that i < a < n is also a neighbor of v n . Note that, t < j. Furthermore, since v i is inserted, when vertex v j +1 was processed, no neighbor of v i was an endpoint and if v i v t ∈ E(G) vertex v t does not belong to a trivial path. Indeed, let v k ∈ N(v i ) be an endpoint when the algorithm processes vertex v j +1 or v t belongs to a trivial path. This implies that, when we apply the algorithm to G[S], we have one neighbor of v n , say, v , bridging through vertex v k or vertex v t ; then v i would be inserted through the edge v k v or v t v , which is a contradiction since this results to two neighbors of v n being successive. Additionally, no neighbor of v i becomes an endpoint and vertex v t does not belong to a trivial path until vertex v n−1 is processed, since all vertices with index greater than j + 1 are neighbors of v n , and, thus, they are used to bridge paths reducing the size of the 1PC. Note that, according to the algorithm, vertex v t cannot belong to a trivial path until vertex v n−1 is processed, since no bridge operation results to v t belonging to a trivial path. Consequently, applying the algorithm to G − {v j } results to a minimum 1PC P 1 (G − {v j }) of size λ T (G[S]) + 1 such that no non-terminal neighbor of v i is an endpoint and if v i sees the terminal vertex v t , it is not a trivial path in P 1 (G − {v j }).
(ii) i < j. Similarly to case (i), applying the algorithm to G − {v j } results to a minimum 1PC P 1 (G − {v j }) of size λ T (G[S]) + 1 such that no non-terminal neighbor of v i is an endpoint and if v i sees the terminal vertex v t , it is not a trivial path in P 1 (G − {v j }). Indeed, when vertex v i+1 is processed, no neighbor of v i is an endpoint and if v i sees the terminal vertex v t , it is not a trivial path. Furthermore, since no neighbor of v n can be an endpoint, no vertex with index greater than i + 1 is an endpoint. Additionally, no neighbor of v i becomes an endpoint and if v t v i ∈ E(G), vertex v t does not belong to a trivial path until vertex v n−1 is processed, since all vertices with index greater than i + 1 are neighbors of v n , and, thus, they are used to bridge paths reducing the size of the 1PC. Note that, according to the algorithm, vertex v t cannot belong to a trivial path until vertex v n−1 is processed. Consequently, applying the algorithm to G − {v j } results to a minimum 1PC P 1 (G − {v j }) of size λ T (G[S] ) + 1 such that no non-terminal neighbor of v i is an endpoint and if v i sees the terminal vertex v t , it is not a trivial path in P 1 (G − {v j }).
Since v n is an internal vertex of a path P = (v r , . . . , v i , v n , v j , . . . , v s ) in P T (G) which has size λ T (G[S] ), if we remove vertices v i , v j and v n from P we obtain a 1PC of G − {v j } of size λ T (G[S] ) + 1 such that a non-terminal neighbor of v i is an endpoint, a contradiction; the same holds when P = (v r , . . . , v i , v n , v j , v t ). If P = (v t , v i , v n , v j , . . . , v s ) then v t belongs to a trivial path in P 1 (G), a contradiction.
where v t is the terminal vertex. The case where v n is an internal vertex of a path P = (v r , . . . , v i , v n , v j , . . . , v s ) in P T (G) which has size λ T (G[S]) leads to a contradiction similarly to the case where v t / ∈ N(v n ). Suppose that v n is an internal vertex of a path P = (v t , v n , v j , . . . , v s ) in P T (G) which has size λ T (G[S] ). According to the algorithm, no neighbor of v n is inserted until vertex v t is processed. Also, it is easy to see that, no neighbor of v n with index greater than t is inserted, either. Indeed, let v a , t < a < n, be a neighbor of v n which is inserted into the terminal path. Since the algorithm results to λ T (G[S]) + 1 paths, v a is inserted through an edge v k v such that v k , v / ∈ N(v n ) and v t is connected to a vertex v q such that v q / ∈ N(v n ). This implies that the ordering of the vertices v t , v k , v and v q of the terminal path is as follows:
Let v b be the other endpoint of the terminal path. Clearly v b < v k . Also, without loss of generality, suppose that v b < v q . Consequently, when vertex v t is processed, the algorithm has constructed a path having two successive vertices, v k and v , which have indexes greater than those of the endpoints of the path, that is, v b and v q . This is a contradiction, since it implies that there exists at least one vertex with index greater than q which sees v q ; in this case the algorithm could not result to a path having v q as an endpoint. Consequently, we have shown that if we apply the algorithm to G[S], no neighbor of v n is inserted into the terminal path. Furthermore, since there are no neighbors of v n successive into a path, all neighbors of v n bridge paths reducing the size of the 1PC. This implies that, if we apply the algorithm to G[S − {v t }], we obtain a minimum 1PC of G[S − {v t }] of size λ T (G[S] ). Furthermore, if we apply the algorithm to G[S − {v t , v j }], we obtain a minimum 1PC of G[S − {v t , v j }] of size λ T (G[S]) + 1. However, removing v t , v n and v j from P = (v t , v n , v j , . . . , v s ) which is a path in P T (G), we obtain a 1PC of G[S − {v t , v j }] of size at most λ T (G[S] ), a contradiction; thus, v n cannot be an internal vertex of a path P = (v t , v n , v j , . . . , v s ) in P T (G) which has size λ T (G[S] ).
We have shown that there does not exist a 1PC P T (G) of size λ T (G[S]) , and, thus,
Using similar arguments as in Case A.1 where v n is an endpoint in P T (G[S] ), we show that the algorithm computes a minimum 1PC P T (G) of every interval graph G with n vertices having ε (n) i endpoints v κ belonging to different paths with index κ ∈ (i, n], 1 ≤ i ≤ n, such that there is no other minimum 1PC P T (G) having ε (n) i endpoints v κ belonging to different paths with index κ ∈ (i, n] such that ε (G[S] ) be the size of P T (G[S] ) and let v n be the terminal vertex; then Algorithm 1PC_INTERVAL computes a minimum 1PC P T (G) of the graph G satisfying Property 1PC-on-G.
Proof Clearly, the size λ T (G) of a minimum 1PC of G is equal to λ T (G[S]) or λ T (G[S]) + 1. We distinguish the following cases: Case 1 When the algorithm processes vertex v n , it connects v n to a path, that is,
Assume that there exists a minimum 1PC P T (G) having an index, say, k − 1, for which we have ε Suppose that v n ∈ P = (v n , v a , . . .) ∈ P T (G). If v a < v j +1 , then v j +1 v n ∈ E(G), and, thus, v a < v j +1 . Then, if we remove v n from P T (G) and P T (G), we obtain ε (n−1)
On the other hand, if v a > v j +1 , then, if we remove v n from P T (G) and P T (G), we obtain ε (n−1)
Also, ε (n−1) j +1 = ε (n) j +1 ; thus, ε (n−1) j +1 = ε (n−1) j +1 − 1, a contradiction.
Case 2
When the algorithm processes vertex v n , it constructs a new trivial path, that is, λ T (G) = λ T (G[S]) + 1. Suppose that there exists a 1PC P T (G) of size λ T (G[S] ). Clearly, vertex v n cannot belong to a trivial path in P T (G), since removing it results to a 1PC of G[S] of size λ T (G[S]) − 1, a contradiction. Thus, let P = (v n , v r , . . .) ∈ P T (G) be the path containing v n . Removing vertex v n from P T (G) results to a 1PC of G[S] of size λ T (G[S]) , and, thus, minimum, having a neighbor of v n , that is, vertex v r , as an endpoint of a path. Since G[S] does not contain the terminal vertex this is a contradiction. Consequently, the 1PC P T (G) is a minimum 1PC of G, that is, λ T (G) = λ T (G) = λ T (G[S]) + 1.
We show that the algorithm computes a minimum 1PC P T (G) of the graph G having ε (n) i endpoints v κ belonging to different paths with index κ ∈ (i, n], 1 ≤ i ≤ n, in O(n 3 ) time and, since no additional space is needed, requires linear space. Recall that the ordering π of the vertices is constructed in linear time [24] . Hence, we can state the following result. Theorem 4.2 Let G be an interval graph on n vertices and let T be a subset of V (G) containing a single vertex. A minimum 1-fixed-endpoint path cover of G with respect to T can be computed in O(n 3 ) time.
Related Results on Convex and Biconvex Graphs
Based on the results for the 1PC problem on interval graphs, and also on the reduction described by Müller in [20] , we study the HP and 1HP problems on convex and biconvex graphs. A bipartite graph G(X, Y ; E) is called X-convex (or simply convex) if there exists an ordering of its vertices such that for all y ∈ Y the vertices of N(y) are consecutive [20] ; G is biconvex if it is convex on both X and Y .
In this section, we solve the HP and 1HP problems on a biconvex graph G(X, Y ; E). Moreover, we show that the HP problem on an X-convex graph G(X, Y ; E) on n vertices can be solved in O(n 4 ) time if |X| = |Y | or |X| − |Y | = 1 and a 1HP starting at vertex u, if there exists, can be computed in O(n 3 ) time if (|X| = |Y | and u ∈ Y ) or |X| − |Y | = 1.
We next describe an algorithm for the HP problem on a biconvex graph G(X, Y ; E). To simplify our description we use two functions, namely Minimum _HP(G) and Minimum_1PC(G,u): the function Minimum_HP(G) corresponds to the algorithm for computing a minimum path cover of an interval graph G described in [2] , while Minimum_1PC(G,u) corresponds to the algorithm for computing a minimum path cover with specified endpoint u of an interval graph G described in this paper.
Algorithm HP_BICONVEX Input: a biconvex graph G(X, Y ; E) on n vertices; Output: a Hamiltonian path of G, if one exists:
1. if ||X| − |Y || > 1 then return G does not have a Hamiltonian path; 2. if |X| = |Y | then construct the interval graph G such that:
where E Y is as follows: y 1 y 2 ∈ E Y iff y 1 , y 2 ∈ Y and N(y 1 ) ∩ N(y 2 ) = ∅; if there exists y j ∈ Y such that |N(y j )| = 1 then P T (G) ← Minimum_1PC(G ,y j ); if λ T (G) = 1 then return P T (G); else return G does not have a Hamiltonian path; else for i = 1 to |Y | do P T (G) ← Minimum_1PC(G , y i ); if λ T (G) = 1 then return P T (G); end-for; return G does not have a Hamiltonian path;
We next describe an algorithm for the 1HP problem on a biconvex graph G(X, Y ; E). Recall that the function Minimum_1PC(G,u) corresponds to the algorithm for computing a minimum path cover with specified endpoint u of an interval graph G described in this paper.
Algorithm 1HP_BICONVEX
Input: a biconvex graph G(X, Y ; E) on n vertices and a vertex y t ∈ Y ; Output: a Hamiltonian path of G starting at vertex y t , if one exists:
1. if ||X| − |Y || > 1 then return G does not have a 1HP; 2. if |X| = |Y | then construct the interval graph G such that:
where E Y is as follows: y 1 y 2 ∈ E Y iff y 1 , y 2 ∈ Y and N(y 1 ) ∩ N(y 2 ) = ∅; P T (G) ← Minimum_1PC(G , y t ); if λ T (G) = 1 then return P T (G); else return G does not have a 1HP; 3. if |X| − |Y | = 1 then return G does not have a 1HP; 4. if |Y | − |X| = 1 then construct the interval graph G such that:
where E X is as follows:
x 1 x 2 ∈ E X iff x 1 , x 2 ∈ X and N(x 1 ) ∩ N(x 2 ) = ∅; P T (G) ← Minimum_1PC(G , y t ); if λ T (G) = 1 then return P T (G); else return G does not have a 1HP; End_of_Algorithm 1HP_BICONVEX.
Since the function Minimum_1PC requires O(n 3 ) time to compute a 1HP of an interval graph on n vertices and the graph G can be constructed in O(|X ∪ Y | 2 ) time [20] , Algorithm 1HP_BICONVEX returns a 1HP, if there exists, of a biconvex graph on n vertices in O(n 3 ) time. Hence, we can state the following result. Let G(X, Y ; E) be an X-convex graph on n vertices and let u be a vertex of V (G). Similarly, we show that the 1HP problem on G and u can be solved in O(n 3 ) time when (|X| = |Y | and u ∈ Y ) or |X| − |Y | = 1. Clearly, if |Y | − |X| = 1 and u ∈ X then G does not have a 1HP. It is easy to see that if (|Y | − |X| = 1 and u ∈ Y ) or (|X| = |Y | and u ∈ X) then the X-convex graph G(X, Y ; E) has a Hamiltonian path if the interval graph G has a 2HP between u and a vertex of Y . Thus, we can state the following result. 
Concluding Remarks
In this paper we presented a polynomial-time algorithm for the 1PC problem on interval graphs and, thus, we answered the question left open by Damaschke [8] of whether the 1HP problem is polynomially solvable on interval graphs. We also presented polynomial-time algorithms for the HP and 1HP problems on biconvex graphs, and showed that the HP problem on X-convex graphs G(X, Y, E) with |Y | − |X| = 1, which was left open in [31] , has polynomial solution iff the 2HP problem on interval graphs is polynomial.
An interesting open question is whether the k-fixed-endpoint path cover problem (kPC) can be polynomially solved on interval graphs. Note that, the kPC problem generalizes both the 1HP and 2HP problems; the complexity status of the 2HP problem on interval graphs remains an open question.
