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ZSn-MODULES AND POLYNOMIAL IDENTITIES WITH INTEGER
COEFFICIENTS
ALEXEY GORDIENKO AND GEOFFREY JANSSENS
Abstract. We show that, like in the case of algebras over fields, the study of multilinear
polynomial identities of unitary rings can be reduced to the study of proper polynomial
identities. In particular, the factors of series of ZSn-submodules in the ZSn-modules of
multilinear polynomial functions can be derived by the analog of Young’s (or Pieri’s) rule
from the factors of series in the corresponding ZSn-modules of proper polynomial functions.
As an application, we calculate the codimensions and a basis of multilinear polynomial
identities of unitary rings of upper triangular 2× 2 matrices and infinitely generated Grass-
mann algebras over unitary rings. In addition, we calculate the factors of series of ZSn-
submodules for these algebras.
Also we establish relations between codimensions of rings and codimensions of algebras
and show that the analog of Amitsur’s conjecture holds in all torsion-free rings, and all
torsion-free rings with 1 satisfy the analog of Regev’s conjecture.
Polynomial identities and their numeric and representational characteristics are well stud-
ied in the case of algebras over fields of characteristic zero (see e.g. [3, 5]). However, polyno-
mial identities in rings also play an important role [12]. The systematic study of multilinear
polynomial identities started in 1950 by A. I. Mal’cev [9] and W. Specht [14]. In his pa-
per, W. Specht considered polynomial identities with integer coefficients. This article is
devoted to numeric and representational characteristics of polynomial identities with integer
coefficients.
In Propositions 1–3 we prove basic facts about codimensions of polynomial identities with
integer coefficients in the case when the ring is an algebra over a field. In Theorem 1 we
consider algebras obtained from rings by the tensor product of the ring and a field. As a
consequence of Theorem 1, we derive the analog of Amitsur’s conjecture for all torsion-free
rings and the analog of Regev’s conjecture for all torsion-free rings with 1. In Theorem 2
we show that the ordinary codimensions of rings with 1 can be calculated using their proper
codimensions by the same formula as in the case of algebras over fields [3, Theorem 4.3.12 (ii)].
In Theorem 3 we prove an analog of Drensky’s theorem [3, Theorem 12.5.4] that establishes
a relation between ZSn-modules corresponding to proper and ordinary polynomial identities
of unitary rings. In order to apply Theorem 3, we show that the analog of Young’s (or
Pieri’s) rule holds for ZSn-modules too (Theorem 4).
In the case of algebras over fields, few examples are known where the numeric and repre-
sentational characteristics can be precisely evaluated. Among those are the algebras of upper
triangular matrices [7, 10, 11, 13] and the Grassmann algebra [8]. In Sections 5 and 6 we
apply the results obtained in the preceding sections, to evaluate the basis of multilinear poly-
nomial identities with integer coefficients and calculate their numeric and representational
characteristics for unitary rings of upper triangular 2 × 2 matrices and infinitely generated
Grassmann algebras over unitary rings.
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1. Introduction
Let R be a ring. If R has a unit element 1R, then the number
charR := min{n ∈ N | n1R = 0} = min{n ∈ N | na = 0 for all a ∈ R}
is called the characteristic of R. (As usual, if n1R 6= 0 for all n ∈ N, then charR := 0.)
Let Z〈X〉 be the free associative ring without 1 on the countable set X = {x1, x2, . . . },
i.e., the ring of polynomials in non-commuting variables from X without a constant term.
Let I be an ideal of a ring R. We say that I is a T-ideal of R if ϕ(I) ⊆ I for all
ϕ ∈ End(R). We say that f ∈ Z〈X〉 is a polynomial identity of R with integer coefficients if
f(a1, . . . , an) = 0 for all ai ∈ R. In other words, f is a polynomial identity if ψ(f) = 0 for
all ψ ∈ Hom(Z〈X〉, R). Note that the set Id(R,Z) of polynomial identities of R with integer
coefficients is a T -ideal of Z〈X〉.
Let Pn(Z) be the additive subgroup of Z〈X〉 generated by xσ(1)xσ(2) . . . xσ(n), σ ∈ Sn. (Here
Sn is the nth symmetric group, n ∈ N.) Then Pn(Z)Pn(Z)∩Id(R,Z) is a finitely generated Abelian
group which is the direct sum of free and primary cyclic groups:
Pn(Z)
Pn(Z) ∩ Id(R,Z)
∼= Z⊕ · · · ⊕ Z︸ ︷︷ ︸
cn(R,0)
⊕
⊕
p is a prime
number
⊕
k∈N
(
Zpk ⊕ · · · ⊕ Zpk︸ ︷︷ ︸
cn(R,pk)
)
.
We call the numbers cn(R, q) the codimensions of polynomial identities of R with integer
coefficients.
Note that the symmetric group Sn is acting on
Pn(Z)
Pn(Z)∩Id(R,Z)
by permutations of variables,
i.e., Pn(Z)
Pn(Z)∩Id(R,Z)
is a ZSn-module. We refer to
Pn(Z)
Pn(Z)∩Id(R,Z)
as the ZSn-module of ordinary
multilinear polynomial functions on R.
Denote by Γn(Z) the subgroup of Pn(Z) that consists of proper polynomials, i.e linear
combinations of products of long commutators. (All long commutators in the article are
left normed, e.g. [x, y, z, t] := [[[x, y], z], t].) Then Γn(Z) is a ZSn-submodule of Pn(Z).
Obviously, Γ1(Z) = 0.
Analogously, we define the codimensions γn(R, q) of proper polynomial identities of R:
Γn(Z)
Γn(Z) ∩ Id(R,Z)
∼= Z⊕ · · · ⊕ Z︸ ︷︷ ︸
γn(R,0)
⊕
⊕
p is a prime
number
⊕
k∈N
(
Zpk ⊕ · · · ⊕ Zpk︸ ︷︷ ︸
γn(R,pk)
)
.
If R has a unit element 1R, then, by the definition, γ0(R, q) is the number of Zq in the
decomposition of the cyclic additive subgroup of R generated by 1R. We refer to
Γn(Z)
Γn(Z)∩Id(R,Z)
as the ZSn-module of proper multilinear polynomial functions on R.
If A is an algebra over a field F , then we can consider codimensions cn(A, F ) :=
dim Pn(F )
Pn(F )∩Id(A,F )
of polynomial identities of A with coefficients from F . (See [5, Defini-
tion 4.1.1].) Here Id(A, F ) ⊂ F 〈X〉 is the set of polynomial identities of A with coefficients
from F , and Pn(F ) is the subspace of F 〈X〉 generated by xσ(1)xσ(2) . . . xσ(n), σ ∈ Sn. The
subspace of Pn(F ) consisting of proper polynomials, is denoted by Γn(F ).
We say that λ = (λ1, . . . , λs) is a (proper or ordered) partition of n and write λ ⊢ n if
λ1 > λ2 > · · · > λs > 0, λi ∈ N, and
∑s
i=1 λi = n. In this case we write λ ⊢ n. For our
convenience, we assume λi = 0 for all i > s.
We say that µ = (µ1, . . . , µs) is an unordered partition of n if µi ∈ N and
∑s
i=1 µi = n. In
this case we write µ  n. Again, for our convenience, we assume µi = 0 for all i > s.
For every ordered or unordered partition λ one can assign the Young diagram Dλ which
contains λk boxes in the kth row. If λ is unordered, then Dλ is called generalized. A Young
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diagram filled with numbers is called a Young tableau. A tableau corresponding to λ is
denoted by Tλ.
In the representation theory of symmetric groups, partitions and their Young diagrams
are widely used. (See [3, 5] for applications to PI-algebras.) Let aTλ =
∑
π∈RTλ
π and
bTλ =
∑
σ∈CTλ
(sign σ)σ be symmetrizers corresponding to a Young tableau Tλ, λ ⊢ n. Then
S(λ) := (ZSn)bTλaTλ is the corresponding Specht module. Moreover, modules S(λ) that
correspond to different Tλ but the same λ, are isomorphic too. (The proof is analogous to
the case of fields.) Though S(λ) are not irreducible over Z and even contain no irreducible
ZSn-submodules (it is sufficient to consider the submodule 0 6= 2M $M for any submodule
M ⊆ S(λ)), we will use them in order to describe the structure of Pn(Z)
Pn(Z)∩Id(R,Z)
.
2. Codimensions of algebras over fields
Every algebra over a field can be treated as a ring. Therefore, we have to deal with two
different types of codimensions. Here we establish a relation between them.
Proposition 1. Let A be an algebra over a field F . Then cn(A, q) = 0 for all n ∈ N and
q 6= charF .
Proof. Note that (charF )f ∈ Id(R,Z) for all f ∈ Z〈X〉. Hence charF > 0 implies cn(A, q) =
0 for all n ∈ N and q 6= charF . If charF = 0, then every q = pk 6= 0 is invertible and
cn(A, q) = 0 for all n ∈ N and q 6= 0 too. 
Proposition 2. Let A be an algebra over a field F , charF = 0. Then cn(A, F ) 6 cn(A, 0)
for all n ∈ N. Moreover, cn(A,Q) = cn(A, 0) for all n ∈ N.
Proof. By Proposition 1, Pn(Z)
Pn(Z)∩Id(A,Z)
is a free Abelian group. Let f1, . . . , fs be the preimages
of its free generators in Pn(Z). Note that Pn(Z) ⊂ Pn(Q) ⊆ Pn(F ) and for every σ ∈ Sn the
monomial xσ(1)xσ(2) . . . xσ(n) can be expressed as a linear combination with integer coefficients
of f1, . . . , fs and an element of Pn(Z) ∩ Id(A,Z). Hence the images of f1, . . . , fs generate
Pn(F )
Pn(F )∩Id(A,F )
and cn(A, F ) 6 cn(A, 0) = s.
Suppose f1, . . . , fs are linearly dependent modulo Id(A,Q). In this case r1q1f1+ · · ·+ r1q1fs ∈
Id(A,Q) for some qi ∈ N, ri ∈ Z. Thus
f := r1
(
s∏
i=2
qi
)
f1 + r1q1
(
s∏
i=3
qi
)
f2 + · · ·+ rs
(
s−1∏
i=1
qi
)
fs ∈ Id(A,Q).
However, f ∈ Z〈X〉. Hence f ∈ Id(A,Z) and all ri = 0 since fi are linearly indepen-
dent modulo Id(A,Z). Therefore, the images of f1, . . . , fs form a basis of
Pn(Q)
Pn(Q)∩Id(A,Q)
and
cn(A,Q) = cn(A, 0) = s. 
The next example shows that in the case F % Q we could have cn(A, F ) < cn(A,Q) =
cn(A, 0).
Example 1. Note that P3(Q) ∼= QS3 ∼= SQ(3)⊕ SQ(2, 1)⊕ SQ(2, 1)⊕ SQ(13). Let a ∈ QS3
such that SQ(2, 1) = QS3a. Denote by f1 and f2 the polynomials that correspond to a in
the copies of SQ(2, 1) in P3(Q). Let F = Q(
√
2). Consider the T -ideal I of F 〈X〉 generated
by (f1 +
√
2f2). We claim that c3(F 〈X〉/I, F ) = 4 < c3(F 〈X〉/I,Q) = 6.
Proof. First we notice that P3(F ) ∩ Id(F 〈X〉/I, F ) = FS3 · (f1 +
√
2f2) ∼= SF (2, 1). Hence
by the hook formula, c3(F 〈X〉/I, F ) = 6 − 2 = 4. However, P3(Q) ∩ Id(F 〈X〉/I,Q) =
P3(Q) ∩ FS3(f1 +
√
2f2) = 0. Indeed, suppose f = b(f1 +
√
2f2) ∈ P3(Q) for some b ∈ FS3.
Note that b = b1+
√
2b2 where b1, b2 ∈ QS3. Therefore, f = (b1+
√
2b2)(f1+
√
2f2) = (b1f1+
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2b2f2) +
√
2(b1f2 + b2f1) and f ∈ P3(Q) implies b1f2 + b2f1 = 0. Recall that QS3f1 ⊕QS3f2
is the direct sum of QS3-submodules. Hence b1f2 = b2f1 = 0. However, QS3f1 ∼= QS3f2.
Thus b1f1 = b2f2 = 0 too, f = 0, P3(Q) ∩ Id(F 〈X〉/I,Q) = 0 and c3(F 〈X〉/I,Q) = 6. 
The result, analogous to Proposition 2, holds in a positive characteristic.
Proposition 3. Let A be an algebra over a field F , charF = p. Then cn(A, F ) 6 cn(A, p)
for all n ∈ N. Moreover, cn(A,Zp) = cn(A, p) for all n ∈ N.
Proof. By Proposition 1, Pn(Z)
Pn(Z)∩Id(A,Z)
is the direct sum of copies of Zp. Let f1, . . . , fs be
the preimages of their standard generators in Pn(Z). Note that Pn(Zp) is an image of
Pn(Z) under the natural homomorphism, Pn(Zp) ⊆ Pn(F ) and for every σ ∈ Sn the mono-
mial xσ(1)xσ(2) . . . xσ(n) can be expressed as a linear combination with integer coefficients
of f1, . . . , fs and an element of Pn(Z) ∩ Id(A,Z). Hence the images of f1, . . . , fs generate
Pn(F )
Pn(F )∩Id(A,F )
and cn(A, F ) 6 cn(A, p).
Suppose f1, . . . , fs are linearly dependent modulo Id(A,Zp). In this case m¯1f1+· · ·+m¯sfs ∈
Id(A,Zp) for some mi ∈ Z. Thus m1f1 + · · · + msfs ∈ Id(A,Z) and all mi ∈ pZ since fi
generate modulo Id(A,Z) the direct sum of copies of Zp. Therefore, the images of f1, . . . , fs
form a basis of Pn(Zp)
Pn(Zp)∩Id(A,Zp)
and cn(A,Zp) = cn(A, p) = s. 
The next result is concerned with the extension of a ring to an algebra over a field.
Theorem 1. Let R be a ring and let F be a field. Then
cn(R ⊗Z F, F ) =
{
cn(R/TorR, 0) if charF = 0,
cn(R/pR, p) if charF = p
where TorR := {r ∈ R | mr = 0 for some m ∈ N} is the torsion of R.
First, we prove the following lemma
Lemma 1. Let R be a ring and let F be a field. Then
R ⊗ 1F ∼=
{
R/TorR if F = Q,
R/pR if F = Zp
where R⊗ 1F ⊆ R⊗Z F is a subring.
Proof. Consider the natural homomorphism ϕ : R→ R⊗ 1F where ϕ(a) = a⊗ 1F , a ∈ R.
Suppose F = Q. If ma = 0 for some m ∈ N and a ∈ R, then ϕ(a) = a⊗1Q = ma⊗ 1Qm = 0.
Hence TorR ⊆ kerϕ. We claim that kerϕ = TorR.
Let a ∈ kerϕ, i.e., a⊗ 1Q = 0. By one of the definitions of the tensor product,
(a, 1Q) =
∑
i
ℓi((ai + bi, qi)− (ai, qi)− (bi, qi))+∑
i
mi((ci, si + ti)− (ci, si)− (ci, ti)) +
∑
i
ni((kidi, ui)− (di, kiui))
holds for some ai, bi, ci, di ∈ R, ki, ℓi, mi, ni ∈ Z, and qi, si, ti, ui ∈ Q in the free Z-module
HR×Q with the basis R×Q. We can find such m ∈ N that all mqi, msi, mti, mui ∈ Z. Then
(a,m) =
∑
i
ℓi((ai + bi, mqi)− (ai, mqi)− (bi, mqi))+∑
i
mi((ci, msi +mti)− (ci, msi)− (ci, mti)) +
∑
i
ni((kidi, mui)− (di, kimui))
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holds in the free Z-module HR×Z with the basis R × Z. Note that in the right hand side
of the latter equality we have a relation in R ⊗Z Z. Hence a ⊗m = 0 in R ⊗Z Z ∼= R and
ma = 0. Thus a ∈ TorR. Therefore, kerϕ = TorR and R⊗ 1Q ∼= R/TorR.
Suppose F = Zp. Then ϕ(pR) = R ⊗ p1Zp = 0 and pR ⊆ kerϕ. Let a ∈ kerϕ, i.e.,
a⊗ 1Zp = 0. Then
(a, 1Zp) =
∑
i
qi((ai + bi, ℓ¯i)− (ai, ℓ¯i)− (bi, ℓ¯i))+∑
i
si((ci, m¯i + n¯i)− (ci, m¯i)− (ci, n¯i)) +
∑
i
ti((kidi, u¯i)− (di, kiu¯i))
holds for some ai, bi, ci, di ∈ R and ki, ℓi, mi, ni, qi, si, ti, ui ∈ Z in the free Z-module HR×Zp
with the basis R × Zp. Note that HR×Zp is the factor module of HR×Z by the subgroup
〈(a,m)− (a,m+ p) | a ∈ R, m ∈ Z〉Z. Hence
(a, 1Z) =
∑
i
qi((ai + bi, ℓi)− (ai, ℓi)− (bi, ℓi)) +
∑
i
si((ci, mi + ni)− (ci, mi)− (ci, ni))+∑
i
ti((kidi, ui)− (di, kiui)) +
∑
i
αi((ri, βi)− (ri, βi + p))
holds in HR×Z for some ri ∈ R and αi, βi ∈ Z. Thus a ⊗ 1Z =
∑
i αiri ⊗ p. Now we use
the isomorphism R ⊗Z Z ∼= R and get a =
∑
i αirip ∈ pR. Therefore, kerϕ = pR and
R⊗ 1Zp ∼= R/pR. 
Proof of Theorem 1. Recall that R⊗1F is a subring of R⊗ZF . Hence Pn(Z)∩Id(R⊗ZF,Z) ⊆
Pn(Z)∩Id(R⊗1F ,Z). Conversely, Pn(Z)∩Id(R⊗ZF,Z) ⊇ Pn(Z)∩Id(R⊗1F ,Z) since R⊗1F
generates R⊗Z F as an F -vector space. Therefore, cn(R⊗ 1F , charF ) = cn(R⊗Z F, charF )
and we get Theorem 1 for F = Q and F = Zp from Lemma 1 and Propositions 2, 3. The
general case follows from the fact that (R ⊗Z F )⊗F K ∼= R ⊗Z K (as a K-algebra) for any
field extension K ⊇ F and, by [5, Theorem 4.1.9],
cn(R⊗Z K,K) = cn((R⊗Z F )⊗F K,K) = cn(R⊗Z F, F ).

Corollary. Let R be a torsion-free ring satisfying a non-trivial polynomial identity. Then
(1) either cn(R, 0) = 0 for all n > n0, n0 ∈ N, or there exist d ∈ N, C1, C2 > 0,
q1, q2 ∈ R such that C1nq1dn 6 cn(R, 0) 6 C2nq2dn for all n ∈ N; in particular,
polynomial identities of R satisfy the analog of Amitsur’s conjecture, i.e., there exists
limn→∞
n
√
cn(R, 0) ∈ Z+;
(2) if R contains 1, then there exist C > 0 and q ∈ Z such that cn(R, 0) ∼ Cn q2dn
as n → ∞, i.e., the analog of Regev’s conjecture holds in R. (We write f ∼ g if
lim f
g
= 1.)
Proof. By Theorem 1, cn(R, 0) = cn(R ⊗Z Q,Q). Now we apply [5, Theorem 6.5.2] and [2,
Theorem 4.2.2]. 
Remark. If R is a torsion-free ring, then cn(R, q) = 0 for all q 6= 0 since f ∈ Id(R,Z) for all
f ∈ Z〈X〉 such that mf ∈ Id(R,Z) for some m ∈ N.
We conclude the section with an example.
Example 2. Let R =
⊕∞
k=1Z2k . Then cn(R, 0) = 1 and cn(R, q) = 0 for all q 6= 0 and
n ∈ N. Although mR 6= 0 for all m ∈ N, R ⊗Z Q = 0 and cn(R⊗Z Q,Q) = 0 for all n ∈ N.
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Proof. The ring R is commutative. Hence all monomials from Pn(Z) are proportional to
x1x2 . . . xn modulo Id(R,Z). However, mx1x2 . . . xn /∈ Id(R,Z) for all m ∈ N. (It is sufficient
to substitute x1 = x2 = · · · = xn = 1¯Z
2k
for 2k > m.) Thus Pn(Z)
Pn(Z)∩Id(R,Z)
∼= Z and cn(R, 0) = 1
and cn(R, q) = 0 for all q 6= 0 and n ∈ N. However a ⊗ q = 2ka ⊗ q2k for all a ∈ R, q ∈ Q,
and k ∈ N. Choosing k sufficiently large, we get a ⊗ q = 2ka ⊗ q
2k
= 0. Thus R ⊗Z Q = 0
and cn(R⊗Z Q,Q) = 0 for all n ∈ N. 
3. Relation between ZSn-modules of proper and ordinary polynomial
functions
First, we describe the relation between proper and ordinary codimensions.
Theorem 2. Let R be a unitary ring. Then cn(R, q) =
∑n
j=0
(
n
j
)
γj(R, q) for every n ∈ N
and q ∈ {pk | p, k ∈ N, p is prime } ∪ {0}.
Proof. First, we notice that
Pn(Z) =
n⊕
k=0
⊕
16i1<i2<···<ik6n
xi1xi2 . . . xik σi1,...,ikΓn−k(Z) (direct sum of Z-modules) (1)
where Γ0(Z) := Z and σi1,...,ik ∈ Sn is any permutation such that σ((n− k) + j) = ij for all
1 6 j 6 k.
One way to prove (1) is to use the Poincare´ — Birkhoff — Witt theorem for Lie algebras
over rings [1, Theorem 2.5.3].
Another way is to show this explicitly in the spirit of Specht [14]. Using the equalities
yx = [y, x] + xy and [. . . , . . . ]x = x[. . . , . . . ] + [[. . . , . . . ], x], we can present every polynomial
from Pn(Z) as a linear combination of polynomials xi1xi2 . . . xik f where 1 6 i1 < i2 < · · · <
ik 6 n and f is a proper multilinear polynomial of degree (n− k) in the variables from the
set {x1, x2, . . . , xn}\{xi1, xi2 , . . . , xik}. In other words, f ∈ σi1,...,ikΓn−k(Z). In order to check
that the sum in (1) is direct, we consider a linear combination of xi1xi2 . . . xikσi1,...,ikf where
f ∈ Γn−k(Z), for different k and ij and choose the term g := xi1xi2 . . . xikσi1,...,ikf with the
greatest k among the terms with a nonzero coefficient. Then we substitute xi1 = xi2 = · · · =
xik = 1 and xj = xj for the rest of the variables. (We assume that we are working in the
free ring with 1 on the set X = {x1, x2, . . . }.) All the other terms vanish and we get f = 0.
Therefore, the sum is direct and (1) holds.
Substituting xi1 = xi2 = · · · = xik = 1R and arbitrary elements of R for the other xj , we
obtain
Pn(Z) ∩ Id(R,Z) = (charR)Zx1x2 . . . xn ⊕
n−2⊕
k=0
⊕
16i1<i2<···<ik6n
xi1xi2 . . . xik σi1,...,ik
(
Id(R,Z) ∩ Γn−k(Z)
)
.
(2)
Combining (1) and (2), we get
Pn(Z)
Pn(Z) ∩ Id(R,Z)
∼=
n⊕
k=0
⊕
16i1<i2<···<ik6n
Γn−k(Z)
Γn−k(Z) ∩ Id(R,Z)
(direct sum of Z-modules) for an arbitrary ring R with the unit 1R. (We define
Γ0(Z)
Γ0(Z)∩Id(R,Z)
:=
〈1R〉Z ⊆ R.) Calculating the number of the components, we obtain Theorem 2. 
Corollary. Let R be a unitary ring. Then all multilinear polynomial identities of R are
consequences of proper multilinear polynomial identities of R and the identity (charR)x ≡ 0.
Proof. This follows from (2). 
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Corollary. Let R be a unitary ring and let the sequence
(
cn(R, q)
)∞
n=1
be polynomially
bounded for some q. Then cn(R, q) is a polynomial in n ∈ N.
Proof. If the sequence
(
cn(R, q)
)∞
n=1
is polynomially bounded, then by Theorem 2 there exists
j0 ∈ N such that γj(R, q) = 0 for all j > j0. Now we apply Theorem 2 once again. 
If H is a subgroup of a group G and M is a left ZH-module, then M ↑ G := ZG⊗ZH M .
The G-action on ZG⊗ZH M is induced as follows: g0(g⊗ a) := g0g⊗ a for a ∈M , g, g0 ∈ G.
Now we prove an analog of Drensky’s theorem [3, Theorem 12.5.4]:
Theorem 3. Let R be a unitary ring, charR = ℓ, ℓ ∈ Z+. Consider for every n ∈ N the
series of ZSn-submodules
M0 :=
Pn(Z)
Pn(Z) ∩ Id(R,Z) %M2 ⊇M3 ⊇ · · · ⊇ Mn
∼= Γn(Z)
Γn(Z) ∩ Id(R,Z)
where each Mk is the image of
⊕n
t=k ZSn(x1 . . . xn−tΓt(Z)) and Mn+1 := 0. Then M0/M2 ∼=
Zℓ (trivial Sn-action),
Mt/Mt+1 ∼=
(
Γt(Z)
Γt(Z) ∩ Id(R,Z) ⊗Z Z
)
↑ Sn := ZSn ⊗Z(St×Sn−t)
(
Γt(Z)
Γt(Z) ∩ Id(R,Z) ⊗Z Z
)
for all 2 6 t 6 n where Sn−t is permuting xt+1, . . . , xn and Z is a trivial ZSn−t-module.
Proof. First we notice that M0/M2 is generated by the image of x1x2 . . . xn. Suppose the
image of kx1x2 . . . xn belongs to M2 for some k ∈ N. All the polynomials in M2 vanish under
the substitution x1 = · · · = xn = 1R since each of them contain at least one commutator.
Hence we get k1R = 0, ℓ | k, and M0/M2 ∼= Zℓ.
Note that Γt(Z)
Γt(Z)∩Id(R,Z)
⊗Z Z ∼= Γt(Z)Γt(Z)∩Id(R,Z) where Sn−t acts trivially. Consider the bilinear
map
ϕ : ZSn × Γt(Z)
Γt(Z) ∩ Id(R,Z) →Mt/Mt+1
defined by ϕ(σ, f) = xσ(t+1)xσ(t+2) . . . xσ(n)(σf) for σ ∈ Sn, f ∈ Γt(Z)Γt(Z)∩Id(R,Z) . Note that
ϕ(σπ, f) = ϕ(σ, πf) for all π ∈ St×Sn−t and Mt/Mt+1 is generated by all ϕ(σ, f) for σ ∈ Sn
and f ∈ Γt(Z).
Suppose L is an Abelian group and ψ : ZSn × Γt(Z)Γt(Z)∩Id(R,Z) → L is a Z-bilinear map and
ψ(σπ, f) = ψ(σ, πf) for all π ∈ St × Sn−t. First we define ψ¯ : Mt → L on the elements that
generate Mt modulo Mt+1:
ψ¯(xi1xi2 . . . xin−tf) = ψ(σ, σ
−1f)
where σ ∈ Sn and σ−1f ∈ Γt(Z)Γt(Z)∩Id(R,Z) (e.g. we can take σ(k) = ik for 1 6 k 6 n − t).
Clearly, ψ¯(xi1xi2 . . . xin−tf) does not depend on the choice of σ. Suppose the image f¯0 of a
polynomial
f0 =
∑
i1<···<in−t
xi1xi2 . . . xin−tfi1,...,in−t
belongs to Mt+1 for some fi1,...,in−t ∈ Γt(Z). Substituting
xi1 = xi2 = · · · = xin−t = 1R
and arbitrary values for the other xj , we get zero for every i1 < · · · < in−t. Hence fi1,...,in−t ∈
Id(R,Z) and ψ¯(f¯0) = 0. Thus we can define ψ¯ to be zero on Mt+1 and we may assume that
ψ¯ : Mt/Mt+1 → L.
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Note that ψ¯ϕ = ψ. Hence Mt/Mt+1 ∼= ZSn ⊗Z(St×Sn−t)
(
Γt(Z)
Γt(Z)∩Id(R,Z)
⊗Z Z
)
(isomorphism
of Abelian groups) where ϕ(σ, f) 7→ σ⊗f . Therefore, this is an isomorphism of ZSn-modules
too. 
4. A particular case of the Littlewood — Richardson rule
Let µ  n, λ ⊢ n′, n′ 6 n. Suppose λi 6 µi for all i ∈ N. Denote by M(µ) the free Abelian
group generated by all µ-tabloids. Now we treat Dλ as a Young subdiagram in Dµ. Later
on we always assume that in a pair (λ;µ) we have λ1 = µ1.
Following [6, Definition 17.4], we define a ZSn-submodule S(λ, µ) ⊆M(µ) where
S(λ;µ) := 〈eλ,µTµ | Tµ is a tableau of the shape µ〉Z
and eλ,µTµ :=
∑
σ∈CTλ
(sign σ)σ[Tµ]. Here Tλ is the subtableau of Tµ defined by the partition
λ and CTλ ⊆ Sn is the subgroup that leaves the numbers out of Tλ invariant and puts
every number from each column of Tλ to the same column. By [Tµ] we denote the tabloid
corresponding to Tµ. We assume S(0; 0) = 0 for the zero partitions 0 ⊢ 0. Note that
S(λ;λ) ∼= S(λ). (The proof is completely analogous to the case when the coefficients are
taken from a field.)
Let F be a field and letMF (µ) be the vector space over F with the formal basis consisting
of all µ-tabloids. In other words, MF (µ) = M(µ)⊗Z F . We define SF (λ;µ) as the subspace
in MF (µ) generated by S(λ;µ)⊗ 1.
Lemma 2. Let µ  n, λ ⊢ n′, n′ 6 n. Suppose λi 6 µi for all i ∈ N. Then M(µ)/S(λ;µ)
has no torsion.
Proof. Recall thatM(µ) is a finitely generated free Abelian group and S(λ;µ) is its subgroup.
Hence we can choose a basis a1, a2, . . . , at in M(µ) such that m1a1, m2a2, . . . , mkak is a basis
of S(λ;µ) for some mi ∈ N. We claim that all mi = 1. First, we notice that a1 ⊗ 1, a2 ⊗
1, . . . , at⊗ 1 form a basis of MF (µ) and m1a1⊗ 1, m2a2⊗ 1, . . . , mkak ⊗ 1 generate SF (λ;µ)
for any field F . Thus dimF S
F (λ;µ) = k for charF = 0 and dimF S
F (λ;µ) < k if charF | mi
for at least one mi. However, by [6, Theorem 17.13 (III)], dimF S
F (λ;µ) does not depend
on the field F . Therefore all mi = 1 and M(µ)/S(λ;µ) is a free Abelian group. 
Let c > 2 be a natural number satisfying the following conditions: µc−1 = λc−1 and
µc > λc. Then we define the operators Ac (“adding”) and Rc (“raising”) in the following
way:
(1) if λc = λc−1, then Ac(λ;µ) = (0; 0) where 0 ⊢ 0 is a zero partition, otherwise
Ac(λ;µ) = (λ˜;µ) where λ˜i = λi for i 6= c and λ˜c = λc + 1;
(2) Rc(λ;µ) = (λ˜; µ˜) where µ˜i = µi for i 6= c − 1, c; µ˜c = λc, µ˜c−1 = µc−1 + (µc − λc),
λ˜1 = µ˜1 and λ˜i = λi for i > 1.
Fix i ∈ N and 0 6 v 6 µi+1. Let ν  n, νj = µj for j 6= i, i+1, νi = µi+µi+1−v, νi+1 = v.
Then we define ψi,v ∈ HomZSn(M(µ),M(ν)) in the following way: ψi,v[Tµ] =
∑
[Tν ] where
the summation runs over the set of all tabloids [Tν ] such that [Tν ] agrees with [Tµ] in all the
rows except the ith and the (i+ 1)th, and the (i+ 1)th is a subset of size v of the (i+ 1)th
row in [Tµ]. Analogously, we define ψ
F
i,v ∈ HomFSn(MF (µ),MF (ν)) for any field F .
Lemma 3. (1) ψc−1,λcS(λ;µ) = S(Rc(λ;µ));
(2) kerψc−1,λc ∩ S(λ;µ) = S(Ac(λ;µ)).
Proof. The proof of the first part of the lemma and of the embedding kerψc−1,λc ⊇
S(Ac(λ;µ)) is completely analogous to [6, Lemma 17.12]. Now we notice that there exists
a natural embedding M(λ) ⊗ 1 ⊂ MQ(λ). By [6, Theorem 17.13], kerψQc−1,λc ∩ SQ(λ;µ) =
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SQ(Ac(λ;µ)). Thus if ψc−1,λca = 0 for some a ∈ S(λ;µ), then ma ∈ S(Ac(λ;µ)) for some
m ∈ N and a ∈ S(Ac(λ;µ)) since M(µ)/S(Ac(λ;µ)) is torsion-free by Lemma 2. 
Lemma 4. Let n ∈ N, λ ⊢ n′, µ  n, n′ 6 n, λi 6 µi for all i ∈ N. Then S(λ;µ) has a
chain of submodules
S(λ;µ) = M0 %M1 %M2 % · · · % Mt = 0
with factors Mi/Mi+1 isomorphic to Specht modules. Moreover, S(λ;µ)/Mi is torsion-free
for any i.
Proof. If µ = λ, then S(λ;µ) = S(λ) and there is nothing to prove. If µ 6= λ, then we find
c ∈ N such that λi = µi for all 1 6 i 6 c− 1 and λc < µc. Since we always assume λ1 = µ1,
we have c > 2. Now we apply Lemma 3. Note that λ˜c > λc where Ac(λ;µ) = (λ˜; µ˜) and
Rc moves the boxes of Dµ upper. Applying Lemma 3 many times, we get the first part of
Lemma 4 by induction.
Suppose S(λ;µ)/Mi is not torsion-free and ma ∈ Mi for some a ∈ S(λ;µ), a /∈ Mi, and
m ∈ N. Then we can find an index 0 6 k < i such that a ∈ Mk, a /∈ Mk+1. However
ma ∈ Mi ⊆ Mk+1. i.e., the Specht module Mk/Mk+1 is not torsion-free either. We get
a contradiction since all Specht modules are subgroups in finitely generated free Abelian
groups. 
Now we can prove the Z-analog of the particular case of the Littlewood — Richardson
rule that sometimes is referred to as Young’s rule [5, Theorem 2.3.3], [3, Theorem 12.5.2]
and sometimes as Pieri’s formula [4, (A.7)].
Theorem 4. Let t, n ∈ N, m ∈ Z+, t < n, and λ ⊢ t and let Z be the trivial ZSn−t-module.
Then (
S(λ)/mS(λ)
) ↑ Sn := ZSn ⊗Z(St×Sn−t) ((S(λ)/mS(λ))⊗Z Z)
has a series of submodules with factors S(ν)/mS(ν) where ν runs over the set of all partitions
ν ⊢ n such that
λn 6 νn 6 λn−1 6 νn−1 6 · · · 6 λ2 6 ν2 6 λ1 6 ν1.
(Each factor occurs exactly once.)
Proof. Suppose λ = (λ1, . . . , λs), λs > 0. Then S(λ) ↑ Sn ∼= S(λ;µ) where µ =
(λ1, . . . , λs, n− t). Now Lemma 4 implies the theorem for m = 0.
Suppose m > 0. Then
(
S(λ)/mS(λ)
) ↑ Sn ∼= (S(λ) ↑ Sn)/(m(S(λ) ↑ Sn)). Let
S(λ) ↑ Sn =M0 %M1 %M2 % · · · %Mt = 0
where Mi−1/Mi ∼= S(λ(i)), λ(i) ⊢ n, 1 6 i 6 t.
Hence (
S(λ) ↑ Sn
)
/
(
m(S(λ) ↑ Sn)
)
=M0 %M1 %M2 % · · · %Mt = 0
where Mi ∼= (Mi +m(S(λ) ↑ Sn))/m(S(λ) ↑ Sn) and
Mi−1/Mi ∼= (Mi−1 +m(S(λ) ↑ Sn))/(Mi +m(S(λ) ↑ Sn)) ∼=
Mi−1/Mi−1 ∩ (Mi +m(S(λ) ↑ Sn)) =
Mi−1/(Mi +Mi−1 ∩m(S(λ) ↑ Sn)) ∼= (Mi−1/Mi)/((Mi +Mi−1 ∩m(S(λ) ↑ Sn))/Mi).
By Lemma 4, (S(λ) ↑ Sn)/Mi−1 is torsion-free. Hence Mi−1 ∩m(S(λ) ↑ Sn) = mMi−1 and
Mi−1/Mi ∼= (Mi−1/Mi)/((Mi +mMi−1)/Mi) =
(Mi−1/Mi)/(m(Mi−1/Mi)) ∼= S(λ(i))/mS(λ(i)).
The description of λ(i) is obtained from the proof of Lemma 4. 
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5. Algebras of upper triangular matrices
5.1. Codimensions and multilinear identities. LetM be an (R1, R2)-bimodule for com-
mutative rings R1, R2 with 1 and let R =
(
R1 M
0 R2
)
.
In this section, we calculate cn(R, q) for all q = p
k and q = 0, describe the structure of the
ZSn-module
Pn(Z)
Pn(Z)∩Id(R,Z)
and find such multilinear polynomials that elements of Id(R,Z) ∩
Pn(Z) are consequences of them.
Remark. If F is a field of characteristic 0 and A = UT2(F ) :=
(
F F
0 F
)
, then cn(A, F ) and
generators of Id(A, F ) as a T -ideal can be found, e.g., in [5, Theorem 4.1.5]. The structure
of the FSn-module
Pn(F )
Pn(F )∩Id(A,F )
can be determined using proper cocharacters [3, Theorem
12.5.4].
Theorem 5. All polynomials from Pn(Z) ∩ Id(R,Z), n ∈ N, are consequences of the left
hand sides of the following polynomial identities in R:
[x, y][z, t] ≡ 0, (3)
ℓx ≡ 0, (4)
m[x, y] = 0 (5)
where [x, y] := xy − yx,
ℓ := min {n ∈ N | na = 0 for all a ∈ R1 ∪R2} ,
m := min {n ∈ N | na = 0 for all a ∈M} .
(If one of the corresponding sets is empty, we define ℓ = 0 or m = 0, respectively. Note that
m | ℓ.)
Moreover, Pn(Z)
Pn(Z)∩Id(R,Z)
∼= Zℓ ⊕ (Zm)(n−2)2n−1+1 where Z0 := Z.
Remark. Now cn(R, q) can be easily computed. If R1 = R2 = M and R1 = R2 is a field, we
obtain the same numbers as in [5, Theorem 4.1.5].
Proof of Theorem 5. Denote by eij the matrix units. Then R = R1e11⊕R2e22⊕Me12 (direct
sum of subspaces), [R,R] ⊆ Me12, and (3)–(5) are indeed polynomial identities of R.
Now we consider an arbitrary mononomial from Pn(Z) and find the first inversion among
the indexes of its variables. We replace the corresponding pair of variables with the sum of
their commutator and their product in the right order. Note that [x, y]u[z, t] = [x, y][z, t]u+
[x, y][u, [z, t]] ≡ 0 is a consequence of (3). Therefore, we may assume that all the variables
to the right of the commutator have increasing indexes. For example:
x3x1x4x2 = x1x3x4x2 + [x3, x1]x4x2
(3)≡ x1x3x2x4 + x1x3[x4, x2] + [x3, x1]x2x4
= x1x2x3x4 + x1[x3, x2]x4 + x1x3[x4, x2] + [x3, x1]x2x4.
Continuing this procedure, we present any element of Pn(Z) modulo the consequences of (3)
as a linear combination of polynomials f0 := x1x2 . . . xn and
xi1 . . . xik [xs, xr]xj1 . . . xjn−k−2 for i1 < · · · < ik < s, r < s, j1 < · · · < jn−k−2. (6)
Denote the set of polynomials (6) by Ξ.
Consider the free Abelian group Z(Ξ ∪ {f0}) with the basis Ξ ∪ {f0}. Now we have
the surjective homomorphism ϕ : Z(Ξ ∪ {f0}) → Pn(Z)Pn(Z)∩Id(R,Z) where ϕ(f) is the image of
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f ∈ Ξ ∪ {f0} in Pn(Z)Pn(Z)∩Id(R,Z) . We claim that kerϕ is generated by ℓf0 and all mf where
f ∈ Ξ.
Suppose that a linear combination f1 of f0 and elements from Ξ is a polynomial identity,
however f1 is not a linear combination of ℓf0 and mf , f ∈ Ξ. If we substitute
x1 = x2 = · · · = xn = 1Rieii where i ∈ {1, 2},
all f ∈ Ξ vanish. Therefore, the coefficient of f0 is a multiple of ℓ. Now we find f2 :=
xi1 . . . xik [xs, xr]xj1 . . . xjn−k−2 ∈ Ξ with the greatest k such that the coefficient β of f2 in
f1 is not a multiple of m. Then we substitute xi1 = · · · = xik = xs = 1R1e11, xr = ae12,
xj1 = · · · = xjn−k−2 = 1R1e11 + 1R2e22 = 1R where a ∈ M and βa 6= 0. Our choice of f2
implies that f2 is the only summand in f1 that could be nonzero under this substitution.
Hence f1 does not vanish and we get a contradiction. Therefore, kerϕ is generated by ℓf0
and mf , f ∈ Ξ. In particular, Pn(Z)
Pn(Z)∩Id(R,Z)
∼= Zℓ ⊕ (Zm)|Ξ| and every multilinear polynomial
identity of R is a consequence of (3)–(5).
Note that
|Ξ| =
n∑
k=2
(k − 1)
(
n
k
)
=
n∑
k=2
n!
(k − 1)!(n− k)! −
n∑
k=2
(
n
k
)
=
n
n−1∑
k=1
(n− 1)!
k!(n− k − 1)! − (2
n − n− 1) = n(2n−1 − 1)− (2n − n− 1) = (n− 2)2n−1 + 1
and the theorem follows. 
Corollary. Multilinear polynomial identities of UT2(Q) as a ring are generated by (3).
5.2. ZSn-modules. Note that the Jacobi identity and (3) imply that
Γn(Z)
Γn(Z)∩Id(R,Z)
is gener-
ated as a Z-module by [xi, xn, x1, x2, . . . , xˆi, . . . , xn−1] where 1 6 i 6 n− 1.
Lemma 5. Let R be the ring from Subsection 5.1 and Tλ =
1 2 . . . n− 1
n
. Then
bTλaTλ [x1, xn, x2, x3, . . . , xn−1] ≡ n(n− 2)![x1, xn, x2, x3, . . . , xn−1] (modPn(Z)∩ Id(R)). (7)
Proof. Indeed,
bTλaTλ [x1, xn, x2, x3, . . . , xn−1] ≡ bTλ(n− 2)!
n−1∑
i=1
[xi, xn, x1, x2, . . . , xˆi, . . . , xn−1] =
(n− 2)!
n−1∑
i=2
([xi, xn, x1, x2, . . . , xˆi, . . . , xn−1]− [xi, x1, xn, x2, . . . , xˆi, . . . , xn−1])+
2(n− 2)![x1, xn, x2, x3, . . . , xn−1] ≡ n(n− 2)![x1, xn, x2, x3, . . . , xn−1]
since, by the Jacobi identity, [xi, x1, xn] = [xi, xn, x1] + [xn, x1, xi]. 
First, we determine the structure of Γn(Z)
Γn(Z)∩Id(R,Z)
for R = UT2(Q).
Lemma 6. Let Tλ =
1 2 . . . n− 1
n
. Then Γn(Z)
Γn(Z)∩Id(UT2(Q),Z)
∼= (ZSn)bTλaTλ.
Proof. We claim that if ubTλaTλ = 0 for some u ∈ ZSn, then
u[x1, xn, x2, x3, . . . , xn−1] ∈ Γn(Z) ∩ Id(UT2(Q),Z).
Indeed, by (7),
n(n− 2)! u[x1, xn, x2, x3, . . . , xn−1] ≡ ubTλaTλ [x1, xn, x2, x3, . . . , xn−1] = 0.
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Since UT2(Q) has no torsion, u[x1, xn, x2, x3, . . . , xn−1] ≡ 0 is a polynomial identity of
UT2(Q).
Thus we can define the surjective homomorphism ϕ : (ZSn)bTλaTλ → Γn(Z)Γn(Z)∩Id(UT2(Q),Z) by
ϕ(σbTλaTλ) = σ[x1, xn, x2, x3, . . . , xn−1] for σ ∈ Sn.
Analogously, we can define the surjective homomorphism
ϕ0 : (QSn)bTλaTλ →
Γn(Q)
Γn(Q) ∩ Id(UT2(Q),Q)
by ϕ(σbTλaTλ) = σ[x1, xn, x2, x3, . . . , xn−1] for σ ∈ Sn. Since (QSn)bTλaTλ is an irreducible
QSn-module, ϕ0 is an isomorphism of QSn-modules. We claim that ϕ is an isomorphism of
ZSn-modules.
Indeed, suppose
u[x1, xn, x2, x3, . . . , xn−1] ∈ Γn(Z) ∩ Id(UT2(Q),Z)
for some u ∈ ZSn. Then ϕ0(ubTλaTλ) = u[x1, xn, x2, x3, . . . , xn−1] ∈ Γn(Q) ∩ Id(UT2(Q),Z)
and ubTλaTλ = 0. Hence ϕ is an isomorphism and the lemma is proven. 
Theorem 6. Let R and m be, respectively, the ring and the number from Subsection 5.1.
Then Γn(Z)
Γn(Z)∩Id(R,Z)
∼= S(λ)/mS(λ) where λ = (n− 1, 1), for all n > 2.
Proof. Recall that Γn(Z)
Γn(Z)∩Id(R,Z)
is generated as a Z-module by [xi, xn, x1, x2, . . . , xˆi, . . . , xn−1]
where 1 6 i 6 n − 1. We exploit the same trick as in the proof of Theorem 5. Using the
substitution x1 = · · · = xi−1 = xi+1 = · · · = xn = 1R1e11, xi = ae12 where a ∈ M , we obtain
that Γn(Z)
Γn(Z)∩Id(R,Z)
is the direct sum of n− 1 cyclic groups isomorphic to Zm and generated by
[xi, xn, x1, x2, . . . , xˆi, . . . , xn−1] where 1 6 i 6 n− 1.
By Theorem 5 and its corollary, we have the natural surjective homomorphism
Γn(Z)
Γn(Z)∩Id(UT2(Q),Z)
→ Γn(Z)
Γn(Z)∩Id(R,Z)
. The remarks above imply that the kernel equals
m Γn(Z)
Γn(Z)∩Id(UT2(Q),Z)
. Now the theorem follows from Lemma 6. 
Applying Theorems 3, 4, and 6 we immediately get
Theorem 7. Let R, ℓ, and m be, respectively, the ring and the numbers from Subsection 5.1.
Then there exists a chain of ZSn-submodules in
Pn(Z)
Pn(Z)∩Id(R,Z)
with the set of factors that
consists of one copy of Zℓ and (λ1 − λ2 + 1) copies of S(λ1, λ2, λ3)/mS(λ1, λ2, λ3) where
(λ1, λ2, λ3) ⊢ n, λ2 > 1, λ3 ∈ {0, 1}.
6. Grassmann algebras
Let R be a commutative ring with a unit element 1R, charR = ℓ where either ℓ is an
odd natural number or ℓ = 0. We define the Grassman algebra GR over a ring R as the
R-algebra with a unit, generated by the countable set of generators ei, i ∈ N, and the anti-
commutative relations eiej = −ejei, i, j ∈ N. Here we consider the same questions as for the
upper triangular matrices.
6.1. Codimensions and polynomial identities. This lemma is known but we provide its
proof for the reader’s convenience.
Lemma 7. The polynomial identity [y, x][z, t] + [y, z][x, t] ≡ 0 is a consequence of
[x1, x2, x3] ≡ 0. In particular, [x, y]u[z, t] + [x, t]u[z, y] ≡ 0 for all u ∈ Z〈X〉.
Proof. Note that
[x, yt, z] = [[x, y]t, z] + [y[x, t], z] = [x, y, z]t+ [x, y][t, z]+
[y, z][x, t] + y[x, t, z] ≡ [x, y][t, z] + [y, z][x, t] = [y, x][z, t] + [y, z][x, t] (8)
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modulo [x1, x2, x3] ≡ 0. (Here we have used Jacobi’s identity too.) Hence
[x, y]u[z, t] + [x, t]u[z, y] = [x, y][u, [z, t]] + [x, y][z, t]u+
[x, t][u, [z, y]] + [x, t][z, y]u ≡ [x, y][z, t]u+ [x, t][z, y]u ≡ 0. (9)

Theorem 8. All polynomials from Pn(Z) ∩ Id(GR,Z), n ∈ N, are consequences of the left
hand sides of the following polynomial identities in R:
[x, y, z] ≡ 0, (10)
ℓx ≡ 0. (11)
Moreover, Pn(Z)
Pn(Z)∩Id(GR,Z)
∼= (Zℓ)2n−1.
Proof. Define G
(0)
R = 〈ei1ei2 . . . ei2k | k ∈ Z+〉R and G(1)R = 〈ei1ei2 . . . ei2k+1 | k ∈ Z+〉R.
Clearly, GR = G
(0)
R ⊕ G(1)R (direct sum of R-submodules), [GR, GR] ⊆ G(0)R , G(0)R = Z(GR).
Hence [x1, x2, x3] ≡ 0 is a polynomial identity. Obviously, (11) is a polynomial identity too.
Let
Ξ = {xi1 . . . xik [xj1 , xj2] . . . [xj2m−1 , xj2m ] | i1 < · · · < ik,
j1 < · · · < j2m, k + 2m = n, k,m ∈ Z+} ⊂ Pn(Z).
By Lemma 7, every polynomial from Pn(Z) can be presented modulo (10) as a linear
combination of polynomials from Ξ. For example,
x3x2x4x1 = −[x2, x3]x4x1 + x2x3x4x1 =
([x2, x3][x1, x4]− [x2, x3]x1x4) + (x2x3x1x4 − x2x3[x1, x4]) ≡
−[x2, x1][x3, x4]− x1x4[x2, x3] + x2x1x3x4 − x2[x1, x3]x4 − x2x3[x1, x4] ≡
[x1, x2][x3, x4]− x1x4[x2, x3] + x1x2x3x4 − [x1, x2]x3x4 − x2x4[x1, x3]− x2x3[x1, x4] ≡
[x1, x2][x3, x4]− x1x4[x2, x3] + x1x2x3x4 − x3x4[x1, x2]− x2x4[x1, x3]− x2x3[x1, x4].
Consider the free Abelian group ZΞ with the basis Ξ. Now we have the surjective homo-
morphism ϕ : ZΞ → Pn(Z)
Pn(Z)∩Id(GR,Z)
where ϕ(f) is the image of f ∈ Ξ in Pn(Z)
Pn(Z)∩Id(GR,Z)
. We
claim that kerϕ is generated by ℓf where f ∈ Ξ.
Suppose that a linear combination f1 of elements from Ξ is a polynomial identity, however
f1 is not a linear combination of ℓf , f ∈ Ξ. Now we find
f2 := xi1 . . . xik [xj1 , xj2 ] . . . [xj2m−1 , xj2m ] ∈ Ξ
with the greatest k such that the coefficient β of f2 in f1 is not a multiple of ℓ. Then we
substitute xi1 = · · · = xik = 1GR, xji = ei, 1 6 i 6 2m. Our choice of f2 implies that f2 is
the only summand in f1 that could be nonzero under this substitution. Hence the value of f1
equals (2mβ 1R)e1e2 . . . em = 0. However, GR is a free R-module and e1e2 . . . em is one of its
basis elements. Therefore 2mβ 1R = 0, ℓ | (2mβ) and ℓ | β since 2 ∤ ℓ. We get a contradiction.
Thus kerϕ is generated by ℓf , f ∈ Ξ. In particular, Pn(Z)
Pn(Z)∩Id(GR,Z)
∼= (Zℓ)|Ξ| and every
multilinear polynomial identity of GR is a consequence of (10) and (11).
We now calculate |Ξ|. The number of these polynomials equals the number of choices of
xi1 , . . . , xik . If n is odd, this number equals
(
n
1
)
+
(
n
3
)
+ · · ·+ (n
n
)
. If n is even, the number
equals
(
n
0
)
+
(
n
2
)
+ · · ·+ (n
n
)
. But the both are equal to 2n−1. Indeed, denote s0 =
∑
i even
(
n
i
)
and s1 =
∑
i odd
(
n
i
)
. Then 2n = (1 + 1)n = s0 + s1 and 0 = (1 − 1)n = s0 − s1. So
|Ξ| = s0 = s1 = 2n−1. 
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6.2. ZSn-modules. First we determine the structure of ZSn-modules of proper polynomial
functions.
Theorem 9. Let GR be the Grassmann algebra over R. Let λ = (1
2m) and Tλ =
1
2
...
2m
. Then
Γ2m(Z)
Γ2m(Z)∩Id(GR,Z)
∼= S(λ)/ℓS(λ) for all m ∈ N, where ℓ = charR, and Γ2m+1(Z)Γ2m+1(Z)∩Id(GR,Z) = 0 for
all m ∈ Z+.
Proof. Note S(λ) is a free cyclic group generated by bTλ [Tλ] and σbTλ [Tλ] = (sign σ)bTλ [Tλ]
for all σ ∈ Sn.
The proof of Theorem 8 implies that Γ2m(Z)
Γ2m(Z)∩Id(GR,Z)
∼= Zℓ is a cyclic group generated by
[x1, x2] . . . [x2m−1, x2m]. By Lemma 7,
σ[x1, x2] . . . [x2m−1, x2m] = (sign σ)[x1, x2] . . . [x2m−1, x2m] for all σ ∈ Sn.
Hence Γ2m(Z)
Γ2m(Z)∩Id(GR,Z)
∼= S(λ)/ℓS(λ). The first assertion is proved. The second assertion is
evident since every long commutator of length greater than 2 is a polynomial identity of
GR. 
Theorem 10. Let GR be the Grassmann algebra over the R. Then there exists a chain of
ZSn-submodules in
Pn(Z)
Pn(Z)∩Id(GR,Z)
with factors S(n−k, 1k)/ℓS(n−k, 1k) for each 0 6 k 6 n−1
(each factor occurs exactly once) where ℓ = charR.
Proof. Now we apply Theorems 3, 4, and 9. By Theorem 4, a diagram consisting of a single
column can generate only diagrams D(n−k,1k). Since we have diagrams of an even length
only, each factor occurs only once. 
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