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A general treatment of the quantum Zeno and anti-Zeno effects is presented which is valid for an
arbitrary system-environment model in the weak system-environment coupling regime. It is shown
that the effective lifetime of a quantum state that is subjected to repeated projective measurements
depends on the overlap of the spectral density of the environment and a generalized ‘filter function’
which in turn depends on the system state that is repeatedly being prepared, the measurement
interval, the system parameters, the system-environment coupling, and the environment correlation
function. This general framework is then used to study explicitly the Zeno to anti-Zeno crossover
behavior for the spin-boson model where a single two-level system is coupled to a bosonic environ-
ment. It is shown that our framework reproduces results for the usual population decay case as well
as for the pure dephasing model, while at the same time allowing us to study the Zeno to anti-Zeno
transition when both decay and dephasing take place. These results are then extended to many
two-level systems coupled collectively to the bosonic environment to show that the distinction be-
tween the Zeno and anti-Zeno effects becomes more pronounced as the number of two-level systems
increases.
PACS numbers: 03.65.Yz, 03.65.Xp, 03.75.Mn, 42.50.Dv
I. INTRODUCTION
It is well-known that if a quantum system is subjected
to rapidly repeated measurements, the temporal evolu-
tion of the quantum system slows down [1]. This ef-
fect, known as the Quantum Zeno effect (QZE), has at-
tracted widespread interest both theoretically and exper-
imentally due to its relevance to the foundations of quan-
tum mechanics as well as possible applications in quan-
tum technologies [2–20]. Surprisingly, however, it has
also been found that if the measurements are not rapid
enough, the opposite effect can occur, that is, the mea-
surements can actually accelerate quantum transitions.
This effect has been appropriately dubbed the quantum
anti-Zeno effect (QAZE) [21, 22]. Since this discovery,
both the QZE and QAZE have been studied in many dif-
ferent physical setups such as nanomechanical oscillators
[23], Josephson junctions [24], disordered spin systems
[25], and localized atomic systems [26]. Generally speak-
ing, the focus has been to study the population decay of
quantum systems, whereby the quantum system is pre-
pared in an excited state, and the system is thereafter
repeatedly checked to see if the system is still in the ex-
cited state or not [21–32]. It has then been shown that
the decay rate depends on the overlap of the spectral den-
sity of the environment and a measurement-induced level
width [21]. This overlap changes as the measurement rate
changes, generally leading to a crossover from the Zeno
regime with large measurement rates to the anti-Zeno
regime with relatively smaller measurement rates.
With increasingly sophisticated quantum technologies,
it becomes important to investigate what happens be-
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yond such population decay models. For instance, we
can envisage repeatedly preparing not simply the excited
state, but rather a superposition state of the ground and
excited states. Such a superposition state will undergo
not only population decay but also dephasing [33]. To
this end, the QZE and the QAZE have been studied for
a pure dephasing model in Ref. [34]. It was found therein
that there are considerable differences between this case
and the population decay case. For example, for the pure
dephasing model in the weak coupling regime, the life-
time of the quantum state depends on the overlap of the
spectral density of the environment and a ‘filter func-
tion’ that is different from the usual sinc-squared func-
tion obtained for the population decay model. Moreover,
by examining the collective dephasing of many two-level
systems, it was found that multiple Zeno and anti-Zeno
regimes can be found. At the same time, however, these
results are limited in the sense that they are only applica-
ble for exactly solvable pure dephasing models. Neverthe-
less, these differences motivate us to investigate the QZE
and the QAZE for more arbitrary system-environment
Hamiltonians and state preparations. To this end, in
this work, we derive an expression for the effective life-
time of a quantum state, subjected to repeated projective
measurements, that is valid for weak system-environment
coupling strength. This effective lifetime depends on the
overlap between the spectral density of the environment
and a generalized ‘filter function’ that in turn depends
on the state that is repeatedly prepared, the environment
correlation function, the system Hamiltonian parameters,
the measurement interval, and the system-environment
coupling. This expression is general in the sense that no
assumption is made beforehand about the actual form of
the system-environment Hamiltonian or the state that is
being repeatedly prepared.
2Once we have derived a general expression for the ef-
fective lifetime of a quantum state, our main task then
is to actually evaluate the generalized filter function. To
illustrate the application of our formalism, the task of
evaluating this filter function is first performed for the
usual population decay model to show that we repro-
duce the well-known sinc-squared filter function. Sim-
ilarly, we produce results that are in agreement with
the exactly solvable pure dephasing model in the weak-
coupling regime. We then consider the QZE and QAZE
for the general spin-boson model where generally both
population decay and dephasing take place. In particu-
lar, we show that the filter function is different for the
general case as compared with the pure dephasing and
decay cases and must be carefully evaluated. We then
calculate the effective lifetime of the quantum state, and
thereby the Zeno to anti-Zeno crossover behavior, to fur-
ther illustrate the differences as compared to the pure de-
phasing and decay cases. We next consider a collection of
two-level systems collectively coupled to an environment
that causes both dephasing and decay. In this case, we
find that the effective decay rate is amplified depending
on the number of particles coupled to the environment,
thereby making the use of the correct filter function even
more important.
This paper is organized as follows. In Sec. II, we derive
our general expression for the effective lifetime of the
quantum state. In Sec. III, this formalism is applied to
the spin-boson model with pure dephasing, population
decay, as well as the case with both decay and dephasing
present at the same time. This study of the QZE and
the QAZE is also performed for the so-called large spin-
boson model which models the behavior of many two-
level systems collectively coupled to an environment. We
conclude in Sec. IV. Some details of the calculations can
be found in the Appendix.
II. THE GENERAL FRAMEWORK
We start by considering a general system-environment
Hamiltonian written in the form
H = HS +HB + V,
where HS is the system Hamiltonian, HB is the Hamil-
tonian of the environment, and V describes the system-
environment interaction. At time t = 0, we prepare the
initial system state |ψ〉. N repeated projective measure-
ments, given by the projector Pψ = |ψ〉 〈ψ|, are now ap-
plied with equal time interval τ . It should be noted that
before each measurement, we apply the operator eiHSτ
[34, 35] in order to remove the system evolution due to
HS itself [36]. If the survival probability of the quantum
state is S after N time intervals, it is convenient to write
S ≡ e−Γ(τ)Nτ , thereby allowing us to interpret 1/Γ(τ) as
the effective lifetime of the quantum state. Alternatively,
Γ(τ) can be interpreted as the effective decay rate of the
quantum state. Since S = [s(τ)]N [37], where s(τ) is the
survival probability associated with one measurement, we
find that the effective decay rate is Γ(τ) = − 1τ ln s(τ).
Thus, our primary objective is to find s(τ) for the system-
environment Hamiltonian, provided that we start from
the pure system state |ψ〉. This is what we now proceed
to do.
Let us first find an expression for ρ(τ), the state of the
system at time t = τ , just before the system is measured.
Now, the total system-environment state at this time is
ρtot(τ) = U(τ)ρtot(0)U
†(τ),
where U(τ) represents the unitary time-evolution due to
the total system-environment Hamiltonian H . We can
then find the state of the system at time τ as
ρS(τ) = TrB{U(τ)ρtot(0)U †(τ)},
where TrB denotes taking partial trace over the environ-
ment. Generally speaking, however, it is usually impos-
sible to find U(τ) exactly. Instead, we resort to pertur-
bation theory, which can be used if we assume that the
system-environment is weak. We write U(τ) as U(τ) =
U0(τ)UI(τ), where U0(τ) = e
−i(HS+HB)τ is the ‘free’ uni-
tary time-evolution operator, and UI(τ) can be expanded
as a perturbation series, that is, UI(τ) = 1+A1+A2+. . .,
where A1 and A2 are the first and second order correc-
tions respectively. Note also that we set ~ = 1 through-
out this work. The system density matrix at time τ is
then
ρS(τ) ≈TrB{U0(τ)[ρtot(0) + ρtot(0)A†1 + ρtot(0)A†2
+A1ρtot(0) +A2ρtot(0) +A1ρtot(0)A
†
1]U
†
0 (τ)},
(1)
correct to second order in the system-environment cou-
pling strength.
To proceed further, we assume that the initial system-
environment state can be represented as ρtot = ρS(0) ⊗
ρB, that is, the initial system-environment state is a sim-
ple product state [38]. Moreover, we also assume that
we can write V = F ⊗B, where F (B) is an operator be-
longing to the system (environment) Hilbert space. The
more general case where V =
∑
µ Fµ ⊗ Bµ can be dealt
with via a straightforward extension. The operators A1
and A2 introduced above are then found to be
A1 = −i
∫ τ
0
V˜ (t1)dt1,
A2 = −
∫ τ
0
dt1
∫ t1
0
dt2V˜ (t1)V˜ (t2),
with V˜ (t) ≡ U †0 (t)V U0(t) = U †S(t)FUS(t) ⊗
U †B(t)BUB(t) = F˜ (t)B˜(t) , where US(t) = e
−iHSt and
UB(t) = e
−iHBt. We now simplify Eq. (1) term by term.
First, we find that
TrB{U0(τ)ρtot(0)U †0 (τ)} = ρ˜S(τ),
3where ρ˜S(τ) = US(τ)ρS(0)U
†
S(τ) is the system density
matrix if the system and environment are not coupled
together. Next, we find that
TrB{U0(τ)ρtot(0)A†1U †0 (τ)} =
i
∫ τ
0
dt1 US(τ)ρS(0)F˜ (t1)U
†
S(τ)TrB{UB(τ)ρBB˜(t1)U †B(τ)}.
But TrB{UB(τ)ρBB˜(t1)U †B(τ)} = TrB{ρBB˜(t1)}, which
is zero for the system-environment models usually con-
sidered [39]. Similarly,
TrB{U0(τ)A1ρtot(0)U †0 (τ)} = 0.
Next, we find that
TrB{U0(τ)A2ρtot(0)U †0 (τ)} =
−
∫ τ
0
dt1
∫ t1
0
dt2 US(τ)F˜ (t1)F˜ (t2)ρS(0)U
†
S(τ)C(t1, t2),
with the environment correlation function
C(t1, t2) defined as C(t1, t2) = 〈B˜(t1)B˜(t2)〉B =
TrB{B˜(t1)B˜(t2)ρB}. Similarly,
TrB{U0(τ)ρtot(0)A†2U †0 (τ)} =
−
∫ τ
0
dt1
∫ t1
0
dt2 US(τ)ρS(0)F˜ (t2)F˜ (t1)U
†
S(τ)C(t2, t1).
Finally,
TrB{U0(τ)A1ρtotA†1U †0 (τ)} =∫ τ
0
dt1
∫ τ
0
dt2US(τ)F˜ (t1)ρS(0)F˜ (t2)U
†
S(τ)C(t2, t1).
Using the fact that
∫ τ
0 dt1
∫ τ
0 dt2 =
∫ τ
0 dt1
∫ t1
0 dt2 +∫ τ
0
dt2
∫ t2
0
dt1, we can manipulate further to obtain
TrB{U0(τ)A1ρtotA†1U †0 (τ)} =∫ τ
0
dt1
∫ t1
0
dt2US(τ)F˜ (t1)ρS(0)F˜ (t2)U
†
S(τ)
× 〈B˜(t2)B˜(t1)〉B + h.c.,
where h.c. denotes hermitian conjugate. Putting all the
terms back together, the system density matrix can be
written as
ρS(τ) = US(τ)
(
ρS(0) +
∫ τ
0
dt1
∫ t1
0
dt2
{〈B˜(t1)B˜(t2)〉B
× [F˜ (t2)ρS(0), F˜ (t1)] + h.c.
})
U †S(τ).
We can simplify this further by noting that the environ-
ment correlation function C(t1, t2) = 〈B˜(t1)B˜(t2)〉B gen-
erally depends on the time difference t1 − t2 only. This
then motivates us to introduce t′ = t1 − t2. The system
density matrix at time τ then becomes
ρS(τ) = US(τ)
(
ρS(0) +
∫ τ
0
dt1
∫ t1
0
dt′
{
C(t′)
× [F˜ (t1 − t′)ρS(0), F˜ (t1)] + h.c.
})
U †S(τ). (2)
with the simplified notation C(t′) = 〈B˜(t′)B˜(0)〉B for the
environment correlation function.
Once we have the expression for the density matrix at
time τ , we can compute the survival probability. This
survival probability can be simply calculated as one mi-
nus the probability of getting some result other than the
state |ψ〉 that we have started off with. Consequently,
it is useful to define the projection operator Pψ⊥ that
projects onto the subspace orthogonal to the state |ψ〉.
Moreover, we must also keep in mind that, just before
performing the measurement, we perform a unitary oper-
ator (which is implemented on a very short time-scale) in
order to remove the evolution due to the system Hamil-
tonian itself. This unitary operator then removes the
US(τ) and U
†
S(τ) that can be found to the left and right
of the right hand side of Eq. (2). Thus, we can write the
survival probability as
s(τ) =1−
∫ τ
0
dt1
∫ t1
0
dt′
(
C(t′)
× Tr{Pψ⊥ [F˜ (t1 − t′)ρS(0), F˜ (t1)] + h.c.}
)
,
where Tr denotes simply taking the trace over the system
only, and we have used the fact that Tr{ρS(0)Pψ⊥} = 0.
Using the fact that for any operator X , Tr(X + X†) =
2Re[Tr(X)], where Re denotes taking the real part, we
further simplify to
s(τ) =1− 2Re
[∫ τ
0
dt
∫ t
0
dt′
(
C(t′)
× Tr{Pψ⊥ [F˜ (t− t′)ρS(0), F˜ (t)]}
)]
,
and we have replaced t1 with t for notational simplicity.
Since Tr{Pψ⊥ F˜ (t)F˜ (t− t′)ρS(0)} = 0, we get
s(τ) =1− 2Re
[∫ τ
0
dt
∫ t
0
dt′
(
C(t′)
× Tr{Pψ⊥ F˜ (t− t′)ρS(0)F˜ (t)}
)]
.
Now, the environment correlation function will typically
be of the form C(t′) =
∑
k |gk|2f(ωk, t′), where gk is
the coupling strength of the system with mode k of the
environment, and f(ωk, t
′) is simply a function contain-
ing the remaining information about C(t′). This sum
is usually replaced by an integral over the frequencies
of the environment via the substitution
∑
k |gk|2(. . .) →
4∫∞
0 dω J(ω)(. . .), thereby introducing the spectral den-
sity J(ω) of the environment. For now, let us simply
note that
s(τ) = 1−
∑
k
|gk|2Q′(ωk, τ),
where
Q′(ωk, τ) =2Re
[∫ τ
0
dt
∫ t
0
dt′
(
f(ωk, t
′)
× Tr{Pψ⊥ F˜ (t− t′)ρS(0)F˜ (t)}
)]
.
What we are really interested in is the effective decay rate
Γ(τ) = − 1τ ln s(τ). For weak coupling strength, the devi-
ation of s(τ) from unity is small. Therefore, the effective
decay rate can be approximated as
Γ(τ) =
∑
k
|gk|2Q(ωk, τ), (3)
where
Q(ωk, τ) =
2
τ
Re
[∫ τ
0
dt
∫ t
0
dt′
(
f(ωk, t
′)
× Tr{Pψ⊥ F˜ (t− t′)ρS(0)F˜ (t)}
)]
. (4)
By considering the environment to be made up of a con-
tinuum of frequencies, and thus introducing the spectral
density, we can write instead
Γ(τ) =
∫ ∞
0
dω J(ω)Q(ω, τ), (5)
where the generalized ‘filter function’ Q(ω, τ) is
Q(ω, τ) =
2
τ
Re
[∫ τ
0
dt
∫ t
0
dt′
(
f(ω, t′)
× Tr{Pψ⊥ F˜ (t− t′)ρS(0)F˜ (t)}
)]
. (6)
In other words, if the system-environment coupling is
weak, the effective decay rate of a quantum state Γ(τ)
depends on the overlap of the spectral density of the en-
vironment J(ω) and an effective filter function Q(ω, τ).
This filter function depends on the frequency of the mea-
surement, the state that is repeatedly prepared, the way
that the system is coupled to the environment, and part
of the environment correlation function. In the next sec-
tion, we will evaluate this effective filter function for a
few common system-environment models. At this point,
let us note that the behavior of Γ(τ) as a function of
τ allows us to identify the Zeno and anti-Zeno regimes.
Namely, when Γ(τ) is an increasing function of τ , we are
in the Zeno regime, while if Γ(τ) is a decreasing function
of τ , then we are in the anti-Zeno regime [40]. We also
note that for the more generalized system-environment
coupling V =
∑
µ Fµ ⊗ Bµ, we find that Γ(τ) is again
given by Eq. (5), but now the filter function is
Q(ω, τ) =
2
τ
Re
[∑
µν
∫ τ
0
dt
∫ t
0
dt′
(
fµν(ω, t
′)
× Tr{Pψ⊥ F˜ν(t− t′)ρS(0)F˜µ(t)}
)]
, (7)
where f(ω, t′) is extracted from Cµν(t′) =∫∞
0
dω J(ω)fµν(ω, t
′) = 〈B˜µ(t′)B˜ν(0)〉B.
III. APPLICATION TO THE SPIN-BOSON
MODEL
A. The usual population decay model
To illustrate the formalism that we have developed, let
us start from the system-environment Hamiltonian
H =
ε
2
σz +
∑
k
ωkb
†
kbk +
∑
k
(σ+g∗kbk + σ
−gkb
†
k).
Here a two-level system with level spacing ε interacts
with an environment, which is modeled as a collection
of harmonic oscillators, and undergoes population de-
cay. σz is the standard Pauli matrix, σ
+ and σ− are
the raising and lowering operators respectively, ωk are
the frequencies of the environment oscillators, b†k and bk
are the creation and annihilation operators for the oscil-
lators, and the gk describe the interaction strength be-
tween the two-level system and the environment modes.
This system-environment Hamiltonian is widely used to
study, for instance, spontaneous emission [41]. Note that
this Hamiltonian is the same as
H =
ε
2
σz +
∑
k
ωkb
†
kbk + σx
∑
k
(g∗kbk + gkb
†
k),
except that the non-rotating wave approximation terms
have been dropped. To calculate the filter function,
we identify F1 = σ
+, B1 =
∑
k g
∗
kbk, F2 = σ
− and
B2 =
∑
k gkb
†
k. Let us first calculate the environment
correlation functions. We find that
C12(t
′) =
∑
k,k′
gk′g
∗
ke
−iωkt′〈bkb†k′〉B .
At zero temperature, all the oscillators are in their
ground state, and we get C12(t
′) =
∑
k |gk|2e−iωkt
′
, thus
allowing us to identify f12(ωk, t
′) = e−iωkt
′
. On the
other hand, it is straightforward to show that C11(t
′) =
C22(t
′) = 0, and C21(t′) = 0 at zero temperature as well.
We can thus write
Q(ω, τ) =
2
τ
Re
[∫ τ
0
dt
∫ t
0
dt′
(
e−iωt
′
× Tr{Pψ⊥ F˜2(t− t′)ρS(0)F˜1(t)}
)]
.
5The state initially prepared is the excited state which
we denote by |↑〉. It follows that Pψ⊥ = |↓〉 〈↓|, where
σz |↓〉 = − |↓〉. Using F˜1(t) = σ+eiεt and F˜2(t − t′) =
σ−e−iε(t−t
′), we find that
Q(ω, τ) =
2
τ
∫ τ
0
dt
∫ t
0
dt′ cos[(ε− ωk)t′].
Performing the integrals, we end up with
Q(ω, τ) = τ sinc2
[
(ε− ω)τ
2
]
,
which is the usual filter function [21, 22]. Thus, our for-
malism reproduces the well-known sinc-squared function
for the case where we study the Zeno to anti-Zeno tran-
sition in the context of population decay. In particular,
if τ is small, then we obtain Γ(τ) ≈ τ ∫∞0 dω J(ω), thus
putting us in the Zeno regime. However, for larger τ , the
overlap between J(ω) and Q(ω, τ) can increase, leading
to the anti-Zeno effect.
B. The pure dephasing model
Let us now consider the system environment model
specified by the Hamiltonian
H =
ε
2
σz +
∑
k
ωkb
†
kbk + σz
∑
k
(g∗kbk + gkb
†
k).
A two-level system with level spacing ε is interacting with
an environment that is again modeled as a collection of
harmonic oscillators. However, now there is no popu-
lation decay. Instead, the system undergoes dephasing
only, which is the reason why this model is known as
the pure dephasing model [34]. Once again, we start by
calculating the environment correlation function. It is
straightforward to show that
C(t′) =
∑
k
|gk|2
[
cos(ωkt
′) coth
(
βωk
2
)
− i sin(ωkt′)
]
,
where we have assumed ρB = e
−βHB/ZB, that is,
the environment is in the standard thermal equilib-
rium state. Thus, we can read off that f(ωk, t
′) =
cos(ωkt
′) coth
(
βωk
2
)
− i sin(ωkt′). We consider the sys-
tem state that we start off with to be |↑x〉 = 1√2 (|↑〉+|↓〉),
where, as before, σz |↑〉 = |↑〉 and σz |↓〉 = − |↓〉. We re-
peatedly measure to check if the state is still |↑x〉 or not
with time interval τ . Now,
Tr{Pψ⊥σz |↑x〉 〈↑x|σz} = 1.
Therefore,
Q(ωk, τ) =
2
τ
∫ τ
0
dt
∫ t
0
dt′ cos(ωkt′) coth
(
βωk
2
)
.
Performing the integrals and simplifying, we obtain
Γ(τ) =
∑
k
|gk|2 2
τ
coth
(
βωk
2
)[
1− cos(ωkτ)
ω2k
]
.
On the other hand, the pure dephasing model can be
solved exactly [34]. Using the exact solution, it can be
shown that
Γ(τ) = − 1
τ
ln
[
1− 1
2
(1− e−γ(τ))
]
,
where
γ(τ) =
∑
k
|gk|2 4
ω2k
[1− cos(ωkτ)] coth
(
βωk
2
)
.
For weak coupling, however, 1 − e−γ(τ) ≈ γ(τ), leading
to
Γ(τ) ≈ − 1
τ
ln
[
1− 1
2
γ(τ)
]
≈ 1
2τ
γ(τ)
=
∑
k
|gk|2 2
τ
coth
(
βωk
2
)[
1− cos(ωkτ)
ω2k
]
,
which agrees with the result obtained using the formalism
that we have developed.
C. The general spin-boson model
We now consider the more general system-environment
model given by the Hamiltonian
H =
ε
2
σz +
∆
2
σx +
∑
k
ωkb
†
kbk + σz
∑
k
(g∗kbk + gkb
†
k),
where ∆ can be understood as the tunneling amplitude
for the system, and the rest of the parameters are de-
fined as before. This is the well-known spin-boson model
[39, 42, 43], which can be considered as an extension of
the previous two cases in that we can now generally have
both population decay and dephasing taking place. We
revert to the usual dephasing model by setting ∆ = 0,
while setting ε = 0 leads to the population decay Hamil-
tonian (with the non-rotating wave approximation terms
now included) after rotation about the y-axis. Experi-
mentally, such a model can be realized, for instance, using
superconducting qubits [20, 44, 45] and the properties of
the environment can be appropriately tuned as well [46].
We start from the general system initial state
|ψ〉 = cos
(
θ
2
)
|↑〉+ eiφ sin
(
θ
2
)
|↓〉 ,
where the states |↑〉 and |↓〉 are defined as before, and θ
and φ are parameters that characterize the state prepa-
ration. Measurements, with time interval τ , are now
6carried out to check if the system is still in this state
or not. To evaluate Q(ω, τ), we first need to find
the environment correlation function. We again con-
sider the environment to be in a thermal equilibrium
state. Consequently, as in the pure dephasing model,
f(ω, t′) = cos(ωt′) coth(βω/2)− i sin(ωt′). Next, we find
F˜ (t). This is done using the standard commutation rela-
tion [σk, σl] = 2iεklmσm. A straightforward application
of the Baker-Hausdorff lemma [47] shows that
F˜ (t) = ax(t)σx + ay(t)σy + az(t)σz ,
with
ax(t) =
2ε∆
Ω2
sin2
(
Ωt
2
)
,
ay(t) =
∆
Ω
sin(Ωt),
az(t) = 1− 2∆
2
Ω2
sin2
(
Ωt
2
)
,
with Ω2 = ε2 +∆2. Now, given |ψ〉, we can deduce that
Pψ⊥ =
∣∣ψ⊥〉 〈ψ⊥∣∣ with
∣∣ψ⊥〉 = sin(θ
2
)
|↑〉 − eiφ cos
(
θ
2
)
|↓〉 .
Using this, we then find
〈ψ|F˜ (t)|ψ⊥〉 = r1(t) + ir2(t),
where
r1(t) = −ax(t) cosφ cos θ − ay(t) sin φ cos θ + az(t) sin θ,
r2(t) = ay(t) cosφ− ax(t) sinφ.
Similarly,
〈ψ⊥|F˜ (t− t′)|ψ〉 = r1(t− t′)− ir2(t− t′).
Thus, the generalized filter function becomes
Q(ω, τ) =
2
τ
{
coth
(
βω
2
)
D1(ω, τ) +D2(ω, τ)
}
, (8)
with
D1(ω, τ) =∫ τ
0
dt
∫ t
0
dt′ cos(ωt′)[r1(t− t′)r1(t) + r2(t− t′)r2(t)],
D2(ω, τ) =∫ τ
0
dt
∫ t
0
dt′ sin(ωt′)[r1(t− t′)r2(t)− r1(t)r2(t− t′)].
We next evaluate D1(ω, τ) andD2(ω, τ). Although the
integrals can be done in a straightforward manner, the
final analytical results for arbitrary θ and φ are, unfortu-
nately, very long and not very illuminating. Instead, let
us choose θ = pi/2 and φ = 0. This choice of state has the
advantage that we can then compare our results with the
already well-known cases of the population decay model
and the pure dephasing model. In particular, the choice
∆ = 0 then corresponds to the pure dephasing model (in
the weak coupling limit). On the other hand, ε = 0 cor-
responds to (almost) the population decay model since
we can rotate both the system-environment Hamiltonian
and the state that we are measuring about the y-axis.
The only difference is that we now have additional non-
rotating wave approximation terms, but we expect these
additional terms to not play a role in the weak system-
environment coupling regime that we are in. It must be
emphasized that we are now no longer restricted to these
two models only. Rather, by varying the values of θ, φ,
ε, and ∆, we can explore regimes where both dephas-
ing and relaxation play a role in the quantum Zeno and
anti-Zeno effects.
With θ = pi/2 and φ = 0, the calculation for D1(ω, τ)
and D2(ω, τ) becomes less laborious since r1(t) and r2(t)
simplify greatly. Analytical expressions for D1(ω, τ) and
D2(ω, τ) are given in the Appendix. A few points are
in order. First, if ∆ = 0, then D2(ω, τ) = 0, while
D1(ω, τ) = [1 − cos(ωτ)]/ω2, which, as expected, leads
back to the filter function for the pure dephasing model.
Similarly, for zero temperature with ε = 0, D1(ω, τ) and
D2(ω, τ) simplify such that we get back the filter function
for the population decay model. For intermediate values
of ε and ∆, however, the filter function is very different.
This is illustrated in Figs. 1 and 2, where Q(ω, τ) has
been plotted as a function of ω for two different values of
τ . Note that throughout this work, we are using dimen-
sionless units with ~ = 1. The dashed, red curve is the
filter function for the population decay model with ε = 0
and ∆ = 1, and is thus consequently peaked at ω = 1
in both of the figures. The dot-dashed, magenta curve
is the filter function for the pure dephasing model (with
ε = 1 and ∆ = 0), while the solid, blue curve shows
the intermediate case with ε = 2 and ∆ = 1. Clearly,
if the value of τ is not too small, the filter function for
the intermediate case resembles neither the population
decay model nor the pure dephasing model [see Fig. 1].
This means that for an arbitrary spectral density of the
environment, the value of Γ(τ) is expected to be quite
different with both ∆ and ε non-zero as compared to the
population decay and pure dephasing cases. On the other
hand, as τ becomes smaller, we must have that Γ(τ)→ 0,
and thus the filter functions must start to resemble each
other more for smaller τ . This is entirely consistent with
what we see in Fig. 2.
With the different behavior of the filter function, we
expect that when there is both dephasing and decay, the
effective decay rate will be quite different compared to
either of the aforementioned cases, and thus the Zeno
and anti-Zeno behavior is expected to be considerably
modified. Let us now explicitly examine this claim for
the case of sub-Ohmic, Ohmic and super-Ohmic environ-
ments. To this end, we introduce the spectral density
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FIG. 1. (Color online) Behavior of Q(ω, τ ) (at zero temper-
ature) as a function of ω for τ = 2 with ∆ = 1 and ε = 0
(dashed, red curve), ∆ = 0 and ε = 1 (dot-dashed, magenta
curve), and ∆ = 1 and ε = 2 (solid, blue curve). Here, we
have set θ = pi/2 and φ = 0. Throughout, we use dimension-
less units with ~ = 1.
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FIG. 2. (Color online) Same as Fig. 1, except that now τ = 1.
as
J(ω) = Gωsω1−sc e
−ω/ωc .
Here the parameter s characterizes the Ohmicity of the
environment. Namely, s = 1 corresponds to an Ohmic
environment, s > 1 gives a super-Ohmic environment,
while s < 1 corresponds to a sub-Ohmic environment. G
is a dimensionless parameter characterizing the system-
environment coupling strength, and we have introduced
an exponential cutoff function with a cutoff frequency ωc.
Let us first investigate an Ohmic environment. In Fig. 3,
we illustrate the t of the effective decay rate Γ(τ) as a
function of the measurement interval τ , clearly showing
the very different behavior of Γ(τ) when both popula-
tion decay and dephasing are present. For the popula-
tion decay case (the dashed, red curve), with the cho-
sen values of the system-environment parameters, Γ(τ)
by and large decreases as τ decreases. Thus, we are in
the Zeno regime. On the other hand, the pure dephas-
ing case (dot-dashed, magenta curve) displays a distinct
Zeno regime and an anti-Zeno regime. For small values
of τ , Γ(τ) decreases as τ is decreased, meaning that a
shorter measurement interval helps to protect the quan-
tum state, thus putting us in the Zeno regime. For larger
values of τ , however, as the τ is decreased the opposite
happens, namely, Γ(τ) increases as τ decreases, thus indi-
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FIG. 3. (Color online) Graph of Γ(τ ) (at zero temperature)
as a function of τ for θ = pi/2 and φ = 0 with ∆ = 2 and
ε = 0 (dashed, red curve), ∆ = 0 and ε = 2 (dot-dashed,
magenta curve), and ∆ = 2 and ε = 2 (solid, blue curve) for
an Ohmic environment (s = 1). We have set G = 0.01 and
ωc = 10.
cating the anti-Zeno regime. Now, when both dephasing
and population decay take place (solid, blue curve), the
behavior of Γ(τ) is considerably different. Besides the
quantitative differences in the values of Γ(τ), the effec-
tive decay rate displays qualitatively different behavior in
the sense that we now have clearly distinct multiple Zeno
and anti-Zeno regions. This is evident from the fact that
Γ(τ) displays multiple extrema, meaning that sometimes
decreasing the measurement interval reduces the decay
rate, while sometimes the opposite happens.
The effective decay rate, as we have emphasized, de-
pends on the overlap of the spectral density and the gen-
eralized filter function. Thus, we expect that changing
the environment, and in particular the Ohmicity param-
eter, should alter the decay rate, at least quantitatively.
In Fig. 4, we have calculated the decay rate with a similar
set of parameters as was done with the Ohmic environ-
ment [see Fig. 3]. The only difference is that we are now
considering a sub-Ohmic environment with s = 0.8. Once
again, while the population decay case exhibits the QZE,
and the pure dephasing case exhibits both the QZE and
the QAZE, the more general case displays multiple tran-
sitions between the QZE and the QAZE. We have also
examined a super-Ohmic environment [see Fig. 5] with
s = 2. Now the population decay case also exhibits both
the QZE and the QAZE. With both dephasing and pop-
ulation decay present, we again have multiple Zeno to
anti-Zeno transitions, but these transitions are less clear
cut as compared to what we observed in the previous
cases. These results illustrate the importance of the type
of environment in determing the QZE-QAZE crossover
behavior.
Before moving on, let us also investigate the Zeno
and anti-Zeno effects for a different state preparation.
Namely, we choose θ = 0 and φ = 0. Once again we find
D1(ω, τ) and D2(ω, τ) and use these to find the effective
decay rate. Exact expressions for D1(ω, τ) and D2(ω, τ)
can be found in a similar way as before (refer to the Ap-
pendix). With these expressions in hand, we can investi-
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FIG. 4. (Color online) Same as Fig. 3, except that now we
have a sub-Ohmic environment with s = 0.8.
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FIG. 5. (Color online) Same as Fig. 3, except that now we
have a super-Ohmic environment with s = 2.
gate the behavior of Γ(τ). In Fig. 6, we have shown the
behavior of Γ(τ) for the population decay Hamiltonian
(dashed, red curve), the pure dephasing case (dot-dashed,
magenta curve), and the intermediate case (solid, blue
curve) with an Ohmic environment. For pure dephasing,
Γ(τ) remains zero. This makes sense since the state that
we are repeatedly preparing, namely |↑〉, does not evolve
under the action of the pure dephasing Hamiltonian. On
the other hand, the population decay Hamiltonian leads
to both decay and dephasing, since, after rotation about
the y-axis, the state that is repeatedly prepared is a su-
perposition of the |↑〉 and |↓〉 states. Although both the
population decay Hamiltonian and the intermediate case
display multiple Zeno to anti-Zeno transitions, the actual
value of the decay rate, in general, is considerably differ-
ent for the two cases. These two cases also differ in the
values of τ for which the transitions take place. Once
again, it is clear that using the usual sinc-squared filter
function to analyze a system undergoing both dephasing
and decay would be incorrect.
D. Large spin
Let us now consider Ns two-level systems interacting
collectively with a common environment. This situation
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FIG. 6. (Color online) Graph of Γ(τ ) (at zero temperature)
as a function of τ for θ = 0 and φ = 0 with ∆ = 2 and ε = 0
(dashed, red curve), ∆ = 0 and ε = 2 (dot-dashed, magenta
curve), and ∆ = 2 and ε = 2 (solid, blue curve) for an Ohmic
environment (s = 1). We have set G = 0.01 and ωc = 10.
can be modeled via the system-environment Hamiltonian
H = εJz +∆Jx +
∑
k
ωkb
†
kbk + 2Jz
∑
k
(g∗kbk + g
†
kb
†
k),
where ε and ∆ are the level spacing and tunneling am-
plitude respectively for each two-level system, and Jx
and Jz are the standard angular momentum operators.
This Hamiltonian can be considered to be a general-
ization of the usual spin-boson model to a large spin
j = Ns/2 [34, 48, 49]. Physical realizations include a
two-component Bose-Einstein condensate [50, 51] that in-
teracts with a thermal reservoir via collisions [49]. Once
again, we assume that the system-environment coupling
is weak, so that our formalism applies. The initial state
is chosen to be |j〉 such that Jz |j〉 = j |j〉, and we re-
peatedly check, with time interval τ , whether the sys-
tem state is still |j〉 or not. We note that we can easily
deal with some other choice of initial state as well. As
before, our task is to calculate Q(ω, τ). We begin by
calculating F˜ (t) = eiHSt(2Jz)e
−iHSt. Using the stan-
dard commutation relations, [Jk, Jl] = iεklmJm, and the
Baker-Hausdorff lemma, we find that
F˜ (t) = 2[ax(t)Jx + ay(t)Jy + az(t)Jz],
with ax(t), ay(t) and az(t) as defined before. Now, Pψ⊥ =∑j−1
m=−j |m〉 〈m|. We then find that
Tr{Pψ⊥ F˜ (t−t′)ρS(0)F˜ (t)} =
j−1∑
m=−j
〈m|F˜ (t−t′)|j〉〈j|F˜ |m〉.
By observing that 〈j|F˜ (t)|m〉 = √2jδm,j−1[ax(t) −
iay(t)], we find that now
Q(ω, τ) = (2j)
2
τ
{
coth
(
βω
2
)
D1(ω, τ) +D2(ω, τ)
}
,
(9)
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FIG. 7. (Color online) Behavior of Γ(τ ) (at zero temperature)
as a function of τ for the initial state |j〉 with ∆ = 2 and ε = 0
(dashed, red curve), ∆ = 0 and ε = 2 (dot-dashed, magenta
curve), and ∆ = 2 and ε = 2 (solid, blue curve) for a sub-
Ohmic environment (s = 0.8). We have set G = 0.01 and
ωc = 10, and the number of particles is taken to be 20.
with
D1(ω, τ) =
∫ τ
0
dt
∫ t
0
dt′ cos(ωt′){ax(t)ax(t− t′)+
ay(t)ay(t− t′)},
D2(ω, τ) =
∫ τ
0
dt
∫ t
0
dt′ sin(ωt′){ax(t)ay(t− t′)−
ay(t)ax(t− t′)}.
This agrees with what we found before for j = 1/2 with
θ = 0 and φ = 0, meaning that for the large spin-boson
model, Γ(τ) is amplified depending on the number of two-
level systems collectively coupled to the environment. In
other words, Γ(τ) for Ns particles is simply Ns times the
decay rate for a single particle. For illustration purposes,
we have plotted Γ(τ) as a function of the measurement
interval τ in Fig. 7 for Ns = 20 and a sub-Ohmic en-
vironment. The important point to note here is that
although the qualitative behavior of Γ(τ) is similar to
that for the single two-level system case, the amplifica-
tion of Γ(τ) makes the use of the correct filter function
even more critical. For instance, for the population de-
cay Hamiltonian in Fig. 7 with ∆ = 2 and ε = 0, the
survival probability after five measurements with time
interval τ = 1 is approximately 0.02, while the survival
probability for the more general Hamiltonian with ∆ = 2
and ε = 2 after five measurements with the same time
interval τ = 1 is ten times smaller.
Suppose now that we prepare the state of each two-
level system in a coherent superposition such that the
total state is |ψc〉 where Jx |ψc〉 = j |ψc〉. To investi-
gate the Zeno and anti-Zeno effects now, it is best to
transform to a rotated frame, that is, we rotate both the
system-environment Hamiltonian and the state that we
are repeatedly preparing. In other words, we use the fact
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FIG. 8. (Color online) Same as Fig. 7, except that now the
state that we are repeatedly preparing is |ψc〉 and the envi-
ronment is super-Ohmic with s = 1.5.
that
s(τ) = TrS,B[(|ψc〉 〈ψc|)U(τ)(|ψc〉 〈ψc|)U †(τ)] =
= TrS,B[(|j〉 〈j|)e−iHRτ (|j〉 〈j|)eiHRτ ],
where the transformed Hamiltonian is
HR = εrJz +∆rJx +
∑
k
ωkb
†
kbk − 2Jx
∑
k
(g∗kbk + gkb
†
k),
with εr = ∆ and ∆r = −ε. We then find that
F˜ (t) = −2[bx(t)Jx + by(t)Jy + bz(t)Jz ],
with
bx(t) = 1− 2ε
2
r
Ω2r
sin2
(
Ωrt
2
)
,
by(t) = − εr
Ωr
sin(Ωrt),
bz(t) =
2εr∆r
Ω2r
sin2
(
Ωrt
2
)
,
where Ωr =
√
ε2r +∆
2
r . The rest of the calculation pro-
ceeds in a very similar way to what we did with the state
|j〉 and leads to
Q(ω, τ) = (2j)
2
τ
{
coth
(
βω
2
)
DR1 (ω, τ) +D
R
2 (ω, τ)
}
,
with
DR1 (ω, τ) =
∫ τ
0
dt
∫ t
0
dt′ cos(ωt′){bx(t)bx(t− t′)+
by(t)by(t− t′)},
DR2 (ω, τ) =
∫ τ
0
dt
∫ t
0
dt′ sin(ωt′){bx(t)by(t− t′)−
by(t)bx(t− t′)}.
Now, it is easy to show that bx(t) = az(t) and by(t) =
−ay(t). Thus, we reduce to the results obtain for a single
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two-level system when we repeatedly prepare the state
|↑x〉. However, now we can consider an arbitrary value
of Ns. We again find that Γ(τ) is amplified depending
on the number of two-level systems coupled to the en-
vironment. Quantitative results are presented in Fig. 8
for Ns = 20 with a super-Ohmic environment (s = 1.5).
Again, due to the amplification of the effective decay rate,
it becomes very important to use the correct filter func-
tion.
IV. CONCLUSION
In conclusion, we have derived an expression for the
effective decay rate of a quantum state in the presence of
repeated measurements which is valid when the system-
environment coupling is weak. This expression implies
that the effective decay rate of the quantum state de-
pends on the overlap of the spectral density of the envi-
ronment and a generalized filter function that itself de-
pends on the system state that is repeatedly being pre-
pared, the measurement interval, the system parameters,
the system-environment coupling, and the environment
correlation function. We have shown that our formalism
for calculating the effective decay rate reproduces the
well-known results for the population decay model and
the pure dephasing model. Thereafter, we demonstrated
that our formalism allows us to study the Zeno and anti-
Zeno effects for the spin-boson model in a rigorous fash-
ion under the assumption that the system-environment
coupling strength is weak. We have found qualitative
and quantitative differences in the behavior of the de-
cay rate as a function of the measurement interval when
both decay and dephasing are present as compared to the
relatively simpler population decay and pure dephasing
models. Finally, by considering many two-level systems
coupled collectively to a common environment, we have
observed that the decay rate is amplified depending on
the number of two-level systems. Consequently, it is even
more crucial to use the correct filter function to evaluate
the effective decay rate. Experimental implementations
of the ideas presented in this paper are expected to be
important for measurement-based quantum control.
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Appendix A: Calculating the integrals
In this appendix, we present the analytical expressions for D1(ω, τ) and D2(ω, τ) for a single two-level system. For
θ = pi/2 and φ = 0, we find that D1(ω, τ) = X1/X2, and D2(ω, τ) = X3/X4, where
X1 =3∆
4ω4 + 4Ω2 cos(ωτ)
[
ε2(ε2 − ω2)(ω2 − Ω2)−∆2ω2 (∆2 + ω2) cos(Ωτ)]+
∆2ω
[
4Ω3
(
ε2 − 2ω2) sin(ωτ) sin(Ωτ) − ωε2(ω2 − Ω2)(cos(2Ωτ)− 4 cos(Ωτ))]−
8Ω6
(
∆2 + ω2
)− 3∆2ω2Ω2 (∆2 + ω2)+Ω4 (4∆4 + 15∆2ω2 + 4ω4)+ 4Ω8,
X2 = 4Ω
4ω2
(
ω2 − Ω2)2 ,
X3 =∆
{
ωΩ(ε2 −∆2 − ω2) sin(ωτ) sin(Ωτ) + cos(ωτ)[ε2(Ω2 − ω2)− (Ω2 (∆2 + ω2) + ∆2ω2 − Ω4) cos(Ωτ)]+
Ω2(∆2 + ω2) + ∆2ω2 + ε2(ω2 − Ω2) cos(Ωτ)− Ω4
}
,
X4 = ωΩ
2
(
ω2 − Ω2)2 .
On the other hand, for θ = 0 and φ = 0, we find that
X1 =∆
2
{
ω2Ω2
(
ω2 + 3Ω2
)− 4ωΩ3 (ω2 + ε2) sin(ωτ) sin(Ωτ) + 4Ω2 cos(ωτ) [ε2(ω2 − Ω2)− ω2 (Ω2 + ε2) cos(Ωτ)]+
ω2(Ω2 − ω2) [∆2 cos(2Ωτ) + 4ε2 cos(Ωτ)] + ε2 (3ω4 − 3ω2Ω2 + 4Ω4)},
X2 = 4Ω
4ω2
(
ω2 − Ω2)2 ,
X3 = 4∆
2ε
{
ω cos
(ωτ
2
)
sin
(
Ωτ
2
)
− Ω sin
(ωτ
2
)
cos
(
Ωτ
2
)}2
,
X4 = ωΩ
2
(
ω2 − Ω2)2 .
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