Abstract. Let α be a linear transformation of the m × n-dimensional vector space M m×n (C) over the complex field C such that α(X) = AX − XB, where A and B are m × m and n × n complex matrices, respectively. In this paper, the dimension formulas for the kernels of the linear transformations Algebra, 9:195-200, 1980.].
1. Introduction. The notation used in this paper is standard, see [2, 3] for example. Let C be the complex field. Suppose A ∈ M m×m (C) and B ∈ M n×n (C). Let α AB be a linear transformation of M m×n (C) defined by α AB (X) = AX − XB, for X ∈ M m×n (C). If A = B, then we will write α A instead of α AA for brevity. In the case of no confusion, we write α = α AB for short.
The well known dimension formula of the kernel kerα A is due to Frobenius [3, Theorem VII.1] . Then Gracia has obtained the dimension formulas of kerα For convenience, we introduce the following notations. Suppose that the elementary divisors of A and B are (λ− λ 1 ) p1 , (λ− λ 2 ) p2 , . . . , (λ− λ u ) pu and (λ− µ 1 ) q1 , (λ− µ 2 ) q2 , . . . , (λ − µ v ) qv , respectively. Let E n be the unit matrix of size n and let
be the square matrix of size n in which all the elements of the first superdiagonal are 1 and all the other elements are 0. Let
be respectively the Jordan normal forms of A and B. For 1 ≤ α ≤ u and 1 ≤ β ≤ v. Let F (2) αβ and F
αβ be defined by the following:
The main results are the following:
be a linear transformation such that α(X) = AX − XB, where A and B are m × m and n × n complex matrices,
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respectively. Then the dimension formula for kerα 2 is
αβ .
(1.1)
be a linear transformation such that α(X) = AX − XB, where A and B are m × m and n × n complex matrices, respectively. Then the dimension formula for kerα 3 is
2. The proof of Theorem 1.1. Before proving the theorem, we first give a lemma in the following: 
Thus,
Let X = U −1 XV . Then, the equation is
Now we partition X into blocks (X αβ ) where X αβ = (ε ik ) pα×q β is a p α × q β matrix for 1 ≤ α ≤ u and 1 ≤ β ≤ v. Then we get uv matrix equations from (3): Write P α := N pα and Q β := N q β . An easy calculation gives
If µ β = λ α , then X αβ = 0 by Lemma 2.1. Next we assume that µ β = λ α . In this case, we have
If p α = 1, then it is obvious that X αβ = (ε 11 ) .
If p α = 2, an easy computation gives X αβ = ε 11 ε 12 0 ε 22 .
This leads to the following equations:
According to these equations, we have 
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Then, ε 21 = ε 32 = · · · = ε pα, q β −1 = 0. We also have
By induction on the subscript, we obtain ε ii
where 3 ≤ r ≤ p α , 0 ≤ h − r ≤ q β − 3 and 3 ≤ h ≤ q β . Thus, we conclude that
pα . Then the number of arbitrary parameters in X αβ is 2p α − 1.
Case 2. p α = q β . We can assume that p α < q β , since the case p α > q β is analogous.
If p α = 1, then X αβ = (0, . . . , 0, ε 1, q β −1 , ε 1, q β ). In this case, q β − 2 columns are 0.
If p α = 2, then X αβ has the following form:
and q β − 3 columns are 0.
If p α ≥ 3, then X αβ has the following form: 
In this case, q β − p α − 1 columns are 0. 
αβ linearly independent solutions X j of (3). For each X, there are k 1 , k 2 , . . . , k n2 , such that X = where 0 < n i1 < n i2 < · · · < n imi for 1 ≤ i ≤ r; here we write n j ik ik for n ik , n ik , . . . , n ik j ik times .
Then we can show the following corollaries. 
Corollary 2.3 ([1]). Let α
This completes the proof. matrix diag{a 1 , a 2 , . . . , a n }, where a i = a j if i = j.
and this equality holds if and only if m 1 = 1, n i1 = 1 and j i1 = 1, r = n. Clearly kerα
2
A is a subspace of the vector space M n×n (C), thus dim(kerα
3. The proof of Theorem 1.2. This theorem can be proved by the same method as employed in the previous section.
Proof. For convenience, we still use the same notations as in the proof of Theorem
, where X = U −1 XV . Consequently, we get uv matrix equations:
for 1 ≤ α ≤ u and 1 ≤ β ≤ v. An easy calculation gives
If µ β = λ α then X αβ = 0 by Lemma 2.1. We assume that µ β = λ α . In this case, we have
If p α < 4, then the number of arbitrary parameters in X αβ is 3p α − 2.
If p α ≥ 4, then we obtain If p α − q β ≥ 2 and q β < 4, then an obvious computation gives rise to the same result.
Therefore, there are
αβ linearly independent X j ∈ kerα 3 . For each X ∈ kerα 3 , there are k 1 , k 2 , . . . , k n3 , such that X = n3 j=1 k j X j . Let us illustrate Theorem 1.2 with an example. 
αβ = 11 + 8 + 9 + 7 + 5 + 4 + 3 + 2 = 49.
Let A be an n × n complex matrix with distinct eigenvalues a 1 , . . . , a r and the elementary divisors of A are (λ − a i ) difference n i,h+1 − n ih is called an h-th jump of i for 1 ≤ h ≤ m i − 1. We denote by µ i1 , µ i2 , . . . , µ iρi the places where the jumps equal to 1 and µ i1 < µ i2 < · · · < µ iρi . Then we can show the following corollaries.
Proof. Let the elementary divisors of A are (λ − a i ) n ik j ik times , where 1 ≤ i ≤ r, 1 ≤ k ≤ m i and 0 < n i1 < n i2 < · · · < n imi . Using Theorem 1.2, we have dim(kerα is a subspace of the n × n-dimensional vector space M n×n (C), so dim(kerα 
