ABSTRACT Subjective estimates of the angiographic severity of coronary artery stenoses show variability and inaccuracy. We therefore tested the accuracy of a newly developed computerized image analysis system for quantitating vessel diameter from cineangiograms. Fourteen cylindrical phantoms of known diameter were filled with contrast medium and filmed over a wide range of clinically relevant radiographic conditions in order to develop regression equations that related computer-derived to anatomic diameters. Computer measurements of vessel diameter were unaffected by vessel size, magnification, focal spot size, thickness of scattering medium, kilovolt peak, or location within the radiographic field, but a correction factor was necessary for a small but significant (p < .01) linear dependence on contrast medium concentration. The accuracy of computerized vessel diameter measurements ranged between + 59 and 137 ,u for all conditions except for rapid vessel motion and contrast medium concentrations of 50% or less meglumine diatrizoate (Renografin 76), both of which resulted in reduced accuracy as well as in the inability to locate lumen edges of vessels less than 1 mm in diameter.
further objectify measurements of luminal dimensions. Although the reproducibility of various objective methods of diameter measurement has been studied, the accuracy of these measurements has received little attention.
The fact that radiographic vessel images have edge gradients rather than sharply demarcated edges is not widely appreciated by angiographers. 14 Accurate diameter measurement is dependent on precise localization of the anatomic vessel edge within the edge gradient, and the magnitude of error in diameter measurements associated with arbitrary assignment of the vessel edge within the edge gradient may be considerable. A new method for computerized edge detection of coronary arteries from digitized 35 mm cineangiographic images with the use of specific algorithms to locate spatially disparate points within the edge gradient has been developed. The hypothesis that each of these points can be mathematically related to the anatomic edge was tested by filming contrast mediumfilled cylindrical phantoms over a wide range of cineradiographic conditions and comparing computer-derived measurements of diameter from digitized frames with the known diameters.
Materials and methods
Cylindrical phantom construction. Three plastic blocks of "female" casts of a series of 14 metal cylinders were made from a rapidly polymerizing monomer base (Batson's corrosion compound No. 17 , Polysciences, Warrington, PA). Each block measured approximately 4 x 2 x I cm and contained either the lower, middle, or higher ranges of phantom diameters. As measured with a micrometer caliper, the diameters of the metal cylinders ranged from 0.50 to 6.26 mm and agreed with corresponding measurements of internal diameter to within 10 M.
Exposure of a solid 10 cm block of the polymer along with an equal thickness of water resulted in less than a 5% difference in corresponding film optical densities, which were within the linear portion of the characteristic curve of film. The radiographic attenuation by the casting material was similar, therefore, to water.
Exposures. A clinically relevant range of the following radiographic variables, each of which may potentially effect the magnitude and shape of the edge gradient of a radiographic vessel image, was chosen for study: All exposures were made with a Philips cinefluoroscopic unit with a 6 inch cesium iodide image intensifier. The unit had an option for use of a microfocus x-ray tube that was used only for studies of focal spot size. Tube-to-object distance was 110 cm and object-to-image intensifier distance was 10 cm for all studies except for those of variable 5, wherein tube-to-object distance was progressively decreased for a stepwise increase in magnification. Pulse width was 5 msec for all exposures; for studies of variables 1 through 7, 10 cm of water, 75 kV (except for variable 7) , and between 100 to 200 mA were used to obtain cineradiographs of clinically acceptable quality. For studies of variable 8, voltages of 75, 82, and 97 kV were selected for the three thicknesses of water, while the number of milliamperes was adjusted to obtain an acceptable exposure. Except for in studies for variable 2, 100% meglumine diatrizoate was used. Films were developed in a Jamieson processor at 30 ft/min, with the developer at 29°C, fixer at 260 C, and water at 160 C. Kodak XX film was used for all exposures.
Each of the three blocks of contrast medium-filled phantoms was exposed separately and was centrally positioned so that all 14 phantoms were studied for variables I through 3 and 5 through 8. The length of each block was approximately 50% of the diameter of the radiographic field, which was always collimated in a manner identical to that used in the clinical setting. For studies of variable 4 (field position), a 3.14 mm phantom was positioned vertically and horizontally in each position of a field divided into 3 x 3 array. After each phantom exposure, a 1.0 cm rectilinear grid was positioned at the same distance from the image intensifier as that used for the phantoms in order to obtain a magnification factor. During cardiac catheterization in four patients, the phantoms were filmed over the cardiac silhouette, above the anterior chest wall, in order to determine the effect of the inhomogeneity in the thickness of chest tissues across the object plane on Two different algorithms were used for locating points within the edge gradient of the bell-shaped densitometric scans of the phantom images. For algorithm 1 a seventh-order polynomial was fit to the densitometric scan, which comprised the mean of 10 adjacent transverse camera scans; an inflection point and a base point were derived from the polynomial (figure 2).
A magnification factor was determined by scanning a cineangiographic frame with a 1 cm rectilinear grid. The distance between two grid lines, which were recognized as points of minimum optical density, was measured at the same position in the radiographic field as each phantom of interest. Vessel diameter was determined as the horizontal distance between computer-located edges. For the short (about 0.8 mm) vessel segment studied, corresponding to the 10 adjacent camera scan lines, in order to reduce statistical fluctuations in the measured diameters from the effects of radiographic noise such as those resulting from quantum mottle and film grain, measurements were always repeated at the same film position on eight sequential frames and averaged.
For algorithm 2 the maximum densitometric gradient was automatically found by identifying the maximum slope of a FIGURE 2. Transverse densitometric scan across phantom vessel image. Film optical density on the ordinate is plotted against distance across the vessel image on the abscissa. The base point and the inflection point diameters are determined as the horizontal distance between base points (broken lines) and inflection points (solid lines), respectively, which were located automatically. After correction for magnification secondary to pincushion distortion, no effect of field position or orientation on either the base point or inflection point diameter of the 3.14 mm phantom could be demonstrated.
Common regression equations relating base and inflection point diameters to known diameters were determined from the data for all radiographic conditions except for those of rapid motion and contrast medium concentration of 25% (figure 5). Overall accuracy of these equations in predicting true diameter from the base and inflection point widths was determined. The mean absolute difference between the computer-derived predicted diameter and the known diameter for all conditions (excluding rapid motion and 25% meglumine diatrizoate concentration) for all phantoms was + 73 and + 74 ,u for base and reflection point diameters, respectively, when the background consisted of a homogeneous thickness of water.
The accuracy of the inflection point diameter measurement was reduced to 103 ,u when phantom images were superimposed over the inhomogeneous background of chest tissues. The base point diameter measurement likewise was less accurate for the inhomogeneous background ( + 137 y) and was unreliable for the 0.5 mm phantom. Algorithm 2.* A linear relationship was found between known diameters and corresponding diameters determined from computer recognition of the maximum slope on either side of the vessel image (r > .99) for each radiographic condition. However, the location of the maximum slope within the edge gradient was markedly affected by the number of pixels included within the moving window across the transverse densitometric vessel scan. Both the slope and the intercept of the linear regression equation relating measured and known diameters were affected by the size of sion equation on the concentration of contrast medium was found (r = .98), an observation similar to that for algorithm 1 (figure 4). As the concentration of meglumine diatrizoate was changed from 100% to 25%, the maximum slope diameter decreased a mean 300 ,u for phantoms greater than 1.0 mm in diameter. A common linear regression equation for algorithm 2 was calculated as for algorithm 1 and its accuracy in predicting anatomic diameter calculated for all radiographic conditions except for 25% contrast medium concentration and rapid motion (figure 5). The mean absolute difference between computer-derived and known diameters was + 59 ,.
The effect of an inhomogeneous background on the accuracy of the diameter measurements, which was decreased + 108 ,, was similar to that for the inflection point diameter measurements.
Programs for automated edge tracking of a vessel image with any one of the three edge-detection algorithms were developed (figure 6). The center line of the vessel was determined, in an automated fashion, to be the midpoint between vessel edges. A fourth-order polynomial was fit to points along the center line, and the distance between the vessel edges, perpendicular to each point along the center line, was then displayed graphically (figure 6, C).
Discussion
Cineangiography provides potentially precise information regarding the in vivo luminal dimensions of coronary arteries in man. As a result, angiographic studies have been advocated as a means to evaluate the effects of short-and long-term interventions on the caliber of the atherosclerotic coronary artery lumen. '6 A frequent lack of reproducibility of subjective estimates of percent stenosis has been noted in a number of studies,' however, and has provided an impetus for the development of objective methods for quantitating luminal dimensions. 83 The reliability of these objective methods depends not only on the reproducibility, but also on the accuracy of vessel diameter measurements. The latter has been difficult to study, however, because of the complexity of the radiographic imaging process. The accuracy of diameter measurements from cineangiograms depends on localization of the vessel edge within the edge gradient of the radiographic image. All potential causes of unsharpness in the radiographic vessel image may affect the geometry of the edge gradient'4 17-4 and hence may affect the localization of the vessel edge within the gradient. Knowledge of the modulation transfer function (MTF) associated with each such cause25 could theoretically be useful in precisely relating the spatial coordinates of the vessel image to corresponding points within the object plane, and image reconstruction techniques might be applied to recover a sharp image of the vessel edge.26 However, measurement of the MTF of each of the multiple causes of unsharpness would first be necessary. Measurement of the MTF of the focal spot alone is a major task; not only is the size of the spot potentially important, but its shape and intensity distribution may also affect a vessel image.17 Moreover, "blooming" of the focal spot may occur when current is increased. Measurement of the MTF of an image intensifier is likewise difficult and MTF differs when measured in the radial and tangential directions.27 Although the MTF of the cineradiographic film used can be measured, variation in the measurement might result from variation in film processing and developing. In addition, Compton scattering and off-focus radiation as well as kilovoltage, vessel size, and contrast medium concentration may affect radiographic contrast, and, therefore, may potentially affect the size and shape of the edge gradient.
Because of the complexity of the radiographic imaging process, we used empirical methods to locate the vessel edge within the edge gradient. In our automated image analysis system for tracking vessel edges from radiographs, different algorithms were used to locate three spatially disparate points within the edge gradient. The hypothesis that each of the corresponding computer-derived diameters could be used to calculate anatomic diameters was tested by analysis of films of cylindrical phantoms of known dimensions over a wide range of clinically relevant cineradiographic conditions.
Linear regression equations relating computer-derived to known diameters were unchanged for modification in kilovolt peak, magnification, thickness of scattering medium, position and orientation within the radiographic field, or focal spot size. A close linear relationship between vessel size and computer-derived diameter was found for all conditions, although a small deviation from linearity for diameters of less than 1 mm for the base and inflection point diameters was noted; second-degree polynomials were, therefore, developed for these computer-derived diameters.
Concentration of contrast medium had a small but significant (p < .01) effect on all computer-derived diameters. For each of these diameters a linear relationship was found between concentration of contrast Vol. 68, No. 2, August 1983 medium and measured diameter and this was used to develop a linear correction factor to apply to the regression equations for deviations from 100% concentration of contrast medium. Cinedensitometric methods are being developed by US12' 28 to determine concentration of contrast medium within vessels so that an appropriate linear correction factor may be applied.
Motion blurring resulted in a significant increase in base point diameter only for the maximal velocity of 50 cm/sec. Inflection point and maximum slope diameters were unaffected by motion. Since human coronary arteries may occasionally achieve a velocity of 27 cm/sec for a short period during the cardiac cycle,29 motion blurring would not significantly affect computer measurements of diameter.
The accuracy of our computer-derived diameter measurements was determined as the mean absolute difference between measured and known values. Despite the potential influence of many radiographic variables on computerized diameter measurements, the overall accuracy of the base point-, inflection point-, and maximum slope-derived diameter measurements was found to be + 73, + 74, and + 59 ,u, respectively, over a wide range of clinically relevant radiographic conditions, when the radiographic background was homogeneous.
As anticipated, the inhomogeneity of chest tissues resulted in a slight reduction in the accuracy of the maximum slope-and inflection point-derived diameter measurements (to ± 108 and + 103 ,u, respectively), and most greatly affected the accuracy of the base point-derived diameter measurements (± 137 ,u).
It is anticipated that the accuracy of computer measurements of vessel diameter from coronary cineangiograms in the clinical setting will be less than that from the present phantom studies. Instead of a carefully positioned 1 cm rectilinear grid, as in our study, a catheter image is often relied on to obtain a radiographic magnification factor. Diameter measurements of the catheter image are less precise than measurement of a 1 cm grid spacing, and out-of-plane magnification differences between the catheter tip and vessel should be corrected by use of two orthogonal radiographic views when available. A further reduction in accuracy may be expected to arise from inhomogeneous mixing of blood and contrast medium, particularly when coronary flow rates are elevated, such as is commonly noted in patients with aortic valve disease. 
