We have introduced a vector Markov chain of the vertex number with degree k in network evolving process as a framework of theoretical analysis and proved the stability of the BA-1 model and the LCD-1 model. In this paper, we use the vertex-number-evolving Markov chain to prove rigorously the existence of the steady-state degree distribution P(k) for a special case of the initial attraction model allowing multiple edges. The application of our approach to the LCD-m model, the result shows that it is more simpler than Bollobás' method.
Introduction
Barabási and Albert [1] observed that for many real networks, the fraction P(k) of vertices with degree k is proportional over a large range to a "scale-free" power-law tail: k −γ , where γ is a constant independent of the size of the network. To explain this phenomenon, they proposed the following network-generating mechanism, known as the BA model: "· · · starting with a small number (m 0 ) of vertices, at every time step we add a new vertex with m (≤ m 0 ) edges that link the new vertex to m different vertices already present in the system. To incorporate preferential attachment, we assume that the probability Π that a new vertex will be connected to a vertex depends on the connectivity k i of that vertex, so that Π(k i ) = k i / j k j . After t steps the model leads to a random network with t + m 0 vertices and mt edges."
This discovery of the scale-free topology in complex networks has been followed by intensive research in constructing models to predict and analyze network topological structures in growing
Existing methods
Since the BA model was proposed, there have been three methods to derive its degree distribution in literature. These methods either approximated or assumed the existence of P(k), hence they are only heuristics. Bollobás et al. [4] first proved the existence of P(k) for the LCD model. Recently, Hou et al. [8] proved the existence of P(k) for the HK model with p = 1. Here, we first briefly describe these methods before presenting our new method.
Barabási et al. [9] considered the dynamic equation of the degree k i (t) of vertex i chosen randomly at time t to analyze the BA model. Using a mean-field like approximation argument, i.e., assuming that the probability of an existing vertex i received an new edge is mΠ(k i ) and vertex i is uniformly distributed in t vertices, they obtained the solution
Here, γ = 3 is very closely to the simulation result γ 2.9 ± 0.1. Krapivsky et al. [2] replaced the degree k i (t) of vertex i at time t by the vertex number N k (t) with degree k in the whole network at time t, thereby established its rate equation. Assuming that the steady-state degree distribution P(k) exists and N k (t)/t converges to P(k) in probability, they gave the exact solution of P(k) for the BA model with m = 1 as follows:
.
Dorogovtsev et al. [3] regarded the degree k i (t) at time t of the vertex added at time step i as a random variable, and investigated its distribution P(k, i, t) = P{k i (t) = k}, thereby established a set of master equations. Ignoring the vertices in the initial network, let P(k, t) =
Assuming that the steady-state degree distribution P(k) exists and lim t→∞ t[P(k, t + 1) − P(k, t)] = 0, they gave the exact solution of P(k) for the BA model allowing multiple edges as follows:
However, Bollobás and Riordan [10] made a general comment on the BA model and the above related works. They point out: "from a mathematical point of view, the description above does not make sense. The first problem is getting started. The second problem is with the preferential attachment rule itself, and arises only for m ≥ 2. In order to prove results about the BA model, one must first decide on the details of the model itself."
To make the BA model more operable, Bollobás et al. [4] recommended a Linearized Chord Diagram (LCD-m) model. The LCD-m model allows multiple edges and loops, so it is not identical to the BA model even when m = 1.
The LCD-1 model starts with the graph G 1 with one vertex and one loop. Given G t , the graph G t+1 is obtained form G t by adding the vertex t together with a single edge directed from t to i, where i is chosen randomly with preferential probability
where k s is the degree of the vertex s at time t.
For the LCD-m model with m > 1, we define the process {G Let N k (t) be the number of vertices with (total) degree k = m+q (where q is in-degree) at time t for the model, based on the martingale theory, they rigorously proved that N k (t)/t converges to P(k) in probability.
In order to incorporate high clustering, Holme and Kim [5] proposed a tunable clustering BA model. Consider the case of p = 1 in the model and called HK-p = 1 model: the first edge connects to an existing vertex in the same way as the BA model; the remaining m − 1 edges are randomly chosen from inside the neighborhood of the chosen vertex without allowing multiple edges. Thus the probability of an existing vertex i received an new edge is
Although it is now exact, but when m ≥ 2, the way how the edges are connected has changed. Recently, using the first-passage probability in the Markov chain theory, Hou et al. [8] rigorously proved the existence of the steady-state degree distribution for the HK-p = 1 model. The proof in [8] used a set of non-homogenous Markov chains based on the vertex degree k i (t), which was first proposed by Shi et al. [11] .
New approach
Xu and Shi [12] introduced a vector Markov chain of the vertex number with degree k in network evolving process, brief called the vertex-number-evolving Markov chain. Now we use the Markov chain rigorously to prove the existence of the steady-state degree distribution P(k) for a special case of the initial attraction model allowing multiple edges.
Consider the following D-w.m.e model. When t = 1, the initial network consists of two vertices and m multiple edges. Then at every time step, we add a new vertex with m edges connecting to the existing network. We assume that a vertex i will receive l edges from a new vertex according to the degree-preferential rule, i.e., the probability
The D-w.m.e model is a special case of the initial attraction model allowing multiple edges proposed by Dorogovtsev et al. [3] .
The D-w.m.e model shows that if the network G t at time step t is given, the probabilistic law of the network G t+1 at time step t + 1 can be completely determined by network-generating mechanism. Now, we define a vector Markov chain N(t) = {N m (t), · · · , N k (t), · · ·} where N k (t) is the vertex number with degree k in the network G t . Obviously, N k (t) ≡ 0 for all k > mt.
Using the mathematical expectation E[N(t)] of N(t) (component-wise), we may define the transient degree distribution of the network G t as P(t) = E[N(t)]/(t+1)
, · · ·} = P exists in component-wise, the degree sequence P is called the steady-state degree distribution of the network.
First, we consider the incremental process Y(t) = N(t + 1) − N(t). When a vertex in N k (t) received an edge at time step t, it implies that N k (t + 1) minus 1, but N k+1 (t + 1) will increase by 1. In addition, as a new vertex is added, N m (t + 1) will increase by 1. 
where
Proof. The reason why formula (4) holds is as follows. Once the network G t is given, the total degrees in the network are 2mt. When an edge is added to the network, the probability that the vertex with degree k received it is obviously p k = k 2mt = O(1/t) according to the degreepreferential rule. Thus, the probability of N k (t) increased by 1 is just α k = p k N k (t) < 1. In addition, when m > 1 edges are added to the network, by formula (3), the probability that a vertex received more than an edge is O(1/t). In the following arguments, we may ignore cases of a vertex connecting multiple edges provided that there is the term O(1/t) in the result. Now for the event {Y m (t) − 1 = −l|N(t)}, we only needs to consider the case when there are l edges connecting to l different vertices with degree m in new added m edges and other m − l edges all are not connecting to vertices with degree m. Hence,
Thus we obtain the second equality in (4) . Using symmetry, we may obtain the third equality in (4).
Next, based on formulas (4) 
Proof. Using the definition of conditional expectation, taking the expectation for the random variable {Y m (t) − 1 = −l|N(t)} and noting 
Again, by the property of conditional expectation, i.e
., E[E[Y m (t)−1|N(t)]] = E[Y m (t)−1]
, taking the expectation on both sides of the above expression we obtain the first equality in (5) . Similarly, for Y k (t) we have from formula (4)
The proof of the last equality in (7) is given in the Appendix. Again taking the expectation on both sides of the above expression we obtain the second equality in (5) . Thus the proof of Lemma 2 is completed.
Formula (5) can be rewritten as the following system of difference equations:
To rigorously prove the existence of the steady-state degree distribution of the D-w.m.e model, we need a limit theorem of difference equation.
Lemma 3 (limit theorem). For the following difference equation
Proof. The following known result is needed in the proof.
Stolz-Cesáro Theorem [13] . Let {y n } be a monotone increasing sequence with y n → ∞, we have lim We can now proceed with the proof. Let λ n = 1 1+bn , x n = an cn and y n = λ n (a n+1 −a n )+(1−λ n ) an cn . By the conditions of the Theorem, we have
where λ = lim n→∞ λ n = lim n→∞
. Noting that c n+1 − c n = 1 and 1 + b(n) > 0 for sufficiently large n, without loss of generality, we assume that c n > 1 and λ(n) > 0. It is clear from the formula (11) that both y n and x n+1 are either larger or smaller than x n simultaneously, and furthermore, x n+1 is between y n and x n if λ n c n+1 > 1.
Obviously, for a given > 0, there is a positive integer N such that when n ≥ N we have λc n+1 > 1, and from the formula (11) λl − ε < y n < λl + ε.
Next, we prove that there is a positive integer N 0 such that when N 0 > N we have λl − ε < x N0 < λl + ε. We consider two cases.
Case 1: x N > λl + ε. In this case, either x N ≥ x N+1 ≥ · · · ≥ λl + ε or there is a N 0 > N such that λl − ε < y N0−1 < x N0 < λl + ε < x N0−1 . However, the former is not possible. On the one hand, when x N ≥ x N+1 ≥ · · · ≥ λl + ε holds, the limit lim n→∞ x n = x exists and x > λl. On the other hand, because a n+1 − a n = yn λn +
(1−λn) λn an cn , we have lim n→∞ (a n+1 − a n ) = l +
(1−λ) λ x < λl. Based on this result and using Stolz-Cesáro Theorem, it implies that x = lim n→∞ x n = lim n→∞ an cn = lim n→∞ an+1−an cn+1−cn = lim n→∞ (a n+1 − a n ) < λl. The two conclusions are contradictory. This shows that there is a positive integer N 0 such that λl − ε < x N0 < λl + ε.
Case 2: x N < λl − ε. In this case, either
However, the former is not possible. On the one hand, when x N ≤ x N+1 ≤ · · · ≤ λl − ε holds, the limit lim n→∞ x n = x exists and x < λl. On the other hand, because a n+1 − a n =
Based on this result and using Stolz-Cesáro Theorem, we should have x = lim n→∞ x n = lim n→∞ an cn = lim n→∞ an+1−an cn+1−cn = lim n→∞ (a n+1 − a n ) > λl. The two conclusions are contradictory. This shows that there is a positive integer N 0 such that λl − ε < x N0 < λl + ε.
Because λl − ε < x N0 < λl + ε and x N0+1 is in the interval of y N0 and x N0 , we should have λl − ε < x N0+1 < λl + ε. Thus, for all n ≥ N 0 , we have λl − ε < x n < λl + ε.
This shows that lim n→∞ x n = λl. Finally, taking the limit on both sides of y n = λ n (a n+1 − a n ) + (1 − λ n ) an cn , and using lim n→∞ y n = lim n→∞ x n = λl, we get lim t→∞ (a t+1 − a t ) = l 1+b . Again by Stolz-Cesáro Theorem, we have lim t→∞ at t = lim t→∞ (a t+1 − a t ). The proof of Theorem is completed. Now we can prove the main result of this paper.
Theorem 1. For the D-w.m.e model, the limit of the transient degree distribution P(k, t) exists and is given by
Proof. In the formula (8), for fixed j,
exists. Obviously, if the limit of P( j, t) exists, it also may imply that the limit of P( j + 1, t) exists. By mathematical induction, the limit of the transient degree distribution P(k, t) exists and the steady-state degree distribution {P(k)} satisfy the following recursive relation.
Finally, through recursive computations of P(k) until k = m + 1, i.e.,
we obtain formula (12) . The proof of Theorem 1 is completed.
Application and conclusions
For comparison, we again apply the new approach to the LCD-m model. For the LCD-m model, when t = 1, the initial network consists of one vertex and m loop edges. Then at every time step, we add a new vertex with m edges connecting to the existing network. At time t, the total degrees of the network are still 2mt, but the possible maximal degree of a vertex is mt + m. Hence, the vector Markov chain of the network is
where N k (t) ≡ 0 for all k > mt + m. In addition, for large enough t, at time step t + 1, the probability of the l-th edge connecting k−degree vertex is
, but the probability of the l-th edge connecting the new vertex itself is
Thus, when m ≥ 2, the probability that a vertex received more than an edge is also O(1/t). In the following arguments, we may also ignore the cases when a vertex connecting multiple edges and loops provided that there is the term O(1/t) in the result. 
Using the limit result of difference equation to formula (14) recursively, we obtain the same conclusion as given in [4] . Obviously, our approach for proving stability of the LCD-m model is simpler than the method in [4] .
We may point out that our approach does not need to assume that the vertex number N k (t) with degree k is continuous and to derive the differential equation of N k (t) by heuristic arguments. More importantly, it does not need to assume the existence of P(k). The approach not only has clear physical meaning but also is simpler mathematically. This framework provides a rigorous theoretical basis for the rate equation approach which has been widely applied to many problems in complex networks, e.g., epidemic spreading and dynamic synchronization. We believe the vertex-number-evolving Markov chain will have important applications in the science network.
Appendix: The proof of the last equality in (7)
Let α k−1 = a and α k = b, using binomial expansion, the last equality in (7) 
