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Abstract
We propose a novel approach to language identiﬁca-
tion in document images containing handwriting and ma-
chine printed text using image descriptors constructed from
a codebook of shape features. We encode local text struc-
tures using scale and rotation invariant codewords, each
representing a characteristic shape feature that is generic
enough to appear repeatably. We learn a concise, struc-
turally indexed shape codebook from training data by clus-
tering similar features and partitioning the feature space by
graph cuts. Our approach is segmentation free and easily
extensible. We quantitatively evaluate our approach using
a large real-world document image collection, which con-
sists of more than 1,500 documents in 8 languages (Arabic,
Chinese, English, Hindi, Japanese, Korean, Russian, and
Thai) and contains a complex mixture of handwritten and
machine printed content. Experimental results demonstrate
the robustness and ﬂexibility of our approach, and show ex-
ceptional language identiﬁcation performance that exceeds
the state of art.
1. Introduction
Language identiﬁcation is a fundamental problem in
document image analysis and search. In systems that
automatically process diverse multilingual document im-
ages, such as Google Book Search [19] and global expense
processing applications [22], the performance of language
identiﬁcation is crucial for the success of a broad range of
tasks, including determining the correct optical character
recognition (OCR) engine for text extraction and document
indexing, translation, and search.
Progress on the language identiﬁcation problem has fo-
cused almost exclusively on the homogeneous content of
machine printed text. Document collections, however, often
contain a diverse and complex mixture of machine printed
and unconstrained handwritten content, and vary tremen-
dously in font and style [5]. Language identiﬁcation on
document images containing handwriting is still an open
research problem [14] and to our best knowledge, no rea-
sonable solutions have been presented in the literature.
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Figure 1. Examples of (a) C-shape, (b) Z-shape and (c) Y-shape
TAS shape features that capture local structures. TAS descriptors
are translation, scale and rotation invariant.
To address this problem, we propose a new computa-
tional framework using image descriptor built from a code-
bookofgenericlow-levelshapefeaturesthataretranslation,
scale, and rotation invariant. We use triple adjacent contour
segments (TAS) [21] as a local shape feature. Each TAS,
consisting of a chain of three roughly straight, connected
contour fragments (see Fig. 1), represents a low-level fea-
ture type that can be detected robustly without text line de-
tection or word segmentation. To efﬁciently compare the
similarity between these shape primitives, we ﬁt each con-
tour segment locally with straight line segments. A TAS
feature P is compactly represented by an ordered set of ori-
entations and lengths of si for i ∈ {1,2,3}, where si de-
notes line segment i in P.
To learn a concise structural index among large number
of feature types extracted from diverse content, we dynam-
ically partition the feature space by clustering similar fea-
ture types sampled from training data. We formulate feature
partitioning as a graph cut problem with the objective of ob-
taining a globally balanced partition using distance metrics
betweenfeatures. Eachclusterintheshapecodebookisrep-
resented by an exemplary codeword, making association of
the feature type efﬁcient. We obtain competitive language
identiﬁcation performance on real document collections us-
ing a multi-class SVM classiﬁcation scheme.
The structure of this paper is as follows. Section 2 re-
views related work and in Section 3, we describe a new al-
gorithm for learning the codebook from diverse shape fea-
tures and present a general framework for language identiﬁ-
cation using the shape codebook. We discuss experimental
results in Section 4 and conclude in Section 5.
12. Related Work
Prior literature on script and language identiﬁcation has
largely focused on the domain of machine printed document
images. These works can be broadly classiﬁed into three
categories – statistical analysis of text lines [16, 4, 8, 17,
10], texture analysis [18, 1], and template matching [6]. In
this section, we brieﬂy review these techniques and discuss
their limitations on documents with unconstrained content.
Statistical analysis using a combination of discriminat-
ing features extracted from text lines is an effective ap-
proach on homogenous collections of printed documents.
Text line features proposed in the literature include the dis-
tributions of upward concavities [16, 8], horizontal projec-
tion proﬁle [4, 17], and vertical cuts of connected compo-
nents [10]. These approaches, however, do have a few lim-
itations. First, they are based on an assumption of unifor-
mity among printed text lines, and require precise baseline
alignment or word segmentation. Handwritten text lines are
curvilinear, and in general, there are no well-deﬁned base-
lines, even by linear or piecewise-linear approximation [9].
Second, it is difﬁcult to extend these methods to a new
language, because they are based on a collection of hand-
picked and trainable features and a variety of decision rules.
In fact, most of these approaches require script discrimina-
tion between selected subset of languages, and employ dif-
ferent feature sets for script and language identiﬁcation.
Another intuitive approach is to consider blocks of
printed text as distinct texture. Script identiﬁcation us-
ing rotation invariant multi-channel Gabor ﬁlters [18] and
wavelet log co-occurrence features [1] have been demon-
strated using small blocks of printed text with similar char-
acteristics. However, no results were reported in the pres-
enceoftypicalintra-classvariationsonfull-pagedocuments
that involve diverse layouts and font styles. Script identiﬁ-
cation for printed words was explored in [11, 7] using tex-
ture features between a small number of scripts.
Thecurrentstate-of-artscriptandlanguageidentiﬁcation
system was developed by Hochberg et al. [6] at Los Alamos
National Laboratory. They are able to process 13 machine
printed scripts without explicit assumptions of distinguish-
ing characteristics for a selected subset of languages. The
system determines the script on a document page by proba-
bilistic voting on matched templates. Each template pattern
is of ﬁxed size and is rescaled from a cluster of connected
components. Template matching delivers impressive per-
formance when the content is constrained (i.e. printed text
in similar fonts). However, rigid templates are not ﬂexible
enough to allow partial match between features and it is dif-
ﬁcult to generalize across large variations in fonts or hand-
writing styles [5]. The system also has to learn the discrim-
inability of each template through labor-intensive training.
This requires tremendous amount of supervision and further
limits applicability.
3. Constructing A Shape Codebook
Categorization of diverse text content needs to account
for the large intra-class variability typical in real document
collections, including unconstrained document layouts, for-
matting, and handwriting styles. Low-level shape features
serve better for this purpose because they can be detected
robustly, without requiring detection or segmentation of
high-level document entities, such as text lines or words.
Our approach is based on the view that the intricate dif-
ferences between languages can be effectively captured us-
ing generic and structurally indexed low-level shape primi-
tives. As shown in Fig. 2, visual differences between hand-
writing samples across languages are well captured by dif-
ferent conﬁgurations of neighboring line segments, which
provide natural description of local text structures.
3.1. Feature Detection and Encoding
Feature detection in our approach is very efﬁcient since
we perform most computation locally. First, we compute
edges using the Canny edge detector [2], which consis-
tently demonstrates good performance on text content and
gives unique response and precise localization. Second, we
group neighboring contour segments by connected compo-
nentsandﬁtthemlocallyintostraightlinesegments. Within
each connected component, every triplet of adjacent line
segments that starts from the current segment is detected
as a TAS feature. This detection scheme is tractable as it re-
quires only linear time and space in the number of contour
points, and is highly parallelizable.
We encode line segments within a TAS feature in a trans-
lation, scale, and rotation invariant fashion by computing
orientations and lengths with reference to the ﬁrst detected
line segment. Fig. 2 shows detected adjacent line segments
visualized in different colors after local line ﬁtting.
3.2. Computing Feature Dissimilarity
The dissimilarity between two TAS features is quanti-
ﬁed by their mutual distance. Let li and θi be the length
and orientation of a line segment si for i ∈ {1,2,3} in a
TAS feature P. We use the following symmetric measure
D(Pa,Pb) of dissimilarity between two TAS features Pa
and Pb
D(Pa,Pb) = wθ
3 X
i=1
Dθ(θa
i ,θb
i) +
3 X
i=1
|log(la
i /lb
i|), (1)
where Dθ ∈ [0,1] is the difference between segment ori-
entations normalized by π/2. Thus the ﬁrst term accounts
for the difference in orientations and the second term mea-
sures the difference in lengths. In our experiments, we use a
weighting factor wθ = 2 to emphasize the difference in ori-
entations because the lengths of the segments may be less
accurate due to line ﬁtting.
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Figure 2. Shape differences in text are captured locally by a large variety of neighboring line segments. (a)-(d) Examples of handwriting
from four different languages. (e)-(h) Detected line segments after local ﬁtting, each shown in different color.
3.3. Learning the Shape Codebook
We extract a large number of TAS features by sampling
from training images and construct an indexed shape code-
book by clustering and partitioning the feature types. A
codebook provides a structural organization for associating
large varieties of low-level features, and is efﬁcient because
it enables comparison to much fewer feature types.
Prior to clustering, we compute the distance between
each pair of training TASs and construct a complete
weighted graph G = (V,E), in which each node on the
graph represents a TAS feature. The weight w(Pa,Pb) on
an edge connecting two nodes Pa and Pb is deﬁned as a
function of their distance
w(Pa,Pb) = exp(−
D(Pa,Pb)2
σ2
D
), (2)
where we set parameter σD to 20 percent of the maximum
distance among all pairs of nodes.
We formulate feature clustering as a spectral graph parti-
tioning problem, in which we seek to partition the set of ver-
tices V into balanced disjoint sets {V1,V2,...,VK}, such
that by the measure deﬁned in (1), the similarity between
the vertices across different sets is low and that within the
same set is high.
More concretely, let the N × N symmetric weight ma-
trixforalltheverticesbeW, whereN = |V |. Wedeﬁnethe
degree matrix D as an N × N diagonal matrix, whose i-th
element d(i) along the diagonal satisﬁes d(i) =
P
j w(i,j).
We use an N × K matrix X to represent a graph partition,
i.e. X = [X1,X2,...,XK], where each element of matrix
X is either 0 or 1. We can show that the feature clustering
formulation that seeks a globally balanced graph partition is
equivalent to the normalized cuts criterion [15], and can be
written as
maximize (X) =
1
K
K X
l=1
XT
l WXl
XT
l DXl
, (3)
subject to X ∈ {0,1}N×K, and
X
j
X(i,j) = 1. (4)
Minimizing normalized cuts exactly is NP-complete. We
use a fast algorithm [20] for ﬁnding its discrete near-global
optima, which is robust to random initialization and con-
verges faster than other clustering methods.
3.4. Organizing Features in the Codebook
For each cluster, we select the TAS instance closest to
the center of the cluster as the exemplary codeword. This
ensures that an exemplary TAS codeword has the smallest
sum of squares of distances to all the other TASs within the
cluster. In addition, each exemplary codeword is associated
with a cluster radius, which is deﬁned as the maximum dis-
tance from the cluster center to all the other TASs within
the cluster. The constructed codebook C is composed of all
exemplary TAS codewords.
Fig. 3 shows the 25 most frequent exemplary TAS code-
words for four languages – Arabic, Chinese, English, and
Hindi, which are learned from 10 documents of each lan-
guage. Distinguishing shape features between languages,
including cursive style in Arabic, 45 and 90-degree transi-
tions in Chinese, and various typical conﬁgurations due to
long horizontal lines in Hindi, are learned automatically.
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Figure 3. The25most frequent TAS exemplarycodewordsfor (a) Arabic, (b) Chinese, (c) English, and (d) Hindi document images. Distinct
shape features between languages are learned automatically. (e)-(h) Codeword instances in the same cluster as the ﬁrst 5 exemplary
codewords for each language (left most column), ordered by ascending distances to the center of their associated clusters. Scaled and
rotated versions of TAS feature types are clustered together.
Each row in Fig. 3(e)-(h) shows examples of codeword
instances in the same cluster, ordered by ascending dis-
tances to the center of their associated clusters (left most
column). Through clustering, translated, scaled and rotated
versions of TAS feature types are grouped together. In ad-
dition, these partitions of similar shapes provide a natural
structure for indexing large varieties of orderless features, a
challenging theoretical aspect often encountered when us-
ing local features.
Since each TAS codeword represents a generic conﬁgu-
ration of local shape structure, intuitively a majority of TAS
codeword instances should also appear in document images
across languages. This enables effective discrimination be-
tween languages that share a subset of letters or characters,
because the frequency of feature type occurrence deviates
signiﬁcantly for each language. In our experiments, we ﬁnd
that 86.3% of TAS codeword instances appear in document
images across all 8 languages.
3.5. Constructing the Image Descriptor
We construct a descriptor for each image that provides
page-level statistics of the frequency at which each TAS
shape feature occurs. For each detected TAS feature Pk
from the test image, we ﬁnd its nearest neighbor entry Ck
in the codebook. We increment the descriptor entry corre-
sponding to Ck only if
D(Pk,Ck) < rk, (5)
where rk is the cluster radius associated with the codebook
entry Ck. This quantization step ensures that unseen fea-
tures that deviate signiﬁcantly from training features are not
used for image description. In our experiments, we set the
dimension of the image descriptor to 90. In addition, only
less than 2% of the TAS features are not found in the shape
codebook learned from the training data.
4. Experiments
We use 1,512 document images of 8 languages (Ara-
bic, Chinese, English, Hindi, Japanese, Korean, Russian,
and Thai) from the University of Maryland multilingual
database [9] and IAM handwriting DB3.0 database [12] for
evaluation on language identiﬁcation (see Fig. 6). Both
databases are well-known, large, real-world collections,
which contain the source identity of each image in the
ground truth. This enables us to construct a diverse data set
that closely mirrors the true complexities of heterogenous
document image repositories in practice. In addition, using
large public databases gives a more realistic evaluation than
commonly published evaluations using self collected data
sets that capture less variations.
We compare our proposed approach with Hochberg’s ap-
proach [6] based on template matching. In our experiment,
we also include a widely used rotation invariant approach
for texture analysis–local binary patterns (LBP), proposed
by Ojala et al. [13]. LBP effectively captures spatial struc-
ture of local image texture in circular neighborhoods across
angular space and resolution, and has demonstrated excel-
lent results in a wide range of whole-image categoriza-
tion problems involving diverse data. For all the three ap-
proaches, we used a multi-class SVM classiﬁer [3] trained
on the same pool of randomly selected document images
from each language class.
The confusion tables for LBP, template matching, and
our approach are shown in Fig. 4. The performance of
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Figure 4. Confusion tables for language identiﬁcation using (a) LBP [13], (b) Template matching [6], (c) Our approach. Entries larger than
10% are shown quantitatively. (A: Arabic, C: Chinese, E: English, H: Hindi, J: Japanese, K: Korean, R: Russian, T: Thai, U: Unknown)
Table 1. Confusion table of our approach for the 8 languages.
A C E H J K R T
A 99.7 0.3 0 0 0 0 0 0
C 1.4 85.0 4.0 1.0 6.7 1.0 0.7 0.2
E 1.6 0 95.9 0.2 0 1.1 0.6 0.6
H 0.2 0.2 0 98.8 0.8 0 0 0
J 0 1.3 1.0 0.2 96.2 1.3 0 0
K 0 0.8 0.1 1.9 0.5 96.0 0.5 0.1
R 0.5 0 2.0 0 0 0 97.1 0.4
T 0 0.3 1.6 0.9 0.6 0.3 0 96.3
template matching varies signiﬁcantly across languages.
One signiﬁcant confusion of template matching is be-
tween Japanese and Chinese since a document in Japanese
may contain varying number of Kanji (Chinese characters).
Rigid templates are not ﬂexible for identifying discrimina-
tive partial features and the bias in voting decision towards
the dominant candidate causes less frequently matched tem-
plates to be ignored. Another source of error that low-
ers the performance of template matching (mean diagonal
= 68.1%) is undetermined cases (see the unknown column
in Fig. 4(b)), where probabilistic voting cannot decide be-
tween languages with roughly equal votes.
Texture-based LBP could not effectively recognize dif-
ferences between languages on a diverse data set because
distinctive layouts and unconstrained handwriting exhibit
irregularities that are difﬁcult to capture using texture, and
its mean diagonal is only 55.1%.
Our approach provides excellent results on all the 8 lan-
guages, with an exceptional mean diagonal of 95.6% (see
Table 1 for all entries in the confusion table of our ap-
proach). It does not show difﬁculty to generalize across
large variations such as font types or handwriting styles,
which have greatly impacted the performances of LBP and
template matching. Fig. 5 shows the recognition rates of
our approach as the size of training set varies. We ob-
serve very competitive language identiﬁcation performance
Figure 5. Recognition rates of our approach as the size of training
data varies. Our approach achieves excellent performance even us-
ing a small number of document images per language for training.
on this challenging database even when a small amount of
training data per language class is used. This demonstrates
the effectiveness of using a codebook of generic low-level
shape primitives when mid or high-level vision representa-
tions may not general or ﬂexible enough for the task.
Our results on language identiﬁcation are very encour-
aging from a practical point of view, as the training in our
approach requires considerably less supervision than tem-
plate matching. Ourproposed approachonly needsthe class
label of each training image, and does not require skew cor-
rection, scale normalization, or segmentation.
5. Conclusion
In this paper, we have proposed a general computa-
tional framework for language identiﬁcation that bypasses
the tasks of segmentation and script identiﬁcation by us-
ing image descriptors constructed from a codebook of lo-
cal shape features. In this framework, each codeword rep-
resents a characteristic structure that is generic enough to
be detected repeatably, and the entire shape codebook is
learned from training data with minimum supervision. The
use of low-level geometrically invariant shape descriptors
5Figure 6. Examples from the Maryland multilingual database [9] and IAM handwriting DB3.0 database [12]. Languages in the top row are
Arabic, Chinese, English, and Hindi, and those in the second row are Japanese, Korean, Russian, and Thai.
improves robustness against large variations typical in un-
constrained contents, and makes our approach ﬂexible to
extend. In addition, the codebook provides a principled ap-
proach to structurally indexing and associating a wide vari-
ety of shape features. Experiments on large complex real-
world document image collections show excellent language
identiﬁcation results that exceed the state of art.
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