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Abstract
We give a short proof of a theorem of J.-E. Pin (theorem 1.1 below),
which can be found in his thesis.
1 Introduction
A deterministic finite automaton (DFA) is a tuple (Q,Σ, q0, F ), where Q is a
finite set, each s ∈ Σ is a function from Q to itself, q0 ∈ Q, and F ⊆ Q.
The parameters q0 and F are irrelevant in this paper, so we will ignore them.
Following a common practice, we use postfix notation for each s ∈ Σ, so we
write qs = q′ instead of s(q) = q′. Furthermore, if R ⊆ Q, then we write Rs for⋃
q∈R qs.
We denote by Σ∗ the set of all words over Σ. We follow a usual formal
definition of the set of words as an inductive type, which comes down to the
following. A word w is either the empty word λ or sw′, where s is the starting
letter and w′ is the rest of w as another word. Now Rw and |w| can be defined
by induction on the structure of w as follows.
Rλ = R |λ| = 0
R(sw′) = (Rs)w′ |sw′| = 1 + |w′|
We call |w| the length of w, and denote by Σi the set of all words of length i
over Σ. Let T be a subset of Σ. We say that Q can be compressed to a set of
size (at most) m over T (in (at most) t steps) if there exists a word w ∈ T ∗
(of length (at most) t) such that Qw has size (at most) m. We say that a DFA
(Q,Σ, . . .) is synchronizable (in (at most) t steps) if Q can be compressed to a
set of size 1 over Σ (in (at most) t steps).
We denote by |R| the size of a subset R ⊆ Q. The following theorem can be
found in the thesis of J.-E. Pin.
Theorem 1.1 (J.-E. Pin). Let c ≤ 3. Suppose that (Q,Σ, . . .) is a DFA, and
there exist w ∈ Σ∗, such that |Qw| ≤ |Q| − c. Then we can choose w such that
|w| ≤ c2.
If we omit the condition that c ≤ 3 in theorem 1.1, then we obtain Pin’s
corank conjecture. Pin’s corank conjecture does not hold for c = 4, see [6] for
|Q| = 6 and [7] for |Q| ≥ 6.
Corollary 1.2 (J.-E. Pin). Suppose that (Q,Σ, . . .) is a DFA, and there exist
w ∈ Σ∗, such that |Qw| = 1. If n = |Q| ≤ 4, then we can choose w such that
|w| ≤ (n− 1)2.
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Proof (J.-E. Pin). Take c = n− 1 in theorem 1.1.
If we omit the condition that |Q| ≤ 4 in corollary 1.2, then we obtain Cˇerny´’s
conjecture, see [4] and [10]. Cˇerny´’s conjecture plays a central role in the the-
ory of synchronizable DFAs. Cˇerny´’s conjecture has been proved by way of
exhaustive search for n = 5 [7], n = 6 [1], and n = 7 [2].
We give a short proof of theorem 1.1 in the next section. We need any of
the following two results to complete that proof.
Theorem 1.3 (J.-E. Pin). Suppose that (Q,Σ, . . .) is a DFA and there exist
w ∈ Σ∗, such that |Qw| ≤ |Q|−c. Take any w ∈ Σ∗ such that |Qw| ≤ |Q|−c+1.
Then there exist m ∈ Σ∗ such that |Qwmw| ≤ |Q| − c and |m| ≤ c.
Theorem 1.3 is slightly more explicit than Proposition 5 in [8].
Theorem 1.4 (P. Frankl and J.-E. Pin). Suppose that (Q,Σ, . . .) is a DFA
and there exist w ∈ Σ∗, such that |Qw| ≤ |Q| − c. Take R ⊆ Q such that
|R| ≤ |Q| − c + 1. Then there exist w ∈ Σ∗ such that |Rw| ≤ |Q| − c and
|w| ≤ c(c+ 1)/2.
Theorem 1.4 follows from a conjecture and Proposition 3.1 in [9]. The con-
jecture is that p(s, t) =
(
s+t
t
)
, where p(s, t) is defined by a property in [9], and
it has been proved by P. Frankl in [5].
Corollary 1.5 (J.-E. Pin). Suppose that (Q,Σ, . . .) is a DFA, and there exist
w ∈ Σ∗, such that |Qw| = 1. If n = |Q| ≥ 4, then we can choose w such that
|w| ≤ (n3 − n)/6− 1.
Proof (J.-E. Pin). From theorem 1.1, it follows that there exist w ∈ Σ∗ such
that |Qu| ≤ n− 3 and |u| ≤ 9. By applying theorem 1.4 for c = 4, 5, . . . , n− 1,
in that order, we infer that there exist v ∈ Σ∗, such that |(Qu)v| = 1 and
|v| =
n−1∑
c=4
c(c+ 1)/2 = (n3 − n)/6− 10
Hence |Quv| = 1 and |uv| = (n3 − n)/6− 1.
Various authors attribute a weaker version of corollary 1.5 to J.-E. Pin,
namely with |w| ≤ (n3−n)/6−1 replaced by |w| ≤ (n3−n)/6. But this weaker
result has never been claimed by J.-E. Pin.
In the last section, we will characterize the situations where the word w of
theorem 1.1 cannot be obtained by trying all words of greedy type.
2 Proof of theorem 1.1
If c = 0, then we take for w the empty word λ. If c = 1, then there exist s ∈ Σ,
such that Qs 6= Q, and we take w = s.
Lemma 2.1. Let Q = {1, 2, . . . , n}, and let (Q,Σ, . . .) be a DFA, which can
compress Q to a set of size at most n − 2, but requires more than 3 steps for
that. Then we have the following up to renumbering states:
2
(i) There exists a b ∈ Σ, such that Qb 6= Q and
Qb = Q \ {1} 1b = 2b
(ii) There exists an a ∈ Σ, such that
Qba = Q \ {2} Qa = Q 1a = 2
(iii) For every s ∈ Σ and every R ⊆ Q, we have
|Rs| 6= |R| ⇐⇒ 1s = 2s and {1, 2} ⊆ R ⇐⇒ |Rs| = |R| − 1
(iv) Let X = {1, 1a, 1a2, . . .}. There exists a d ∈ Σ and a q ∈ Q \ {1, 2}, such
that qb 6= 1 and
Qbad = Q \ {q} Qbadb = Q \ {1, qb}
and one of the following holds:
(1) |X | ≥ 3 and d = a;
(2) |X | = 2 and
Qd = Q 1d = 1 3d = 2
Proof. Let w ∈ Σ∗ be a minimal word which compresses Q to a subset of size
at most n− 2.
(i) Take b = w1. Then Qb 6= Q by minimality of w. Assume without loss of
generality that 1b = 2b. Since |Qb2| > n − 2 we either have 1 /∈ Qb or
2 /∈ Qb. Assume without loss of generality that 1 /∈ Qb. ThenQb = Q\{1},
because |Qb| > n− 2.
(ii) Take a = w2. Since |Qbab| > n − 2, it follows that {1, 2} /∈ Qba. Since
|Qba| = n− 1 and Qba 6= Qb = Q \ {1} by minimality of w, we infer that
Qba = Q \ {2}. Notice that
Qa = (Qb ∪ {1})a = (Q \ {2}) ∪ {1a} (2.1)
So if 1a 6= 2, then Qa = Q \ {2} = Qba, which contradicts the minimality
of w. Hence 1a = 2, and Qa = Q on account of (2.1).
(iii) Take s ∈ Σ. If Qs = Q, then 1s 6= 2s, |Rs| = |R| for all R ⊆ Q, and (iii)
follows. Hence suppose that Qs 6= Q. Then there a r, r′ ∈ Q, such that
r 6= r′ and rs = r′s. From
|(Q \ {1})s| = |Qbs| > n− 2
it follows that 1 ∈ {r, r′}. From
|(Q \ {2})s| = |Qbas| > n− 2
it follows that 2 ∈ {r, r′}. So {r, r′} = {1, 2}. Consequently, {1, 2} is the
only pair in Q which is compressed by s, which yields (iii).
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(iv) Suppose first that |X | ≥ 3. Then 2a /∈ {1, 2}. Take q = 2a. Then
Qbad = Qba2 = (Qba)a = (Q \ {2})a = Q \ {2a} = Q \ {q}
Since q /∈ {1, 2}, it follows from (iii) with s = b that |Qbadb| = n − 2.
Furthermore,
Qbadb = (Q \ {q})b ⊇ Qb \ {qb} = Q \ {1, qb}
so Qbadb = Q \ {1, qb} and qb 6= 1.
Suppose next that |X | ≤ 2. Then |X | = 2 because 1a = 2. Let d = w3.
Since w is minimal, we infer that
Qbad /∈ {Qb,Qba} =
{
Q \ {1}, Q \ {2}
}
Furthermore, |Qbad| > n− 2, so Qbad = Q \ {q} for some q ∈ Q \ {1, 2}.
Just as above, Qbadb = Q \ {1, qb} and qb 6= 1.
Suppose first that rd = 1 for some r ∈ Q \ {1, 2}. Then
Qbd = (Q \ {1})d ∋ 1
Since |Qbdb| > n − 2, we deduce that {1, 2} * Qbd, so 2 /∈ Qbd. As
|Qbd| > n−2, Qbd = Q\{2} follows. Consequently, we can replace a by d,
after which ra = 1 besides Qa = Q and 1a = 2. So we obtain {1, 2, r} ⊆ X
and |X | ≥ 3 by this replacement.
Suppose next that rd 6= 1 for all r ∈ Q \ {1, 2}. From
{1, 2} ⊆ Qbad = (Q \ {2})d
we infer that 1d = 1 and rd = 2 for some r ∈ Q \ {1, 2}. Assume without
loss of generality that r = 3. If 2d = 1, then
Qbd = (Q \ {1})d ⊇ {2, 3}d = {1, 2}
but this contradicts |Qbdb| > n− 2. So 2d 6= 1 = 1d, and Qd = Q follows
by taking s = d in (iii).
If c = 2, then it follows from lemma 2.1 (iv) that we can choose w such that
|w| ≤ 4. So the case c = 2 has been proved. J.-E. Pin proved the case c = 2
as a consequence of a lemma which is very similar: only the second claim of
lemma 2.1 (iv) (with the case selection) does not appear in Pin’s lemma, and
the proofs of the other claims are more or less the same. Pin’s lemma contains
some other claims instead of the second claim of lemma 2.1 (iv), also with the
condition that Q can be compressed to a set of size at most n − 2, but more
than 3 steps are needed for that.
The condition of lemma 2.2 below is the opposite of the above condition.
Hence the case c = 3 follows from lemmas 2.2 and 2.3 below.
Lemma 2.2 (J.-E. Pin). Let Q = {1, 2, . . . , n}, and let (Q,Σ, . . .) be a DFA,
which can compress Q to a set of size at most n − 2 in at most 3 steps. If Q
can be compressed to a subset of size at most n− 3, then this can be done in at
most 9 steps.
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Proof (J.-E. Pin). Let R be the set of size at most n− 2 which can be reached
from Q in at most 3 steps. Then we can use either theorem 1.3 or theorem 1.4,
to infer that there exist w ∈ Σ∗, such that |Rw| ≤ n− 3 and |w| ≤ 6. Hence Q
can be compressed to a subset of size at most n− 3 in at most 9 steps.
Theorem 1.4 was not known yet when J.-E. Pin proved theorem 1.1. J.-E.
Pin used theorem 1.3 to prove lemma 2.2.
Lemma 2.3. Suppose that (Q,Σ, . . .) is as in lemma 2.1. Then Q can be
compressed to a set of size n− 3 in at most 9 steps.
The proof of lemma 2.3 is given in the next section. We will distinguish
four cases of a and d, and give direct constructions in each of these cases,
which leads to a flat proof. J.-E. Pin proved lemma 2.3 by formulating several
lemmas instead, which led to a longer and more layered proof. Furthermore,
the restrictions on d in lemma 2.1 (iv) are missing in Pin’s proof, but there is a
distinction of four cases as well.
J.-E. Pin proved lemma 2.4 below as well (in his variant of lemma 2.1, see
above), with more or less the same proof. But we will not need lemma 2.4 in
our proof of theorem 1.1.
Lemma 2.4 (J.-E. Pin). Suppose that (Q,Σ, . . .) is as in lemma 2.1. Then
every s ∈ Σ satisfies one of the following two equations:
Qs = Q 1s ∈ {1, 2} (2.2)
Qs = Q \ {1} 1s = 2s (2.3)
Proof. Take s ∈ Σ. We distinguish two cases:
• rs = 1 for some r ∈ Q \ {1}.
Then we can follow the proof of lemma 2.1 (ii) with a replaced by s, to
conclude that Qs = Q and 1s = 2. So s is as in (2.2).
• rs 6= 1 for all r ∈ Q \ {1}.
If Qs = Q, then 1s = 1 and s is as in (2.2). If Qs 6= Q, then we infer from
lemma 2.1 (iii) that s is as in (2.3).
Lemma 2.4 has the following converse: if every s ∈ Σ is as in (2.2) or (2.3),
then Q cannot be compressed to a set of size at most n− 2 in less than 4 steps.
3 Proof of lemma 2.3
Suppose that a, b, d, and X are as in lemma 2.1. Then we can distinguish four
cases:
(i) |X | ≥ 4;
(ii) |X | = 2 and 2d 6= 3;
(iii) |X | = 2, 2d = 3 and 3a 6= 3;
(iv) |X | = 2, 2d = 3 and 3a = 3, or |X | = 3.
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We will treat each of these cases separately.
(i) |X | ≥ 4.
Since |X | ≥ 4, Qa = Q and 1a = 2, we may assume without loss of
generality that
1a = 2 4a = 1 3a = 4
Furthermore, there exists a unique r ∈ Q \ {1, 3, 4}, such that ra = 3,
where r = 2 if and only if |X | = 4.
We distinguish two cases:
• qb 6= 3.
Let R = Qba2b. Then R = Q \ {1, qb}, so |R| = n − 2, 1 /∈ R and
3 ∈ R. Hence either {r, 3} ⊆ R or {3, 4} ⊆ R. Since
{r, 3}a3 = {3, 4}a2 = {4, 1}a = {1, 2}
and 1b = 2b, we infer that R can be compressed to a set of size n− 3
in at most 4 steps. Hence Q can be compressed to a set of size n− 3
in at most 8 steps.
• qb = 3.
Let R = Qba3b. Then
Qba3 = (Q \ {2})a2 ⊇ {3, 4}a2 = {4, 1}a = {1, 2}
so |R| = n− 2. Furthermore,
Qba3 = (Q \ {2})a2 6= (Q \ {2})a = Qba2
So Qba3 6= Q \ q. Hence q ∈ Qba3 abd 3 = qb ∈ R. Since R ⊆ Qb =
Q \ {1}, we deduce that either {r, 3} ⊆ R or {3, 4} ⊆ R. Just as
above, R can be compressed to a set of size n− 3 in at most 4 steps.
Hence Q can be compressed to a set of size n− 3 in at most 9 steps.
(ii) |X | = 2 and 2d 6= 3.
Let R = Qbadb. Then R = Q \ {1, qb}. If qb 6= 2, then 2 ∈ R and 1 ∈ Ra.
If qb = 2, then 3 ∈ R and 1 ∈ Rda. Hence we can take R′ ∈ Ra,Rda, such
that 1 ∈ R′.
Since {1, 2, 3}d = {1, 2d, 2} 6∋ 3, and Qd = Q, there exists a unique r ∈
Q \ {1, 2, 3} such that rd = 3. From |R′| = n− 2, it follows that one of the
pairs {1, r}, {1, 3}, {1, 2} is contained in R′. Since
{1, r}d2 = {1, 3}d = {1, 2}
and 1b = 2b, we deduce that R′ can be compressed to a set of size n − 3
in at most 3 steps. Hence R can be compressed to a subset of size n − 3
in at most 5 steps, and Q can be compressed to a subset of size n − 3 in
at most 9 steps.
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(iii) |X | = 2, 2d = 3 and 3a 6= 3.
We may assume without loss of generality that
4a = 3
Since {1, 2, 3}d = {1, 3, 2}, there exists a unique r ∈ Q \ {1, 2, 3} such that
rd = 4. From
Q \ {q} = Qbad = (Q \ {2})d = Q \ {3}
we infer that q = 3.
We distinguish two cases:
• 3b 6= 4.
Let R = Qbadb. Then R = Q \ {1, 3b}, so |R| = n − 2, 1 /∈ R and
4 ∈ R. If 3b = 2, then {3, r} ⊆ R. If 3b 6= 2, then {2, 4} ⊆ R. Hence
either {3, r} ⊆ R or {2, 4} ⊆ R. Since
{3, r}dad = {2, 4}ad = {1, 3}d = {1, 2}
and 1b = 2b, we infer that R can be compressed to a set of size n− 3
in at most 4 steps. Hence Q can be compressed to a set of size n− 3
in at most 8 steps.
• 3b = 4.
Let R = Qbadbb. Since 1b = 2b, we deduce that
R = (Qbadb)b = (Q \ {1, 4})b = (Q \ {4})b ⊇ Qb \ 4b = Q \ {1, 4b}
Since 1 /∈ Qbadb, it follows from (iii) with s = b that |R| = |Qbadb| =
n− 2. Consequently, R = Q \ {1, 4b}. Taking s = b in lemma 2.1 (iii)
again yields 4b 6= 3b = 4, so |R| = n − 2, 1 /∈ R and 4 ∈ R. Just as
above, R can be compressed to a set of size n− 3 in at most 4 steps.
Hence Q can be compressed to a set of size n− 3 in at most 9 steps.
(iv) |X | = 2, 2d = 3 and 3a = 3, or |X | = 3.
If |X | = 3, then we may assume that 2a = 3. Consequently, {1, 2, 3}a =
{1, 2, 3}, {1, 2, 3}d = {1, 2, 3}, and
1a = 2 {2, 3}a = {1, 3}
2d = 3 {1, 3}d = {1, 2}
Suppose that (Q \ {1, 2, 3})s = Q \ {1, 2, 3} for all s ∈ Σ. From lemma
2.1 (iii), we deduce that {1, 2, 3}s ⊆ {1, 2, 3} for all s ∈ Σ. Hence every
set which is reachable from Q contains at least one state of {1, 2, 3}, and
containsQ\{1, 2, 3} as a whole. This contradicts thatQ can be compressed
to a set of size at most n− 3.
So there exists an s ∈ Σ, such that (Q \ {1, 2, 3})s 6= Q \ {1, 2, 3}. From
lemma 2.1 (iii), we infer that |(Q \ {1, 2, 3})s| = |Q \ {1, 2, 3}|, so (Q \
{1, 2, 3})s * Q \ {1, 2, 3}. Let R = Qbadb. Then R = Q \ {1, qb} and
|R| = n− 2.
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Suppose first that there exist R′′ ⊆ Q which can be reached from R in at
most 2 steps over {a, b, d, s}, such that |R′′ ∩ {1, 2, 3}| ≥ 2. Since
{2, 3}ad = {1, 3}d = {1, 2}
and 1b = 2b, we deduce that any such R′′ can be compressed to a set of
size n− 3 in at most 3 steps. Hence R can be compressed to a set of size
n − 3 in at most 5 steps, and Q can be compressed to a set of size n− 3
in at most 9 steps.
Suppose next that everyR′′ which can be reached fromR in at most 2 steps
over {a, b, d, s} satisfies |R′′∩{1, 2, 3}| ≤ 1. We will derive a contradiction.
Obviously, |R ∩ {1, 2, 3}| ≤ 1. From R = Q \ {1, qb}, we infer that either
R ∩ {1, 2, 3} = {2} or R ∩ {1, 2, 3} = {3}. Furthermore, Q \ {1, 2, 3} ⊆ R.
We distinguish two cases:
• 3s ∈ {1, 2, 3}.
If R ∩ {1, 2, 3} = {3}, then we take R′ = R. If R ∩ {1, 2, 3} = {2},
then we take R′ = Rd. In both cases, 3 ∈ R′. Let R′′ = R′s. As
(Q \ {1, 2, 3})s * Q \ {1, 2, 3}, there exists an r ∈ Q \ {1, 2, 3}, such
that rs ∈ {1, 2, 3}. Hence {3s, rs} ⊆ {1, 2, 3}, and
{3s, rs} = {3, r}s ⊆ R′s = R′′
From lemma 2.1 (iii), we deduce that 3s 6= rs. Contradiction.
• 3s /∈ {1, 2, 3}.
If R ∩ {1, 2, 3} = {2}, then we take R′ = R. If R ∩ {1, 2, 3} = {3},
then we take R′ = Rd. In both cases, 3 /∈ R′. Furthermore, |R′| =
|R| = n − 2 because Qd = Q. Let R′′ = R′s. From lemma 2.1
(iii), we deduce that rs 6= 3s for every r 6= 3. Hence 3s /∈ R′′. As
3s ∈ Q \ {1, 2, 3}, we see that
|R′′ ∩ (Q \ {1, 2, 3})| < n− 3
Combining this with |R′′ ∩ {1, 2, 3}| ≤ 1 yields |R′′| < n − 2 = |R′|.
From lemma 2.1 (iii), we infer that {1, 2} ⊆ R′. This contradicts
|R′ ∩ {1, 2, 3}| ≤ 1.
Notice that s in the proof of case (iv) above cannot be a or d, but may be b.
4 Theorem 1.1 and greedy compression
Let (Q,Σ, . . .) be a DFA, and suppose that there exist w ∈ Σ, such that |Qw| ≤
n− 3. Then we can choose w of greedy type, which we do. From theorem 1.4,
it follows that there exists an i ≤ 3, such that
|Qw1| = |Qw1w2| = · · · = |Qw1w2 · · ·wi| = n− 1
and a j ≤ 6, such that
|Qw1w2 · · ·wi+1| = |Qw1w2 · · ·wi+2| = · · · = |Qw1w2 · · ·wi+j | = n− 2
Consequently,
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(i) If |w| ≥ 4, then |Qw1w2w3w4| ≤ n− 2;
(ii) If |w| ≥ 10, then |Qw1w2 · · ·w10| ≤ n− 3.
Due to (i) above, lemma 4.1 (1) below expresses that w cannot be chosen of
greedy type.
Theorem 4.1. Suppose that (Q,Σ, . . .) is a DFA, such that |Qw| = n − 3 for
some word w of length at most 9. Then the following statements are equivalent:
(1) For every choice of w, we have |w| ≥ 4 and |Qw1w2w3w4| > n− 2;
(2) (Q,Σ, . . .) is as in lemma 2.1, and for every choice of w for which w1 =
w4 = b and w2 = a up to renumbering states, we have |Qw1w2w3w4| > n−2;
(3) Up to renumbering states, every s ∈ Σ satisfies one of the following three
equations:
Qs = Q 1s = 1 2s = 2 3s = 3 4s = 4 (4.1)
Qs = Q 1s = 2 2s = 3 3s = 4 4s = 1 (4.2)
Qs = Q \ {1} 1s = 2s 3s = 3 4s = 4 (4.3)
(4) For every choice of w, we have |w| = 9 and
|Qw1| = |Qw1w2| = |Qw1w2w3| = |Qw1w2w3w4| = n− 1
|Qw1w2w3w4w5| = · · · = |Qw1w2w3w4w5w6w7w8| = n− 2
Proof. Suppose first that (3) is satisfied. Then we can do breadth first search
on the power automaton. We obtain that (Q,Σ) is as in lemma 2.1, and we can
see that a is as s in (4.2) and b is as s in (4.3). Furthermore, X = {1, 2, 3, 4} and
d = a. Let r represent any state in Q \ {1, 2, 3, 4}. Then we get the following
transition graph.
Q
Q \
{1}
Q \
{2}
Q \
{3}
Q \
{4}
Q \
{1, 3}
Q \
{2, 4}
Q \
{1, 4}
Q \
{1, 2}
Q \
{2, 3}
Q \
{3, 4}
Q \
{1, r}
Q \
{2, r}
Q \
{3, r}
Q \
{4, r}
b a a a
b b
a b a a a
a a
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Here, the only transitions which do not go to the right which are given are
compressing transitions. From this, we infer that (1), (2) and (4) are satisfied
as well.
Suppose next that (3) is not satisfied. Suppose first that Q can be com-
pressed to a set of size at most n − 2 in at most 3 steps. Then there exist an
i ≤ 2 and a u ∈ Σi+1, such that |Qu| ≤ n − 2. From theorem 1.4 or theorem
1.3, it follows that there exists a j ≤ 6 and a v ∈ Σj , such that |Quv| ≤ n− 3.
Hence we can take w = uv, and none of (1), (2) and (4) is satisfied.
Suppose next that Q cannot be compressed to a set of size at most n−2 in at
most 3 steps. Then we may assume that (Q,Σ, . . .) is as in lemma 2.1. Let w be
the word obtained in the proof lemma 2.3, such that |w| ≤ 9 and |Qw| = n− 3.
If w = badbv for some word v ∈ Σ∗, then none of (1), (2) and (4) is satisfied.
So assume that w 6= badbv for any word v ∈ Σ∗. Then we can follow the proof
in the previous section, to obtain that case (i) applies with Qbadb = Q \ {1, 3},
where
1a = 2 4a = 1 3a = 4 ra = 3
We distinguish two cases:
• |X | ≥ 5.
Then r /∈ {1, 2, 3, 4}. Furthermore,
Qbadba4 = (Q \ {1, 3})a4 = (Q \ {2, 4})a3
⊇ {r, 3}a3 = {3, 4}a2 = {4, 1}a = {1, 2}
Consequently, |Qbadba4b| ≤ |Qbadb| − 1 = n − 3. Hence none of (1), (2)
and (4) is satisfied.
• |X | = 4.
Then r = 2, and a is as s in (4.2). Suppose that any of (1), (2) and (4) is
satisfied. Then (2) is satisfied. From lemma 2.1 (iii), we infer that
(Q \ {1, 3})b = Qb \ {3b} = Q \ {1, 3b}
(Q \ {2, 4})b = Qb \ {4b} = Q \ {1, 4b} 6= Q \ {1, 3b}
If we combine this with the above breadth first search from Qbadb =
Q \ {1, 3}, then we deduce that 3b = 3 and 4b = 4. So b is as s in (4.3).
Since (3) is not satisfied, we can take s such that (4.1), (4.2) or (4.3) does
not hold. We distinguish 3 subcases.
– Qs = Q and Xs = X .
Then the above breadth first search yields
(Q \ {1})s ∈
{
Q \ {1}, Q \ {2}
}
(because |Qbsb| > n− 2)
(Q \ {2})s ∈
{
Q \ {1}, Q \ {2}, Q \ {3}
}
(Q \ {1, 3})s ∈
{
Q \ {1, 3}, Q \ {2, 4}
}
(Q \ {1, 4})s ∈
{
Q \ {1, 3}, Q \ {2, 4}, Q \ {1, 4}, Q \ {1, 2}
}
Suppose first that 1s = 1. Then {1, 3}s = {1, 3}, so 3s = 3 and
{2, 4}s = {2, 4}. Hence 2s = 2 and (4.1) holds for s. Contradiction.
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Suppose next that 1s 6= 1. Then 1s = 2 and {1, 3}s = {2, 4}, so
3s = 4 and 4s ∈ {1, 3}. Hence {1, 4}s = {2, 4s} = {1, 2} and (4.2)
holds for s. Contradiction.
– Qs = Q and Xs 6= X .
Then there exists an x ∈ X , such that xs /∈ X . Take R = Q \ {1, 3}.
Take R′ = R if x ∈ {1, 3} and take R′ = Ra if x ∈ {2, 4}. In a
similar manner as in the proof of (iv) in the previous section with
3s /∈ {1, 2, 3}, we infer that R can be compressed to a set of size n−3
in at most 5 steps. This contradicts that (2) is satisfied.
– Qs 6= Q.
Notice that {1, 2} * Qs, because |Qss| > n − 2. Hence the above
breadth first search yields Qs = Q\{1}, which is exactly the property
which we used to show that (4.3) holds for s = b. Similarly, (4.3)
holds for s. Contradiction.
So (1), (2) and (4) are not satisfied, which completes the proof of theorem
4.1.
Theorem 4.1 (2) can be sharpened as follows. Instead of trying all symbols
for w3, we can suffice with trying at most two symbols for w3. Up to renumbering
states, these symbols are w3 = a and, if |X | = 4 and it exists, w = s for any s
such that
Qs = Q 1s = 1 2s = 4 3s = 3 4s = 2 (4.4)
where we assume that 2a = 3 and 3a = 4.
Corollary 4.2. Suppose that (Q,Σ, . . .) is as in lemma 2.1. If Qbadb cannot
be compressed to a set of size n− 3 in 5 steps, then |Qba3ba3b| = n− 3.
Proof. Suppose that Qbadb cannot be compressed to a set of size n − 3 in 5
steps. Then we can follow the proof of theorem 4.1, to conclude that |X | = 4
and that every symbol s satisfies one of (4.1), (4.2), (4.3), and (4.4). So a and
b are as s in (4.2) and (4.3) respectively. Now the breadth first search in the
proof of theorem 4.1 yields |Qba3ba3b| = n− 3.
The fact that every symbol s satisfies one of (4.1), (4.2), (4.3) and (4.4) rules
out that a has been replaced in the proof of lemma 2.1 (iv), which makes that
we can compare corollary 4.2 with the results of J.-E. Pin. In this fashion, J.-E.
Pin proved corollary 4.2 under a condition which lies between theorem 4.1 (2)
and its sharpened version: compared to the sharpened version, s is such that
Qs = Q {1, 2, 3, 4}s= {1, 2, 3, 4} 2s = 4
instead of the more restricted (4.4). J.-E. Pin proved theorem 4.1 (1) =⇒ (3)
as well.
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