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The two-piston toroidal pump (2PTP) is a new pulsatile pumping paradigm with poten-
tial physiological advantages compared to existing continuous flow blood pump technologies.
The purpose of this research was to develop hierarchical control methods for this new pump-
ing modality, including high-level physiological control and low-level piston control. First,
geometric constraints were identified for this pump architecture and piston path-planning
methods were developed to define pulsatile ejections. To develop high-level control, an open-
loop lumped parameter model of the cardiovascular system was improved with a modified
end-diastolic pressure-volume elastance curve and then used to study ventricular function
curves with different types of blood pump support. It was determined that synchronous
counterpulse support with the 2PTP provides a more physiological response to preload com-
pared to continuous flow, which could prevent overpumping and ventricular suction at low
preloads. To develop low-level piston control, a variable structure model of the 2PTP was
developed and then used to test improved control techniques. An algorithmic approach to
switched bond graph structures was developed for hydraulic networks to derive state equa-
tions for the variable structure model. Linear control and Kalman-filter-based estimation
methods were developed with a reduced-order model of the pump. Improved control and es-
timation methods were tested and confirmed in preliminary experiments in mock circulatory
loops. Estimation of pump flow and differential pump pressure were verified, which could be
useful feedback to physiological control or as diagnostic tools for doctors.
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Chapter 1
Introduction
This chapter provides a brief background on implantable blood pumps, introduces a new blood
pump (the two-piston toroidal pump), and explains some of the unique challenges associ-
ated with modeling and controlling this kind of device. Research aims are listed and the
dissertation is outlined at the end of the chapter.
1.1 Ventricular Assist Devices
Heart failure (HF) is a disease that affects over 5 million people in the United States [1],
half of whom die within 5 years of the diagnosis. Heart failure is one of the leading and
most expensive Medicare hospitalization diagnoses, costing approximately $32B in 2011 [2].
About 250,000 patients in the US suffer from severe HF, the end-stage of the disease. Heart
transplantation is currently the best treatment option, but only 2,500 donor hearts become
available in the US each year [3, 4]. Mechanical implantable blood pumps called ventricular
assist devices (VADs) have emerged in recent years as a viable treatment option for patients
with end-stage HF [5, 6]. They are most commonly used as a bridge-to-transplant for
patients who would otherwise die while waiting for a heart transplant. They are also now
being increasingly used as so-called ‘destination therapy’ for patients who aren’t eligible for
transplantation due to factors like age or other diseases such as cancer or diabetes. A small
number of patients have also been able to utilize VADs as a bridge-to-recovery. In these
patients, the VAD provides sufficient unloading to the heart to allow it to recover, at which
point the device can be removed.
Ventricular assist devices are implantable blood pumps that provide additional blood flow
to patients with end-stage heart failure [7]. They do not replace the patient’s heart but
are implanted intracorporeally (inside the body) and reside just below the heart. An inflow
cannula is inserted into the left ventricle and an outflow graft is sewn to the aorta such that
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the pump provides flow to the systemic circulation that is in parallel with the aortic valve.
The pumps are connected to a controller and battery by a driveline that protrudes through
the skin (see Figure 1.1). The controller receives signals from the pump (e.g. motor back
emf, motor position, or ventricular electrocardiogram, depending on pump capabilities) and
provides power to the driving mechanism(s) of the device.
1.1.1 First-Generation Pulsatile VADs
The first VADs were pneumatic or mechanical positive displacement sac pumps that mim-
icked the ventricles by using artificial valves to separate filling and ejecting phases. These
devices had stroke volumes of 60-70 ml and provided pulsatile flow that was similar to the
normal healthy flow provided by the heart. These pumps were usually operated at a fixed
rate or in a fill-to-empty mode. They were very large which limited the number of patients
that could be served with this technology, were plagued by durability issues, and are therefore
no longer used.
1.1.2 Continuous Flow VADs
Pulsatile VADs have since been replaced clinically by continuous flow (CF) VADs, which
use centrifugal or axial turbomachinery principles to pump blood (see Figure 1.1). These
devices are smaller than pulsatile VADs and have much better durability and reliability [8].
They are the current clinical standard of care for end-stage heart failure. But pumping
continuously using high rotational speeds has disadvantages including reduced pulsatility
and high shear. High shear can damage important blood components, for example damage
to von Willebrand factor can lead to increased risk of bleeding, damage to platelets can lead
to pump thrombosis, and damage to white blood cells can increase the risk of infection.
The reduced pulsatility that results from continuous flow pumps can lead to gastrointestinal
bleeding, poor end-organ perfusion, and increased arterial stiffness [9].
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Figure 1.1: Continuous flow VADs (from [10]). Both centrifugal flow (top) and axial
flow (bottom) are used clinically.
.
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1.1.3 Rotary Piston VADs
This research focuses on a new pumping modality, the rotary piston pump. Most rotary
piston pumps that have been developed use a single rotating piston [11]. The most common
example of this principle is the Wankel engine. Early prototypes of these rotary piston
pumps experienced thrombus issues in the axial gap between the rotor and pump housing
and had seals which limited durability, caused blood clots to form, or required irrigation.
An alternative design, the two-piston toroidal pump (2PTP), has been developed. This
concept was originally patented by Dr. Alan Ulert [12] and original prototypes of the design
were developed as part of a Master’s thesis in the Mechanical Engineering department at
the University of Texas at Austin in 2005 [13]. The technology was transferred to Windmill
Cardiovascular Systems (Austin, TX) for continued development, where the pump has been
refined for clinical use and called the TORVAD (TORoidal Ventricular Assist Device). An
image of the assembled device with controller is shown in Figure 1.3. Preliminary feasibility
testing for the TORVAD has been completed including 60-day animal experiments that
have established this device as a potential improvement over existing CF technology. But
significant challenges remain, particularity as it relates to the control of this new pumping
modality.
Two-Piston Toroidal Pump (2PTP)
The 2PTP uses two independently controlled pistons to produce pulsatile ejections [14] (see
Figure 1.2). Each piston is magnetically coupled to a position-controlled brushless DC
motor that resides within the inner diameter of the toroidal pumping chamber. The pistons
are suspended in the middle of the torus lumen with small ceramic microhydrodynamics
bearings that serve to reduce wear and to control the gap between the piston and torus walls
to minimize shear stress to the blood. The current version embodied in the TORVAD has
a 30 ml stroke volume, but the device stroke volume could be scaled to adapt to different
patient sizes and needs. The pump can synchronize to the cardiac cycle or can be run at a
fixed flow rate up to 8 L/min.
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Figure 1.2: Schematic of the 2PTP (bottom), demonstrating how pumping is achieved by
independently controlling two pistons (A/B) within a toroidal pumping chamber. From rest
(1), one piston (A) is temporarily held stationary between the inflow and outflow ports, while
the other piston (B) rotates around the torus (2/3) simultaneously aspirating blood from the
left ventricle and ejecting blood into the arterial system. At the end of each pump stroke,
the pistons move together (4), exchange roles, and are ready for the next ejection (5). The
resultant pulsatile VAD flow rate is shown (middle), and the effect on aortic blood pressure
(AOP) are demonstrated (top), when the pump is synchronized to the left ventricular pressure
(LVP) contraction using the epicardial ECG and a pump phase delay.
Figure 1.3: The TORVAD system showing the pump and controller connected by the driveline.
The ECG sensing lead attaches to the heart surface to detect ventricular depolarization for
pump synchronization. The inflow in inserted into the left ventricle and the outflow graft is
anastamosed to the aorta.
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1.2 Hierarchical VAD Control
Control of VADs is hierarchical. High-level control is used to make decisions on operating
parameters such as ejection rate for positive displacement devices or rotational speeds for
continuous flow devices. Low-level control is then responsible for controlling the driving
mechanism of the device to achieve the specified high-level goals. Hierarchical control could
also include event response to things like ventricular suction or arrhythmias.
At the risk of understating the problem, hierarchical control is meant to answer a single
question: How should the VAD pump? The division between high- and low-level control
could be drawn based on where the emphasis to the question is placed.
How should the VAD pump? This is high-level control. How much flow should a VAD
deliver? Take the CF pump as an example. In clinical practice, high-level control of CF
pumps consists of nothing more than the doctor simply setting a fixed rotational speed (im-
peller rpm). The doctor makes a judgment call on the optimal speed based on physiological
feedback such as blood pressure, pump flow estimates, and aortic valve opening frequency.
Exceptions to this rule and recent developments in field are discussed in the following sections
and include more advanced automatic methods sometimes called ‘physiological control’ that
seeks to automatically adjust the pump flow to deliver physiological flow, that is flow that is
healthy and beneficial to the patients heart and health. The challenge here is in sufficiently
understanding cardiovascular hemodynamics and working within the limitations of the VAD
and available feedback to design control algorithms for physiologically beneficial, safe, and
robust support.
How should the VAD pump? This is low-level control. How does the driving mechanism
of the pump need to be controlled in order to achieve the desired flow output determined
by the high-level control? Again taking the CF as an example, low-level control is nothing
more than three-phase brushless DC speed control by back emf sensing to maintain the
constant rpm that is set by the doctor’s high-level control decision. The 2PTP operates very
differently than previous devices, so more complex low-level control methods are needed to
precisely control the position and speed of the pistons to produce the desired pump ejections.
This is discussed in more detail below.
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1.2.1 High-Level VAD Control
With few exceptions, the high-level control setting of VADs is determined and manually set
by the doctor, with periodic adjustments made at follow up appointments. First-generation
sac-type pulsatile devices were set at a fixed open-loop rate and CF pumps are set at a fixed
rotational speed. Academic research, little of which has found its way to the bedside, has
explored numerous types of high-level control for VADs. The progress in the field is briefly
summarized below.
Very few high-level control methods were studied for the first-generation sac-type pulsatile
VADs. A few controls were designed to minimize power, and a few studies were performed
to assess the effect of synchronous pumping (matching one pump ejection per heart beat),
but these methods were never widely implemented [15, 16].
High-level physiological control of continuous flow VADs is an active research topic. The
current clinical practice for CF devices is to set the pump at a fixed rpm. In this mode, the
pump does not automatically respond to physiologic changes like exercise and rest, heart
rate variation, arrhythmias, or blood pressure changes like a healthy heart would. This
deficiency affects quality of life, limits device capabilities, and can cause adverse events such
as ventricular suction, right heart failure, pump thrombosis, and over- or under-pumping the
circulation. Control theory has been applied academically, though not yet clinically, to CF
devices to propose modulation of rotational pump speed based on various pump-estimated
or sensor-measured feedback parameters. Recent developments of control algorithms for CF
VADs aim to achieve a target rotational speed to provide the correct amount of flow [17].
Control schemes have included PID [18, 19, 20, 21], fuzzy logic [22, 23, 24], optimal control
[25], sliding mode control [26], and adaptive control [27].
High-level control of a synchronous positive displacement pump like the 2PTP poses unique
problems because there are many more variables that can be adjusted. Instead of a single
setting (like pulsatile pump rate or CF rpm), the 2PTP has multiple pump variations in-
cluding asynchronous or synchronous pumping (how much to pump), synchronous phasing
within the the cardiac cycle (when to pump), and pump ejection time (how quickly to pump).
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High-Level 2PTP Control
The 2PTP produces sinusoidal flow ejections by controlling the piston to follow reference
trajectories. Pump aspiration and ejection occur simultaneously (flow into the pump equals
flow out of the pump, there is no internal pump compliance). In it’s current embodiment,
the TORVAD has a stroke volume of 30 ml. The pump has an epicardial ECG lead to detect
ventricular depolarization so that the pump ejections can be synchronized to the cardiac
cycle. ECG feedback is used to assess heart rate and rhythm, which can be used to set
the pump flow rate. The default mode, if the heart rate is within normal ranges and has a
regular rhythm, is synchronous counterpulse support where the pump ejects in early diastole,
just after the ventricular contraction. If the heart rate falls outside of normal ranges (for
example, < 40 or > 140 bpm), if the rhythm is irregular or in ventricular fibrillation then the
pump can operate in asynchronous mode at 5 L/min. These are the current settings of the
TORVAD, but infinite variation is possible, and these settings could be manually adjusted
by doctors, nurses, caregivers, or patients.
1.2.2 Low-Level VAD Control
Continuous flow VADs are three-phase brushless DC motors. Permanent magnets are sealed
into the impellers (which are the motor rotors) and stator coils are embedded in the pump
housing. Speed control is accomplished with standard back emf techniques. An ‘artificial
pulse’ mode has been introduced, but this consists of periodically cycling the rpm at low
frequency to help wash out prosthetic or biologic surfaces such as the aortic valve that may
be prone to thrombosis. Higher frequency (heart ejection-like) pulsing has been studied, but
it is not yet known how the large gradients in impeller speed affect blood shear levels and
pump motion and studies have indicated large increases in power level requirements. One
such application has implemented PI control using a reference pulsating flow rate compared
to a measured flow rate [28, 29]. Another formulated optimal control based on a mathemat-
ical model of the cardiovascular system with the goal of maximizing aortic valve flow and
minimizing left stroke work [30]. This capability is restricted by motor rotor inertia, requir-
ing very high power to cycle rotational speeds throughout the duration of a single cardiac
cycle. These methods do not apply to the 2PTP, which operates very differently.
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Low-Level 2PTP Control
The motion and position of the pistons in the 2PTP are controlled by two independent
brushless DC motors via a magnetic coupling. Magnetic position angle sensors with 12-
bit resolution (0.088◦) are used for feedback of motor position [31]. Currently, the motors
are driven to follow piece-wise sinusoidal reference curves using simple proportional-integral
(PI) control on the error signal (e = θref − θm, where the error (e) is calculated from the
desired angular position (θref ) minus the actual position of the motor (θm) obtained from
the angular magnetic sensor). This method works reasonably well, but is not robust and
experiences problems when blood pressure is high or when the pump tries to pump at high
flow rates. Problems especially arise when the pistons are moving close together during the
transition period. During this time when the pistons transverse the inflow and outflow ports,
large impulses can occur as the blood pressure switches from one side of the piston to the
other. This poor transition control can lead to the pistons colliding. An example of collision
in shown in experimental data displayed in Figure 1.4.
Improving 2PTP control is critical for:
1. Providing precisely timed pulsatile ejections that are important for maximizing the
benefits of synchronous flow
2. Preventing collision if the pistons are too close together during transition that could
result in damage to the pistons, pump failure, and possibly patient death
3. Preventing shunting and back flow if the pistons are too far apart during transition.
4. Minimizing vibration that could cause patient discomfort.
5. Reducing power, which may be unecessarily high due to poor control.
To improve the low-level control of the pistons, a model of the pump is needed that can be
used to estimate and predict the forces on the pistons and motors so that a controller can
be designed to minimize the error of the the specified reference curves.
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Figure 1.4: Sample position and error data of a 2PTP collision event in a chronic animal
experiment. Zero degrees on the position plot (top) corresponds to the ‘holding’ position
(where the A piston is located in Figure 1.2). The pistons rotate from 0 to 180 degrees
clockwise, then through an angular convention change, returns to from -180 to 0 degrees
clockwise. The collision occurs when the motor at rest (Motor 2) begins to accelerate
while the other motor (Motor 1) is decelerating. Also of note is the vibration present
during the transition, when both pistons are moving together, which could cause patient
discomfort.
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1.3 2PTP Hierarchical Control - Research Aims
There is a clinical need for a 2PTP VAD, which has potential advantages over existing CF
technologies. But for this pumping modality to be a plausible option, physiologic control
must be implemented to provide the proper level of support and the dynamic control of
the pistons must be improved to ensure safe and robust operation. Therefore, the proposed
research attempts to answer the following questions:
• How does a 2PTP affect cardiovascular hemodynamics, and how should high-level
physiological control be designed for safe and beneficial hemodynamic support?
• How should a 2PTP be modeled to understand the pressures and flows with this pump
structure, and what is the best way to deal with models of variable structure (when
the pistons exchange functional roles during transition)?
• How can the two pistons be controlled to provide desired pump characteristics while
minimizing the risk of collision, shunting, and vibration?
To address these questions, four research aims are proposed:
Aim 1 - Develop a cardiovascular system model that captures the Frank-Starling
response
A lumped parameter model of the cardiovascular system is developed. This model is used
to simulate hemodynamics (blood flow and pressure) for heart failure with support from
a CF or 2PTP VAD. Existing lumped parameter models do not appear to capture the
Frank-Starling response well, which is sensitivity of cardiac output to changes in ventricular
preload (inflow pressure), afterload (outflow pressure or impedance), and heart rate. This
response is important to model when designing high-level physiological control. The passive
ventricular elastance (the relationship between pressure and volume of the ventricle when
filling) contributes significantly to the Frank-Starling response. Different models for passive
elastance are studied and a new model is proposed.
This Aim is developed in Part I of this dissertation. Chapter 2 (Cardiac Output Autoregulation)
reviews the concepts of blood flow autoregulation by the cardiovascular system. Chapter 3
(Cardiovascular System Modeling) reviews cardiovascular modeling and describes a lumped
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parameter model of the cardiovascular system. Chapter 4 (Ventricular Elastance and Ven-
tricular Function Curves) explores how left ventricular elastance affects the relationship
between cardiac output and left ventricular preload and proposes a new elastance model for
capturing a physiological response.
Aim 2 - Design high-level physiological control for a two-piston toroidal VAD
Positive displacement support with the 2PTP provides unique challenges compared to ex-
isting CF technologies. The hemodynamics that result from positive displacement in co-
operation with native ventricular contraction must be studied and understood, after which
physiologic control algorithms can be designed.
Aim 2 is developed in Part II of this dissertation. Chapter 5 (High-Level 2PTP Control
- Pump Function) provides an overview of two-piston toroidal pumping, defines geometric
constraints and requirements of the pistons and torus, and defines ideal piston trajectories
(velocities and positions) to produce the desired pump ejections. Chapter 6 (High-Level
2PTP Control - Physiological Control) studies physiological control with the synchronous
positive displacement pumping modality of the 2PTP and proposes high-level control al-
gorithms. Though not a primary focus of this research, the vibration and forces put on
the body from the pump due to 2PTP eccentric pump masses and fluid momentum are
explored in Appendix and are modeled using a general solution for a Lagrange subsystem
with conservative exogenous efforts that is developed in Appendix .
Aim 3 - Develop a model of a two-piston toroidal pump
This is the first pump of its kind, so a model of a 2PTP is needed to design low-level con-
trol. Bond-graph methods are used to develop state equations. The particularly challenging
problem is in dealing with the transition period of the pumping stroke, when the pistons
exchange roles and the inflow and outflow ports are first partially and then totally occluded.
Aim 3 is developed in Part III of this dissertation. Chapter 7 (2PTP Variable Structure
Model) uses lumped parameter and bond graph methods to develop a hybrid 2PTP model
that can be used to account for the variable structure of the pump. Chapter 8 (Reduced-
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Order Model) linearizes the model so that a simplified form can be used to develop control
and estimation.
Aim 4 - Design low-level control to achieve high-level control aims
Low-level control of the pistons is developed. The existing technology uses simple PI control
that can result in piston collision, shunts, and vibration. Instead, optimal control (LQR) is
developed to improve control. An estimator or observer is designed to estimate unmeasurable
pump states and disturbances, particularly the differential pressure across the pump.
Aim 4 is developed in Part IV of this dissertation. Chapter 9 (Low-Level Control) uses the
linear model to develop control methods and assess the results using the variable structure
hybrid model. Chapter 10 (State Estimation) develops estimation methods for unmeasurable
states and disturbances (particularly the differential pressure across the pump). Chapter
11 (Stability and Robustness) studies the stability and robustness of the 2PTP system.
Finally, Chapter 12 (Experiments) provides preliminary experimental evidence to support
the computational results.
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Part I
Cardiovascular System Modeling
Chapter 2. Cardiac Output Autoregulation
This chapter reviews the mechanisms by which the cardiovascular system au-
toregulates blood flow and introduces the concept of ventricular function curves,
which are used to quantify the relationship between cardiac output and preload.
Chapter 3. Cardiovascular System Modeling
This chapter reviews cardiovascular system modeling by lumped parameter meth-
ods and develops open- and closed-loop models of the cardiovascular system for
assessing hemodynamics with ventricular assist device support.
Chapter 4. Ventricular Elastance and Ventricular Function Curves
This chapter studies the relationship between left ventricular elastance and ven-
tricular function curves and proposes new elastance definitions for generating a
more physiologic response to preload.
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Chapter 2
Cardiac Output Autoregulation
This chapter reviews the mechanisms by which the cardiovascular system autoregulates blood
flow and introduces the concept of ventricular function curves, which are used to quantify the
relationship between cardiac output and preload.
For this research, cardiovascular models are used to study and develop high-level physio-
logical control for VADs. Before getting into the details of modeling, the requirements and
characteristics of the model should be understood within this research context. Of particular
importance as it relates to physiological control is the concept of cardiac output autoregu-
lation. Ventricular assist devices are implanted in an attempt to restore the cardiac output
deficit in patients with end-stage congestive heart failure, but VADs should also ideally
restore a physiological response to metabolic demand which can vary throughout the day
depending on the patient’s activity level or physiological status.
2.1 Why is Cardiac Output Regulated?
Blood flow provides the motive force by which nutrients and waste are delivered throughout
the body. The degree to which these nutrient and waste transport rates are affected by the
rate of blood flow can be quantified by a ‘safety factor’, which is the delivery rate of the
nutrient or waste in the blood divided by the utilization rate of the nutrient or waste [32].
Approximate safety factors for principle nutrients: oxygen (3x), fatty acids (28x), glucose
(30x), and amino acids (36x). Approximate safety factors for principle wastes: carbon
dioxide (25x) and nitrogenous waste (480x). The oxygen delivery rate is clearly the most
sensitive, by an order of magnitude. If blood flow drops to less a third of normal, then
cells stop receiving enough oxygen and begin to die. If oxygen demand increases three fold
(for example, in light exercise) but blood flow does not increase in turn, then the muscles
will quickly fatigue. If oxygen supply is sufficient, then the required transport rate of all of
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other nutrients and wastes will be met. Therefore, it follows by reason that cardiac output
is primarily regulated by oxygen demand.
Cardiac output varies through the day. For example, during peak exercise when the muscles
consume oxygen at rates several times a normal resting level, cardiac output can increase
six fold, from 5 to 30 L/min. Then, during deep REM-cycle sleep cardiac output could drop
from 5 to 3.5 L/min. Stress and anxiety throughout the day can also alter cardiac output.
Even things like body temperature and posture changes can affect cardiac output. Besides
normal daily activity, cardiac output is also affected by pathological states like pulmonary
disease, hyperthyroidism, pregnancy, or valvular disease.
2.2 How is Cardiac Output Regulated?
Blood is pumped through the body by the heart. The heart is really two different pumps
configured in series, also referred to as double circulation (see Figure 2.1). The left ventricle
pumps blood to the organs and tissue throughout the body (brain, kidney, liver, skin, and
muscles). From the body, blood is returned by veins to the right ventricle, which pumps
blood to the lungs. Once oxygenated by the lungs, blood is returned by the pulmonary veins
to the left ventricle to begin the cycle again.
The left and right ventricles can be thought of as positive displacement diaphragm pumps.
Valves provide unidirectional flow, and ventricular muscle contraction provides the force used
to eject blood. The amount of blood ejected depends on four things: the rate of contraction
(heart rate), the force of contraction (inotropic state), the amount of filling that occurs before
contraction (preload), and the resistive load (afterload resistance or arterial pressure). How
these four mechanisms affect cardiac output and how they are regulated by the body are be
explored in the following sections. First, to understand the relationship between ventricle
dynamics and cardiac output, it is be helpful to understand ventricular pressure-volume
loops.
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Figure 2.1: Double circulation of the cardiovascular system. The left and
right ventricles are pumps in series. The left ventricle pumps blood to the
body (the systemic circulation) and the right ventricle pumps blood to the
lungs (the pulmonary circualtion).
17
2.3 Pressure-Volume Loops
Ventricular pressure-volume (PV) loops quantify the relationship between pressure and vol-
ume through the cardiac cycle (see Figure 2.2). PV loops have four phases:
a. Filling. The ventricle is relaxed in this case. Blood flows from the left atrium into
the left ventricle through the inflow mitral valve. The amount of filling that occurs
depends on the preload pressure and the passive compliance of the ventricle.
b. Isovolumetric Contraction. As the ventricle starts to contract in systole, pressure
in the ventricle increases, which closes the inflow mitral valve. The outflow aortic valve
also remains closed until the pressure in the ventricle exceeds that in the arteries. When
both valves are closed volume is constant (isovolumetric).
c. Ejection. When the pressure in the ventricle exceeds that in the arteries, the outflow
aortic valve opens and blood is ejected into the systemic circulation. The amount of
blood ejected depends on the resistive load.
d. Isovolumetric Relaxation. When the ventricle relaxes and the pressure falls below
the pressure in the arteries, the aortic valve closes and the pressure drops. During this
phase both valves are closed and volume is constant. The inflow mitral valve opens and
the filling phase starts when the pressure falls below the left atrial preload pressure.
Pressure-volume loops are constrained on the bottom (when the ventricle is relaxed) by the
passive elastance curve, also known as the end-diastolic pressure-volume relationship (ED-
PVR). And PV loops are constrained on the top (at peak contraction) by the maximum
elastance curve, also known as the end-systolic pressure-volume relationship (ESPVR). Ven-
tricular elastance changes from EDPVR to ESPVR during cardiac contraction and then
from ESPVR to EDPVR during relaxation. This variable elastance will be described in
more detail in following chapters. The stroke volume (SV) of the ventricle can be calculated
from the PV loop by the maximum volume (also known as the end-diastolic volume or EDV)
minus the minimum volume (also known as the end-systolic volume or ESV). The cardiac
output (CO) can be calculated using the stroke volume and heart rate (CO = SV ·HR). The
influence of preload, afterload, HR, and maximum force of contraction on cardiac output
starts to become clear when PV loops are analyzed.
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Figure 2.2: Left ventricular (LV) pressure-volume loops (top left) are displayed as well as the
pressure and volume plotted as a function of time for a single cardiac cycle (top right). Schematic
representations of the LV are also included (bottom) to illustrate the different pumping phases
of the heart. During filling (a), blood flows from the left atrium(LA) to the LV through the
mitral valve. When the ventricle starts to contract in systole, the mitral valve closes and pressure
increases until the aortic valve opens; during this phase the volume is constant so it’s called
isovolumetric contraction (b). When the aortic valve opens, the ejection phase (c) begins, where
blood is ejected from the LV into the aorta (AO) and the systemic circulation. Lastly, the ventricle
begins to relax; when the pressure in the LV drops below the pressure in the AO, isovolumetric
relaxation (d) occurs until LV pressure drops below LA pressure and the mitral valve opens, which
begins the filling phase (a) again.
Legend: LV - left ventricle; LA - left atrium; AO - aorta; RVOT - right venticular outflow
tract; ESPVR - end-systolic pressure-volume relationship; EDPVR - end-diastolic pressure-volume
relationship; SV - stroke volume.
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2.4 Physiological Feedback for Cardiac Output Variation
Cardiac output is regulated by four mechanisms of physiological feedback:
1. Preload. Preload is the ventricular inflow pressure from the left atrium. When the
ventricle fills during diastole, the volume that the ventricle reaches by the end of
diastole is a function of the inflow pressure, which is defined by to the passive elastance
curve (EDPVR). This is a nonlinear relationship that increases exponentially at high
volumes. The higher the preload, the higher the end-diastolic volume (EDV), which
in turn increases the stroke volume of the ventricle. Conversely, if preload decreases,
the stroke volume decreases.
2. Afterload. Afterload is the load on the ventricle from the arterial system. After-
load can refer to the resistive load or to a constant mean pressure load. Either way,
increasing the afterload decreases the stroke volume of the ventricle, and vice versa.
3. Heart rate. The heart rate is the number of contractions (or beats) per minute
(bpm). An increased heart rate typically leads to increased cardiac output, and vice
versa (with the exception of extremely high heart rate or fibrillation, when cardiac
output actually drops due to severely decreased filling time). The stroke volume is the
amount of volume ejected for one cardiac cycle and can be calculated from the PV
loop, then cardiac output can be found by CO = SV · HR.
4. Force of contraction. If the force of contraction increases, the slope of the maximum
elastance curve (ESPVR) increases. If preload and afterload remain constant, then the
stroke volume of the PV loop will increase, and vice versa.
These effects are illustrated in Figure 2.3. Numerous physiological stimuli contribute to
variation of preload, afterload, heart rate, and the force of contraction, including sympathetic
and parasympathetic activity by the autonomic nervous system, fluid volume status, and the
local and systemic regulation of resistance from oxygen or shear mediated stimuli, to name
only a few. The mechanisms behind such changes fills textbooks and is the subject of
continued study, but it is outside the scope of interest for this research. For this research, it
is important that the cardiovascular model adequately captures the cardiac output variation
of these physiological feedback, not necessarily why these stimuli are changed.
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Figure 2.3: Left ventricular pressure-volume loops respond to physiological feedback of preload,
afterload, and the force of contraction. These illustrative examples show how increasing the
preload increases the stroke volume (left), increasing the afterload decreases the stroke volume
(middle), and increases the force of contraction increases the stroke volume (right).
2.5 Ventricular Function Curves
Of the four physiological feedback mechanisms, the cardiac output response to preload is
the most commonly understood and quantified in the clinical setting and medical literature.
The relationship between cardiac output and preload is also referred to as the Frank-Starling
law of the heart, or the Starling response [33]. In Starling’s seminal work on ventricular
autoregulation in intact hearts [34], he studied the relationship between cardiac output and
ventricular preload using excised canine hearts (see Figure 2.4), and produced the first so-
called Starling curves that demonstrated a highly nonlinear relationship between ventricular
preload and cardiac output.
Starling curves quantify the cardiac output response to changes in right ventricular preload
pressure, which accounts for the left and right ventricular function as well as the system and
pulmonary circulations [32]. Others have isolated the left side from the right with ventricular
function curves which express cardiac output as a function of left ventricular preload. For this
research, the ventricular function curve approach will be favored, as it isolates the systemic
circulation, which minimizes the degrees of freedom in the system and variables that must
be defined. This approach also removes the wide variability in pulmonary vascular resistance
and right ventricular function in patients with heart failure. It is important to note that
these effects are not neglected, rather all possible right-side conditions can be incorporated
by adjusting the boundary conditions of the systemic circulation.
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Figure 2.4: Experimental setup used by Starling [34] to study the relationship between car-
diac output and preload with excised canine hearts (left). Ventricular function curves (right)
illustrate the relationship between cardiac output and ventricular preload. At low preloads,
the curve increases nearly linearly, but then becomes curvilinear and eventually plateaus at
high preloads.
Ventricular function curves quantify the response of cardiac output to changes in ventricular
preload while holding the other feedback mechanisms constant (heart rate, force of contrac-
tion, and afterload resistance). In this context, constant afterload can refer either to constant
vascular resistance or constant mean arterial pressure. In this research, ventricular function
curves are quantified for a constant vascular resistive afterload, following the approach taken
by Guyton [32]. To quantify the effects of changing heart rate, force of contraction, and
afterload, a family of ventricular functions curves can be generated at different conditions.
Figure 2.5 provides examples of the effect of changing these other physiological feedback
mechanisms on representative ventricular function curves.
To quantify the ventricular function curve, Salamonsen, et al [35] fit a sixth order polynomial
to clinical cardiac output data at various left ventricular preloads [32].
QCO = QCO,max
(
C1p
5 + C2p
5 + C3p
4 + C4p
3 + C5p
2 + C6p+ C7
)
(2.1)
Cardiac output QCO, is a function of the ventricular preload p (mmHg). The equation is
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Figure 2.5: Ventricular function curves are plotted for constant afterload, heart rate, and
myocardial force of contraction. To see how these autoregulatory feedback mechanisms affect
ventricular function curves, a family of curves can be generated.
scaled for a given cardiac output maximum QCO,max [35].
C1 = 8.210× 10−9 C5 = 5.083× 10−3
C2 = −1.005× 10−6 C6 = 8.260× 10−2
C3 = 4.642× 10−5 C7 = 6.521× 10−1
C4 = −9.364× 10−4
This polynomial formulation has excellent agreement with clinical data (r=0.99), but there
are numerous coefficients that make it difficult to modify the shape of the curve for different
disease states like congestive heart failure. Also, this formulation is invalid at high preloads
because the polynomial does not reach an asymptotic value but starts to increase very quickly
beyond the range in the plot. Therefore, it would be good to formulate a simpler model with
fewer coefficients. To develop a new model, the asymptotic nature of the ventricular function
curve can be utilized to formulate a linear-logarithmic function.
p = A
[
rQˆCO − (1− r) ln
(
1− QˆCO
)]
(2.2)
where QˆCO is the normalized cardiac output, defined by
QˆCO =
QCO −QCO,0
QCO,max −QCO,0 (2.3)
which is equal to zero at the zero pressure-flow rate QCO,0, and equal to one at the maximum
flow QCO,max. Like above, p is the preload pressure. There are four coefficients, the maximum
cardiac output at which the curve asymptotes COmax, the cardiac output at zero pressure
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Figure 2.6: Ventricular function curves. Salamonsen, et al [35] fit a
sixth order polynomial at three different afterload resistances (thick
grey lines). Also shown is the newly proposed linear-logarithmic
model (dashed line) that also fits clinical data but has fewer coef-
ficients and asympototes at high preloads.
CO0, the normalized slope at zero pressure A, and the ratio of the linear component to the
logarithmic component r.
By setting CO0 = .05 · COmax, A = 9, and r = 0.7, excellent agreement between the sixth-
order polynomial and linear-logarithmic curves is obtained, as shown in Figure 2.6. To scale
the curve for different mean arterial pressures (afterload), the only parameter that need be
changed is COmax, the other coefficients (A, r, and the relationship CO0 = 0.05 · COmax)
remain the same.
While this may be a representative ventricular function curve based on clinical data, it should
go without saying that this curve will vary from patient to patient based on physiological
variation (age, sex, weight, etc) and pathological condition (heart failure, valvular disease,
pulmonary disease, etc). Instead, what’s important to note from this curve is that the curve
is nearly linear at low preloads, follows an exponential-like or logarithmic-like shape, and is
asymptotic at high preloads.
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2.5.1 Ventricular Function Curves in Heart Failure
In heart failure, the ventricle continues to autoregulate cardiac output, but the autoregula-
tion is altered. In congestive heart failure, the ventricle weakens and dilates, which causes
ventricular function curves to diminish in magnitude and the plateau inflection to shift to-
ward higher preload pressures. This effect is shown in Figure 2.7.
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Figure 2.7: Ventricular function curves for healthy and heart failure conditions.
In heart failure, the ventricle dilates and weakens, which causes cardiac output
to decrease and preload to increase.
2.6 Autoregulation with VADs
Ventricular assist devices (VADs) are implanted in an attempt to recover the cardiac output
deficit in patients with end-stage congestive heart failure when pharmaceutical approaches
have been exhausted or when donor hearts for transplantation are not available. Currently,
almost all implanted VADs are continuous flow (CF) devices, either axial flow pumps like
the Abbott HeartMate II (HMII) or centricular flow pumps like the Medtronic HVAD and
Abbott HeartMate 3. The flow produced by CF VADs are functions of the differential
pressure drop across the pump (∆P = Pao − PLV ) and the rotational speed setting of the
device, usually expressed in revolutions per minute (rpm).
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Response of CF device flow to changes in preload and afterload has been observed to drasti-
cally vary from the natural heart. Salamonsen et al, making a linear approximation within
normal operation ranges, estimated that CF devices have half the sensitivity to preload and
three times the sensitivity to afterload as compared to a natural heart [35].
It is unknown how a synchronous positive displacement pump like the 2PTP will affect
cardiac output autoregulation and to what extent active physiological control might be
needed. These questions are explored in this research and are address more directly in
Chapter 6.
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Chapter 3
Cardiovascular System Modeling
This chapter reviews cardiovascular system modeling by lumped parameter methods and de-
velops open- and closed-loop models of the cardiovascular system for assessing hemodynamics
with ventricular assist device support.
Computational modeling of the cardiovascular system is performed on several scales, from
lumped parameter models to complex three-dimensional fluid structure interaction simu-
lations. The selection of the model depends on the information one wishes to obtain. For
system-wide hemodynamics, lumped parameter models are most commonly used. When spa-
tial information is needed, for example to understand wave propagation in the arterial tree, or
to obtain pressure and flow at multiple points in the cardiovascular system, one-dimensional
arterial models may be more appropriate. Two dimensional models are sometimes employed
to simple geometries such as the flow through a constricted artery or to model valve leaflet
motion. Finally, three-dimensional simulations that incorporate fluid structure interaction
can capture three dimensional flow effects, for example around the inflow cannula in the left
ventricle or outflow graft at the aortic anastomosis.
The purpose of this research is in understanding how mechanical circulatory support alters
hemodynamic parameters such as mean arterial and pulse pressure, cardiac output, and left
ventricular preload. For this type of analysis, lumped parameter modeling is common [36],
and is the approach taken for this research.
3.1 Lumped Parameter Modeling of the Cardiovascular System
Lumped parameter models of the cardiovascular system are routinely used to simulate the
hemodynamics with VAD support. Lumped parameter modeling, also referred to as zero-
dimensional (0-D) modeling, removes spatial parameters and assumes a constant flow and
pressure within a selected volume of interest, for example the ventricles, systemic arteries,
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and veins. These models have few terms, which makes parameterization relatively straight-
forward. Additionally, the models consist of simple ordinary differential equations, so they
can be numerically integrated and solved quickly, which allows many different variations in
physiological properties or levels of assist to be studied.
For this research, two lumped parameter models of the cardiovascular system are used:
an open-loop and a closed-loop model. The open-loop simulations isolates the systemic
circulation so that ventricular preload and afterload can be directly prescribed to obtain
ventricular function curves. The closed-loop simulation includes the pulmonary circulation
and can be used to study test cases, for example increased pulmonary vascular resistance or
hypovolemia (low blood volume). Schematics of these models are shown in Figure 3.1.
The lumped parameter models that will be used for this research are not unique, they have
been developed and utilized by many other research groups and validated against clinical
data. The unique contributions of this research are the improvement of the model of passive
left ventricular elastance to better reproduce physiological ventricular function curves and
the use of an open-loop cardiovascular model for studying the preload response with different
types of VAD support and developing physiological control for the 2PTP.
3.1.1 Open-Loop Cardiovascular Model
The open-loop model considers only the systemic circulation, which is defined to include the
pulmonary veins, left atrium and ventricle and their associated valves (mitral and aortic),
and the systemic arterial tree consisting of the larger elastic vessels and smaller resistive
arterioles and capillaries. The pulmonary circulation is removed for this simulation, not
because its function and response are unimportant, but rather to eliminate it as an addi-
tional variable so that the entire possible range of right-sided conditions (elevated pulmonary
vascular resistance, right heart failure, pulmonary edema, etc.) can be studied by changing
the boundary conditions to the open-loop left-sided model. The advantage of this open-loop
model is that it enables ventricular function curves to be obtained by varying the prescribed
preload pressure while maintaining a constant afterload resistance.
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Figure 3.1: Schematic representations of the open-loop and closed-loop lumped parameter
cardiovascular system models. The open-loop model directly prescribes the preload and after-
load boundary conditions. The closed-loop model is used to study specific conditions such as
high pulmonary vascular resistance. The systemic circulation includes left atrium (LA), left
ventricular (LV), systemic arteries (sa), systemic arterial tree (st), and systemic veins (sv).
The pulmonary circulation includes the right atrium (RA), right ventricle (RV), pulmonary
arteries (pa), pulmonary artery tree (pt), and pulmonary vein (pv). The model consists of
various compliant (C), resistive (R), and inertial (L) elements.
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3.1.2 Closed-Loop Cardiovascular Model
For the closed-loop simulation, the pulmonary circulation is included so that specific condi-
tions like elevated pulmonary vascular resistance (PVR) or hypovolemia can be studied to
observe the Starling response with different modalities of VAD support. Elevated PVR is
common in VAD patients [37] and can also occur during postural changes or the Valsalva
maneuver [38, 39]. Step changes in PVR are commonly used in cardiovascular modeling to
test the propensity of ventricular suction with VAD support [40, 41, 42].
3.2 Lumped Parameter Model Equations
To derive the differential equations and parameterize the cardiovascular system, a previously
validated lumped parameter model is used as a framework [43, 14].
3.2.1 Systemic Arteries
The systemic arterial tree, which consists of the large arteries, arterioles, and capillaries, is
represented with two Windkessel elements: an RLC for the larger systemic arteries (sa) and
RC element for the systemic arterial tree (st).
The large systemic arteries have two states, pressure and flow, which are represented with
the following ordinary differential equations:
P˙sa =
Qa +QV AD −Qsa
Csa
(3.1)
Q˙sa =
Psa − Pst −RsaQsa
Lsa
(3.2)
where Psa is the pressure in the systemic arteries, Qa is the flow through the aortic valve,
QV AD is the flow through the VAD, Qsa is the flow in the systemic arteries, Pst is the pressure
in the systemic arterial tree, Csa is the compliance of the systemic arteries, Rsa is the viscous
resistance to flow in the systemic arteries, and Lsa is the fluid inertance in the systemic
arteries.
In the systemic arterial tree (st), which represents the flow through the arterioles and capil-
laries, the flow is not very dynamic, so no inertance term is needed, therefore there is only
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one state, the pressure in the systemic arterial tree Pst:
P˙st =
Qsa −Qst
Cst
(3.3)
where Cst is the compliance of the systemic arterial tree.
The flow through the systemic arterial tree is a function of the pressure states:
Qst =
Pst − Psv
Rst
(3.4)
where Psv is the pressure in the systemic vein, and Rst is the systemic arterial tree viscous
resistance.
3.2.1.1 Left Ventricular and Atrial Volume
The volume in the left atrium (Vla) and left ventricule (Vlv) are modeled using the conserva-
tion of mass principle,
V˙la = Qpv −Qm (3.5)
V˙lv = Qm −Qa −QVAD (3.6)
where Qm is the flow through the mitral valve and the other flows were defined above.
3.2.1.2 Ventricular and Atrial Pressure
Ventricular contraction is a complex phenomenon. Several different models have been de-
veloped, including three-dimensional finite element with fluid-structure interaction [44] and
models that incorporate chemical pathways and microscopic models of sarcomere contrac-
tion [45]. These models are often computationally intensive, such as the 3D FEM models, or
require excessive parameterization, such as the chemical model that requires over 20 parame-
ters such that it is difficult to fit from readily available data. The most common approach for
modeling the ventricular contraction, especially when estimating systemic hemodynamics, is
by using the lumped parameter approach and assuming the pressure in the ventricle is the
same throughout, and by using a time-varying elastance to model the ventricular contraction.
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3.2.1.3 Time-Varying Elastance
The most commonly used method of modeling ventricular contraction, first proposed by
Suga and Sagawa [46], is the time-varying elastance model. The elastance (the inverse of the
compliance) of the ventricle is used to describe the relationship between the lumped pressure
and volume in the ventricle
E(t) =
P (t)
V (t)− V0 (3.7)
or written in terms of pressure as a function of volume:
P (t) = E(t)(V (t)− V0) (3.8)
where E is the elastance, P is the pressure in the chamber, V is the volume, and V0 is the
unstressed volume (the volume at zero pressure).
To incorporate contraction, the elastance E is defined as a function of time bounded by a
minimum elastance during diastolic filling Eed and a maximum at the end of systole Ees
[47]. Pressure-volume curves defined by these minimum and maximum elastance are known
as the end-diastolic pressure (Ped) or end-diastolic pressure-volume relationship (EDPVR)
and the end-systolic pressure (Pes) or end-systolic pressure-volume relationship (ESPVR).
A normalized activation function e(t) is used to describe the dynamic change in elastance
during ventricular contraction through the cardiac cycle.
P = e(t)Ees(V − V0) + [1− e(t)]Eed(V − V0) (3.9)
For the ventricles, this can be expressed in terms of the end-systolic and end-diastolic pressure
P = e(t)Pes(V ) + [1− e(t)]Ped(V ) (3.10)
The left ventricular end-systolic and end-diastolic pressure-volume relationships (Pes and Ped)
require special attention because they strongly influence the ventricular function curves, so
they are described in detail in the next chapter (Chapter 4).
The left atrial end-diastolic pressure is represented by the exponential function
Ped,la = Ala
(
eBla(Vla−Vla0) − 1) (3.11)
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And the left atrial end-systolic pressure is a linear function of volume
Pes,la = Ela (Vla − Vla0) (3.12)
The normalized activation for the ventricles (ev) and atria (ea) can be described using piece-
wise sinusoidal functions. The ventricular normalized elastance ev(t) is defined by the fol-
lowing piecewise function:
ev =

1
2
− 1
2
cos
(
3pit
2Tvc
)
for 0 ≤ t < 2Tvc
3
1
2
+ 1
2
cos
(
3pit
Tvc
− 2pi
)
for 2Tvc
3
≤ t < Tvc
0 for t > Tvc
(3.13)
where the time (t) is normalized to the cardiac cycle, and where t = 0 corresponds to the
start of ventricular contraction. The ventricular contraction time Tvc changes with heart
rate.
Tvc =
550− 1.75HR
1000
(3.14)
The atrium contracts just prior to the ventricle and is defined by the following normalized
activation function.
ea =
{
0 for 0 ≤ t < RR− Ta
1
2
− 1
2
cos
(
2pi t−RR+Ta
Ta
)
for RR− Ta ≤ t < RR (3.15)
where RR is the R-wave-to-R-wave interval. The R-wave is the feature of the electrocardio-
gram (ECG) that represents the start of ventricular contraction. So RR and heart rate are
related (RR = 60/HR), where HR is in beats per minute and RR is in seconds.
3.2.1.4 Aortic and Mitral Valve Flow
The mitral valve (m) and aortic valve (a) valves provide unidirectional flow between the left
atrium and left ventricle and between the left ventricle and systemic arteries, respectively.
A nonlinear diode orifice model is used to describe the flow rate,
Qm =
{√
Pla − Plv/Rv for Pla ≥ Plv
0 for Pla < Plv
(3.16)
Qa =
{√
Plv − Psa/Rv for Plv ≥ Pao
0 for Plv < Pao
(3.17)
where the pressures have been defined in the previous sections, and Rv is the nonlinear valve
orifice resistance.
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Figure 3.3: Pressure in the left ventricle PLV is a function of the volume VLV
described by the end-systolic pressure (Pes), end-diastolic pressure (Ped), and
the normalized elastance function e. The normalized elastance is zero when the
ventricle is relaxed and filling and one during peak contraction. As the ventricle
contracts, the normalized index goes from 0 to 1 following the sinusoidal ac-
tivation function. An exponential end-systolic pressure and linear end-systolic
pressure are assumed for this illustration.
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3.2.2 Pulmonary Circulation
The pulmonary circulation model is a mirror image of the systemic circulation model. The
subscript definitions are: pulmonary arteries (pa), pulmonary artery tree (pt), right atrium
(ra), right ventricle (rv), tricuspid valve (t), and pulmonary valve (p).
Flow and pressure in the pulmonary arteries and arterial tree:
P˙pa =
Qp −Qpa
Cpa
(3.18)
Q˙pa =
Ppa − Ppt −RpaQpa
Lpa
(3.19)
P˙pt =
Qpa −Qpt
Cpt
(3.20)
Qpt =
Ppt − Ppv
Rpt
(3.21)
Right atrial and ventricular volume:
V˙ra = Qsv −Qt (3.22)
V˙rv = Qt −Qa (3.23)
Right atrial and ventricular pressure are the same as the ventricles (though Pes and Ped are
different for each heart chamber)
P = e(t)Pes(V ) + [1− e(t)]Ped(V ) (3.24)
Right atrial and ventricular pressure:
Ped,ra = Ara
(
eBra(Vra−Vra0) − 1) (3.25)
Pes,ra = Era (Vra − Vra0) (3.26)
Ped,rv = Arv
(
eBrv(Vrv−Vrv0) − 1) (3.27)
Pes,rv = Erv (Vrv − Vrv0) (3.28)
Tricuspid and pulmonary valve flow:
Qtv =
{√
Pra − Prv/Rv for Pra ≥ Prv
0 for Pra < Prv
(3.29)
Qpv =
{√
Prv − Ppa/Rv for Prv ≥ Ppa
0 for Prv < Ppa
(3.30)
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3.2.3 Parameterization
The left ventricular end-systolic and end-diastolic pressures Pes,lv and Ped,lv require special
treatment and are discussed in the detail in the following chapter (Chapter 4). The other
parameters (resistances, compliances, etc) are provided in Table 3.1, and were taken from
previously published valves [43].
3.3 Lumped Parameter Model Simulation
The ordinary differential equations (ODEs) that represent the time rate of change of the
energy storage elements in the model can be numerically integrated with standard techniques.
For this research, Matlab’s ODE solvers were used (in this case, ode23()). The different
simulation conditions that were run are detailed in Chapter 6.
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Parameter Description Value Units
Valve Rv Valve resistance .0025 mmHg/ml
Left atrium Ela Left atrium elastance .25 mmHg/ml
Vla0 Unstressed left atrium volume 10 ml
Ala Left atrium exponential constant .45 mmHg
Bla Left atrium exponential constant .05 1/ml
Ta Atrial ejection time .09 sec
Right atrium Era Right atrium elastance .25 mmHg/ml
Vra0 Unstressed right atrium volume 10 ml
Ara Right atrium exponential constant .45 mmHg
Bra Right atrium exponential constant .05 1/ml
Ta Atrial ejection time .09 sec
Right ventricle Erv Right ventricular elastance .75(.45) mmHg/ml
Vrv0 Unstressed right atrium volume 5 ml
Arv Right ventricle exponential constant .04 mmHg
Brv Right ventricle exponential constant .05 1/ml
Systemic circulation Rsa Systemic artery resistance .15 mmHg s/ml
Csa Systemic artery compliance 1.25(.65) ml/mmHg
Lsa Systemic artery inertance .0022 mmHg s
2/ml
Rst Systemic arterial tree resistance .8(.9) mmHg s/ml
Cst Systemic arterial tree compliance 2.0(1.5) ml/mmHg
Rsv Systemic venous resistance .025 mmHg s/ml
Csv Systemic venous compliance 20 ml/mmHg
Pulmonary circulation Rpa Pulmonary artery resistance .07 mmHg s/ml
Cpa Pulmonary artery compliance 7.5 ml/mmHg
Lpa Pulmonary artery inertance .0018 mmHg s
2/ml
Rpt Pulmonary arterial tree resistance .04 mmHg s/ml
Cpt Pulmonary arterial tree compliance .5 ml/mmHg
Rpv Pulmonary venous resistance .003 mmHg s/ml
Cpv Pulmonary venous compliance 20 ml/mmHg
Table 3.1: Cardiovascular model parameters in a healthy state and in heart failure. Heart failure
values are designated by parenthesis.
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Chapter 4
Ventricular Elastance and Ventricular Function Curves
This chapter studies the relationship between left ventricular elastance and ventricular func-
tion curves and proposes new elastance definitions for generating a more physiologic response
to preload.
The previous chapter described a lumped parameter model for the cardiovascular system,
but provided limited details about left ventricular elastance. The first goal of this research
is to develop a model of the cardiovascular system for studying the sensitivity of the left
ventricular output to changes in preload and afterload in the presence of different types of
ventricular assistance. Therefore, a model of left ventricular dynamics must be developed
that captures the Starling response of the system to changes in preload and afterload. Of
particular interest is assessing how the shape of the passive elastance curve (the end-diastolic
pressure-volume relationship, or EDPVR) affects the cardiac output response over a wide
range of preload and afterload conditions. Ventricular elastance and ventricular function
curves are closely related, so in order to develop a cardiovascular system model that can be
used to study physiological control, it’s important that the system reproduced a physiological
response to autoregulatory feedback.
4.1 EDPVR Models
The end-diastolic pressure-volume relationship (EDPVR) describes the passive filling phase
of the ventricle when the muscle is not contracting. The relationship is highly nonlinear. At
low volumes the ventricle is very compliant (high compliance / low elastance), but stiffens
(low compliance / high elastance) as ventricular volume increases. This nonlinear relation-
ship has been quantified using several curve fits including exponential, logarithmic, cubic,
and power [48].
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Figure 4.1: The end-diastolic pressure-volume relationship (EDPVR) is com-
monly modeled using an exponential curve fit or logarithmic curve fit.
4.1.1 Existing EDPVR Models - Exponential and Logarithmic
While several curve fits have been proposed, the exponential and logarithmic models of
EDPVR are by far the most common approaches.
4.1.1.1 Exponential EDPVR
Most lumped parameter models of the cardiovascular system in the literature [49], including
one by this author [43, 14], have used an exponential relationship to describe the filling of
the passive ventricle.
P = β
[
eα(V−V0) − 1] (4.1)
where β and α are exponential coefficients derived from end-diastolic pressure-volume curves
from clinical or animal experiment data. This equation could also be written in the following
form:
P =
S0
α
[
eα(V−V0) − 1] (4.2)
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where S0 is the stiffness at the unstressed volume V0, which can be seen by evaluating the
derivative at V0
∂P
∂V
∣∣∣∣
V=V0
= S0 (4.3)
These curves have been shown to represent the nonlinear aspect of filling relatively well,
accounting for increased stiffness at higher filling volumes. These exponential relationships
have often been determined using ex vivo hearts (hearts that have been explanted). This
takes the heart out of its environment and removes the external constraints of the pericardium
(a fiberous sac that encapsulates and protects the heart) as well as other surrounding muscle,
tissue, bone, and organs. One downside of this model is the non-physiologic characteristic
of increasing volume with increased pressure, when it has been shown that the ventricle
reaches a practical working volume limit. Additionally, the model coefficients (β and α in the
standard approach) are extremely sensitive to regression fitting analysis, so that coefficients
with several orders of magnitude difference have been derived in the literature. Ideally, a
model would use more intuitive and easily derived coefficients, as we shall see other models
have tried to do.
4.1.1.2 Logarithmic EDPVR
Logarithmic models have also been proposed [50, 51, 52, 53, 54, 55], but have been rarely
if ever used for VAD lumped parameter modeling research. The proposed model takes the
following form:
P = −k ln
(
Vm − V
Vm − V0
)
(4.4)
where k is a constant, V0 is the unstressed volume, and Vm is the maximum volume of the
ventricle, set by the pericardium and cardiac cytoskeleton [56, 57, 57]. In this form, the
constant k doesn’t directly relate to any property of the elastance. One potential way to
modify the equation would be to solve for the initial stiffness (S0) by taking the derivative
of the logarithmic model at the unstressed volume V0
S0 =
∂P
∂V
∣∣∣∣
V=V0
= − k
V0 − Vm (4.5)
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Therefore, the equation could also be rewritten in the form:
P = S0 (V0 − Vm) ln
(
Vm − V
Vm − V0
)
(4.6)
This logarithmic function is asymptotic at the maximum volume Vm even if pressure contin-
ues to rise, which may be a better approximation than the exponential model which expands
indefinitely.
4.1.2 Modified EDPVR Models - Exponential and Logarithmic
The existing models above each have two parameters that can be used to adjust the shape
of the curve. We will see later that if we want to assign an operating point through which
the curve must pass (Vn, Pc), then only one of the parameters can be adjusted. Either the
initial stiffness S0 or the exponential coefficient alpha in the case of the exponential model,
and either the initial stiffness S0 or the maximum volume Vm in the logarithmic model, but
not both. It could be helpful to add one more degree of freedom, so that both terms can
be directly adjusted. The following sections propose modified exponential and logarithmic
models to add an extra degree of freedom by adding a linear term to the equation. This
follows similar approaches taken by a few research groups [58, 59].
4.1.2.1 Modified Exponential EDPVR Model
The exponential model above typically has a very shallow slope at lower volumes and un-
derestimates the elastance [60]. By recognizing the near-linear portion of the ventricular
elastance curve at low preloads, a linear term could be added to control the stiffness at low
volumes.
P = S0
[
r (V − V0) + (1− r) e
α(V−V0) − 1
α
]
(4.7)
where S0 is the stiffness at the unstressed volume, which can be seen by by evaluating the
derivative at V0.
∂Ped
∂V
∣∣∣∣
V=V0
= S0 (4.8)
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The is a proportional term r adjusts the proportion of the linear to exponential contributions.
Notice that when r = 0 the model would be the same as the exponential model and when
r = 1 the model would be a simple linear model.
4.1.2.2 Modified Logarithmic EDPVR Model
Besides serving as a source of comparison for the computational model against clinical data,
the linear-logarithmic approximation of the ventricular function curve discussed in Chapter
2 suggests that the EDPVR curve may be best represented with a linear-logarithmic curve.
This, in some ways, is working backwards. By taking the results of clinical derived ventricular
function curves and working backward to infer the shape of the passive ventricular pressure
relationship.
Here, a new model is proposed by making use of the linear-logarithmic relationship of the
ventricular function curve. This model utilizes the physiological consideration of maximum
ventricular volume that the logarithmic model provides with a linear term to modify the
stiffness during filling.
It was shown above that a linear-logarithmic relationship can be used to represent preload
as a function of cardiac output. Preload, which can be approximated as the end-diastolic
pressure, determines the end-diastolic volume according to the Ped relationship. This vol-
umetric preload, in combination with a fixed afterload, would define the stroke volume of
the ejection, and thus the cardiac output. Therefore, in a time-varying elastance model,
the shape of the Ped curve directly affects the cardiac output of the ventricle. Therefore,
a linear-logarithmic relationship between preload and cardiac output would imply a linear-
logarithmic relationship for the EDPVR curve, taking the same form as equation (2.2):
P = S0
[
r (V − V0) + (1− r) (V0 − Vm) ln
(
Vm − V
Vm − V0
)]
(4.9)
where S0 is the initial stiffness, or slope at V0, and r is a proportional term that adjusts the
proportion of the linear to logarithmic contributions. Notice that when r = 0 the model
would be the same as the logarithmic model and when r = 1 the model would be a simple
linear model.
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4.2 Parameterization of EDPVR Model Coefficients
The different models of EDPVR have various parameters that need to be defined. The
exponential and logarithmic forms each have two model parameters, and the modified models
have an extra degree of freedom.
Model Equation Parameters
Exponential S0
α
[
eα(V−V0) − 1] S0, α
Logarithmic S0 (V0 − Vm) ln
(
Vm−V
Vm−V0
)
S0, Vm
Modified Exponential S0
[
r (V − V0) + (1− r) eα(V−V0)−1α
]
S0, α, r
Modified Logarithmic S0
[
r (V − V0) + (1− r) (V0 − Vm) ln
(
Vm−V
Vm−V0
)]
S0, Vm, r
Each model has coefficients that must be determined. To compare the models, a constraint
can be added by defining a nominal operating point with ventricular pressure Pn and vol-
ume Vn through which each of the curves pass. This point should provide a common cardiac
output for a given preload pressure Pn for all of the curves and allow a means of com-
parison. This nominal operating point would correspond to the end-diastolic pressure and
end-diastolic volume which are two commonly assessed hemodynamic metrics.
4.2.1 Exponential EDPVR Coefficients
The exponential model has two parameters (S0 and α). To determine the relationship
between the them, the nominal operating point (Pn, Vn) is used:
Pn =
S0
α
[
eα(Vn−V0) − 1] (4.10)
Then, S0 can be expressed in terms of α and the nominal operating point (Pn, Vn)
S0 =
Pnα
eα(Vn−V0) − 1 (4.11)
There is one degree of freedom, α must be specified in addition to the operating point.
Alternatively, S0 could be specified. In this case, there is no straightforward analytical
solution to determine α, but it could be determined numerically.
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4.2.2 Logarithmic EDPVR Coefficients
The logarithmic model also has two parameters (S and Vm), which can be related through
with the operating point (Pn, Vn):
Pn = S0 (V0 − Vm) ln
(
Vm − Vn
Vm − V0
)
(4.12)
Then, S0 can be expressed in terms of Vm and the operating point (Pn, Vn)
S0 =
Pn
(V0 − Vm) ln
(
Vm−Vn
Vm−V0
) (4.13)
Again, there is one degree of freedom, and the maximum volume Vm must be defined in
addition to the operating point.
Alternatively, S0 could be specified. In this case, there is no straightforward analytical
solution to determine Vm, but it could be determined numerically.
4.2.3 Modified Exponential EDPVR Coefficients
The modified exponential model has three parameters (S0, α, and r), which can be related
through the operating point (Pn, Vn):
Pn = S0
[
r (Vn − V0) + (1− r) e
α(Vn−V0) − 1
α
]
(4.14)
In this case, there are two degrees of freedom, and two variables must be defined in addition
to the nominal operating point. One possibility is to set α as was done in the exponential
model above. But then, instead of the stiffness at the the unstressed volume S0 begin
determined, it could be set, and then r can be determined using the nominal operating point
(Pn, Vn).
r =
Pnα
S0
− (eα(Vn−V0) − 1)
α (Vn − V0)− (eα(Vn−V0) − 1) (4.15)
4.2.4 Modified Logarithmic EDPVR Coefficients
Like the modified exponential model, the modified logarithmic model has three parameters
(S0, Vm, and r), which can be related through with the operating point (Pn, Vn). This
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allows for S0 to be defined in addition to Vm. Then r can be determined using the nominal
operating point.
Pn = S0
[
r (Vn − V0) + (1− r) (V0 − Vm) ln
(
Vm − Vn
Vm − V0
)]
(4.16)
Solving for r
r =
Pn
S0
− (V0 − Vm) ln
(
Vm−Vn
Vm−V0
)
(Vn − V0)− (V0 − Vm) ln
(
Vm−Vn
Vm−V0
) (4.17)
4.2.5 Parameterization - Healthy and HF Operating Point
To continue to parameterize the curves, clinical values and values used in other computa-
tional models are used. Two general states will be assessed, normal healthy conditions, and
end-stage heart failure. The parameters that must be chosen for the models as described
are the operating or nominal end-diastolic volume and pressure, this is a common clinical
measurement to assess ventricular status and will be used as the coincident operating point
(Vn and Pn) for all four EDPVR models. For the healthy condition the operating point is
chosen to be Vn = 100 ml at Pn = 10 mmHg. For heart failure, the operating point is chosen
to be Vn = 250 ml at Pn = 25 mmHg. Both conditions use 10 ml as the unstressed volume
V0. Examples of different curves fOor the four models in the healthy condition are shown in
Figure 4.2.
4.2.6 Ventricular Function Curves
The four different EDPVR models with parameters above, are used with the open-loop
lumped parameter model cardiovascular model presented in Chapter 3. Preload is varied
from 1 to 35 mmHg and systemic vascular resistance (SVR) is held constant. Ventricular
function curves (cardiac output vs preload at constant afterload resistance) are obtained and
compared to the clinical ventricular function curve defined in Chapter 2. Results are shown
in Figure 4.3. The modified exponential and modified logarithmic EDPVR functions do a
better job of recreating clinical ventricular function curves than the normal exponential and
logarithmic functions. This is due to the inclusion of the extra degree of freedom that allows
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the slope at the unstressed volume to be controlled (which effectively controls the slope of
the ventricular function curve at low preloads).
46
0 50 100 150
LVV (ml)
0
5
10
15
20
25
30
L
V
P
 (
m
m
H
g
)
Exponential EDPVR
α=.010, S
0
=.069
α=.025, S
0
=.030
α=.050, S
0
=.006
0 50 100 150
LVV (ml)
0
5
10
15
20
25
30
L
V
P
 (
m
m
H
g
)
Modified Exponential EDPVR
α=.010, S
0
=.035
α=.025, S
0
=.035
α=.050, S
0
=.035
0 50 100 150
LVV (ml)
0
5
10
15
20
25
30
L
V
P
 (
m
m
H
g
)
Logarithmic EDPVR
Vm=110, S
0
=.043
Vm=130, S
0
=.060
Vm=150, S
0
=.070
0 50 100 150
LVV (ml)
0
5
10
15
20
25
30
L
V
P
 (
m
m
H
g
)
Modified Logarithmic EDPVR
Vm=110, S
0
=.035
Vm=130, S
0
=.035
Vm=150, S
0
=.035
Figure 4.2: Four models of the end-diastolic pressure-volume relationship (EDPVR). LVP is left
ventricular pressure and LVV is left ventricular volume. The exponential and logarithmic models
on the left are represented and used often in the literature. The modified curves on the right allow
for the stiffness at the unstressed volume (volume at zero pressure) to be controlled. All curves
share a nominal operating point of 10 mmHg LVP and 100 ml. The exponential and modified
exponential curves are plotted for three values of the exponential coefficient α (.010, .025, and .050
mmHg/ml). For the exponential model, the stiffness at the unstressed volume S0 is determined by
the operating point, but is able to be controlled in the modified exponential model, where it is set
to .035 mmHg/ml. Similarly, the logarithmic and modified logarithmic models are shown for three
values of maximum volume Vm (110, 130, and 150 ml). For the logarithmic model, the stiffness
S0 is determined by the operating point, but is able to be controlled in the modified logarithmic
model, where it is set to .035 mmHg/ml.
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Figure 4.3: Simulated ventricular function curves. Cardiac output vs preload at
constant afterload for the four different models of EDPVR. Excellent agreement
between clinical data is obtained for the modified exponential and modified
logarithmic models. As expected, the exponential model over predicts cardiac
output at higher ventricular preloads, and the exponential and logarithmic have
a higher slope at lower preloads than the clinical data suggests should be the
case.
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4.3 Summary and Conclusion
Modified exponential and logarithmic EDPVR curves have been proposed that have an
additional degree of freedom to allow the slope at the unstressed volume to be adjusted.
These curves have been shown to reproduce more physiologic ventricular function curves
compared to the commonly used original exponential and logarithmic functions in lumped
parameter simulations of the cardiovascular system. Physiological reproduction of ventricular
function curves is important when assessing preload sensitivity with VAD support, especially
at low preload values, when the slope of the elastance curve near the unstressed volume has a
dominant effect on the cardiac output. Future research could focus on parameterizing these
models with clinical pressure-volume data.
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Part II
High-level Control
Chapter 5. High-Level 2PTP Control - Pump Function
This chapter provides an introduction to rotary piston pumps, identifies the
constraints on the piston and torus geometry in a 2PTP, and develops ideal piston
trajectory curves (velocity and position) to produce pulsatile pump ejections.
Chapter 6. High-Level 2PTP Control - Physiological Control
This chapter studies physiological control with the synchronous positive displace-
ment pumping compared to continuous flow support by assessing preload sensi-
tivity with ventricular function curves.
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Chapter 5
High-Level 2PTP Control - Pump Function
This chapter provides an introduction to rotary piston pumps, identifies the constraints on
the piston and torus geometry in a 2PTP, and develops ideal piston trajectory curves (velocity
and position) to produce pulsatile pump ejections.
5.1 Rotary Piston Pump Introduction
This research focuses on a new pumping modality, a two-piston toroidal pump, which is
a subset of the class of rotary piston pumps. Most rotary piston pumps that have been
developed use a single rotating piston [11]. The most common example of this principle is
the Wankel engine. Early prototypes of rotary piston blood pumps experienced thrombus
issues in the axial gap between the rotor and pump housing and had seals which limited
durability, caused blood clots to form, or required irrigation.
An alternative design has been developed that uses two independently controlled pistons
within a toroidal pumping chamber, a two-piston toroidal pump (2PTP). This concept for
a blood pump was originally patented by Dr. Alan Ulert [12], and original prototypes of
the design were developed as part of Tom Pate’s Master’s thesis (under the supervision of
Dr. Raul Longoria) in the Mechanical Engineering department at the University of Texas
at Austin in 2005 [13]. It appears that this is the first realization of such a pump, although
there is a patent by Newcomb from 1919 [61] that appears to be the first mention of this
type of pumping mechanism (see Figure 5.1), but it does not appear that this pump was ever
fabricated. Wankel also mentioned what he called a “stationary outer and inner chamber
walls central-axis single-rotatating piston-machine” that takes a similar form in his book
“Rotary Piston Machines” [62]. Additionally, there are some rotary piston engines share a
similar architecture (see Figure 5.2). But again, the patent by Ulert and initial prototypes
by Longoria and Pate appear to be the first realization of a two-piston toroidal pump. This
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technology was subsequently transferred to Windmill Cardiovascular Systems (Austin, TX)
for continued development, where the pump has been refined for clinical use and called
the TORVAD (TORoidal Ventricular Assist Device). Preliminary feasibility testing for the
TORVAD has been completed including 60-day animal experiment that has established this
device as a potential improvement over existing CF technology, but significant challenges
remain, particularity as it relates to the control of this new pumping modality.
5.1.1 Two-Piston Toroidal Pump (2PTP)
The 2PTP uses two independently controlled pistons to produce pulsatile ejections [14] (see
Figure 1.2). Each piston is magnetically coupled to a position-controlled brushless DC
motor that resides within the inner diameter of the toroidal pumping chamber. The pistons
are suspended in the middle of the torus lumen with small ceramic microhydrodynamics
bearings that serve to reduce wear and to control the gap between the piston and torus walls
to minimize shear stress to the blood. The current version embodied in the TORVAD has
a 30 ml stroke volume, but the device stroke volume could be scaled to adapt to different
patient sizes and needs. The pump can synchronize to the cardiac cycle or can be run at a
fixed flow rate up to 8 L/min.
The pistons of the two-piston toroidal pump (2PTP) are independently controlled to produce
positive displacement pump ejections. One purpose of high-level control is to prescribe piston
motions or trajectories to achieve a desired pump function. Two-piston toroidal pumping
has two distinct phases: pumping (when fluid is simultaneously aspirated from the inflow
and ejected to the outflow) and transition (when the pistons exchange functional roles in
preparation for the next pumping stroke). These are demonstrated schematically in Figure
5.4.
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Figure 5.1: A figure from R.E. Newcomb’s Fluid Pump patent 1,307,210 (1919)[61], with the
following description:
The pump comprises a pump casing A having a chamber 1 which is in the form of a substan-
tially circular or endless orbit in which a plurality of pistons 2, 3, 4, and 5 move by means
to be hereinafter described. The pump chamber 1 has an inlet pipe 6 and an outlet pipe 7,
the interiors of which communicate with the chamber 1, through ports 8 and 9. Rotating
concentrically with the orbit of moment of the pistons is a rotor B driven by any suitable
prime mover and carried on a shaft 11 journaled in bearings 12. The rotor B is provided with
arms 13 carrying at their outer ends the magnets 14 energized by current supplied thereto by
slip rings 15 and 16 from any extraneous source. Between the inlet and outlet ports 8 and
9, respectively, is a stationary magnet 10 which acts to momentarily retard the movement
of each piston during passage between the two ports and until the adjacent preceding piston
has advanced sufficiently to create a vacuum between the two pistons as, for instance, in the
drawing, the piston 4 has been retarded while the piston 3 is now moving at its usual rate away
from the inlet port 8; thus a vacuum is created between the two pistons 3 and 4 which draws
the fluid in through the inlet port 8 and, at the same time, the piston 5 moving at its usual rate
has displaced through the outlet port 9 that bulk of fluid which has been previously drawn in
between pistons 4 and 5, and as the piston 2 continues it engages the piston 5 and thus forces
the piston 5 out of range of the influence of the stationary magnet and itself becomes retarded
thus repeating the cycle of operations and, in this way, substantially continuous streams of
fluid are drawn into and discharged from the casing.
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Figure 5.2: A cover from the January 1967 issue of Popular Science[63]
Figure 5.3: A figure from I.A. Ulert’s Circular Artificial Heart patent 6,576,010 (2003) [12]
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Figure 5.4: Schematics representations of two-piston toroidal pumping. There are two distinct
phases - pumping (A-C) and transition (D-F). During pumping, one piston remains stationary
in the region between the inflow and outflow ports (referred to as the ‘hold’ position), the
other piston rotates around the torus simultaneously aspirating fluid through the inflow (on
the right) and ejecting fluid through the outflow (on the left). At the end of the pumping
stroke, the pistons move together, transition across the inflow and outflow ports, and exchange
functional roles.
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5.2 Pressure-Flow Curves
Pressure-flow curves (PQ curves) quantify the pressure versus flow rate relationship for dif-
ferent types of pumps. Most existing blood pump technologies are continuous flow which
operate on axial or centrifugal principles. Understanding the PQ curves is especially im-
portant for CF pumps because the flow through the device is a function of the differential
pressure across the device as well as the rotational speed of the device.
QCF = f(ω[rpm],∆P ) (5.1)
The three most commonly used and FDA approved VADs are the centrifugal flow Abbott
HeartMate 3 (HM3) and Medtronic HVAD and the axial flow Abbott HeartMate II (HMII).
The centrifugal HVAD typically operates at speeds between 2400 and 3200 rpm [64], and
the axial HMII’s recommended operating speed is between 8600 and 9800 rpm [65]. Flow
through a continuous flow device, whether it be centrifugal or axial, is a function not only of
the pump speed, but also of the differential pressure across the pump. Pressure-flow curves
for recommended speed ranges for these pumps can be seen in Figure 5.5. Axial flow pumps
tend to have steeper PQ curves while centrifugal flow pumps tend to be shallower and more
sensitive to pressure changes, but these can be altered through design.
The 2PTP operates very differently from other blood pumps. Positive displacement pumps
like the 2PTP can deliver near-constant flow for any differential pump pressure (at least
within the limits of the means of actuation, in this case the torque capabilities of the motors
and magnetic coupling). Some leakage can occur that can affect the flow around 1-3%
(depending on the piston-torus annular gap and the pressure), but in general, the mean flow
rate is function of the number of pump ejections only, which could be expressed in terms of
pump ‘beats’ per minute (bpm). This is evident in the PQ curves for the 2PTP in Figure
5.5, which are nearly vertical with a very slight slope due to the small amount of leakage.
QPD = SV · bpm−QL(ω,∆P ) (5.2)
where SV is the stroke volume of the pump and QL is the leakage, which is a function of
the piston speeds w and the pressure across the pump ∆P .
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Figure 5.5: Pressure-flow curves (PQ or HQ curves) for axial (HMII) and centrifugal (HVAD)
continuous flow pumps and for a positive displacement flow pump (2PTP). The HMII operates
clinically between 8600 and 9800 rpm and the HVAD operates between 2400 and 3200 rpm.
Flow through continuous flow pumps is a function of the differential pressure across the pump.
For the 2PTP, which is a positive displacement pump, the pump operates at a fixed rate (bpm),
delivering 30 ml per rotation minus a small amount of leakage flow at high pressures. As long as
the torque does not exceed the capabilities of the motor, the pump operates at a near-constant
average flow rate against for any differential pump pressure.
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5.3 2PTP Pumping Criteria
Pressure-flow curves or the flow rate expressed in terms of pump bpm can provide information
on mean flow rates, but do not provide any information on how the pistons should be
controlled to produce pump ejections. To start to address this problem, two important
criteria should be established.
1. Pistons should not be allowed to contact. The blood contacting surface of the
pistons is made of Yttria-stabalized Zirconia, which is a relatively tough compared
to other biocompatible ceramics like Silicone Nitride and Aluminia, but it can still
fracture at high impact forces. Therefore, the pistons should maintain conservatively
safe separation angles.
2. Pistons position should not allow a backflow shunt. Backflow can occur if the
pistons are configured in such as way that allows direct fluid communication between
the inflow and outflow ports. This could occur during the transition phase if the pistons
are too close together or too far apart.
The two fault conditions that should be avoided (collision and shunt) are illustrated in Figure
5.6.
1. Collision 2. Shunt
Figure 5.6: Schematic representations of two problematic events: 1) piston
collision (left), which can chip ceramic pistons, and 2) a shunt condition
(right), where unobstructed backflow can occur. Piston control should be
designed to avoid these events.
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5.4 2PTP Piston and Torus Geometry
Given the criteria above (collision and shunt avoidance), and taking into account angular
requirements of the piston-motor magnetic coupling, angular assignments can be made for
piston and torus geometries. Once the angular parameters of the pistons and torus are
established, dimensions can be set for a given stroke volume.
5.4.1 Angular Parameters and Constraints
The restrictions of collision and shunting can provide guidance for the separation distance
during the transition phase and for the size of the pistons and inflow and outflow ports. The
angles of interest are defined in Figure 5.7.
For this analysis, it will be assumed that the outer radius piston angle θpo will be less than
or equal to the inner radius piston angle θpi. This helps facilitate streamlined flow on the
leading and trailing faces to and from the ports which helps prevent regions of recirculation
or stasis. This also sets the restriction that the separation angle is calculated from the inner
radii of the pistons as shown in Figure 5.7.
θpo ≤ θpi (5.3)
It is also assumed that the port angle θp is smaller than the angle at the outer radius of the
piston so that the pistons completely occlude the port to stop flow during transition.
θp ≤ θpo (5.4)
Shunt angles are defined as the angular sum of the opening at both the inflow and outflow in
either the drive or hold shunt configuration and can be calculated using available geometries.
The drive shunt angle θsd is defined as one that allows backflow around the drive portion of
the torus.
θsd = (2θp + θh)− (θpi + θsep + θpo) (5.5)
The hold shunt θsh is defined as one that allows backflow through the hold portion of the
torus, between the inflow and outflow ports.
θsh = (θpi + θsep − θpo)− θh (5.6)
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To simplify these relationships, it will be assume that the ‘hold’ angle is the same as the
piston outer radius angle θpo = θh.
θsd = 2θp − θpi − θsep (5.7)
θsh = θpi + θsep − 2θpo (5.8)
To determine the angles of the pistons and ports, restrictions can be placed on the shunt
angles. Positive shunt angles correspond to the maximum possible shunt angle during the
transition. To avoid and protect from shunts, the shunt angle should be set to a negative
value, not just zero, so that if the pistons are not exactly where they should be, a shunt still
does not occur.
θs = θsh = θsd (5.9)
Another value that could be defined is the separation angle θsep. If the separation and shunt
angles (θsep and θs) are defined, then two equations are still left with three unknowns: the
port angle, inner radius piston angle, and the outer radius piston angle (θp, θpi, and θpo).
θs = 2θp − θpi − θsep (5.10)
θs = θpi + θsep − 2θpo (5.11)
Any of these three angles (θp, θpi, θpo) can be selected to vary to obtain a family of possible
solutions. In this case, the outer piston angle θpo will be selected as the independent variable.
Because it is smaller than the inner piston radius, it determines the angular width of the
internal magnets. The equations can be rewritten to express the inner radius angle and port
angle in terms of the outer radius angle.
θpi = θs − θsep + 2θpo (5.12)
θp = θs + θpo (5.13)
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θpo
θp
θh
θpi
θp Inflow/outflow port angle
θh ‘Hold’ angle between the ports
θpo Outer radius piston angle
θpi Inner radius piston angle
θsdo
θsep
θsdi
θsdi Inflow drive shunt angle
θsdo Outflow drive shunt angle
θsd = θsdi + θsdo Drive shunt angle
‘Drive’ shunt
θsep Separation angle
θsho θshi
θshi Inflow hold shunt angle
θsho Outflow hold shunt angle
θsh = θshi + θsho Hold shunt angle
‘Hold’ shunt
Figure 5.7: Piston and torus angles.
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Procedure for defining the angular geometry of the pistons and torus
1. Define a negative shunt angle to prevent backflow during transition
θs = −5◦ (the total piston/port overlap should be 5◦)
2. Define a separation angle between the pistons to minimize the risk of collision
θsep = 15
◦ (the pistons should stay 15◦ apart during transition)
3. Define the outer radius piston angle (internal magnet angle and piston geometry)
θpo = 28
◦ (inner magnets of 25◦ plus ceramic thickness)
4. Calculate the inner radius piston angle using Equation 5.12
θpi = θs − θsep + 2θpo
θpi = −5◦ − 15◦ + 2 · 28◦
θpi = 36
◦
5. Calculate the port angle using Equation 5.13
θp = θs + θpo
θp = −5◦ + 28◦
θp = 23
◦
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5.4.2 Geometric Parameters and Constraints
Once the piston and torus angles are assigned, the dimensions of the pistons and torus need to
be determined to generate a desired stroke volume for each pump ejection. From inspection
of the geometry and pumping stroke, the following relationship can be determined:
SV = VT
(
360◦ − 2θpi − 2θsep
360◦
)
(5.14)
where the inner radius piston angle θpi and separation angle θsep are in degrees and where
VT is the torus volume, which can expressed using the cross sectional area AC and the mean
radius of the cross sectional area rm.
VT = 2pirmAc (5.15)
The cross sectional area is a function of the inner and outer torus radius (ri and ro), the
axial height of the torus cross section (h), and the fillet radius of the four corners of the
torus rf .
Ac = h(ro − ri)− (4− pi)r2f (5.16)
In this case, the mean radius of the cross sectional area is the average of the inner and outer
radii.
rm =
ro + ri
2
(5.17)
The equation for the stroke volume can then be rewritten with these variables.
SV = 2pi
(
ro + ri
2
)[
h(ro − ri)− (4− pi)r2f
](360◦ − 2θpi − 2θsep
360◦
)
(5.18)
If a stroke volume and fillet radius are defined, there are still three unknowns: ro, ri, and
h. The inner radius ri can be set by the required radius of the brushless DC motors, which
reside within the inner radius of the torus, at which point a family of solutions for ro and
h can be obtained, which can be selected based on other geometry constraints like motor
height or piston aspect ratio (height divided by width).
h =
1
ro − ri
[(
SV
pi(ro + ri)
)(
360◦
360◦ − 2θpi − 2θsep
)
+ (4− pi)r2f
]
(5.19)
63
Procedure for defining the dimensional geometry of the pump
1. Identify the inner piston radius angle and separation angle
θpi = 36
◦ and θsep = 15◦
2. Define the stroke desired stroke volume, accounting for 3% leakage
SV = 1.03 · 30 ml = 1.03 · 1.831 in3
3. Define the fillet radius
rf = 1/16 in
4. Define the inner radius based on motor requirements
ri = 0.85 in
5. Relate h and ro using Equation 5.19, and obtain a set of solutions. A example set of
solutions for these dimensions can be found in Figure 5.8. Select a solution based on
other factors like motor height, aspect ratio, and pump housing geometry.
h = 0.75 in and ro = 1.365 in for an aspect ratio of about 1.5 h/w
1.2 1.3 1.4 1.5 1.6
ro (in)
0.4
0.6
0.8
1
1.2
1.2 1.3 1.4 1.5 1.6
ro
o
(in)
0
1
2
3
4
ro
ri h
A
B
C
D D
A
B
C
D
Torus cross sections
Height (in) Aspect ratio h/(ro-ri)
Figure 5.8: Torus cross section heights (h) and aspect ratios
(h/(ro−ri)) as a function of various torus outer radius (ro).
Given SV = 30 ml, ri = 0.85 in, rf = 1/16 in, θpi = 36
◦,
and θsep = 15
◦.
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5.4.3 Summary of Parameters
The procedures above were used to determine the angular and geometric parameters for a
2PTP with a 30 ml stroke volume. Table 7.2 summarizes the results. These parameters
represent only one family of solutions. Many variations are possible.
SV 30 ml Pump stroke volume
θsep 15 deg Minimum separation angle between pistons
θs -5 deg Shunt angle (negative prevents shunt)
ri 0.85 in Inner radius of the torus
θpi 36 deg Inner radius piston angle
θpo 28 deg Outer radius piston angle
θp 23 deg Port angle
h 0.75 in Torus height
ro 1.365 in Outer radius of the torus
rf 0.625 in Fillet radius of the torus cross section
Ac 0.383 in
2 Cross sectional area of the piston/torus
rm 1.1075 in Mean radius of the piston cross sectional area
VT 43.7 ml Torus volume
Table 5.1: Pump dimensions and operation parameters.
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5.5 2PTP Dynamic Flow Characteristics
The flow rate in and out of the pump is a function of the difference between the piston
velocities (assuming leakage is small and can be ignored).
Q =
{
Acrm(ω2 − ω1) when piston 2 is the ‘drive’ piston
Acrm(ω1 − ω2) when piston 1 is the ‘drive’ piston (5.20)
where Ac is the cross sectional area of the piston, rm is the mean radius of the piston, and ω1
and ω2 are the rotational velocities of the pistons. During pumping, it will be assumed there
is a ‘hold’ piston that moves slowly or remains stationary between the inflow and outflow
ports to act like a virtual valve, and a ‘drive’ piston that rotates clockwise around the torus
to perform the main pumping stroke. In that case, the equation for flow can be rewritten
as:
Q = Acrm(ωd − ωh) (5.21)
This difference in angular velocity will be defined as a pump angular velocity ωp
ωp = ωd − ωh (5.22)
Therefore, the flow can be expressed as a function of the pump angular velocity
Q = Acrmωp (5.23)
When considering how the piston should be driven to produce flow, it must first be decided
what characteristics of flow are desired. From Figure 5.4, it is established that pump ejections
are sequential: pump, transition, pump, transition, etc (assuming we’re not interested in
pumping backwards or half pump strokes). It can also be seen by inspection that during
transition the inflow and outflow ports are completely occluded by the pistons, so that the
flow must go to zero during that time (again, assuming negligible leakage flow). This sets up
the first pumping restriction: if the flow goes to zero by port occlusion, it should also go to
zero as a function of the differential piston velocities (ωp should be zero during transition).
ω1 = ω2 and ωp = 0 during transition (when ports are fully occluded) (5.24)
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Pumping Transitiont
Q
SV
SV
SV
Figure 5.9: The 2PTP operates with sequential pumping-transition cycles. Transition is char-
acterized by zero flow while the pistons occlude the inflow and outflow ports and exchange
functional roles. The desired pump flow profiles could take a variety of forms, simple square
waves, triangle waves, and sinusoidal curves are illustrated here as examples. Regardless of
the desired profile chosen, the integrated region under each pumping cycle is the stroke volume
of the device.
But what should the pump ejections look like? One could imagine any number of flow curve
profiles being used: square waves, triangle waves, sinusoidal curves, etc. Some examples can
be seen in Figure 5.9.
To decide how the flow profile should be shaped, the desired characteristics and limitations
of pumping should be outlined and understood. One important feature of the dynamics
that will be developed further in later chapters is the inertia of the blood in the pump and
cannulas. Accelerating and decelerating the fluid requires effort (in this case motor torque).
τ ∼ IQ˙ = IAcRmω˙p. (5.25)
Therefore, step changes in flow (like in the square wave) that result in ‘infinite’ acceleration
should be avoided. Discontinuities or step changes in acceleration (like in the triangle wave)
should also be avoided so that jerk, the derivative of acceleration, is not ‘infinite’. Step
changes in acceleration or jerk may also cause excess forces or vibration on the body -
this is studied in Appendix A. Therefore, it would be good if the flow profile selected
is twice differentiable to avoid discontinuities in acceleration. Functions composed of sine
waves, which are infinitely differentiable, are one obvious choice. One such sinusoidal-based
trajectory would be offset sine or cosine curves so that the normalized flow goes from 0 to 1
67
instead of -1 to 1. This can be done by offsetting a cosine and halving the amplitude:
Q =
Qm
2
[
1− cos
(
pi
t
Tp
)]
(5.26)
This is also equivalent to the more simplified form using sin2()
Q = Qm sin
2
(
pi
2
t
Tp
)
(5.27)
where Qm is the maximum flowrate, t is the normalized time (t = 0 is the start of ejection,
and Tp is the pump ejection time.
Furthermore, it might also be desired to shape the pulse, to skew the peak flow toward the
beginning or end of the pump ejection for example, or to allow for a ‘plateauing’ of the peak
flow. To accomplish this, piecewise functions can be used to for each case: the acceleration
(a), maximum flow (m), and deceleration (d) regions.
Q =

Qm sin
2
(
pi
2
t
αaTp
)
0 ≤ t < αaTp
Qm for αaTp ≤ t < (αa + αm)Tp
Qm −Qm sin2
(
pi
2
t− (αa + αm)Tp
αdTp
)
(αa + αm)Tp ≤ t < Tp
(5.28)
The α ratios are defined by:
αa =
Ta
Tp
acceleration time over total pumping time
αm =
Tm
Tp
time at max flow over total pumping time
αd =
Td
Tp
decceleration time over total pumping time
(5.29)
where the sum of the ratios must equal 1.
αa + αm + αd = 1 (5.30)
These ratios and the resulting flow are illustrated in Figure 5.10.
Allowing for different acceleration and deceleration times might be important for piston
control or for cardiovascular hemodynamics. For example, if piston collision is most likely
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Tp Tt αaTp αmTp αdTp
Figure 5.10: 2PTP sinusoidal flow profile. Tp is the pump time, Tt is the transition time. The
pulsatile ejection has an acceleration time of αaTp, time αmTp at max flowQm, and deceleration
time of αdTp. The acceleration and deceleration curves use piecewise sin
2() functions.
to occur during the deceleration phase, when the incoming driving piston is moving toward
the the hold piston and where control errors can lead to contact, then to minimize the risk
of collision, making the deceleration as gradual as possible might be desired. In terms of
hemodynamics, it might be better to pump more quickly at the beginning or end of the
pumping phase, depending on synchronous phasing or the desired ventricular unloading. Or
it might be beneficial for achieving a high peak flow rate (by setting αm = 0). On the
other hand, the eccentric mass of the piston generates centrifugal forces that might make it
such that increasing αm, which decreases the peak rotational velocity, is beneficial. These
examples are meant to demonstrate the need for flexibility in defining the pump flow profile.
Decisions will be need to be made regarding which aspects (hemodynamics, collision risk,
centrifugal forces, power consumption, etc) are most important and how they should be
balanced.
The maximum flow rate Qm is related to the pumping time Tm because the stroke volume
SV (the area under the curve) is known. The piecewise flow rate curves can be integrated
and added to relate these terms.
SV =
∫ αaTp
0
Qm sin
2
(
pi
2
t
αaTp
)
dt +
∫ (αa+αm)Tp
αaTp
Qmdt
+
∫ Tp
(αa+αm)Tp
Qm −Qm sin2
(
pi
2
t− (αa + αm)Tp
αdTp
)
dt
(5.31)
69
SV =
(αa
2
+ αm +
αd
2
)
TpQm (5.32)
When the pumping time is defined, the max flow can be found by:
Qm =
SV(
αa1
2
+ αm +
αd
2
)
Tp
(5.33)
Knowing the desired pump flow profile is the first step, the next is to determine what piston
rotational velocities are needed to create the profile. Again, because the pump is positive
displacement, the flow is a function of the difference in velocity between the pistons, or the
pumping velocity ωp. The flow has been described using piecewise sinusoidal curves, so the
pumping angular velocity will take the same form.
ωp =

ωm sin
2
(
pi
2
t
αaTp
)
0 ≤ t < αaTp
ωm for αaTp ≤ t < (αa + αm)Tp
ωm − ωm sin2
(
pi
2
t− (αa + αm)Tp
αdTp
)
(αa + αp)Tp ≤ t < Tp
(5.34)
where the maximum velocity ωm is found by
ωm =
Qm
Acrm
=
SV
Ar
(
αa1
2
+ αm +
αd
2
)
Tp
(5.35)
The pumping velocity ωp has been defined, but now the driving and holding velocities of the
different pistons need to be described to obtain the desired pumping velocity (ωp = ωd−ωh).
One very simply solution to this problem is to break the pumping and transition into two
discrete phases. For pumping, the drive piston could start from zero velocity, follow the
same sinusoidal profile defined for the flow, then come to a stop near the outflow port. At
that point, the pistons could move together through the transition phase and stop again
once complete. But, this adds two unnecessary start/stop phases which adds time to the
pump-transition cycle, and this method is inefficient in that it stops the incoming piston only
to make it immediately start moving again into the transition phase and stops the outgoing
drive piston only to make it immediately start moving again into the pumping phase. This
would be like an incoming relay runner (drive piston) coming to a complete stop before
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passing the baton and then the new runner (hold piston) not starting to run until after
receiving the baton. Furthering this relay runner analogy, a much better approach is for the
runners to reach some shared velocity, then pass the baton (transition), at which point the
new runner (new drive piston) can proceed and the old runner (new hold piston) can come
to a stop.
Geometric constraints also need to be considered when planning the piston velocities. Be-
cause the difference in piston velocity drives flow in and out of the pump, the pistons need
to be moving the same velocity when the ports are fully occluded. Just as relay runners can
only pass the baton within a restricted zone, the pistons can only transition over a restricted
angle. The angles at which this happens are determined by piston, torus, and port geome-
tries. Using geometric and velocity constraints, two important events can be described: 1)
when the pistons start moving the same velocity at the start of transition, and 2) when the
pistons stop moving the same velocity at the beginning of the next pumping period. This is
illustrated in Figure 5.11.
The angle of separation between the pistons during transition θsep was defined above. An-
other angle that must be specified is the angle of the pistons when entering and exiting
transition. When entering transition, the outgoing piston (piston 2 in Figure 5.11) cannot
fully occlude the port before pumping ends because if the pistons are moving different ve-
locities when the inflow is occluded, then the sudden occlusion will cause a waterhammer
effect in the cannulas and pump. Therefore:
θta < θp and θtd < θp (5.36)
θta is defined here as the transition angle (the angle at which the outgoing piston reaches
the transition velocity, and θtd will be the angle that the incommoding piston will start to
decelerate to a stop. θp is the port angle of the inflow and outflow ports. 0
◦ corresponds to
the 12 o’clock position (between the inflow and outflow ports) and the angle increases in the
clockwise direction.
For a given pump profile defined above, pump ejection time Tp, and transition time Tt, piece-
wise function curves for both pistons can be defined. But first, the transition velocity ωt,
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Figure 5.11: Piston velocities during transition. The stationary ‘hold’ piston (2 in this case)
accelerates to the same velocity as the incoming ‘drive’ piston (1 in this case) before the inflow
and outflow ports are occluded. By moving the same velocity, the flow in and out of the
pump is zero (ignoring leakage), allowing the pistons to occlude the ports without causing a
waterhammer effect.
acceleration angle θta where the outgoing piston reaches the transition velocity, and deceler-
ation angle θtd where the incoming piston starts decelerates to stop need to be determined.
One way to do this is to prescribe the acceleration and deceleration angles, at which point
the piecewise curves can be fully defined. The transition velocity is found by
ωt =
θpi + θsep − θta − θda
Tt
(5.37)
The acceleration and deceleration times can be determined from the angles and transition
velocity.
θta =
1
2
ωtTta (5.38)
θtd =
1
2
ωtTtd (5.39)
And then the acceleration and deceleration velocity profiles out of and into transition are:
ωta = ωt sin
2
(
pi
2
tˆta
Tta
)
(5.40)
72
where tˆta is the normalized time from the start of the acceleration phase and Tta = 2θt/ωt
Deceleration is similar
ωtd = ωt
[
1− sin2
(
pi
2
tˆtd
Ttd
)]
(5.41)
where tˆtd is the normalized time from the start of the deceleration phase and Ttd = 2θt/ωt
Another option is to 1) minimize the acceleration and deceleration angles (to minimize port
occlusion and therefore to minimize partial port resistance) while 2) not allowing the driving
piston to change acceleration sign during the acceleration and deceleration portions of the
pumping stroke. This can be accomplished by setting the the derivative of acceleration (jerk)
for the transition acceleration and deceleration equal and opposite to the differential piston
jerk at both the start and end of the pumping stroke.
Jerk at the start of the pumping acceleration
jpa = ω¨p
∣∣∣
t=0
= 2ωm
(pi
2
)2 1
T 2a
(5.42)
Jerk at the end of pump deceleration
jpd = ω¨p
∣∣∣
t=Tp
= 2ωm
(pi
2
)2 1
T 2d
(5.43)
Jerk of the acceleration of the ‘hold’ piston into transition
jta = ω¨h
∣∣∣
t=0
= 2ωt
(pi
2
)2 1
T 2ta
(5.44)
Jerk of the deceleration of the new ‘hold’ piston from transition
jtd = ω¨h
∣∣∣
t=Ttd
= 2ωt
(pi
2
)2 1
T 2td
(5.45)
Now, to make it such that the driving piston acceleration does not change sign at the start
of acceleration or end of deceleration, set
jpa = jtd and jpd = jta (5.46)
2ωm
(pi
2
)2 1
T 2a
= 2ωt
(pi
2
)2 1
T 2td
(5.47)
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2ωm
(pi
2
)2 1
T 2d
= 2ωt
(pi
2
)2 1
T 2ta
(5.48)
Equations 5.37, 5.38, 5.39, 5.47, and 5.48 can be combined. Two values (ωm and Tp) are
prescribed from which 5 unknowns (ωt, θta, θtd, Tta, and Ttd) can be determined. First, Ttd
and Tta can be isolated:
ωm
2T 2d
[
1 +
Ta
Td
]
T 3ta +
ωmTt
T 2d
T 2ta − (θpi + θsep) = 0 (5.49)
ωm
2T 2a
[
1 +
Td
Ta
]
T 3td +
ωmTt
T 2a
T 2td − (θpi + θsep) = 0 (5.50)
These cubic functions can be solved numerically to find Ttd and Tta, from which the transition
velocity can be determined:
ωt =
ωmT
2
ta
T 2d
=
ωmT
2
td
T 2a
(5.51)
And then the acceleration and deceleration angles can be found:
θta =
1
2
ωtTta and θtd =
1
2
ωtTtd
One limitation of this approach is that the acceleration and deceleration angles θta and θtd
can become larger than the port (which would lead to waterhammer effects and difficulty in
control) under some circumstances (specifically, when the transition time Tt becomes very
short compared to the pump time Tp). This can be avoided when selecting the operation
parameters.
An example of the velocity and acceleration curves for piston 1 and piston 2 can be seen in
Figure 5.12. In this case, the pump time Tp was set to 0.35 seconds, the stroke rate (pump
ejections per minute) was set to 80 bpm resulting in a transition time Tt of 0.4 seconds.
The pump acceleration ratio αa is set to 0.4 and the deceleration ratio αd is set to 0.6. The
resulting flow rate and fluid acceleration curves are also shown.
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5.6 Reference Tracking Curves
From the constraints outlined above, velocity, position, and acceleration reference curves
(also known as reference or tracking curves) can be generated for the drive and hold pistons
for a single ejection cycle (pumping and transition).
5.6.1 Angular Velocity
Pump (p) angular velocity (ωp = ωd − ωh)
ωp =

ωm sin
2
(
pi
2
t
Ta
)
0 ≤ t < Ta
ωm for Ta ≤ t < Ta + Tm
ωm
[
1− sin2
(
pi
2
t−(Ta+Tm)
Td
)]
Ta + Tm ≤ t < Tp
0 Tp ≤ t < Tp + Tt
(5.52)
Hold piston (h) angular velocity
ωh =

ωt
[
1− sin2
(
pi
2
t
Ttd
)]
0 ≤ t < Ttd
0 for Ttd ≤ t < Tp − Tta
ωt sin
2
(
pi
2
t−(Tp−Tta)
Tta
)
Tp − Tta ≤ t < Tp
ωt Tp ≤ t < Tp + Tt
(5.53)
Drive piston (d) angular velocity
ωd = ωp + ωh (5.54)
where t is the normalized time from the beginning of pump ejection to the end of transition
at Tp + Tt.
5.6.2 Angular Position
Angular position is found by integrating the angular velocity.
Pump (p) angular position (θp = θd − θh)
θp =

ωm
[
t
2
− Ta
2pi
sin
(
pi t
Ta
)]
0 ≤ t < Ta
ωm (t− Ta) + ωmTa2 for Ta ≤ t < Ta + Tm
ωm
[
t
2
+ Td
2pi
sin
(
pi t−(Ta+Tm)
Td
)
+ Tm
2
]
Ta + Tm ≤ t < Tp
360◦ − 2θpi − 2θsep Tp ≤ t < Tp + Tt
(5.55)
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Hold piston (h) angular position
θh =

−θtd + ωt
[
t
2
+ Ttd
2pi
sin
(
pi t
Ttd
)]
0 ≤ t < Ttd
0 for Ttd ≤ t < Tp − Tta
ωt
[
t−(Tp−Tta)
2
− Tta
2pi
sin
(
pi t−(Tp−Tta)
Tta
)]
Tp − Tta ≤ t < Tp
θtd + ωt (t− Tp) Tp ≤ t < Tp + Tt
(5.56)
Drive piston (d) angular position
θd = θp + θh (5.57)
5.6.3 Angular Acceleration
Angular acceleration is found by taking the derivative of the angular velocity. These can be
used in feedforward control to estimate the torque that will be required to accelerate and
decelerate the fluid and rotational masses (piston and motors).
Pump (p) angular position (θp = θd − θh)
αp =

4ωm
piTa
sin
(
pi
2
t
Ta
)
cos
(
pi
2
t
Ta
)
0 ≤ t < Ta
0 for Ta ≤ t < Ta + Tm
−4ωm
piTa
sin
(
pi
2
t−(Ta+Tm)
Td
)
cos
(
pi
2
t−(Ta+Tm)
Ta
)
Ta + Tm ≤ t < Tp
0 Tp ≤ t < Tp + Tt
(5.58)
Hold piston (h) angular acceleration
αh =

− 4ωt
piTtd
sin
(
pi
2
t
Ttd
)
cos
(
pi
2
t
Ttd
)
0 ≤ t < Ttd
0 for Ttd ≤ t < Tp − Tta
4ωt
piTta
sin
(
pi
2
t−(Tp−Tta)
Tta
)
cos
(
pi
2
t−(Tp−Tta)
Tta
)
Tp − Tta ≤ t < Tp
0 Tp ≤ t < Tp + Tt
(5.59)
Drive piston (d) angular acceleration
αd = αp + αh (5.60)
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Figure 5.12: Example piston position, velocity, and acceleration reference curves for a
pump time of 0.35 seconds, at a rate of 80 bpm. αa = 0.4 and αd = 0.6. The flow rate
and fluid acceleration that result can be seen on the right.
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Chapter 6
High-Level 2PTP Control - Physiological Control
This chapter studies physiological control with the synchronous positive displacement pumping
compared to continuous flow support by assessing preload sensitivity with ventricular function
curves.
6.1 Physiological Control
The primary purpose of a VAD is to increase cardiac output, but VADs should also ideally
restore a physiological response to metabolic demand which can vary throughout the day
depending on the patient’s activity level or physiological status. As discussed in Chapter
2, the healthy heart balances flow by passively regulating cardiac output with the so-called
Frank-Starling law of the heart [32]. In heart failure, the autoregulation of the Frank-Starling
law is impaired, and even with increased preload and decreased afterload, the ventricle is
unable to provide sufficient cardiac output to the system. VADs increase cardiac output,
but the healthy Frank-Starling relationship of cardiac output vs preload is not necessarily
restored. Continuous flow devices operating at constant speed have been shown to have half
the preload sensitivity and three times the afterload sensitivity compared to the healthy
heart [35].
Virtually all implanted VADs are continuous flow (CF) devices, either axial flow pumps
like the Abbott HeartMate II (HMII) or centrifugal flow pumps like the Medtronic HVAD
and Abbott HeartMate 3 [66]. Continuous flow devices are well known to be insensitive
to ventricular preload. It has been estimated that CF devices have 30-50% the preload
sensitivity compared to a healthy heart [35, 67]. This creates impaired autoregulation of
cardiac output that is significantly altered and non-physiological [68]. Left-to-right flow bal-
ancing issues and left ventricular overpumping can quickly lead to suction events, ventricular
septal-wall deviations, pulmonary edema, tricuspid valvular regurgitation, arrhythmias, and
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if sustained, aortic valve leaflet fusion, right heart dysfunction, and ultimately right heart
failure in 10-30% of patients [69, 70, 71, 72]. These conditions create a difficult clinical bal-
ancing act involving control of systemic vascular resistance and intravascular fluid volume
with vasodilator and inotropic medications in an attempt to adjust left ventricular output
and reduce ventricular suction events while maintaining viable right ventricular function [65].
The goal of physiological control of VADs is to restore the cardiac output autoregulation
to provide phsyiological levels of support based on metabolic demand and to prevent over-
pumping and ventricular suction. High-level control adjusts pump mode (asynchronous or
synchronous), phasing (where in the cardiac cycle to pump), or rotational speed for CF
VADs. Control algorithms proposed for CF VADs adjust mean rpm using sensed or mea-
sured feedback, such as arterial blood pressure or ventricular preload, but none have been
implemented in a clinical setting. Ideal physiological control might involve measuring preload
(LV pressure), afterload (arterial pressure and/or impedance), heart rate, and ventricular
ejection through the aortic valve to provide optimal flow. This is not currently a viable
solution; indwelling blood or volume sensors are not robust in terms of long-term stability,
and the additional instrumentation involved would be cumbersome. Other methods have
been proposed such as maintaining a set differential pump pressure, pulsatility gradient, or
pulsatility ratio [17], but these methods have all fallen well short of providing a healthy-like
response [73]. Proposed methods have been limited to simple speed changes without con-
sidering the importance of pulsatility and synchronization and how these features should be
adjusted to optimize LVAD coordination with the heart.
High-level control of a synchronous positive displacement pump like the 2PTP poses unique
problems because there are many more variables that can be adjusted. Instead of a single
setting (like pulsatile pump rate or CF rpm), the 2PTP has multiple pump variations in-
cluding asynchronous or synchronous pumping (how much to pump), synchronous phasing
within the the cardiac cycle (when to pump), and pump ejection time (how quickly to pump).
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6.2 2PTP Physiological Control
The 2PTP provides sinusoidal pump flow ejections by controlling the piston reference trajec-
tories, as described in the previous chapter. Pump aspiration and ejection occur simultane-
ously (flow into the pump equals flow out of the pump, there is no internal pump compliance).
In its current embodiment (the TORVAD), the stroke volume is 30 ml. The pump has an in-
tegrated epicardial ECG lead to detect ventricular depolarization so that the pump ejections
can be synchronized to the cardiac cycle. ECG feedback is used to assess heart rate and
rhythm, which can be used to set the pump flow rate. The default mode, if the heart rate is
within normal ranges and has a regular rhythm, is synchronous counterpulse support where
the pump ejects in early diastole, just after the ventricular contraction. If the heart rate
falls outside of normal ranges (for example, < 40 or > 140 bpm), if the rhythm is irregular
or in ventricular fibrillation then the pump will operate in asynchronous mode at 5 L/min.
These are the current settings of the TORVAD, but infinite variation is possible, and these
settings could be manually adjusted by doctors, nurses, caregivers, or patients.
An illustrative explanation of counterpulse support is shown in Figure 6.1. Pump ejections
have a stroke time TST . The peak ejection is timed to occur at a phase delay (PD) from
the R-wave of the ECG signal. The RR-interval is the time from R-wave to R-wave, and is
the inverse of the heart rate (RR = 60/HR). The pump controller senses the R-wave from
the integrated ECG lead and adjusts the timing of the pump to obtain the desired phase
delay so that the pump ejection occurs in early diastole. This control and these settings are
customizable.
Counterpulse support with a 30 ml stroke volume was determined to provide comparable
cardiac output to a continuous flow device (the HeartMate II) at a normal clinical setting
(9,000 rpm) [74]. Counterpulse support maximizes cardiac output because it allows the
ventricle to contract and eject blood through the aortic valve during systole. Then the
pump ejection in early diastole serves to boost the cardiac output. If the pump ejects during
systole (for example a phase delay of 20% in Figure 6.2), then much of the blood that would
normally be ejected through the aortic valve is instead shunted through the pump, which
results in a lower cardiac output compared to counterpulse support.
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Figure 6.1: Hemodynamic plots of aortic pressure (AOP) and left ventricular pressure (LVP), a
simulated representation of a typical electrocardiogram (ECG), and a plot of the 2PTP flow rate
(VAD Flow Rate) are used to demonstrate the synchronous phasing operation of the pump. The
R-wave of the ECG and a programmable phase delay (PD) are used to synchronize the peak flow
rate of the pump to a predetermined time in the cardiac cycle, in this case early diastole. The
effect of this early diastolic ejection (with stroke time TST) on the arterial pressure can be seen in
the AOP trace. From [14].
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Figure 6.2: Cardiac output (CO) versus phase delay with 2PTP support
at various stroke volumes. The CO when supported with a HeartMate II
continuous flow (CF) is displayed as a dashed line. From this plot, it can
be seen that a 30 mL stroke volume 2PTP operating with a phase delay of
approximately 60 generates an equivalent CO to a CF device. The effect
of phasing adjustments and stroke volume changes on CO support levels
is also illustrated in this plot. From [14]
.
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6.3 Passive Preload Sensitivity - CF vs 2PTP Counterpulse
This chapter will first study how cardiac output varies passively with different with contin-
uous flow VADs and with the 2PTP in counterpulsation.
This study compares preload sensitivity of CF support to counterpulsation with a 2PTP,
which is the primary operating mode of the TORVAD. Counterpulse support increases car-
diac output while preserving aortic valve flow and provides ventricular unloading comparable
to CF devices [14]. The 2PTP flow rate in synchronous mode is a function of heart rate alone
and is not itself sensitive to preload or afterload, but the preserved aortic valve flow that
results from counterpulse support is generated by remaining left ventricular function and is
physiologically sensitive to changes in ventricular preload and afterload. Understanding how
the positive displacement 2PTP ejection and the left ventricle work together by quantifying
the combined response to preload and comparing it to the current CF standard of care is
the purpose of this section.
6.3.1 Preload Sensitivity Simulation Methods
Lumped parameter models of the cardiovascular system are routinely used to simulate the
hemodynamics that result from VAD support [36]. The two models developed in Chapter
3 were used for this study. First, an open-loop simulation of the systemic circulation was
used to obtain ventricular function curves by isolating the systemic circulation and directly
prescribing preload and afterload boundary conditions. Second, a closed-loop simulation
that includes the pulmonary circulation was used to study the hemodynamic effects and risk
of suction caused by changes to pulmonary vascular resistance, systemic vascular resistance,
heart rate, inotropic state, and blood volume.
Four different conditions were modeled: healthy, heart failure, heart failure with CF support,
and heart failure with 30ml 2PTP synchronous counterpulsation. Baseline hemodynamics
and parameters are shown in Table 6.1.
The continuous flow device was modeled using pressure-flow curves for the HMII at 9,000
rpm. The 2PTP flow was generated using a prescribed sinusoidal flow rate pulse with a 30
ml stroke volume and with an ejection time of 300 ms in early diastole. Early diastole was
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Condition HR CO QVAD QAO MAP LVESV SW SVR PVR
bpm L/min L/min L/min mmHg ml mmHg·ml mmHg·s/ml mmHg·s/ml
Healthy 70 5.6 - 5.6 90 92 7,768 0.895 0.045
Heart Failure (HF) 90 3.8 - 3.8 70 182 2,682 1.010 0.045
HF+CF(9kpm) 90 5.3 4.9 0.4 75 157 2,008 0.760 0.045
HF+2PTP 90 5.3 2.7 2.6 75 164 1,859 0.760 0.045
Table 6.1: Baseline hemodynamic parameters for four simulation conditions: healthy, heart
failure (HF), heart failure with continuous flow (CF) support modeled as an axial flow pump at
9,000 rpm, and heart failure with 30 ml TO2PTPRVAD counterpulse support. Note that the
cardiac output increases from 3.8 to 5.3 L/min with both CF and 2PTP support, even though
the VAD flow rate is 4.9 L/min for the CF device and only 2.7 L/min for the 2PTP counterpulse
device. This is because counterpulse support preserves 2.6 L/min of aortic valve flow by
ventricular contraction, while the CF device pumps during systole and therefore diminishes
aortic valve flow to 0.4 L/min.
HR heart rate, CO cardiac output, QVAD ventricular assist device mean flow rate, QAO mean
flow rate through the aortic valve, MAP mean arterial pressure, LVESV left ventricular end-
systolic volume, SW stroke work, SVR systemic vascular resistance, PVR pulmonary vascular
resistance.
chosen as the primary operating mode of the device because it maximizes aortic valve flow
while providing full support.
For the open-loop simulation, the model was simplified to the systemic circulation only,
which was defined to include the pulmonary veins, left atrium and ventricle and valves,
and the systemic arterial tree consisting of the larger elastic vessels, smaller arterioles, and
capillaries. The pulmonary circulation was removed for this simulation, not because its
function and response are unimportant, but rather to eliminate it as an additional variable
so that the entire possible range of right-sided conditions (for example, elevated pulmonary
vascular resistance, right heart failure, or pulmonary edema) could be studied by changing
the boundary conditions of the left-sided model. Ventricular function curves were obtained
by varying the preload pressure in the open-loop model from 2 to 25 mmHg in 0.5 mmHg
increments at constant afterload resistance listed in Table 6.1. At each preload pressure,
the model was simulated until cycle-to-cycle flows and pressures converged. Once the model
stabilized, flow rates were averaged over the final cardiac cycle to assess the metrics of cardiac
output, VAD flow, and aortic valve flow.
For the closed-loop simulation, the pulmonary circulation was included so that changes in
pulmonary vascular resistance (PVR), systemic vascular resistance (SVR), heart rate (HR),
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inotropic state, and blood volume could be studied to observe the response with different
modalities of ventricular support. Changes in PVR are of particular interest because elevated
PVR is common in VAD patients [37] and can also occur during postural changes or the
Valsalva maneuver [39, 38] and changes in PVR are used in cardiovascular modeling to test
the propensity of ventricular suction with VAD support [41, 40, 42].
In the closed-loop configuration, each of the four parameters were independently varied from
baseline values. Pulmonary vascular resistance was adjusted from 0.02 to 0.50 mmHg s/ml by
modifying the resistance of the pulmonary vascular tree (Rpt). Systemic vascular resistance
was adjusted from 0.2 to 1.4 mmHg s/ml by changing the resistance of the systemic vascular
tree (Rst). Heart rate was adjusted from 40 to 140 bpm by modifying the RR interval
of the simulation. The inotropic state was adjusted from 50% to 150% of the baseline
ventricular elastance by scaling the active elastance (Em) of both left and right ventricular.
Finally, blood volume was adjusted by adding and removing up to 750 ml blood volume from
the closed-loop simulation. All four cardiovascular and support conditions were modeled
(healthy, heart failure, CF, and 2PTP counterpulse support). Twenty-five simulations were
run for each parameter that was varied using values that were spaced equally between the
minimum and maximum described above. For each simulation, the parameter was changed
and then the simulation was run until the cycle-to-cycle pressures and flows converged.
The primary purpose of this study was to assess whether overpumping occurred for the
different types of support. This was assessed by ventricular suction, which was defined
as left ventricular volumes less than 15 ml, which is the approximate volume when the
ventricular walls could start to be drawn inward past the diameter of the protruding inflow
tip. Cardiac output (CO), mean arterial pressure (MAP), and left ventricular end-systolic
volume (LVESV) were recorded after each simulation converged.
6.3.2 Preload Sensitivity Simulation Results
Ventricular function curves are used to quantify the relationship between cardiac output and
left ventricular preload at a constant afterload resistance. All four conditions are displayed
in Figure 6.3: healthy; heart failure; heart failure with CF support; and heart failure with
2PTP synchronous counterpulsation. The solid gray line represents the cardiac output re-
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Preload Sensitivity Cardiac Output
L/min/mmHg L/min
Preload mmHg Preload mmHg
Condition 20 10 5 20 10 5
Healthy .084 .170 .342 5.9 4.7 3.3
Heart Failure (HF) .068 .116 .265 3.0 2.2 1.4
HF+CF(9kpm) .083 .080 .086 5.9 5.1 4.7
HF+2PTP .086 .156 .306 5.8 4.7 3.5
Table 6.2: Preload sensitivity and cardiac output from the open-loop model
simulation, reported at three different preload pressures (5, 10, and 20 mmHg)
and for all four different conditions simulated (healthy, heart failure, heart
failure with continuous flow (CF) support at 9,000 rpm, and heart failure with
30ml 2PTP counterpulse support).
sponse to changes in preload for heart failure and the dashed gray line represents the healthy
condition and also provides an ideal target for VAD support. Both the CF device and 2PTP
counterpulse support provided a substantial increase in cardiac output, but had different
sensitivities depending on preload. Preload sensitivity is quantified by the slope of a tangent
line of the ventricular function curve at a specific preload, and is expressed in terms of the
change in cardiac output (L/min) per change in pressure (mmHg). Preload sensitivities for
all four conditions at preloads of 5, 10, and 20 mmHg are listed in Table 6.2.
At higher preloads of 20 mmHg, both modalities of support provide similar cardiac out-
puts compared to the healthy heart (5.9 L/min for the healthy heart, 3.0 for heart failure,
5.9 with CF support, and 5.8 with 2PTP counterpulse support) and provide physiological
responses to ventricular preload in terms of preload sensitivities (0.084 L/min/mmHg for
the healthy heart, 0.068 for heart failure, 0.083 with CF support, and 0.086 with 2PTP
counterpulse support). As preload decreases, the cardiac outputs and preload sensitivities
of the different pumping modalities start to diverge. At nominal preloads of 10 mmHg, the
cardiac outputs are still fairly similar (4.7 L/min for the healthy heart, 2.2 for heart failure,
5.1 with CF support, and 4.7 with 2PTP counterpulse support) but the sensitivity with
2PTP support increases to match the healthy heart while the preload sensitivity with CF
support does not adjust (0.170 L/min/mmHg for the healthy heart, 0.116 for heart failure,
0.080 with CF support, and 0.156 with 2PTP counterpulse support). At low preloads of 5
mmHg, the CF device overpumps the circulation compared to the healthy heart and 2PTP
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support (3.3 L/min for the healthy heart, 1.4 for heart failure, 4.7 with CF support, and
3.5 with 2PTP counterpulse support) and the difference in preload sensitivity between the
modalities becomes even more pronounced (0.342 L/min/mmHg for the healthy heart, 0.265
for heart failure, 0.092 with CF support, and 0.306 with 2PTP counterpulse support). These
CF sensitivities compare well to other published sensitivity values for the HMII in the liter-
ature, for example 0.095 L/min/mmHg reported by Khalil, et al (ref) and 0.09 reported by
Salamonsen, et al [35].
This difference in cardiac output and preload sensitivity for the different modalities of sup-
port can be explained by the relationship between aortic valve flow and VAD flow, which
is shown in Figure 6.4. With 2PTP counterpulse support, aortic valve flow is preserved be-
cause the VAD temporarily pauses pumping and allows the ventricle to contract in systole,
and then the VAD provides an early diastolic counterpulse to boost cardiac output [74].
The preserved aortic valve flow is physiologically sensitive to preload, so cardiac output is
automatically adjusted. This is demonstrated by the ventricular function curve with 2PTP
support, which is almost a direct offset from the healthy heart failure curve. The 2PTP is
positive displacement, so it provides a cardiac output offset to the ventricular function curve
while allowing the native heart function and eject blood through the aortic valve to control
the shape of the ventricular function curve. Continuous flow devices pump throughout the
cardiac cycle, effectively shunting flow during systole so that the majority if not all of the
cardiac output goes through the device, which is not able to provide an inherent physiolog-
ical response to preload [35]. As a result, as preload pressure drops, the CF VAD provides
too much flow compared to the failing or even healthy heart.
Baseline results for the closed-loop model with the initial SVR, PVR, and HR settings are
provided in Table 6.1. From baseline heart failure, both CF and 2PTP counterpulse support
boost cardiac output from 3.8 to 5.3 L/min, but the 2PTP does so with only half the
VAD flow (2.7 for the 2PTP compared to 4.9 L/min for CF). This is because counterpulse
support preserves more aortic valve flow (2.6 L/min with 2PTP compare to 0.4 L/min with
CF). Ventricular unloading can be assessed for these different support modalities with left
ventricular stroke work (LVSW), which is calculated as the area of the LV pressure-volume
loop and represents the work done by the ventricle during one cardiac cycle. Both modalities
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of support reduce stroke work from 2,682 mmHg ml in heart failure (down to 1,859 with 2PTP
support and 2,008 with CF support). The difference and clinical significance between these
two may be negligible, but is highlighted here because this may be somewhat counterintuitive
given that the ventricle ejects more blood through the aortic valve with 2PTP counterpulse
support. These results demonstrate that the 2PTP provides comparable unloading in terms
of LVSW with only half the VAD flow compared to CF support. This is because the ventricle
is still contracting and doing the work of ejecting blood with CF support except that it pumps
through the VAD rather than through the aortic valve.
Results of PVR, SVR, HR, inotropic variation, and blood volume changes are shown in
Figure 6.5. Mean cardiac output, aortic valve flow, VAD flow, left ventricular end-systolic
volume, and left atrial pressure are shown as a function of the varied parameters (PVR,
SVR, HR, and percent inotropic change). Of particular interest are the PVR results, which
demonstrate the most difference between the different types of support. As PVR increases,
cardiac output with CF support remains higher than cardiac output with 2PTP counterpulse
support, as a result left ventricular suction (defined as left ventricular volume less than 15
ml) begins to occur when PVR is greater than 0.35 mmHg s/ml. This finding is confirmed
by similar studies that experienced suction at a PVR of 0.375 mmHg s/ml [41].
The results of SVR, HR, inotropic state, and blood volume in Figure 6.5 all have similar
results in terms of cardiac output, and demonstrate that the response to changes in SVR is
fairly similar for the both CF and 2PTP counterpulse support and that both appear to be
offsets from the heart failure curve. For low HR and inotropic state, CO with CF support is
higher than 2PTP support, but never enough to cause left ventricular suction.
Figures 6.6 and 6.7 shows arterial and left ventricular pressure curves, aortic and VAD flow
curves, and left ventricular pressure-volume loops for the closed-loop simulation with CF
and 2PTP counterpulse support after a step change in PVR from 0.04 to 0.37 mmHg s/ml
at 5 seconds on the plot. This simulation is included to provide an example of how changes
in SVR alter hemodynamics and shift the left ventricular PV loops. With CF support, the
small amount of aortic valve flow that was present before the PVR increase very quickly
dropped to zero as the VAD flow took over the entire CO. Left ventricular volume continued
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to drop significantly and with it the pressure the ventricle was able to generate. Eventually,
suction events began to occur as the ventricular volume reached a critical minimum. With
2PTP counterpulse support, native aortic valve flow was preserved, allowing the left ventricle
to provide a large margin of adjustment to CO when the preload dropped after the PVR
increase. This reduction in CO demonstrates that the ventricle is not overpumped and no
suction events occur.
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Figure 6.3: Simulated ventricular function curves from the open-loop cardiovascular
system model with continuous flow (CF) support and 2PTP counterpulse support.
As expected, both VADs boost cardiac output back to healthy levels, but the CF
device overpumps the circulation at low preloads compared to a normal healthy
response. 2PTP counterpulse support does not overpump at low preloads, but follows
the healthy nonlinear response.
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Figure 6.4: Aortic valve flow and VAD flow as a function of ventricular preload.
With 2PTP counterpulse support, much of the native flow through the aortic valve
is maintained. It is this flow that remains physiologically sensitive to preload changes
and produces the nonlinear response seen in Figure 6.3. For CF support, aortic valve
flow is significantly diminished and becomes zero at moderate preloads at which point
the VAD takes over the entire cardiac output, which does not have physiological
sensitivity to preload and causes overpumping at low preloads.
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Figure 6.5: Cardiac output, aortic valve flow rate, VAD flow rate, left ventricular end-systolic vol-
ume (LVESV), and mean left atrial pressure (LAP) for CF and 2PTP (TORVAD) counterpulse
support for changes in (1) PVR pulmonary vascular resistance (PVR), (2) systemic vascular resis-
tance (SVR), (3) heart rate (HR), (4) inotropic state, and (5) blood volume. Healthy and heart
failure cardiac output values are also displayed for comparison.
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Figure 6.6: Hemodynamics (pressure and flow) and pressure-volume (PV) loop responses to a step-
change in pulmonary vascular resistance in the closed-loop simulation. When pulmonary vascular
resistance is increased from 1 to 2 Wood units, the continuous flow overpumps the circulation
resulting in low ventricular volumes and ventricular suction events.
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Figure 6.7: Hemodynamics (pressure and flow) and pressure-volume (PV) loop responses to a step-
change in pulmonary vascular resistance in the closed-loop simulation. When pulmonary vascular
resistance is increased from 1 to 2 Wood units, 2PTP (TORVAD) counterpulse support preserves
aortic valve flow that physiologically responds to the change in preload, which reduces cardiac
output and prevents overpumping.
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6.3.3 Preload Sensitivity Simulation Discussion
Passive autoregulation of cardiac output by the left ventricle is critical for maintaining
a healthy response to physiological feedback. Ventricular preload varies throughout the
day depending on the patient’s physical activity, volume status, or pathological state [32].
Continuous flow devices are set to a constant rotational speed by the clinician at periodic
follow-up visits, but cannot automatically adjust flow throughout the day in response to
physiological need.
Continuous flow VADs pump throughout the cardiac cycle. The highest VAD flow rate is
during systole because blood that would normally be ejected by the left ventricle through
the aortic valve is instead shunted through the VAD to the point where the aortic valve only
opens sporadically or often not at all [75]. This can result in aortic valve commissural fusion,
aortic insufficiency, and outflow tract and aortic root thrombus in CF VAD recipients [76, 77].
Additionally, when aortic valve flow is diminished and the entirety of the CO is taken over
by the CF device, preload sensitivity significantly deviates from the normal response at low
preloads, which can lead to overpumping. Active physiological control methods have been
proposed that would modulate flow based on various feedback mechanisms to overcome this
deficiency, but these methods have not yet been implemented in clinical practice [17, 73].
Many of these algorithms specifically try to recreate the Starling response using indwelling
pressure transducers to measure preload and adjust pump flow to follow prescribed ventric-
ular function curves [35, 78]. Some indwelling pressure sensors can be prone to thrombus
formation and long term drift, which compromise accurate measurements, and long-term
reliable solutions have not yet emerged [17]. Others have proposed estimation of preload
using pump metrics such as the differential pump pressure or the pulsatility index to drive a
Starling-like c,ontrol [79, 26, 38]. However, these methods also require indwelling sensors or
rely on pump-derived estimations of pressure and flow that are prone to inaccuracies outside
of steady-state conditions or due to viscosity variation.
Synchronous counterpulsation with the 2PTP device preserves native aortic valve flow. By
operating the pump in this mode, the 2PTP briefly ceases to pump blood in systole allowing
the ventricle to eject normally through the aortic valve. By preserving native aortic flow
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with counterpulse support, patency of the native aortic valve is maintained and the autoreg-
ulatory aspect of the heart is preserved in the native aortic valve flow, thereby restoring the
physiologic preload sensitivity of the cardiovascular system. Synchronous counterpulsation
might be considered a form of both active and passive control. It’s active in the sense that
pump ejections are synchronized to the cardiac cycle such that the pump flow rate automat-
ically changes based on the heart rate and the pump ejection occurs during diastole, but
passive in the sense that cardiac output responds to preload due to the preservation of the
native aortic ejection without the need for additional pressure sensors or pump flow rate
changes.
One limitation of 2PTP counterpulse support is that preload sensitivity depends on the
remaining preload response of the failing ventricle. The 2PTP has a fixed 30 ml stroke
volume that is insensitive to changes in preload. It is only by preserving aortic valve flow with
counterpulsation that a physiological response to preload remains. If ventricular function
were to significantly deteriorate, then the 2PTP may need to operate asynchronously to take
over the entire CO. Similarly, if ventricular function improves, then the 2PTP ejection could
be adjusted to a different time in the cardiac cycle, or the pump could eject every other
heart beat.
Salamonsen, et al., specified three requirements for Starling-like control [79]: (a) preload
sensitivity should be comparable to that of the left ventricle; (b) it should be maximal at low
preloads and fall nonlinearly and become negligible at high preloads; and (c) the amplitude
of the Starling curve should scale to compensate for metabolic requirements during exercise
or stress. The results demonstrated here for 2PTP counterpulse support satisfy the first two
requirements. While preload sensitivity has been considered one of the most important aspect
of regulating cardiac output, afterload, heart rate, and inotropic state are also important
regulating mechanisms [32, 33]. The results of the closed-loop model in Figure 6 show that
the response to changes in SVR is fairly similar for both CF and 2PTP counterpulse support.
Both appear to be offsets from the heart failure curve and have the same general shape of the
compared to the healthy or failure curves. This may seem to be in contrast to claims that CF
devices have three to four times the afterload sensitivity of the healthy heart [80, 67], but the
referenced study did not account for the increased preload that can also occur with increased
95
afterload. As CO drops, preload increases, which makes ventricular contractions stronger.
Similar responses are also shown for increased heart rate and inotropic state compared to
the healthy and failing heart, at least in terms of the general shape of the curves. There is
a greater difference between the modalities of support as HR and inotropic state decrease
where CF support produces more cardiac output than with 2PTP support, but these may
not be clinically significant.
One of the limitations of this study is that SVR, PVR, HR, inotropic state, and blood volume
were individually varied in the closed-loop study. This was done to isolate their effect from
one another, but in reality they may vary simultaneously, along with other unaccounted for
parameters such as vascular tone. A multivariable analysis may be helpful to answer these
questions and motivates future work.
6.4 Summary and Conclusion
This chapter has studied baseline physiological control for a 2PTP pump with synchronous
counterpulse support. By pumping in this way, the 2PTP works in cooperation with the
heart to increase cardiac output and provide a physiological response to preload pressure by
maintaining native aortic valve ejection during systole. Preload sensitivity is an important
feedback mechanism for cardiac output autoregulation in response to metabolic demand,
which varies from activity level, fluid volume, or pathological status. Continuous flow devices
are less sensitive to preload compared to the normal healthy heart, especially at low preloads
where they overpump the system. Counterpulse support with the 2PTP preserves aortic
valve flow, provides physiological sensitivity across all preload conditions, and reduces the
risk of suction at low preload pressures. This should prevent overpumping and minimize the
risk of suction and septal wall shift.
In addition to providing physiological cardiac output preload sensitivity, the pump flow
rate also automatically responds to heart rate changes in synchronous mode. Future re-
search could study the hemodynamics that result from different operating modes such as
asynchronous pumping, and could explore ways to detect and provide an increased cardiac
output for exercise response.
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Part III
2PTP Model
Chapter 7. 2PTP Variable Structure Model
This chapter develops a variable structure 2PTP model that can be used to
simulate pump dynamics. An algorithmic bond graph approach is presented
that is used to generate state equations and simulate the system.
Chapter 8. Reduced-Order Model
This chapter develops a simplified reduced-order linear 2PTP model of pumping
and transition by ignoring nonlinear effects and the annular leakage between the
piston and torus walls. This model is used to design control and estimation
methods.
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Chapter 7
2PTP Variable Structure Model
This chapter develops a variable structure 2PTP model that can be used to simulate pump
dynamics. An algorithmic bond graph approach is presented that is used to generate state
equations and simulate the system.
Models are helpful for understanding dynamics and designing and testing estimation and
control of new or complex systems. The 2PTP is a new class of pump with several interacting
dynamics. A model of the 2PTP would help for understanding and the quantify the dynamics
of the pump and would serve as a basis for improving and testing the control of the device
in simulation.
The 2PTP system has a few key components that need to be modeled:
• Brushless DC Motors
• Pistons
• Magnetic coupling between the motor and pistons
• Fluid flow and pressure in the pump and inflow and outflow cannulas
The dynamics involved with the motors, pistons, and magnetic coupling models are relatively
straightforward and are briefly introduced in Section 7.1. The dynamics of the flow and
pressure in the pump are more complicated, and are developed in Section 7.2.
7.1 Motor and Piston Model
Each piston is independently controlled by a brushless DC motor. The motor and the piston
are magnetically coupled by magnets on an arm of the motor that interact with magnets
sealed inside of the piston. The dynamic model for each element (motor, piston, and magnetic
coupling) are developed individually and are then incorporated into subsystem models that
are connected to the pump flow model developed in Section 7.2.
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7.1.1 Motor Model
The pump uses two independent brushless DC motors. A bond graph (see Figure 7.1) is
used to show the structure of the motor model. An input voltage Vin is applied to coils with
electrical resistance Re. Electrical inductance in the motors coils is small and ignored. Motor
current im is electromagnetically converted to torque Tm by the motor gyrator constant ke.
The motor has mass moment of inertia Jm and damping bm.
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Figure 7.1: Bond graph model of a brushless DC motor. Causality assignments
of the bond graph depend on the assignment of the power bond to the magnetic
coupling, which will be shown later to return ‘effort’ to the motor subsystem.
From the bond graph and causality assignments, it can be seen that there is only one energetic
state, the angular velocity of the motor.
Jmω˙m = keim − bmωm − Tm (7.1)
The motor position is found integrating the velocity
θm = ω˙m (7.2)
The torque from the magnetic coupling Tm will defined later. The motor current im is a
function of the input voltage, back emf gyrator coefficient, and coil resistance
im =
Vin − keωm
Re
(7.3)
Substituting the current into the dynamic equation for the rotational velocity, the state
equations become
ω˙m =
1
Jm
[(
bm +
k2e
Re
)
ωm − Tm + ke
Re
Vin
]
(7.4)
θm = ω˙m (7.5)
99
7.1.2 Piston Model
The pistons are zirconia ceramic on the external surfaces and are suspended in the middle
of the torus lumen using two zirconia rails on the axial faces of the torus so that there is
a 3-4 mil (75-100 µm) annular gap between the piston and torus walls. Controlling this
gap minimizes shear stress in the blood. The rail also serves to constrain piston motion
within the toroidal chamber to one degree of freedom, the angular position θp, and prevents
zirconia piston interaction with the titanium torus walls. The zirconia-zirconia interaction
at the small interface generates micro-hydrodynamic lubrication by way of lubrication with
a plasma-gel that provides a thin protective protein buffer between the ceramic surfaces
[81, 82, 83, 84]. While this mixed-lubrication minimizes wear, there is still friction that
should be accounted for in the model.
Many attempts have been made over the years to model friction (viscous, Coulomb, Stribeck,
rising static friction, frictional memory, pre-sliding displacement, etc) and to control for its
effects (stiff control, model based feedforward, adaptive strategies, variable structure control,
etc) [85]. More recently, observer-based techniques have been implemented [86, 87, 88].
Frictional torque should be minimal in the device compared to the other sources of torque
(the pressure across the piston and torque from the magnetic coupling for example), so the
model should strive for simplicity in approach. For the time being, a linear friction coefficient
is assumed.
A bond graph (see Figure 7.2) was used to develop the model for pistons dynamics. The
piston has mass moment of inertia Jp, and frictional damping bp.
From the bond graph and causality assignments, it can be seen that there is only one state,
the angular velocity of the piston.
ω˙p =
1
Jp
(Tm − bpωp − ArP ) (7.6)
The torque from the magnetic coupling Tm will defined later. A and r are the area and
radius of the piston, and P is the pressure on across the piston which will be defined in the
section on the pump model.
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Figure 7.2: Bond graph model of the piston dynamics. Causality assignments
of the bond graph depend on the assignment of the power bond to the magnetic
coupling, which will be shown later to return ‘effort’ to the piston subsystem, as
well as the assignment to the pump model, which will be shown later to return
’effort’ the piston subsystem as well.
Piston position is found by integrating the velocity
θp = ω˙p (7.7)
7.1.3 Magnetic Coupling Model
The motor and pistons are coupled by magnets. Magnets are configured in Halbach arrays
to maximize the magnetic flux in the gap, increase magnetic coupling torque, and minimize
angular displacement between the piston and motor. An illustrated schematic of this coupling
is shown in Figure 7.3.
The magnetic coupling has been simulated with finite element modeling (FEM) to which
a sinusoidal curve is fit (see Figure 7.4). This provides the nonlinear torque-displacement
constitutive relationship.
Tm = Tmax sin
(
2pi
θ
4 · θe
)
(7.8)
where Tmax is the maximum torque, θ is the displacement angle between the motor and
piston, and θe is the displacement angle when the piston ‘escapes’ the motor (when the
piston and motor become decoupled). This model is only valid from −θe < θ < θe, but the
magnetic coupling should be strong enough so that the the piston and motor never decouple,
so the model does not need to operate beyond this point.
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Figure 7.3: Illustration of the magnetic coupling between the motor and the piston. The motor
has a linkage arm, with magnets above and below the piston. There are also magnets within
the piston. These magnets interact with each other through the pump housing (not shown)
to couple the motor and piston motion and position. Magnetic Halbach arrays are used to
concentrate flux in the coupling gap and maximize the flux density.
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Magnetic Coupling Torque vs Angular Displacement
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Sinusoidal fit
Figure 7.4: Magnetic coupling torque vs angular displacement between the motor and
piston. Finite element modeling (FEM) was performed to estimate the torque for angular
displacements at 0.5 degree intervals. A sinusoidal approximation fits the data very well.
Piston decoupling (or ‘escape’) is when the piston and motor separate from each other.
This occurs at ±5 degrees, at which point the slope of the coupling torque reverses and
becomes unstable.
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A complete bond graph for the motors, pistons, and magnetic coupling between them is
shown in Figure 7.5. Causality is assigned with the assumption that the piston will provide
flow (Q) to the pump model and receive effort (P ), this will be shown to be the case later in
the pump model section. In actuality, the entire model should be drawn before causality is
assigned, but has been done so here in anticipation of the final form so that the independent
states of the motor-piston subsystem can be seen.
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Figure 7.5: Bond graph model for the motor, magnetic coupling, and piston dynamics. This
model could couple to the pump model by giving the flow Q and receiving the back-pressure
on the piston P .
7.1.4 Motor and Piston State Equations
The motor-piston subsystem has three energetic states, the angular velocities of the motor ωm
and piston ωp, and the angular displacement between the motor and piston (θc = θp − θm).
The absolute positions of the motor and pistons will be tracked as well, which adds an
‘information state’. The state equations for the motor and piston subsystem are:
ω˙m =
1
Jm
[(
bm +
k2e
Re
)
ωm − Tmax sin
(
2pi
θm − θp
4 · θe
)
+
ke
Re
Vin
]
(7.9)
ω˙p =
1
Jp
[
Tmax sin
(
2pi
θm − θp
4 · θe
)
− bpωp − ArP
]
(7.10)
θ˙m = ωm (7.11)
θ˙p = ωp (7.12)
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7.2 Pump Flow and Pressure Model
The motor-piston subsystem developed above describes how the input (motor voltage) drives
the piston motion. The pistons move within the toroidal pumping chamber to produce flow
in and out of the pump. A schematic of the pump is shown in Figure 7.6.
Po Pi
2
1
Figure 7.6: 2PTP schematic. Two pistons, labeled 1 and 2, are within the
toroidal shaped pumping chamber. The pump inflow is on the right with inflow
pressure Pi and the pump outflow is on the left with outlet pressure Po.
Two-piston pumping in a toroidal chamber is not straightforward, there are many issues to
be considered:
• Leakage flow in the annular gap between the piston and torus
• Fluid inertia and resistance effects throughout the torus and cannulas
• The effects of inflow and outflow occlusion as the pistons transition across the ports.
To understand these effects, a model of the flow and pressure in the pump was developed.
The input to this subsystem is the piston ‘flow’ from the motor-piston subsystem described
above. The systems will be linked by this ‘power bond’, which will return an ‘effort’ (pressure)
to the motor-piston subsystem.
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7.2.1 Pumping Modes
Under normal operation, the pump has two repeating sequential modes: pumping and tran-
sition. A third mode fault mode (shunting) can occur if the pistons are not controlled well.
These three modes are described below and are schematically illustrated in Figure 7.7.
1 - Pumping. In this mode, one piston remains stationary in the ‘hold’ position while the
other piston (the ‘drive’ piston) rotates around the torus, simultaneously aspirating blood
from the inflow (left ventricle) and ejecting blood to the outflow (aorta). Piston motion is
coupled to the fluid in the inflow and outflow and directly relates to flow in and out of the
pump.
2 - Transition. This mode occurs between pumping strokes when the pistons move together
to exchange functional roles. During this mode, the inflow and outflow ports are partially
or totally occluded.
3 - Shunt. This is a possible fault mode that should not happen during normal operation
of the pump. If the pistons are controlled poorly, there is a potential for a shunt to develop
between the inflow and outflow ports which would allow backflow. A robust model of the
pump may need to include this mode if the effects of poor control need to be quantified.
This pumping mechanism is complex. The pistons exchange functional roles causing the
pressure differential to change sign on the pistons, the pistons transition across the inflow and
outflow ports affecting the fluid resistance and introducing leakage pathways that appear and
disappear, and the pistons allow annular leakage. The pistons are controlled by magnetically
coupled motors which much be precisely controlled to avoid piston collision, shunts, and harsh
vibrations. A model of the pump would help for designing that control. The purpose of this
chapter is to develop that model and to identify which elements are important to include.
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1) Pumping (one piston pumps while the other remains stationary to act as a virtual valve)
2
1
2
1
2
1
2) Transition (this mode occurs when the pistons are exchanging functional roles)
2
1
2
1 2
1
2
1
3) Shunt (this is a special case, and should not occur if the pistons are controlled well)
2 1
2 1
Figure 7.7: Schematics representations of the three pumping modes
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7.3 Building the Pump Flow and Pressure Model
This section assembles the pump flow and pressure model in stages. Starting from a simple
positive displacement model, and then adding pieces along the way to include effects such
as leakage, port occlusion, and switching.
7.3.1 A Simple Positive Displacement Model
To start, a simple model of a positive displacement pump was formulated. This model
assumes zero leakage around the pistons and a common pressure in the torus fluid volumes
between the pistons. A bond graph for this model and a schematic of the pump is shown in
Figure 7.8. For the purposes of the pump model, it is assumed that piston flows Q1 and Q2
are provided by the piston model (this will be shown later to be the case).
Po Pi
2
1
1
00
1
Q1
Q2
EE : Pi: Po
QiQo
Figure 7.8: A simple positive-displacement pump model. The model is deterministic.
There are no independent states. Piston flows Q1 and Q2 are provided by the piston
model. The flow in and out of the pump is simply Qi = Qo = Q2 −Q1
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7.3.2 Incorporate Piston Leakage
There is a annular gap between the piston and torus wall that keeps the surfaces separated
to prevent wear and also reduces blood damage by minimizing shear produced in the gap.
Blood is a mixture of cells (red blood cells, white blood cells, platelets) and plasma (a
fluid which has the viscosity of water, but which also contains several dissolved proteins).
The interaction of these different components makes blood behave in a non-Newtonian way,
with a higher viscosity at very low shear rates. But this phenomenon is only important at
extremely low shear rates, and for the purposes of this model, blood is assumed to be a
Newtonian fluid with a density of 1025 kg/m3 and viscosity of .0035 Pa·s.
The Reynolds number (Re = ρUh/µ) quantifies the inertial forces relative to the viscous
forces. For low Reynolds numbers, viscous flow dominates and laminar flow could be as-
sumed. For a gap of 100 µm and a velocity of 1 m/s (approximate maximum velocity of the
piston), the Reynolds number is very low (29). For parallel plates, the entrance length can
be estimated by Le = .06hRe.
The Reynolds number is low (Re < 100) and the entrance length is short (Le/L << 1),
therefore fully-developed laminar flow is assumed [89]. With that assumption, the leakage
around the pistons can be analytically estimated by two mechanisms: Couette (motion-
driven) and Poiseuille (pressure-driven) flow. The length of the gap varies as a function of
the radius and the swept angle of the pistons, but for simplicity, the mean piston radius rm
and mean swept angle θm will be used. The velocity profile in the gap is defined by
u =
1
2µ
∆P
rmθm
(
y2 − yh)+ rmωpy
h
(7.13)
where ∆P is the pressure drop across the piston, h is the gap height, and y is the location
across the gap from 0 at the torus wall to h at the piston wall.
The velocity profile can be integrated across the gap and multiplied by the piston circum-
ference C to obtain the leakage flow rate.
QL = C
∫ h
0
udy (7.14)
QL = C
∫ h
0
[
1
2µ
∆P
rmθm
(
y2 − yh)+ rmωpy
h
]
dy (7.15)
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QL = C
[
1
2µ
∆P
rmθm
(
y3
3
− y
2h
2
)
+
rmωpy
2
2h
]y=h
y=0
(7.16)
QL = C
[
− h
3
12µ
∆P
rmθm
+
rmωph
2
]
(7.17)
The leakage flow through the annular gap produces a viscous drag on the piston. The shear
stress on the piston can be found by taking the partial derivative of the velocity with respect
to y evaluated at the piston surface.
τ = µ
[
∂u
∂y
]
y=h
(7.18)
τ = µ
∂
∂y
[
1
2µ
∆P
rmθm
(
y2 − yh)+ rmωpy
h
]
y=h
(7.19)
τ = µ
[
1
2µ
∆P
rmθm
(2y − h) + rmωp
h
]
y=h
(7.20)
τ =
h
2
∆P
rmθm
+
µrmωp
h
(7.21)
Shear stress can be converted to a torque on the piston by multiplying it by the circumfer-
ential piston area AC and the mean piston radius rm
T = Acrm
(
h
2
∆P
rmθm
+
µrmωp
h
)
(7.22)
Note how both the viscous torque T and leakage flow QL are functions of the piston velocity
ωp and differential pressure ∆P .
QL = QL(ωp,∆P ) (7.23)
T = T (ωp,∆P ) (7.24)
This relationship can be used to form a two-port resistor in the bond graph. A bond graph
for a single piston with leakage flow incorporated is shown in Figure 7.9. The leakage model
is then incorporated into the bond graph of the full pump in Figure 7.10.
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Figure 7.9: Leakage model for a single piston that incorporates the Couette (motion-
driven) and Poiseuille (pressure-driven) flows. Leakage caused by the piston motion
and torque from the viscous drag accounted for using a two-port R.
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Figure 7.10: Bond graph of a positive displacement pump with leakage. RL is a two-port resistor,
and is a function of both ωp and ∆P . This subsystem model is still completely deterministic
when the inlet and outlet pressure and piston flows are prescribed (or determined from the piston
subsystem model).
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7.3.3 Fluid Inertance and Resistance
The next piece of the model to consider is whether the fluid in the torus stores energy, and
if so, how (either potentially with a compliance or kinetically with an inertance). Many
pump models operate at very high pressures and the compliance of the fluid needs to be
taken into account. But pressures in the 2PTP are very low relative to many hydraulic
applications (100 mmHg blood pressure is only about 2 psi), and blood is typically treated
as incompressible in most lumped parameter simulations of the cardiovascular simulation
or computational fluid dynamic simulations of blood pump. The kinetic energy of the fluid
mass (inertance), on the other hand, is not negligible, especially in the 2PTP which is a
pulsatile pump and accelerates and decelerates fluid each pump stroke.
The fluid in the torus as well as the inflow and outflow has inertance, and the flow through
the torus and inflow and outflow has viscous resistance. To determine the effects, distinct
regions of separate flow must be defined. There are two clear distinct volumes that could
be defined; one on either side of the pistons. But these volumes do not necessarily have the
same flow rate or flow direction. To account for the different flows, an additional demarcation
can be added where the flow enters or exits the pump. Therefore four distinct volumes are
defined. These volumes are shown in Figure 7.11.
The flow of each volume in the torus and for the inflow and outflow would be defined by the
pressure on either side, the inertance of the fluid in the torus, and the viscous resistance to
flow.
Pin − Pout = I(Vi)Q˙i +R(Vi)Qi (7.25)
where Pin is the pressure at the ‘inflow’ of the volume, Pout is the pressure at the ‘outflow’
of the volume, Vi is the volume, I(Vi) is the fluid inertance as a function of the volume, and
R(Vi) is the viscous resistance as a function of the volume.
These partitioned volumes can be included in the model for the pump. The bond graph with
these four volumes and flows (A, B, C, and D) and associated inertance and resistance is
shown in Figure 7.13.
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Figure 7.11: The torus volume can be split into four distinct segments. Each segment
has an associated fluid inertance and resistance that changes with the volume of each
segment as the pistons move. The pressure boundaries of each segment represent
either the leading or trailing piston faces, or the pressure at the inflow and outflow.
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Figure 7.12: Partitioning the torus volume during transition.
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Figure 7.13: Bond graph of the 2PTP with four distinct volumes and flows (A, B,
C, and D). Each of the four volumes have resistance R and inertance I that vary
with volume.
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7.3.4 Inflow and Outflow Resistance
As the pistons transition across the inflow and outflow ports, the area between the pump
volumes and inflow and outflow ports decreases to zero during transition, and then opens
back up again after transition. The fluid resistance caused by this area change could behave
like an orifice resistor.
∆P = R(Ao)Q|Q| (7.26)
where ∆P is the pressure drop across the resistor, Q is the flow through the resistor, and
where a orifice resistance term R would change as a function of the orifice area Ao. For a
rectangular orifice, the resistance can be expressed as a function of the fluid density ρ, orifice
area Ao, and a discharge coefficient Cd
R(Ao) = Cd
ρ
A2o
(7.27)
The resistance will go to infinity as the orifice approaches zero when the pistons occlude the
inflow and outflow ports. This could cause a problem depending on the causality of the bond
graph. If the resistor ‘receives’ flow and ‘returns’ pressure, this will cause problems with the
model:
P →∞ as Ao → 0 when P = R(Ao)Q|Q| (7.28)
In this case, when the port is occluded the resistance would need to be limited or the
resistance would need to be removed from the model and a new model formulated. These
options will be explored more later. If the resistor causality is such that it ‘receives’ pressure
and ‘returns’ flow, this model formulation will be fine because
Q→ 0 as Ao → 0 when Q = sgn(∆P )
√
|∆P |
R(Ao)
(7.29)
This resistance can be incorporated into the bond graph as seen in Figure 7.14.
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Figure 7.14: Bond graph model of the 2PTP with inflow and outflow port resistance.
The flow into the torus from the inflow port and out of the torus through the outflow
will be restricted by the orifice area as the pistons transition across and occlude the
inflow and outflow ports.
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7.3.5 Transition
During transition, the inflow and outflow ports are occluded, the pistons exchange functional
roles, and the volumes between the pistons come into ‘fluid communication’ with the opposite
port. There are two options for handling this:
1. Include all flow paths and resistances into a single model and allow the resistances to
go to infinity (or some limited value) when the ports are occluded. For this model,
arbitrary causality assignments will result, which will need to be implicitly solved each
time step. Alternatively, a parasitic capacitance could added to the pressure zeros (0)
in the torus, though doing so will require assigning very inelastic properties to the fluid
that make the differential equations very stiff. The bond graph for this option is shown
in Figure 7.15.
2. A hybrid model or variable structure model. In this case, there would be a different
dynamic models: one model would be used for when piston 2 is pumping, another used
when the ports are fully occluded, and another when piston 1 is pumping. The three
bond graphs representing the three models can be seen in Figure 7.16.
One problem with either modeling approach is that the pressure across the pump does not
manifest itself on the pistons during the transition phase. Quasistatic models can be used
to determine this. When the dynamics are removed, the pressure across the pistons is equal
to the differential pressure across the pump during the pumping phases, but zero during the
transition phase. This is due to the fact that when the ports are occluded, in either model
approach, there is no way for the model to account for any pressure differential across the
pump to ‘reach’ the pistons. This results in a step change in pressure when the ports are
occluded and when they are opened. This is illustrated in Figure 7.17. One would expect
the differential piston pressure to transition smoothly from one extreme to the other across
the occlusion.
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Figure 7.15: Bond graph incorporating the resistances for both inflow and outflow
ports into a single model. This creates arbitrary assignments that would need to be
implicitly solved, or a parasitic compliance could be added into the torus volume.
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Figure 7.16: Three separate modes of variable structure : 1) piston 2 is the pumping
piston, 2) transition when the inflow and outflow are occluded, and 3) piston 1 is
the pumping piston.
120
21
2
1 2 1 2
1
2
1
Ao
0
Port occlusion area
∆P2
∆P1
Pressure during transition using full-occlusion models
0
∆P2
∆P1
Differential pressure expected to transition smoothly across occlusion
0
Figure 7.17: Quasistatic pressure across the piston during transition. In the full-
occlusion model with no leakage, the pressure across the pistons is equal to the
differential pressure across the pump when the port area is non-zero, and the pressure
is zero during transition when the ports are fully occluded. This creates a step change
in pressure to zero when the ports are occluded and a step change to the differential
pressure ∆P when the ports are opened. This is not a realistic model. Instead, the
pressure is expected to change smoothly during transition.
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7.3.6 Occlusion Leakage
As the pistons start transition across the ports, there is an additional leakage pathway that
has not yet been accounted for between the torus volumes and the ports. An example of these
additional leakage pathways are shown in Figure 7.18. These leakage pathways are from the
inflow and outflow ports to the leading and/or trailing faces of the pistons, depending on
piston location. For small leakage gaps where flow is laminar, a linear resistance is assumed.
∆P = R(θp)Q (7.30)
These resistances would be a function of the arc length overlap of the piston and torus walls.
When the leakage gap is much smaller than the length (h/L << 1), which is predominately
the case, fully developed Poiseuille flow is used to model the leakage flow.
Q =
∆Ph3
12µroθo
(7.31)
where ∆P is the pressure gradient across the piston, h is the gap height, µ is the viscosity of
blood, ro is the outer piston radius, and θo is the overlap angle of the piston and torus wall.
R(θo) =
12µrmθo
h3
(7.32)
At small overlap angles, the resistance would go to zero, which would produce the same
problems outlined above when the occlusion area goes to zero. Similarly, the resistance
would need to have a practical maximum value set for small values of θo.
Depending on the position of the pistons, there are twelve separate flows into or out of the
pump. But these flows are not all present at the same time. For example, when piston 1 is
in the trap and piston 2 is the pumping piston, then the volume between the leading face
of piston 2 and the trailing face of piston 1 is in fluid communication with the outflow, but
not the inflow. Therefore the flow from that volume to the inflow is deactivated when the
pistons are in that position. The modeling challenge is in deciding how to deactivate that
flow.
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Figure 7.18: There are numerous pathways for flow into and out of the 2PTP,
depending on piston position. These pathways will have variable resistance as the
pistons transition across the ports. This is an example of two additional leakage
pathways (highlighted with dashed boxes) that could be accounted for when the
pistons transition across the inflow and outflow ports.
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7.3.7 Special Case - Shunt
A shunt occurs if the pistons are ever in positions such that direct ‘fluid communication’
occurs between the inflow and outflow ports. Depending on how well the pistons are con-
trolled, this scenario can happen briefly during transition. To account for the shunt flow,
an additional control volume and flow Qs will be added to the torus. Figure 7.19 illustrates
this.
This addition control volume only appears when the shunt appears. It is zero otherwise.
Practically speaking, this mode should never happen, so it may not be important to include in
the simulation. It may not be important to model fault modes, especially if the dynamics that
occur in those modes are not important to understand, and it is unreasonable to consider and
model every possible fault mode. This shunt mode has been included for model completeness,
but it is unlikely to be needed in the practical implementation of the simulation or in the
design of the control.
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Figure 7.19: Shunt condition
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7.3.8 Inflow and Outflow Effects
The inflow and outflow ports and cannulas add coupled inertance and resistance. These
effects can be included in the differential pressure across the pump ∆Pp.
Po − Pi = ∆Pp = (Io + Ii)Q˙p + (Ri +Ro)Qp + Pao − PLV (7.33)
where Ii and Io are the inflow and outflow inertance, Ri and Ro are the inflow and outflow
resistance, Pao is the aortic pressure (outflow), and PLV is the left ventricular pressure
(inflow). The inertance and resistance are functions of the cannula diameters and lengths.
Ii =
ρLi
piD2i
(7.34)
Io =
ρLo
piD2o
(7.35)
Ri =
128piLiµ
pi2D4i
(7.36)
Ro =
128piLoµ
pi2D4o
(7.37)
where µ and ρ are blood viscosity and density, Li and Lo are the inflow and outflow cannula
lengths, and Di and Do are the inflow and outflow cannula diameters.
The flow in and out of the pump Qp is a linear function of the states, which changes for each
structure (i).
Qp = fi(QA, QB, QC , QD) (7.38)
Q˙p = fi(Q˙A, Q˙B, Q˙C , Q˙D) (7.39)
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Figure 7.20: Coupling the inflow and outflow to the system. The inductor (I) has
derivative causality, so the fluid momentum in the cannulas is not an independent
state. When the cannulas are included, the pressure in becomes the left ventricular
(LV) pressure and pressure out becomes the aortic (ao) pressure.
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7.4 Variable Structure Model
The previous sections assembled the model in stages - first, the motor and piston dynamics
were described, and then the pump flow model was derived starting from a simple model of a
positive displacement pump, to which leakage was added, then fluid inertance and resistance
in the pump, followed by the port resistance and leakage during transition. What resulted is
the bond graph shown in Figure 7.21, which accounts for all possible pumping modes (piston
2 pumping, piston 1 pumping, or transition), and which shows all of the different flow and
leakage pathways in and out of the pump. There are twelve possible flows in or out of the
pump, but they are not all active at the same time. These paths are given the abbreviations
below.
Main flow path when Piston 2 is pumping:
i2 From the inflow to the 0 between the VB and VC
o2 From the outflow to the 0 between the VD and VA
Main flow path when Piston 1 is pumping:
i1 From the inflow to the 0 between the VD and VA
o1 From the outflow to the 0 between the VB and VC
Port occlusion leakage paths
iA From the inflow trailing face of piston 1
iB From the inflow leading face of piston 1
iC From the inflow trailing face of piston 2
iD From the inflow leading face of piston 2
oA From the outflow trailing face of piston 1
oB From the outflow leading face of piston 1
oC From the outflow trailing face of piston 2
oD From the outflow leading face of piston 2
These pathways appear or disappear depending on the position of the pistons. The challenge
in modeling is in deciding how to treat the inactive flow paths. Two methods could be used:
1. Include all flow paths and resistances into a single model and add parasitic compliance
or solve implicit equations simultaneously.
2. Use a variable structure or hybrid modeling approach where the structure is determined
by the position of the pistons and is represented by a separate set of dynamic equations.
These methods each carry their own set of problems or challenges. The first method, dis-
abling the flow paths by increasing the resistance terms, results in numerous arbitrary causal
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Figure 7.21: The complete bond graph model of the 2PTP pump.
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assignments in the bond graph, which would results in numerous implicit integration terms
that require iterative calculation schemes such as Newton-Raphson at each timestep. To
get around this arbitrary assignment problem, ad hoc parasitic compliance can be added
to each pressure-node (0) in the pumping chamber. But the fluid pumped in this case is
blood, which, like water, is usually treated as an incompressible fluid, especially within the
relatively low pressure changes that would occur in a blood pump such as this. The parasitic
compliance terms would be extremely stiff, and could add significant computational time
and/or noise to the model.
On the other hand, the variable structure approach requires that the model be reformulated
and re-initialized between each structure. In this case, there are 49 distinct structures
(see Figure 7.22 - note that there are 64 structures shown, but the right column and top
row are just mirrored with from the left column and bottom row respectively). Each of
these structures corresponds to a different model that can be represented with a different
bond graph (see Figure 7.23). Of the 49 structures, 14 result in piston overlap and are
not physically possible (indicated with red labels in Figure 7.22), and 9 result in a shunt
condition (indicated with gray labels in Figure 7.22). 5 of the shunts are considered very
unlikely to occur. This leaves 30 unique structures that needed to be determined.
Another way these modes can be visualized is by mapping the piston positions relative to
each other during a stroke, shown in Figure 7.24. Zero degrees corresponds to the ‘hold’
position, when the piston is directly between the inflow and outflow ports. The x-axis is the
piston 1 position and the y-axis is the piston 2 position from -180 to 180 degrees. The dashed
line represents the relative piston positions during two consecutive strokes. The plot repeats
itself (-180 degrees also equals 180 degrees). This plot is helpful for illustrating which modes
occur during typical operation and how narrow the window is between shunt conditions.
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Figure 7.22: Schematic representations of 64 possible model structures depending on piston posi-
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Figure 7.23: Bond graphs of 64 possible model structures, corresponding to the schematics repre-
sented in Figure 7.22.
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7.5 State Equations
The state equations for a switched system can be represented by a family of systems
x˙ = fi (x) (7.40)
where i is an index to the family of subsystems for each possible structure.
There are 13 states that define the motor, piston, and flow dynamics:
x = [θm1 ωm1 θp1 ωp1 θm2 ωm2 θp2 ωp2 QA QB QC QD QS]
T (7.41)
The state equations for the motors and pistons are the same. First, for motor and piston 1:
ω˙m1 =
1
Jm
[(
bm +
k2e
Re
)
ωm1 − Tmax sin
(
2pi
θm1 − θp1
4 · θe
)
+
ke
Re
Vin,1
]
(7.42)
ω˙p1 =
1
Jp
[
Tmax sin
(
2pi
θm1 − θp1
4 · θe
)
− bpωp1 − Tp1
]
(7.43)
θ˙m1 = ωm1 (7.44)
θ˙p1 = ωp1 (7.45)
And motor and piston 2:
ω˙m2 =
1
Jm
[(
bm +
k2e
Re
)
ωm2 − Tmax sin
(
2pi
θm2 − θp2
4 · θe
)
+
ke
Re
Vin,2
]
(7.46)
ω˙p2 =
1
Jp
[
Tmax sin
(
2pi
θm2 − θp2
4 · θe
)
− bpωp2 − Tp2
]
(7.47)
θ˙m2 = ωm2 (7.48)
θ˙p2 = ωp2 (7.49)
The torque from the pressure on the faces of the pistons is a function of the fluid flow and
piston velocity, the formulation of which depends on the structure.
Tp1 = fp1(ωp1, QA, QB) (7.50)
Tp2 = fp2(ωp2, QC , QD) (7.51)
Details for each structure can be found in Appendix C.
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Next, there are the torus flow states QA−QD and the shunt flow QS. But not all of the flow
states are always active. For example, in some configurations flows QB and QC or QA and
QD will directly couple such that one state is redundant. Also, the shunt flow QS are only
active in certain structures. When modeling, each dynamic equation will be carried through,
but the order of the system will changes based on the structure of the model (redundant
states reduce the order by 1).
# Zone θm1 ωm1 θp1 ωp1 θm2 ωm2 θp2 ωp2 QA QB QC QD QS Order
1 OD X X X X X X X X X X - - - 10
2 ToD X X X X X X X X X X X - - 11
3 TiD X X X X X X X X X X X - - 11
4 ID X X X X X X X X X X - - - 10
5 ToDo X X X X X X X X X X X X - 12
6 TiDo X X X X X X X X X X X X - 12
7 IDo X X X X X X X X X X - X - 11
8 DiDo X X X X X X X X X X - X X 12
9 DO X X X X X X X X X - - X - 10
10 TiO X X X X X X X X X X X - - 11
11 IO X X X X X X X X X X - - - 10
12 DiO X X X X X X X X X X - X - 11
13 DTo X X X X X X X X X - X X - 11
14 DTo X X X X X X X X X X X X - 12
15 TiTo X X X X X X X X X X X - X 12
16 ITo X X X X X X X X X X X - - 11
17 DiTo X X X X X X X X X X X X - 12
18 DTo X X X X X X X X X - X X - 11
19 DoTo X X X X X X X X X X X X - 12
20 OTi X X X X X X X X X X - X - 11
21 ToTi X X X X X X X X X X - X X 12
22 DiTi X X X X X X X X X X - X - 11
23 DI X X X X X X X X X - X - - 10
24 DoI X X X X X X X X X X X - - 11
25 OI X X X X X X X X X X - - - 10
26 ToI X X X X X X X X X X - X - 11
27 DoDi X X X X X X X X X X X - X 12
28 ODi X X X X X X X X X X X - - 11
29 ToDi X X X X X X X X X X X X - 12
30 ToDi X X X X X X X X X X X X - 12
Table 7.1: There are 30 possible model structures. This table shows how many and which
states are active for a given model structure. The piston and motors states (θm, ωm, θp, and
ωp) are always active. The pump flows (QA, QB, QC , and QD) will sometimes directly couple,
so one or more states will be redundant. Redundant flow states are eliminated with a dash.
The shunt flow Qs is only present in special cases.
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From the trajectory map in Figure 7.24, it can be seen that there are 30 operating structures
that should be accounted for. State equations need to be found for each of those structures.
To do so, the bond graph for each mode is drawn using an algorithmic approach. These
bond graphs can be seen in Appendix C. A few observations:
• Only zero or one (never two) external bonds is ever connected to a single torus or
piston pressure node (0).
• Arbitrary causality occurs any time a port is completely occluded, creating an algebraic
loop, but the associated resistances of partial port occlusion are linear so an explicit
solution can be obtained.
• Causality assignments in each mode made it such that the external bonds deliver a
pressure to the piston or torus pressure node (0), and never a flow.
Given the observations above, the following algorithm can be used to determine the state
equations for each structure.
Algorithm for determining structure state equations:
First, determine if there are any coupled flows (A, B, C, or D). Coupled flows occur when
there are no external bonds from the inflow or outflow bonds between the flow nodes (1).
Depending on how many flows are coupled, this will determine the number of states. Then,
for each flow (A, B, C, D, and S):
1. Identify the first external bond in the counter-clockwise direction (for convenience,
CC-bond) and the first external bond in the clockwise direction (CW-bond).
2. The differential equation for each flow will take the same form:
Q˙n =
[
pˆ∆P −RnQn +RccQcc −RcwQcw
]
/Ln (7.52)
where n is the flow (A, B, C, D, or S), pˆ is either 1, -1, or 0 depending on the CC and
CW bonds, Rn is the viscous torus resistance, Ln is the inertia in the torus, RccQcc is
the pressure from the inflow or outflow resistance at the CC-node, and RcwQcw is the
pressure from the inflow or outflow resistance at the CW-node.
3. Determine pˆ
136
3.1. pˆ = 1 if the CC-node is connected to the outflow and the CW-node is connected
to the inflow. In this case, the differential pressure across the pump increases the
fluid momentum.
3.2. pˆ = −1 if the CC-node is connected to the inflow and the CW-node is connected
to the outflow. In this case, the differential pressure across the pump decreases
the fluid momentum.
3.3. pˆ = 0 if the CC-node and CW-node are connected to the same port (either inflow
or outflow). In this case, the differential pressure across the pump does not affect
the fluid momentum.
4. Calculate the resistance Rn and inertance Ln, which are functions of the control volume
for n plus any coupled control volume. For example, if A and B are coupled, then
RA = RB = R(VA + VB) and LA = LB = L(VA + VB).
5. Identify the CC-node pressure from resistance RccQcc and RcwQcw. The resistances are
functions of the partial occlusion leakage swept angle or port area of the inflow and
outflow. The flows are functions of the states.
This procedure was implemented algorithmically in LATEXto obtain symbolic state equations.
Appendix C shows the results of this. Similarly, this algorithmic approach was used in Matlab
to simulate the model rather than individually solving and writing the differential equations
of each state for all 30 structures.
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7.6 Structure Switching
Variable structure models have certain characteristics:
• The number of state variables is structure dependent. In this case, there are as many
as five independent flow states (QA, QB, QC , QD, and QS) which can become become
coupled depending on the structure.
• When the model changes structure at discrete events, the states must often be reini-
tialized.
• Event conditions or state events are those that trigger structure changes based on state
values. Time events are those that occur at known time instances. In this case the
piston positions (states) determine the structure, so we’re concerned with state events.
Once sets of differential equations are obtained for each structure, they can easily be solved
using standard solution techniques such as Matlab’s built-in differential equation solvers like
ode45() or ode23s(). Two problems must be handled when the structure changes: 1) the
structure change must be detected and 2) the states must be re-initialized.
7.6.1 Event Detection
First, structure changes need to be detected. These are defined as state events because the
structure changes as a function of state (in this case, as a function of both piston 1 and
piston 2 positions). Looking at the trajectory map in Figure 7.24, it can be seen that a state
event occurs any time the dual-piston trajectory crosses a zone boundary line. Matlab’s
built-in event detection is used to accomplish this.
7.6.2 Re-initialization
States need to be re-initialized as flows become coupled or decouple due to inflow and outflow
pathways vanishing or being introduced. By inspection of the schematic illustrations and
bond graphs, the following rules can be applied:
• When the piston is in the hold position, partial port occlusion flow will move from one
side of the piston to the other as the pistons moves across zero degrees. In this case the
partial port occlusion flow starts affecting the flow on the opposite side of the piston.
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• If the pumping piston moves from partial port occlusion to pumping, the flow on either
side of the piston will be coupled, and the leakage flow resistance will be modified.
One way to visualize these rules is to to overlay the ports that get switched on and off over
the schematic structures. This is shown in Figure 7.25.
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Figure 7.25: Schematic representations of the variable structures of the model with boundaries are
drawn when flows either appear or disappear. When these boundaries are crossed, the states must
be reinitialized.
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7.7 Pump Parameters
Pump geometry was determined in Chapter 5 and listed in Table 7.2. Other parameters that
are needed to simulate the model such as piston and motor characteristics, blood properties,
and inflow and outflow parameters are listed below.
Jp 1.07e-6 kg m
2 Piston mass moment of inertia
Bp 5e-3 N m s Piston linear damping coefficient
Jm 4.2e-6 kg m
2 Motor mass moment of inertia
Bm 1.75e-4 N m s Motor linear damping coefficient
ke 0.11 N m / Amp Motor gyrator coefficient
Re 2.2 Ohms Motor electrical resistance
Tmax 0.34 N Magnetic coupling magnitude (for sine function)
θe 5 deg Escape angle when the piston and motor decouple
kc 0.08 N m / deg Magnetic coupling linear stiffness
h 0.0035 in Piston/torus gap height
ρ 1025 kg / m3 Blood density
µ 0.0035 Pa s Blood viscosity
Cd 0.7 Port area resistance discharge coefficient
Li 12.5 cm Inflow cannula length
Lo 30 cm Outflow cannula length
Di 14 mm Inflow cannula diameter
Do 14 mm Outflow cannula diameter
Table 7.2: Pump parameters.
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7.8 Simulation Results
Matlab’s ODE solvers were used to simulate the variable structure model developed in this
chapter. Because of the leakage flow and dynamics, the system is stiff so ode23() and
ode45() hang up and do not solve. All of the stiff solvers work relatively well, but ode23tb()
seems to be the most stable and solve most quickly. Simulating three pump cycles usually
takes about 10 to 15 seconds of computational time, the majority of which seems to be due
to the switching events where the ODE solve stops and reinitializes.
First, a quasistatic simulation is performed to see how the pressure changes as the pistons
occlude the inflow and outflow ports. To do this, the differential pump pressure is set to 100
mmhg and the simulation is run over a very large timestep (20 seconds) so that the pistons
move very slow and the dynamic effects (such as pressure due to inertance) are negligible.
The results of this simulation can be seen in Figure 7.26 and should be compared to the
expected results shown in Figure 7.17. As expected, the pressure changes smoothly from
positive 100 mmHg to negative 100 mmHg for Piston 1, and vice versa for Piston 2. This is
due to the inclusion of the partial port occlusion leakage model during transition and helps
provide a justification for the inclusion of these extra terms in the complicated variable
structure format.
Next, the idealized pump flow and pressure are simulated by directly controlling the piston
motion. To do this, the pistons velocity is directly prescribed and the motor, piston, and
magnetic coupling dynamics are ignored. The results can be seen in Figure 12.6. The angular
position and pump flow plots follow ideal trajectories and are as expected. To note are the
bottom-left plot which shows 15◦ piston separation during transition, and the bottom-right
plot that shows the dynamic pressure across the piston during pumping and transition. The
differential pressure across the pump is a constant 100 mmHg, but the pressure across the
pistons has additional dynamic pressures associated with the inertia and resistance of the
fluid flow in the cannulas and torus. Another thing to note is that the pressure changes
smoothly from positive to negative during transition (when pump flow is zero).
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Figure 7.26: Simulated quasistatic pressure across the piston during transition. The
pressure changes smoothly as the pistons transition across the inflow and outflow
ports.
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Figure 7.27: Ideal 2PTP pressure and flow at 5 L/min against a constant differential pump
pressure of 100 mmHg. In this model, piston motion is prescribed (the motor, piston, and
magnetic dynamics are not included).
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Figure 7.28: 2PTP pressure and flow at 5 L/min against a constant differential pump pressure
of 100 mmHg with ideal motor control. In this model, motor motion is prescribed and the
piston dynamics and magnetic coupling determine how well the pistons follow.
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Chapter 8
Reduced-Order Model
This chapter develops a simplified reduced-order linear 2PTP model of pumping and transi-
tion by ignoring nonlinear effects and the annular leakage between the piston and torus walls.
This model is used to design control and estimation methods.
One approach to low-level control design is to utilize well developed control methods for
linear systems. For this approach, a linearized model of the pump was needed. Linearizing
each of the 30 separate modes would be tedious and require burdensome tracking and control
mode switching during operation. A better approach could be to develop linear models for
only the two general pumping modes:
1. Pumping (one piston is pumping, either 1 or 2, while the other piston is holding)
2. Transition (when the pistons are moving together and the ports are occluded)
To reduce the order and simply the models, a few simplifications were made:
1. Leakage flow is ignored. Experimental studies with a prototype 2PTP have demon-
strated leakage flow less than 3% of the total flow. By eliminating the leakage flow, the
flow in the torus and the piston motion become directly coupled. As will be shown,
this eliminates five states (pump flows A, B, C, D, and S).
2. Nonlinear port flow is ignored. When the ports are open, the pressure generated by the
nonlinear resistance is very small compared to the viscous resistance of the cannulas
or differential pressure across the pump. Linear models would either have fully open
ports or fully closed ports.
3. Magnetic coupling is linearized. The magnetic coupling is represented by a sinusoidal
torque-displacement relationship. For the linear model, a simple linear angular spring
constant is used instead.
4. Shunt mode is ignored. This mode is a special case that should not happen if the pump
is controlled reasonably well.
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8.1 Reduced-Order Model for Pumping
First, the simplified model when one piston is the ‘drive’ or pumping piston, while the other
piston is the ‘hold’ piston will be considered. To start, the bond graph for the system is
developed from the analysis in previous sections, with the modification that leakage flow is
removed, partial port occlusion is neglected, and nonlinear port resistance is ignored. This
simplified bond graph is shown in Figure 8.1
When the leakage is neglected, and piston flow is determined by the motor/piston/magnetic-
coupling subsystem model, then the inertance of the fluid in the torus and the ports receives
derivative causality, which means no additional states are added, but also means that the
fluid inertance is directly coupled to the pistons.
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Figure 8.1: Simplified model of the 2PTP. When flow is determined by the
motor/piston/magnetic-coupling model, then no additional states are added for the
flow in the torus (all pump flow energy storage elements have derivative causality).
It can be seen by inspection of the torus that for the ‘hold’ piston the fluid volume leading
(hL) and trailing (hT) change at equal and opposite rates as the piston moves as long as
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the piston stays relatively within the ‘hold’ region and does not move far. Therefore, the
sum of the inertia and resistance are constant and assigned the values Lh and Rh where
the subscript h signifies the ‘hold’ position. The same analysis can be done for the ‘drive’
piston. Volumes dL and dT will change at equal and opposite rates so the sum is constant
and the inertia and resistance are set to Ld and Rd. The bond graph can be simplified as
well and can be seen in Figure 8.2, which also includes the subsystems for each motor-piston
coupling, which together make up the complete simplified model.
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Figure 8.2: Simplified model of the 2PTP with motor subsystems. The two motor-
piston subsystems are illustrated separately for ease of viewing, but are coupled to
the pump flow model at the dashed power bonds, making a complete coupled system.
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8.1.1 Linearization
To create a linearized model, the magnetic coupling torque Tc(θc) is linearized by replacing
the sinusoidal magnetic coupling with a linear rotational spring constant kc.
Tc(ωm − ωp) = Tmax sin
(
2pi
θm − θp
4 · θe
)
≈ kc(ωm − ωp) (8.1)
8.1.2 State Equations
State equations can be derived from the bond graph in Figure 8.2. First, the state equations
from the motor-piston subsystems from Section 7.1.1 remain unchanged for the ‘hold’ motor-
piston:
ω˙mh =
1
Jm
[
Vhke − k2eωmh
R
− bmωmh − kc(θph − θmh)
]
(8.2)
ω˙ph =
1
Jp
[kc(θmh − θph)− bpωph − Tph] (8.3)
θ˙mh = ωmh (8.4)
θ˙ph = ωph (8.5)
And for the ‘drive’ motor-piston:
ω˙md =
1
Jm
[
Vdke − k2eωmd
R
− bmωmd − kc(θpd − θmd)
]
(8.6)
ω˙pd =
1
Jp
[kc(θmd − θpd)− bpωpd − Tpd] (8.7)
θ˙md = ωmd (8.8)
θ˙pd = ωpd (8.9)
The inertial elements in the torus and cannula are all dependent (all fluid inertance elements
have derivative causality). The inertance and the resistance from the torus flow will be
coupled through the differential piston pressures in the piston-motor state equations above
(Tph and Tpd), which can derived using the bond graph.
Tph = Ar
[
IhQ˙h +RhQh + Pi − Po
]
(8.10)
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Tpd = Ar
[
IdQ˙d +RdQd + Po − Pi
]
(8.11)
Pi and Po are the pressures at the inflow and outflow ports, which depend on the flow
dynamics as well as the pressures in the left ventricle PLV and aorta Pao.
Po = Pao + Io(Q˙d − Q˙h) +Ro(Qd −Qh) (8.12)
Pi = PLV − Ii(Q˙d − Q˙h)−Ro(Qd −Qh) (8.13)
The difference between the outflow and inflow pressure can be found by subtraction.
Po − Pi = ∆P + Ic(Q˙d − Q˙h) +Rc(Qd −Qh) (8.14)
where
Ic = Ii + Io , Rc = Ri +Ro , and ∆P = Pao − PLV
Flow are related to the piston rotational velocity by the cross sectional area of the piston A
and the mean piston radius r.
Qh = Arωph (8.15)
Qd = Arωpd (8.16)
The state equations for the piston velocities can now be rewritten incorporating the pump
pressures, resistance, and dependent inertance.
(Jp + Jh + Jc) ω˙ph = kc(θmh − θph)− (bp + bh + bc)ωph +Ar∆P + Jcω˙pd + bcωpd (8.17)
(Jp + Jd + Jc) ω˙pd = kc(θmd − θpd)− (bp + bd + bc)ωpd − Ar∆P + Jcω˙ph + bcωph (8.18)
where
Jh = Ih(Ar)
2 , Jd = Id(Ar)
2 , and Jc = Ic(Ar)
2
bh = Rh(Ar)
2 , bd = Rd(Ar)
2 , and bc = Rc(Ar)
2
These are implicit differential equations (x˙ = f(x˙,x,u)), which can be made explicit (x˙ =
f(x,u)) through algebraic manipulation in this case because all of the terms are linear. This
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can be done by hand or using the symbolic equation capabilities of Matlab. Either way,
solving for ω˙pd and ω˙ph produces the following differential equations for the rotational piston
velocity.
[
ω˙pd
ω˙ph
]
=

1
Jˆd
1
Jˆc
1
Jˆc
1
Jˆh
[kc(θmd − θpd)− bˆdωpd − Ar∆P + bcωph
kc(θmh − θph)− bˆhωph + Ar∆P + bcωpd
]
(8.19)
where
Jˆh = Jp + Jh + Jc − J
2
c
Jp + Jd + Jc
(8.20)
Jˆd = Jp + Jd + Jc − J
2
c
Jp + Jh + Jc
(8.21)
Jˆc =
1
Jc
(Jp + Jd + Jc) (Jp + Jh + Jc)− Jc (8.22)
bˆd = bp + bd + bc (8.23)
bˆh = bp + bh + bc (8.24)
8.1.3 State Space Representation
By eliminating the leakage flow and directly coupling the flow to the piston velocity, and by
ignoring the special shunt flow case, the model has been reduced from 13 states to 8 states,
and can be represented in state space form
x˙ = Ax +Bu +Ww
There are eight states x, the piston and motor velocities, and piston and motor positions.
x =
[
θm1 θm2 ωm1 ωm2 θp1 θp2 ωp1 ωp2
]T
States
1 θm1 Motor 1 angular position
2 θm2 Motor 2 angular position
3 ωm1 Motor 1 angular velocity
4 ωm2 Motor 2 angular velocity
5 θp1 Piston 1 angular position
6 θp2 Piston 2 angular position
7 ωp1 Piston 1 angular velocity
8 ωp2 Piston 2 angular velocity
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There are two linear conditions to consider: when piston 1 is the ’drive’ piston, and when
piston 2 is the ’drive’ piston. Different state matrices will be used depending on how the
pump is operating.
When piston 1 is the driving piston, the linear system will take the form:
x˙ = A1x +Bu +W1∆P (8.25)
Similarly, when piston 2 is the driving piston, the linear system will take the form:
x˙ = A2x +Bu +W2∆P (8.26)
In this way, the state order remains the same regardless of pump configuration.
From the linearized equations in the previous section, the state matrices can be found.
A1 =

0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
− kc
Jm
0 −bm +
k2e
R
Jm
0
kc
Jm
0 0 0
0 − kc
Jm
0 −bm +
k2e
R
Jm
0
kc
Jm
0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
kc
Jˆd
kc
Jˆc
0 0 −kc
Jˆd
−kc
Jˆc
− bˆd
Jˆd
+
bc
Jˆc
− bˆh
Jˆc
+
bc
Jˆd
kc
Jˆc
kc
Jˆh
0 0 −kc
Jˆc
− kc
Jˆh
− bˆd
Jˆc
+
bc
Jˆh
− bˆh
Jˆh
+
bc
Jˆc

A2 =

0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
− kc
Jm
0 −bm +
k2e
R
Jm
0
kc
Jm
0 0 0
0 − kc
Jm
0 −bm +
k2e
R
Jm
0
kc
Jm
0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
kc
Jˆh
kc
Jˆc
0 0 − kc
Jˆh
−kc
Jˆc
− bˆh
Jˆh
+
bc
Jˆc
− bˆd
Jˆc
+
bc
Jˆh
kc
Jˆc
kc
Jˆd
0 0 −kc
Jˆc
−kc
Jˆd
− bˆh
Jˆc
+
bc
Jˆd
− bˆd
Jˆd
+
bc
Jˆc

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The input matrix B is the same regardless of which piston is the driving piston
B1 = B2 = B =

0 0
0 0
ke
ReJm
0
0
ke
ReJm
0 0
0 0
0 0
0 0

And the disturbance matrix W will change depending on which piston is the driving piston
W1 =

0
0
0
0
0
0
−Ar
Jˆd
+
Ar
Jˆc
Ar
Jˆh
− Ar
Jˆc

W2 =

0
0
0
0
0
0
Ar
Jˆh
− Ar
Jˆc
−Ar
Jˆd
+
Ar
Jˆc

8.1.4 Controllability and Observability
Controllability and observability are important properties of the system. To control the
states, whether that be the position of the pistons or motors, or the velocities of the pistons
and motors, the system must be controllable by the two motor voltage inputs. Observability
is important in this case because all of the states are not measureable. To design an observer
with limited measurable states, the system must be observable so that the unmeasured states
can be estimated.
To determine these properties for the linearized system, the controllability matrix C and the
observability matrix O are found by the standard approach.
C = [B AB A2B ... A7B]
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O =

C
CA
CA2
...
CA7

Each need to have a rank equal to the number of rows of the state matrix A (8) for for
the system to be both controllable and observable 1. Matlab was used to calculate the rank
of each matrix, which is eight for both, confirming controllability and observability for the
linearized pumping model.
1The state matrix, A, is an 8x8 matrix but only has rank 6 because only the differential position (piston
minus motor, θp−θm) is an energetic state. That is allowable, A need not be full rank, but the controllability
and observability matrices must be.
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8.2 Linear Model of Transition
During transition, the inflow and outflow ports are occluded. In the linear approximation,
when leakage is neglected, it is assumed that the ports are completely closed, and the bond
graph simplifies to that seen in Figure 8.3. When the power bond to the inflow and outflow
ports is removed, the pistons are directly coupled, and the order of the system is reduced by
one.
8.2.1 State Equations
State equations can be derived form the bond graph in Figure 8.3. First, the state equations
from the motor-piston subsystems from Section 7.1.1 remain unchanged for the ‘hold’ motor-
piston:
ω˙mh =
1
Jm
[
Vhke − k2eωmh
R
− bmωmh − kc(θph − θmh)
]
(8.27)
ω˙ph =
1
2Jp + Jh + Jd
[kc(θmh − θph) + kc(θmd − θpd)− bhωph − bdωpd] (8.28)
θ˙mh = ωmh (8.29)
θ˙ph = ωph (8.30)
And for the ‘drive’ motor-piston:
ω˙md =
1
Jm
[
Vdke − k2eωmd
R
− bmωmd − kc(θpd − θmd)
]
(8.31)
ω˙pd =
1
2Jp + Jh + Jd
[kc(θmh − θph) + kc(θmd − θpd)− bhωph − bdωpd] (8.32)
θ˙md = ωmd (8.33)
θ˙pd = ωpd (8.34)
The differential equations for the piston velocities (ωph and ωpd) are identical because the
pistons are directly coupled. In this case, the order of the system reduces from six energetic
states in the pumping case to five in the transition.
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8.2.2 State Space
The linear model can be represented in state space
x˙ = ATx +Bu +WTw
There are eight states as before,
x =
[
θm1 θm2 ωm1 ωm2 θp1 θp2 ωp1 ωp2
]T
But in this case, the velocity of the pistons are directly coupled (ωp1 = ωp2).
AT =

0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
− kc
Jm
0 −bm + k
2
e/R
Jm
0
kc
Jm
0 0 0
0 − kc
Jm
0 −bm + k
2
e/R
Jm
0
kc
Jm
0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
kc
Jt
kc
Jt
0 0 −kc
Jt
−kc
Jt
− bt
2Jt
− bt
2Jt
kc
Jt
kc
Jt
0 0 −kc
Jt
−kc
Jt
− bt
2Jt
− bt
2Jt

where
Jt = 2Jp + Jd + Jh;
bt = 2bp + bh + bd;
The input matrix is the same as before.
BT =

0 0
0 0
ke
ReJm
0
0
ke
ReJm
0 0
0 0
0 0
0 0

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In this case, when the inflow and outflow ports are assumed to be completely blocked, the
differential pressure does not contribute to the system. Therefore the disturbance matrix is
zero
WT = 0
8.2.3 Controllability and Observability
To determine these properties for the linearized transition system, the controllability matrix
C and the observability matrix O are found using Matlab.
rank(C) = 6 (8.35)
rank(O) = 8 (8.36)
The system is observable, but not controllable. This is because the pistons have been coupled
together and can no longer be independently controlled with the two inputs. What are the
implications of this? During transition when the ports are completely occluded (and leakage
is neglected), the pistons are not independently controllable. If they enter the transition
at 10 degrees separation, then they would remain at 10 degrees separation through the
transition and move at the same velocity. This is true in this simplified model where leakage
is neglected, but not necessarily true for the actual system. And this is not a problem as long
as the desired piston angles move together during transition and the desired piston velocities
stay the same during transition - then the system is fully controllable because the piston
position and velocity states are directly coupled.
8.3 Reduced-Order Model Zones
Just as in the switched model, the demarcations between the different modes can be visual-
ized using a structure-space map. In this case, there are only three structures:
• 1. Piston 1 is the driving piston, and piston 2 is the hold piston
• 2. Piston 2 is the driving piston, and piston 1 is the hold piston
• T. Transition - either or both ports are completely occluded
158
11
0
I Ih:RRh:
I RId: Rd:
T
T
ωph
ωpd
Motor-Piston 1 Subsystem
1
R
E G 1
I
R
0
C
1
I
R
..k..Vh
:Jm
:bm:R
:Jp
:bp
:Tc(θc)
im ωmh ωph ωph
Motor-Piston 2 Subsystem
1
R
E G 1
I
R
0
C
1
I
R
..k..Vd
:Jm
:bm:R
:Jp
:bp
:Tc(θc)
im ωmd ωpd ωph
Figure 8.3: Simplified linear model of the 2PTP transition. When the inflow and/or
outflow ports have been occluded, the pistons become directly coupled. In this
case, one of the pistons has derivative causality and the number of states is reduced
compared to the linear pumping system.
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Figure 8.4: Piston trajectory map. The differential state equations are different for
each zone as the pistons transition past the inflow and outflow ports.
160
8.4 Coupling
The difficulty in formulating the reduced-order for both the pumping and transition modes
arises due to the coupling of the flow. For the pumping case, the acceleration of one of the
pistons directly influences the acceleration of the other due to the inertance of the fluid in
the cannulas. This can be seen in the coupled state equations for piston velocity.
[
ω˙pd
ω˙ph
]
=

1
Jˆd
1
Jˆc
1
Jˆc
1
Jˆh
[kc(θmd − θpd)− bˆdωpd − Ar∆P + bcωph
kc(θmh − θph)− bˆhωph + Ar∆P + bcωpd
]
(8.37)
If the off-diagonal components of the inverted mass moment of inertia matrix were zero,
then the pistons would be completely decoupled and each motor/piston subsystem could be
treated completely independently. When the off-diagonal component becomes larger, the
pistons become more directly coupled. In the extreme case of infinitely long cannulas, the
pistons would be directly coupled as in the transition case.
How coupled the pistons are to each other changes how they should be controlled, and
changes the complexity of the observer model that is needed to estimate the unmeasured
states. The decoupled system (zero cannula length) would consist of two systems with 4
states, whereas the coupled system consists of 8 states. For the sake of simplicity, it would
be good to ignore the coupling, but this would seem to depend on the length of the cannulas.
A quantification of the degree of coupling would be helpful.
One way to assess the degree of coupling is the look at the effective mass moments of inertia
in the coupled piston velocity equations above. The piston velocity dynamic equations can
each be expressed as the sum of torques on each piston.
[
ω˙pd
ω˙ph
]
=

1
Jˆd
1
Jˆc
1
Jˆc
1
Jˆh
[Td
Th
]
(8.38)
where
Td = kc(θmd − θpd)− bˆdωpd − Ar∆P + bcωph (8.39)
Th = kc(θmh − θph)− bˆhωph + Ar∆P + bcωpd (8.40)
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The state equations are rewritten in terms of these torques:
ω˙pd =
1
Jˆd
Td +
1
Jˆc
Th (8.41)
ω˙ph =
1
Jˆh
Th +
1
Jˆc
Td (8.42)
These equations can be rearranged by introducing a dimensionless variable γ
ω˙pd =
1
Jˆd
(Td + γdTh) (8.43)
ω˙ph =
1
Jˆh
(Th + γhTd) (8.44)
where
γh =
1/Jˆc
1/Jˆh
(8.45)
γd =
1/Jˆc
1/Jˆd
(8.46)
This dimensionless variable represents the degree of coupling. If γ = 0, then the torque on
one piston does not influence the dynamics of the other. If γ = 1, then the equations become
identical and the pistons are directly coupled. Therefore, γ becomes a helpful dimensionless
variable that can be used to determine whether or not the fluid coupling should be included
or could be ignored. The coupling variable γ is a ratio of the mass moments of the coupled
inertias, which are a function of the length of the cannulas. Figure 8.5 shows how the inverse
effective mass moments of inertia for the drive piston (1/Jˆd), the hold piston (1/Jˆh), and for
the coupled flow (1/Jˆc). The figure also shows the dimensionless variables γd and γh, which
increase with increasing cannula length as expected, and are zero when the cannula length
is zero and the flows are completely decoupled.
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Figure 8.5: Effective coupled mass moment of inertias vs cannula length. Note that as
the cannula length goes to zeros, the effective coupled inertia (Jˆc) goes to infinity, and
so 1/Jˆc goes to zero, which removes the off diagnoal terms from the coupled differential
equations and effectively decouples the flows. Note also that all of the effective inertias
asymptote at the same value, which is 2Jp + Jd + Jh
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Part IV
Low-Level Control and Estimation
Chapter 9. Low-Level Control
This chapter uses the reduced-order linear 2PTP model to develop improved
control with linear methods (specifically LQR) and assess the results compared
to previous PID control in simulations using the 30-structure 2PTP model.
Chapter 10. State Estimation
This chapter develops estimation methods for unmeasurable states in the 2PTP.
Kalman filter techniques are utilized and the suboptimal steady state gain is used
to minimize computational time so that the observer can run in real-time on the
pump controller.
Chapter 11. Stability and Robustness
This chapter studies the stability and robustness of the compensated system
(control with estimation). Matlab robustness tools are used as well as a pole plot
cloud to determine the sensitivity to parameter uncertainty.
Chapter 12. Experiments
This chapter studies results from preliminary experiments in passive and active
mock circulatory loops to verify similarity with the model, test the improved
control, and confirm pressure and flow estimation.
164
Chapter 9
Low-Level Control
This chapter uses the reduced-order linear 2PTP model to develop improved control with
linear methods (specifically LQR) and assess the results compared to previous PID control in
simulations using the 30-structure 2PTP model.
The motion and position of the pistons in the 2PTP are controlled by two independent
brushless DC motors via a magnetic coupling. The position of the motors is measured
using diametrically magnetized cylinders bonded to the motor rotors and 12-bit 2D hall
effects sensors (0.088◦ resolution) [31]. Currently, the motors are driven to follow piece-wise
sinusoidal reference curves using simple proportional-integral (PI) control on the error signal
(e = θref − θm), where the error (e) is calculated from the desired angular position (θref)
minus the actual position of the motor (θm) obtained from the angular magnetic sensor.
This method works reasonably well, but is not robust and experiences problems when blood
pressure is high or when the pump tries to pump at high flow rates. Problems especially arise
when the pistons are moving close together during the transition period. During this time
when the pistons are transversing the inflow and outflow ports, large impulses can occur as
the blood pressure switches from one side of the piston to the other. This poor transition
control can lead to the pistons colliding, as seen in experimental data seen in Figure 1.4.
Improving 2PTP control is critical for:
1. Providing precisely timed pulsatile ejections that are important for maximizing the
benefits of synchronous flow
2. Preventing collision if the pistons are too close together during transition that could
result in damage to the pistons, pump failure, and possibly patient death
3. Preventing shunting and back flow if the pistons are too far apart during transition.
4. Minimizing vibration that could cause patient discomfort.
5. Reducing power, which may be unecessarily high due to poor control.
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9.1 Linear Quadratic Regulator
Many methods are available for improving the dynamic piston control of the 2PTP. One
common approaches is linear quadratic regulation (LQR). The linear reduced-order models
developed for pumping and transition that were developed in the previous chapter can be
used to design this type of control. LQR is a form of optimal control that provides weighting
functions to states and inputs. By having weighting available, particular states (for example
piston position) can be given more priority than others (for example motor position). In
addition to the benefits of weighting, LQR also improves the dynamic response of the system
using feedback from all of the states.
The first step to develop LQR control is to define a performance index to be minimized. The
controller for the pump will run indefinitely, so the problem will be formulated with ‘infinite
horizon’. Also, in this case, the piston states follow reference trajectories xr(t). The state
error is the difference between the state and reference
e = x− xr (9.1)
Then, rather than regulate states to zero, the LQR will be be formulated to regulate the
error to zero. The performance index (PI) is then defined to be:
J =
1
2
∫ ∞
0
[
eTQe + xTRx
]
dt
The state weights Q and input weights R are matrices (assuming no off-diagonal terms will
be applied), whose values will be assigned based on desired performance characteristics.
Q =

qθm1 0 0 0 0 0 0 0
0 qθm2 0 0 0 0 0 0
0 0 qωm1 0 0 0 0 0
0 0 0 qωm2 0 0 0 0
0 0 0 0 qθp1 0 0 0
0 0 0 0 0 qθp2 0 0
0 0 0 0 0 0 qωp1 0
0 0 0 0 0 0 0 qωp2

R =
[
rV1 0
0 rV2
]
For LQR, the closed-loop control input is defined by
u = −R−1BT (Sx) = −Gx (9.2)
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where R, B, and x are known or determined by the dynamics. S is unknown, but can be
found using the Matrix Ricatti Equation:
S˙ = −ATS − SA+ SBR−1BTS − CTQC
Where S˙ = 0 for the infinite horizon problem.
0 = −ATS − SA+ SBR−1BTS − CTQC
The steady state Matrix Ricatti Equation can be solved in Matlab using are().
S = are(A,B*inv(R)*B’,Q);
Once S is determined, the feedback gain G is found by
G = R−1BTS (9.3)
which is used for the control
u = −Gx (9.4)
9.1.1 LQR Weights
To determine LQR feedback gains G, the weights Q and R must be assigned. As a starting
point, a general rule of thumb is to set the weights inversely proportional to the square of
the maximum allowable error:
qi =
1
e2xi,max
and ri =
1
e2ui,max
Piston position and velocity reference trajectories were derived in Chapter 5, and would be
followed closely if possible. A good starting point might be 2 degrees error allowed from the
ideal angular position trajectory.
The piston velocity and motor position and velocity will by necessity follow closely due to the
magnetic coupling, so we might not want to weight the motors at all to allow more dynamic
motion to achieve low piston trajectory error. The input voltage is usually limited by the
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power supply. In this case, 15V saturation will be assumed. This results in the following
assignments.
qθm = 0
qωm = 0
qθp =
1
(3 deg)2
= .111 deg−2
qωp = 0
rV =
1
(15 V)2
= .0044 V2
One the feedback gain G is determined, the poles of the closed-loop system for pumping
control can be determined using eig(A-B*K)
λ1,2 = −118± 947i
λ3,4 = −114± 777i
λ5,6 = −321± 261i
λ7,8 = −101± 98i
And for transition control:
λ1,2 = −121± 942i
λ3,4 = −216± 786i
λ5,6 = −318± 261i
λ7,8 = 0
Note the zero poles were introduced for transition because the order of the system was
reduced in the linear transition model, due to the piston velocities and positions being
directly coupled (by an offset).
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9.2 Disturbance / Exogenous Variable Rejection
The pressure is a disturbance on the system, whose influence could be rejected by incorpo-
rating it into the control if it was a known quantity. The pressure is not currently measured
by the device, but it could be estimated. Whether or not and how this estimation might be
done will be discussed more in the next chapter. For this section, it will be assumed that
the pressure is known. If known, the pressure effects can be included in the linear quadratic
regulator formulation such that it can be assigned as feedback gain to adjust the control
based on its value.
First, write the states in terms of the controllable states x and the exogenous pressure states
xp, [
x˙
x˙p
]
=
[
A W
0 Ap
] [
x
xp
]
+
[
B
0
]
u (9.5)
Define these state partitioned matrices as
Ad =
[
A W
0 Ap
]
Bd =
[
B
0
]
(9.6)
Similarly, let
Cd =
[
C 0
0 Cp
]
Qd =
[
Q 0
0 0
]
Rd =
[
R 0
0 0
]
and Sd =
[
S1 S2
ST2 S3
]
(9.7)
Note that the lower right quadrant of the Qd matrix is set to zero. This must be done because
the pressure is not controllable and therefore the quadratic pressure cannot be minimized
through the control.
Next, the Matrix Ricatti Equation is written for the system that includes the exogenous
variables
S˙d = −ATd Sd − SdAd + SdBdR−1BTd Sd − CTd QdCd (9.8)
which can be rewritten in terms of the partitioned matrices[
S˙1 S˙2
S˙T2 S˙3
]
=−
[
AT 0
W T ATp
] [
S1 S2
ST2 S3
]
−
[
S1 S2
ST2 S3
] [
A W
0 Ap
]
+
[
S1 S2
ST2 S3
] [
B
0
]
R−1
[
BT 0
] [S1 S2
ST2 S3
]
−
[
CT 0
0 CTp
] [
Q 0
0 0
] [
C 0
0 Cp
]
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Performing the linear algebra, the four partitions can be written:
S˙1 = −ATS1 − S1A+ S1BR−1BTS1 − CTQC (9.9)
S˙2 = −ATS2 − S2Ap − S1W + S1BR−1BTS2 (9.10)
S˙3 = −W TS2 − ATp S3 − S3Ap − ST2 W + ST2 BR−1BTS2 (9.11)
Similarly, the feedback control can be partitioned into state and exogenous state feedback
u = −R−1 [BT 0] [S1 S2
S2 S3
] [
x
xp
]
(9.12)
u = −R−1 (BTS1x +BTS2xp) (9.13)
Or, in terms of the feedback gain G
u = Gdxd = Gx +Gpxp (9.14)
where
G = −R−1BTS1 and Gp = R−1BTS2 (9.15)
Note that the feedback gain G for the states x is a function of S1 only, and from above it
can be seen that S1 is decoupled from the disturbance matrix W as well as the disturbance
Ricatti solutions S2 and S3.
The feedback gain for the pressure Gp is a function of S2, the solution of which is a function
of S1. Interestingly, S3 falls out and is not needed to determine the state and disturbance
feedback gains.
Another way to demonstrate that the state feedback is decoupled is by looking at the eigen-
values of the feedback state control, and observing that it is not altered by the inclusion of
the exogenous variables.
Ad −BdGd =
[
A W
0 0
]
−
[
B
0
] [
G Gp
]
=
[
A−BG W −BGp
0 0
]
(9.16)
The eigenvalues are found by
|λI − (AD −BdGd)| =
∣∣∣∣ λI − (A−BG) −(W −BGp)0 λIm
∣∣∣∣ = λm [λI − (A−BG)] = 0
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(9.17)
The closed-loop eigenvalues are decoupled from the exogenous variables and their feedback.
And, there have been m zero eigenvalues introduced where m is the number of exogenous
variables.
This disturbance rejection functions in such a way as to remove steady state error from the
system. Another way to do this is to include an integrator in the control formulation.
9.3 Feedforward
Feedback control with LQR on the reference trajectory error and disturbance rejection can
only take the control so far. One benefit of prescribing reference trajectories (in terms of not
only position, but velocity and acceleration as well), is that the input required to drive the
system along a prescribed trajectory can be anticipated and fed forward.
It will be shown that feeding velocity and acceleration terms forward will be helpful, there-
fore it is desirable that the position curve is twice differentiable and that the velocity and
acceleration curves are smooth (no step changes). These requirements were already enforced
in Chapter 5.
For feedforward, it will be assumed that the motor and piston position, velocity, and ac-
celeration are the same. This will compensate for the low order dynamics of the system,
but ignore the higher order effects of the mangetic coupling. This is acceptable because the
feedforward is not meant to be an ideal input that compensates for all of the dynamics. It’s
intention is to predict, to a reasonable extent, the input that will be required from the low
order dynamics of the system, and then to let the feedback control compensate for the rest.
Feedforward assumptions:
1. θr (reference trajectory) is of class C2 (θ˙r and θ¨r exist and are continuous)
2. θm ≈ θp (higher order magnetic coupling dynamics ignored)
3. ωm ≈ ωp (higher order magnetic coupling dynamics ignored)
4. αm ≈ αp (higher order magnetic coupling dynamics ignored)
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9.3.1 Fluid and Piston Feedforward
Much of the power required to produce pulsatile flow is due to the piston torque required
for the acceleration and deceleration of the fluid in the pump and in the cannulas. This
torque can be anticipated and quantified by looking at the coupled dynamic equations for
the piston motion.
[
ω˙pd
ω˙ph
]
=

1
Jˆd
1
Jˆc
1
Jˆc
1
Jˆh
[T pd − bˆdωpd + bcωph
T ph − bˆhωph + bcωpd
]
(9.18)
where T p is the torque required to drive the piston at a known acceleration and velocity, and
where the effective mass moments of inertia were previously defined as:
Jˆh = Jp + Jh + Jc − J
2
c
Jp + Jd + Jc
(9.19)
Jˆd = Jp + Jd + Jc − J
2
c
Jp + Jh + Jc
(9.20)
Jˆc =
1
Jc
(Jp + Jd + Jc) (Jp + Jh + Jc)− Jc (9.21)
To solve for T pd and T
p
h the inverse mass moment of inertia matrix can be inverted
1
Jˆd
1
Jˆc
1
Jˆc
1
Jˆh

−1 [
ω˙pd
ω˙ph
]
=
[
T pd − bˆdωpd + bcωph
T ph − bˆhωph + bcωpd
]
(9.22)
[
Jp + Jd + Jc −Jc
−Jc Jp + Jh + Jc
] [
ω˙pd
ω˙ph
]
=
[
T pd − bˆdωpd + bcωph
T ph − bˆhωph + bcωpd
]
(9.23)
Then the torques T pd and T
p
h can be expressed as a function of the desired acceleration:
T pd = (Jp + Jd + Jc) ω˙pd − Jcω˙ph + bˆdωpd − bcωph (9.24)
T ph = (Jp + Jh + Jc) ω˙ph − Jcω˙pd + bˆhωph − bcωpd (9.25)
Torque can be converted to voltage by the relationship
V p =
R
ke
T p (9.26)
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Again, the higher order dynamics of the magnetic spring coupling and ignored and the
assumption is made that input will drive these torques directly through the motor and
that the feedback control can compensate for the higher-order effects. Note also that the
feedforward term contains the desired velocity terms as well as acceleration. In this way, the
piston friction and fluid resistance are fed forward as well.
9.3.2 Electrical back emf and Motor Dynamics
Similarly, the torque required to drive the motor at a known acceleration and velocity can
be determined using the dynamic equiations for the motors.
ω˙md =
1
Jm
[
Vdke − k2eωmd
R
− bmωmd − kc(θpd − θmd)
]
(9.27)
ω˙mh =
1
Jm
[
Vhke − k2eωmh
R
− bmωmh − kc(θph − θmh)
]
(9.28)
Again, ignoring the higher order dynamics of the magnetic coupling, the torques from the
magnetic spring can be replaced by the torques required to drive the pistons and fluid:
ω˙md =
1
Jm
[
Vdke − k2eωmd
R
− bmωmd − T pd
]
(9.29)
ω˙mh =
1
Jm
[
Vhke − k2eωmh
R
− bmωmh − T ph
]
(9.30)
From these, the input voltages Vd and Vh can be expressed as a function of the desired
acceleration and velocities:
Vd =
R
ke
[
Jmω˙md +
k2eωmd
R
+ bmωmd
]
(9.31)
Vh =
R
ke
[
Jmω˙mh +
k2eωmh
R
+ bmωmh
]
(9.32)
9.3.3 Combining the Fluid, Piston, and Motor Feedforward
The total feedforward is a sum of the piston feedforward voltage V p and motor feedforward
voltage V m
Vd = V
p
d + V
m
d and Vh = V
p
h + V
m
h (9.33)
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The terms are added to get
Vd =
R
ke
[
Jmω˙md +
k2eωmd
R
+ bmωmd + (Jp + Jd + Jc) ω˙pd − Jcω˙ph + bˆdωpd − bcωph
]
(9.34)
Vh =
R
ke
[
Jmω˙mh +
k2eωmh
R
+ bmωmh + (Jp + Jh + Jc) ω˙ph − Jcω˙pd + bˆhωph − bcωpd
]
(9.35)
Then, as discussed above, when higher order dynamics of the magnetic coupling are ingored,
the motor velocity and accelerations are treated as the same (ωp ≈ ωm and ω˙p ≈ ω˙m), the
equations can be simplified:
Vd =
R
ke
[
(Jp + Jd + Jc + Jm) ω˙d − Jcω˙h +
(
k2e
R
+ bm + bˆd
)
ωd − bcωh
]
(9.36)
Vh =
R
ke
[
(Jp + Jd + Jc + Jm) ω˙h − Jcω˙d +
(
k2e
R
+ bm + bˆh
)
ωh − bcωd
]
(9.37)
Now these voltages can be fed forward as functions of the desired velocities ω and acceleration
ω˙ of the drive (d) and hold (h) piston/motor subsystems.
9.4 Simulation Results
Computational simulations are used to determine the effectiveness of LQR control compared
to PID. The switched variable structure model is used as a test environment to simulate the
actual pump dynamics (motor, piston, and flow), and then PID and LQR derived from the
reduced-order model are implemented for control. For LQR, it is assumed that all states
(motor position and velocities and piston position and velocities) are known. In reality, only
motor position is measured. In practice, an observer (which is developed in the next chapter)
is needed to estimate the unmeasurable states. For now, as an ideal test of the control, it is
assumed that all states are known.
First, the model is simulated with PID control. Figure 9.1 shows simulation results for 5
L/min flow against a constant differential pump pressure of 100 mmHg with PID control.
Significant deviation of the pistons positions from the reference trajectory (piston error) can
be seen. During transition, when the pressure changes signs on the piston, the tracking error
changes sign as well as the piston swings across the ideal trajectory. During this time, the
pistons are transitioning and are ideally separated by 15◦, but when the pressure changes
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sides on both of the pistons, the pistons move toward each other, and collide (separation
angle of zero degrees). While this piston position cannot be measured experimentally, during
these high flow and pressure conditions, audible collisions of the piston ceramic material has
been heard in prototype experiments, corresponding to the collision shown here.
Next, the model is simulated with LQR control. Figure 9.2 shows simulation results for 5
L/min flow against a constant differential pump pressure of 100 mmHg with LQR control.
The piston position error from the reference trajectory has been drastically improved. The
difference is especially notable in the plot of piston separation angle. With PID control, the
pistons collide during transition, whereas they remain about 13◦ separated with LQR control
(again, 15◦ is ideal).
Figure 9.3 compares PID and LQR by showing the piston angular position error from the
reference trajectory as well as the control voltage input at simulated 5 L/min against 100
mmHg differential pump pressure. As noted above, LQR improves the position error from
over 10◦ with PID control to about 1◦ with LQR control. Control input voltage is also plotted
to demonstrate that the input requirements are not significantly affected by the change of
control. Most of the power requirements are needed for the hydraulic load.
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Figure 9.1: Simulated PID control at 5 L/min against 100 mmHg differential pump pressure.
In this scenario, the pistons collide after transition when the differential pressure changes signs
across the piston. Collision at high pressure has been observed experimentally.
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Figure 9.2: Simulated LQR control at 5 L/min against 100 mmHg differential pump pressure.
LQR drastically improves the control of the pistons compared to PID control.
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Figure 9.3: Piston trajectory error, piston separation, and input voltage for PID
and LQR control at 5 L/min against 100 mmHg differential pump pressure. LQR
drastically improves the trajectory control and prevents collision without requiring
any significant additional input power.
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Chapter 10
State Estimation
This chapter develops estimation methods for unmeasurable states in the 2PTP. Kalman filter
techniques are utilized and the suboptimal steady state gain is used to minimize computational
time so that the observer can run in real-time on the pump controller.
The control methods developed in the previous chapter assume that all of the states are
known. In reality, only the motor positions are measured. The angular motor positions are
measured using two 12-bit two-dimensional Hall effects sensor that detect the orientation of
a diametrically magnetized cylindrical magnets bonded to the motor rotor shafts. The motor
velocity is not measured and the pistons are contained within the toroidal pumping chamber
and there is no straightforward way to measure their position or velocity. In addition, the
exogenous disturbance (in this case the differential pressure across the pump) is not directly
measured, but would be good to know for diagnostic purposes as well as disturbance rejection
control. In order to make use of full-state or optimal control feedback methods developed in
the previous chapter, an estimation of the unmeasured states must be developed.
An observer or reduced-order observer could be used to estimate the unmeasurable states,
but arbitrary pole placement methods for placing the poles of the observer can lead to con-
trol feedback instability in the presence of measurement and process noise and uncertainty.
Instead, a Kalman filter (which is an optimal observer) is a useful tool that can be used
to formulate the observer instead, by taking into account the expected measurement and
process noise of the system.
10.1 Kalman Filter
The Kalman filter is a well developed tool and a detailed description of it’s formulation will
not be included here. Briefly, the Kalman filter consists of three steps: 1) prediction, 2)
covariance propagation, and 3) measurement update.
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1. Prediction
The first step is to make a prediction of the states from time tk−1 to tk. This prediction is
based on the dynamics of the system and can be based on a linear or nonlinear model of the
system. In the linear form, the discrete formulation can be used:
xˆ−k = Akxˆ
+
k−1 +Bkuk (10.1)
where Ak and Bk are in the discrete form. The minus (-) and plus (+) indicate whether the
values are before (-) or after (+) the measurement update.
2. Covariance Propagation
The covariance grows between measurements, which is a function of the system dynamics
(represented in Ak) as well as the estimation of the process noise Qk.
P−k = AkP
+
x−1A
T
k +Qk (10.2)
3. Measurement update
When a measurement zk is performed, the estimation xˆ and covariance P can be updated (the
estimation is improved and the covariance can be decreased based with the new information).
The measurement is a function of the states
zk = Ckxk (10.3)
The Kalman gain Kk is a function of the covariance and measurement noise Rk
Kk = P
−
k C
T
k
(
CkP
−
k C
T
k +Rk
)−1
(10.4)
Once the Kalman gain is defined, the innovation (the difference between the measurement
and the expected value) is used to update the estimated state xˆ
xˆ+k = xˆ
−
k +Kk
(
zk − Ckxˆ−k
)
(10.5)
The measurement adds information, so the covariance decreases. The update is defined by:
P+k = (I −KkCk)P−k (10.6)
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10.2 2PTP Kalman Filter Setup
The reduced-order model will be used as the basis of the 2PTP Kalman filter. The reduced-
order model has 8 states: the motor angular positions (2), motor angular velocities (2), piston
angular positions (2), and piston angular velocities (2). In addition, there is an unknown
pressure disturbance (∆P ) on the system. One option is to add the pressure as a 9th state so
that it can be estimated using a Kalman filter. But, there are also unknown friction terms on
each piston and complications that arise from transitioning. When all unknown disturbances
from pressure and friction are lumped together, then piston stiction (high friction when the
piston velocity is zero) can also create problems here and the friction has been shown to be
nonlinear as well as position dependent and different from piston-to-piston. It’s difficult to
predict and model these changing friction forces, so they can instead be treated as process
noise that the Kalman filter estimates. When each piston’s friction as well as the pressure
disturbance on the system is lumped into one disturbance, it makes it difficult to separate
friction from pressure. Therefore, it’s helpful to add two process disturbance terms (one for
each piston) to ‘cover’ all of the uncertainty. This way, each process disturbance includes
the pressure disturbance on the pistons, any nonlinear or variable friction, as well as any
unaccounted for dynamics or uncertainty.
The linearized reduced-order model of the 2PTP is
x˙ = Aix +Bu +W∆P (10.7)
Because leakage was ignored, and pump flow was directly coupled to piston velocity, the
pump dynamics are represented by an eighth order system. The state matrix Ai changes
depending on which mode the pump is in, whether when piston 1 is pumping (A1), piston 2
is pumping (A2) or transition (AT ). The states are:
x =
[
θm1 θm2 ωm1 ωm2 θp1 θp2 ωp1 ωp2
]
(10.8)
To formulate the Kalman filter, the differential pressure across the pump ∆P as well as
piston friction can be included as two torque disturbances, one on each piston, and the
estimated system dynamics become.
˙ˆx = Axˆ +Bu +Gw (10.9)
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where the estimated metastate now includes the process disturbance torques T1 and T2.
xˆ =
[
θm1 θm2 ωm1 ωm2 θp1 θp2 ωp1 ωp2 T1 T2
]
(10.10)
and G quantifies the process noise using the white noise component w, which gets added to
the process torques T1 and T2
G =
[
0 0 0 0 0 0 0 0 1 1
]T
(10.11)
Measurement noise must also be included in the formulation of the Kalman filter. This can
be represnted by a white Gaussian vector v added to the measurement:
zi = Cxi + vi (10.12)
10.3 Process and Measurement Noise
The process noise Q and measurement noise R were selected based on the known dynamics
of the system. The process torque disturbance is comprised of the differential pressure across
the pump as well as any dynamics or friction that have not been accounted for the in the
model formulation. These effects are represented as a first-order Markov process with Q =(50
mmHg)2 process noise and a time constant of 0.02 sec. Motor position measurement noise
can occur due to sensor noise and digital bit flips, therefore R was set to R =(0.2 deg)2.
10.4 Switching
The reduced-order model has state-dependent switching, determined by the positions of the
pistons in the torus. One option for dealing for this in the Kalman filter is to change the
state matrix Ai at the switch points (A1 for piston 1 pumping, A2 for piston 2 pumping, and
AT for transition), and then allow the covariance and Kalman gain dynamically converge
after each switch. Because the reduced order model is linear, the covariance and Kalman
gain will reach steady-state after each switch. The dynamics of this transition depend on
the state dynamics captured in Ai, but are independent of the states themselves.
Figure 10.1 shows the response of the covariance in time at each switch event. These are
normalized, where each term is divided by it’s value at steady state for comparison. This is
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a tenth-order estimation system with a 10x10 symmetric covariance matrix, so there are 55
independent covariances shown in each plot. The covariance dissipates to steady state quickly
in each case, approximately 0.02 seconds for both pumping into transition and transition into
pumping. Also of note, though unsurprising, is that the transition from piston 1 pumping
to transition is the same as piston 2 pumping to transition and, and likewise for the reverse.
Figure 10.2 shows the Kalman gains that can be computed from the covariances in Figure
10.1. Similar convergence in time is seen (reaching steady state at around 0.02 seconds).
There are two measurements with ten estimation states, so there are 20 independent Kalman
gains plotted. Again, they are shown normalized (divided by their steady state value), so
that the time rate response of all 20 gains can be shown on the same plot.
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Normalized Covariance at Reduced-Order Model Switch Events
Figure 10.1: Normalized covariance (defined as the covariance divided by the covariance
at steady state) at the four switch events: from pumping (either piston 1 pumping or
piston 2 pumping) to transition, and from transition to pumping. Covariance is a 10x10
matrix, so there are 55 unique values shown in each plot.
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Kalman Gains at Reduced-Order Model Switch Events
Figure 10.2: Normalized Kalman gains (defined as the Kalman gain divided by the
Kalman gain at steady state) at the four switch events: from pumping (either piston
1 pumping or piston 2 pumping) to transition, and from transition to pumping. There
are two measurements and 10 states, so there are 20 unique gain values shown in each
plot.
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10.5 Practical Application - Suboptimal Kalman Filter
The coupled reduced-order model has ten states. In practice, a model this large requires
numerous calculations when implemented in real-time on a microcontroller. The covariance
propagation, inversion, and Kalman gain calculation especially require numerous multiplica-
tions. For this model, when there are ten states and two measurements (the motor positions),
the number of multiplications that the controller would have to implement is 654. Only 140
of these (21%) are needed for the state prediction update and state update, which would
need to be done for any model-based observer approach. The dynamic Kalman filter with
covariance propagation, matrix inversion, and covariance measurement update requires and
additional 514 multiplication operations, which increases the computational time required to
run the algorithm on the controller by over 350%. The number of multiplications required by
a ten-state system with two measurements can be found in Table 10.1. For some controllers
or at some operational frequencies, this may be acceptable. But if the control operates at a
high frequency, or computational time on the microcontroller is limited by other operational
requirements, then this might produce too great a burden on the controller.
Multiplications for:
Step Optimal Kalman Filter Suboptimal Observer
State predication update 120 120
Covariance propagation 200 -
Kalman gain 214 -
State update 20 20
Covariance update 100 -
Total multiplications 654 140
Table 10.1: Number of multiplications for the real-time implementation of a tenth
order model Kalman filer with 2 outputs (assumes that C is 2x10 and that y is a
function of only one state in xˆ).
To overcome the computational burden of high-order Kalman filters, some computational
tricks can be used to reduce the number of operations such square-root methods [90]. Other
options include reducing the number of states (for example if the motor and piston could be
modeled as directly coupled, then four of the ten states could be eliminated), pre-filtering
(when measurements are obtained more frequency than needed and the Kalman filter is run
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at a lower frequency), or decoupling states (for example, if the two motor/piston subsystems
could be treated separately and the coupling fluid effects could be ignored, then the system
could be treated as two separate 5-order systems) [90].
An alternative to implementing the Kalman filter in real time, or making any of the accom-
modations listed above, is to use a suboptimal filter. Suboptimal filter design makes use of
Kalman filtering principles by precomputing the error covariance (the most computationally
burdensome step). Then, the Kalman gain can be precomputed as well, and stair stepped
solutions or time-dependent lookup tables can be used for the observer gain matrix.
The suboptimal Kalman filter approach is particularly suited for linear time-invariant sys-
tems that operate for longer indefinite periods of time and when the steady-state response
(after the Kalman filter covariance has settled) is of the most interest. If the system is
nonlinear, and methods like the extended Kalman filter or particle filters are used, then
the covariance will dynamically change with the states, and this approach would not be
well suited. This approach is also not appropriate when the initial transitory dynamics of
Kalman filter of of interest. In the linear time-invariant steady-state case, the Kalman filter
acts like nothing more than an optimal observer with a constant time-invariant gain K. This
is a good approach for a linear observer design when process and measurement noise can be
quantified, it allows for a more optimal approach for the observer design than something like
arbitrary pole-placement methods, which don’t anticipate measurement or process noise in
their formulation, and so might be prone to instabilities in practice.
To save computational time, the suboptimal Kalman filter is implemented. Steady state
Kalman gain values for each mode (piston 1 pumping, piston 2 pumping, and transition)
are used when the reduced-order model is operating in those modes. This is suboptimal (as
the name of the approach implies), but it may be an adequate approach when the controller
isn’t able to perform the computational requirements involved with covariance propogation
and measurement updates.
Figure 10.3 shows all 20 Kalman gains propogated from piston 2 pumping mode, into tran-
sition mode, and then into piston 1 pumping mode. The solid lines show the ideal Kalman
gains and the dashed lines show the suboptimal approach taken in this research.
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Normalized Kalman Gains at Reduced-Order Model Switch Events
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Figure 10.3: Kalman gains vs time for one pump cycle at 5 L/min. Solid lines are the dynamic
results, while dashed lines represent the suboptimal steady-state solution used for this research.
The suboptimal Kalman filter is implemented on the microcontroller of a prototype 2PTP
at 4800 Hz. The discrete time transition matrix Ak and input matrix Bk derived from
the reduced-order models are loaded into the memory of the microcontroller for each mode
(piston 1 pumping, piston 2 pumping, and transition). Corresponding suboptimal Kalman
(observer) gains are loaded as well. Results will be discussed in Chapter 12.
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Chapter 11
Stability and Robustness
This chapter studies the stability and robustness of the compensated system (control with
estimation). Matlab robustness tools are used as well as a pole plot cloud to determine the
sensitivity to parameter uncertainty.
Stability is always of interest for modeled systems. The open-loop stability of the system
itself (as represented by the variable structure model) and reduced-order system model is
important, as well as the stability of the compensated system when estimation and control
are added. This chapter assesses the stability of:
1. The 30-Structure 2PTP Model
2. The Reduced-Order Linear 2PTP Model
3. Compensator Model (with Estimation and Control)
After baseline stability is established, this chapter also assesses robustness of the compen-
sated system to see how unexpected noise and parameter inaccuracies can affect the stability
of the system.
11.1 Switched Variable Structure Model Stability
The system dynamics are best captured by the switched variable structure model developed
in Chapter 7. The stability characteristics of this model would be good to assess to to know
whether or not the unforced 2PTP system is stable.
In order to determine the stability of the 30-structure, 13-state model, stability of switched
systems needs to be understood. Many switched systems depend on time or some other
external forcing function to switch between structures. But in this case, the switched system
is what is known as state-dependent, which means that the structure depends on the values
of one or more of the states. For the 2PTP, those states are the angular piston positions.
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Fortunately, stability in state-dependent systems is relatively straightforward. According to
Liberzon, if each subsystem (in this case, each structure) is asymptotically stable within the
bounds within which it operates, then the system as a whole is asymptotically stable [91].
Therefore, to determine whether or not the 2PTP system model is stable, the stability of
each structure needs to be individually assessed.
One method to demonstrate the stability of each of the possible structures (which are nonlin-
ear) is to determine the Lyapunov stability near an equilibrium point xe. The First Lyapunov
method for stability (or reduced method) consists of assessing the eigenvalues of the Jacobian
of fi(x) at the equilibrium xe.
A˜ =
dfi(x)
x
∣∣∣∣
xe
(11.1)
This linearizes the differential equations about the equilibrium:
˙˜x = A˜x˜+ B˜u˜ (11.2)
If the eigenvalues of A˜ are negative, then the equilibrium point is stable.
A more thorough approach is the Second Lyapunov Method (or the Direct Method), which
defines a positive definite (PD) scalar function V (x). When the following conditions are true,
the system is assume to be asymptotically stable in the sense of Lyapunov at the equilibrium
point.
Conditions for Lyapunov stability:
1. V (x) = 0 when x = xe
2. V (x) 6= 0 when x 6= xe (the first two conditions describe a PD function)
3. V˙ (x) =
N∑
i=1
∂V
∂xi
fi(x) ≤ 0 for x 6= xe
V (x) can be any PD function. The equation for the potential and kinetic energy in the
system is often good to use. To obtain an energy equation, each energy storage element can
be identified.
Magnetic Coupling Potential Energy. The magnetic coupling torque is a sinusoidal
function of the angle between the motor and piston. The potential energy can be found by
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integrating the torque equation to get:
PEmc =
4Tmaxθc
2pi
[
1− cos
(
2pi
θm − θp
4θc
)]
(11.3)
Motor Kinetic Energy. The kinetic energy of the rotational mass of the motor is
KEm =
1
2
Jmω
2
m (11.4)
Piston Kinetic Energy. Similarly, the kinetic energy of the rotational mass of the piston
is
KEp =
1
2
Jpω
2
p (11.5)
The equations above suffice to quantify the energy from the rotation of the motor and piston
and the magnetic coupling. The other energy in the system is from the fluid flow.
PEQ =
1
2
(
IAQ
2
A + IBQ
2
B + ICQ
2
C + IDQ
2
D + ISQ
2
S
)
(11.6)
We can use the energies to describe the P.D. function V (x)
V (X) = PEmc + KEm + KEp + PEQ (11.7)
V (x) =
4Tmaxθc
2pi
[
1− cos
(
2pi
θm1 − θp1
4θc
)]
+
1
2
Jmω
2
m1 +
1
2
Jpω
2
p1 (11.8)
+
4Tmaxθc
2pi
[
1− cos
(
2pi
θm2 − θp2
4θc
)]
+
1
2
Jmω
2
m2 +
1
2
Jpω
2
p2 (11.9)
+
1
2
(
IAQ
2
A + IBQ
2
B + ICQ
2
C + IDQ
2
D + ISQ
2
S
)
(11.10)
It can be shown that for each structure, an equilibrium point xe is when the flows, piston
and motor angular velocities, and magnetic coupling angle are zero.
θm1 = θp1 θm2 = θp2 (11.11)
ωm1 = ωm2 = ωp1 = ωp2 = QA = QB = QC = QD = QS = 0 (11.12)
From these, it can easily be shown that V (x) is P.D. because it is zero at the equilibrium
point (V (xe) = 0) and greater than zero otherwise, with the restriction that |ωm − ωp| > θc,
which restricts the magnetic coupling angle to the angle ±θc which is the angle when the
piston would ‘escape’ the motor magnets and the system model would break down. This
satisfies the first two Lyapunov conditions
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1. V (xe) = 0
2. V (x 6= xe) > 0 for |ωm − ωp| > θc
To use V (x) to determine the stability, the derivative V˙ (x) =
N∑
i=1
∂V
∂xi
fi(x) must be shown to
be less than zero (the third Lyapunov condition). To find V˙ (x), the first step is to solve the
partial of V (x) with respond to the state x.
∂V (x)
∂x
=

Tmax sin
(
2pi θm1−θp1
2θc
)
Tmax sin
(
2pi θm2−θp2
2θc
)
Jmωm1
Jmωm2
−Tmax sin
(
2pi θm1−θp1
2θc
)
−Tmax sin
(
2pi θm2−θp2
2θc
)
Jmωp1
Jmωp2
IAQA
IBQB
ICQC
IDQD
ISQS

T
(11.13)
This partial derivative is a row vector which is multiplied by the state equations f(x), which
can be represented as a column vector, as shown below.
f(x) = x˙ =

θ˙m1
θ˙m2
ω˙m1
ω˙m2
θ˙p1
θ˙p2
ω˙p1
ω˙p2
Q˙A
Q˙B
Q˙C
Q˙D
Q˙S

=

ωm1
ωm2
1
Jm
[
−k2e
R
ωm1 − bmωm1 − Tmax sin
(
2pi θm1−θp1
2θc
)]
1
Jm
[
−k2e
R
ωm2 − bmωm2 − Tmax sin
(
2pi θm1−θp1
2θc
)]
ωp1
ωp2
1
Jp
[
Tmax sin
(
2pi θm1−θp1
2θc
)
− bpωp1 − f (ωp1, QA, QB)
]
1
Jp
[
Tmax sin
(
2pi θm2−θp2
2θc
)
− bpωp2 − f (ωp2, QC , QD)
]
Q˙A
Q˙B
Q˙C
Q˙D
Q˙S

(11.14)
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Multiplying the 1x13 row vector by the 13x1 column vector results in a scalar term
V˙ (x) =
∂V (x)
f(x)
x˙ =Tmax sin
(
2pi
θm1 − θp1
2θc
)
ωm1
+ Tmax sin
(
2pi
θm2 − θp2
2θc
)
ωm2
+ Jmωm1
1
Jm
[
−k
2
e
R
ωm1 − bmωm1 − Tmax sin
(
2pi
θm1 − θp1
2θc
)]
+ Jmωm2
1
Jm
[
−k
2
e
R
ωm2 − bmωm2 − Tmax sin
(
2pi
θm1 − θp1
2θc
)]
− Tmax sin
(
2pi
θm1 − θp1
2θc
)
ωp1
− Tmax sin
(
2pi
θm2 − θp2
2θc
)
ωp2
+ Jmωp1
1
Jp
[
Tmax sin
(
2pi
θm1 − θp1
2θc
)
− bpωp1 − fp1 (ωp1, QA, QB)
]
+ Jmωp2
1
Jp
[
Tmax sin
(
2pi
θm2 − θp2
2θc
)
− bpωp2 − fp2 (ωp2, QC , QD)
]
+ IAQAQ˙A
+ IBQBQ˙B
+ ICQCQ˙C
+ IDQDQ˙D
+ ISQSQ˙S
This can be simplified
V˙ (x) =− k
2
e
R
ω2m1 − bmω2m1 −
k2e
R
ω2m2 − bmω2m2 − bpω2p1 − bpω2p2
− fT1 (ωp1, QA, QB)ωp1 − fT2 (ωp2, QC , QD)ωp2
+ IAQAQ˙A + IBQBQ˙B + ICQCQ˙C + IDQDQ˙D + ISQSQ˙S
Clearly the top row is always negative when the damping coefficients are positive (ke, R, bm,
and bp). This is consistent with the the linearized model and the motor/piston are a pair of
coupled spring-mass-dampers, so this result is expected.
The fluid flow terms Q˙ and the torque on each of the pistons as a function of the pressures
caused by the flows (fp1 and fp2) adds quite a bit of complexity, not in the sense of math-
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ematical rigor or complexity, but just in terms of tedious calculations. Without recreating
or typing pages and pages of equations, it can be shown that for all 30 possible structures,
with any positive viscous linear resistance Ri and positive nonlinear port resistance Rii, each
term of V˙ (x) will be negative, which completes the third requirement for Lyapunov stability.
Switched Variable Structure Model Stability Summary
Using the potential and kinetic energy of the system to define a PD function V (x), it can be
shown that V˙ (x) is negative for all positive parameter values of (ke, R, bm, bp, Ri, and Rii)
for each of the 30 possible structures. Further, because the structure is state-dependent, the
system as a whole is asymptotically stable (as demonstrated by Liberzon [91]).
This result is not surprising. The pistons and motors are coupled spring-mass-damper sys-
tems, which are themselves stable systems, and the fluid flow that couples the pistons is
damped by either linear or nonlinear resistance terms, only the magnitude of which changes
as the piston position and structure change. Therefore, one can expected these damped
systems to be stable when coupled.
11.2 Open-Loop Stability of the Reduced-Order Model
There are two reduced-order models. One for pumping and another for transition (when
one or both of the ports are completely occluded). These reduced-order models are linear
(x˙ = Ax + Bu), so it’s straightforward to find the eigenvalues of the unforced system using
the state matrix A.
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11.2.1 Open-Loop Stability of the Reduced-Order Model of Pumping
For the reduced-order model of pumping, the eigenvalues (λ) are found using the Matlab
function eig():
λ1,2 = −113.7± 776.9i
λ3,4 = −87.1± 927.2i
λ5 = −107.0
λ6 = −12.5
λ7,8 = 0
This system is critically stable. There are two poles at zero that are are due the inclusion of
the absolute angular positions in the state formulation. Of the 8 states, 2 are information
(the absolute position of each motor/piston coupling) and 6 are energetic (the momenta of
the pistons and motors as well as the magnetic coupling angles).
11.2.2 Open-Loop Stability of the Reduced-Order Model of Transition
Similary, eigenvalues for the reduced-order model of transition can be found:
λ1,2 = −117.8± 763.3i
λ3,4 = −87.3± 924.5i
λ5 = −105.8.0
λ6,7,8 = 0
This system too is critically stable. As before, there are two poles at zero that are are due
the inclusion of the absolute angular positions in the state formulation. There is also a
third because one of the states is redundant (the piston velocities are identical in the model
when leakage is neglected). Of the 8 states, 2 are information (the absolute position of each
motor/piston coupling) and 1 is redundant, so there are five energetic states (the velocity or
momenta of the pistons and motors as well as the magnetic coupling displacement).
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11.2.3 Discussion on the Open-Loop Stability of the Reduced-Order Model
It is interesting to note how similar the poles of the pumping and transition reduced order
models are. Many of the dynamics remain the same, including the magnetic coupling,
motor damping, piston friction, and mass moments of inertia of the motor, piston, and torus
fluid. Any differences between the two are due to the inclusion or exclusion of the cannula
flow, which couples in to the piston velocities in the pumping model, but uncouples in the
transition model. It is also interesting to note that the pole at −12.5 in the pumping model
disappears from the transition model, indicating that this must be the pole that represents
the pump flow rate in the cannulas (also the difference in velocities between the pistons),
and that it is the slowest pole in the pumping system.
The other poles have large imaginary components. This would be caused by the magnetic
coupling between the piston and motors, and show that the system is underdamped (ζ1,2 =
.15 and ζ3,4 = .09).
11.3 Closed-Loop Stability of the Reduced-Order Model
The control and observer alter the dynamics. These were formulated using the reduced-
order linear model of the pump during pumping and transition. These models are also
state-dependent (based on the piston position), so as above, the stability of the switched
linear system can be analyzed by looking only at the stability of the individual subsystems.
11.3.1 Separation Principle
The compensated linear system is
x˙ = Ax−BGxˆ (11.15)
where xˆ are the estimated states, found by the observer
˙ˆx = Aˆxˆ− BˆGxˆ+K (Cx− Cxˆ) (11.16)
In this case, Aˆ and Bˆ represent the predicted system dynamics, where A and B represent
the actual system dynamics.
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In state space form, the compensator can be expressed as[
x˙
˙ˆx
]
=
[
A −BG
KC Aˆ− BˆG−KC
] [
x
xˆ
]
(11.17)
When the predicted system dynamics and actual system dynamics are identical (A = Aˆ and
B = Bˆ), and when the observer error is expressed e = x− xˆ, then the compensator can be
expressed as[
x˙
e˙
]
=
[
A−BG BG
0 A−KC
] [
x
e
]
(11.18)
The matrix on the right hand side is triangular, so the eigenvalues of the control are those of
A−BG and the eigenvalues of the observer error are those of A−KC. This is the separation
principle [92], which allows for the control and estimation to be derived independently,
even for stochastic systems [90]. In this way, the eigenvalues of the control and estimation
decouple, and the linear quadratic control gain G can be determined as if all of the states
were readily available, and then the Kalman filter observer gain K can be found that can be
used to estimate the states.
11.3.2 Poles Plots
One useful way of assessing the stability of the system is to visualize the poles. There are
two models: pumping a transition, each of which have their own state dynamics (A and B)
and gains (control G and estimation K).
Pumping Transition
State dynamics Ap At
Input dynamics Bp Bt
Control gains Gp Gt
Estimation gains Kp Kt
11.3.2.1 Pumping and Transition Pole Plots
Pumping Poles
For pumping, the open-loop poles are found using
x˙ = Apx (11.19)
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The control poles are found using
x˙ = (Ap −BpGp)x (11.20)
The estimation poles are found using
e˙ = (Ap −KpC) e (11.21)
And the compensator poles are found using[
x˙
˙ˆx
]
=
[
Ap −BpGp
KpC Ap −BpGp −KpC
] [
x
xˆ
]
(11.22)
Transition Poles
For transition, the open-loop poles are found using
x˙ = Atx (11.23)
The control poles are found using
x˙ = (At −BtGt)x (11.24)
The estimation poles are found using
e˙ = (At −KtC) e (11.25)
And the compensator poles are found using[
x˙
˙ˆx
]
=
[
At −BtGt
KtC At −BtGt −KtC
] [
x
xˆ
]
(11.26)
The poles for pumping and transition are shown in Figure 11.1. Open-loop poles are shown
as circles and the closed-loop compensated system poles are shown as X’s. The compensator
poles are a combination of the control poles (shown as C’s) and Kalman filter estimation poles
(shown as K’s). In this case, the control and estimation poles are equal to the compensator
poles because in this analysis, the actual system dynamics (A and B) are the same as the
estimated system dynamics. All of the poles are stable (in the left plane).
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One interesting thing to note is that the estimation poles are slower (are more to the right)
than the control poles. Typically, it’s helpful to have the observer poles respond much more
quickly than the control, but in this case, where the observer poles are determined by the
stochastic noise of the processes and sensors, they cannot be placed at arbitrary locations.
Because the observer or estimation poles are slower than the control poles, they will limit
the dynamic response of the system.
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Figure 11.1: Pole locations for the open-loop system (O) and the compensated system (X),
which are driven by the control poles (C) and steady state Kalman filter poles (K).
200
11.3.2.2 Switched Pole Plots Stability
Ideally, the pumping gains are used when the system dynamics are consistent with pumping,
and the transition gains are used when the system dynamics are consistent with transition.
But it could be the case that the transition gains (control and estimation) are using dur-
ing pumping when the ports aren’t occluded, or that the pumping gains are used during
transition. This could happen if there is significant error between the actual piston position
and estimated piston position such that occlusion (transition) starts or stops sooner or later
than expected. To assess the stability of using the wrong gains at the wrong time, the two
following compensated systems can be studied:
Pumping dynamics with transition gains[
x˙
˙ˆx
]
=
[
Ap −BpGt
KtC At −BtGt −KtC
] [
x
xˆ
]
(11.27)
Transition dynamics with pumping gains[
x˙
˙ˆx
]
=
[
At −BtGp
KpC Ap −BpGp −KpC
] [
x
xˆ
]
(11.28)
The poles of these mis-matched compensated systems are shown in Figure 11.2 along with
the poles of the correctly compensated systems. Stability issues arise if the transition gains
are used during puming (bottom left plot). Two of the poles are slightly positive. This
is likely due to the fact that the pistons can move independently in when pumping, but
the transition gains assumes that they’ll move together. The other condition (transition
with pumping gains), remains stable. This suggests that using the transition gains during
pumping should be avoided if at all possible. This could be done by always using the pumping
gains (which could lead to diminished performance during transition) or by underestimating
the region which transition occurs (to make sure the pump is actually experiencing transition
dynamics in that operating region).
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Figure 11.2: Compensator pole locations for the pumping/transition switched sys-
tem. As was already shown, pumping with pumping gains and transition with tran-
sition gains are stable reduced-order systems. But when transition gains are used
during pumping (bottom left plot), the system can become unstable. If pumping
gains are used during transition (bottom right plot), the system remains stable.
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11.3.3 Robustness
The separation principle above assumed that the actual and predicted system dynamics
are identical (A = Aˆ and B = Bˆ). This is almost never the case. The actual system
dynamics, represented here by A and B, may vary due to parameter uncertainty, neglected
or higher-order dynamics, and unanticipated noise. The robustness of the compensator
can be determined by assessing the stability of the compensated system when taking these
uncertainties into account.
For robust analysis, the compensated system will be analyzed.[
x˙
˙ˆx
]
=
[
A −BG
KC Aˆ− BˆG−KC
] [
x
xˆ
]
(11.29)
Several assumptions were made in the design of the control and observer, such as the parame-
ter values (motor damping, piston friction, cannula length, etc), a linear system assumption
(ignoring nonlinear flow resistance, friction, etc), and assumptions about the process and
measurement noise magnitude. These may be relatively good assumptions, and the sys-
tem could be relatively immune to deviations in the real system , or it could be the case
that small parameter uncertainty or unexpected noise could quickly lead to compensator
instability. One tool for analyzing robustness is the Mu Stability toolbox in Matlab.
11.3.3.1 Mu Analysis
Control and estimation are designed with assumed parameter values, but parameter uncer-
tainty could make the system unstable. Matlab has built in functionality for assessing the
robustness of controlled systems with parameter uncertainty. First, the uncertain parameters
and uncertainty values are specified
Parameter Uncertainty (±)
Motor mass moment of inertia Jm 2%
Motor damping coefficient bm 5%
Piston mass moment of inertia Jp 2%
Piston damping coefficient bp 5%
Motor gyrator coefficient ke 5%
Motor electrical resistance Re 5%
Magnetic coupling constant kc 5%
Cannula Length LC 10%
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Two different methods can be used. The first is Matlab’s built in functionality to assess
robust stability robstab(). To assess robust stability, variable uncertanties are defined,
the uncertain state matrix Au and input matrix Bu are created from them, and then the
compensated system constructed. Again, four scenarios are tested. Pumping model with
pumping gains (P:P), transition model with transition gains (T:T), pumping model with
transition gains (P:T) that we already know to be unstable, and transition model with
pumping gains (T:P).
P:P - pumping model with pumping gains[
x˙
˙ˆx
]
=
[
Aup −BupGp
KpC Ap −BpGp −KpC
] [
x
xˆ
]
(11.30)
T:T - transition model with transition gains[
x˙
˙ˆx
]
=
[
Aut −ButGt
KtC At −BtGt −KtC
] [
x
xˆ
]
(11.31)
P:T - pumping model with transition gains[
x˙
˙ˆx
]
=
[
Aup −BupGt
KtC At −BtGt −KtC
] [
x
xˆ
]
(11.32)
T:P - transition model with pumping gains[
x˙
˙ˆx
]
=
[
Aut −ButGp
KpC Ap −BpGp −KpC
] [
x
xˆ
]
(11.33)
The compensated closed-loop state matrix is used to create a system using Matlab’s ss()
function, which is used in Matlab’s robust stability function robstab(). The output of this
analysis is a lower gain bound, upper gain bound, and critical frequency at which point the
system becomes unstable. Result for each model are below. Again, the pumping model with
transition (P:T) is already unstable, so no robust stability analysis was performed.
Model:Gains
P:P T:T P:T T:P
LowerBound 1.2188 1.3866 - 1.0695
UpperBound 1.2342 1.4061 - 1.0927
CriticalFrequency 715.30 890.95 - 677.66
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These results mean, for example, that when pumping and using pumping gains, the system
can withstand 21.9% to 38.7% more uncertainty than tested.
Next, to assess which variables affect stability the most, the sensitivity option in Matlab can
be turned on, which generates the following output:
Model:Gains
P:P T:T P:T T:P
Parameter Pumping Transition Transition Pumping
Jm 0 2 - 0
Jp 18 30 - 183
Lc 47 49 - 48
Re 20 29 - 41
bm 0 1 - 0
bp 0 2 - 0
kc 0 3 - 0
ke 5 0 - 4
These values indicate how much a changing the values of each parameter to their maximum
uncertainty values affected the normalized stability margin. So for example, when pumping
with pumping gains, a change in the length of the cannulas by 10% (the specified uncertainty
range), will affect a change of 47% in the stability margin.
Clearly, uncertainty in the mass moment of inertia of the piston Jp, the length of the cannulas
Lc, and the electrical resistance of the motorRe cause the most change in the stability margin.
This indicates which variables are most important to estimate accurately, and which are not
as critical.
Uncertainty Pole Plot
Another way to assess the stability is too look at the pole plot with the uncertain parameters.
To do this, a state matrix Au,i and input matrix Bu,i are created at each possible combination
of the maximum uncertainty of each parameter. This generates 28 possible matrices (8 is
the number of parameters of uncertainty). Poles are obtained for each possible combination
from 1 to 28. Each pole combination is plotted (along with the nominal pole locations). The
results are shown in Figure 11.3.
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Figure 11.3: Compensator poles with parameter uncertainty for each of the combinations of
models and gains.
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11.4 Stability Summary and Discussion
The switched structure variable model was shown to be stable using Lyapunov’s Direct
Method. The reduced-order linear models were also shown to be linear for transition and
pumping. Neither of these results is surprising. While there is some complicated coupling and
leakage dynamics, the system is basically two double inertial spring-mass-damper systems
with the addition of a resistive hydraulic network. Both of which are generally stable on
their own.
Of more interest is the stability and robustness of the compensated system. It was shown
that the dynamic response would be limited mostly by the estimator (steady state Kalman
filter gains), that the compensated system during pumping and transition is stable, but that
if transition gains are used during pumping, the system can become unstable.
Stability analysis (using Matlab’s built in robstab() function and a pole cloud plot), showed
that the system was robust to expected parameter uncertainties and that the variables that
would effect the robustness the most were the mass moment of inertia of the piston Jp, the
length of the cannulas Lc, and the electrical resistance of the motor Re, so it is important to
estimate these variables correctly.
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Chapter 12
Experiments
This chapter studies results from preliminary experiments in passive and active mock circula-
tory loops to verify similarity with the model, test the improved control, and confirm pressure
and flow estimation.
Experiments were conducted in two different mock circulatory loops with a prototype 2PTP
pump. One mock circulatory loop was ‘passive’ and the second was ‘active’. Schematic
representations of these mock loop can be seen in Figure 12.2.
The passive mock circulatory loop is a simple fluid RC circuit. The capacitor is a large
sealed air chamber and is made sufficiently large so that pressure is nearly constant when a
pulsatile input flow is supplied. This simple setup allows quick and easy experiments to be
run at constant flow rates and constant pressure differentials.
The active mock loop is a hybrid mock circulatory loop that can generate physiological
differential pressure across the pump. There are two pressure chambers, one to represent
the left ventricle and one the systemic arteries. Voice coil actuators (Moticont GVCM-095-
089-01S06) with sealed piston interfaces (2.25” diameter, HD Slippers Enerseal LP022-57,
0-095-A-10) transform actuator force to pressures. The inflow of the 2PTP is connected to
a flow port on the left ventricular pressure chamber and the outflow is connected to a flow
port on the arterial pressure chamber. A backflow gear pump (Marco UP9-P 3.2 gpm, PTFE
gears, VITON O-Ring) is connected between the pressure chambers that is used to maintain
adequate volumes in each chamber. Measurements of the voice coil piston location, chamber
pressures, and 2PTP flow rate are obtained by a MyRIO which is used to simulate and
controls physiological left ventricular and arterial pressure for any cardiovascular operating
condition (change in heart rate, ventricular contraction force, systemic vascular resistance,
etc). Details and verification of this system are left to other graduate students working on
this system and are outside the scope of the research questions of interest in this dissertation.
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Figure 12.1: Schematics of the mock loops used for experimental testing. The
passive mock loop consists of a simple RC circuit and is used for steady state
experiments against a constant pressure head that is manually adjusted with a
resistor. The active mock loop uses a computational simulation of the cardio-
vascular system define dynamic pressures on the 2PTP inlet (LV left ventricular
pressure) and outlet (AO aortic pressure).
Figure 12.2: Hybrid mock loop experimental setup. The 2PTP is connected to a hybrid mock
loop that is used to load the pump with cardiovascular pressure. The hybrid mock loop uses voice
coils to control pressure and a backflow pump to maintain volume in each pressure chamber. The
system is controlled with a MyRIO, which can simulate variation in HR, preload, afterload, and
ventricular contraction.
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12.1 Step Response
The interaction between the pistons due to the fluid coupling is an important aspect of the
model and control. As a first experiment to observe these coupled dynamics, a simple step
experiment was performed to verify baseline PID control and system dynamics. A prototype
2PTP was setup in the passive mock loop, with both chambers set to atmospheric pressure
(zero pressure differential across the pump). The cannulas were 1/2” tygon tubing with an
inflow length of 6” and outflow length of 12”.
One piston (the hold piston) was placed between the inflow and outflow ports, and the
other piston (the drive piston) was placed 180◦ opposite. Proportional control was used
and the desired position of the drive piston was given a 10◦ step. Motor positions were
measured, and the error was calculated. Results were compared with a simulation of the
same experiment. Figure 12.3 shows the error plots for each both motor positions for the
simulation and experiment.
e = θdesiredm − θactualm (12.1)
There is very good agreement between the simulation and the experimental results. There
is similar error magnitude, frequency response, and damping between the simulation and
experiment, which provides evidence that the model recreates the dynamics of the system
well and also provides evidence that the values were chosen well for the various model
parameters (damping coefficients, mass moments of inertia, etc.).
This experiment also confirms that there is significant coupling between the pistons. In this
experiment, only one piston is given the 10◦ step. The other piston (in the hold position)
is only controlled to stay in place. The motion from the drive piston creates fluid flow and
pressure that creates a force on the other piston due to the fluid coupling. This confirms
that the coupling effect is strong (as was expected and shown in the development of the
reduced-order model) and that accounting for and anticipating this coupling is important
for the control of the pistons a coupled system.
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Figure 12.3: Simulation vs experimental results for a 10◦ refer-
ence trajectory step input on only one piston with proportional
control. This experiment verified the coupling effects between
the pistons as well as the damping effects of the piston and cou-
pled inertia from the cannulas.
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12.2 PID vs LQR Control
The step change discussed in the previous section did not require any switching of the model,
and was a very basic test for comparing the model to experimental results. Therefore, the
next experiment was the run the pump at a known flow rate and compare the experimental
and simulation results.
With the 2PTP still setup in the passive mock loop (with 1/2” cannulas, 6” inflow, and 12”
outflow), the pump flow rate was set to 5 L/min asynchrnous mode and the resistor was tuned
until the differential pressure was 100 mmHg mean (103 max / 97 min). The suboptimal
observer (based on steady state Kalman filter gains) was implemented on the controller
to estimate unmeasureable pump states (motor velocity, piston position and velocity, and
disturbance torque). The same conditions were run in the simulation against at constant
differential pump pressure of 100 mmHg.
The simulation and experimental results are shown in Figure 12.4. The simulation results
are solid lines and the experimental results are dashed. Motor/Piston 1 is black and Mo-
tor/Piston 2 is blue. Two complete pumping strokes are shown in the plots. The angular
position plot (top-left) shows the motor positions throughout the two pump strokes. The
motor trajectory error (middle-left) shows the deviation in the motor positions from the
ideal trajectories. This error is used for the proportional control. Maximum error is about
7.5 degree and occurs just after transition and just before the pump ejection begins. Be-
cause this large error occurs at the end of transition when the motors and pistons are close
together, the motors move much closer together than intended. This is shown in the motor
separation plot (bottom-left), which shows that the motors come within 5 degrees of one
another (the ideal trajectory is 15 degree separation). This is likely caused by the pressure
change that occurs through transition. The pressure goes from pushing the pistons apart
before transition to together after transition. This pressure change is shown in the plot
of pressure (middle-right). When the pistons are pushed together after transition, it also
creates a brief period of backflow, which is shown
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Figure 12.4: Simulated model compared to experimental results at 5 L/min with PID control.
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One of the goals of this research was to use the model to improve the low-level control of
the pistons. In order to accomplish this, linear quadratic control with a suboptimal observer
were designed. The control gains and observer were implemented in the prototype 2PTP
controller. The same experiment from the previous section was repeated (5 L/min against 100
mmHg differential pressure), but this time with the improved control method. Experimental
results (dashed lines) are compared to simulation results (solid lines) in Figure 12.5. As
expected, the improved control reduced the maximum trajectory error from approximately
7.5 deg to 1 degree, and the separation angle between the motors stays very near the ideal
trajectory separation of 15 degrees. Once again, there is very good agreement between
the experiment and simulation, with the exception of one large pressure/control spike in
the experiment just before transition. The control does not seem affected by this model
deviation.
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Figure 12.5: Simulated model compared to experimental results at 5 L/min with LQR control.
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The two examples above demonstrated the effectiveness of LQR compared to PID control
one flow and pressure (5 L/min against 100 mmHg pressure). PID vs LQR experiments
were repeated over the range of pump flows (from zero to eight L/min when possible) at
differential pressures of zero, 50, and 100 mmHg. A table of experiments is shown in Table
12.1. Experiments could not be run at 8 L/min against 50 mmHg or at 7 and 8 L/min at
100 mmHg because this required more hydraulic power than the the controller was capable
of supplying.
Asynchronous Flow Rate (L/min)
Pressure (mmHg) 1 2 3 4 5 6 7 8
0 X X X X X X X X
50 X X X X X X X -
100 X X X X X X - -
Table 12.1: Asynchronous flow rates and pressures. Checkmarks indicate
if an experiment was performed. Experiments could not be run at 8 L/min
against 50 mmHg or at 7 and 8 L/min at 100 mmHg because this required
more hydraulic power than the the controller was capable of supplying.
As a measure of the effectiveness of the control, the max motor position error from the
ideal trajectory was measured for each experiment. This was chosen because it was an
actual measurement (as opposed to the piston trajectory error which can be estimated with
an observer but is not actually measured). The minimum distance between the motors
during transition was also measured for each experiment. Figure 12.6 shows the results from
these experiments for each flow rate and pressure condition. Results with PID control are
indicated by circles and with LQR conrol are indicated by stars. At no loading pressure (0
mmHg), both controls perform well and keep the motor trajectory error small and piston
separation large (with the exception of 8 L/min with PID control, when the hydraulic power
requirements begin to exceed the supply capability and the input saturates). As pressure
increases, so too does the trajectory error, but much more so for PID control.
As expected, LQR drastically improves the control across a wide range of operating flow
rates and loading pressures, at least in terms of minimizing error from the ideal trajectory
and maintaining the desired separation between the pistons during transition.
216
0 2 4 6 8
0
2
4
6
8
10
12
de
g
Max pumping error
0 mmHg
PID
LQR
0 2 4 6 8
0
2
4
6
8
10
12
Max transition error
0 mmHg
0 2 4 6 8
0
5
10
15
Min angle between motors
0 mmHg
0 2 4 6 8
0
2
4
6
8
10
12
de
g
Max pumping error
50 mmHg
0 2 4 6 8
0
2
4
6
8
10
12
Max transition error
50 mmHg
0 2 4 6 8
0
5
10
15
Min angle between motors
50 mmHg
0 2 4 6 8
Flow (L/min)
0
2
4
6
8
10
12
de
g
Max pumping error
100 mmHg
0 2 4 6 8
Flow (L/min)
0
2
4
6
8
10
12
Max transition error
100 mmHg
0 2 4 6 8
Flow (L/min)
0
5
10
15
Min angle between motors
100 mmHg
Figure 12.6: Motor position error from ideal trajectory for PID vs LQR at various flow
rates and differential pump pressures. LQR control, made possible by suboptimal Kalman
filter estimation, does a much better job of tracking the ideal trajectory compared to PID
control on the motor position alone.
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12.3 Pressure and Flow Estimation
Besides the unmeasurable pump states (motor velocity and piston position and velocity),
the suboptimal Kalman filter-based observer on the pump controller is able to estimate
pump flow rate (from estimated piston velocities) and differential pump pressures (from the
estimation of the process disturbance).
Qˆ = Ar (ωˆd − ωˆh) (12.2)
∆Pˆ =
Tˆd − Tˆh
2Ar
(12.3)
where ωˆd is the estimated drive piston velocity, ωˆd is the estimated hold piston velocity,
Tˆd is the estimated torque disturbance on the drive piston, and Tˆh is the estimated torque
disturbance on the hold piston. If the model and pump were perfect, Tˆd and Tˆh would be
equal and opposite of one another, but due to frictional variation and other unaccounted for
dynamics, they will be different, so the equation above has the effect of taking the average
of the two disturbance values.
To test the estimation of the differential pressure, the pump was run from 1 to 6 L/min in
1 L/min increments in the passive mock loop. The resistor was adjusted by hand until the
pressure was either 50 or 100 mmHg. The estimated pressure was compared to the actual
pressure. The results are plotted in Figure 12.7. For all flow rates, the estimation error was
less than 5 mmHg.
Next, to test the ability of the dynamic capabilities of the pressure estimation and pump
flow estimation, the pump was set to run in the active mock circulatory loop. Heart failure
was simulated at with a heart rate of 90 bpm. The hybrid mock loop generated a simulated
ECG signal which the pump measured to synchronize pump ejections to the cardiac cycle.
Dynamic differential pump pressure and flow rate were measured in the hybrid mock loop
and compared to values obtained from the estimation algorithm. Results are shown in Figure
12.8. There is good agreement between the measured and estimated flow and pressure.
This pressure and flow information can provide valuable feedback for physiological control,
could be used to estimate other cardiovascular parameters such as systemic vascular resis-
tance, and could provide diagnostic information to doctors to monitor patient status.
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Figure 12.7: Pump estimated pressure against an mean pressure head at various flow
rates (1-6 L/min) and at two different pressures (50 and 100 mmHg).
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Figure 12.8: Measured vs KF estimated dynamic differential pump pressure and flow
from the active mock loop at 90 bpm with synchronous counterpulse 2PTP flow.
220
Chapter 13
Discussion and Conclusions
The 2PTP is a new class of blood pump with unique capabilities. Besides the prototype
TORVAD device, no 2PTP has been realized. Therefore, there are new challenges associated
with two-piston pumping that have not been studied before, particularly as it relates to
high-level physiological control with synchronous pumping and low-level piston control with
pumping and transition switching. This research attempted to explore those challenges by
studying hierarchical control of a 2PTP. This chapter provides a summary list of the research
contributions, in the order of the four research aims outlined in the introduction.
Contributions
1 - Cardiovascular Modeling
• An new method for assessing preload and afterload sensitivity with ventricular assist
device support was proposed. This method uses ventricular function curves obtained in
an open-loop model of the cardiovascular system where preload and afterload boundary
conditions are directly prescribed. This model enables ventricular function curves to
be used as a metric for preload sensitivity with different types of VAD support.
• A new mathematical model for left ventricular filling (EDPVR) has been proposed
that combines two features from established models: the stiffness of the ventricle at
the unstressed volume and the exponential increase at high ventricular volumes. By
adding this degree of freedom to either the typical exponential or logarithmic models,
more physiological ventricular function curves are reproduced, which is important for
studying the cardiac output response at low preloads with different kinds of VAD
support.
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2 - High-Level Physiological Control
• Methods were developed to specify geometric relationships and restrictions for the
2PTP architecture. Formulaic procedures were created for specifying parameters (such
as piston and port angles and torus dimensinons) from specified requirements and
restrictions (stroke volume, inner torus radius, and separation angle during transition).
• The 2PTP creates sequential pump ejections using the combined motion from two pis-
tons. In order to control the shape of the pump ejections, path planning formulas were
created from specified restrictions (sinusoidal pump ejection, twice differentiable posi-
tion reference functions, no backwards motion, angles when transition starts/stops).
• The cardiovascular model was used to study preload sensitivity of two types of VAD
support: continous flow vs 2PTP synchronous counterpulsation. Ventricular function
curves generated in this case study demonstrated that counterpulsation provides a more
physiological preload response, which could minimize the risk of ventricular suction and
the progression to right heart failure.
• Though not a main focus of this research, vibration/forces on the surrounding tissue
were studied (this work appears in the appendices). The combined dynamic forces
inside the pump (motor/piston eccentric and rotational forces) with the hydraulic
pressure forces imposed by the cannulas created an interesting modeling problem that
required the formulations of a Lagrange subsystem with conservative exogenous efforts.
This appears to be a unique formulation of the Lagrange subsystem formulation.
3- 2PTP Modeling
• A variable structure model of the 2PTP was developed. This is the first formulation
of a switched model for this class of pump. The switched system consisted of 30 pos-
sible structures. State equations were derived for each structure using an algorithmic
approach that could be applied to similar fluid network problems.
• A reduced-order model of the pump was developed that accounted for the coupling
dynamics between the pistons due to the cannula flow. An interesting inertial fluid
coupling problem for branched flow resulted from the reduced-order model. A general-
ized approach that quantifies the inertial coupling effects of branched flow was outlined
in the appendix.
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4 - Low-Level Control
• The reduced-order model of the 2PTP was utilized to take advantage of linear tech-
niques for control (LQR) and estimation (Kalman filtering) to improve the control of
the piston as compared to simple PID control of the motor positions.
• Experiments were conducted to verify the model and control. Position tracking error
was reduced from 7.5 to 1 degree at 5 L/min flow rate against a differential pump
pressure of 100 mmHg. Similar improvements were seen across a range of operating
flows and pressures.
• Estimation of the pump flow rate and differential pump pressure was verified experi-
mentally. Estimating the differential pressure provides disturbance rejection to improve
control, but could also be used to improve physiological control methods as well as pro-
vide diagnostic information to physicians. Responsiveness to patient physiological need
during exercise, rest, or pathological state is a growing field and this work on estimation
contributes to the field by providing a method for obtaining important physiological
feedback.
13.1 Limitations
Reticulation and the selection of dynamics are the art of modeling. As the expression goes,
“all models are wrong but some are useful”. This is true in the broader sense that all models
are an approximation of reality, but also in the narrower sense in that many phenomenon
are neglected or ignored. Simplifying to 2PTP to a lumped parameter model ignores three
dimensional fluid dynamic and unsteady flow effects that might be more accurately captured
with a three dimensional computational fluid dynamic model that uses the immersed bound-
ary method for the moving pistons. But solving this model would be very time intensive,
and the formulation of the model would not help in the design of control. There are other
dynamics that could have been added to the lumped parameter model such as unsteady flow,
fluid momentum associated with the changing flow directions into and out of the ports, cen-
trifugal flow forces, non-Newtonian fluid properties, cannula compliance, and wave reflection
in the cannulas (to name just a few). But the line has to be drawn somewhere.
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Appendices
224
Appendix A
High-Level 2PTP Control - Vibration Concerns
Continuous flow pumps have a single rotating impeller that operates at constant speed. Even
so, patients have reported discomfort caused by motion and vibration of the device. “All I
felt was this vibration on my stomach, and I didn’t understand what was going on . . . It kept
me awake at night because there was like a swooshing” [93]. How much more significant and
problematic might this vibration be for a pulsatile device that has eccentric rotating masses
and dynamic pumping strokes? What will be the forces on the surrounding tissue? What
forces are allowable before the patient starts to feel the motion? How should the pistons and
motors be driven to minimize these forces? These issues have not been studied before. A
thorough search of the literature did not yield any results of forces or motion of implantable
medical devices. This appendix will develop a model to start to answer these questions.
A.1 2PTP and Tissue Model of Motion and Vibration
First, a model of the pump and tissue is needed. The model should include a few key
elements:
1. Eccentric mass of the pistons and motors
2. Viscoelastic properties of the surrounding tissue
3. Dynamic momentum and pressure forces associated with fluid entering and exiting the
pump
A.1.1 Eccentric Masses
The pistons and the motors are magnetically coupled through a magnetic linkage. For this
simple model, this magnetic coupling will be modeled as ideal (piston position = motor
position). In this simplified model, the coupled piston and motor could be modeled as an
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eccentric mass. A schematic of this system can be found in Figure A.1.
kθ
ky by
x
y
θ
kx
bx
m1
m2
m
Figure A.1: A schematic representation of the pump in tissue. Two eccentric masses (m1 and
m2 at radius r) rotate around a central pump mass m. The surrounding tissue is modeled as
a Kelvin-Voigt material (parallel spring-damper system).
Of interest to this model is the force and torque exerted on the tissue and the motion of the
pump. Multibody Lagrange subsystem analysis, explained in more detail later, can be used
to derive the dynamic equations.
A.1.2 Tissue Model
Numerous simple models have been proposed to represent the viscoelastic properties of soft
tissue including the Kelvin Voigt model, Maxwell model, and standard solid model [94].
These models consist of springs and dampers in various configurations (see Figure A.2). For
this analysis, the Kelvin-Voigt model is used.
A.1.3 Fluid Momentum and Pressure Forces
A control volume must be established to understand the effects of fluid momentum and
pressure forces on the pump. The control volume for the 2PTP is drawn around the pump
up and includes the inflow and outflow ports (which are rigid) but not the inflow and outflow
cannulas (which can bend and deflect). This control volume is shown in Figure A.3.
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Figure A.2: Common tissue models: Kelvin-Voigt (a), Maxwell (b), and standard solid (c)
(from [94])
QiniQo no
Po, Ao Pi, Ai
FQx
FQy
TQ
CV
Figure A.3: 2PTP control volume analysis. Entrance flow Qi with pressure Pi and
area Ai and exit flow Qo with pressure Po and area Ao generate forces (FQx and
FQy) and a torque TQ on the pump.
The fluid momentum and pressure generates forces on the control volume:
FQx = PiAinix + PoAonox −
∫
CS
uxρu · nˆdA− ∂
∂t
∫
CV
uxuρdV (A.1)
FQy = PiAiniy + PoAonoy −
∫
CS
uyρu · nˆdA− ∂
∂t
∫
CV
uyuρdV (A.2)
In this case, the inflow and outflow area have the same area.
Ai = Ao = A
And for incompressible flow, the inflow and outflow have the same flow.
Qi = Qo = Q
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The mean flow rate u can be found by,
u =
Q
A
Letting θm be the angle of the entire pump mass with respect to the global coordinate system
and θp the angle of the inflow and outflow ports with respect to the pump coordinate system,
the inflow and outflow angles can be defined by,
θi = θm + θp and θo = θm − θp
And the normalized inflow and outflow vector components in the x and y direction are found
by,
nix = − sin(θi)
niy = − cos(θi)
nox = − sin(θo)
noy = cos(θo)
For this analysis, the pressure effects from the dynamic flow inside the pump are small
compared to the effects from the cannulas and cardiovascular system, so they are neglected.
∂
∂t
∫
CV
u = 0
The pressure at the inflow Pi and outflow Po are functions of the cannula resistance and
inertia as well as the external pressure on the system.
Pi = PLV − IiQ˙−RiQ (A.3)
Po = Pao + IoQ˙+RoQ (A.4)
where PLV is the left ventricular pressure, Pao is the aortic arterial pressure, I is the fluid
inertia in the inflow and outflow, and R is the viscous resistance of the inflow and outflow.
Substituting
228
Leakage around the annular gap between the piston and torus is neglected and the motor
and piston position are assumed to be identical (ideal magnetic coupling). Therefore, the
flow can be expressed as a function of the two motors θ1 and θ2:
Q = ηAr
(
θ˙1 − θ˙2
)
and Q˙ = ηAr
(
θ¨1 − θ¨2
)
η = 1 when θ1 drive piston
η = −1 when θ2 drive piston
Ar = piston cross section area times mean piston radius
Finally, using the definitions and simplifications above, equations A.1 and A.2 can be inte-
grated.
FQx =− A sin θi
[
PLV − ηIiAr
(
θ¨1 − θ¨2
)
− ηRiAr
(
θ˙1 − θ˙2
)]
− A sin θo
[
Pao + ηIoAr
(
θ¨1 − θ¨2
)
+ ηRoAr
(
θ˙1 − θ˙2
)]
−
ρ
(
Ar
(
θ˙1 − θ˙2
))2
A
(sin θi + sin θo)
FQy =− A cos θi
[
PLV − ηIiAr
(
θ¨1 − θ¨2
)
− ηRiAr
(
θ˙1 − θ˙2
)]
− A cos θo
[
Pao + ηIoAr
(
θ¨1 − θ¨2
)
+ ηRoAr
(
θ˙1 − θ˙2
)]
−
ρ
(
Ar
(
θ˙1 − θ˙2
))2
A
(cos θi + cos θo)
From the force in the x and y directions, the torque on the pump can be calculated by
TQm =
(wp
2
A sin θp − hpA cos θp
)(
RAr
(
θ˙1 − θ˙2
)
+ ηIAr
(
θ¨1 − θ¨2
)
+ ∆P
)
where wp is the distance between the ports and hp is the relative height or distance of the
ports with respect to the center of the pump.
The resistance and inertia of the cannulas also adds torque to the eccentric masses
TQ1 = −Ar
[
ηRAr
(
θ˙1 − θ˙2
)
+ ηIAr
(
θ¨1 − θ¨2
)
+ η∆P
]
TQ2 = Ar
[
ηRAr
(
θ˙1 − θ˙2
)
+ ηIAr
(
θ¨1 − θ¨2
)
+ η∆P
]
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A.1.4 Model
State equations are needed to model the motion and forces generated by the device during
pumping. The pump mass and eccentric masses can be treated as a multibody Lagrange
subsystem to simplify the analysis. In this case, where a control volume is defined for
hydraulic analysis, the Lagrange subsystem consists of those components within the control
volume. Using a Lagrange subsystem approach allows for the formulation of state equations
by analyzing the potential and kinetic energy of the system [95]. With vectorized bond
graphs, the Lagrange subsystem approach is illustrated in Figure A.4.
1 T C1 Gx˙F + Gx¨ q˙E
eq
CV
Figure A.4: Vectorized bond graph of a Lagrange subsystem
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The bond graph incorporating the exogenous hydraulic effects and coupled inertia with the
Lagrange subsystem can be seen in Figure A.5.
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Figure A.5: Bond graph of the multibody Lagrange subsystem with exogenous hy-
draulic efforts and coupled inertia
The dependent variables are
x˙ =
[
x˙m y˙m θ˙m x˙1 y˙1 θ˙1 x˙2 y˙2 θ˙2
]T
(A.5)
which are the transnational (x and y) and rotational velocities for the pump mass m, piston
and motor 1 eccentric mass (1), and piston and motor 2 eccentric mass (2). To obtain dy-
namic state equations, follow the 9 step procedure from Appendix B for Lagrange subsystems
with conservative exogenous efforts.
For the multibody Lagrange system, the minimum set of flows are
q˙ =
[
x˙m y˙m θ˙m θ˙1 θ˙2
]T
(A.6)
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1 - Define the transformation matrix T and take the time derivative T˙
From the geometry, the transformation matrix T can be found
x˙ = Tq˙
x˙m
y˙m
θ˙m
x˙1
y˙1
θ˙1
x˙2
y˙2
θ˙2

= T

x˙m
y˙m
θ˙m
θ˙1
θ˙2
 T =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
1 0 0 r cos(θ1) 0
0 1 0 −r sin(θ1) 0
0 0 0 1 0
1 0 0 0 r cos(θ2)
0 1 0 0 −r sin(θ2)
0 0 0 0 1

Then take the time derivative
T˙ =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 −r sin(θ1)θ˙1 0
0 0 0 −r cos(θ1)θ˙1 0
0 0 0 0 0
0 0 0 0 −r sin(θ2)θ˙2
0 0 0 0 −r cos(θ2)θ˙2
0 0 0 0 0

2 - Determine the mass matrix M for the kinetic energy, transform the mass
matrix Mˆ = TTMT and take the time derivative ˙ˆM
The scalar kinetic energy function for the multibody Lagrnage subsystem is
K =
1
2
mx˙2m +
1
2
my˙2m +
1
2
Jθ˙2m +
1
2
m1x˙
2
1 +
1
2
m1y˙
2
1 +
1
2
m2x˙
2
2 +
1
2
m2y˙
2
2
The mass matrix can be found by converting to matrix form
K = x˙TMx˙ where M =

m 0 0 0 0 0 0 0 0
0 m 0 0 0 0 0 0 0
0 0 J 0 0 0 0 0 0
0 0 0 m1 0 0 0 0 0
0 0 0 0 m1 0 0 0 0
0 0 0 0 0 J1 0 0 0
0 0 0 0 0 0 m2 0 0
0 0 0 0 0 0 0 m2 0
0 0 0 0 0 0 0 0 J2

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The mass matrix can be transformed by Mˆ = TTMT
Mˆ =

m+m1 +m2 0 0 m1r cos(θ1) m2r cos(θ2)
0 m+m1 +m2 0 −m1r sin(θ1) −m2r sin(θ2)
0 0 J 0 0
m1r cos(θ1) −m1r sin(θ1) 0 J1 +m1r2 0
m2r cos(θ2) −m2r sin(θ2) 0 0 J2 +m2r2

And the time derivative can be found, which will be used later in the exogenous effort
equation
˙ˆM =

0 0 0 −m1r sin(θ1)θ˙1 −m2r sin(θ2)θ˙2
0 0 0 −m1r cos(θ1)θ˙1 −m2r cos(θ2)θ˙2
0 0 0 0 0
−m1r sin(θ1)θ˙1 −m1r cos(θ1)θ˙1 0 0 0
−m2r sin(θ2)θ˙2 −m2r cos(θ2)θ˙2 0 0 0

4 - Express the kinetic energy Kˆ as a function of independent flows q˙ and dis-
placements q
Kˆ =
1
2
q˙TMˆq˙ (A.7)
5 - Express the potential energy Uˆ as a function of independent displacements q
First, the potential energy can be expressed in terms of the dependent variables x
U(x) =
1
2
kxx
2
m +
1
2
kyy
2
m +
1
2
kθθ
2
m
+ (m+m1 +m2)gym +m1g (r + y1)) +m2g (r + y2)
Which can each be converted to independent variables q so that the potential energy is
expressed in terms of the independent variables of the Lagrange subsystem.
Uˆ(q) =
1
2
kxx
2
m +
1
2
kyy
2
m +
1
2
kθθ
2
m
+ (m+m1 +m2)gym +m1gr (1 + cos(θ1)) +m2gr (1 + cos(θ2))
5 - Define the generalized conservative effort eq of the Lagrange subsystem
eq = ∇q(U−K)
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eq =

exm
eym
eθm
eθ1
eθ2
 =

kxxm
kxym + (m+m1 +m2)g
kθθm
m1r
(
θ˙1y˙m cos θ1 + θ˙1x˙ sin θ1 − g sin θ1
)
m2r
(
θ˙2y˙m cos θ2 + θ˙2x˙ sin θ2 − g sin θ2
)

6 - Define the exogenous effort nonlinear Fˆ (q, q˙) and exogenous mass matrix Gˆ
From the bond graph, the power flow from each bond into the Lagrange transformer can be
found.
Fxm = −bxx˙m + FQx
Fxm = −byy˙m + FQy
Tm = −bθθ˙m + br(θ˙1 − θ˙m)− T1(t) + br(θ˙2 − θ˙m)− T2(t) + TQm
Fx1 = 0
Fx1 = 0
T1 = T1(t)− br(θ˙1 − θ˙m) + TQ1
T2 = T2(t)− br(θ˙2 − θ˙m) + TQ2
From these, Fˆ and Gˆ can be found:
Fˆ =

F1
F2
F3
0
0
T1(t)− br(θ˙1 − θ˙m)− Ar
[
ηRAr
(
θ˙1 − θ˙2
)
+ ∆P
]
0
0
T2(t)− br(θ˙2 − θ˙m) + Ar
[
ηRAr
(
θ˙1 − θ˙2
)
+ ∆P
]

where
F1 =− bxx˙m −
ρ
(
Ar
(
θ˙1 − θ˙2
))2
A
(sin θi + sin θo)
− A sin θi
[
PLV − ηRiAr
(
θ˙1 − θ˙2
)]
− A sin θo
[
Pao + ηRoAr
(
θ˙1 − θ˙2
)]
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F2 =− byy˙m −
ρ
(
Ar
(
θ˙1 − θ˙2
))2
A
(cos θi + cos θo)
− A cos θi
[
PLV − ηRiAr
(
θ˙1 − θ˙2
)]
− A cos θo
[
Pao + ηRoAr
(
θ˙1 − θ˙2
)]
F3 =− bθθ˙m + br(θ˙1 − θ˙m)− T1(t) + br(θ˙2 − θ˙m)− T2(t)
+ (xpA sin θp − ypA cos θp)
(
ηRAr
(
θ˙1 − θ˙2
)
+ ∆P
)
and
Gˆ =

0 0 0 0 0 ηA2r (Ii sin θi − Io sin θo) 0 0 ηA2r (Io sin θo − Ii sin θi)
0 0 0 0 0 ηA2r (Ii cos θi − Io cos θo) 0 0 ηA2r (Io cos θo − Ii cos θi)
0 0 0 0 0 ηIAr (xpA sin θp − ypA cos θp) 0 0 −ηIAr (xpA sin θp − ypA cos θp)
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 −A2r2I 0 0 A2r2I
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 A2r2I 0 0 −A2r2I

7 - Obtain state equations
Finally, the state equations can be found
q˙ = Mˆ−1p (A.8)
p˙ =
(
I−TTGˆTMˆ−1
)−1 [
−∇q
(
Uˆ− Kˆ
)
+ TTFˆ−TTGˆTMˆ−1 ˙ˆMMˆ−1p + TTGˆT˙q˙
]
All matrices and scalar equations (T, Gˆ, Mˆ, Uˆ, Kˆ, Fˆ) have been defined above.
8 - Solve the differential equations.
To model the system, the parameters are defined and Matlab is used to solve the differential
equations. Some matrices are functions of states and need to be recomputed and inverted
each time step.
Results
Preliminary results for three conditions are shown in the following figures: 5 L/min at zero
pressure, no pump flow at physiological pressures, and synchronous support (2.7 L/min) at
physiological pressures.
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Figure A.6: Pump motion in and forces on surrounding tissue at 5 L/min pump flow rate
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Figure A.7: Pump motion in and forces on surrounding tissue at 0 L/min pump flow rate with
simulated beating heart pressure
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Figure A.8: Pump motion in and forces on surrounding tissue at 2.7 L/min counterpulse
support
238
A.2 Future Direction
These are preliminary results and analysis that provide predictions of the forces that can
be expected on the surrounding tissue from a 2PTP device. More work could be done to
refine the tissue model. Problematic levels of force or motion should also be studied to assess
whether the eccentric masses are a problem. Results should also be compared to other blood
pumps such as continuous flow devices or first-generation sac-type pulsatile VADs.
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Appendix B
General Solution for Lagrange Subsystem With
Conservative Exogenous Efforts
Depending on where systems are reticulated or where control volumes are defined, some
Lagrange subsystem problems may have exogenous efforts Ee that have non-conservative as
well as conservative components. Of particular interest in this research is accounting for fluid
pressure and momentum forces that exert forces on a control volume, which are functions
not only of dependent displacements x and flow variables x˙, but also on coupled inertial
terms that are functions of x¨. For this analysis, exogenous forces that are functions of x or
x˙ may be nonlinear as they are in the standard approach for Lagrange subsystem analysis,
but the conditional will be made that the exogenous efforts Ee that are functions of x¨ must
be linear. The reason for this will become clear later.
Ee = F(x˙, x¨) + Gx¨ (B.1)
A bond graph in vectorized form for such a Lagrnage subsystem is shown below.
1 T C1 Gx˙F + Gx¨ q˙E
eq
Figure B.1: Vectorized bond graph of a Lagrange subsystem
For such a system, the following analysis can be used.
Lagrange Transformer
First, the Lagrange transformer converts dependent flows x˙ (n× 1) to independent flows q˙
(m× 1) with the transformation matrix T(q)
x˙ = T(q)q˙ (B.2)
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where T = T(q) is the transformation matrix with size (n×m).
Kinetic Energy
Next, the kinetic energy K of the Lagrange subsystem is a scalar function that can be
expressed as a quadratic of x˙ using a mass matrix M.
K =
1
2
x˙TMx˙ (B.3)
where M = M(x) is the mass matrix with size (n× n).
Next, the relationship x˙ = Tq˙ can be used to convert the kinetic energy to a quadratic of q˙.
Kˆ =
1
2
q˙T(TTMT)q˙
where Kˆ is the transformed scalar function as a function of q. The hat is used to specify
a transformed vector or array. The expression is simplified by defining a transformed mass
matrix.
Kˆ =
1
2
q˙TMˆq˙ (B.4)
where Mˆ = TTMT is the transformed mass matrix with size (m×m).
Generalized Momentum
The generalized momentum variables p of the Lagrange subsystem are found by taking the
partial derivative of the transformed kinetic energy Kˆ with respect to independent flows q˙.
p =
∂Kˆ
∂q˙
(B.5)
p =
∂
∂q˙
(
1
2
q˙TMˆq˙
)
p = Mˆq˙ (B.6)
when Mˆ is symmetric and independent of q˙.
The generalized displacement state equations are found by inverting the transformed mass
matrix Mˆ
q˙ = Mˆ−1p (B.7)
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Potential Energy
The potential energy U in the subsystem can be expressed as a scalar function of x and then
converted to a function of q
U = U(x) → Uˆ = Uˆ(q) (B.8)
where Uˆ is the transformed scalar function of q.
Conservative Efforts
Next, the generalized conservative efforts of the Lagrange subsystem can be found by taking
the partial of the Hamiltonian with respect to each displacement variable qi
eqi =
∂Uˆ
∂qi
− ∂Kˆ
∂qi
This can also be expressed using the gradient of the scalar Hamiltonian with respect to the
displacement vector q
eq = ∇q
(
Uˆ− Kˆ
)
(B.9)
Exogenous Efforts
Exogenous efforts (which may be conservative and non-conservative in this case) - those from
sources or coupled inertia external to the Lagrange subsystem - can be expressed in terms
of the depdendent displacements, flows and accelerations (x, x˙ and x¨).
x˙TEe = q˙
TE
x˙T(F + Gx¨) = q˙TE (B.10)
where F = F(x, x˙) and G = G(x) can be transformed to Fˆ = Fˆ(q, q˙) and Gˆ = Gˆ(q)
This formulation allows nonlinear function of x and x˙, but only linear formulations of the
x¨. The acceleration term x¨ of the exogenous variables will need to be converted to the
subsystem variables by taking the derivative of the generalized displacement state equations
x¨ =
∂
∂t
x˙ =
∂
∂t
(Tq˙) = Tq¨ + T˙q˙
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which is substituted into the power flow equation B.10,
q˙TTT
[
Fˆ + Gˆ
(
Tq¨ + T˙q˙
)]
= q˙TE
The transformed exogenous efforts E can then be expressed in terms of independent flow
and acceleration
E = TT
(
Fˆ + GˆTq¨ + GˆT˙q˙
)
(B.11)
These terms (q˙ and q¨) need to be expressed in terms of the generalized momenta state
p. From equation B.7, the expression for q˙ is known. To obtain q¨, equation B.7 can be
differentiated to get
q¨ =
∂
∂t
q˙ =
∂
∂t
(
Mˆ−1p
)
= Mˆ−1p˙ +
∂Mˆ−1
∂t
p = Mˆ−1p˙− Mˆ−1 ˙ˆMMˆ−1p (B.12)
These are substituted into the transformed exogenous effort equation above to obtain the
expression for the transformed exogenous effort as a function of the generalized momenta p
and p˙.
E = TT
[
Fˆ + GˆT
(
Mˆ−1p˙− Mˆ−1 ˙ˆMMˆ−1p
)
+ GˆT˙Mˆ−1p
]
(B.13)
Generalized Momenta
The generalized momenta can be expressed as a function of the conservative subsystem
efforts eq and the transformed exogenous efforts E
p˙ = −eq + E (B.14)
Equations B.9 and B.13 can be substituted to obtain
p˙ = −∇q
(
Uˆ− Kˆ
)
+ TT
[
Fˆ + GˆT
(
Mˆ−1p˙− Mˆ−1 ˙ˆMMˆ−1p
)
+ GˆT˙Mˆ−1p
]
(B.15)
The terms for the momenta derivatives are collected from both sides of the equation to get
the state equations
p˙ =
∇q
(
Uˆ− Kˆ
)
+ TTFˆ−TTGˆTMˆ−1 ˙ˆMMˆ−1p + TTGˆT˙Mˆ−1p
I−TTGˆTMˆ−1 (B.16)
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State Equations
In summary, the generalized displacement and momentum state equations are
q˙ = Mˆ−1p
p˙ =
∇q
(
Uˆ− Kˆ
)
+ TTFˆ−TTGˆTMˆ−1 ˙ˆMMˆ−1p + TTGˆT˙Mˆ−1p
I−TTGˆTMˆ−1
Vectors and Matrix Definitions
x˙ (n× 1) Dependent flows
q˙ (m× 1) Independent flows
T (n×m) Transformation matrix (x˙ = Tq˙)
T˙ (n×m) Transformation matrix time derivative
T (n×m) Transformation matrix (x˙ = Tq˙)
F (n× 1) Exogenous efforts as a function of x and x˙
E (m× 1) Transformed exogenous efforts as a function of q and q˙
eq (m× 1) Conservative subsystem efforts
Mˆ (m×m) Transformed mass matrix (Mˆ = TTMT)
˙ˆM (m×m) Time derivative of the transformed mass matrix
M (n× n) Mass matrix
Kˆ (scalar) Kinetic energy scalar as a function of q
Uˆ (scalar) Potential energy scalar as a function of q
Fˆ (n× 1) Non-conservative efforts as a function of q and q˙
Gˆ (n× n) Non-conservative effort linear coefficients of q¨
Solution Procedure
1. Define the transformation matrix T and take the time derivative T˙
2. Determine the mass matrix M for the kinetic energy, transform the mass matrix
Mˆ = TTMT and take the time derivative ˙ˆM
3. Express the kinetic energy Kˆ as a function of independent variables q˙ and q
4. Express the potential energy Uˆ as a function of independent displacements q
5. Define the generalized conservative effort eq of the Lagrange subsystem
6. Define the exogenous effort nonlinear Fˆ(q, q˙) and exogenous mass matrix Gˆ
7. Obtain state equations
8. Solve differential equations (most matrices will need to be recomputed each timestep).
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Appendix C
Hybrid Model State Equations
This Appendix displays the bond graph for all 30 of the possible modes, and derives the state
equations using the algorithmic procedure outlined in Section 7.5. In brief, the procedure is:
Determine if there are any coupled flows (A, B, C, or D), then for each flow:
1. Identify the first external bond in the counter-clockwise direction (for convenience,
CC-bond) and the first external bond in the clockwise direction (CW-bond).
2. The differential equation for each flow will take the same form:
Q˙n =
[
pˆ∆P −RnQn +RccQcc −RcwQcw
]
/Ln (C.1)
where n is the flow (A, B, C, D, or S), pˆ is either 1, -1, or 0 depending on the CC and
CW bonds, Rn is the viscous torus resistance, Ln is the inertia in the torus, RccQcc is
the pressure from the inflow or outflow resistance at the CC-node, and RcwQcw is the
pressure from the inflow or outflow resistance at the CW-node.
3. Determine pˆ
3.1. pˆ = 1 if CC-node connects to outflow and CW-node connects to inflow.
3.2. pˆ = −1 if CC-node connects to inflow and CW-node connects to outflow.
3.3. pˆ = 0 if CC-node and CW-node connected to the same port.
4. Calculate the resistance Rn and inertance Ln, which are functions of the control volume
for n plus any coupled control volume. For example, if A and B are coupled, then
RA = RB = R(VA + VB) and LA = LB = L(VA + VB).
5. Identify the CC-node pressure from resistance RccQcc and RcwQcw. The resistances are
functions of the partial occlusion leakage swept angle or port area of the inflow and
outflow. And the flows are functions of state.
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When there is no algebraic loop, the flows in and out of the pump are easily determined and
can be expressed as a function of the state flow by summing the flows at the zero junctions.
Qi2 = QC −QB Qo2 = QD −QA
Qi1 = QA −QD Qo1 = QB −QC
QiA = QB −QA QiB = QB −QA QiC = QD −QC QiD = QD −QC
QoA = QA −QB QoB = QA −QB QoC = QC −QD QoD = QC −QD
When the is an algebraic loop, the flows can still be analytically expressed as a function of
the flow states because the leakage partial occlusion leakage resistance is linear.
Q˜iA =
(1− riB)Arωp1 −QA + riBQB
(1 +RiA/Rmax) (1− riAriB) Q˜oA = −
(1− roB)Arωp1 −QA + roBQB
(1 +RoA/Rmax) (1− roAroB)
Q˜iB =
(riA − 1)Arωp1 +QB − riAQA
(1 +RiB/Rmax) (1− riAriB) Q˜oB = −
(roA − 1)Arωp1 +QB − roAQA
(1 +RoB/Rmax) (1− roAroB)
Q˜iC =
(1− riD)Arωp2 −QC + riDQD
(1 +RiC/Rmax) (1− riCriD) Q˜oC = −
(1− roD)Arωp2 −QC + roDQD
(1 +RoC/Rmax) (1− roCroD)
Q˜iD =
(riC − 1)Arωp2 +QD − riCQC
(1 +RiD/Rmax) (1− riCriD) Q˜oD = −
(roC − 1)Arωp2 +QD − roCQC
(1 +RoD/Rmax) (1− roCroD)
where r is the ratio below, which goes from 0 when the leakage resistance is zero (no piston
overlap) to 1/2 at full occlusion.
rcc =
Rcc/Rmax
1 +Rcc/Rmax
for motor and piston 1:
ω˙m1 =
1
Jm
[
Vinke − k2eωm1
R
− bmωm1 − Tmax sin
(
2pi
θm1 − θp1
4 · θe
)]
(C.2)
ω˙p1 =
1
Jp
[
Tmax sin
(
2pi
θm1 − θp1
4 · θe
)
− bpωp1 − Tp1
]
(C.3)
θ˙m1 = ωm1 (C.4)
θ˙p1 = ωp1 (C.5)
And motor and piston 2:
ω˙m2 =
1
Jm
[
V2,inke − k2eωm1
R
− bmωm2 − Tmax sin
(
2pi
θm2 − θp2
4 · θe
)]
(C.6)
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ω˙p2 =
1
Jp
[
Tmax sin
(
2pi
θm2 − θp2
4 · θe
)
− bpωp2 − Tp2
]
(C.7)
θ˙m2 = ωm2 (C.8)
θ˙p2 = ωp2 (C.9)
The torques on the piston Tp1 and Tp2 can be expressed as functions of the flow states, the
expression of which depends on the piston location:
Tp1 =

Ar
(
RiAQ˜iA −RiBQ˜iB
)
Ar
(
RoBQ˜oB −RoAQ˜oA
)
ArRL (Arωp1 −QB)
ArRL (Arωp1 −QA)
ArRL (Arωp1 −QA=B)
for Piston 1
occluding inflow port
occluding outflow port
leading face in inflow or outflow port
trailing face in inflow or outflow port
in drive position
Tp2 =

Ar
(
RiCQ˜iC −RiDQ˜iD
)
Ar
(
RoDQ˜oD −RoCQ˜oC
)
ArRL (Arωp2 −QD)
ArRL (Arωp2 −QC)
ArRL (Arωp2 −QC=D)
for Piston 2
occluding inflow port
occluding outflow port
leading face in inflow or outflow port
trailing face in inflow or outflow port
in drive position
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E E:Pao :PLV
:RiRo: Ii::Io
1
RRoC :
1
RRoD:
1
R
..Ri1
T T
TT
1
1..
ωp1
ωp2
A-B-C coupled (QA = QB = QC)
Q˙A =
[−∆P − (RA + RB + RC)QA + RL(Arω1 −QA)−Ri1Qi1 |Qi1| −RoCQ˜oC]/(IA + IB + IC)
Q˙B =
[−∆P − (RA + RB + RC)QB + RL(Arω1 −QB)−Ri1Qi1 |Qi1| −RoCQ˜oC]/(IA + IB + IC)
Q˙C =
[−∆P − (RA + RB + RC)QC + RL(Arω1 −QC)−Ri1Qi1 |Qi1| −RoCQ˜oC]/(IA + IB + IC)
Q˙D =
[
∆P −RDQD + RoDQ˜oD + Ri1Qi1 |Qi1|
]
/ID
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙ABC − Q˙D
)
+ Rio (QABC −QD)
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2 1
TiO
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
R :RiA
1
R..
Ri2
1
RRoC :
1
RRoD:
T T
TT
1
1..
ωp1
ωp2
A-D coupled (QA = QD)
Q˙A =
[
∆P − (RA + RD)QA + RoDQ˜oD + RiAQiA
]
/(IA + ID)
Q˙B =
[−RBQB + RL(Arω1 −QB)−RiAQiA + Ri2Qi2 |Qi2| ]/IB
Q˙C =
[−∆P −RCQC + Ri2Qi2 |Qi2| −RoCQ˜oC]/IC
Q˙D =
[
∆P − (RA + RD)QD + RoDQ˜oD + RiAQiA
]
/(IA + ID)
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙C − Q˙AD
)
+ Rio (QC −QAD)
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2 1
IO
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
R :RiA
1
R :RiB
1
RRoC :
1
RRoD:
T T
TT
1
1..
ωp1
ωp2
A-D coupled (QA = QD) and B-C coupled (QB = QC)
Q˙A =
[
∆P − (RA + RD)QA + RoDQ˜oD + RiAQ˜iA
]
/(IA + ID)
Q˙B =
[−∆P − (RB + RC)QB −RiBQ˜iB −RoCQ˜oC]/(IB + IC)
Q˙C =
[−∆P − (RB + RC)QC −RiBQ˜iB −RoCQ˜oC]/(IB + IC)
Q˙D =
[
∆P − (RA + RD)QD + RoDQ˜oD + RiAQ˜iA
]
/(IA + ID)
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙BC − Q˙AD
)
+ Rio (QBC −QAD)
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21
DiO
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
R :RiB
1
RRoC :
1
RRoD:
1
R
..Ri1
T T
TT
1
1..
ωp1
ωp2
B and C are coupled (QB = QC)
Q˙A =
[−RAQA + RL(Arω1 −QA)−Ri1Qi1 |Qi1|+ RiAQiA]/IA
Q˙B =
[−∆P − (RB + RC)QB −RiAQiA −RoCQ˜oC]/(IB + IC)
Q˙C =
[−∆P − (RB + RC)QC −RiAQiA −RoCQ˜oC]/(IB + IC)
Q˙D =
[
∆P −RDQD + RoDQ˜oD + Ri1Qi1 |Qi1|
]
/ID
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙BC − Q˙D
)
+ Rio (QBC −QD)
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21
DTo
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
R
..Ro1
1
RRoD:
1
R
..Ri1
T T
TT
1
1..
ωp1
ωp2
A-B coupled (QA = QB)
Q˙A =
[−∆P − (RA + RB)QA + RL(Arω1 −QA)−Ri1Qi1 |Qi1| −Ro1Qo1 |Qo1| ]/(IA + IB)
Q˙B =
[−∆P − (RA + RB)QB + RL(Arω1 −QB)−Ri1Qi1 |Qi1| −Ro1Qo1 |Qo1| ]/(IA + IB)
Q˙C =
[−RCQC + RL(Arω2 −QC) + Ro1Qo1 |Qo1| −RoDQoD]/IC
Q˙D =
[
∆P −RDQD + RoDQoD + Ri1Qi1 |Qi1|
]
/ID
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙AB − Q˙D
)
+ Rio (QAB −QD)
260
21
DoTo
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
RRoA:
1
R
..Ro1
1
RRoD:
1
R
..Ri1
T T
TT
1
1..
ωp1
ωp2
All flows decoupled
Q˙A =
[−∆P −RAQA −Ri1Qi1 |Qi1| −RoAQoA]/IA
Q˙B =
[−RBQB + RL(Arω1 −QB) + RoAQoA −Ro1Qo1 |Qo1| ]/IB
Q˙C =
[−RCQC + RL(Arω2 −QC) + Ro1Qo1 |Qo1| −RoDQoD]/IC
Q˙D =
[
∆P −RDQD + RoDQoD + Ri1Qi1 |Qi1|
]
/ID
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙A − Q˙D
)
+ Rio (QA −QD)
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2 1
TiTo
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 1 QS
0
0
I
R:IS
:RS
1
R
1
R
:RiS
:RoS
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
R :RiA
1
RRoD:
T T
TT
1
1..
ωp1
ωp2
A-D coupled (QA = QD)
Q˙A =
[
∆P − (RA + RD)QA + RoDQoD + RiAQiA
]
/(IA + ID)
Q˙B =
[−RBQB + RL(Arω1 −QB)−RiAQiA + RiSQiS |QiS | ]/IB
Q˙C =
[−RCQC + RL(Arω2 −QC) + RoSQoS |QoS | −RoDQoD]/IC
Q˙D =
[
∆P − (RA + RD)QD + RoDQoD + RiAQiA
]
/(IA + ID)
Q˙S =
[−∆P −RSQS −RoSQoS |QoS | −RiSQiS |QiS | ]/IS
∆P = PLV − Pao + Iio
(
Q˙S − Q˙AD
)
+ Rio (QS −QAD)
262
2 1
ITo
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
R :RiA
1
R :RiB
1
R
..Ro1
1
RRoD:
T T
TT
1
1..
ωp1
ωp2
A-D coupled (QA = QD)
Q˙A =
[
∆P − (RA + RD)QA + RoDQoD + RiAQ˜iA
]
/(IA + ID)
Q˙B =
[−∆P −RBQB −RiBQ˜iB −Ro1Qo1 |Qo1| ]/IB
Q˙C =
[−RCQC + RL(Arω2 −QC) + Ro1Qo1 |Qo1| −RoDQoD]/IC
Q˙D =
[
∆P − (RA + RD)QD + RoDQoD + RiAQ˜iA
]
/(IA + ID)
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙B − Q˙AD
)
+ Rio (QB −QAD)
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21
DiTo
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
R :RiB
1
R
..Ro1
1
RRoD:
1
R
..Ri1
T T
TT
1
1..
ωp1
ωp2
All flows decoupled
Q˙A =
[−RAQA + RL(Arω1 −QA)−Ri1Qi1 |Qi1|+ RiBQiB]/IA
Q˙B =
[−∆P −RBQB −RiBQiB −Ro1Qo1 |Qo1| ]/IB
Q˙C =
[−RCQC + RL(Arω2 −QC) + Ro1Qo1 |Qo1| −RoDQoD]/IC
Q˙D =
[
∆P −RDQD + RoDQoD + Ri1Qi1 |Qi1|
]
/ID
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙B − Q˙D
)
+ Rio (QB −QD)
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21
DTi
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
R
..Ro1
1
R :RiC
1
R
..Ri1
T T
TT
1
1..
ωp1
ωp2
A-B coupled (QA = QB)
Q˙A =
[−∆P − (RA + RB)QA + RL(Arω1 −QA)−Ri1Qi1 |Qi1| −Ro1Qo1 |Qo1| ]/(IA + IB)
Q˙B =
[−∆P − (RA + RB)QB + RL(Arω1 −QB)−Ri1Qi1 |Qi1| −Ro1Qo1 |Qo1| ]/(IA + IB)
Q˙C =
[−RCQC + RL(Arω2 −QC) + Ro1Qo1 |Qo1| −RoDQoD]/IC
Q˙D =
[
∆P −RDQD + RoDQoD + Ri1Qi1 |Qi1|
]
/ID
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙AB − Q˙C
)
+ Rio (QAB −QC)
265
21
DoTi
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
RRoA:
1
R
..Ro1
1
R :RiC
1
R
..Ri1
T T
TT
1
1..
ωp1
ωp2
All flows decoupled
Q˙A =
[−∆P −RAQA −Ri1Qi1 |Qi1| −RoAQoA]/IA
Q˙B =
[−RBQB + RL(Arω1 −QB) + RoAQoA −Ro1Qo1 |Qo1| ]/IB
Q˙C =
[
∆P −RCQC + Ro1Qo1 |Qo1|+ RiCQiC
]
/IC
Q˙D =
[−RDQD + RL(Arω2 −QD)−RiCQiC + Ri1Qi1 |Qi1| ]/ID
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙A − Q˙C
)
+ Rio (QA −QC)
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21
OTi
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
RRoA:
1
RRoB :
1
R :RiC
1
R
..Ri1
T T
TT
1
1..
ωp1
ωp2
B and C are coupled (QB = QC)
Q˙A =
[−∆P −RAQA −Ri1Qi1 |Qi1| −RoAQ˜oA]/IA
Q˙B =
[
∆P − (RB + RC)QB + RoBQ˜oB + RiCQiC
]
/(IB + IC)
Q˙C =
[
∆P − (RB + RC)QC + RoBQ˜oB + RiCQiC
]
/(IB + IC)
Q˙D =
[−RDQD + RL(Arω2 −QD)−RiCQiC −Ri1Qi1 |Qi1| ]/ID
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙A − Q˙BC
)
+ Rio (QA −QBC)
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21
ToTi
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
1QS
0
0
I
R :IS
:RS
1
R
1
R
RoS :
RiS :
0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
RRoB :
1
R :RiC
T T
TT
1
1..
ωp1
ωp2
B and C are coupled (QB = QC)
Q˙A =
[−RAQA + RL(Arω1 −QA) + RoSQoS |QoS | −RoAQ˜oA]/IA
Q˙B =
[
∆P − (RB + RC)QB + RoBQoB + RiCQiC
]
/(IB + IC)
Q˙C =
[
∆P − (RB + RC)QC + RoBQoB + RiCQiC
]
/(IB + IC)
Q˙D =
[−RDQD + RL(Arω2 −QD)−RiCQiC + RiSQiS |QiS | ]/ID
Q˙S =
[−∆P −RSQS −RoSQoS |QoS | −RiSQiS |QiS | ]/IS
∆P = PLV − Pao + Iio
(
Q˙S − Q˙BC
)
+ Rio (QS −QBC)
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DiTi
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
R :RiB
1
R
..Ro1
1
R :RiC
1
R
..Ri1
T T
TT
1
1..
ωp1
ωp2
B and C are coupled (QB = QC)
Q˙A =
[−RAQA + RL(Arω1 −QA)−Ri1Qi1 |Qi1|+ RiBQiB]/IA
Q˙B =
[−∆P − (RB + RC)QB −RiBQiB −Ro1Qo1 |Qo1| ]/(IB + IC)
Q˙C =
[
∆P − (RB + RC)QC + Ro1Qo1 |Qo1|+ RiCQiC
]
/(IB + IC)
Q˙D =
[−RDQD + RL(Arω2 −QD)−RiCQiC + Ri1Qi1 |Qi1| ]/ID
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙B − Q˙C
)
+ Rio (QB −QC)
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DI
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
R
..Ro1
1
R :RiC
1
R :RiD
T T
TT
1
1..
ωp1
ωp2
A-B-C coupled (QA = QB = QD)
Q˙A =
[−∆P − (RA + RB + RD)QA + RL(Arω1 −QA)−RiDQ˜iD −RoAQoA]/(IA + IB + ID)
Q˙B =
[−∆P − (RA + RB + RD)QB + RL(Arω1 −QB)−RiDQ˜iD −RoAQoA]/(IA + IB + ID)
Q˙C =
[−RCQC + Ro1Qo1 |Qo1|+ RiCQ˜iC]/IC
Q˙D =
[−∆P − (RA + RB + RD)QD + RL(Arω1 −QD)−RiDQ˜iD −RoAQoA]/(IA + IB + ID)
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙ABD − Q˙C
)
+ Rio (QABD −QC)
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DoI
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
RRoA:
1
R
..Ro1
1
R :RiC
1
R :RiD
T T
TT
1
1..
ωp1
ωp2
A-D coupled (QA = QD)
Q˙A =
[−∆P − (RA + RD)QA −RiDQ˜iD −RoAQoA]/(IA + ID)
Q˙B =
[−RBQB + RL(Arω1 −QB) + RoAQoA −Ro1Qo1 |Qo1| ]/IB
Q˙C =
[−RCQC + Ro1Qo1 |Qo1|+ RiCQ˜iC]/IC
Q˙D =
[−∆P − (RA + RD)QD −RiDQ˜iD −RoAQoA]/(IA + ID)
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙AD − Q˙C
)
+ Rio (QAD −QC)
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21
OI
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
RRoA:
1
RRoB :
1
R :RiC
1
R :RiD
T T
TT
1
1..
ωp1
ωp2
A-D coupled (QA = QD) and B-C coupled (QB = QC)
Q˙A =
[−∆P − (RA + RD)QA −RiDQ˜iD −RoAQ˜oA]/(IA + ID)
Q˙B =
[
∆P − (RB + RC)QB + RoBQ˜oB + RiCQ˜iC
]
/(IB + IC)
Q˙C =
[
∆P − (RB + RC)QC + RoBQ˜oB + RiCQ˜iC
]
/(IB + IC)
Q˙D =
[−∆P − (RA + RD)QD −RiDQ˜iD −RoAQ˜oA]/(IA + ID)
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙AD − Q˙BC
)
+ Rio (QA −QD)
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21
ToI
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
RRoB :
1
R :RiC
1
R :RiD
1
R..
Ro2
T T
TT
1
1..
ωp1
ωp2
B and C are coupled (QB = QC)
Q˙A =
[−RAQA + RL(Arω1 −QA) + Ro2Qo2 |Qo2| −RoBQoB]/IA
Q˙B =
[
∆P − (RB + RC)QB + RoBQoB + RiCQ˜iC
]
/(IB + IC)
Q˙C =
[
∆P − (RB + RC)QC + RoBQoB + RiCQ˜iC
]
/(IB + IC)
Q˙D =
[−∆P −RDQD −RiDQ˜iD −Ro2Qo2 |Qo2| ]/ID
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙D − Q˙BC
)
+ Rio (QD −QBC)
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DoDi
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 1 QS
0
0
I
R:IS
:RS
1
R
1
R
:RoS
:RiS
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
RRoA:
1
R :RiD
T T
TT
1
1..
ωp1
ωp2
A-D coupled (QA = QD)
Q˙A =
[−∆P − (RA + RD)QA −RiDQiD −RoAQoA]/(IA + ID)
Q˙B =
[
∆P −RBQB + RL(Arω1 −QB) + RoAQoA −RoSQoS |QoS |
]
/IB
Q˙C =
[−RCQC + RL(Arω2 −QC)−RiSQiS |QiS |+ RiDQiD]/IC
Q˙D =
[−∆P − (RA + RD)QD −RiDQiD −RoAQoA]/(IA + ID)
Q˙S =
[
∆P −RSQS + RoSQoS |QoS |+ RiSQiS |QiS |
]
/IS
∆P = PLV − Pao + Iio
(
Q˙AD − Q˙S
)
+ Rio (QAD −QS)
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ODi
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
RRoA:
1
RRoB :
1
R..
Ri2
1
R :RiD
T T
TT
1
1..
ωp1
ωp2
A-D coupled (QA = QD)
Q˙A =
[−∆P − (RA + RD)QA −RiDQiD −RoAQ˜oA]/(IA + ID)
Q˙B =
[
∆P −RBQB + RoBQ˜oB + Ri2Qi2 |Qi2|
]
/IB
Q˙C =
[−RCQC + RL(Arω2 −QC)−Ri2Qi2 |Qi2|+ RiDQiD]/IC
Q˙D =
[−∆P − (RA + RD)QD −RiDQiD −RoAQ˜oA]/(IA + ID)
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙AD − Q˙B
)
+ Rio (QAD −QB)
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ToDi
0 0
0 0
00
1
QL1
1 QB
1 QC
1
QL2
1QD
1QA
0 0
R :RL
IIB :
RRB :
I
R
IC :
RC :
R :RL
I
R
:ID
:RD
I
R
:IA
:RA
1 1R I RI
E E:Pao :PLV
:RiRo: Ii::Io
1
RRoB :
1
R..
Ri2
1
R :RiD
1
R..
Ro2
T T
TT
1
1..
ωp1
ωp2
All flows decoupled
Q˙A =
[−RAQA + RL(Arω1 −QA) + Ro2Qo2 |Qo2| −RoBQoB]/IA
Q˙B =
[
∆P −RBQB + RoBQoB + Ri2Qi2 |Qi2|
]
/IB
Q˙C =
[−RCQC + RL(Arω2 −QC)−Ri2Qi2 |Qi2|+ RiDQiD]/IC
Q˙D =
[−∆P −RDQD −RiDQiD −Ro2Qo2 |Qo2| ]/ID
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙D − Q˙B
)
+ Rio (QD −QB)
276
21
TiDi
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All flows decoupled
Q˙A =
[
∆P −RAQA + Ro2Qo2 |Qo2|+ RiAQiA
]
/IA
Q˙B =
[−RBQB + RL(Arω1 −QB)−RiAQiA + Ri2Qi2 |Qi2| ]/IB
Q˙C =
[−RCQC + RL(Arω2 −QC)−Ri2Qi2 |Qi2|+ RiDQiD]/IC
Q˙D =
[−∆P −RDQD −RiDQiD −Ro2Qo2 |Qo2| ]/ID
Q˙S = 0
∆P = PLV − Pao + Iio
(
Q˙D − Q˙A
)
+ Rio (QD −QA)
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Appendix D
Coupled Fluid Inertia in Flow Junctions
Flow in the 2PTP has an analog in flow junction, where one branch is the drive piston
flow, one is the the hold piston flow, and the other is the cannula flow. Understanding and
quantifying the coupling between these flows is important flow control.
This chapter derives the dynamic equations for a general flow junction and quantifies the
coupling effect that results.
Q3
Q1 Q2
P3
P2P1
Figure D.1: Schematic of an inertially coupled flow junction
D.1 Generalized Model for Inertial Coupling at a Flow Junction
This section will derive the dynamic equations for inertial flow at a junction. While we’re
primarily concerned with fluid flow, these equations are generalized to account for any domain
(electrical, fluid, mechanical, etc) by using generalized flow (f), effort (e), resistance (R),
and inertia (I).
One key assumption that is made is that inertial energy dominates and that any capacitance
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is negligible.
If˙  Ce˙ (D.1)
This would be the case in hydraulic fluid network systems with rigid tubes that have sig-
nificant acceleration and deceleration of flow and where the fluid is ’stiff’ or incompressible.
With this assumption, conservation of mass at the junction dictates that the sum of the
flows is zero.
f1 + f2 + f3 = 0 (D.2)
The energy flow at the flow junction can be determined using the bond graph seen in Figure
D.2.
0
1 1
1
E1 E2
E3
I1
I2
I3
R1
R2
R3
f1 f2
f3
Figure D.2: Causal bond graph of a flow junction
To derive the dynamic equations for the intertially coupled system, an arbitrary assigment
must be made on the bond graph. Two of the three inertial elements are given integral
causality, which makes the third dependent. Any two could have been chosen. For this
analysis, flows 1 and 2 are the independent variables, which makes 3 dependent. Now the
bond graph can be used to derive the dynamic equations for the independent flows (f1 and
f2).
I1f˙1 = E1 −R1f1 − E3 + I3f˙3 +R3f3 (D.3)
I2f˙2 = E2 −R2f2 − E3 + I3f˙3 +R3f3 (D.4)
279
To eliminate the dependent flow variable f3 and it’s derivative f˙3 from the equations above,
the conservation of flow relationship at the zero junction is used.
f3 = −f1 − f2 (D.5)
The derivative of both sides can also be taken to get to get the relationship between flow
accelerations.
f˙3 = −f˙1 − f˙2 (D.6)
These can be substituted into the equations D.3 and D.4 to get
I1f˙1 = E1 −R1f1 − E3 − I3
(
f˙1 + f˙2
)
−R3 (f1 + f2) (D.7)
I2f˙2 = E2 −R2f2 − E3 − I3
(
f˙1 + f˙2
)
−R3 (f1 + f2) (D.8)
These are implicit equations, which can be put into matrix form for a linear system.[
I1 + I3 I3
I3 I2 + I3
] [
f˙1
f˙2
]
= −
[
R1 +R3 R3
R3 R2 +R3
] [
f1
f2
]
−
[
1
1
]
E3 (D.9)
The inertial matrix on the left hand side can be inverted to find the differential equations
[
f˙1
f˙2
]
=
[
I1 + I3 I3
I3 I2 + I3
]−1 − [R1 +R3 R3
R3 R2 +R3
] [
f1
f2
]
−
[
1 0 −1
0 1 −1
]e1e2
e3
 (D.10)
In simplified form, the system can be expressed as follows:
x˙ = Iˆ−1 (−Rx + Bu) (D.11)
where x is the column vector of flow states f1 and f2, Iˆ
−1 is the inverted inertial matrix
(defined below), R is the linear resistance matrix, and Bu make up the effort inputs at the
boundaries of the coupled system.
Iˆ−1 =

1
Iˆ1
− 1
IˆC
− 1
IˆC
1
Iˆ2
[I1 + I3 I3I3 I2 + I3
]−1
(D.12)
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To determine the effective inertial terms Iˆ1 and Iˆ2 for flows 1 and 2 and the off-diagnoal
coupled effective inertial term IˆC , the inertial matrix is inverted
1
Iˆ1
− 1
IˆC
− 1
IˆC
1
Iˆ2
 = 1I1I2 + I1I3 + I2I3
[
I2 + I3 −I3
−I3 I1 + I3
]−1
(D.13)
Then each term can be isolated and simplified.
Iˆ1 = I1 + I3
(
1− I3
I2 + I3
)
(D.14)
Iˆ2 = I2 + I3
(
1− I3
I1 + I3
)
(D.15)
IˆC = I1 + I2 +
I1
I3
I2
I3
I3 (D.16)
Putting it in this form allows the effects of the inverted coupling matrix to be examined and
quantify the degree of coupling between the controlled flow f1 and f2. To understand this
relationship, it’s instructive to look at two extreme cases, when the outflow is either very
short (case 1) or very long (case 2).
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D.1.1 Case 1: Decoupled Inertance (I3  I1&I2)
When the system inertance (3) is much smaller than the inertance of 1 and 2, then the flows
1 and 2 inertially decoupled.
Q3
Q1 Q2
Figure D.3: Coupled flow through T-junction
with small system inertance (I3  I1&I2). In
this case, the flows 1 and 2 become inertially de-
coupled.
The effect of small system inertance on the dynamic equations can be understood by exam-
ining the effective inertance terms, which simply to:
Iˆ1 = I1 + I3
(
1− I3
I2 + I3
)
→ I1 (D.17)
Iˆ2 = I2 + I3
(
1− I3
I1 + I3
)
→ I2 (D.18)
IˆC = I1 + I2 +
I1
I3
I2
I3
I3 →∞ (D.19)
The inverted inertia matrix the system becomes
1
Iˆ1
− 1
IˆC
− 1
IˆC
1
Iˆ2
→ [1/I1 00 1/I2
]
(D.20)
The off-diagonal terms have become zero, which decouples flows 1 and 2. In this case, each
branch could be treated individually.
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D.1.2 Case 2: Strongly Coupled (I3  I1&I2)
When the system inertance (3) is much larger than the inertance of 1 and 2, then the flows
1 and 2 inertially couple.
Q3
Q1 Q2
Figure D.4: Coupled flow at a junction with large
system inertance (I3  I1&I2). In this case, the
flows 1 and 2 become strongly coupled.
If the system inertia is very large, much larger than 1 and 2, then the flows 1 and 2 strongly
couple. Again, this can be shown by simplifying the effective inertial terms:
Iˆ1 = I1 + I3
(
1− I3
I2 + I3
)
→ I1 + I2 (D.21)
Iˆ2 = I2 + I3
(
1− I3
I1 + I3
)
→ I2 + I1 (D.22)
IˆC = I1 + I2 +
I1
I3
I2
I3
I3 → I1 + I2 (D.23)
The inverted impedance matrix then becomes
1
Iˆ1
− 1
IˆC
− 1
IˆC
1
Iˆ2
 = 1I1 + I2
[
1 −1
−1 1
]
(D.24)
Interestingly, the inertance term I3 falls out entirely. It’s as if the system flow becomes a
rigid wall, directly coupling flows 1 and 2.
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D.1.3 Case 3: Coupled (I1 = I2 = I3)
When the system inertance (3) is equal to the inertance of 1 and 2, then the flows partially
couple.
Q3
Q1 Q2
Figure D.5: Coupled flow at a junction with large
system inertance (I3  I1&I2). In this case, the
flows 1 and 2 become strongly coupled.
This can be shown by simplifying the effective inertial terms:
Iˆ1 = I1 + I3
(
1− I3
I2 + I3
)
→ 1.5I (D.25)
Iˆ2 = I2 + I3
(
1− I3
I1 + I3
)
→ 1.5I (D.26)
IˆC = I1 + I2 +
I1
I3
I2
I3
I3 → 3I (D.27)
The inverted impedance matrix then becomes
1
Iˆ1
− 1
IˆC
− 1
IˆC
1
Iˆ2
 = 11.5I
[
1 −1
2−1
2
1
]
(D.28)
This has the effect of increasing the
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