Abstract-In the present work, we are concerned with the derivation of continuous Rung+Kutta-Nystrom methods for the numerical treatment of second-order ordinary differential equations with periodic solutions. Numerical methods used for solving such problems are better to have the characteristic of high phase-lag order. First we analyse the construction algorithm for a high phase-lag order scaled extension of an explicit Rung+Kutta-Nystrom method. Using this procedure, we manage to construct a phase-lag order 14 continuous extension of a popular nine stages 8(6) order ERKN pair. In the literature, only phsselag order 12 continuous extension of nine stages 8(6) ERKN pairs can be found, so the proposed scaling method has the higher, until now, dispersion order. Numerical tests for the proposed methods are done over various test problems.
INTRODUCTION
The solution of the second-order initial value problem Y" = f(G YL The RKN parameters aij, bj, bi, and cj are assumed to be real, and s is the number of stages of the method. Defining the s-dimensional vectors c, b, and b' and the s x s matrix A, where c= [Ci,C&... ,cslT,b=[br,b2,...
, bslT, b' = [bi, bk,. . . , bLIT, A = [Q]
, respectively, the Butcher tableau (Table 1) notation can be used to represent the ERKN method. In the present work, we are interested in the numerical solution of periodic problems of the form (1). Van der Houwen and Sommeijer [l] were the first who introduced ERKN specially designed for periodical problems. They propose methods which have the characteristic of high phase-lag order, and numerical tests reveal that their methods perform better than common ERKN methods for some classes of periodical problems. Especially for problems which are known to have their solution described by free oscillations or free oscillations of low frequency with forced oscillations of high frequency superimposed, high phase-lag order methods should be preferred. Papakostas and Tsitouras [2] study in further depth the theory of high phase-lag order ERKN methods and they present high phase-lag order ERKN methods. The characteristic of high phase-lag order in the scaled extensions of ERKN methods is studied by Papageorgiou and Tsitouras [3] . In this particular work, the authors derive a phase-lag order 12 continuous extension of the popular (9,8(6) ) ERKN pair of Dormand et al. [4] . In the following sections, we extend the theoretical work of Papakostas and Tsitouras for the case of scaled extensions of ERKN methods. Furthermore, we show that these results have not only theoretical interest, but also, when we use them in the correct way, have practical usage. We analyse the construction algorithm for a high phase-lag order scaled extension of a Runge-Kutta-Nystrom method. Using this procedure, we manage to construct a continuous extension of the popular (9,8(6) 
and
THE CONSTRUCTION OF SCALED ERKN WITH REDUCED PHASE ERRORS
If we like to construct a pth order scaled extension of an ERKN method with phase-lag order q = 2r, we have to choose the iT (29) and &lT(29) such that the coefficients of the method fulfill both the algebraic order and the phase-lag order conditions.
The theory of trees and elementary differentials (51 helps us to derive the algebraic order conditions. If a method has algebraic order p, then ~1,. . . , op_l and a$, . . . , a; are monomials of 6. On the other hand, (3) provides theoretically the phase-lag order conditions. In the way these conditions are given, they have no practical use as it is not clear if and when the outcome of these relations are nonlinear expressions of the unknowns. With our analysis, in this section we try to show that (3) can be transformed to a handy tool in the derivation of dispersion order conditions.
When we set 1 = k -n, relation (3) can be written in the following form:
We can rewrite 7r, as
J=-1
In order to see when the above relation gives nonlinear terms, we have to examine two cases.
(a) If J 2 p, we get nonlinear terms when 2m -J -1 2 p + 1, which leads to m>p+l.
(b) If 2m -J -1 2 p + 1, we get nonlinear terms when J 2 p, which leads to m>p+l.
So we conclude that the phase-lag order conditions have nonlinear terms coming out from 71, for m>p+l,m=l,..., r.
Now we have to examine the behaviour of pm which is a sum of products which have the following form for the various values of the index J:
the product is (~?~-r + c&,~) (0-r + crb) ,
for J = 1, the product is (~72~_-3 + a!_+,_,) (ai + ~7:))
for J = m -1, for J = m, the product is (or+ u;) (~7~~~s + a;,_,) , the product is (c-1 + 06) (LT~+~ + a;,).
Taking advantage of the symmetry of these factors, we consider the following cases.
(a) If p is even and 2m-2J-l=p-1, the product is (cP_r + 0;) (cQ,+~_~ + aLm_P) ,
where the first sum is a monomial of 6 so we do not get nonlinear terms. The next product is (gp+i + a;+,) (Q+-p-3 + B&-p-2) , for 2m -2(J + 1) -1 = p + 1.
For that case, we get nonlinear terms when 2m -p -3 2 p, which leads to m>p+l.
(b) If p is odd and 2m-2J-l=p, the product is (cp + uL+i) (~~z~_..~_z + &+p_l)
For this, we get nonlinear terms when 2m -p -2 > p, which leads to mZp+l.
The next product, for
for which we are covered by the same relation.
Summarizing all the above, we conclude that the phase-lag order conditions have nonlinear terms coming out from pm or TV, when m 2 p + 1, m = 1,. . . , r.
We are going to use the above analysis in order to derive a scaled extension of the nine stages order 8(6) ERKN of Dormand et al. (41, with algebraic order 5 and phase-lag order 14 (r = 7).
We call this method DMP86 for the rest of this work. For this method, we have that h2 and ti2 are zero so we have to solve a system with 16 unknowns.
In order to attain the algebraic order 5, we have to satisfy nine order equations As far as phase-lag order conditions is concerned, algebraic order conditions ensure that X(1) = 0, X(2) = 0, X(3) = 0 are satisfied.
So we have to solve for X(4) = 0, X(5) = 0, X(6) = 0, X(7) = 0. The first two equations are linear whereas, according to our analysis, TITS and ps contribute to the other two the following nonlinear expressions:
the & contributes the term (~5 + o;)~, the ?rs contributes the term (~5 . a;, the 7r7 contributes the term 0s . a$.
To overcome this problem, we have to consider higher algebraic order conditions
When the above equations are satisfied, the X(4) = 0 is fulfilled. So using a symbolic manipulation package [6] , we solve 16 linear equations for the b(6) and Q(d). The outcome is rational polynomials which do not become infinite for ti E [0, 1).
Using the above procedure, we easily derive the phase-lag order 14 continuous extension of DMP86. The i(d) and bi(ti) of the scaled method are given in the Appendix.
NUMERICAL RESULTS
We test our scaled ERKN method on six periodic problems taken from the literature. For this problem, the theoretical solution represents motion on the perturbation of a circular orbit in the complex plane and is given by z(t) = u(t) + iv(t), u,w E Et,
u(t) = cos(t) + 0.0005t sin(t), w(t) = sin(t) -0.0005t cos(t).
The point z(t) spirals outwards so, at time t, its distance from the orbit is
We solve the equivalent couple real problems We integrate all the problems using DMP86, which has algebraic order 8. The numerical procedure produces a set of mesh points at which the analytical solution is approximated. E n+l is a local error estimate and TOL is the tolerance parameter. We solve each problem for seven values of the tolerance parameter (10p3,. . . , lo-'). When solving with an ERKN method, the global error of the numerical solution is defined as the biggest quantity that the method fails to approximate the true solution at the mesh points.
For an algebraic order p method, the global error behaves like O(hp). If this method is coupled
with a continuous extension of order r, which will be used for off-step approximations, then the global error of the whole method behaves like 0(1~'""'(~~'+~)).
During our numerical testing, we measure the global error of the ERKN at the mesh points and we call this quantity "global error". As a measure of the error of our scaled ERKN continuous extension, we keep the maximum quantity that the method fails to satisfy the true solution in all inner step equally spaced points we have approximated the solution. We call this "scaled error". When we construct a continuous extension of a nine stages ERKN method, the best algebraic order we can achieve, without adding new stages and so more function evaluations, is six. For our scaled high phase-lag order method, which is designed to handle periodic problems, we have chosen to spare one unit of algebraic order for the sake of the phase-lag order. So one would not expect a good behaviour when such a low algebraic order scaled method is used to couple the DMP86.
The following tables present the results of our numerical tests. We observe that even though the algebraic order of the scaled ERKN is only five, its error is very close to the 10-g 1.37 x 10-g 1.37 x 10-g 3.13 x 10-g 3.14 x 10-g 
