This article presents an approach to using cognitive models of narrative discourse comprehension to define an explicit computational model of a reader's comprehension process during reading, predicting aspects of narrative focus and inferencing with precision. This computational model is employed in a narrative discourse generation system to select and sequence content from a partial plan representing story world facts, objects, and events, creating discourses that satisfy comprehension criteria. Cognitive theories of narrative discourse comprehension define explicit models of a reader's mental state during reading. These cognitive models are created to test hypotheses and explain empirical results about reader comprehension, but do not often contain sufficient precision for implementation on a computer. Therefore, they have not previously been suitable for computational narrative generation. The results of three experiments are presented and discussed, exhibiting empirical support for the approach presented. This work makes a number of contributions that advance the state-of-the-art in narrative discourse generation: a formal model of narrative focus, a formal model of online inferencing in narrative, a method of selecting narrative discourse content to satisfy comprehension criteria, and both implementation and evaluation of these models.
Introduction
Narrative generation has long interested artificial intelligence (AI) researchers, at least partially because authoring and understanding narratives seems to be a function of higher intelligence. Narrative is often decomposed by researchers exploring the problems of generation into constituent pieces Szilas, 2007; Cheong and Young, 2008) . A narrative may be divided between (1) the 'story' (or plot), the events of the narrative world and information about them; (2) the 'discourse', the ordering of those events as they are told to the audience; and (3) the 'medium' (e.g., film, novel, puppet show), the representation of those events as they are conveyed to the audience. One method for narrative generation is to first decide upon the elements in the story, then choose from those elements and order them to create a discourse, and finally realize the discourse within a specific medium. The second task, creating the discourse from the story, is of particular interest when considering narrative comprehension because the appearance and ordering of story elements in the discourse is critical to the process of comprehension.
Work by cognitive psychologists in the area of narrative discourse comprehension gives some insight into the mental models people use to understand narrative, including narrative focus and narrative inference. 'Narrative focus' is the salience of an element in the reader's mind. Narrative elements that were recently mentioned are generally read faster and more easily comprehended, as are elements that are highly related to the current situation (Kintsch, 1988 (Kintsch, , 1998 Zwaan et al., 1995; Langston et al., 1999) . 'Narrative inference' is the process by which a reader adds information not presented in the narrative to his mental representation of the narrative. Strong evidence suggests that readers routinely construct inferences during reading. This process is often performed by the reader in the course of understanding the narrative with little or no conscious effort. Inferences may be classified as 'elaborative' or 'necessitated'. Elaborative inferences are inferences that increase the reader's information about the story world, but are not needed for comprehension. Evidence suggests that readers do not routinely make elaborative inferences. Necessitated inferences are those that aid in comprehending the narrative as told. Such inferences are constructed online (that is, during reading) by readers more frequently and reliably (McKoon and Ratcliff, 1992; Graesser et al., 1994) .
Defining a computational model of online narrative comprehension is a significant problem that has yet to be solved. Cognitive models of narrative comprehension (e.g. McKoon and Ratcliff, 1992; Gerrig, 1993; Graesser et al., 1994; Kintsch, 1998; Zwaan and Radvansky, 1998; Langston et al., 1999) are not defined in sufficient rigor to be used to directly characterize computational comprehension algorithms. Narrative generation systems have developed formalisms for causality and intentionality and have employed reader models, but none have addressed the narrative focus and inferencing in online narrative comprehension, both of which are fundamental to narrative understanding.
This article makes a number of contributions that advance the state-of-the-art in narrative discourse generation, combined in a system named INferences For Extending Recall (INFER). These include:
(1) 'A formal model of narrative focus': This article presents a computational model for predicting online narrative focus in plan-based sequences of discourse content. (2) 'A formal model of narrative inference': Also presented is a computational model for predicting online narrative inferences in planbased sequences of discourse content. (3) A 'method of selecting narrative discourse content to satisfy comprehension criteria'. (4) 'Empirical evaluation of the above models':
The above models are implemented in the INFER system and tested on the experimental data.
Related Work
There are four broad areas of research related to the work described here. First, because the goal of this work is to generate narratives to satisfy comprehension criteria, work in narrative generation is highly relevant. Narrative generation systems may roughly be divided between 'simulation systems', those that primarily simulate the narrative world, and 'deliberative systems', those that primarily deliberate over the choice of narrative elements and events to include in the narrative. INFER is a deliberative system; it chooses events to satisfy comprehension criteria. Previous deliberative generation systems (Lebowitz, 1984 (Lebowitz, , 1985 Turner, 1992; Sgouros, 1999; Mateas and Stern, 2003; Szilas, 2003 Szilas, , 2007 Mott and Lester, 2006) differ mostly in representations of narrative structure and algorithms for the selection of narrative content; however, none focuses on sequencing of discourse content according to cognitive models of the audience. Of these systems, several are similar in narrative representations to our approach. Riedl et al.'s Fabulist architecture (Riedl, 2004; Riedl and Young, 2004, 2005; Riedl and Sugandh, 2008 ) is a planningbased narrative generation system based on the intent-driven partial order causal link (IPOCL) narrative planner. Cheong's Suspenser (Cheong, 2007; Cheong and Young, 2008) selects discourse content to form a narrative that maximizes feelings of suspense. Bae's Prevoyant (Bae and Young, 2008) uses foreshadowing and flashback to create surprise effects in narrative discourses. Although Suspensor and Prevoyant both select plan-based discourse content, none of these systems attempts to leverage online models of a reader's narrative focus and inferencing, and hence their aim and accomplishments are different than those of INFER.
Second, work in computational inferencing in narrative understanding is relevant. Many systems have been developed that perform aspects of automatic narrative understanding (DeJong, 1979; Norvig, 1987b; Hobbs et al., 1988; Shapiro and Rapaport, 1995; Frank et al., 2003) , see (Ram and Moorman, 1999; Mueller, 2002 ) for reviews. Related approaches include Cullingford's Script-Applier Mechanism (SAM) (Schank, 1975; Cullingford, 1977 ) and Wilensky's Plan-Applying Mechanism (PAM) (1976) that apply hard-coded commonsense knowledge to the problem of inferring the relationships among events, characters, and intentions in narratives. Norvig's FAUSTUS (1987a) employs a general purpose marker passing mechanism to draw inferences about narratives. The Distributed Situation Space model by Frank et al. (2003) uses training data about sequences of situations to compute belief values for propositions in related situations. Mueller's model-based story understanding (Mueller, 2003 (Mueller, , 2007 employs axioms in event calculus to model the changes in the situations of narratives. INFER's reader model is novel among these works because of its grounding in cognitive theories of narrative discourse comprehension.
Third, cognitive models of discourse comprehension form the theoretical basis of our approach. Cognitive psychologists have identified multiple layers of discourse structure used in narrative comprehension (Zwaan and Radvansky, 1998; Graesser et al., 2002) . One of these levels, the situation model, is a mental representation of the narrative world state, including characters, settings, events in the plot, and the inter-relationships between these items (Graesser et al., 2002) . INFER models the creation and use of the situation model. The situation model can be represented as a time-related series of individual models, one for each step of processing. Zwaan and Radvansky (1998) distinguish (1) the current model of the latest event, (2) the integrated model comprising all of the previous events, and (3) the complete model, which is the final model at the end of the narrative. When a new event is read, a current model is created to encapsulate the new information, and the integrated model is updated to incorporate the current model. The specifics of how the current and integrated models are represented and updated differentiate the theories of discourse comprehension.
In narrative focus, Kintsch (1998) developed one of the first general models; the Construction Integration (CI) model builds minimally structured associative nets out of the textbase propositions, extended in Langston et al.'s (1999) Connectionist Model (CM). Zwaan et al.'s Event Indexing (EI) model (1995) separates the possible dimensions of an event into space, time, causality, protagonists and objects, and intentionality. The assumptions of this model were validated in multiple experiments (Zwaan et al., 1995) . Subsequent to the formalization of the EI model, an emerging body of research has confirmed, clarified, and extended the EI model (Rinck, 2000; Magliano et al., 2001 Magliano et al., , 2005 Mo et al., 2007; Therriault and Raney, 2007) . INFER formalizes and implement aspects of the EI model for use in narrative generation.
In narrative inferencing, Graesser et al. (1994) present a Constructionist Theory of discourse processing, the primary principle of which is that the reader attempts a 'search (or effort) after meaning'. When readers comprehend a narrative, they strategically construct representations and reason with these representations to achieve a goal, the most common of which is sense making. This principle is broken into three critical assumptions.
'The reader goal assumption' states that 'the reader constructs a meaning representation that addresses the reader's goals'. 'The coherence assumption' states that 'The reader attempts to construct a meaning representation that is coherent at both the local and global levels'. 'The explanation assumption' states that 'The reader attempts to explain why actions, events, and states are mentioned in the text'. (Graesser et al., 1994) The understanding of the production of inferences in narrative comprehension has been confirmed and expanded since the introduction of the Constructionist Theory (Linderholm, 2002; Allbritton, 2004; Trabasso and Wiley, 2005; Casteel, 2007; Shears et al., 2007) . INFER embodies many of these theories and extends this work into a formal computational model of inference generation in narrative comprehension.
Fourth, this work employs partial-order planning (POP) (Penberthy and Weld, 1992) to construct plans for discourses, perform reasoning on the part of the reader, and generate new discourses. The IPOCL planner forms the basis for our representation. Briefly, IPOCL's plan representation builds off of common POP models where a plan is composed of a set of primitive components. 'Steps' represent the actions in plan and are defined by an act type, a set of preconditions indicating the state of the world required for the step to execute correctly and a set of effects indicating the ways that the step's successful action changes the world. 'Variable bindings' link free variables in the steps to object constants in the domain. 'Ordering constraints' over the steps define a partial ordering on the steps' execution, and 'causal links' are directed arcs that run between pairs of steps in the plan to indicate that the source step changes the world in a specific way required for the successful execution of the destination step. IPOCL further defines 'frames of commitment', groupings of coherent steps in a plan that are all being performed in service of an intention to achieve one of the goals of the plan's characters. IPOCL searches the plan space by maintaining a list of plan 'flaws' for each plan. A flaw represents an issue that must be addressed for the plan to be considered complete, such as an unfulfilled precondition.
3 The INFER System: An Approach to Generating Discourse Plans that Satisfy Comprehension Criteria
Approach overview
The INFER system generates narrative discourses to satisfy comprehension criteria concerning narrative focus and inferencing. INFER incorporates theory from cognitive models and extends this theory to form a computational model of online narrative comprehension. INFER simulates the reading process by constructing a situation model representation, calculating narrative focus and predicting inferences in the form of causal chains of story world events. Relations between elements are represented in a semantic net. This formalization is inspired by the EI model (Zwaan et al. 1995) . INFER models the process of online, bridging narrative inferences by generating sequences of events to either bridge gaps in causality or bridge gaps between the current world state and character intentions. This inferencing follows the central Constructivist Theory principle that readers constantly search for connection and meaning in the narratives that they read (Graesser et al., 1994) . In generation, INFER selects discourse content from a partial plan expressing story world facts, objects, and events to achieve desired comprehension effects, either by shifting focus or prompting inferences. Reader Model' to make predictions for the reader's comprehension of the current discourse, and to choose elements that will prompt the desired comprehension effects. The MEI reader model incorporates a 'Reader's Plan' that simulates the reader's understanding of the causality and intentionality of the story and a 'Situation Model' semantic net that simulates the reader's focus. The resulting discourse plan is a totally ordered subset of objects, characters, intentions, and events from the story plan.
Architecture

INFER input and output
The input to INFER is a source IPOCL plan, a IPOCL planning domain, and a set of comprehension criteria divided into focus, causal inferencing, and intentional inferencing criteria. The output of INFER is a partially ordered discourse plan that may be linearized to form a sequence of discourse content, a total ordering over a subset of the elements in the source plan. The sequence of discourse content represents a proposition-level telling of a narrative which may be directly translated to a medium such as text or film.
Formally, a Discourse Plan is a set of steps, a set of binding constraints on the free variables in the steps, a set of ordering constraints on the steps, a set of causal links between steps, a set of frames of commitment, a subset of the steps that are causally prompted inferences, and a subset of the steps that are intentionally prompted inferences. A Sequence of Discourse Content is a total ordering over a subset of the plan steps, propositions, and frames of commitment of a Discourse Plan.
The sequence of discourse content, Figure 2 for example, can be used to create a narrative in a medium such as text or film by realizing each discourse element within the medium. 
The MEI reader model
The two parts of the MEI model are (1) the 'Situation Model', a semantic network of nodes and edges to maintain the reader's shifting focus as new events are read, and (2) an IPOCL narrative plan to maintain the reader's understanding of the story world as the discourse is read. The situation model and the IPOCL plan include the events, orderings, causal links, the characters, character intentions, objects, and locations of the narrative world.
Situation model
The MEI processing of the discourse content mimics the reader's comprehension process as described by the EI model (Zwaan et al., 1995; Zwaan and Radvansky, 1998 ) and related models of narrative discourse comprehension (McKoon and Ratcliff, 1992; Graesser et al., 1994 Graesser et al., , 2002 . The MEI Situation Model provides a formal definition of 'foregrounding'-the process by which old information is re-activated-and 'updating'-the process by which new information is incorporated. The Situation Model is built incrementally from the steps in a sequence of discourse content. The following principles from cognitive models of discourse comprehension guide the formal model of focus:
(1) The recency and relatedness of elements determines their salience (Kintsch, 1988; Zwaan et al., 1995; Langston et al., 1999) . (2) The strength of the connection between two events is a function of the number of shared dimensions of those events (Zwaan et al., 1995) . (3) After reading each element, focus spreads from the new element to related elements in an amount proportional to the strength of connection between them (Kintsch, 1988; Langston et al., 1999 ).
The Situation model is defined formally as a weighted bipartite graph between event nodes and dimension nodes (whose type is one of space, time, causal, object, or intention). Updating the Situation Model proceeds in stages. First, a new model is created according to the type of the last element read:
If the element is a proposition, a dummy event node is created and object nodes for the proposition and the arguments are created and attached to the event node. Similarly, if the element is an intention, a dummy event node is created and intention nodes for the intention and object nodes for each argument are created and attached to the event node. If the element is a plan step, the new model is created as follows:
(1) Create a new event node. For example, Figure 4 shows the transition from the plan step representing 'Jim puts out the blaze with a bucket of water' to the new situation model for this event.
Second, once the new model has been created, the integrated model is then updated by incorporating the new model and simulating shifts in focus. The initial integrated model is empty of nodes, and it is expanded over the course of reading by incorporating each new model as it is created. Figure 5 shows an example integrated situation model.
To incorporate the new model and simulate focus, all of the nodes and edges are combined (2) increasing the weights of the edges closest to the new event node. To increase the weights, the shortest-path-distance function determines the distance between the each edge and the event node. A simple step function, F, discounts the effects, as the edges are further away. Let v be a node adjacent to e along a shortest path to e i with minimal degree, D(v) be the degree of v, and c s be a constant, then the spreading weight function, S, is defined as:
Sðx; e; e i Þ ¼
FðSPDðe; e i ÞÞ DðvÞ
By which the weights on the edges closest to the new event node are increased the most, and then less as the edges become further. The increase is divided equally among vertices connected to the same node. Finally, the focus of any node in the network can be computed by approximating the value of this node in the Markovian steady state distribution. To compute the ease of reading a new fact or event, the focus of the nodes to which it will be linked is averaged. This results in a 'relatedness score'. This method is used to predict reading times in the experiments described in Section 4.
Inferencing
Inferences predicted by the MEI model are causally related sets of events. They are represented as sets of IPOCL steps with causal links, ordering constraints, and binding constraints. To create inferences about the narrative world from the perspective of the reader, the events, characters, and intentions are represented as a partial IPOCL plan containing all of the steps, propositions, and frames of commitment in the input sequence of discourse content up to the current point of reading. To construct the IPOCL plan, each element in the input sequence of discourse content is processed in order:
If the element is a step, add the step and all of its bindings, causal links, and preconditions to the plan. If it is a character intention, then add a new frame of commitment. If it is a proposition, create a dummy step with the sole precondition and sole effect of the proposition. Add an ordering from each step and frame of commitment preceding the element to the element.
For each new element processed, a copy of the reader's story is made, and causal and intentional inferencing, defined below, are employed to identify the new sets of steps that constitute the inferences. The MEI model's inferencing algorithms follow a small set of guiding principles that have been observed in psychological studies of discourse processing.
(1) Inferences in online comprehension must be necessitated and enabled (Graesser and Clark, 1985) . That is, they must be required in the reader's search after meaning (as per Constructionist Theory (Graesser et al., 1994) ) and they must not be overly difficult to construct.
(2) Readers more often make inferences about elements that are in focus (Graesser et al., 2002) . (3) Readers may make inferences that are incorrect. Predictions about unknown properties of a narrative may prove false, even when the possibilities are highly constrained. (4) Inferences aid in comprehension (Graesser et al., 1994) . Comprehension often requires the reader to fill in the gaps presented in the narrative, and inferences allow the reader to do so.
Causal inferencing
Causal inferencing occurs when the reader reasons about how events may occur or may have occurred to produce the current narrative situation. To satisfy the criteria of necessary and enabled, INFER only seeks to construct causal inferences when (1) there is a break in a causal chain in the Reader's Story and (2) the search for a complete sequence of events is short and there are few alternative sets of events. Once the inference is constructed, the salience of the elements related to the inference can be checked to satisfy enablement. The search algorithms are presented in Figures 6 and 7. The salience of an inference is the sum of the activations of its elements.
Intentional inferencing
As with causal inferences, intentional inferences are constructed when they are necessitated and enabled by the current context. Necessitation is achieved in this case by the statement of intent. The MEI model searches for intentional inferences beginning when an intention is presented in the discourse, and ending when the intention is realized. The search algorithms are presented in Figures 8 and 9 . The salience of an inference is the sum of the activations of its elements.
Generation
This section presents a partial-order planning algorithm to generate a Discourse Plan by selecting and ordering content from a source plan. Generating a Discourse Plan is accomplished by a plan-space search in the space of partial plans. The search begins with an initial root plan nodes and iteratively instantiates plan refinements as children nodes, which themselves may be recursively refined. Each plan in the space maintains a list of its flaws, and children plans in the search space are generated by choosing a flaw of a parent plan and applying the appropriate resolution method as specified in the algorithm defined below. The user specifies the initial causal inferencing criteria (i.e., what steps are to be causally inferred), intentional inferencing criteria (i.e., what steps are to be intentionally inferred), and focus criteria (i.e., minimum focus on specific elements), and each criterion is converted to a flaw in the root Discourse Plan. This algorithm generates plans such that the MEI model, described in Section 3.4, will compute the desired focus and inferences as specified in input comprehension criteria. The Discourse Plan is structured such that any valid linearization of this plan into a sequence of discourse content will satisfy the comprehension criteria. Therefore, generation rests on the predictions of the MEI model about reader comprehension.
Discourse Plans are generated in partial order, then linearized to form an output Sequence of Discourse Content. A Discourse Plan is an IPOCL plan ) that contains steps, bindings, causal links, orderings, and frames of commitment. A Discourse Plan may also include inferred steps, which are not included in the final Sequence of Discourse Content. These inferred steps are used as place holders to ensure that inferences are enabled and necessitated. The final Discourse Plan must be constructed such that any linearization is a satisfying Sequence of Discourse Content. Figure 10 is INFER's basic algorithm for generation; the formal algorithm specification can be found in Niehaus (2009) . INFER selects a flaw and calls the appropriate routine to refine the plan to remove the flaw, possibly creating new flaws for the refined plan. Causal Inference flaws denote steps that are to be causally inferred. Intentional Inference flaws denote steps that are to be intentionally inferred. Link to intention flaws denote steps that are to be causally linked to an intention (for intentional inferencing necessitation). Open precondition flaws denote preconditions of inferred steps that are to be established in the plan (for inferencing enablement). Open effect flaws denote effects of inferred steps that are to be causally linked to noninferred steps (for causal necessitation). Lastly, focus flaws denote elements which are to have a minimum focus.
'Prompting Causal Inferences'. Discourse Plans with Causal Inference flaws are refined to include the inferred step, link the preconditions and one effect of the inferred step to a noninferred step, either directly or along a causal chain. Plans with Open Precondition flaws are refined to add a causal link to the precondition, similar to existing algorithms (Penberthy and Weld, 1992) . Steps may be reused from the discourse plan, included from the source plan, or created as inferred steps. Chains of inferred steps must eventually have their preconditions satisfied and an effect satisfied by noninferred steps, linking the inference to what is told.
'Prompting Intentional Inferences'. Similarly, Discourse Plans with Intentional Inference flaws are also refined to include the inferred step, with the only difference from causal inferences being that an intentional frame is at the end of the causal chain, rather than another step. Discourse Plans with Focus flaws are refined by adding related steps to increase the focus of a particular element. 'Threat Resolution'. The Discourse Plan is partially ordered, and the effects of causal links may be threatened to be undone by steps that may intervene. Discourse Plans have two types of causal links, exclusive and nonexclusive. An exclusive link keep other steps from destroying necessitation of an inference by requiring that the head step be the sole cause of the effect. Links created by open effect flaw refinements and link to intention flaw refinements are exclusive, and all other links are nonexclusive. Threats are handled by INFER in the standard method of promotion, demotion, separation, or backtracking (Penberthy and Weld, 1992) .
'Pruning'. The prompting of inferences by the Causal Inference and Intentional Inference flaw refinements ensures the necessitation and logical enablement of the inference. However, an inference chain which is too long, or too difficult to construct does not meet enablement criteria. Because the causal chains only grow as the search proceeds, once the inference can be deemed too difficult to construct, that Discourse Plan can be pruned from the search space.
'Linearization'. Finally, if a plan is found that has no remaining flaws, the plan is linearized (any linearization will satisfy the comprehension criteria) via methods such as topological sort (McAllester and Rosenblitt, 1991) and returned as a solution.
Generation example
This section describes two examples of the generation algorithm operating on a source plan describing events in an old western town. First, Figure 11 shows the result of generating a discourse plan with a causal inference that the townsperson Sally was pickpocketed by the robber named Robbie. To generate this sequence, the refine discourse plan algorithm is instantiated with a source plan and a single causal inference flaw specifying the PICKPOCKET-1 step. To satisfy the open preconditions of PICKPOCKET-1, the algorithm includes the HATCH-PLAN-2, WITHDRAW-MONEY-4, MOVE-TO-ALLEY-3, and WALK-TO-5 steps and associated links from the source plan, creating exclusive causal links to the PICKPOCKET-1 step. To satisfy the open effect flaw, the FAIL-BUY-DRESS-6 step is included from the source plan. When this Discourse Plan is linearized and converted to a medium such as text, the PICKPOCKET-1 step is left out, allowing the reader to make the inference that Sally was pickpocketed to complete the causal chain between the rest of these steps.
Second, Figure 12 shows the result of generating a discourse plan with an intentional inference that Robbie will hold up the bank. Similar to the causal inference example, a placeholder step, HOLD-UP-BANK-7, is inserted and its preconditions are addressed by including steps and links from the source plan. However, to establish the intentional necessity, FRAME-1 is included stating the intention of Robbie to have the money, and a new inferred step, COLLECT-MONEY-FROM-HEIST-10, must be created to link the HOLD-UP-BANK-7 step to this intention. Additional links and steps are included to satisfy the preconditions of this new inferred step as well. Given descriptions of the steps in this discourse plan, a reader may make the two-step inference that Robbie will hold up the back and collect the money from the heist to satisfy his intention.
Experimental Evaluation
To evaluate INFER, we employed three separate experiments. The first experiment tests aspects of narrative focus, observing reading under conditions of varying levels of narrative focus as predicted by the MEI model. The second experiment tests the inference prediction of the MEI model, observing word recognition time under prompted and nonprompted inference conditions. The third experiment tests the ability of INFER to generate Sequences of Discourse Content to prompt inferences. The results of these experiments provide support for the computational model of narrative comprehension and generation presented in this work.
Experiment 1
This experiment tests aspects of the MEI model of narrative focus. Sentence and word reading times have been shown to relate to measures of focus and activation (Kintsch, 1998; Graesser et al., 2002) . The hypothesis for experiment 1 is that sentences that have higher relatedness will have shorter average reading times. To test this hypothesis, narratives were manually created to include sentences with various levels of relatedness and sentence reading times were recorded and regressed against the relatedness rating. 4.1.1 Method Materials. The narratives for the first experiment consisted of four experimental narratives and eight filler narratives. The four experimental narratives were created by creating a complete IPOCL story plan by hand (generation was not tested by this experiment), manually selecting a Sequence of Discourse Content from the story plan, and generating text for the sequence using simple text templates. Each of the four experimental narratives had two conditions-high relatedness and low relatedness. In the high relatedness condition, a single test sentence was placed in the narrative such that it had a high relatedness score of greater than 5. In the low relatedness condition, this test sentence was swapped with a sentence that had a low relatedness score in that context of less than 3. The exact narratives can be found in the Appendix of Niehaus (2009) . As discovered in piloting and previous protocols, the filler narratives reduced variability in the data by allowing participants more time to reach a steady flow of reading. Procedure. The narratives were displayed one line at a time by a Java applet within a browser window. The experiment began with instructions to read for comprehension and a short example narrative. The participants were not informed they would be timed. The participants advanced the narrative one sentence at a time by pressing the left mouse button. Reading times were recorded after each sentence. At the end of each narrative two word recognition tests were administered to prompt readers to read the sentences without blindly clicking through; word recognition was not used in analyzing the data. The participant was presented with the question as to whether a particular word appeared in the narrative and indicated either 'yes' or 'no' by selecting an option with the mouse. There was a 500-ms pause between questions and between a question and the start screen for the next narrative. Participants were given untimed rest periods after the first two sets of four narratives.
Design and Subjects. Twenty-two middle school teachers participating in a technology research program volunteered to participate. Each participant only read one condition of each narrative. The narrative conditions were counter-balanced in a rotating sequence, and the order of narratives given to each participant was randomized.
Results
First, a bivariate regression analysis carried out to model how reading times vary with overall relatedness ratings (calculated for every sentence but the first of each narrative) found that relatedness was a small, but statistically significant, predictor of reading times across all sentences (b ¼ À0.175, ¼ 2.98), confirming the hypothesis. Sentence reading times dropped an average of 175 ms for each point increase in relatedness score. The relationship was statistically significant: F(1,743) ¼ 32.28, p < 0.0001, ¼ 0.0416, indicating that about 4% of the variance in reading time was explained by the relatedness score. Figure 13 displays the scatter plot and regression line. The relationship held when reading times were scaled by the number of words per sentence F(1,743) ¼ 10.82, p < 0.0011. Reading times for initial, introductory sentences (e.g. 'There was a boy named Billy.') were not used in the analysis, as their relatedness was 0. This removed one to four sentences from the beginning of each narrative.
Second, a repeated measures ANOVA was employed to test the difference in the reading times of key sentences between the high relatedness and low relatedness conditions. The ANOVA showed a significant effect, F(1,86) ¼ 4.78, p < 0.05, indicating that reading times were slower for the low relatedness condition, confirming the hypothesis. Table 1 presents the summary statistics for each condition. The difference in conditions held when reading times were scaled by the number of words per sentence, F(1,86) ¼ 5.36, p < 0.05.
Discussion
The results of this experiment support the MEI model of focus in narrative comprehension. As predicted by the hypothesis, sentences with higher relatedness had shorter average reading times. The regression analysis shows this general trend for the sentences in the narratives, reading times decreased an average of 175 ms for each additional point on the relatedness score. The repeated measures ANOVA shows this effect in a small set of test sentences. When the test sentences were highly related, they were read faster than in the low relatedness condition.
Experiment 2
The second experiment was designed to assess the availability of inference related information at the end of reading short narratives. This study tests online inferences without reading strategy instruction. These are inferences that are made during reading without specific instruction to do so. If the inferences are constructed by the reader, the inferences will activate related information in the reader's mental model of the story and make this information more available at the end of the narrative. On average, this activation improves a reader's recall of related words in the narrative, and it disrupts the reader's ability to recognize that other related words were not in the narrative. The overall hypothesis was that inference conditions would change the word recognition response times in favor of the inference (i.e., response would be longer if the word was not in the text and shorter if it was in the text).
Method
Materials. The narratives consisted of four filler narratives and eight experimental narratives divided between four narratives designed to test causally necessitated inferences and four narratives designed to test intentionally necessitated inferences. The narratives were created by first creating an IPOCL story plan, selecting a Sequence of Discourse Content from the plan, and then using text templates to translate the sequence to text. Each of the test narratives had two conditions: the prompted condition necessitated and enabled the appropriate inference according to the MEI model, and the un-prompted condition did not predict an inference due to either lack of necessitation or enablement. The conditions were the same length in sentences and approximately the same number of words per sentence. The narratives ranged from 9 to 21 sentences each, and at most 4 lines were changed between conditions. The exact narratives can be found in the Appendix of Niehaus (2009) .
Procedure. The narratives were displayed one line at a time by a Java applet within a browser window. The experiment began with instructions and a short example narrative. Participants were asked to read for comprehension, and were not informed they would be timed. The participants advanced the narrative one sentence at a time. At the end of each narrative two word recognition tests were administered. The participant was presented with the question as to whether a particular word appeared in the narrative and indicated either 'yes' by pressing the 'z' key or 'no' by pressing the '/' key. In the causally necessitated inference narratives, readers were asked about a verb prompted by the inference; this word did not appear in the text. In the intentionally necessitated inference narratives, readers were asked about present in the stated intention of the character; this word did appear in the text. This difference is due to pilot findings that narratives that prompt intentional inferences with words not in the text tended to have an unusual structure, seemingly contrived for this purpose.
Design and Subjects. Eighteen students from an introductory Artificial Intelligence class participated in the study for course credit. Each participant only read one condition of each narrative. The narrative conditions were counter-balanced in a rotating sequence, and the order of the narratives given to each participant was randomized.
Results
The overall results are presented in Tables 2 and 3 . Reading times per word are included for completeness only. In the intentional narratives, participants were slightly faster to respond in the unprompted condition, and the error rate was slightly less in this condition as well. They were able to recall that a word relating to the intention was part of a narrative slightly faster and more accurately when the events in the narrative did not heavily involve that intention or allow for inferencing involving that intention. An ANOVA was calculated between the prompted and unprompted conditions, but no statistically significant effects were found. This result is counter to our original hypothesis.
In the causal narratives, participants were slightly faster to respond in the unprompted condition, and the error rate was slightly less. They were able to recall correctly that a word was 'not' in the narrative slight faster and more accurately when the narrative did not prompt an inference related to the word. The prompting of the inference appears to slow down response time and increase error rate. This result is in line with our original hypothesis (though without statistical significance).
Two interesting trends emerge from the data. The first is that reading times correlate significantly with response times. The second is that the variances for the response times are quite large; one standard deviation away from the mean ranges from 1 to 5 s in the intentional narratives. Using these observations, participants were split into two groups: slow readers (above median) and fast readers (equal or below median) based on their average reading time. The effect of the conditions on these two groups were analyzed. Tables 4 and 5 show the results of the second analysis for the intentional narratives. Figure 14 is the box plot of the log response times. In the slow readers group, response time was faster in the prompted condition. Adding actions related to the intention seemed to improve availability, as per our hypothesis. In the fast readers group, prompting slowed the response time dramatically. Adding actions related to the intention seemed to hinder availability. This last result approached significance at p < 0.069.
Discussion
The experimental condition changed overall response times, providing support for the general hypothesis. In the intentionally necessitated inference narratives, the effect of the inferences depended on whether the participants were slow or fast readers. In the slow reader group, the addition of the inferences seems to make the information more available to the reader. In this case, the reader may be using the semantics of the narrative to recall the information, and is thus aided by the inferences. In the fast reader group, the prompting of intentional inferences significantly slows the response time. In this case, the participant may be relying on the surface text of the narrative more than the semantics. Reading time is faster because the reader does not have to encode the semantics of the narrative, but response time is hindered by related information. The participant takes longer to recall a specific item out of a collection of highly related items than to recall a specific item out of a collection of unrelated items.
In the causally necessitated inference narratives, the results provide weak support for the specific hypothesis. The addition of causal inferences relating to a word not in the text seems to slow response times and increase error rates. The information may be more salient in the reader's mind, and the reader may have a more difficult time discerning whether the information was inferred or included. Overall, the difference in response times over the prompted conditions supports the claim that the MEI model is able to predict online, story-level inferences.
Experiment 3
This experiment was designed to assess the ability of INFER to generate Sequences of Discourse Content that prompt inferences. The hypothesis for this experiment is that when INFER is used to prompt inferences, readers would take less time to recognize words relating to those inferences than if INFER is used to generate similar narratives that do not prompt inferences. Events included purchasing a dress, a pickpocketing, drinking at the saloon, and a bank robbery. This source plan was used as the story input to INFER, and Sequences of Discourse Content were generated using single causal or intentional inference flaws, creating sequences prompting a single inference. These sequences were translated to text using simple templates, and used as the prompted condition for the experiment. Two of the four experimental narratives employed causally necessitated inferences and the other two employed intentionally necessitated inferences. The unprompted condition was constructed by switching one or more events from the sequence with steps from the story until INFER no longer predicted the inference. Two narratives were generated each with a single causal inference goal, and two narratives were generated each with a single intentional inference goal. A simple template function was used to map the narrative elements into a list of human readable sentences. The narratives ranged between five and six sentences each, and one line was changed between conditions. There was one short answer comprehension question and five word recognition questions after each narrative. The exact narratives can be found in the Appendix of Niehaus (2009) . Procedure. The narratives were displayed by a Java applet within a browser window. The experiment began with instructions and a short example narrative. In this experiment, the participants were instructed to read for comprehension and were informed they would be timed. The participants advanced the narrative one sentence at a time by pressing the spacebar.
At the end of each narrative, one comprehension question and five word recognition tests were administered. The comprehension question was a short answer question about a step in the narrative.
The participants answered by typing on the keyboard. Next, participants were presented with the question as to whether a particular word appeared in the narrative and indicated either 'yes' by pressing the 'z' key or 'no' by pressing the '/' key.
Design and Subjects. Forty students from an undergraduate computer science course and eight students from a graduate computer science course participated in the study for course credit. Each participant only read one condition of each narrative. The narrative conditions were counter-balanced in a rotating sequence, and the order of the narratives given to a participant was randomized.
Results
The results of our study are presented in Tables 6  and 7 . Figure 15 is the box plot of recognition times for the intentionally necessitated inference narratives. For the intentionally necessitated inference narratives, a two-factor mixed model ANOVA between prompted and unprompted conditions on the response times indicated a significant effect for prompted condition, F(1,73.4) ¼ 4.39, p < 0.05, but no effect for narrative, F(1,47.2) ¼ 2.34, and no interaction, F(1,80.9) ¼ 0.02. The average response time was shorter when the word was prompted by an inference condition. This result indicates that the intentional inferences were constructed and that they had an effect on reading comprehension.
For the causally necessitated inference narratives, a two-factor mixed model ANOVA on the response 
Discussion
These results provide support for INFER's generation of Sequences of Discourse Content to prompt inferences. Sequences generated to prompt these inferences had a significant effect on the comprehension measure of word recognition times. The intentionally necessitated inferences had a strong effect on recognition times. Recognition times decreased nearly 25% when in conjunction with a prompted inference. The causal inferencing narratives, while decreasing response time, did not show a significant effect due to prompting. This may be because intentionally necessitated inferences are forward looking, often persisting for multiple steps in the sequence, while causal inferences are backward looking, often ending after a single step. Thus, causally necessitated inferences are enabled for shorter periods of time. For this reason their effect on comprehension may be less, making them more difficult to detect.
The collection of these results creates a strong case for the MEI model of narrative comprehension and INFER's generation capability. The results of experiment 1 show that MEI's model of focus predicts measures of activation in readers. Participants were able to more quickly read sentences that were predicted as having higher relatedness by the MEI model. The results of experiment 2 show that MEI's model of inferences predicts changes in measures of activation of related concepts in readers. Participants in the fast reader group slowed significantly when deciding whether a word related to an inference was in the narrative (when, in fact, it was). The results of experiment 3 validated INFER's ability to generate Sequences of Discourse Content to prompt inferences. Participants were able to recognize a word in the narrative more quickly when it was related to a prompted inference. While the predictions of INFER are supported by these experimental outcomes, the authors note that the underlying representations of INFER may be completely different from how the human mind stores and manages this information; INFER only mimics the cognitive outcomes of this processing to a degree. The sum of these results indicates that INFER is operating on a valid reader model, and is able to effectively use its reader model to generate Sequences of Discourse Content with desired comprehension criteria
Conclusions
The principal contributions of this work are an empirically evaluated formal model of narrative focus, an empirically evaluated formal model of narrative inferencing, and an empirically evaluated method of selecting narrative discourse content to satisfy comprehension criteria. This work is unique in that it (1) employs theory from cognitive models of narrative discourse comprehension to inform the creation of computational models of narrative comprehension and (2) employs these models for generation. The work defines an explicit computational model of a reader's comprehension process during reading, predicting aspects of narrative focus and inferencing. Focus is derived from activation values in an association network. Inferences about the story world are generated by a partial-order planner. This reader model is employed in a narrative discourse generation system to select content from a source plan, creating discourses that satisfy comprehension criteria. The generation component defines a novel partial-order planning algorithm to satisfy the criteria. This work has implications for both cognitive scientists and builders of narrative generation systems. For cognitive scientists, new, more precise models of narrative comprehension may be defined and tested, removing possible researcher bias and improving the independence of experimental measures. For implementers of systems, the ability to generate narrative discourses that are more coherent and cohesive may improve the effectiveness of narrative systems in entertainment, training, and education. The ability to predict aspects of comprehension in generated discourses gives the implementers new power for influencing narrative experiences.
Although this work is unique in its approach, there are some limitations. First, although the computational complexity of the planning algorithm matches the complexity of the decision task presented by the problem, the complexity is still generally nonpolynomial. Second, the specification of narrative content solely by the comprehension criteria is not natural to authors. This relates to the third limitation, the expressiveness of the reader model is limited to two main properties of comprehension, while cognitive models of narrative discourse comprehension have found evidence for many differing properties of comprehension. Fourth, while the empirical evaluation of the presented model covered the three main contributions, the empirical evaluation of narrative generation systems is complex and difficult, and more experiments may provide further evidence for or against components of the system. Lastly, this algorithm requires representation of the story world in an IPOCL plan structure, including the logical preconditions and effects of steps, causal relationships, and temporal relationships. This representation may not always be convenient for nonplanning-based systems, and other representations that include characters, causality, and temporality may be explored in future systems.
There are several possible areas of future work. The reader model may be extended to account for more aspects of narrative comprehension: other forms of inference, the skill of the reader, situated reasoning models. The comprehension criteria may be modified to provide a more natural means of expressing authorial control over the reading experience, and the new requirements may be propagated back into the model. Finally, generating sequences of discourse content from a planning domain, rather than a source plan, is an intriguing prospect. In such a system, the planner is responsible not only for choosing content at the discourse level, but also constructing a coherent story level to adhere to comprehension criteria.
