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Locally convex spaces
If V is a vector space and {p α : α ∈ A} is a separating family of seminorms on V , then there is a unique topology with which V is a locally convex space and such that the collection of finite intersections of sets of the form {v ∈ V : p α (v) < }, α ∈ A, > 0 is a local base at 0. 1 We call this the topology induced by the family of seminorms. If {p n : n ≥ 0} is a separating family of seminorms, then
is a metric on V that induces the same topology as the family of seminorms. If d is a complete metric, then V is called a Fréchet space.
Schwartz functions
For φ ∈ C ∞ (R, C) and n ≥ 0, let
We define S to be the set of those φ ∈ C ∞ (R, C) such that p n (φ) < ∞ for all n ≥ 0. S is a complex vector space and each p n is a norm, and because each p n is a norm, a fortiori {p n : n ≥ 0} is a separating family of seminorms. With the topology induced by this family of seminorms, S is a Fréchet space.
2 As well, D : S → S defined by (Dφ)(x) = φ (x),
x ∈ R and M : S → S defined by
are continuous linear maps.
Hermite functions
Let λ be Lebesgue measure on R and let
With this inner product, L 2 (λ) is a separable Hilbert space. We write
which is a polynomial of degree n. H n are called Hermite polynomials. It can be shown that
For m, n ≥ 0,
h n are called Hermite functions. Then for m, n ≥ 0,
One proves that {h n : n ≥ 0} is an orthonormal basis for (
We remind ourselves that for x ∈ R,
and by the dominated convergence theorem this yields
2 /4 e −ixy dy, and so
4 Mehler's formula
We now prove Mehler's formula for the Hermite functions.
5
Theorem 1 (Mehler's formula). For z ∈ C with |z| < 1 and for x, y ∈ R,
2 ξζz dξdζ.
The Hermite operator
which is a continuous linear map S → S , which we call the Hermite operator. S is a dense linear subspace of the Hilbert space L 2 (λ), and A : S → S is a linear map, so A is a densely defined operator in L 2 (λ). For φ, ψ ∈ S , integrating by parts,
showing that A : S → S is symmetric. Furthermore, also integrating by parts,
It is straightforward to check that each h n belongs to S . For n ≥ 0, we calculate that h n (x) + (2n + 1 − x 2 )h n (x) = 0, and hence
i.e. Ah n = (2n + 2)h n .
Therefore, for each h n , A −1 h n = 1 2n+2 h n , and it follows that there is a unique bounded linear operator T :
The operator norm of T is
The Hermite functions are an orthonormal basis for
from which it is immediate that T is self-adjoint. For p ≥ 0,
This means that for p ≥ 1, T p is a Hilbert-Schmidt operator with HilbertSchmidt norm
6 http://individual.utoronto.ca/jordanbell/notes/traceclass.pdf, Theorem 11. 7 http://individual.utoronto.ca/jordanbell/notes/traceclass.pdf, §7.
Creation and annihilation operators
Taking the derivative of (1) with respect to x gives
so H 0 = 0 and for n ≥ 1,
Furthermore, from its definition we calculate
We define B : S → S , called the annihilation operator, by
which is a continuous linear map S → S . For n ≥ 1, we calculate Bh n = (2n) 1/2 h n−1 , and h 0 (x) = π −1/4 e −x 2 /2 , so Bh 0 = 0.
We define C : S → S , called the creation operator, by
which is a continuous linear map S → S . For n ≥ 0, we calculate
Thus,
For φ ∈ S , B − C = 2D.
Furthermore,
7 The Fourier transform
For ξ ∈ R, by the dominated convergence theorem we have
in other words,
Also, by the dominated convergence theorem we obtain
For φ ∈ S ,
φ →φ is an isomorphism of locally convex spaces S → S . 8 Using (7) and the Cauchy-Schwarz inequality
, and using (6) and the fact that |φ|
8 Walter Rudin, Functional Analysis, second ed., p. 186, Theorem 7.7.
and therefore
We remind ourselves that
we get
and
We now determine the Fourier transform of the Hermite functions.
Proof. For n ≥ 0, by induction, from F C = −iCF we get
2 /2 , it is a fact that
and using this with the above yields
There is a unique Hilbert space isomorphism F :
and then
8 Asymptotics
where
We calculate that the unique solution of the initial value problem v + λv = g,
Therefore the unique solution of the initial value problem (9) is
We calculate
i.e.
Thangavelu states the following inequality and asymptotics without proof, and refers to Szegő and Muckenhoupt. This uses the asymptotic expansion of Plancherel and Rotach. 
