We consider the following oscillatory integral operator
Introduction
The idea of restriction theorem for Fourier transform was due to E.M Stein in 1967. The following classical result was obtained by Stein and Tomas [8] 
in 1975.
Theorem A Let S ⊂ R n denote a manifold of dimension n − 1 with nonzero Gaussian curvature and S 0 be a compact subset of S. Denote the measure on S induced by Lebesgue measure on R n by dσ. Then
for f ∈ S , whenever 1 ≤ p ≤ 2n+2 n+3 and q = n−1 n+1 p ′ , where
More details about this theorem can be found in [6] . Especially, the compact subset S 0 can be n − 1 dimensional sphere. Note that if p = (2n + 2)/(n + 3) then q = 2. Later, Knapp gave an example to determine the optimality of q in Theorem A. On the other hand, it can be proved that no restriction theorem of any kind can hold for f ∈ L p (R n ) when p ≥ 2n/(n + 1), a conjecture naturally arose that the restriction theorem above extends to the range 1 ≤ p < 2n/(n + 1).
Because of the close connection with other notable conjectures such as the Kakeya and BochnerRiesz cojectures, as well as the local smoothing conjecture in PDE, the restriction problem has lead to tremendous interest. The connection can be found in [9] , [1] , [7] , [2] .
Actually, the operator T α,m can be seen as an extension of Fourier transform. Motivated by the restriction theorem of Fourier transform, we desire to get the similar result for T α,m . Now we formulate our main result. Theorem 1.1. In the notation (0.1), both α j (1 ≤ j ≤ n) and m are integers. Set α max = max{α 1 , · · · , α n } and denote the the n − 1 dimensional sphere by S n−1 . If α j ≥ 3(1 ≤ j ≤ n), 2 ≤ n < m ≤ nα max and 1 ≤ p ≤ 2nαmax 2nαmax−m , then the inequality
holds.
Some lemmas
To obtain the main result, some lemmas are needed.
Lemma 2.1. ( [6] ) Let ψ be a smooth function supported in the unit ball. For a real-valued function φ which satisfies |∂ α x φ| ≥ 1 throughout the support of ψ for some multi-index α with |α| > 0, there holds the next estimate
where k = |α|.
This lemma corresponds to the higher-dimensional van der Corput Lemma.
Lemma 2.2. Suppose that K b a is an operator defined by
where n < a ≤ b and
Then the next two statements hold:
b−a n and 1 < p < b b−a . Lemma 2.2 was essentially established in the reference [5] . Before the further discussion, we introduce an important concept: critical point. If a point x 0 satisfies ∇φ(x 0 ) = 0, then x 0 is a critical point of φ.
Lemma 2.3. ([6])
Suppose ψ is smooth, has compact support, and φ is a smooth real-valued function that has no critical points in the support of ψ. Then
A critical point x 0 is said to be nondegenerate, if the symmetric n × n matrix
is invertible. In such a case, the next oscillatory integral estimate follows.
Lemma 2.4. ([6])
Suppose that φ has a nondegenerate critical point at x 0 and φ(x 0 ) = 0. If ψ is supported in a sufficient small neighborhood of x 0 , then we have
where λ > 0.
In one-dimension case, there is a precise asymptotic expansion which is crucial in our optimality argument. 
If ψ is supported in a sufficient small neighborhood of x 0 , then
in the sense that, for all nonnegative integers N and r,
Before approaching Theorem 1.1, we should establish the next lemma.
Lemma 2.6. Suppose that λ 1 , . . . , λ n are n real numbers and λ = (λ 1 , . . . , λ n ). Let
where S n−1 is the n − 1 dimensional sphere and β j ≥ 3 are integers with 1 ≤ j ≤ n. Set
furthermore, the estimate is optimal.
Proof. Let
for 1 ≤ k ≤ n and x ∈ S n−1 . Hence {ψ k } forms a unity partition of S n−1 . Write
where
n . In order to prove that I(λ) satisfies the inequality (2.3), it suffices to prove the same claim for every I k (λ)(1 ≤ k ≤ n). Without loss of generality, we analyze I n (λ). A direct computation yields
On account of the similarity between I 1 n (λ) and I 2 n (λ), Lemma 2.6 is simplified to prove that I 1 n (λ) satisfies the inequality (2.3). Given y = (y ′ , y n ), then
The equality ∇ y ′ φ ξ = 0 brings us three kinds of critical points.
If all the critical points are outside the support of ψ n , we can derive the inequality (2.3) from Lemma 2.3. So we always suppose that the critical points are contained in the support of ψ n .
We first take the critical point y ′ = 0 (naturally y n = 1) for example. For this critical point, we split the argument into two cases.
Case I: |ξ n | ≪ 1.
Although ξ k ′ may be not unique, it does not affect our estimate. Since |ξ n | ≪ 1,
throughout the support of ψ n , we can conclude
by employing Lemma 2.1 Case II: |ξ n | ≈ 1.
We will show that in this case the critical point y ′ = 0 is nondegenerate. At the critical point, it follows
Then the matrix
is invertible obviously. Thus the critical point y ′ = 0 is nondegenerate, Lemma 2.4 implies
We now turn to the second kind of critical points of φ ξ . Similar to the argument above, we also divide this argument into two cases.
For convenience, we still use the notations we have denoted above. In this case |ξ n | ≪ 1 and C n ≤ y n < 1, naturally
still holds throughout the support of ψ n . Lemma 2.1 indicates
Case II: |ξ n | ≈ 1.
Similarly, We shall show that in this case the critical point y ′ is nondegenerate. At the critical point, we have
Provided that the critical point satisfies β k ξ k y
. Based on this, it is easy to verify
Then the matrix 
We shall show that the matrix is invertible. Decompose this matrix into two parts:
As Λ + Y T · Y is positive definite, the critical point y ′ is nondegenerate apparently. By a smooth truncation of ψ n (supported in such a small neighborhood of y ′ that the neighborhood contains only one critical point y ′ ), Lemma 2.3 leads to
Combining the arguments of the first and the second kind of critical points gives the proof of the third kind of critical points. The verification is easy and we omit it. Up to now, we have confirmed the estimate. For the claim in 2.6, it remains to give the optimality argument. To prove the estimate is optimal, we need only show that in a fixed direction of λ = (λ 1 , · · · , λ n ) denoted by λ, it follows I λ = a 0 λ −1/βmax
where a 0 > 0 is a constant not related to λ and o denote the higher-order term. Without loss of generality, set β n = β max , we will show that for λ = 0, · · · , 0, λ = λ (0, 0, · · · , 1), the equality (2.4) holds.
In this case,
No matter whatever critical points I n λ have, we can derive
from Case II of the three kinds of the critical points we have discussed. Obviously,
On the other hand, the change of variable formula yields
We claim that Ψ n (y n ) is a smooth function with compact support. The fact that Ψ n (y n ) is smooth on the interval (−1, 1) is obvious, it suffices to verify Ψ n (y n ) is supported in [−1, 1].
Since the equality n k=1 ψ k (x) ≡ 1 and U ′ n = {y ∈ S n−1 :
Clearly, Ψ n (y n ) is a smooth function with compact support. By using Lemma 2.5 in which r = 0, N = 1, we acquire
The value of a 0 can be computed according to the proof of Lemma 2.5 presented in [6] , we figure it out that
Considering the property of ψ n that supp (ψ n ) ⊂ {y ∈ S n−1 : |y n | ≥ C n = 1 √ n }, we have ψ n (0, θ) = 0 and a 0 ≈ S n−2 = 0.
Combine the estimates (2.5), (2.6) and (2.7), we obtain (2.4). The proof is complete.
This lemma is an estimate of the decay rate of oscillatory integral, it plays an important role in the proof of Theorem 1.1.
Proof of Theorem 1.1
For any f ∈ S , the L 2 norm of T k,m (f ) on n − 1 dimensional sphere is
By means of Lemma 2.6, the oscillatory integral in the last line satisfies 
By employing Lemma 2.2, the next inequality holds
If the right side of the inequality above is finite, then we get the L 2 boundedness on n − 1 dimensional sphere of the operator T α,m . For this purpose, we require that the operator K 
Characterization of necessary condition
In this section, we mainly investigate a necessary condition which ensures the inequality (1.2) hold. Motivated by the optimality argument of the restriction theorem in [6] and the Knapp's example stated in [4] , we give a necessary condition. For other applications of this technique, readers may refer to [10] and [3] .
Theorem 4.1. If the inequality (1.2) holds, the index p must satisfy
Proof. Owing to the smoothness of T α,m (f ), the inequality of (1.2) actually equals
for sufficiently small positive δ(δ < 1 2 ). Since the shell {x : 1 − δ 2 ≤ |x| ≤ 1 + δ 2 } contains the following rectangle
if c is a sufficiently small constant, we obtain
In this case, we set
are intervals and c j (1 ≤ j ≤ n) are small positive constant we will decide later. Then for a fixed point x ∈ R δ ,
Now we estimate each |F j (x)|.
Case I: j = 1.
Provided that Case II: 2 ≤ j ≤ n.
In the same way, it follows that
In view of the arguments of Case I and Case II, we have Using the same arguments as in Case I and Case II, we can easily carry out the necessary condition.
