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Abstract 
Artificial neural network (ANN) learning methods provide a robust and 
non-linear approach to approximating the target function for many classifica-
tion, regression and clustering problems. ANNs have demonstrated good pre-
dictive performance in a wide variety of practical problems. However, there 
are strong arguments as to why ANNs are not sufficient for the general repre-
sentation of knowledge. The arguments are the poor comprehensibility of the 
learned ANN, and the inability to represent explanation structures. 
The overall objective of this thesis is to address these issues by: (1) expla-
nation of the decision process in ANNs in the form of symbolic rules (predicate 
rules with variables); and (2) provision of explanatory capability by mapping 
the general conceptual knowledge that is learned by the neural networks into 
a knowledge base to be used in a rule-based reasoning system. 
A multi-stage methodology GYAN is developed and evaluated for the task 
of extracting knowledge from the trained ANNs. The extracted knowledge is 
represented in the form of restricted first-order logic rules, and subsequently 
allows user interaction by interfacing with a knowledge based reasoner. The 
performance of G YAN is demonstrated using a number of real world and ar-
tificial data sets. The empirical results demonstrate that: (1) an equivalent 
symbolic interpretation is derived describing the overall behavior of the ANN 
with high accuracy and fidelity, and (2) a concise explanation is given (in 
terms of rules, facts and predicates activated in a reasoning episode) as to why 
a particular instance is being classified into a certain category. 
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Glossary of terms and abbrevi-
ations 
AI artificial intelligence. 
ANN artificial neural network. 
BT (BpTower) a feedforward cascade type network that employs gradient 
descent for learning a single layer network. 
C4.5 a decision tree learning algorithm. 
CC cascade correlation network. 
CEBPN (constrained error back propagation network) a special class offeed-
forward networks that utilizes local functions in the construction of hid-
den layers. 
CNF (conjunctive normal form) an expression can be represented as a con-
junction of disjunctions, such as disnjunct1 1\ disjunch. 1\ disjunctn-
Each individual disjunction can be of arbitrary length, such as a1 V a2 .. V 
CSN connectionist semantic network. 
class'n (classification) mismatch a measure of rule accuracy, given as the 
ratio of the incorrectly classified instances to the total number of in-
stances. 
Xl 
comprehensibility a measure of symbolic interpretation of a generated rule 
set, given as the number of predicate rules, the number of entities, and 
the number of conjunctive expressions, etc. 
DNF (disjunctive normal form) an expression can be represented as a disjunc-
tion of conjunctions, such as conjunct1 V conjunch. V conjunctn. Each 
individual conjunction can be of arbitrary length, such as a1 1\ a2 .. 1\ ak. 
discretisation a process that quantizes the numeric data [mini, ... , maxi] 
into a number of intervals, and maps each interval to a discrete value/symbol. 
Foil a first order inductive inductive learning algorithm. 
fidelity a measure of the agreement between the ANN and the extracted rule 
set. 
functional dependencies If a variable can be presented with another vari-
able to represent a function or a rule, the variables are called depen-
dent. For example, if a person is of a N nationality then the person 
speaks a L language, can be easily represented by langauge(P, L) ¢= 
nationality(?, X). 
Gyan a multi-stage methodology to generate predicate rules from neural net-
works, developed in this thesis. 
inferencing a process by which an inference engine reaches to a conclusion. 
LAP a decompositional rule extraction technique that derives symbolic rules 
from analyzing (search and test) weight parameters in the feedforward 
networks. 
lgg (least general generalization) if a sentence C B-subsumes a sentence D, 
such that CB ~ D, C is the least general generalization of D under B-
subsumption. (see also B-subsumption) 
ML machine learning. 
Xll 
Network architecture the number of input (I), hidden (H) and output (0) 
nodes in ANNs. 
PBT pruned BpTower networks. 
PCC pruned cascade correlation networks. 
predicate (pred') rules see restricted first order rules. 
RMSE root mean square error. 
R ULEX a decompositional rule extraction technique that directly interprets 
each local hidden unit (weights) in CEBPN into symbolic rules. 
Rule VI a pedagogical rule extraction technique that generates a rule set by 
repeatedly changing antecedents of the training instances, querying the 
trained ANN, and examining the network's response. 
reasoning see inferencing. 
restricted first-order rules first-order rules (i.e. rules with variables and n-
ary predicates) with the following limitations: (1) any variables occurring 
in antecedents of a rule must occur in the consequent of the rule and (2) 
recursively defined predicates and infinite terms are not allowed. 
SHRUTI a connectionist knowledge based reasoning system to efficiently en-
able dynamic inferencing based on the synchronous firing of constituent 
nodes in distinct phases. 
sparse-coded representation each value of the discrete (categorical) at-
tribute with n possible values is represented by an n-bit binary string, 
with only one bit carrying a value of one corresponding to the attribute's 
value. 
B-subsumption the subsumption method to eliminate all sentences that are 
subsumed by a least general sentence in the extracted rule set. 
weight decay a regularisation term included in the error function to be min-
imized during ANN training. 
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Chapter 1 
Introduction 
Since their revival in the early 1980s, artificial neural networks (ANNs) have 
been extremely valuable for learning from examples and making predictions 
for unseen examples. ANNs have been successfully applied to a wide range 
of pattern recognition and function approximation problems [Murray, 1992; 
Simpson, 1996; Browne, 1997]. However, there are strong arguments as to 
why ANNs are not sufficient for the general representation of knowledge (the 
desired function). 
One of the arguments is the inability to explain the decision process, not 
readily yielding coherent explanations as to why certain data is classified into 
a particular category. ANNs do not have explicit, declarative knowledge struc-
tures that allow the representation of explanation structures such as reasoning 
paths, explanation of expectation failure etc [Diederich, 1992]. The trained 
ANN is considered very much a 'black box' solution to the underlying problem, 
as its structure and reasoning is relatively inaccessible to higher level reasoning. 
This limits the range of possible explanation methods significantly [Diederich, 
1992]. Therefore ANNs must overcome their limitations as representational 
systems to gain an even wider degree of user acceptance and to enhance their 
overall utility as learning and generalization tools. 
1 
1.1 Rule extraction from ANNs 
Symbolic machine learning systems have an explicit, declarative representation 
of knowledge about a problem domain that enables a user explanation about 
how and why a conclusion has been reached. A user friendly system such as this 
is widely required in practical applications. The successful application of ANN 
methods and systems in fields such as commerce, engineering, medicine and 
science, offers a clear testament to the capability of the ANN paradigm [An-
drews et al., 1995]. However, ANNs require an explanation mechanism similar 
to those in symbolic machine learning systems. This will enable users to un-
derstand its decision process and hence gain more widespread user acceptance. 
The problem of understanding why a trained ANN makes a decision has a 
long history in the field of connectionist modeling. Knowledge in an ANN is 
distributed across the network and embedded in the form of numerical weight 
parameters. One promising approach to this problem is to map the weighted 
parameters into a symbolic description. The symbolic interpretation of knowl-
edge embedded in the trained ANN is an approach to overcome the 'black box' 
problem. This type of reformulation known as rule extraction can explain the 
network behavior and facilitate transfer of learning as well. ANN techniques 
identify the dependencies existing in data and predict future behavior, and rule 
extraction techniques provide the means to comprehend the decision process 
of ANNs. 
The need for understanding an ANN's functional behavior in critical do-
mains has led to a number of approaches that try to explain the ANN's deci-
sion process with various types of symbolic rule formalism. The rules that are 
extracted from ANNs after training are usually in propositional form. How-
ever, there are limitations inherent in propositional logic. For example, a 
rule set consisting of purely local rules that attempt to explain a problem 
that is non-local in nature are not sufficient. The (local or propositional) 
rule set extracted from the network may be accurate in terms of data points 
2 
classified and overly specific, however the actual problem description will not 
be revealed such as X = Y where X and Y are two attributes in the data 
set. There must be an approach of mapping such a set of propositional 
rules to a rule set expressed in first, or higher order logic where the non-
localness is made explicit. The mapping of propositional rules to generalized 
rules (with variables and n-ary predicates) provides a language suitable for 
describing the knowledge embedded in ANNs [Nayak and Diederich, 1998; 
Visser et al., 1998]. The predicate rules allow learning of general rules as well 
as learning of internal relationships among variables. 
1. 2 Rule insertion 
Connectionist semantic networks (CSNs) are able to encode a wide variety 
of data such as rules with variables, stored facts, and type-hierarchy [Shastri, 
1988]. The emphasis of CSNs is on knowledge representation, reasoning strate-
gies and the ability to explain through a large number of highly interconnected 
but relatively simple processing elements [Gusgen and Holldobler, 1992]. CSNs 
are suited for user explanation because of their explicit structure, such as the 
inheritance hierarchy [Diederich, 1992]. In most of the CSNs, for instance in 
the SHRUTI connectionist semantic network [Shastri and Ajjanagadde, 1993], 
the rules and facts (comprising the knowledge base) are hardwired, and there 
are no mechanisms provided to adapt the knowledge base. Provision of a learn-
ing component for such artificial reasoning systems is essential [Dillon, 1997]. 
The limitation of representational power and declarative ability in ANNs 
can be handled by inserting the attained symbolic form of rules from the 
trained network (and processed into (a subset of) first order logic) into con-
nectionist semantic networks like SHRUTI. Since the two approaches address 
different levels of knowledge representation and problem solving, combining 
their strength in an integrated environment is justified. The symbolic rules 
processed from a trained ANN can be fed into a rule-based connectionist rea-
3 
Figure 1.1: The Gyan methodology 
soning system. This system then performs a similar task to the ANN but with 
an explanatory capability. The explanation is gained through operational pred-
icates, rules, and facts activated in a reasoning episode. As Diederich [1992] 
argues that explanation is not just a simple replay of activation patterns but 
a partial or full reproduction of inference states which makes the structural 
relations explicit that have been used during inference. Additionally, in case 
of partially specified queries posed during a reasoning episode, the unknown 
values (or variables) are supplemented by the reasoner according to the stored 
knowledge. This also alleviates to some extent the problem of limited or in-
complete data. 
1.3 Scope of the thesis 
The thesis is driven by two underlying goals: (1) explanation of the decision 
process in ANNs in the form of symbolic rules (predicate rules with variables); 
and (2) provision of explanatory capability by mapping the general conceptual 
knowledge that is learned by ANNs into a knowledge base to be used m a 
rule-based reasoning system. 
A domain-independent multi-stage methodology GYAN1 (Figure 1.1) is de-
veloped and evaluated for the task of representing knowledge from the trained 
ANNs in the form of restricted first-order rules2 . The objective is to apply 
GYAN to a combination of pattern recognition and decision making problems. 
1 GYAN is a Sanskrit word which refers to the knowledge or awareness gained by exam-
ples j experience. 
2 Recursively defined predicates and infinite terms are not allowed in this knowledge 
representation. There are also restrictions on the appearance of variables in rules to satisfy 
the constraints imposed by the SHRUTI connectionist reasoning system. This type of rules 
are also called 'predicate rules with variables'. 
4 
The GYAN methodology derives an equivalent symbolic interpretation de-
scribing the overall behavior of the ANN, and also gives a concise explanation 
(in terms of activated rules, facts and predicates in a reasoning episode) as to 
why a particular instance is being classified into a certain category. GYAN can 
be successfully applied to knowledge discovery and data mining tasks and to 
automate knowledge acquisition tasks. 
1.4 Thesis organization 
A brief overview of this thesis is as follmvs: 
Chapter 2 provides background material for the generation of symbolic rules 
from ANN s. This chapter provides a link between the methodology pre-
sented in the thesis and work in the field of inductive learning. Previous 
researchers have done much work in the area of learning a set of rules 
from a set of training examples. This chapter describes three types of 
techniques for empirical learning tasks: rule extraction from ANNs; sym-
bolic propositional inductive learning (learning decision trees and logical 
concept definitions from examples); and the first-order inductive learning 
techniques. This chapter also contains an extensive survey of techniques 
(published to date) for rule-extraction from ANNs. The background 
material on rule extraction from ANNs is included to enable a better 
understanding of the contributions of the methodology presented in sub-
sequent chapters. 
Chapter 3 introduces the basic ideas in the GYAN methodology, i.e. the 
integration of neural learning and rule-processing. This chapter presents 
a framework for the integration and explains the \Vhole process with a 
simple example. This chapter also briefly reviews a few (representative) 
connectionist semantic networks. 
Chapter 4 presents the G YAN methodology that generates the restricted 
first-order logic rules from the trained ANN, and subsequently allows 
5 
user interaction by interfacing with a knowledge based reasoner. The 
GYAN methodology is the main contribution of this thesis. It consists of 
many stages and includes many components. The framework has several 
strong points. The first one is the ability to map the trained ANN into 
a set of predicate rules. The predicate rules can then be processed by a 
connectionist reasoning system to provide an explanation of the decision 
process in the trained ANN. The important aspect is the mapping of ex-
tracted propositional rules into the predicate rules with variables. This 
mapping is done by a procedure containing a set of post-processing and 
generalization rules and acts as an interface between the trained ANN 
and any inference engine. Another important point is the identification of 
important variables for the rule-extraction process by pruning irrelevant 
nodes and links from the trained ANN. The distinguishing feature of the 
pruning algorithm is the identification of relevant connections from the 
input nodes to the hidden/output nodes based on the magnitude of their 
weights, and maintaining the predictive accuracy of the ANN after prun-
ing. Another strong point is the applicability of predicate rule-extraction 
to a broad class of ANN architectures. 
Chapter 5 lays the foundation for the experimental analysis of the G YAN 
methodology. This chapter first deals with data representation steps to 
prepare data according to relevant classifiers in GYAN. This chapter 
briefly describes all the application domains that are used to evaluate 
GYAN. Chapter 5 also contains the evaluation criteria to present the 
outcome of this methodology. 
Chapter 6 presents a series of experiments that empirically evaluate the 
GYAN methodology in the context of classification learning tasks. The 
purpose of the experiments is to evaluate the effectiveness of GYAN along 
the dimensions of explanatory power, accuracy, fidelity and comprehen-
sibility. For each of the data sets, the results obtained using GYAN 
compare favorably with those reported by other authors, and those ob-
tained with other algorithms (FOIL and C4.5). The successful applica-
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tion and competitive results obtained by GYAN for various problem do-
mains demonstrate its effectiveness in real-life problems (such as 'Queens-
land Rail' and 'Remote Sensing'), in fairly large size problems (in terms 
of number of attributes such as 'Breast Cancer', 'Moral Reasoning', 'Vot-
ing' and 'Mushroom'), and in continuous-valued problem domains (such 
as 'Cleveland heart disease'). Importantly, the agreement in the results 
obtained by different components at any stage of GYAN demonstrates 
the efficiency of the framework. 
Chapter 7 concludes the thesis with contributions, limitations of the thesis, 
and suggestions for further work. 
Appendix A describes some of the predicate rules generated by GYAN for 
all the problem domains discussed in chapter 5. 
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Chapter 2 
Background and related work 
The main focus of this chapter is to provide background material for the re-
mainder of the thesis. The chapter starts with the description of inductive 
learning and summarizes the generalization operators to derive general rules 
from the given examples. The description of these operators is essential as 
they are used further in the thesis to compute the general rules from specific 
rules. 
The second section describes connectionist and symbolic (propositional and 
first-order) inductive methods for learning rules from examples. This section 
also compares the knowledge representation as propositional rules and more 
expressive first order rules. The preceding part of this section gives a detailed 
introduction to rule extraction from ANNs, and also surveys other work that 
has been done in this area. The later part of this section gives a brief overview 
of symbolic propositional rule learning techniques including learning decision 
trees and learning logical concept definitions from examples. The last part of 
this section introduces first-order inductive learning techniques. The material 
on symbolic rule learning is relevant since the G YAN methodology presented 
in the following chapters represents rules as a subset of first-order logic and 
forms the basis for a comparison to a first-order inductive learner. 
9 
2.1 Inductive learning 
Machine learning (ML) is a branch of artificial intelligence concerned with the 
induction of knowledge or refinement of knowledge. The problem of inducing 
general concepts from specific training examples, by identifying features that 
empirically distinguish positive from negative examples, is central to machine 
learning. Over the last decade, machine learning has evolved from laboratory 
demonstration to the point where it has significant commercial value. Ma-
chine learning algorithms have been successfully applied to numerous difficult 
problems of practical interest [Mitchell, 1997], such as detecting credit card 
fraud by analyzing past transactions, steering a vehicle driven autonomously 
on public highways, and forecasting the most economical load distribution in 
a power system. 
Inductive learning1 is one of the main topics of study for researchers in 
machine learning (artificial intelligence), data-mining, statistics, cognitive sci-
ence and related fields. The basic problem studied in inductive learning is to 
acquire a good representation of the desired function from given examples, i.e. 
a systematic relationship between inputs and outputs. 
Research into inductive learning systems has been growing rapidly in three 
historically distinct areas: computational learning theory (which has under-
gone a renaissance in the last few years), symbolic machine learning (which 
has become a dominant influence in the field of artificial intelligence), and 
connectionist/neural learning (which has also seen enormous growth). 
Computational learning theory provides answers to questions such as 'Un-
der what conditions is successful learning possible and impossible?' and 'Under 
1There is another field of study called analytical or explanation based learning [Dejong 
and Mooney, 1986], which states that learning requires a priori knowledge with few training 
examples (or no training examples), and only occurs at the periphery of this knowledge. In 
other words, learning in analytical systems is to improve the already known concepts. 
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what conditions is a particular learning algorithm assured of learning success-
fully?' [Mitchell, 1997]. Computational learning theory assists to identify tech-
niques that can be applied into practical applications by providing theoretical 
analysis of the sheer size and complexity of the data. For example, this theory 
seeks to answer questions such as sample complexity (how many training ex-
amples are needed for a learning algorithm to converge to a successful hypoth-
esis?), computational complexity (how much computational effort is needed 
for a learning algorithm to converge to a successful hypothesis?), and error 
bound (how many training examples are allowed to misclassify before the learn-
ing algorithm arrives at a successful hypothesis?) [Anthony and Biggs, 1995; 
Mitchell, 1997]. Although general answers to all these questions are not yet 
known, a broad range of learning models and learning algorithms deal with 
these questions. A useful collection of results under the 'probabilistic ap-
proximately correct' (PAC) model can be found in Blumer et al. [1989] and 
Anthony [1997]. A good overview of results in the area of 'query learning' is 
the paper by Angluin [1992]. 
Symbolic machine learning approaches emphasis the learning of heuris-
tic, deterministic, and deductive models. These generate expressions (usually 
propositional or first-order logic) that are learned over the given attributes. 
Alternatively, connectionist/neural learning approaches emphasis learning of 
near-optimal (sometimes heuristic) stochastic models. These learn through in-
cremental changes of weights in a network consisting of elementary units called 
neurons. Lallement and Alexandre [1997] gives a brief list of the capabilities2 
usually attributed to connectionist and symbolic models (see Table 2.1). 
There are three basic types of inductive learning systems accomplishing 
2 Learning performance of connectionist models degrades while scaling up to large prob-
lems. For example, learning time in backpropagation neural networks often grows with the 
cube of the number of weights in the network [Collier and Waugh, 1994]. Learning time in 
decision trees is more or less linear in the product of the number of training examples and 
the number of attributes [Quinlan, 1986]. 
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Connectionist AI Symbolic AI 
Learning Easy Difficult 
Generalization Easy Difficult 
Noise tolerance Good \Veak 
Explanation None Good 
output - weights and bias human readable 
Data structure representation Difficult Easy 
Performance degradation Slow Fast 
Algorithmic Parallel Sequential 
Scaling up to large problems Difficult Easy 
Table 2.1: Some features of typical connectionist and symbolic mod-
els [Lallement and Alexandre, 1997] 
supervised, unsupervised and reinforcement learning tasks. Supervised induc-
tive learning task can be defined as determining the procedure for correctly 
assigning new unseen examples to target class( es), given the description of a 
set of examples each labeled as belonging to a particular class. In unsupervised 
learning, the training examples consist of features only, a target label(s) is not 
included. In reinforcement learning [Sutton and Barto, 1998], the state of a 
learning agent is observed and a set of actions is performed to alter this state. 
The task is to learn a control strategy for choosing actions that achieve the 
agent's goals. However, in this case the learner is not given an explicit output 
corresponding to a particular set of inputs. Instead it is periodically given 
performance indicators, i.e. a scalar reinforcement signal. The reinforcement 
learning task falls between the supervised and unsupervised learning tasks. 
The GYAN methodology developed in this thesis belongs to a class of super-
vised inductive learning algorithms predicting discrete-valued outputs. 
A supervised inductive learning problem is often formulated as the problem 
of reconstructing the function f that maps domain X to range Y (i.e. it takes 
X as input and outputs Y) for a given set of examples, each example of f is 
a pair (x1, y1) where x 1 E X, y1 E Y and y1 = f(x 1 ). In machine learning 
terminology, the domain values x1 , x2 , .. are called attributes, and the range 
values y1 , y2 , .. are called target classes. Given a set of examples of f, the task 
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of inductive learning (generalization) is to return a function or a hypothesis H 
(description) such that H approximates f as closely as possible [Shavlik and 
Dietterich, 1990]. In an ideal inductive learning problem, an induced hypoth-
esis H will agree with the classification of all the concept instances (training 
examples X). In practice, however, data given to the learner contains various 
kinds of errors, noise, etc., resulting in a hypothesis that does not completely 
agree with training examples. 
The task of generalization is quite common in everyday life, and is funda-
mental in the process of human learning. Human learning of a new concept 
is possible after seeing a few positive (and negative) examples only. Michal-
ski [1983] defines inductive generalization as the task of building a general 
description (hypothesis) from a set of examples such that the description can 
be used to obtain the prediction on new data. Many generalization and re-
formulation inference rules are required to induce an efficient description from 
pre-classified examples. A generalization rule is the transformation of a de-
scription (S) into a more general description (G) such that G f= S, one that 
tautologically implies the initial description [Michalski, 1983]. A reformulation 
rule is the transformation of a description into a logically equivalent descrip-
tion. Michalski [1983] suggests that a reformulation rule can be viewed as a 
special case of a generalization rule. 
Many classical generalization rules such as 'dropping antecedents or con-
ditions', 'turning constants into variables', 'turning conjunction into disjunc-
tion, 'climbing the generalization tree', 'extending the quantification domain', 
'inductive resolution' and '(}-subsumption', are extensively used in machine 
learning to implicate a specific to general relationship. Some of the gener-
alization/reformulation rules that are further used in this thesis are: 
1. Turning constants into variables: This rule is often used for general-
ization in inductive learning methods [Michalski and Chilausky, 1980]. 
If a number of descriptions with different constants are observed for a 
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predicate3 or a formula, this rule generalizes these observations into a 
p(a) 
p(b) 
p(c) 
p(d) VV, p(V) 
• 
• 
p(l) 
generic predicate or formula. For example if a unary predicate (p) holds 
for various constants a, b, .. l then the predicate p can be generalized to 
hold every value of a variable 11 with \1 being a constant a or a constant 
b, etc. 
2. 0-subsumption: The 0-subsumption rule forms the basis of constructing 
and evaluating the hypothesis space in many first-order logic learners for 
concept descriptions. In this thesis, it plays an important role. The con-
cept of general clauses generated using 0-subsumption provides the basis 
for mapping rules from a propositional representation to a representation 
using predicates. 
R. J. Popplestone [1970] first introduced the idea that generalization 
of literals exists and is useful for induction. Plotkin [1970; 1971] then 
rigorously analyzed the notion of generalization to automate the process 
of inductive inference. He examined the properties of first-order clauses 
under subsumption and developed an algorithm for computing the least 
general generalization of a set of clauses. 
Definition 1: (0-subsumption) A clause C 0-subsumes (~) a clause 
D, if there exists a substitution 0 such that CO ~ D. C is known as 
the least general generalization (lgg) of D (and D is specialization of C) 
under 0-subsumption ifC ~ D and, for every other E such that EO~ D, 
3The convention from logic programming and Prolog is followed, lower case names are 
used for predicates, functions, and constants, whereas variable symbols always begin with 
an upper-case letter (a more detailed format is given in [Lloyd, 1987; Wrobel, 1996]). 
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it is also the case that E() ~ C. 
The definition is extendible to calculate the least general generalization 
of a set of clauses. The clause C is the lgg of a set of clauses S if C is the 
generalization of each clause in S, and also a least general generalization 
[Bergadano and Gunetti, 1995, pp. 35]. 
For example, p( X, f (Y)) is the least general generalization of p( a, f (a)) 
and p(b, f(c)). If the latter two literals form part of some data to be 
explained, then p(X, f(Y)) is the least general inductive hypothesis that 
explains them. To understand in detail consider the following clauses: 
cl : fish(canary) <¢== has_gills(canary) 
c2: fish(salomons) <¢== has_gills(salomons) 
On applying the (turning constants into variables rule' and the (dropping 
antecedents or conditions rule' (i.e. the condition fish( X) is dropped 
from the given clause) to the above clauses, the induced generalization 
will be: C3 : has_gills(X), 'everything has gills'. From Definition 1, 
it can be observed that C3 is a generalization of C1 and C2 , but not 
a lgg. Based on every-day's knowledge, it can be observed that C3 is 
an over-generalized clause and is clearly wrong. An alternative solution 
would be a generality relation between clauses according to the least 
general generalization under e-subsumption. The lgg solution leads to 
C4 : fish(X) <¢== has_gills(X). 
Muggleton and Deraedt [1994, pp.643] discuss several properties of e-
subsumption. Some of the properties are: 
Infinite descending chains. Suppose, the following infinite descending 
chain exists: 
q(X1, X2) <¢== p(X1, X2) 
q(X1, Xs) <¢== p(X1, X2),p(X2, Xs) 
q(X1, X4) <¢== p(X1: X2), p(X2, Xs), p(Xs, X4) ... 
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This chain is bounded under B-subsumption by C5 : q(X, 1') -¢:= p(X, Y), 
that is incorrect (the correct generalization should be C6 : q(X, Y) -¢:= 
p(X, Y) and q(X, Y) {= p(X, Z), q(Z, Y)). As illustrated, the incomplete-
ness of B-subsumption seems to be due to self-recursive clauses. Conse-
quently, B-subsumption is not enough to handle recursive clauses. 
Implication. If C ::S D then C I= D (D is observed by resolving C). 
But the opposite is not always true i.e. if C I= D then sometimes C fc D. 
In other words, if an example is B-subsumed by a hypothesis, it is also 
implicated by it, but if it is not B-subsumed, it may still be implicated. 
For example, based on the two clauses C5 and C6 in the above example 
it can be said that c5 I= c6 but c5 ic c6, there is no substitution such 
that C5B ~ C6. 
Plotkin [1971] has stated that B-subsumption is weaker than implication. 
B-subsumption is reflexive (r I= r), transitive (f1 I= f 2 , f 2 I= f 3 im-
plies r 1 I= r 3) and is a proper subset of implication (or incomplete with 
respect to implication) [de Mantaras and Armengol, 1998, pp.105]. Got-
tlob [1987] has shown that if self-recursive clauses are not allowed in 
learning then B-subsumption is complete4 with respect to implication. 
This property of B-subsumption between clauses makes it decidable5 and 
easy to compute [Bergadano and Gunetti, 1995, pp.35]. Wrobel [1996, 
pp.165] points out that B-subsumption is a subset operation (CB ~ D) 
that may be preceded by substitutions on the more general clause. Since 
algorithms for computing a unifying substitution for individual liter-
4 A relationship is considered complete if all the examples entailed by this are covered by 
a hypothesis. 
5 A relationship is decidable if a proposed solution by this relationship can be reliably 
checked whether it actually is a solution. If it is not, the computation necessary for check-
ing the solution may not terminate. First order logical implication relationship (I=) is 
not decidable [Russell and Norvig, 1995]. If terms are considered to be function free in a 
representative first order language (only constants and variables are used in terms), then 
implication is decidable [Wrobel, 1996]. 
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als exist [Lloyd, 1987], clearly this relationship is decidable, conversely 
to the fact that the implication between two Horn clauses is undecid-
able [Marcinkowski and Pacholski, 1992]. Garey and Johnson [1979, 
pp.264] have shown that checking e-subsumption (i.e. matching all com-
binations of literals) is an NP-complete problem. The least general gen-
eralization of two clauses under e-subsumption can always be found for 
Horn clauses with a common predicate symbol and having the same sign, 
but there is not always a least generalization under implication of two 
Horn clauses [Bergadano and Gunetti, 1995, pp.35]. 
Equivalence and Reduction. Two clauses equivalent under e-subsumption 
are also logically equivalent (implication), an inductive learner generates 
at most one clause of each equivalence with a few redundant literals [Mug-
gleton and Deraedt, 1994, pp.643]. Suppose, the following two clauses 
exist, C7 : q(X) ~ p(1, X) and C8 : q(X) ~ p(2, X) !\p(3, X) that result 
in the lgg clause, C9 : q(X) ~ p(V, X) !\ p(W, X) under e-subsumptions 
of { {V /1,W /l},{V /2,W /3}}. In other words C7 and C8 are equivalent 
with these e-subsumptions. Plotkin [1971, pp.112] showed that there is 
a unique representative or a reduce clause (up to variable naming) of 
each equivalence clause. The reduced clause R of a clause C is a minimal 
subset of literals (excluding redundant literals 1) such that C-{1} R 
under e-subsumption [Bergadano and Gunetti, 1995, pp.36]. A set of 
literals has a unique lgg but several lgg can exist for a set of clauses [de 
J\!Iantaras and Armengol, 1998, pp.107]. 
3. Counting arguments: Constructive generalization rules generate induc-
tive assertions during learning that use descriptors, originally not present 
in the given examples. There are many ways to compute new descrip-
tors (predicates) during the generalization process. Michalski uses the 
count quantified variables rule (CQ) and the count arguments of a pred-
icate rule (CA) to generate new descriptors in the general methodol-
ogy, STAR [1983], which learns structural descriptions from examples. 
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For example, if a concept descriptor is in the form of :3V1 , V2 , .. , Vi · 
p(Vi, 1;;, .. , Vk), then the CQ rule generates descriptors #V-cond, repre-
senting the number of l~ that satisfy some condition cond. For example, 
if the descriptor is a predicate with several arguments, p(V1 , V2 , .. ) , the 
CA rule generates new descriptors # V _cond, by measuring the number 
of arguments in the predicate that satisfy some condition cond. 
4. Term-rewriting: This is a reformulation rule to transform compound 
terms in elementary terms. An elementary term (e-term) is the same 
as a term in predicate calculus, i.e., a constant, a variable, or a function 
symbol. A compound term is a composite of elementary terms. The 
composite of e-terms is defined as the internal conjunction (/\) or inter-
nal disjunction (v) of e-terms. A compound term, in which arguments 
are composite, can be transformed (expanded) into a composite of el-
ementary terms. Let p be an n-ary predicate, whose first argument is 
a compound term consisting of t1 and t2 , and the n- 1 arguments are 
represented by a list A. The rules to perform such transformation are: 
p(t1 V t2, A) B p(t1, A) V p(t2, A) 
p(t11\ t2, A) B p(t1, A) 1\ p(t2, A) 
It is out of the scope of this thesis to cover all possible generalization rules, 
interested readers can refer to [Michalski, 1983] for a detailed description. Only 
some of the generalization/reformulation rules that are utilized in the thesis 
to form the general rules from examples, are described in this section. 
2.2 Learning a set of rules 
Inductive learning can be seen as the process of transforming source data into 
organized and usable knowledge. Inductive learners generate new general rules 
(concepts) on the basis of a collection of instances, and predict the value of 
dependent variable(s) from known attributes. It is now well accepted that 
the process of learning concepts from examples can be viewed as a search in a 
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hypothesis space for a concept definition(s) that explains all examples including 
both positive and negative. The search space is the set of states (or conceptual 
locations) through which a problem solver may conceivably pass in seeking 
the solution to a problem [Mitchell, 1982]. Every learning algorithm has an 
inductive bias that determines the representation, construction, evaluation and 
modification of hypothesis space and hence, the learned model [Mitchell, 1980]. 
There are two aspects of the inductive bias of an algorithm [Hilario, 1997]: its 
representational bias, sometimes called restricted hypothesis space bias, that 
refers to the choice of language used to describe hypothesis or generalization; 
and its search bias, sometimes called preference bias, that determines the order 
of traversal of the spaces to select a hypothesis that approximates the target 
concept. According to Russell [1996], there are four major ways in which a 
hypothesis is represented: 
Artificial neural network: This is a real-valued/discrete-valued/vector-valued, 
linear/nonlinear function represented by the parameterized network of 
simple computing elements. This representation describes objects by a 
vector of predefined features. These input attributes may be highly corre-
lated or independent of one another. The output of a learning procedure 
is represented by a vector of weight parameters according to the architec-
ture of the network. The acquired knowledge may be transformed into 
a more comprehensible representation (such as prior specified attributes 
in a disjunction or conjunction or rules with variables) by further pro-
cessing. 
Attribute-based representation: This is a boolean or multi-valued func-
tion that provides a decision based on the logical (propositional) com-
bination of input attributes. This representation describes objects as 
the fixed collection of attributes, each of them taking a value from the 
corresponding pre-specified set of values. The decision tree representa-
tion falls into this category. Some ANNs and belief networks can also be 
included in this category. 
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First-order logic: This is an expressive formal language that includes quan-
tification, relations, recursion and iteration. This representation de-
scribes objects in terms of their components and relations among com-
ponents. 
Probabilistic functions: This type of representation returns a probability 
distribution over the possible output values for any given input, and is 
suitable for problems that require answers with some probability. Belief 
networks and learners using fuzzy logic as representation fall into this 
category. 
The selection of a kno-wledge representation language is very important in 
inductive learning since it defines the hypothesis space: what knowledge can 
be expressed and, therefore, what knowledge can be learned. There are a va-
riety of inductive learning algorithms that learn a target function based on 
the above described representations. The efficiency and tractability of a learn-
ing algorithm is affected by the choice of representation [Garey and Johnson, 
1979]. There is a fundamental trade-off between expressiveness (of the repre-
sentation language) and efficiency (the computational time and learnability) for 
inferencing rules from examples using various inductive learning algorithms. 
Rule representation language: propositional vs predicate logic 
The target function (or the transformed learned knowledge) is usually rep-
resented as a set of propositional (if-then) rules or a set of first order logic 
(predicate) rules. There is a considerable difference in presentation of rules 
using both logics. Propositional logic is a mathematical model (or algebra) 
for reasoning about the truth of logical expressions (propositions) [Edmond, 
1992]. Propositional logic is restricted in the sense that it deals only with truth 
values of complete statements and does not consider the general relationship 
or dependencies between objects [Grassmann and Tremblay, 1998]. When in-
formation in a domain is presented using propositional logic, it usually results 
in a large data base containing 'all the known facts' about the relevant knowl-
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edge in the domain. 
The fundamental problem for the representation of knowledge using propo-
sitional logic lies in a combinatorial explosion - increase in the number of de-
ductions possible from a set of input propositions [Ramsay, 1988]. This number 
tends to grow exponentially with the number of propositions, thereby making 
this type of representation impractical for all but the simplest data bases [Fire-
baugh, 1989]. Concepts for general class variables, quantifiers, and functional 
relationships are lacking in a propositional rule-base. 
Consider the following boolean propositions; A: (Adam is tall), B: (Beth 
is tall), C: (Carl is tall), .... , and Z: (Zeke is tall). A different proposition 
for each person is needed; each of these propositions is either true or false. 
By the use of predicate calculus, the same set of truth values (boolean propo-
sitions) can be captured in a single predicate i.e. these propositions can be 
represented by the unary predicate, tall (X), where a person's name is repre-
sented as the variable X. The predicate is true whenever the person X is tall, 
and is false otherwise. For example, tall (adam) is true if proposition A above 
is true. Predicate logic (invented by Gottlieb Frege) combines propositional 
logic's ability with the syllogistic ability to delve into the internal structure 
of the boolean proposition [Bundy, 1980], and to a method for deciding the 
correctness of non-boolean arguments. 
First order predicate calculus6 is an extension and generalization of propo-
sitional logic which provides a more powerful formalism to make logical infer-
ences [Russell and Norvig, 1995]. Predicate logic extends the rules of proposi-
tional calculus by introducing predicates (describing properties or relations of 
objects in a certain domain), quantification (variables ranging over arbitrary 
domains), and inference rules for quantified predicates. The notions of seman-
6 Also called first order logic or just simply predicate logic, and sometimes abbreviated 
as FOL or FOPC [Russell and Norvig, 1995, pp.l85]. 
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tic equivalence, tautology, contradiction and satisfiability can be transferred 
directly from propositional logic to predicate logic [Lloyd, 1987]. All valid for-
mulas of propositional logic are valid in predicate logic [Ramsay, 1988]. The 
only difference lies in the notion, 1binding of variables', which allows a substi-
tution of variables by elements in the domain. Rules of inference like resolution 
and para-modulation apply only to predicate logic (in clausal form) [Thomas, 
1989]. This capability has made predicate logic an essential technique in spe-
cific fields of AI such as automatic theorem proving, etc. First-order predicate 
logic offers a powerful, uniform, and elegant way to describe and formalize 
even relatively complex domains. 
The next sections explore several ways to learn a set of rules such as: (1) 
learn an ANN, then translate the architecture and weights into an equivalent 
set of rules; (2) learn a decision tree, then translate the tree into an equivalent 
set of rules; or (3) learn the rule sets that contain variables. 
2.2.1 Rule extraction from ANNs 
ANNs are a powerful general purpose tools applied to many machine learning 
tasks. The ANN learning method provides a robust and non-linear approach 
to approximating the target function for classification (discrete-valued), re-
gression (continuous-valued) and clustering problems [Mitchell, 1997]. ANNs 
have been successfully applied to many practical problems [Shavlik et al., 1991] 
such as interpretation of complex real-world remote sensing data [Hammadi 
and Korczak, 1995], recognition of handwritten characters [Lecun et al., 1989], 
spoken words [Lang et al., 1990], and faces [Cottrell, 1990], forecasting of 
an economical generating schedule for a power system [Nayak and Sharma, 
1999], modeling complex environmental data, force predictions in mills, ma-
chine intelligence in a mass transit railway system and self-calibration of a 
space robot [Dillon et al., 1997]. The basic problem solved by ANNs is the 
inductive acquisition of concepts from examples. The ability to learn and gen-
eralize from data, which mimics the human capability to learn from experience, 
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makes ANNs useful in automating the process of learning rule sets. 
Several empirical studies [Atlas et al., 1989; Weiss and Kapouleas, 1989; 
Miller et al., 1990; Shavlik et al., 1991; Quinlan, 1993b] have shown that there 
are some problem domains (consisting of numerical-valued features or where 
all the input features are relevant to the classification) in which ANNs pro-
vide superior generalization accuracy as compared to competitive symbolic 
machine learning methods. The reason is that ANNs induce hypotheses that 
generalize better than those of competitive symbolic learning algorithms, and 
are capable of representing nonlinear, nonmonotonic continuous or linear dis-
criminant functions [\iVeiss and Kulikowski, 1991; Craven and Shavlik, 1997; 
Sun and Bookman, 1995]. Unlike most symbolic learning systems which explic-
itly search for a simple hypothesis, ANN systems simply search for a correct 
hypothesis which fits into a user specified network [Shavlik et al., 1991]. Quin-
lan [1993b] has observed that the backpropagation method of neural learning 
explores a larger hypothesis space, thus taking longer to find a suitable hy-
pothesis, but a better fit is possible as compared to the decision tree method 
of symbolic learning. Also, ANNs have parallel processing capability, learn-
ing and feature extraction ability, robustness to small perturbations, nonlinear 
modeling capability and can be initialized with a prior knowledge [Bechtel and 
Abrahamsen, 1991; Rojas, 1996; Dorffner, 1997]. 
A recognized shortcoming of ANNs is the inability to explain the decision 
process in a comprehensive form by which a trained network arrives at a spe-
cific conclusion. Understanding a trained ANN is desirable for many reasons. 
For a medical diagnosis, airline or power station security system, it is imper-
ative that the system's users should be able to validate output of the trained 
ANN under all possible input conditions. 
A number of scientific visualization techniques have been utilized to under-
stand different aspects of ANNs such as: (1) visualizing nodes and weighted 
23 
connections in the trained network [Hinton, 1986]; (2) visualizing the decision 
boundaries formed by nodes in the network [Pratt et al., 1991; Maire, 1999; 
Melnik and Pollack, 1999]; and (3) visualizing the forward and backward prop-
agation of activation signals through the network [Craven and Shavlik, 1992]. 
Most of these visualization methods are incapable of providing a complete de-
scription of the concepts learned by the trained ANN. Also, several of these 
methods only work well for small networks [Craven and Shavlik, 1992]. 
A number of researchers have employed statistical techniques to charac-
terize the activity of hidden nodes in the trained ANN such as: (1) the 
hierarchical clustering of hidden-node activations [Hanson and Burr, 1990; 
Rumelhart, 1990]; (2) contribution analysis [Sanger, 1989]; and (3) weight 
pattern analysis [Gorman and Sejnowski, 1988]. Like visualization techniques, 
the hidden node analysis methods are incapable of providing a complete de-
scription of the concepts learned by the network. 
One of the most promising approaches, to overcome the incomprehensibility 
of the knowledge acquired by a trained network, is to translate the stored 
knowledge (connection weights) into symbolic rules. Rule extraction from 
ANNs can help to explain their behavior and also facilitates the transfer of 
learning (from ANNs to expert system by automating the knowledge bases). 
The exercise of rule-extraction from ANNs is important due to: (1) in real life 
situations, systems that declare the learned knowledge explicitly are adopted 
more freely (such as symbolic machine learning systems); (2) the rule base 
generated from the trained ANN is sometimes sufficient for accurate modeling 
of the given domain [Sestito and Dillon, 1994]; and (3) in some cases the 
ability to explain how a solution is arrived at is essential in practical systems 
(for example controlling power regulation in a power system). The importance 
of rule extraction from ANNs can be illustrated in many aspects [Andrews et 
al., 1995]. Some of them are: 
• Provision of a user explanation capability. Symbolic inductive learning 
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techniques represent the learnt knowledge declaratively, often in the form 
of 'if-then' rules. However ANNs do not have such capability. Rule-
extraction techniques extract the knowledge acquired by an ANN so that 
user explanation is possible. Rule extraction from ANNs significantly 
enhances the capability of an ANN to explore data for the benefit of a 
user. It allows to explore and induce data for scientific theories [Andrews 
et al., 1995]. Neural networks identify dependencies and relationships in 
data and predict future behavior, and rule extraction techniques provide 
means to understand the capability of ANNs. 
• Data-mining and knowledge discovery. The mam focus of the data-
mining and knowledge discovery enterprise is to identify valid, novel, 
potentially useful, and ultimately understandable patterns, and thus to 
discover hidden information from a large collection of data without a pre-
viously formulated hypothesis [Fayyad, 1996]. This goal can be achieved 
by applying ANNs to inductively construct the data at hand. An advan-
tage of using ANNs is that they can incorporate background knowledge 
during learning [Fu, 1995; Towell and Shavlik, 1993], which can be in-
valuable for knowledge discovery tasks. Initializing an ANN with a prior 
symbolic knowledge helps to determine the representation bias (such as 
network architecture) and the search bias (such as initializing link weights 
and determining the initial state from which to conduct search during 
learning) of the ANN, and thus helping enormously to determine the 
learned model from data [Hilario, 1997]. 
Although ANNs have been successfully applied to a wide range of su-
pervised and unsupervised learning problems, they have not frequently 
been applied in data-mining [Craven and Shavlik, 1997]. A fundamen-
tal consideration behind this setback is the poor comprehensibility of 
learned models. Rule extraction from ANNs addresses the comprehensi-
bility issue and makes ANNs suitable for data mining. In case of limited 
or incomplete data, the generalization capacity of a trained ANN may 
be poor. In such situations, a set of symbolic rules expressing the knowl-
25 
edge embedded within the trained ANN may be able to help users to 
anticipate or predict a set of circumstances under which generalization 
failure can occur [Andrews et al., 1995]. In other words, Rule extraction 
techniques may help the user to supplement data by identifying regions 
in input space which are represented insufficiently during training [An-
drews et al., 1995]. Thus ANNs result in allowing better generalization 
for data-mining. Integration of ANN's knowledge as rules with an infer-
ence engine provides user interface. 
• Knowledge acquisition for expert systems. In the late 1970s, knowledge-
based systems became popular in computer science as a result of the 
seminal results obtained by the DENDRAL system [Linsay et al., 1980] to 
elucidate chemical structures and the MYCIN system to diagnosis infec-
tious diseases [Buchanan and Shortliff, 1984]. In the early 1980s, expert 
systems started to become commercially available and the development 
of knowledge engineering tools to accumulate, apply, validate and main-
tain knowledge (in form of facts and/ or rules) that powers such appli-
cations, became a potential research field. A decade after these initial 
commercial ventures began, thousands of knowledge based systems have 
been developed and deployed in industrial and commercial usage. How-
ever, the exercise of knowledge acquisition (generating knowledge bases) 
continues to challenge expert system builders [Boose, 1991]. One of the 
promising approaches is to automate the rule induction process from 
low-level data rather than emulating the behavior of experts considering 
that knowledge of an expert system is often presented in rules [Datta, 
1993]. Empirical inductive learning techniques have been successfully 
applied to extract high-performance knowledge structures (rules) from 
cases supplied by experts or from initial low-level data (which may also 
contain noise or missing values) [Muggleton, 1990]. They have also been 
employed to construct an expert system by transforming the knowledge 
gained by an ANN into symbolic rules and/or facts [Nayak et al., 1999]. 
Andrews, Diederich and Tickle [1995] developed an overall taxonomy for 
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categorizing techniques that extract rules from trained ANNs. The taxon-
omy recommends five primary criteria: (1) the representation language of the 
extracted rules; (2) the translucency of the view of the underlying network ar-
chitecture; (3) the quality of extracted rules; ( 4) the computational complexity 
of the rule-extraction technique; and (5) the generality of the rule-extraction 
technique according to the need of specialized training regimes. 
The first classification criterion focuses on the representation language of 
the output of a rule-extraction technique. The extracted rules are expressed 
in various forms such as: (1) propositional/boolean logic (i.e. if.. .. then .... else, 
m-of-n inference rule); (2) non-conventional approaches (i.e. rules with con-
fidence factors or 'fuzzy logic' rules); and (3) first-order predicate logic (i.e. 
rules with quantifiers and variables). Several algorithms have been developed 
to extract rules from trained ANN s in the past few years. Most of the algo-
rithms have focused on representing the extracted knowledge in the form of 
propositional logic. The GYAN methodology presented in the following chap-
ter extracts rules in the form of restricted first-order predicate logic. 
The second classification criterion reflects on the relationship between the 
extracted rules and the internal architecture of the underlying ANN. This 
criterion extends the classification schema used by Craven and Shavlik [1994]. 
This criterion comprises two basic rule extraction categories: decompositional 
(local) and pedagogical (global) and; a third category labeled as eclectic which 
combines elements of the previous two basic categories. GYAN applies both the 
decompositional and pedagogical approaches to extract restricted first order 
logic rules. The rule-extraction methods that are discussed in the following 
sections, express rules in propositional language and differ along the second 
classification dimension. 
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Decompositional rule extraction techniques representing proposi-
tional rules 
The distinct feature of decompositional approaches is the high level of granu-
larity in the extracted rules. The decompositional rule extraction techniques 
extract rules by decomposing a multi layer network into a collection of single 
layer networks or nodes. The aim is to extract rules at the level of each indi-
vidual hidden and output node, and then aggregate to form the composite rule 
base that describes the network as a whole. The rationale is that the func-
tion learnt by the trained network is easier to express in terms of intermediate 
concepts and in turn, the intermediate concepts are easier to express in terms 
of original attributes. It is generally believed that such a structuring of the 
learning domain leads to a more comprehensible description of the target con-
cepts. A single layer network, describing a simple (maybe linear) relationship 
between input features and an output category is easier to understand. 
X1E [1, 0] X2E [1, 0] X3E [1, 0] 
Figure 2.1: A simple cascade network with boolean input and output 
space. 
The three single-layer networks in Figure 2.2 are obtained when the network 
in Figure 2.1 is decomposed. Assume that the output and inputs to the network 
are boolean, and the non-input nodes employ a threshold function to compute 
the activation; that is, a node produces an output of one only if the sum of its 
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XI X2 X3 XI X2 X3 YI Xl X2 X3 YI Y2 
Figure 2.2: The decomposed networks. All the input nodes includ-
ing hidden nodes (as input to the next node) are assumed to have 
boolean inputs. 
weighted inputs exceeds a certain threshold. 
{ 
1 if I: ai * Wi > e 
ay = 
0 otherwise 
Based on the assumptions, rules for the composite network will be: 
The earliest decompositional rule-extraction method is the KT algorithm 
developed by Fu [1994]. The KT algorithm explores a very basic principle of 
ANNs; that is, if the sum of its weighted inputs exceeds a certain threshold 
then the neuron fires. The overall search of the algorithm iterating over every 
non-input node in the trained ANN is exponential in the number of inputs to 
the network unless some heuristics are employed [Fu, 1994]. The same idea is 
incorporated in the SUBSET algorithm, developed by Towell and Shavlik [1993]. 
Towell and Shavlik further noticed that the rule sets discovered by the SuBSET 
algorithm often contain an M-of-N style of representation. Addressing both 
the representation and combinatorial problems inherent to SUBSET and KT 
algorithm, they developed the MofN algorithm [Towell and Shavlik, 1993]. 
The idea underlying the MofN algorithm is that groups of similar an-
tecedents have a unique importance rather than the individual antecedents 
in isolation. The MofN decompositional rule-extraction method extracts sym-
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bolic rules in the form of, if ( A1 of the following N antecedents are true) 
then (the target value). However in many cases, the extracted rules take the 
form of a linear inequality involving multiple numeric quantities providing too 
much details, such as if (1 of (X1 , X2, X3)/\ 2 of (X2, X 5 , X1 )) then (the hidden 
node will fire). In fact MofN rules provide a precise mathematical description 
rather than the nearest symbolic interpretation of a node behavior, and may 
be difficult to interpret and to use in reasoning. The MofN algorithm imposes 
some restrictions on the underlying networks. MojN requires the underlying 
ANNs to be trained with a special procedure so that networks with clustered 
weights are produced after training such as: KBANN in which the underlying 
network is initialized by a domain theory [Towell and Shavlik, 1993]; or to use 
soft weight-sharing during learning to obtain a network state with clustered 
weights [Craven and Shavlik, 1993]. The MofN method relies substantially 
on access to a fixed set of training patterns by applying heuristic elimination 
(querying the network) to prune the clusters. The KT, SUBSET and MofN 
rule-extraction algorithms, similar to other decompositional rule-extraction 
methods, assume that a non-input node is either maximally active (activation 
near one) or inactive (activation near zero). These methods require a hard-
limiting threshold function or an approximated logistic activation function for 
a non-input node to extract rules. 
McMillan et al. [1991] developed the technique called RuleNet & The Con-
nectionist Scientist Game that incorporates the ANN training with a decom-
positional approach for rule-extraction, and rule-refinement which allows to 
inject the extracted rules back into the network. The major shortcoming of 
this approach is the lack of generality due to the use of specialized neural train-
ing regime. Alexander [1994] utilized the basic idea of RuleNet, i.e. simple 
symbolic interpretation using weight template techniques, and applied to feed-
forward multi-layer networks trained with backpropagation algorithm. Weight 
templates are produced as parameterized regions of the total weight space cor-
responding to a given m-of-n expressions. A weight template that best fits the 
30 
actual weights in the trained ANN is selected, and directly interpret in rules. 
This rule-extraction technique successfully extracts M ofN rules for simple pro-
cessing tasks, but the technique fail for multilayer networks when hidden units 
do not employ boolean activations. Tresp et al. [1993] focussed on the idea of 
utilizing the prior knowledge in the network's training and developed a tech-
nique for a probabilistic interpretation of the ANN architecture based on the 
Gaussian basis functions as classifiers. 
Another significant development in decompositional rule extraction tech-
niques is the RULEX method of Andrews and Geva [1994]. RULEX performs 
rule extraction by directly converting weight vectors to rules rather than search 
and test. The R ULEX technique is exclusively developed to extract rules from 
the constrained error backpropagation (CEBP) network that performs function 
approximation and classification very similar to radial basis function networks 
(more detail in Chapter 3). 
Sethi et al. [1994] proposed the backtracking tree search procedure to con-
vert the weights of a neuron into a symbolic representation. The backtracking 
tree algorithm is based on a heuristic search in the depth-first tree which is 
formed by recursively extracting all essential prime implicants of the weight 
vector for each non-input neuron by using solution and boundary functions. 
The problem of this algorithm lies in the large number of nodes in the gener-
ated trees. 
One additional approach which falls into this category is the LAP algo-
rithm [Hayward et al., 1996]. Assuming a sparse coded input space, the LAP 
algorithm (more detail in Chapter 3) forms a set of weight vectors, each vec-
tor corresponds to the weights of each sparse-coded attribute. The algorithm 
imposes an order to evaluate elements in each weight vector according to the 
magnitude of weights. A recursive procedure is employed to test the sum of 
the largest weights from each vector against the bias weight. This method 
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is guaranteed to extract rules with 100% fidelity for a perceptron but suffers 
from the curse of dimensionality. The overall search of the algorithm iterating 
over every non-input node in the trained ANN is exponential in the number 
of values that all the input attributes hold in the problem domain. 
Taha et al. [1997] developed the Full-RE method that extracts all the 
possible embedded knowledge in the trained ANN. The Full-RE approach dis-
cretises the boundaries of input features to handle continuous input values. 
Given the discretisation boundaries of each input feature, Full-RE applies the 
linear programming method to minimize the weighted input vectors. Consid-
ering that extracting minimal rules from a feedforward network is a NP-hard 
problem, but a rule-extraction problem can be efficiently solved by identifying 
subclasses of networks and subclasses of rules [Golea, 1996], the authors devel-
oped a comprehensive technique to extract the key (most important) rules only. 
A recent development is the Neurorule [Setiono, 1997a; Setiono and Liu, 
1996] rule-extraction technique. The rules extracted by Neurorule are com-
parable to those generated by decision trees in terms of accuracy and com-
prehensibility. The distinct quality of this algorithm is to replace the con-
tinuous activations of hidden nodes by a small number of discrete ones using 
Chi2 [Liu and Tan, 1995]. This method only works for binary inputs. Data 
with continuous attributes needs to be discretises before training the network. 
An inherent problem introduced by discretising data is that each condition 
of a rule involving a continuous attribute determines an axis-parallel decision 
boundary [Setiono and Liu, 1997]. 
NeuroLinear [Setiono and Liu, 1997] improves Neurorule by allowing oblique 
hyperplanes to form the boundaries of decision regions resulted from contin-
uous attributes. The oblique hyperplanes allow to form oblique (i.e. neither 
perpendicular nor parallel) decision boundaries instead of dividing the decision 
regions into many small rectangular regions like decision trees to approximate 
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a function [Setiono and Liu, 1997]. NeuroLinear extracts oblique decision 
rules from trained ANNs such as if (monthly salary- 1.5*monthly mortgage) 
> 0 then saving. The recently developed FERNN algorithm [Setiono and Leow, 
1999] identifies the relevant hidden nodes ofthe trained ANN by C4.5 [Quinlan, 
1986], instead of discretising hidden activation space. The relevant connections 
from input nodes to hidden nodes are identified according to the magnitude of 
their weights. 
Pedagogical rule extraction techniques representing propositional 
rules 
In a pedagogical approach, the trained ANN is treated as a 'black box!. The 
rule extraction task is viewed as a learning task where the target concept is the 
function computed by the trained network and the input features are simply 
the network's input features. The objective is to extract a set of rules that 
characterizes the target concepts directly in terms of the inputs. [Andrews et 
al., 1995] 
One of the earliest pedagogical rule-extraction methods is the algorithm of 
Saito and Nakano [1988]. This method is a search based approach that ex-
plores the space of candidate rules created by altering the values of input and 
output nodes, and then tests the candidate rules against the network (treating 
it as a 'black box'). It deals with the combinatorics of the task (a large number 
of possible combinations of inputs) by limiting the number of antecedents that 
can be present in a rule. Even with these heuristics, the number of extracted 
rules for a relatively simple problem domain is exceedingly large. 
Gallant [1993] developed a method which tests the rules against the net-
work by propagating activation intervals through the network. Sometimes this 
algorithm fails to accept maximally general rules, as it is guaranteed to accept 
only rules that are valid and overly specific. The validity interval analysis 
(VIA) technique developed by Thrun [1995] is a generalized and more power-
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ful version of this technique. The VIA technique specifies a maximum range for 
the activation value termed 1validity interval' for each individual unit instead 
of propagating the accurate activation signals. Although the VIA method is 
better at detecting general rules than Gallant's algorithm, it may still fail to 
confirm maximally general rules [Craven and Shavlik, 1997]. 
Craven and Shavlik [1994] applied the PAC (probably approximately cor-
rect [Kearns and Vazirani, 1994]) algorithm, 1rule-extraction-as-learning', to 
extract rules from trained ANNs utilizing the 'pedagogical' approach. The 
basis of this algorithm is the repeated querying of two oracles (Example and 
Subset) and the formation of disjunctive normal form (DNF) expressions based 
on the decisions made by the ANN for the queried instances. However there is 
no guaranteed rate of convergence in reaching a satisfactory rule set. Pop et 
al. [1995] developed the RuleNeg pedagogical rule extraction technique based 
on PAC learning techniques. The RuleNeg algorithm utilizes the Subset oracle 
to justify assignment queries. The assignment query is an amended instance 
together with its original target class. The network's responses to the amended 
queries are analyzed and the DNF expressions are generated. Recently Hay-
ward et al. [1997] pointed out the shortcomings of RuleNeg and indicated that 
functional dependencies between dimensions can lead to degenerative rule sets 
for RuleNeg. To improve the quality of rules obtained by RuleNeg, the Rule VI 
algorithm [Hayward et al., 1997] utilizes the VIA method to allow Subset to ask 
partially specified queries to validate a proposed rule (more details in Chapter 
3). 
Fletcher and Hinde [1995] developed an algorithm to produce a correct 
boolean representations by analyzing truth tables. A truth table is generated 
by examining the network's response for each input pattern. This truth table 
is then transformed into a boolean function using an algorithmic implementa-
tion of Karnaugh maps. As the number of inputs grows, so does the length of 
the Boolean representation, and the algorithm fails to extract rules. One more 
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concern with this algorithm is exceedingly large size of the derived rule bases. 
The TREPAN algorithm [Craven, 1996] is another significant development 
to extract a comprehensible hypothesis from a trained ANN. In this inductive 
learning task, the target concept is the function computed by the network, 
and the hypothesis produced by the learning algorithm is a decision tree that 
approximates the trained network. The TREPAN algorithm is limited to de-
scribing the real-valued predictions of models trained to perform regression 
tasks. Also it does not guarantee the extraction of a tree that exhibits a high 
level of fidelity to its underlying network [Craven, 1996] 
Taha et al. [1996] proposed the pedagogical rule-extraction algorithm, Bro-
RE, that extracts the rules from an ANN trained with binary inputs. The 
method generates a truth table by concatenating each input in feature space 
and the corresponding output decision made by the trained network. Finally, 
the corresponding boolean function is generated from the truth table repre-
sented in the binary rule-format. The algorithm developed by Castellanos et 
al. [1997] utilizes Gallant's method [1993] to extract rules from the trained 
ANN. This algorithm first uses sensitivity analysis [Viktor et al., 1995] to ob-
tain the most important variables for further prediction. To handle regression 
problems, the target output is divided into ranges and the network is trained 
for each output range. In both the algorithms, the generated rule sets suffer 
from the problem of poor comprehensibility. 
Eclectic rule extraction techniques representing propositional rules 
The eclectic approaches incorporate elements of both the pedagogical and de-
compositional rule extraction approaches, and are identified by the degree of 
translucency that they require of the network while extracting rules. This type 
of algorithm utilizes knowledge about the internal architecture and/ or weight 
vector in trained ANNs to complement a symbolic learning algorithm to ex-
tract rules from ANNs. 
35 
The Rule-extraction-as-learning algorithm developed by Craven and Shav-
lik [1994] (mentioned in the previous section as a pedagogical rule-extraction 
method) can also be categorized as an eclectic rule-extraction method de-
pending on the particular implementation used. The use of a function called 
Subset, to determine if the modified rule still agrees with the network, makes 
the method flexible. A decompositional procedure like the KT algorithm [Fu, 
1994] or a pedagogical procedure like VIA [Thrun, 1995] can be used in a 
Subset oracle. The empirical results prove the method to be more efficient 
than conventional decompositional or pedagogical approaches. In addition to 
learning from training examples, their method exploits the property that the 
networks can be queried. 
The recent LBSB [Yuanhui et al., 1997] algorithm combines learning and 
searching techniques together to extract rules from a three-layer backpropaga-
tion ANN. The LBSB algorithm first utilizes a learning method which consid-
ers only the hidden and output layers in the network. This learning algorithm 
identifies regions in the activation space of hidden units so that all the vectors 
(activation of hidden units) in the identified valid regions generate activation 
of a given output larger than a certain threshold. The second phase searches 
for rules between the input and hidden layers, such that all instances covered 
by the rules generate the activation vectors at hidden units that fall in the 
valid regions. This method extracts rules with high fidelity but with poor 
comprehensibility. 
Another recent example of eclectic approaches is the DEDEC methodol-
ogy [Tickle, 1998] applicable to a broad class of multilayer feedforward ANNs 
trained by the backpropagation algorithm. This methodology identifies func-
tional dependencies between inputs and outputs of an ANN by analyzing the 
architecture and weight vectors of the trained network. The DEDEC tech-
nique searches the solution space by ranking the ANN inputs according to 
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their relative share of contribution to the ANN output(s) and extracts rules. 
This technique needs refinement to provide more comprehensible rule sets as 
it is designed to extract symbolic rules from a set of individual cases [Tickle, 
1998]. 
Rule-extraction: Discussion and suggestions 
One of the problematic issues that arises in rule-extraction techniques that are 
cast as a search problem, is that the size of the hypothesis space for searching 
rules can be very large, which generally results in computationally expensive 
methods. For a problem domain with n binary features (values in {positive, 
negative, absent}), there are 3n possible conjunctive rules that can represent 
the underlying problem. In other words, the search space grows exponen-
tially with the number of input features and the values that they contain. 
Golea [1996] has proved that extracting minimal rules from a feedforward net-
work is a NP-hard problem. Further Golea suggests that there are always some 
cases where a rule-extraction technique will fail, but a rule-extraction problem 
can be efficiently solved by identifying subclasses of networks and subclasses 
of rules. 
Rule-extraction techniques that utilize a network's responses by repeatedly 
querying the network to extract rules (based on the PAC techniques), rely 
substantially on access to a set of training patterns and result in rules that 
are overly specific. Furthermore, Golea [1996] showed that the primary query 
based algorithm Rule Extraction as Learning [Craven and Shavlik, 1994] is not 
polynomial in the worst case, as it is based on Valiant's greedy method [1984] 
for learning DNF expressions. In other words, if a rule-extraction technique 
utilizes amended instances to query the network, the technique suffers from a 
large number of possible combinations of query instances (that are produced 
by amending each instance in the example oracle) to validate the proposed 
rules. 
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To address the computational complexity issue, a number of heuristics 
have been explored that limit the size of the solution space which is searched 
to generate the rules [Tickle et al., To appear]. A direction taken by some 
rule extraction techniques is to impose certain types of restrictions on the 
underlying network architecture (such as MofN) or on the training algorithm 
(non-input units using a Heaviside activation function or a steep sigmoid, or 
initialization of networks with prior knowledge) or on the input space (only 
suitable for problems involving discrete-valued features). Although these re-
quirements may simplify the rule-extraction process and improve rule-quality, 
the trade-off involved is that they reduce the fidelity of the extracted rules to 
their target networks and the generality of the rule extraction method. 
An alternative approach to efficiently extract rules from the trained ANN 
is to reduce the size of the hypothesis space by removing superfluous nodes and 
links from the trained network. Heuristics are needed to guide the extraction 
process, which searches for a rule in the given ANN trained for a problem. An 
important point to guide the search is the quality of attributes. Some of the 
attributes may be irrelevant for the task at hand, as people tend to collect 
data along all the dimensions that they consider probably useful because of 
the lack of knowledge about an application domain. When a large number of 
attributes are involved in the problem domain, some relevant attributes may 
become redundant in the presence of other attributes. 
As a result of data-preprocessing step (data cleaning and feature selection), 
only a specific selected subset of attributes are presented to an ANN. ANNs 
are able to determine relationship among attributes when a complete set of 
attributes is presented, demonstrated by many empirical studies [Widrow et 
al., 1994]. A better option is to first learn an ANN on the complete set of 
attributes and then select a reasonable subset of attributes so that the chosen 
subset can adequately explain the target concept. There are many ways to 
select dependent/significant attributes in the trained network. Some of them 
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Xl X2 X3 X4 xs 
Figure 2.3: A simple one layer ANN with boolean input and output 
space, and a hard-limit threshold function 
are: (1) eliminating irrelevant input nodes corresponding to attributes/values 
in the problem domain by pruning after the ANN learning process has been 
completed [Prechelt, 1995; Setiono, 1997a]; (2) ranking a network's inputs ac-
cording to their relative share of contribution to the predicted output(s) based 
on the generated weight states in the trained network [Tickle, 1998]; and (3) 
utilizing sensitivity analysis [Viktor et al., 1995] between the inputs and the 
predicted output(s) of a trained network or each weight in the network. If the 
sensitivity is large, the weight or input is considered important. It the sensitiv-
ity is small, then the influence of the weight or input is considered unimportant. 
Reducing the number of attributes not only speeds up the extraction pro-
cess, but also prevents the generation of an inferior rule set (due to the presence 
of many irrelevant attributes). This is mainly because most of the practical 
extraction algorithms are heuristic in nature (i.e. exploring a space of can-
didate rules to test the validity of the rule against the network), and they 
are often misled by the presence of many non-essential attributes. By using 
relevant attributes/values, extraction algorithms can in general improve their 
predictive accuracy, shorten the extraction period, and improve comprehen-
sibility by simplifying the extracted rule set. For an example, refer to the 
single-layer network in Figure 2.3, input and output spaces are assumed to be 
boolean. Assuming that the output node employs a hard-limit threshold func-
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tion to compute the activation; that is, the output of one is produced only if 
the sum of the weighted in puts exceeds a certain threshold I I: ai * wi > e 1. The 
weighted connections in the network are translated into the symbolic rules: 
Y := x1 A x3 A x4 
Y := X1 A x3 A -.x5 
Y := x3 A x4 A -.x5 
The attribute X 2 does not appear in the extracted rules, so it can be re-
moved from the network without effecting the network's performance. This 
indicates that connections with sufficiently low weights are deemed incon-
sequential and do not take part in symbolic rules. Removing this type of 
attribute can be seen as having a beneficial effect on simplifying the rule-
base. Pruning of the trained network that has been done correctly, selects the 
minimum number of attributes needed to represent the data accurately, and 
helps to obtain a concise set of symbolic rules [Blassig, 1994; Prechelt, 1995; 
Setiono, 1997a]. 
Another issue in rule-extraction techniques is the comprehensibility of ex-
tracted rule sets. However, pruning and other restrictions imposed on net-
work learning facilitate production of comprehensible rule sets from the trained 
ANN. Sometimes, it is very hard to understand the large number of proposi-
tional rules extracted by a rule-extraction technique, and some type of post-
processing is required. An easier way is to map the hundreds of specific rules 
into a fewer general first-order logic rules or a subset language. The first-order 
logic rules allow to learn general rules as well as the internal relationships 
among the variables. The difference can be illustrated by the following exam-
ple. Suppose the task is to learn the target concept wife(X, Y) defined over 
the pairs of people X andY. Based on one positive example: (Name= mary, 
Married_to = john, Sex = female, vVife = true); a propositional rule learner 
will learn a specific rule, If (Name = mary) !\ (Married_to =john) !\ (Sex = 
female) Then (Wife = true), and similarly many will be generated from other 
examples. The program that allows the quantification in rules will learn the 
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following general rule, If married_to(X, Y) 1\ female(X) Then wife(X, Y), where 
X and l' are variables that can be bound to any person, such as binding X as 
mary and Y as john in the above case. A knowledge base that includes rules, 
facts and a type-hierarchy can be generated and interfaced with an inference 
engine that allows user-interaction and enables greater explanatory capabil-
ity [Nayak et al., 1997]. 
2.2.2 Symbolic propositional inductive learning 
As described earlier, the methods of rule extraction from ANNs first require 
training of an ANN on a subset of data for the given problem domain and 
then generation of equivalent rules from the trained network. Whereas sym-
bolic inductive learning techniques infer the classification rules directly from 
the presented data, or by learning a decision tree and then translating the tree 
into an equivalent set of rules. In the attribute-based representation language 
of rules, each example is described by a fixed set of attributes, where each at-
tribute takes a fixed range of values either discrete (boolean or multi-valued) 
or continuous. The goal concept is specified as the output of the desired 
function either a boolean decision or a multi-valued decision. Each generated 
rule is a series of conditions consisting of attribute-value pairs, followed by a 
single conclusion that contains the target class and the corresponding value. 
Mitchell [1997] considered several key dimensions in the design space of such 
rule learning algorithms. One of the dimensions is sequential covering vs si-
multaneous covering. 
Learning decision trees 
Decision tree learning algorithms are categorized as simultaneous covering al-
gorithms [Mitchell, 1997]. These algorithms learn the entire set of disjunctions 
simultaneously as part of a single 'general to specific search'. Methods for 
learning decision trees from examples have been quite popular in machine 
learning due to their simplicity, efficiency and capability of dealing with a 
large number of training examples. One of the earliest work on decision tree 
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learning is Friedman and Breiman's CART system [1977]. In the early 80s, 
the best known decision tree classifier was Quinlan's ID3 algorithm [1979], 
which constructs the decision tree by selecting the most informative attribute 
according to a gain criterion [Quinlan, 1979]. ID3 has been refined to handle 
continuous attributes, to choose an appropriate attribute selection measure, 
and particularly to tolerate noise (incorrect decisions) and missing attribute 
values, resulting in the current versions, AssiSTANT [Cestnik et al., 1987], 
C4.5 [Quinlan, 1993a] and C5 [Quinlan, 1998]. 
The decision tree learning algorithms start by constructing a decision tree 
from top to bottom. Attributes are evaluated at each step to form descendant 
nodes. The attribute selection is based on a 'statistical test' to determine how 
well it classifies the training examples. ID3 uses the information gain crite-
rion that measures how well a given attribute separates the training examples 
according to their target classification. This measurement, however, favors 
attributes with many values over those with few values. C4.5 and C5, the 
successors of ID3, handle this bias by adopting the new measure called gain 
ratio. The gain ratio discourages selection of attributes with many uniformly 
distributed values by penalizing such attributes. 
vVhile decision tree learning methods are effective in practice, there are 
a number of limitations. Decision tree approaches do not always produce the 
most general production rules [Imam and Michalski, 1993]. These methods find 
rules by fitting shapes of the decision boundaries between the classes formed by 
lines that are parallel to the axes, yielding rectangular shaped regions [Breiman 
et al., 1984]. For example, the simple linear relationship of features X = Y 
(representing a 45 degree diagonal line passing through the origin for separating 
two classes) is not readily represented by fitting rectangular boundaries. A 
decision tree method will approximate this behavior by dividing the solution 
space into successively smaller rectangles, in the form of staircase function. 
Also, when a decision tree has many layers of nodes, the amount of data that 
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passes through the lower leaves and nodes is so small that accurate learning is 
difficult. 
Learning concept definitions from examples 
There are many algorithms which do not employ decision trees, for instance 
the AQ family of algorithms [Michalski, 1980], that fall in the category of 
sequential covering algorithms [Mitchell, 1997]. These algorithms utilize dis-
junction of attribute values to conduct a general-to-specific beam search for 
each rule, covering the positive examples sequentially and rejecting negative 
examples [Michalski, 1983]. The AQ family of algorithms handles multiple con-
cept learning by considering the training examples belonging to other classes 
as negative examples and applying the set covering algorithm. The sequential 
algorithm CN2 [Clark and Niblett, 1989] is one of the AQ family that removes 
AQ's dependence on specific examples during search. CN2 learns one rule at a 
time, removing the covered positive examples and repeating the process over 
the remaining training examples. A sequential algorithm like CN2 may be pre-
ferred if data is plentiful enough to support the larger number of independent 
decisions required by the sequential covering. 
2.2.3 First-order inductive learning 
The two previous ways of learning a set of rules (using rule extraction from 
ANNs or symbolic propositional learning methods) represent the rules in an 
attribute-value language. Despite the relative dominance of the propositional 
formalism, there have always been researchers unsatisfied with its expres-
sive power [Wrobel, 1996]. As a result, a new research area called induc-
tive logic programming (ILP) [Muggleton, 1991; Lavrac and Dzeroski, 1994; 
Muggleton and DeRaedt, 1994] was evolved from previous research in machine 
learning, logic programming and inductive program synthesis. ILP lies be-
tween logic programming and learning from examples, and aims at inductive 
learning of logic programs from examples. Like relational ML, it deals with 
the induction of concepts represented in first-order logical form. This section 
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briefly summarizes the important facets of ILP. As the target language of the 
symbolic rules generated by the GYAN methodology is a restricted first-order 
formalism, and an ILP system FOIL forms a basis for comparison. 
The principal differences between zeroth-order (propositional) and first-
order supervised learning systems are the form of training data and the way 
that the learned theory is expressed. Data for propositional learning algorithms 
comprise preclassified cases, each described by its values for a fixed collection 
of attributes. These algorithms develop theories, in the form of decision trees 
or production rules, that relate an example's decision to its attribute values. 
In contrast, inputs to first-order learners usually contain ground assertions 
of a number of multi-argument predicates. The learned theory consists of a 
logic program containing quantifiers and variables, restricted to Horn clauses 
or something similar, that predicts when a vector of arguments satisfies a des-
ignated predicate. 
An advantage of ILP over propositional learning systems (ID3, CART, 
C4.5, AQ) is its capability of utilizing background knowledge. The propo-
sitional learning systems do not take significant advantage of existing domain 
knowledge. Many first-order learning systems have been developed based on 
ideas that have proved effective in attribute-value learning systems. The LI-
NUS system developed by Lavarc et al. [1991] transforms ILP problems to an 
attribute-value language form, incorporates ASSISTANT [Cestnik et al., 1987] 
(a member of the decision tree family) and NEWGEM [Mozetic, 1985] (a mem-
ber of the AQ family) in its learning environment, and finally translates results 
to Horn clauses. The FOIL system developed by Quinlan [1990] uses the set 
covering approach as in AQ [Michalski, 1980], a heuristic information-based 
search taken from ID3 [Quinlan, 1979], and the idea of top-down searching of 
refinement graphs taken from MIS [Shapiro, 1983]. Michalski's [1983] work 
on INDUCE included a variant of the system that included first-order elements 
in a special syntax called the 'Augmented Predicate Calculus'. Though the 
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concept description language becomes more expressive in ILP systems and the 
splitting of given positive and negative examples becomes easier, ILP suffers 
from some shortcomings: 
• ILP systems have been restricted to qualitative predictions of activity 
(high, low etc.) and have yet to deal with numerical values. Handling 
numbers in ILP has mainly been tackled via transformation of relational 
problems into propositional ones as in LINUS [Lavrac et al., 1991], or by 
using adequate 'numerical knowledge', be it built-in as in FOIL [Quinlan, 
1990] or provided in declarative form as in PROGOL [Muggleton, 1995]. 
When continuous attributes are present in the problem domain, ILP 
systems have not been able to better the performance of standard quan-
titative analysis techniques like linear regression [Srinivasan and King, 
1996]. ILP systems, however, perform creditably when such attributes 
are not present. 
• Induction in first-order logic languages suffers from additional complex-
ity as compared to induction in attribute-value languages because of 
the large number of possible matchings between a candidate hypothe-
sis and a training example. ILP suffers from an infinitely large search 
space and a more complex underlying inference mechanism [Furnkranz 
and Pfahringer, 1998]. Learning of universally quantified concepts may 
become very complex, as learning of existentially quantified concepts has 
already been proved to be an NP-complete problem [Haussler, 1988]. The 
predictive power is worse when switching from propositional to first-order 
logic learners. ILP systems face a serious degradation of performance 
when moving from given examples to test data [Bergadano and Gunetti, 
1995]. As a result, ILP algorithms sometimes perform worse than the 
propositional algorithms on the learning tasks where a propositional de-
scription suffices [de Mantaras and Armengol, 1998]. ILP systems are 
usually slower than their propositional counterparts [Lavrac and Dze-
roski, 1994]. 
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In the emerging field of ML in the 1970s, several approaches7 to learning 
in first-order representation were developed for induction of structural or re-
lational descriptions. One of the earliest methods is Patrick Winston's [1970] 
work on learning concepts of arches, which employed a relational representation 
based on graphs. A graph representation -vvas also used by Steven Vere [1975] 
to learn relational productions, in part building on Plotkin's ideas [1970; 
1971]. ILP systems mainly follow two strategies to explore the hypothesis 
space: bottom-up (specific to general); or top-down (general to specific). 
Bottom-up strategy 
The bottom-up strategy is based on generalization of a set of positive exam-
ples from specific to general. The first formal method developed for inductive 
generalization is Plotkin's [1970; 1971] framework. Plotkin selects two positive 
examples of a target concept and attempts to find the least general gener-
alization (lgg). Most of the research in the area of ILP refers to Plotkin's 
framework in order to define the hypothesis space in which the search for the 
concept descriptions is performed. Buntine [1988] extends the concept of lgg 
to relative least general generalization (rlgg) by using background knowledge. 
He further proposed a method to compute the most specific generalization 
(msg) that is essentially the one used in GoLEM [Muggleton and Feng, 1990]. 
Further, Muggleton and Buntine [1988] introduced the notion of inverse res-
olution in first order logic. They argued that inverse resolution is complete 
for induction, since the resolution rule is complete for deduction. Based on 
this hypothesis, they proposed four inverse resolution rules: absorption, iden-
tification, intra-construction and inter-construction and implemented these in 
the CIGOL system [1988]. CIGOL builds clauses from given examples by using 
these rules and a background theory (which may be empty). 
7 A detailed overview of first-order learning methods of the 1970s period can be found 
in [Dietterich and Michalski, 1981]. 
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Top-down strategy 
IVIany of the top-down algorithms employ a greedy covering approach to the 
construction of hypotheses. The learner searches in the space of literals (con-
structed from training examples and the background knowledge) to fit in a 
single clause (generally starting with the empty clause) which covers a subset 
of positive examples, and is 'best' with respect to some quality criteria. Once 
that specific clause has been found, it is added to the hypothesis, and the pos-
itive examples it covers are removed from the set of training examples. This 
process is repeated until the hypothesis covers all the positive examples. 
One of the well known ILP system using the top-down approach is Shapiro's 
Model Inference System (MIS) [1983]. MIS could not treat complex problems 
because of its way of searching for hypotheses and failing to overcome the 
problem of combinatorial explosion. More recently, Quinlan has developed the 
FOIL system [1990] that learns definite Horn clauses from data expressed as 
relations. FOIL has proved to be an effective and efficient method on several 
learning tasks. The FOIL system has been refined by many algorithms such 
as FForL, FocL [Pazzani and Kibler, 1992] to define and exploit background 
knowledge in the inductive learning process. While FOIL is a very efficient 
system that produces good solutions in many cases, due to the heuristic nature 
of its search there is no guarantee that an existing solution will eventually be 
found. On the other hand, it has been empirically determined that except 
for the most trivial problems the space of Horn clauses cannot be searched 
exhaustively in reasonable time [Wrobel, 1996]. The rules induced by FOIL 
are overly specific as imposed by the coverage of positive examples. 
2.3 Learning a set of rules: Summary and dis-
. 
CUSSIOn 
Based on the discussion of rule-extraction techniques in the earlier part of 
this chapter, it can be inferred that most of the rule-extraction algorithms 
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suffer from significant limitations such as lack of generality, scalability, pred-
icative accuracy, rule comprehensibility, etc. A comparative study to find the 
optimum rule extraction technique for a given situation was performed by An-
drews et al. [1996]. The results obtained from this initial exercise did not 
reveal a superior rule extraction technique for each category of tasks. The 
results did, however, point out the need of a technique to represent rules in 
more expressive language, such as first-order predicate logic or a subset of this. 
There has been one more relevant issue with regard to learning a set of 
rules from data, and that is the question of whether to use connectionist or 
symbolic techniques. Given that the input to the entire process of rule-learning 
is a data set and the output is a rule set, it is natural to ask why symbolic in-
duction techniques should not be used instead of training an ANN on the data 
and then using rule-extraction techniques to extract rules from the trained 
network. As a result, a number of studies have been conducted to compare 
the performance of various machine learning algorithms. 
In the early 1990s, Project StatLog carried out a comprehensive compar-
ative study of different machine learning, neural and statistical classification 
techniques [Michie et al., 1994]. About 22 different algorithms were evaluated 
on more than 20 different datasets of industrial interest. Miller et al. [1990], 
Shavlik et al. [1991], Quinlan [1993b] and Andrews et al. [1996] undertook 
a detailed comparison of learning of rule sets by neural techniques and by 
conventional symbolic induction techniques. It is interesting to note that no 
particular algorithm could be considered 'best' when considering all perfor-
mance measurements. The results indicate that one particular algorithm could 
provide superior predictive accuracy than others with some problem domains, 
but not for all problems. The results obtained from the studies were regarded 
as being inconclusive, except for the finding that 'the performance of various 
symbolic and connectionist algorithms is domain dependent'. 
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Thornton [1992] further shows with examples that a training set not ex-
hibiting statistical regularities (that is, probability relationship between par-
ticular configurations of input values and particular target output values is 
high) is very hard for any inductive learner (such as ID3, backpropagation, 
quickprop and cascade ANNs) to deal with. According to Quinlan [1993b], 
connectionist techniques work better for parallel tasks (where all the input 
variables are relevant to the classification) and symbolic techniques are more 
suitable for sequential tasks (where the relevance of a particular input variable 
depends on the values of other input variables). In general, the predictive accu-
racy of machine learners is highly dependent on the way in which the training 
set is processed (sequential or simultaneous) by the heuristics. The selection 
of a learning algorithm is always relative to a given task, as each technique 
has its own competence and efficiency such that one may work when others fail. 
On the issue of knowledge representation, there is a tradeoff between com-
prehensibility (good expressiveness of language) and performance (predictive 
accuracy, computational complexity, etc. ) when deciding whether to use first 
order inductive learners or propositional learners [Lavrac and Dzeroski, 1994; 
Bergadano and Gunetti, 1995; de Mantaras and Armengol, 1998]. Many ILP 
systems constrain the language in order to reduce computational complexity, 
for example background knowledge and hypotheses may be required to be 
function free (i.e. only using variables and constants as terms). In the field 
of Database, such languages are called Datalog languages (function free Horn 
clauses) [Wrobel, 1996]. The primary advantage of Datalog languages is that 
implication is decidable [Wrobel, 1996]. Function free languages are found to 
be adequate in many practical problems [Quinlan and Cameron-Jones, 1995; 
Rouveirol and Puget, 1989], and are a good compromise between attribute-
value and first-order logic languages. 
In summary, although there is a wide variety of algorithms available for 
learning rule sets from data, there appears to be no best way to learn rules. 
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The algorithms suffer from limitations in terms of rule comprehensibility, per-
formance, generality etc. The purely numerical connectionist networks are 
inherently deficient in abilities to reason well; the purely symbolic logical sys-
tems are inherently deficient in abilities to represent the uncertain, approxi-
mate, and analogical links -important 'heuristic connections' between concepts 
- that are needed to make a new hypothesis [Minsky, 1990]. Versatility can 
be found in large scale architectures that can exploit and manage the advan-
tages of several types of representations, and each can be used to overcome 
the deficiencies of the others. In order to get around the limitations associ-
ated with rule-learning algorithms, hybrid systems should be developed that 
(1) combine the expressiveness and procedural versatility of symbolic repre-
sentations with the fuzziness and adaptiveness of connectionist systems, and 
(2) utilize the well-established ideas of propositional techniques to represent 
rules in a constrained first-order language. The following chapter presents a 
methodology that addresses these limitations by combining many algorithms 
in its environment and by presenting results in an expressive subset language 
of first-order logic. 
2.4 Chapter summary 
This chapter provides the context to understand aspects of the G YAN method-
ology that appears in the following chapters. The preceding discussion on in-
ductive generalization has laid the foundation for mapping propositional tore-
stricted first order logic rules in the GYAN methodology. This chapter has also 
reviewed the several ways of learning rule sets. In particular rule-extraction 
techniques from ANNs are described in detail and it is shown the need to 
represent rules in more expressive languages than propositional logic. 
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Chapter 3 
Neural learning and rule 
• processing 
The previous chapter focuses on learning of a set of rules from the given exam-
ples. This chapter extends the idea of learning rules to an integration of neural 
learning and rule processing such that the integration provides user interface 
and explanation capability. 
The first section of this chapter briefly summarizes a few (representative) 
connectionist semantic networks since one such system, SHRUTI, is considered 
as an end user system for the GYAN methodology introduced in the following 
chapters. The second section of this chapter introduces the idea of the inte-
gration of neural learning and rule processing in detail. This framework may 
be viewed as a special case (or an example) of the GYAN methodology. The 
symbolic rule processing in this framework is a query based learning approach 
in which the identified attributes and outputs (predicted by the trained ANN) 
are turned into rules with the use of a symbolic learner. 
3.1 Connectionist semantic networks 
This section summarizes a few connectionist semantic networks. The ability 
of the human brain to represent and reason in a systematic, rapid and effi-
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cient manner has always attracted researchers. Many researchers have tried 
to mimic the computational processes of the brain by realizing artificial neu-
ral networks (ANNs) and connectionist semantic networks (CSNs). CSNs (or 
localist networks) and ANNs (or distributed networks) are composed of many 
interconnected weak processing elements that work simultaneously to achieve 
the outcome. In comparison with ANNs, CSNs are sparsely connected and 
the network structure is prespecified to suit a particular task [Feldman et al., 
1988]. Generally, each individual unit of a CSN (or localist) network can be 
semantically interpreted. 
Fahlman [1979] proposed the design of a marker-passing machine (NETL) 
consisting of a parallel network of simple processors and a serial computer that 
controls the operation of the parallel network. Fahlman solved a class of in-
heritance and recognition problems efficiently by computing transitive closure 
and setting interconnections in parallel. Some improvements were done on the 
NETL design, but they suffered from serious semantic problems such as race 
conditions and cross-talk. The neurally implausible NETL system was never 
implemented in hardware. 
Feldman and Ballard [1982] introduced the first general connectionist model 
and considered how it might be used in cognitive science. They developed a 
model of individual nodes, and introduced a method of passing symbolic infor-
mation from node to node without cross-talk in a biologically plausible manner. 
Feldman [1982] described the problem of dynamically associating any element 
of a group of N entities with any element of another group of N entities using 
an interconnection network. He addressed the variable binding problem to 
solve this association task with an interconnection network having only 4N312 
nodes. Feldman [1986] argued that if the human brain can reason efficiently, 
then its connectionist formulation should yield a better characterization of 
higher level thought than symbolic logic. He specifies the internal structure of 
relations defining concepts by hierarchically compact representations; that is, 
52 
relations among concepts are represented by links connecting the representa-
tions of the concepts involved. 
Shastri [1988] built upon Feldman's ideas about representation into a rea-
soning system for inferencing and developed a connectionist semantic network 
to solve certain inheritance and classification problems in time proportional to 
the depth of the conceptual hierarchy. The system finds the most appropriate 
answers to inheritance and recognition queries by combining the information 
encoded in the semantic networks. This is done by controlling the flow of 
activity of the nodes at each step of processing using distributed mechanisms 
without a central network controller. He made improvements over the basic 
model relating to the computational effectiveness of reasoning [1990] and the 
relevance of connectionism to AI [1991]. Shastri [1992] pointed out the need for 
a massively parallel realization of semantic networks and showed that struc-
tured connectionism offers an appropriate computational framework for doing 
so. 
The use of massive parallelism is essential when developing a realistic model 
of cognitive processing which responds in human-like time scales [Shastri, 
1988]. Connectionist inference systems execute reflexive reasoning by exploring 
a number of inferential paths concurrently. Simultaneous processing of these 
paths is only possible with parallel mapping. In principle, parallel mapping of 
semantic networks involves assigning a simple processor to each node in the 
semantic network and representing each link in the network by a hardwired 
connection between processors. Current technology does not support direct 
realization of such large and highly interconnected networks of processors. An 
alternative approach is to simulate semantic networks on existing general pur-
pose parallel machines. The use of massive parallelism in large scale intelligent 
systems will reduce run time and make them more feasible for use in realistic 
applications. There are several levels of parallelism possible in CSNs, while 
mapping on parallel machines: (1) rule-based parallelism in which multiple 
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rules are allowed to fire simultaneously, (2) fact-based parallelism in which 
all the facts associated with a predicate may be matched simultaneously, (3) 
query-based parallelism in which multiple queries can be posed simultaneously. 
Shastri and Ajjanagadde [1993] described a computational model (SHRUTI) 
addressing some of the cognitive science challenges and resolving the artifi-
cial intelligence paradox (see the following chapter for a detailed description). 
There have been many advancements in the original SHRUTI model resulting 
in the enhanced model [Shastri, 1999]. SHRUTI serves as the representa-
tive connectionist model for the end user system in the GYAN methodology 
presented in the following chapters. Mani and Shastri [1995] implemented 
SHRUTI on existing general purpose massively parallel architectures such as 
Connection Machine CM-2 (a SIMD, Single Instruction Multiple Data ma-
chine) and Connection Machine CM-5 (a MIMD Multiple Instruction Multiple 
Data machine). In SHRUTI-CM5, the partitioning is at the level of knowl-
edge base elements such as concepts, predicates, facts, rules, etc. The system 
runs asynchronously in that each processor continues with its processing irre-
spective of the progress made by other processors. It currently supports only 
backward reasoning, not forward reasoning or the integration of forward and 
backward reasoning. It also does not support handling of negated knowledge 
or of inconsistency in reflexive reasoning. 
Waltz and Pollack [1985] developed a natural language processing system 
with modular knowledge representation but strongly interactive processing. 
The system offered insights into a variety of linguistic phenomena and allowed 
easy testing of many hypotheses. They described a parallel model of represen-
tation of context and of the priming of context using massively parallel parsing. 
Touretzky and Hinton [1988] developed the distributed connectionist pro-
duction system, DCPS, to describe the problem of rule based reasoning within 
a connectionist framework. Their connectionist model consists of many sim-
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ple, richly interconnected neurons like computing units that cooperate to solve 
problems in parallel. In the reasoning process DCPS selects and applies a sin-
gle rule at each step, and only deals with rules containing a single variable. It 
was not an efficient model because of the similarity to traditional serial pro-
duction systems at the knowledge level. 
Lange and Dyer [1989] developed an inference system, ROBIN, that is es-
sentially equivalent to SHRUTI. It uses signatures instead of phases to encode 
dynamic bindings. The units in ROBIN are standard units in terms of connec-
tionist systems, but signatures are sent along the connections in the network. 
The use of signatures (or integers) in the signals instead of the temporal se-
quence (or oscillatory behavior) used in SHRUTI weakens the biological plau-
sibility of the ROBIN system. 
Holldobler [1990] developed the connectionist inference system CHCL to 
deal with Horn logic. CHCL can do the inferences that SHRUTI and ROBIN 
are not able to perform, but it is biologically implausible. CHCL is a connec-
tionist system in the sense that each formula is represented by an ANN and 
the ( un-)satisfiability of the formula is determined by spreading of activation 
through the networks. 
Barnden and Srinivas [1991] proposed a connectionist production system 
(CONPOSIT) which is an architecture for the modeling of complex reflective 
reasoning processes based on relative position encoding and pattern-similarity 
association. Argument bindings are propagated by a connectionist interpreter 
that reads the contents of registers and updates them. This system is more 
appropriate for modeling of reflective reasoning rather than for reflexive rea-
soning [Barnden and Srinivas, 1991]. 
Pinkas [1991] developed a symmetric ANN that expresses first order logic 
and relies on the energy minimization of symmetric or stochastic networks to 
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solve the inferencing problem. Pinkas shows that the problem of finding a 
global minima of an energy function is equivalent to the satisfiability problem 
in propositional logic. 
Moldovan et al. [1992] developed the Semantic Network Array Processor 
(SNAP) to represent and reason with semantic networks using associative 
memory and marker passing. SNAP provides a special instruction set for 
network creation and maintenance, marker creation and propagation, logic 
operations and search/retrieval. A SNAP prototype has been built and is 
used to implement memory-based parsers in parallel. But SNAP-based sys-
tems use special purpose hardware, can only deal with semantic networks and 
do not support the full range of inferences such as those supported by SHRUTI. 
CONSYDERR [Sun, 1994] is a two-level connectionist system that uses a 
localist network (CSN) to perform rule-based reasoning and a distributed net-
work (ANN) to encode feature similarities. The two levels interact to provide 
a robust system for cognitive modeling of commonsense reasoning and deci-
sion making. This is a tightly coupled multi-module system in which each 
node in one module (ANN) is connected to a corresponding node in the other 
module (CSN). Based on CONSYDERR, Sun and Peterson [1997] presented a 
more complete and integrated architecture CLARION. It consists of two levels: 
(1) the bottom or reactive level which contains procedural knowledge acquired 
through connectionist reinforcement learning; and (2) the top or rule level 
which contains declarative knowledge acquired through rule extraction. With 
the integration of ANNs and CSNs, CLARION is able to acquire and represent 
dynamically generic knowledge level at the top level, and explicitly access and 
communicate that knowledge. 
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Figure 3.1: The hybrid rule generation process 
3.2 A framework for the integration of neural 
learning and rule processing 
ANNs have the ability to learn and generalize the relationship between input-
output pairs, given a set of examples consisting of inputs and the corre-
sponding outputs. Knowledge in an ANN is distributed across the architec-
ture (input/hidden/output nodes and interconnections) and encoded in terms 
of numerical weight parameters. They do not have explicit, symbolic and 
declarative knowledge structures that allow the representation of explanation 
structures [Diederich, 1992]. On the other hand, connectionist semantic net-
works are capable of representing complex and embedded knowledge struc-
tures. Knowledge in a CSN is expressed in terms of concepts (or variables and 
their fillers) and the hierarchical relationship between concepts. Each concept 
is represented by a node or a group of nodes, and the relationship between 
them is represented by an is_a link [Shastri, 1988]. CSNs do not have a mech-
anism to adapt the knowledge base. 
The shortcomings of both types of systems can be overcome by building 
an integrated system (Figure 3.1) that takes advantage of the strengths of 
both [Nayak, 1996]. The integrated system overcomes the disadvantage of 
CSNs that they do not have integral learning to build knowledge bases, by 
automating the knowledge base generated by ANNs. The integrated system 
overcomes the disadvantage of ANNs that they are not able to represent com-
plicated data structures and explanation, by integrating a CSN as an end user 
system. The integrated system learns a problem by using an ANN, and makes 
the learned knowledge available to users by transferring it into a CSN. The 
important task is to perfectly map the knowledge learned by an ANN into a 
connectionist rule-based reasoner. 
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3.2.1 Symbolic rule mapping 
The rules from trained ANNs are not recovered by rule extraction but simply 
by querying the networks. This method of learning propositional rules uses a 
feedforward ANN along with a symbolic induction algorithm. The basic idea 
incorporated in this rule-extraction technique is: 
• An ANN is trained for a problem domain. If applicable the input space 
is then reduced by a pruning process and a compressed dataset (reduced 
in dimension and size) is obtained. 
• Once the training is completed, the (pruned) network is queried to gain 
new (generalized) information. The selection of patterns that are used 
as queries are important for the formation of rule sets. In principle, 
the query patterns should contain all the information that the ANN has 
really learnt. The network's response is recorded along with the input 
patterns. 
• The input attributes and the decision attribute(s) (the response of the 
network) are then fed to a symbolic induction algorithm to generate the 
corresponding concept definitions. 
The obtained propositional rules can be transferred into a representation 
of facts, a type-hierarchy and rules with variables and n-ary predicates using 
a mapping algorithm, and the generated symbolic knowledge base can now 
be used in a connectionist knowledge representation system or any inference 
engine. 
3.3 An example: From simple to complex rules 
The process is demonstrated by a simple example which consists of informa-
tion about the relationships among categories and their properties [Rumelhart, 
1990]. This discrete example is chosen because it is easier to demonstrate the 
'logic' of generating simple to complex rules by this example. This example is 
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can move 
is a is a is a is a 
has gills 
robin 0 
~is ca:;;"\ 
green tall red sing yellow red 
Figure 3.2: A semantic data network showing relationships among 
various plants and animals [Rumelhart, 1990] 
a data structure, a semantic network, that summarizes a number of facts as 
illustrated in Figure 3.2. 
A feedforward network with two hidden layers introduced by Rumelhart [1990] 
serves as the representative ANN model for learning and generalization of the 
semantic network. The Rumelhart's PDP network is chosen because of its spe-
cial architecture (Figure 3.3) that assists to retain the symbolic nature of the 
problem (semantic network) during learning and is further used in reasoning. 
A symbolic learning algorithm developed by Orlowski [1995], OSL, serves 
as the symbolic learner for learning of propositional rules. The OSL algo-
rithm is selected as it does not incorporate any type of heuristics to generate 
rules unlike other symbolic inductive learners such as C4.5 [Quinlan, 1986] or 
AQ15 [Michalski, 1980]. 
A connectionist knowledge representation and reasoning system, SHRUTI [Shas-
tri and Ajjanagadde, 1993], serves as the representative connectionist model. 
59 
SHRUTI is chosen as an end user system (for the G YAN methodology) be-
cause of the expressiveness of SHRUTI approximates (restricted) first-order 
logic representation that is capable of representing complicated data structures 
and explanation. Pinkas type networks [1991] are an alternative to SHRUTI 
because of their equivalent expressiveness of language. At present Pinkas net-
works are too slow to be used for practical purposes and more importantly, 
intermediate steps in reasoning do not necessarily contribute to an 'explana-
tion structure'. Pro log or a symbolic rule-based system can also be used as an 
end user system, but one of the goal of this thesis is to provide the capability 
of adapting (rather than manually creating) the knowledge base into a CSN 
where no such ability is available. 
The Rumelhart's network is trained on the available domain. Then the 
symbolic learning algorithm is used to generate propositional rule sets by an-
alyzing the responses obtained from querying the trained ANN. These propo-
sitional rule sets are mapped into a generalized rule sets (having predicates 
and variables), facts and a type-hierarchy, and then processed by the SHRUTI 
connectionist reasoning system. This integrated system (Figure 3.1) can in 
turn be used for deduction and analytical learning [Diederich et al., 1998]. 
3.3.1 Rumelhart's PDP network 
Rumelhart [1990] introduced a feedforward network architecture with two hid-
den layers for discovering the internal representation within functionally simi-
lar patterns (for example, the representations of rose and daisy must be more 
similar to one another than to either pine or sunfish). A special architecture 
(Figure 3.3) is needed to retain the symbolic nature of the problem (seman-
tic network) during learning for parallel distributive processing (PDP). The 
distinguishing feature of PDP models is that the representation is embodied 
as the pattern of activity and distributed over hidden layers in the model. In 
most PDP models, it is not possible to attach any clear meaning to the activity 
of an individual unit in the network. In these cases, each unit represents not 
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Figure 3.3: Rumelhart's [1990] PDP network, adapted from 
[Diederich, 1991] 
only a familiar concept but also some abstract aspect or relationship, which 
contributes to the more readily intelligible feature that is represented by the 
overall activity of patterns. 
The architecture 
The input layer is partitioned into two sets of units. The first set of units 
contains units corresponding to concepts (illustrated as ellipses in Figure 3.2) 
in the semantic network. In the second set, there is one unit for each relation, 
i.e. one unit for each labeled arc of the semantic network. The network knows 
four relations: 'is-a' (subclass/superclass), 'is' (quality; e.g., something is red), 
'has' (property; e.g., a bird has feathers) and 'can' (actions; e.g., a bird can 
fly). [Diederich, 1991] 
The network has two groups of hidden layer units. The first layer labeled 
as 'representation units' receives inputs only from the 'node units' in the input 
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layer (i.e. the first set of units). The second layer of hidden units ('relational 
units') receives inputs from the 'representation units' and also from the 'rela-
tional units'. The reason for this configuration of hidden units is to develop a 
representation of the inputs that stimulates similar responses for similar rep-
resentations, no matter how similar or dissimilar the actual input patterns 
are [Rumelhart, 1990], and which therefore forms the representation of the 
distributed concept. [Diederich, 1991] 
The output layer of the connectionist network is divided into four groups 
corresponding to each arc type. The first set, 'node units', consists of sub/super 
concept nodes (something is-a <super-concept>). The second set, 'quality 
units', consists of units for each quality (a concept node is something). The 
third set, 'property units', consists of units for each property (a concept node 
can have something). The fourth set, 'action units', consists of units for each 
action (a concept node can do something). All the output units receive inputs 
from the 'relational hidden units'. [Diederich, 1991] 
Training 
The network is trained by randomly presenting facts chosen from the semantic 
network data base using the backpropagation learning algorithm [Rumelhart 
et al., 1986]. The initial weight limit is set to 0.25 with random initialization 
of weights. The various learning rates of 0.0001, 0.01, 0.1, 0.15, 0.2, 0.4 with 
a fixed momentum of 0.9 are used to train a number of networks. Figure 3.4 
shows the best results which were obtained using the learning rate of 0.1, the 
sum-squared error on training set is reduced to 0.00826. For example, the 
units for 'canary' and 'can' are clamped on in the input layer and the network 
is trained to turn on the units for 'sing', 'fly', 'move' etc. in the output layer. 
The network has been able to store all the desired information by creating 
internal representations as conceptual structures after the presentation of all 
the patterns. 
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Figure 3.4: Learning curves during training, momentum=0.9 
Generalization 
Rumelhart [1990] analyzed two aspects of the network: (1) the representa-
tion over the 'representation units', and (2) generalization. The generalization 
task is described in more detail as it is more relevant to the purpose of the 
framework. In order to generate queries, the network is presented with new 
patterns that it has not seen before. For example, the network is trained for 
patterns such as 'sparrow isa bird' and 'bird can move, grow, and fly'. Now to 
know, what can bird do?, the network is asked by turning on the input units 
'sparrow' and 'can'. The network responded with 'fly', 'move' and 'grow'. The 
sum-square error during generalization is 0.16. For the purpose of rule gener-
alization, the network has been queried to gain all the information about the 
type, quality, action and properties between concepts. 
The advantage of this type of network is that new information can easily be 
added to the trained network and many new inferences readily made [Rumel-
hart, 1990; Diederich, 1991]. For example, 'lotus isa flower! is a new fact that 
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the network has not seen before. The input nodes 'lotus' (a new node) and 
'isa' and the output node 'flower' will be turned on to learn this new informa-
tion. During this training period, all the other 'node units' connections will be 
frozen except those from the 'lotus' unit to the representational units . After 
learning, when the network is asked 'lotus has', the network responds with 
'petals'. The newly learned information reflects all the properties that a flower 
has. 
3.3.2 Symbolic inductive learner 
Essentially, any symbolic inductive learner can be used to derive symbolic rules 
from the set of inputs and decision attributes generated by querying the ANN. 
However, the algorithm proposed by Orlowski [1992] is used to determine ob-
ject identification rules. The reason of choosing this algorithm for this problem 
domain is that it does not incorporate any type of heuristics to generate rules 
and its inherent ability to absorb new knowledge. 
The algorithm is based on a dynamic approach that employs a method of 
maintenance of a rule base by the (minimal) modification of 'existing rules' 
whenever a new instance is presented. The algorithm takes a set of attribute 
values for each pattern and the corresponding decision attribute(s) computed 
by the trained ANN. The algorithm (1) updates the rules for classifying each 
existing pattern examined to date in the presence of a new case if the algo-
rithm does not distinguish between the existing patterns and the new case, (2) 
determines the rules by classifying the new case in the presence of the exist-
ing patterns if the new case is distinct from other existing patterns, and ( 3) 
removes all rules that are not minimal. 
Rule generation 
The algorithm described by Orlowski yields a rule set when presented with a 
set of attribute values for each pattern generated, together with the decision 
computed by the trained ANN for each pattern. The network's response along 
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with the input values is recorded for each query. The generated patterns are 
then rearranged to convert this data structure (a semantic network) into a 
decision problem. The nodes in the Rumelhart network (Figure 3.3) corre-
sponding to the 'relation units', 'quality units', 'property units' and 'action 
units' become the newly formed input attributes in the decision problem. The 
decision (dependent) attributes are the corresponding 'node units'. The input 
'node units' are classified into four decision classes: classO : 'tree' (oak, pine); 
class1: 'flower' (rose, daisy); class2: 'bird' (canary, sparrow, robin); and class3 
: 'fish' (salmon, sunfish). A total of twenty-nine (29) such cases were presented 
to the symbolic learner to identify the relationships between objects. For the 
given data set, a total of fifty-nine (59) rules were generated of which 22.03% 
define the extent of class bird, 16.95% relate to class fish, 49.15% to class flower 
and the remaining rules to class tree. 
3.3.3 SHRUTI knowledge base 
Construction of a SHRUTI knowledge base, consisting of is_a relationships, 
facts and rules fulfilling the imposed restrictions (chapter 4, section 4.4.2), has 
been generated for the purpose of querying and explanation. Some of the is_a 
relationships in the generated knowledge base for the classification of various 
plants and animals, are: 
is_a( animal,living-thing) is_a(bird,animal) is_a( canary, bird) 
is_a(plant,living-thing) is_a( tree,plant) is_a(pine,tree) 
Some of the rules, now quantified by prior knowledge, are: 
V X [ bird(X) <¢== •has_roots(X) /\•has_scales(X) 1\ can_grow(X)] 
V X [ flower(X) <¢== •can_fly(X) /\•can_swim(X) 1\ can_grow(X)] 
V X [ fish(X) <¢== has_skin(X) 1\ can_swim(X) /\•has_wings(X)] 
V X [ tree(X) <¢== isJiving(X) 1\ has_roots(X) /\•has_petals(X)] 
The knowledge base also contains facts and queries. Facts are the instan-
tiated antecedent predicates of the rules described above. The queries are 
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the instantiated consequent predicates of the rules. A query can have either 
constants or variables or existential variables (denoted by a wild card !) or 
combinational. Once the knowledge base is created, the SHRUTI network is 
generated by using the SHRUTI simulator [Hayward, 1999] and several queries 
are posed. The queries are answered with 'yes' or 'no' within a few milliseconds 
via backward reasoning. Some of the posed queries are: 
Query Answers (yes-no form) 
? bird(robin) Yes 
? flower(living-thing!) Yes 
? tree( oak) Yes 
? fish (sunfish) Yes 
Facts 
can _fly( robin) 
can_grow (daisy) 
has_bark( oak) 
can _swim (sunfish) 
? fish (canary) No knowledge of relation -
ship being true or false 
3.3.4 Discussion: The example 
In this example, the ANNs' knowledge is acquired by training and then query-
ing the network. As in any query based approach, the quality of the generated 
rules very much depends on the contents of the queries. The queries should 
be such that the abstract relationship between concepts learned by the ANN 
is captured completely. A number of query based rule extraction technology 
have been developed to efficiently extract rules from ANNs. For this particular 
problem domain, the human knmvledge of domain plays an important role in 
selecting queries to form rules, and the symbolic learner is capable of recovering 
these refined concepts in a symbolic form. The generated knowledge base can 
then be interfaced with a connectionist knowledge based reasoner to provide 
a symbolic explanation. A special characteristic of this example framework is 
incremental maintenance of an existing knowledge base in the presence of new 
information due to incorporation of the special type of network architecture 
and the symbolic inductive learner. 
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3.4 Discussion: Integration of neural learning 
and rule processing 
Recent advances in artificial intelligent systems using ANNs and knowledge 
based systems show the potential cross-fertilization between these two ap-
proaches based on the ways of addressing the issue of knowledge represen-
tation. The neural approaches differ from the knowledge based approaches 
in several respects. The ANN learning approaches assume that intelligence 
emerges through interactions among a large number of highly interconnected 
but relatively simple processing elements. On the other hand, knowledge based 
approaches assume that intelligent behavior is derived from knowledge struc-
tures. The knowledge of an ANN is embedded in connections among nodes and 
associated weights. The knowledge of an expert system is often represented 
in rules and implemented through knowledge engineering or machine learning 
techniques. Learning in knowledge-base systems generally relies on the quality 
of initial knowledge. 
An ANN processes information by propagating and combining activation 
through the nodes, but a knowledge based system reasons through symbol 
generation and then pattern matching. The knowledge based approach em-
phasizes knowledge representation, reasoning strategies and the ability to ex-
plain, whereas the ANN approach emphasizes learning from examples. Since 
the two approaches address different levels of knowledge representation and 
problem solving, combining their strengths in an integrated environment is 
justified. One way of combining them is to transform the rule base into an 
ANN. A number of researchers [Fu, 1989; Towell and Shavlik, 1993; Andrews 
and Geva, 1996; Hilario, 1997] have presented approaches that generalize the 
ANN so that it can effectively deal with rule bases which are multi-layered and 
involve logical conjunctions. This type of approach utilizes ANNs to maintain 
and refine the knowledge base (>vhich may be noisy, incomplete and incorrect) 
by recognizing and deleting the incorrect rules. The other way of combining 
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the two approaches is to use neural networks to learn relationship among con-
cepts and generate categories/rules with a symbolic processing, and use this 
generated knowledge base to conduct high-level inferencing. 
A few domain-specific systems have been developed by adopting the second 
approach. The SYMCOM system [Wu et al., 1997] integrates a distributed 
recurrent network (ANN), a localist network (CSN) and a knowledge based 
symbolic sub-systems to choose a correct meaning for a word with multiple 
senses. This is not very clear in the paper how the generic (knowledge) rules 
are generated from the ANN, except that the SYMCOM's knowledge base is 
hand-built at the present. Ulug [1989] presents a hybrid system in which a 
neural network component classifies measurements of hydraulic pressure over 
time, and then an expert system makes diagnostic statements based on the 
classification. But the method that combines the neural network with the ex-
pert system is inefficient. The SCRuFFY architecture [Lin and Hendler, 1995] 
uses a temporal pattern matcher to map neural network's encoded knowledge 
into a symbolic representation which a rule-based expert systems can reason 
on. The temporal pattern matcher looks for patterns in the consecutive out-
puts of the neural network, instead of an output at a single instant in time. 
A particular distinct output is passed as a fact to the expert system as they 
are discovered. In general, these systems lack a method that generates the 
generic and conceptual knowledge embedded in neural networks that can be 
effectively encoded in exert system. 
The CYAN methodology attempts to make a general-purpose integrated 
system by combining an ANN and a CSN. It transforms the knowledge em-
bedded in the ANN into a form suitable for input to the SHRUTI knowledge 
base reasoner. \iVithout ANNs (learning from experience, generalization and 
extraction), the methodology will not be able to acquire generic and concep-
tual knowledge for modeling and reasoning in CSNs (such as SHRUTI), and 
therefore a CSN has to rely on a pre-wired and/or externally given knowledge. 
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Without CSNs (the reasoning and explanation capability), the methodology 
will not be able to represent generic and conceptual knowledge, and explicitly 
provide user interface. 
3.5 Chapter summary 
This chapter introduces the basic idea of the GYAN methodology, i.e. the 
integration of neural learning and rule processing for the generation and repre-
sentation of generic and conceptual knowledge. \iVith a simple example frame-
work this chapter demonstrates how a rule processing method integrates a 
neural learning system and a knowledge base reasoner. Essentially, this chap-
ter emphasizes an efficient mapping between the low level symbol mapping 
(or distributed connectionist networks) and high level reasoning (or localist 
connectionist networks). 
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Chapter 4 
Gyan: A methodology to 
generate predicate rules 
The discussion in chapter 2 has established the merit of the idea of using first-
order predicate logic (with some assumptions) as a language to represent the 
knowledge embedded in neural networks. That chapter also laid the founda-
tion of a hybrid methodology to inductively generalize rules from data sets, 
a methodology that combines the adaptiveness of connectionist systems with 
the expressiveness of symbolic representations by interfacing several learning 
algorithms. Chapter 3 emphasizes the integration between ANNs and CSNs, 
and shows how the user interface can be achieved with neural learning and 
rule processing. The focus of this chapter is to present a domain-independent 
multi-stage methodology, GYAN, that allows a systematic transformation of 
data sets into quantified rules with predicates, and subsequently allows user 
interaction by interfacing with a knowledge based reasoner. 
The chapter starts with an overall presentation of the GYAN methodology, 
giving a more detailed discussion of each step in the following sections. The 
second section shows how a relationship between attributes is identified when 
examples, each consisting of a fixed number of attributes, are presented to 
ANNs utilizing the cascade correlation, BpTower and constrained backprop-
agation algorithms of neural learning. The third section introduces a prun-
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ing algorithm to remove superfluous nodes and links from the trained ANNs. 
The fourth section shows how the rule extraction methods LAP, Rule VI and 
RULEX are applied to ANNs to validate the output decisions, and a quanti-
fied rule set consisting of predicates is generated that allows for an explanation 
component in the connectionist architectures. The last section provides a dis-
cussion of the user interfacing phase of G YAN. 
' 
' ' 
' ' 
' ' (P:;:g) 
' ' 
A knowledge base with predicate rules 
with variables. facts and a type-hierarchy 
GYAN 
Figure 4.1: An overview of the Gyan methodology. All the incorpo-
rated programs used in each phase are shown. The main objective of 
Gyan is to understand and extend the capabilities of ANN s. Though 
Gyan can use any propositional rule learner to inductively learn con-
cepts from examples, and enhance the expressiveness of generated 
propositional rules to (restricted) first-order rules. According to the 
required hypothesis language (i.e. neural network, attribute-value, 
a subset language of first-order or a knowledge-base) one can exit 
after any phase. 
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4.1 The Gyan methodology 
The overall objective of GYAN is to form a symbolic generic representation, 
consisting of predicate rules with variables, from the ANN trained for the given 
problem. The general framework of GYAN can be stated as follo-ws: given a 
set of positive training examples E+, a set of negative examples E- and a hy-
pothesis in the form of the trained neural network ANN, find the set of rules 
consisting of n-ary predicates and quantified variables KR such that: 
Vet E E+, ANN U KR f= et, and \:lei E E- ANN U KR F ej 
The GYAN methodology starts with the construction and training of feed-
forward ANNs for the inductive acquisition of concepts from examples. In 
the next stage, a clustering based pruning algorithm is applied to remove re-
dundant nodes and irrelevant links from the trained ANNs. The third stage 
extracts predicate rules from the pruned networks. In this stage, first an equiv-
alent disjunctive normal form (DNF- a disjunction of conjunctions) expression 
or disjunction of conjunctive normal form ( CNF- a conjunction of disjunctions) 
expressions is gained from the pruned network. Later, the expression is gener-
alized and mapped into predicate rules, which form a knowledge base suitable 
to the SHRUTI [Shastri and Ajjanagadde, 1993] representation formalism. In 
the last phase, the generated knowledge bases are interfaced with the con-
nectionist rule-based reasoner SHRUTI for forward and backward reasoning, 
which enables greater explanatory capability by allowing user interaction. 
An illustration of the methodology, including all the incorporated pro-
grams, is given in Figure 4.1. The knowledge representation system developed 
in this thesis offers a choice of more than one language to the user for the 
expression of domain knowledge for a given problem, such as: (1) the trained 
ANNs; (2) propositional rule sets; (3) predicate rule sets; and (4) knowledge 
bases consisting of facts, rules and a type-hierarchy. The steps to learn and 
generate rules with variables and n-ary predicates from an ANN are summa-
rized in Table 4.1, and discussed in the following sections. 
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Phase 1. Select and train a network on data from a given problem domain 
until it reaches the minimum training and validation error. 
Phase 2. Prune the network to remove redundant links and nodes. 
Phase 3. Generate the representation consisting of a type-hierarchy, facts 
and predicate rules: 
3.1 Extract an equivalent DNF expression or disjunction of CNF 
expressions from the network. 
3.2 Generalize the expressions into predicate rules with variables. 
Phase 4. Interface the generated knowledge base with a rule based 
reasoner to provide a user interface. 
Table 4.1: The Gyan methodology 
4.2 Phasel: ANN training 
Learning is often cast as the problem of identifying and generalizing a hypothe-
sis that describes some already known concepts [Shavlik and Dietterich, 1990]. 
ANNs using supervised learning algorithms fall into this class of learning sys-
tems. ANN learning can be considered as the process of finding a hypothesis 
that approximates a function that is contained in examples used for train-
ing the network. In supervised neural learning algorithms, a training set of 
pre-classified examples is presented to the network. Each training example is 
described using a fixed number of attributes for which values are given along 
with the correct output value(s). The goal is to form a description that can 
be used to classify previously unseen examples with high accuracy. 
In ANNs, the complexity of the hypothesis space is constrained by the user, 
who initially selects an appropriate network for the given problem. The ne-
cessity of a priori specification of a network structure makes ANN techniques 
suffer from serious difficulties [Ishikawa, 1996] such as networks that are too 
small cannot represent the required function, while networks that are too large 
are prone to over-fitting which results in poor generalization. Neural learning 
algorithms that explicitly try to build an ANN by the use of constructive tech-
niques or subtractive techniques or regularisation techniques are an alternative 
to the problem and help to ease the burden of having no initially specified 
appropriate network. In constructive techniques, training is started with a 
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small size network and keeps adding units until an acceptable network state 
is achieved. In subtractive techniques, training is started with a large size 
network and eliminates superfluous links and nodes until the network is just 
able to represent the required function. In regularisation techniques, training 
starts with a large number of parameters but has a limitation in the size of 
the parameter dimension by imposing additional constraints such as a weight 
decay term in error calculation, etc. 
The present approach is in general independent of the underlying feedfor-
ward network architecture, however, the constructive techniques such as cas-
cade correlation, BpTower and constrained error back propagation algorithms 
are utilized to dynamically build neural networks for the given problems. A 
regularisation term, weight decay, is employed during the cascade correlation 
and BpTower learning of ANNs. When the ANN learning process has been 
completed, a pruning algorithm is applied to remove redundant nodes and 
links from the networks trained with cascade and BpTower algorithms. 
These ANNs are chosen as they demonstrate a number of architectural 
and algorithmic differences such as utilizing a bottom-up, or a top-down, or a 
local function approach to building the network. Use of these ANNs show the 
feasibility of applying the GYAN methodology to a broad spectrum of ANN 
architectures and algorithms. 
4.2.1 The cascade correlation algorithm 
Cascade correlation neural networks are particularly included in GYAN as they 
have been successfully applied to a diverse range of problem domains [Waugh 
and Adams, 1993; Collier and \Vaugh, 1994]. The cascade correlation al-
gorithm [Fahlman and Lebiere, 1990], one of the methods for incrementally 
building a feedforward network, starts with an input and an output layer with 
no hidden units. The algorithm constructs the network by initially train-
ing the output unit(s) to approximate the target function using gradient de-
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Figure 4.2: A Cascade Correlation network. For simplicity, only one 
unit in the output layer is shown. Networks with multiple output 
nodes can be generated by this algorithm. 
scent [Rumelhart et al., 1986] or quick prop [Fahlman, 1988]. When training 
stagnates, a pool of candidate units is trained with connections from all inputs 
and the previously inserted candidate units (if any) to predict the network 
error. Each of the candidate units is initialized differently and trained inde-
pendently of the others. During training, each candidate unit attempts to 
maximize the magnitude of the correlation coefficient between its output and 
the network's residual error. When training of candidate units stagnates, the 
best candidate unit is selected and inserted into the network permanently. A 
connection is added from the inserted unit to the output unit(s). The weights 
coming into the newly added unit from the input units (and the existing pre-
viously inserted hidden units) are then fixed, and the rest of the network is 
trained with the newly added unit. This process continues until an acceptable 
overall network is achieved or the termination criteria are satisfied [Figure 4.2]. 
The termination criteria are: the root mean square error (RMSE) on the vali-
dation (test) set reaches the minimum required error; or the RMS error on the 
validation (test) set starts to increase; or the maximum permissible number of 
hidden units has been added. 
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Weight decay 
As training proceeds, some weights begin to grow in order to reduce the er-
ror over the training examples. Consequently, the complexity of the learned 
decision surface increases. The complex decision surface has a tendency to 
easily fit the existing noise in the training data, or to learn the unwanted or 
specific characteristics which exist in the training examples ( overfitting). A 
simple method to overcome these problems is to bias the network learning 
against complex decision surfaces by keeping weight values small. To encour-
age smooth mappings, a regularisation term is included in the error function 
to be minimized during training. Adding a penalty term to the error function 
during training is equivalent to associating a cost to each connection in the 
network [Weigend et al., 1990]. The simplest way of weight decaying is to add 
a wfj term in the error function. The disadvantage of adding this term is that 
large weights decay at the same rate as small weights. The goal is to influence 
smaller weights during training without much effecting larger weights, such 
that the minimal number of weights are generated and the weights are easily 
separated into groups. The modified cost function [Weigend et al., 1990] is the 
sum of two terms based on the rectangular hyperbolic function: 
The first term is the standard sum squared error over a set of examples S. 
The second term describes the cost associated with each weight in the network 
and is a complexity term. The cost is small when Wij is close to zero and 
approaches unity (times )..) as the weight grows [Figure 4.3]. Initially).. is set 
to zero and gradually increased by small steps until learning improves. The 
learning rule then updates weights according to the gradient of the modified 
cost function with respect to the weights. The updated weights [Weigend et 
al., 1990] are: 
Wij = Wij + 6. Wij - decay _term 
2Wij 
decay_term =).. * ( 2 )2 1+W·· ~J 
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1.0 
Decay-term 
0.0 Magnitude of a weight 5.0 
Figure 4.3: Cost for a weight and its derivative with respect to 
weights in the network [Weigend et al., 1990]. The cost is small 
when the magnitude of a weight is close to zero, and approaches 
unity as the weight grows. The value of the decay-term is large 
when the magnitude of the weight is small, and the value of the 
decay-term decreases as the magnitude of the weight increases. 
The decay term allows smaller weights to decay faster as compared to larger 
weights (Figure 4.3). Also all the weights except bias weights are constrained at 
two digits after the decimal point. The fundamental consideration behind these 
constraints is to generate the networks with weight values that are clustered 
into a number of small groups, instead of generating uniformally distributed 
weights. These constraints also make sure that small weights are set to zero 
during training, and limits the search space by constraining the hypothesis 
space. 
4.2.2 The BpTower algorithm 
BpTower neural networks are included in GYAN phase 1 because of their sim-
ilarity to cascade correlation networks, however they employ a different ap-
proach of building the network. For example, the BpTower algorithm has a 
distinct advantage for ( decompositional) rule extraction in Phase 3, i.e. hidden 
units in a BpTower network is trained with a Heaviside activation function. 
Whereas hidden units in a cascade correlation network is trained with the 
sigmoidal activation function bounded between zero and one. As a result, a 
decompositional rule extraction technique approximates sigmoidal activation 
function with a Heaviside function while extracting rules from cascade corre-
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XI X2 Xn XO=+l 
Figure 4.4: A feedforward network constructed by the BpTower 
algorithm. 
lation networks, and may produce rules that fail to adequately describe the 
network. 
The Tower algorithm [Gallant, 1990] employs feedforward single-cell learn-
ing to build a tower of cells, where each cell sees the original inputs and the 
single cell immediately below. The BpTower algorithm [Hayward, 1999] is the 
same as the Tower algorithm except that BpTower uses gradient descent to in-
duce half-spaces rather than the pocket algorithm with ratchet [Gallant, 1990]. 
The weight-decay term discussed above is also implemented in the training 
algorithm. 
The initial network starts with an input layer and an output node. Bp-
Tower constructs the network by initially training the output node on activa-
tions from all the input nodes to approximating the target function. When 
training stagnates, the node is inserted with connections from the input nodes, 
and the incoming weights are frozen. When the node is added to the network, 
its sigmoid activation function is replaced by a Heaviside function. If the net-
work with this added node gives an improved performance and the termination 
criteria is not matched, then a new node is added with connections from the in-
put nodes plus the recently trained node(s). Training of the newly constructed 
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Xl X2 Xn 
Figure 4.5: A CEBPN constructed by local basis function nodes 
network is then started. The process is repeated until an acceptable overall 
network is generated [Figure 4.4]. The termination criteria are: the root mean 
square error (RMSE) on the validation (test) set reaches the minimum required 
error; or the RMS error on the validation (test) set starts to increase; or the 
maximum permissible number of hidden nodes has been added. 
4.2.3 The constrained error backpropagation algorithm 
Constrained error backpropagation networks (CEBPNs) [Andrews and Geva, 
1996] are selected in GYAN phase 1 as they represent a special class of feed-
forward networks that utilize local functions in the construction of hidden 
layers. The CEBPN performs function approximation and classification very 
similar to radial basis function (RBF) networks [Tresp et al., 1993]. Lapedes 
and Faber [1987] describe a method to construct locally responsive units using 
pairs of axis parallel sigmoids. Here local response unit means that a node 
only responds to a selective range of possible values of input variables. Later, 
Geva and Sitte [1992] proposed a parameterization and training scheme for 
networks composed of such sigmoid based hidden nodes. 
The CEBPN consists of an input layer, an output layer and a hidden layer 
of local basis function nodes (Figure 4.5). The hidden nodes are sigmoidals 
forming locally responsive units, rather than Gaussian units, that have the 
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effect of partitioning the training data into a set of disjoint regions, each region 
being represented by a single hidden layer node. A linear combination of such 
hidden layer nodes is able to approximate the target concepts of a problem 
domain. A set of ridges forms a local unit (hidden layer node), one ridge for 
each dimension of the input space. A ridge produces appreciable output (the 
thresholded sum of the activations of the sigmoids) only if the value presented 
as input lies within the active range of the ridge. For each ridge (in the 
ith dimension), the axis parallel sigmoids are parameterized according to the 
centre, breadth and edge steepness of each ridge. The pair of sigmoids is given 
by the following equations [Andrews and Geva, 1994]: 
u+ = 1 
~ 1 + e-(Xi-Ci+bi)ki 
u.- = 1 
~ 1 + e-(x;-Ci-bi)ki 
where x is the input vector, c, b and k are the centre, breadth and edge 
steepness of each ridge respectively. The local response region (a ridge parallel 
to the axis in the ith dimension) is created by subtracting the value of one 
sigmoid from the other. The activation of this sigmoid is given by: 
Tf- 1 
I - '\' + 1 + e-(L..)U; -ui- -B)K 
where B is the dimensionality of the input domain and K is a constant, set 
in the range 4 to 8. An incremental constructive training algorithm is used 
to adjust the parameters of the sigmoids (centre, breadth and edge steepness 
defining the local response units) by gradient descent. During training the 
output weight is held constant at a value such that the hidden nodes are pre-
vented from overlapping, i.e. no more than one node contributes appreciably 
to the network output. This constraint further facilitates direct decompilation 
of each hidden node into an equivalent symbolic rule. 
4.3 Phase2: Pruning 
The constructive neural learning algorithms add new nodes with full connec-
tivity to the existent ANN. After the trained network converges, links between 
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the hidden/output nodes and irrelevant input nodes may still carry non-zero 
weights. These superfluous non-zero weights, though usually small, make the 
neural representation difficult to interpret. In order to derive a concise set of 
symbolic rules from trained ANNs, one of the option is to eliminate all the 
irrelevant nodes and links from the network before the rules are extracted. 
The precise steps to prune the irrelevant links and redundant nodes from 
the trained ANNs are summarized in Figure 4.6. There are two basic concerns 
involved in a pruning process: 
• vVhen should the pruning start? 
The algorithm [Figure 4.6] starts pruning when the minimum RMS error 
on the training and validation sets has been reached for the network. 
• How many connections should be removed in each pruning step? 
The goal is to reduce the input space in order to apply a rule extrac-
tion method successfully in a smaller solution space, resulting in the 
generation of a more compact set of rules. A heuristically guided decom-
positional pruning process (inspired by the MofN algorithm [Towell and 
Shavlik, 1993]) has been adopted that tests clusters (the weighted links) 
at each pruning step, labels them if they are irrelevant, and eventually 
deletes all of them. 
An effective means to prune an ANN is to employ a clustering algorithm on 
weight matrices to perform an appropriate reduction. A clustering algorithm 
picks out the distinctive subsets of weights embedded in a high dimensional 
space and selects lower dimensional weight matrices. Reduced dimension now 
enables the identification of a rule set which may otherwise remain hidden in 
high dimensional space. The pruning algorithm in Figure 4.6 applies a metric 
distance based clustering method to find the best n-way partition such that the 
metric difference among all the elements/weights in a cluster is less than the 
distance measure provided by the user [Hartigan, 1975]. Clustering starts by 
assuming each weighted link to be a distinct cluster and successively merging 
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1. For each non-input neuron in the network: 
1.1 Group the network's links of similar weights in clusters; 
1.2 For each cluster: 
1.2.1 Set the weight of each element to the average weight of that 
cluster; 
1.2.2 Test the cluster's magnitude against the bias weight; 
• If bias > cluster's magnitude then 
the cluster is marked as unnecessary; 
1.3 Sequentially present all the training examples to the network. 
1.3.1 For each cluster: 
• Set all the relevant weights to zero; 
• Label the cluster as unnecessary if there is no qualitative change 
in the network's prediction and the accuracy of the network is 
maintained high; 
• Adjust the relevant weights to previous values. 
2. For each non-output neuron ni in the network: 
2.1 Delete the links labeled as irrelevant; 
2.2 If all the connections of ni are labeled as irrelevant then delete ni; 
2.3 Remove ni if there are no output links from it and ni is a hidden 
node. 
3. Train the remaining nodes and links for a few epochs. 
Figure 4.6: The pruning algorithm 
the two nearest clusters according to the distance metric. The difference in 
average magnitudes of each pair of clusters should be more than the set dis-
tance metric. 
Threshold pruning is applied to eliminate redundant links and possibly 
input or hidden nodes from the trained neural network architecture while pre-
serving the predictive accuracy of the trained neural network. The idea is that 
links with sufficiently low weights (([ r:_weights[ <Bias)) are not decisive for 
a neuron's activation state, and are not contributing towards the classification 
of any of the examples. Consequently, low weighted links are not retained for 
symbolic rules, and are labeled as irrelevant, (step 1.2 in Figure 4.6). This 
method is fast and provides a first cut elimination of unwanted nodes and 
links. There is a modification in the threshold pruning for the cascade type of 
networks (cascade-correlation and BpTower). Each node in the cascade type 
of networks tries to learn a part of the target concepts (acting as a high-order 
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feature detector) [Fahlman and Lebiere, 1990]. If a hidden node is inserted in 
the network to learn a negative concept (usually indicated by a large negative 
weight to the output node), the corresponding input space should be identified. 
As a result clusters failing the test, (I L,weightsl <Bias), are considered to 
be relevant for labeling, i.e. they are kept in the network. 
Assuming the sparse-coded input space (boolean variables according to 
each value of the attribute), there is a node for each attribute-value, and a 
weight is generated corresponding to each node. There is a probability that 
more than one (weight) values of an attribute are grouped in the same cluster. 
To ensure that only a single value of an attribute is represented in the cluster 
in any instance, all the samples are presented to the network for testing the 
effectiveness of clusters (step 1.3 in Figure 4.6). To avoid over-pruning and 
to maintain predictive accuracy of the underlying network, the two-fold pro-
visions are: (1) the results from steps 1.2 and 1.3 in Figure 4.6 are merged to 
assure that only the clusters that are irrelevant (agreement from both steps) 
are deleted; and (2) if the classification accuracy of the remaining network is 
accepted then only is the cluster removed from the network. Furthermore, 
whenever an intermediate node loses all of its input links due to link deletion, 
this node too is removed from the network. 
Only weights that do not effect the network's performance are removed 
in the pruning process. The network maintains high accuracy during elim-
ination of clusters. As a result, only a few epochs are needed to train the 
remaining network once all the redundant nodes and links are eliminated. The 
pruned network is further trained using the quick-prop algorithm [Fahlman, 
1988]. Quick-propagation is one of the most effective and widely used adaptive 
learning rules and simple in computation. The update rule for each weight is: 
S(t) 
b.w(t) = S(t- 1)- S(t) b.w(t- 1) 
where S(t) and S(t-1) are the current and previous values of the summed gra-
dient information (slope), 6 E jbw, over all the patterns in the training set. 
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Quick-propagation uses a single global parameter, the c parameter, and a set 
of conditions to increase or decrease the amount of weight at each computation 
depending on the sign and weight difference for the current slope and previous 
slope. 
Finally the reduced set of trained weights of the remaining links in the 
network, the subset of the training examples (consisting of the remaining at-
tributes) and an additional set of instances (query instances) are recorded for 
the next phase. 
4.4 Phase3: Rule extraction 
The next step is to interpret the knowledge embedded in trained ANNs as sym-
bolic rules. Many successful rule-extraction techniques represent the extracted 
knowledge in a propositional attribute-value language. The idea in GYAN is to 
incorporate existing propositional rule-extraction techniques and to enhance 
the expressiveness of the generated rules. The increase in expressiveness is due 
to the introduction of universally quantified variables, terms, and predicates 
in the extracted symbolic rules. 
4.4.1 Propositional rule-extraction techniques 
The GYAN methodology (Figure 4.1) includes the pedagogical rule-extraction 
technique Rule VI [Hayward et al., 1997], and the decompositional techniques 
LAP [Hayward et al., 1996] and RULEX [Andrews and Geva, 1994] in its 
environment to extract propositional normal form expressions. These rule ex-
traction techniques are selected in GYAN phase 3 because they embrace a broad 
spectrum of ideas on rule extraction such as repeatedly querying the trained 
network and examining the response (Rule VI), or applying a search and test 
strategy to determine the condition under which a given hidden or output unit 
will be active (LAP), or directly encoding the weight matrices for each local 
basis function unit (RULEX). Use of these decompositional and pedagogical 
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rule extraction algorithms demonstrates the feasibility of applying the GYAN 
methodology to a diverse range of problem domains. If one technique fails 
(inaccurate output) for a problem domain, others can be applied successfully. 
Also the use of various techniques assures that the algorithm in phase 4 can 
generally be used to enhance the expressiveness of propositional rules - gen-
erated in any format (each of these techniques produces output in different 
form). 
The pedagogical rule extraction technique - Rule VI 
The Rule VI [Hayward et al., 1997] pedagogical rule extraction technique is 
used to obtain the DNF expression (disjunction of conjunctive expressions) 
equivalent to the whole network trained for the given problem. The motif of 
the Rule VI [Figure 4. 7] technique is that a conjunctive rule holds only when all 
the antecedents in the rule are true, and hence by changing the truth value of 
one of the antecedents the consequent of the rule changes. Rule VI generates a 
rule set by repeatedly changing antecedents of the training instances, querying 
the trained ANN, and examining the network's response. Rule VI utilizes VI 
analysis [Thrun, 1995] to create partially specified instances to make a pro-
posed rule more general. 
The Rule VI algorithm proceeds by initializing the DNF expressions for 
each target class as empty. An Example oracle generates the query instances. 
Each query instance is classified by the network to obtain a prediction. The 
query instance is then iteratively altered by a change in each of its dimen-
sions. The amended instance together \vith the classification obtained by the 
network for the original instance is passed to the Subset oracle. The Subset 
oracle returns false if there is a disagreement between the classification of the 
amended instance and the classification of the original instance. The Subset 
oracle utilizes the trained ANN as an expert in classifying amended instances 
to test for agreement between them. If the Subset oracle returns false than 
the attribute's original value is added as a conjunctive term to the rule being 
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/* Initialize rules for each class * / 
For each class c 
Rc :=NULL 
Repeat 
e := Example() 
c := Classify() 
If e not classified by Rc Then 
r := empty rule 
Utilize VIA to form a set of amended instances ( t) from e 
such that t is a vector of ranges rather than values 
For each input ti 
u := t but with ti a range 
If Subset(u) =false Then r :=rAND ti 
Else t := u 
Rc := Rc ORr 
Until training instances are exhausted 
Figure 4. 7: The Rule VI Algorithm [Hayward et al., 1997] 
constructed indicating that this value of the attribute is contributing towards 
the network's output. 
Importantly, inputs for this algorithm is restricted to binary values, either 0 
or 1. The application of VI analysis requires the assignment of a valid interval 
(range) to each unit in the network in which the unit can fire. To determine a 
unit's output, the range is calculated instead of calculating a value [Hayward 
et al., 1997]. The query instances are generated by amending each training 
instance such that each input dimension is a valid interval (min= 0, max= 1) 
in the instance. For example, if an instance contains n values, and each value 
is chosen from one of m valid intervals, then the instance will be altered and 
checked n x m times to generate a rule. The ranges are propagated through the 
network and the output vector, which will be a vector of ranges rather than 
values, can be tested to generate a valid rule. This algorithm is an improved 
version of the algorithm RuleNeg [Pop et al., 1995] in which query instances are 
created from the original instances with each input dimension logically negated. 
Each extracted conjunctive expression contains only one value per attribute 
and any 1 ... n number of attributes (values), where n is the total number of 
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attributes. Rule VI is designed to generate rules for each input pattern, and 
is able to extract rules covered by all the training patterns in the problem 
domain. The expressions are of the form: 
where Xi is an attribute, Xij is a value for ith attribute and Yk is the target 
class. 
The decompositional rule extraction technique - LAP 
The LAP [Hayward et al., 1996] decompositional rule extraction technique is 
used to obtain the disjunction of CNF expressions equivalent to each individ-
ual node in the trained ANN. The LAP rule extraction technique [Figure 4.8] 
decomposes the network into a collection of networks, and extracts a set of 
rules describing each constituent network. The core idea in LAP is to isolate 
the necessary dependencies between inputs and each non-input node in the 
network, and form a symbolic representation for each node. To achieve this 
the sigmoid activation function employed during training is approximated by 
a Heaviside activation function. 
The LAP algorithm assumes that data presented to the network has been 
sparsely coded and uses this information to reduce the search space when iden-
tifying rules. The algorithm also assumes that an attribute domain will have 
a minimum of two values; if an attribute has a single value then it produces 
the complement of the values itself. The algorithm starts by constructing a set 
of weight vectors (Wl' vV2' ... ' Vfl N)' where vvi denotes the weight vector for 
the ith sparse-coded attribute. The algorithm proceeds by testing the sum of 
the maximum-valued weights from each vector against the bias for each non-
input node. If the activation for the output node is higher than the bias, then 
LAP iteratively constructs a separate case of weight vector for each attribute 
excluding the largest weight from each vector. There will be N separate cases 
formed for N attributes. The process is repeated until the node fails to fire 
z. e. no possible combination of weights is left in the set that can cause a high 
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Function LAP (VVI, vV2, ... ' vV N) : Boolean is 
Function enumerates recursively all minimal vectors, returns true 
- if max(TVI) + max(vV2 ) + ... + max(l¥ N) > unit threshold 
Boolean belowThresh, minimal; 
belowThresh := (max(vV1 ) + ... + max(lVN) >unit threshold) 
If belowThresh Then minimal:= true 
Fori:= 1 toN 
If llVil > 1 Then 
tmp := Vf!i 
Wi := vVi - max(l1Vi) 
minimal:= LAP (VV1 , W2 , ... , WN) AND minimal 
TVi := tmp 
If minimal Then 
save(W1 , vV2 , ... , lVN) 
Return belowThresh 
Figure 4.8: The LAP Algorithm [Hayward et al., 1996] 
activation of the output node. The inputs corresponding to the weights that 
cause the node to produce a higher output than the bias, then form the basis 
for CNF expressions. 
Each extracted CNF expression contains multiple values per attribute (as 
a disjunction) and any 1 ... n number of attributes in conjunction, where n is 
the total number of attributes. The complete rule set is represented by the 
disjunction of all such CNF expressions. Each CNF expression is of the form: 
where Xi is an attribute, Xij is a value for ith attribute and Yk is the target 
class. 
The decompositional rule extraction technique - R ULEX 
Unlike other decompositional methods, RULEX [Andrews and Geva, 1994] 
does not employ an exhaustive search and test strategy to extract rule sets to 
describe the behavior of trained ANNs. One of the salient features of RULEX 
is that the decision planes are parallel to the attribute axes, that facilitate 
rule extraction. The technique is designed to exploit the manner of construe-
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tion and consequent behavior of a particular type of multi-layer perceptron, 
CEBPNs. In this type of locally responsive network, the function approxima-
tion and classification is performed by mapping a local region of input space to 
a hidden node. Thus each hidden node responds to a localized region of input 
space. The R ULEX rule-extraction technique directly maps these localized re-
gions into rules when the network uses locally responsive units during training. 
The basic idea behind R ULEX is that if the activation of a ridge lies between 
its minimum and maximum value, the input value corresponding to the ridge 
becomes an antecedent in the rule. The cross-section of a local response ridge 
gives the range of input values that are sufficient to cause output of the ridge 
greater than a certain threshold. A ridge is formed by a pair of sigmoids for 
each dimension of the input domain. A hidden node is formed by a number of 
ridges equivalent to the dimensionality of the input domain. Each individual 
hidden node of the trained CEBPN is decompiled into rules of the form: 
If Vi, 1 < i < n : xJz.· E {xJz.' ... xJz.' } Then [the target class]. 
- - lower upper 
\Vhere xLwer and xLpper represent the lower and upper limit of activation 
of the ith ridge in ih hidden node. R ULEX expresses the complete rule set as 
a disjunction of CNF expressions. Each CNF expression contains any 1 ... n 
number of attributes with multiple values per attribute (as disjunctions). The 
expressions are the same form as of LAP, except the negated antecedents are 
allowed to appear. R ULEX is suitable for both continuous and discrete data. 
RULEX reduces the size of the extracted rule set by post-processing such as 
removing redundant antecedents and rules, and use of negation in antecedents. 
4.4.2 Mapping of propositional rules to predicate rules 
This section describes the process for the generation of predicate rules (with 
variables) from propositional rules (-vvithout variables). The motivation for 
preferring predicate rules over propositional rules is the greater expressiveness 
of the former. Predicate rules allow learning of general rules as well as learn-
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ing of internal relationships among variables. Sometimes comprehensibility 
of the extracted propositional rule set from ANNs is poor. Consequently it 
becomes hard to understand the hundreds of rules extracted by propositional 
rule-extraction techniques. A means to generate fewer general rules that are 
equivalent of many more simple rules in propositional ground form is neces-
sary. A possible step in this direction is to map the propositional rules into 
quantified rules in the form of generic predicates, and to automatically cre-
ate a knowledge base that includes predicate rules with variables, facts and a 
type-hierarchy. This process is independent of any network architecture and 
can be applied to any set of propositional expressions. The objective is to 
establish a mapping from propositional expressions to predicate rules (a more 
general description) by automatic bottom-up processing utilizing Plotkin's lgg 
concept. 
Features of the knowledge-representation formalism 
The representation formalism of predicate rules with variables, facts and a 
type-hierarchy adopts conventions from logic programming and Prolog [Lloyd, 
1987], and is accepted by the SHRUTI reasoning system [Shastri and Ajjana-
gadde, 1993] as the knowledge representation language. This formalism has 
the following features: 
• Each rule is expressed in the form of: consequent -{::= antecedents. Dis-
junctive consequents in a rule are written as separate rules1 . 
• Antecedent predicates are a sequence of predicates, using commas or 
explicit ANDs to concatenate them. A predicate is a predicate symbol 
starting with a lowercase letter followed by a number of terms. Defini-
tions of predicates and terms are the same as those in first-order logic 
except that terms are function free. The explicit negation of predicates 
is allowed in describing the goal concepts to avoid 'negation-by-failure'. 
1 The current version of SHRUTI admits rules with multiple consequents. Moreover, rules 
can be evidential. 
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• A fact is an instantiated/ ground predicate if all its predicate variables 
are instantiated. 
• A variable is a sequence of alphabetic or numerical characters in which 
the first character is an uppercase letter. A constant is a sequence of 
lowercase alphabetic or numeric characters. There are some restrictions 
on the appearance of variables in rules: any variable occurring in multi-
ple argument positions in antecedents of a rule must also appear in the 
consequent [Shastri and Ajjanagadde, 1993]; any variables occurring in 
antecedents of a rule must occur in the consequent of the rule [Hayward, 
1999]. 
• There is a single-depth type-hierarchy corresponding to input space of an 
ANN, in which attributes (such as Color) are concepts, and their values 
(such as blue, red, yellow) are sub-concepts. 
• Execution is controlled by forward chaining or backward chaining. 
• A query is a question mark (?) followed by a predicate with attributes 
which are either constants or variables or existential variables (denoted 
by a wild card !) or combinational. 
This type of format offers a wide range of desirable properties e.g., the rep-
resentation of relational knowledge, a better understandability of hypotheses, 
etc. 
The generalization algorithm 
A rule set extracted from a trained ANN by rule-extraction techniques is usu-
ally represented as propositional ground form expressions. The generalization 
task can be formulated as the task of finding a generalized rule set represented 
in the subset language of first-order logic such that KR+ I= Ct 1\ ... 1\ C:): and 
KR- I= C1 1\ ... 1\ c;;, where KR+ and KR- are knowledge representations 
that cover all positive ( Ct) and negative ( ci-) conjunctive or CNF expressions 
respectively. The process for generating predicate rules from the propositional 
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rules is summarized in Figure 4.9. 
1. Search for a DNF expression or a disjunction of CNF expressions 
equivalent to the neural network. 
2. Generate a single-depth type-hierarchy by input-space mapping, 
with attributes as concepts, and values as sub-concepts. 
3. Perform a symbol mapping for predicates to convert each conjunctive 
expression into a ground fact (such as N odename#1-#2, hiddenL1 
or outputL2, or simply p_1,p_2, .. ,p_n). 
4. Utilize the fact definitions to create specific clauses (clauses with constants, 
C1,C2, .. ,Cn)· 
5. For all specific clauses do 
5.1 Search for any two compatible clauses C1 and C2 . 
Let C1 = {l1, .. , lk} and C2 {m1, .. , mk} 
where each li, mi has same predicate and sign. 
5.2 If such a pair cl and c2 exists do 
5.2.1 Determine a set of selections, S(C1, C2) := { (l1, m1), .. , (lk, mk)} 
5.2.2 Compute a new word symbol to hold the two k-ary predicates 
word1 := Temp(h, .. , lk), word2 := Temp(m 1 , .. , mk) 
5.2.3 let (h := 0, e2 := 0, q1 := word1 and q2 := word2 
5.2.4 While q1 =1- q2 do 
• Search arguments of q1 and q2 
• find t1 E q1 and t2 E q2 such that t1 and t2 are occurring at the 
same position in q1 and q2 and t1 =1- t2 or one of them is a 
variable. 
• Replace t1 and t2 with a new variable X whenever they occur 
in the same position of q1 and q2 . 
• Let e1 := e1 u {tr/X}, e2 := e2 u {t2/X} 
5.2.5 A rule with predicates and variables is generated 
(word1 = q1o-1, word2 = q2o-2) 
6. Return the knowledge representation consisting of rules in the subset 
language of first order logic, facts and a type-hierarchy. 
Figure 4.9: Process to generate the formalism of predicate rules from 
propositional ,rules based on Plotkin's lgg concept. 
The first task is to convert each conjunctive or CNF expression into a 
ground fact. Each conjunctive expression extracted from the Rule VI pedagog-
ical rule-extraction technique contains only one value per attribute, resulting 
in one fact. But the CNF expressions extracted from the LAP and RULEX 
decompositional rule-extraction techniques may contain more that one value 
for an attribute. This type of expression needs to be transformed according 
to the 'term-rewriting rule of generalization' (chapter2, section 2.1), as they 
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result in multiple facts. 
Some minimization procedures are applied to remove the redundant facts 
or entities in facts. These are: 
• The first reduction is removal of duplicated instances of facts while trans-
forming the conjunctive expressions into facts. This situation arises when 
a conjunctive expression is a subset of another conjunctive expression or 
contains a part of another conjunctive expression. 
• The second reduction rule involves the removal of redundant entities 
in compatible facts (same predicate symbol and sign). The two facts, 
having all the entities equal except one, are merged into a single fact, for 
example: p(a J\ b J\ c) and p(a J\ b J\-, c) results in the fact, p(a J\ b), 
or p( a J\ b J\ -, c) and p(b J\ c) results in the facts, p( a J\ b) and p(b J\ 
c). 
• The third reduction is removal of specific facts by more general ones. 
According to this rule, the fact p2 can be removed by the fact p1 if all 
the entities in p2 exist in p1 , such that p2 ~ p1 . Consider a knowledge 
base contains: p1 (a J\ b) and p2 (a J\ b J\ c); p1 is sufficient to match a query 
containing the entities a, b, and c. 
There are many ways to compute predicate symbols during the generaliza-
tion process, similar to the 'counting arguments rule of generalization'. One 
way is to just opt for any letter followed by a counter, to denote a new instance 
of a ground fact (such as p1 , p2 , .. pn)· Another way is to take the network's ar-
chitecture into consideration, predicate symbols corresponding to the position 
of nodes in the network. For example, the generated predicate symbol could 
have the structure hidden#1-#2 for turning the conjunctive expressions into 
facts representing hidden nodes, where # 1 denotes the position of the node in 
the network and # 2 denotes the occurrence of fact instances. Similarly out-
put nodes will have the predicate symbol output#1-#2 • If there are multiple 
conjunctive expressions present in the rule set containing the same number of 
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terms occurring at the same positions and indicating the same consequent (the 
node's output high or low), then these expressions are mapped to the same 
predicate symbol. In other words, this particular predicate will have multi-
ple instantiations. Further, the fact definitions are utilized to express specific 
rules. These specific rules can now be expressed as clauses (disjunction of lit-
erals) by applying the logical equivalence law, P =? Q = ,p V Q. 
Plotkin's [1971] ~e-subsumption rule of generalization' has been utilized to 
compute the mapping of literals of more specific clauses to literals of more 
general clauses. In computing the generalization of two clauses, literals must 
represent each possible mapping between the two clauses. This is done by 
forming a set of pairs of compatible literals2 from the two clauses, in the same 
way as is done for Plotkin's concept of selection [Plotkin, 1971; Wrobel, 1996]. 
The set of selections of two clauses C1 = {h, .. , lk} and C2 = { m 1 , .. , mk} is 
defined as: 
The least general generalization (lgg) of two literals requires to be computed 
first, and hence the lgg of two terms (function free) for computing the least 
general generalization of two clauses. Given a set of all selections of literals 
from two clauses, the clause lgg can be reduced to literals lgg by forming a 
special word to generalize (Figure 4.9). Wrobel [1996] defines word as a term 
or a literal, these words can be subsumed by the Plotkin's [1971] word-lgg 
algorithm. The lgg of two clauses C1 and C2 is defined as: 
A substitution()= {Xjt1 , X/t2 } uniquely maps two terms to a variable X in 
compatible predicates by replacing all occurrences of t1 and t2 with the vari-
able X, whenever they occur together in the same position. This ensures that 
2 Two literals are said to be compatible iff they have the same predicate symbol and sign. 
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e is the proper substitution of t1 and t2 . The size of the set of selections of two 
clauses C1, C2 can be at most i X j, where i is the number of literals in C1 and 
j is the number of literals in C2 . In general the resulting lgg of two clauses 
contains a maximum of i x j literals, many of which may be redundant and can 
be reduced by applying Plotkin's equivalence property (chapter 2, section 2.1). 
The lgg of two incompatible literals is undefined [Plotkin, 1971]. If there 
is a rule (with constants) left alone in the original set that does not have a 
pair with which to generalize this rule, is not reduced and just mapped in the 
appropriate format. 
bias Head_shape Head_shape Head_shape Body_shape Body_shape Body_shape Jacket_color Jacket_color 
(round) (square) (octagon) (round) (square) (octagon) (red) (not-red) 
Figure 4.10: A pruned cascade correlation network solution of the 
Monkl data set. 
An example 
A simple example of Monk1 (a detailed explanation is in chapter 5, section 
5.2.3) will suffice for illustrating the rule generalization process. The decision 
rule for membership of the target class (i.e. a monk) is: (1) Head_shape = 
Body_shape, or (2) JackeLcolor = red. The pedagogical rule-extraction al-
gorithm Rule VI is applied to the pruned and trained ANN solution of the 
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Monld data set (Figure 4.10) to extract an equivalent DNF expression. After 
the pruning process, the input space to the ANN is: Head_shape E {round, 
square, octagon}, B ody_shape E {round, square, octagon}, and J ackeLcolor E 
{red, not-red}. The DNF expression obtained by Rule VI for the output node 
having high output is: 
1. Head_shape = round 1\ Body _shape = round 
2. Head_shape = square 1\ Body _shape = square 
3. Head_shape = octagon 1\ Body _shape = octagon 
4. JackeLcolor = red 
The extracted DNF expression indicating the low output for the output 
node is: 
5. Head_shape = round 1\ Body _shape = square 
6. Head _shape = round 1\ Body _shape = octagon 
7. Head_shape = square 1\ Body _shape = round 
8. Head_shape = square 1\ Body _shape = octagon 
9. Head_shape = octagon 1\ Body _shape = round 
10. Head_shape = octagon 1\ Body _shape = square 
Each conjunctive expression can be expressed as a ground fact by adopting 
a predicate symbols scheme i.e. by labeling each conjunctive expression as 
the output node name (monk) followed by an instance number. As the first 
three expressions have the same number of arguments and the ith argument 
in each expression should refer to the same argument, they are mapped to the 
same predicate symbol, resulting in the following facts: monkl (round, round), 
monkl (square, square), and monkl (octagon, octagon). The fourth expression is 
inferred as monk2(red). Note that the expressions 5 to 10 have the same num-
ber of arguments as conjunctive expressions 1, 2 and 3, but they are indicating 
a different category (low output). Consequently, these expressions are mapped 
to a new predicate symbol, resulting in the following facts: monk3(round, 
square), monk3(round, octagon), monk3(square, round), monk3(square, oc-
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tagon), monk3(octagon, round), and monk3(octagon, square). 
A concept definition for the output node (as the consequent of rules) is 
formed by collecting dependencies among attributes (associated· within facts) 
i.e. monk(H ead_shape, Body_shape, J ackeLcolor). ·while mapping each ground 
predicate to a rule, if a fact only contains a subset of these attributes (Head_shape, 
Body _shape, J acket_color) then the consequent predicate is filled with vari-
ables in the missing arguments positions. The unique-name and domain-
closure [Brachman et al., 1989] assumptions are adopted, which asserts that 
the domain of discourse includes precisely the attributes and their values, ex-
plicitly mentioned in the problem domain. Each attribute is presented by a 
unique variable. In the Monld example, X denotes the Head_shape attribute, 
Y denotes the Body_shape attribute and Z denotes the Jacket_color attribute. 
In other words, the constraint is imposed on rules that the entity bound to the 
variable X must be a subconcept of Head_shape for the inference to be valid. 
The specific inference rules including the ground facts are: 
1. monk(round, round, Z) ~ monk1(round, round) 
2. monk(square, square, Z) ~ monk1(square, square) 
3. monk(octagon,octagon, Z) ~ monk1(octagon,octagon) 
4. monk(X, Y, red) ~ monk2(red) 
5. -,monk(round, square, Z) ~ monk3(round, square) 
6. -,monk(round, octagon, Z) ~ monk3(round, octagon) 
7. -,monk(square, round, Z) ~ monk3(square, round) 
8. -,monk(square, octagon, Z) ~ monk3(square, octagon) 
9. -,monk( octagon, round, Z) ~ monk3( octagon, round) 
10. -,monk(octagon, square, Z) =? monk3(octagon, square) 
Now the remaining task is to discover dependencies among arguments, in-
troduce variables in rules based on the dependencies, and generalize them. 
This is much like the process of finding the least general generalization of two 
clauses. The algorithm discussed in Figure 4.9 iterates over all the rules to 
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find two compatible rules. The algorithm first selects the two compatible rules 
1 & 2 (same predicate symbols and signs). On applying the logical equivalence 
law, P =?- Q -.P V Q, the rules 1 & 2 are transformed into: 
1. -.monk1(round, round) V monk(round, round, Z) 
2. -.monk1(square, square) V monk(square, square, Z) 
Considering two choices for each antecedent, the set of selections of two 
rules contains a maximum of 2n literals. These two clauses have two selections 
with consequent predicate, namely: 
-.monk1(round, round), -.monk1(square, square) 
monk(round, round, Z), monk(square, square, Z) 
A new word symbol Temp is utilized to form the two k-ary predicates with 
its selections: 
1. Temp( -.monk1 ( round,round), monk( round,round,Z)) 
2. Temp(-.monk1(square,square), monk(square,square,Z)) 
The process of e-subsumption proceeds with the following steps: 
1. Temp( -.monk1 (X,round), monk(X,round,Z)) 
2. Temp( -.monk1 (X,square), monk(X,square,Z)) 
1. Temp( -.monk1 (X,X), monk(X,X,Z)) 
2. Temp(-.monk1(X,X), monk(X,X,Z)) 
resulting in the inference rule: 
• monk(X, X, Z) ¢= monk1(X, X) with e = [X/round] or [X/square] 
This lgg rule is further e-subsumed with rule number 3, \vhich finally results 
in the following inference rule since there is no more rules compatible with this 
rule: 
1. V X,Z monk(X,X,Z) ¢= monk1(X,X) 
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Similarly, the algorithm finds the lgg rule for the rules 5 to 10. A new word 
symbol Temp is utilized to form the two k-ary predicates to hold the set of 
selections generated from rule 5 and 6: 
1. Temp( •monk3( round,square), •monk( round,square,Z)) 
2. Temp(•monk3(round,octagon),•monk(round,octagon,Z)) 
The B-subsumption proceeds with the following steps: 
1. Temp( •monk3(round,Y),•monk(round,Y,Z)) 
2. Temp( •monk3(round,Y),•monk(round,Y,Z)) 
resulting in the inference rule: 
• •monk(round,Y,Z) ¢:: monk3(round,Y) withe= [Y /square] or [Y /octagon] 
This lgg rule is further 0-subsumed with rule number 7, and the same pro-
cess of replacing the arguments with variables are applied. The steps are: 
1. Temp(•monk3(round,Y),•monk(round,Y,Z)) 
2. Temp( •monk3(square,round) ,•monk(square,round,Z)) 
1. Temp(•monk3(X,Y),•monk(X,Y,Z)) 
2. Tern p ( •monk3 (X,round), •monk (X,round,Z)) 
1. Tern p ( •monk3 (X, Y), •monk (X, Y ,Z)) 
2. Temp(•monk3(X,Y),•monk(X,Y,Z)) 
resulting in the inference rule: 
• •monk(X,Y,Z) ¢:: monk3(X,Y) with e = [X/round] or [X/square] and 
[Y /square] 
100 
This lgg rule is further 0-subsumed with the rest of the compatible rules, 
resulting in the following rule: 
2. 'II X,Y,Z •monk(X,Y,Z) <= monk3(X,Y) 
For rule 4, the algorithm does not find any other compatible rule. This 
rule will therefore be: 
3. 'II X,Y,Z monk(X,Y,Z) <= (Z == red) 
For the Monk1 universe of discourse, the following inference rules are gen-
erated: 
1. 'II X,Z monk(X,X,Z) <= monk1(X,X) 
2. 'II X,Y,Z •monk(X,Y,Z) <= monk3(X,Y) 
3. 'II X,Y,Z monk(X,Y,Z) <= (Z == red) 
During mapping, it has been assured that each attribute is assigned to a 
unique variable and position in the target predicate such as, entity bound to 
the variable X must be a subconcept of Head_shape (round, square, octagon), 
Y:Body_shape (round, square, octagon) and Z: JackeLcolor for the inference 
to be valid. These generated rules are able to capture the true learning ob-
jective of the Monk1 problem domain; that is, the higher order proposition 
that (Head_shape = Body_shape) (rule 1 & 2) rather than yielding each propo-
sitional rule such as Head_shape = round and Body_shape= round etc. These 
first-order rules make the non-localness explicit. 
The SHRUTI implementation [Hayward, 1999] used for inferencing in this 
thesis does not realize soft rules (rules with constants or existing variables), 
the 'turning constants into variables rule of generalization' ( chapter2, section 
2.1) is applied to map the constants of the rule to relevant variables. The 
generated rule is rewritten as: • 'II X,Y,Z monk(X,Y,Z) <= monk2(Z) with the 
fact monk2(red) present in the knowledge base while reasoning. 
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4.5 Phase4: User interaction 
The generated knowledge base can be interfaced with an inference engine that 
allows user interaction and enables greater explanatory capability. The in-
ference process is activated when the internal knowledge base is operationally 
loaded and consultation begins. An efficient connectionist rule-based reasoner, 
SHRUTI, is interfaced to provide answers to user queries. The SHRUTI knowl-
edge base reasoner has the ability to infer - to reach logical, consistent repro-
ducible conclusions - from the facts by applying a rule set. In this phase, 
knowledge embedded in the ANNs is transformed into an equivalent inference 
network such as SHRUTI, where the input space corresponds to the concepts in 
the type-hierarchy, hidden nodes are mapped into intermediate predicates, and 
target or output nodes are mapped into consequent predicates at the highest 
level of the hierarchy. 
4.5.1 The SHRUTI knowledge base system 
Shastri and Ajjanagadde [1993] presented a connectionist reasoning system 
(SHRUTI) to efficiently enable dynamic inferencing based on the synchronous 
firing of constituent nodes in distinct phases. The primary concern of the 
SHRUTI model is to simulate the human cognitive ability to reflexively re-
spond to a query by reasoning based on previously acquired knowledge. The 
knowledge in SHRUTI is represented as the connectionist implementation of 
rules and facts involving n-ary predicates and variables. The long term knowl-
edge base (LTKB), regarded as rules and facts, is initially hardwired into the 
model. The rule-base reasoner can be integrated with a type-hierarchy to allow 
types, as well as instances, in the knowledge base and queries. 
SHRUTI realizes the dynamic binding of fillers to predicate arguments by 
the synchronous firing of appropriate nodes. A dynamic binding between argu-
ment and constant nodes is represented by in-phase firing of both the nodes. In 
this model, rules are regarded as a systematic relationship between predicates 
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Inhibitory Connectio 
r==\r==\ t-and output 
john ball 
t-and input 
Constant Nodes 
p-btu output 
0 
p-btu input 
Figure 4.11: An example SHRUTI network encoding of the rule, 
catch{x,y) --7 hold{x,y), and the fact, catch(john, ball), after being 
posed the query, ?hold{john,ball). The oscillatory characteristics of 
nodes of types p-btu and T-and are shown. 
and are represented by appropriate links between the arguments of antecedents 
and consequent predicate nodes. The facts are regarded as instantiated pred-
icates and represented as temporal pattern matching subnetworks, in which 
each argument in the predicate is permanently bound to the appropriate filler. 
The representation of a fact encodes the bindings pertaining to the fact in a 
manner that allows the system to rapidly recognize the bindings that match 
the encoded facts. A query is represented as a signal in the network that is 
propagated from one rule to the next. 
A predicate is made of n-argument nodes, an enabler node and two collec-
tor nodes (positive and negative). During a reasoning episode, the constant 
values (fillers) are bound to the argument nodes of the predicate. Bindings 
are propagated by causing two nodes (an argument node and its filler) to fire 
in the same phase. The enabler node in the predicate propagates the query 
to the antecedent's predicates. The collector nodes become active when the 
predicate is instantiated. The incorporation of two collector nodes, positive 
and negative, allows for explicitly defined negated knowledge. 
Basically, the oscillatory behavior of individual nodes in the network causes 
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the systematic propagation of information along existing inference paths to en-
code rules and locate supporting facts. When provided with input: each of the 
node types (represented by different shapes in Figure 4.11) in the predicate ex-
hibits a distinct behavior. The enabler: predicate and fact nodes are encoded 
as r-and nodes in the SHRUTI network. A r-and node becomes active on 
receiving an uninterrupted pulse train for a length of time equal to the period 
of oscillatory activity, 1r. When active, the r-and node continues to fire with 
an uninterrupted pulse train for a period of time, 1r. The p-btu nodes are used 
to encode arguments in the rules and concepts in the type-hierarchy in the 
SHRUTI network. A p-btu node produces a spike train synchronous (in phase) 
with the driving input on receiving a spike train during the previous period of 
oscillation. 
SHRUTI supports forward and backward reasoning for inferencing. The 
inference process provides a way to extract the information that is implicit in 
a stated body of knowledge. The information encoded in the memory of the 
network is accessed by posing queries to the network. A query, which can be 
processed by SHRUTI in a reflexive manner, is the same as a predicate whose 
arguments are either bound to constants or existentially quantified. The query 
predicate and its arguments' bindings are specified when the query is posed to 
the system. To pose a query to the SHRUTI network, an uninterrupted pulse 
train is applied to the enabler node of the queried predicate for a period of 
time 1r. Each of the argument nodes in the predicate is caused to fire in-phase 
with the concept node in the is-a hierarchy involved in the query. During this 
period, the query is propagated to predicates connected through rules and si-
multaneously attempts to activate fact nodes associated with the predicates. 
When a fact node becomes active, it causes the appropriate collector node in 
the associated predicate to become active. The incorporation of two collec-
tor nodes, positive and negative, allows the system to respond to the query 
in four possible ways: true, if the queried predicate has the positive collector 
activated; false, if the queried predicate has the negative collector activated; 
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inconsistent with the knowledge base indicating ambiguity, if both the positive 
and negative collectors are activated; unkno-vvn, if both of the predicates re-
mains inactive for some period of time. This means that the system does not 
make a closed world assumption when there are no facts or rules supporting 
the query. 
The model can also be ported to parallel computing architectures where it 
has the unique feature that the response time for a query is dependent on the 
length of the inference path, rather than on the size of the knowledge base. 
There are some important restrictions in SHRUTI that affect the reasoning 
process: 
• Multiple occurrences of variables. If there are multiple instances of the 
same variable in antecedent predicates, each instance must be consis-
tently bound to the same constant during reasoning. SHRUTI can not 
solve a query like: p(X, X)), where the next inductive step is: p(X, X) =} 
q(Y, Z), because the system cannot differentiate between the two X s of 
the query arguments and would still bind them to different arguments 
Y and Z. The query would be answered as true (which is incorrect) if 
the knowledge base has a supporting fact that instantiates two differ-
ent arguments rather than the same. This is a consequence of the rule 
not being balanced. SHRUTI avoids this problem by imposing the re-
striction that such a variable can occur in the conclusion of a rule only. 
This is also handled by imposing the restriction on the rule sets that all 
the variables in the antecedents of a rule must appear in the consequent 
predicate of the rule in a backward reasoning system. There have been 
some advancements in the original SHRUTI model that allow the en-
hanced model [Shastri, 1999] to cope with all these situations with some 
relaxation of these restrictions. 
• n-ary function symbols. n-ary function symbols are difficult to deal with 
in SHRUTI as they require dynamic construction of structured objects. 
A structured object is represented by a group of nodes, as it can not be 
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While (all the arguments in the query are valid) do 
If query parameter is a constant 
spread bottom-up activation in the type-hierarchy 
If query parameter is an existentially quantified variable 
spread bottom-up activation in the type-hierarchy 
spread top-down activation in the type-hierarchy 
If query parameter is a universally quantified variable 
I* no propagation in the type-hierarchy *I 
• Fire the enabler of the query predicate (activate for full period) 
Repeat 
• propagate activation in the rule-base (inference paths) 
• check for facts matching 
• if a fact is found matched~ reverse propagate the activation 
to the query predicate (appropriate collector) 
Until the query finds an answer or the inference process is exhausted 
Figure 4.12: The algorithm to process a query 
represented by a single node. Obviously, it is expensive and difficult to 
maintain and update such group of nodes [Holldobler, 1990]. 
• Bindings between variables. The SHRUTI version used in this thesis 
does not assign phases to variables. As a result, the SHRUTI inference 
system only guarantees to correctly respond to queries which contain at 
most one variable. For example, assume the facts: gave(john,mary,book), 
gave(john,kate,ball) are in a knowledge base. If the query: ?gave(john,mary,X) 
is posed, the query returns true with X being book. Now if the query: 
?gave(john, Y,X) is posed, the query returns true with unknown bind-
ings among (mary,kate) and (book,ball) (i.e. John gave Mary a ball or a 
book). Park et al. [1995] have proposed a solution to this problem by 
providing a mechanism that supports the assignment of unique phases 
to variables. 
SHRUTI's query facility is much more simple and limited, than a relational 
database query system. Although the expressive power of such CSNs is limited, 
they allow efficient inference processes [Diederich, 1992]. The algorithm to 
process queries in SHRUTI is shown in Figure 4.12. SHRUTI provides an 
explanation of how a particular solution to a query has been reached using the 
steps in an inference and matching facts. Consider the Monk1 example from 
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the previous section. After the automated knowledge base is compiled with 
the SHRUTI reasoning system, SHRUTI allows the user to pose queries and 
also provides an explanation of why the resulting classification is made. For 
example, if the query monk(square, square, not-red) is posed to the knowledge 
base generated for the MonkJ data set (as explained in section 3.4.2), SHRUTI 
initiates and executes the appropriate rules for the given situations and returns 
the answer true with the explanation: 
• monk(square,square,not-red) ~ monk1(square, square) 
In a similar fashion, the system is able to return true whenever the query 
has the same value for Head_shape and Body _shape, or the value red for 
Jacket_color. The system returned false for other instances where this condi-
tion is not met, such as monk(round,square,not-red), which returns false with 
relevant facts. 
4.6 Discussion: The Gyan methodology 
The inductive methodology, GYAN, takes a set of examples (data set) E = 
E- U E+, and proposes a new set of descriptive statements (rule set) R, such 
that R 1-m E where 1-m indicates that entailment holds relative to the re-
strictive first-order logic mapping. \i\Thile mapping, there should be no loss 
of information at each step of the process but rather an enhancement of the 
generalization accuracy and explanatory power of the model produced at each 
stage. There is a probability of existence e tj E such that R 1-m e as a result 
of generalization. This means that e is not originally given in the example 
set E but is derivable from the generated rule-set R. There is also a proba-
bility of existence e E E such that R lfm e. This means that e is originally 
given in the example set E but is not derivable from the generated rule-set 
R. This is because the hypothesis learned by the ANN does not completely 
agree with training examples due to some kind of errors or noise in the data, 
or while approximating ANNs with symbolic rules, fidelity of rules is not 100%. 
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There are many issues such as the use of various algorithms in GYAN, the 
use of a connectionist system for rule processing, the algorithmic complex-
ity of the GYAN methodology, etc., that need to be addressed. The ensuing 
discussion outlines some of them. 
4.6.1 Use of various algorithms in Gyan 
GYAN incorporates many algorithms in its framework to represent predicate 
rules from trained ANNs. This section discusses and justifies the use of various 
algorithms in GYAN. 
Incremental neural learning algorithms 
GYAN utilizes dynamically constructed ANNs to learn concepts from data. 
The feedforward multilayer networks have the ability to represent large data 
sets and are universal function approximators [Hornik et al., 1989]; that is, for 
any given function there is a feedforward network capable of approximating 
the function arbitrarily closely. Incremental learning algorithms do not need 
a priori specification of the network architecture. They start from small net-
works and add nodes and interconnections as required until suitably chosen 
measures stop the process. In other words, incremental algorithms help to ease 
the problem of deciding the optimum size of the network. 
During on-line (or batch) learning, weights are modified after each pre-
sentation of a training example (or an epoch). In case of non-constructive 
algorithms (multi-layer perceptrons), a good set of weights for recognizing a 
target may be distributed or forgotten when the weight adjustments are made 
for another target. But constructive algorithms like cascade correlation and 
BpTower overcome this problem by freezing its co-efficients, once a part of the 
network is learned. The other advantage of cascade correlation and BpTower 
algorithms is that dynamically building a network with localized hidden node 
representations that allows for lateral connections among hidden nodes. These 
lateral connections become part of the inference paths in a reasoning episode 
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when the resulting knowledge base (processed from the network using decom-
positional rule extraction techniques) is interfaced with an inference engine. 
This type of cascading of hidden units results in a network that can represent 
very strong non-linearities hidden inside data, and each hidden node acts as a 
feature detector [Fahlman and Lebiere, 1990]. 
Cascade vs BpTower algorithm 
The cascade correlation algorithm is a top-down approach to building the net-
work which stacks new hidden nodes in multiple layers with a fixed output 
layer. By contrast, the BpTower algorithm is a bottom-up approach to build-
ing the network that stacks each new hidden node as the output node in a 
progressively deepening network, in which the previous inserted node becomes 
the hidden node after being installed. The BpTower algorithm can only be 
applied to boolean decision problems because it approximates the activation 
function of each hidden node by a Heaviside activation function after being 
inserted in the network. The different modes of training in both the algo-
rithms are easily illustrated by the weights produced in the trained ANNs 
especially by the weights corresponding to hidden nodes in the output layer 
(Figures 4.13). 
The pruning algorithm 
Most of the pruning algorithms to remove superfluous links from ANNs are 
iterative in nature. Examples are the Hagiwara algorithm [Hagiwara, 1993], 
OBS [Hassibi and Stork, 1994], and N2P2F [Setiono, 1997a; 1997b]. The iter-
ative algorithms require retraining of the network after removing connections 
or nodes. The retrained network is then checked to see if any of its remain-
ing nodes or connections meet the criteria for further removal. More often, 
the amount of computation necessary for retraining is much higher than that 
needed to train the originally fully connected network [Blassig, 1994]. 
An alternative approach of pruning is reduced-error prunmg based on 
109 
-4.41 
0 
bias Head_shape Head_shape Head_shape Body_shape Body_shape Body_shape Jacket_ color Jacket_ color Jacket_color Jacket_color 
(round) (square) (octagon) (round) (square) (octagon) (red) (blue) (green) (yellow) 
Figure 4.13: The pruned cascade correlation and the BpTower net-
work solution of the Monkl data set. The BpTower network solution 
requires two extra nodes as compared to the cascade network solu-
tion. The weights for the cascade network solution are shown in 
brackets. 
the Minimum Description Length (MDL) Principle [Rissanen, 1983; Sparring, 
1995]. In the MDL approach, possible theories (or neural networks) {Ti} de-
rived from data are characterised by their description length, the number of 
bits needed to encode both the theory and the data from which it was learned. 
Choosing the theory (or the neural network) Ti with minimum description 
length is equivalent to maximizing the probability Pr(TiiD) of Ti given the 
data [Quinlan, 1994]. Given the theory, the MDL principle can be viewed 
as a tradeoff between theory complexity and data prediction accuracy. Using 
the MDL principle for pruning of neural networks can be closely related to 
cross-validations schemes used in training of networks. Also quinalan [Quin-
lan, 1994] stated that sometimes MDL leads to poor choices among competing 
theories, as theories with larger categorical error rates tend to assign an unex-
pectedly high or low prior probability to the described (target) class. 
The distinguishing feature of the pruning algorithm developed in this thesis 
(inspired by the MofN algorithm [Towell and Shavlik, 1993]) is the identifica-
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tion of relevant connections from the input nodes to the hidden/ output nodes 
based on the magnitude of their weights. The imposition of a few soft con-
straints upon the network during training encourages the pruning of nodes 
and links. The algorithm checks for acceptable predictive accuracy of the 
ANN during the labelling of irrelevant connections. Once all the superfluous 
connections are determined and the conditions are met, they are removed all 
at once. As a result, only a fevi' epochs are needed to train the remaining 
links, and this is only done once. Pruning determines the important variables 
for rule-extraction from the trained ANN, resulting in a set of rules which has 
fewer antecedents and is maximally general. 
The rules extracted by LAP are of high fidelity because their classifica-
tion ability is equivalent to the network from which they are extracted. A 
shortcoming of LAP and other decompositional techniques is that these meth-
ods become cumbersome when the search space is too large (in terms of the 
number of attributes). As the number of dimensions increases, the number 
of possible combinations of attributes grows exponentially. Pruning allows 
the rule extraction methods to only consider the parts of the search space 
whose elements are involved in approximating the target concepts. In LAP, 
the dimensionality of the search space is exponential in the number of values 
of all attributes, leading to a substantial gain when all the concepts are not 
included in search. The rule sets extracted by Rule VI and other pedagogical 
methods only 'completely cover' the set of instances that are used to obtain 
them. In Rule VI, the number of amended instances to test the proposed rules 
is significantly reduced by removing attributes that do not have any impact on 
the target concept. Thus the complexity of such methods and of the extracted 
rules is decreased with an increase in rule quality (comprehensibility, predictive 
accuracy, etc). A projection to a space of lower input dimensionality translates 
an ANN into a compact rule set, that seems impossible to solve with a high 
number of input dimensions. 
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Extraction of predicate rules 
Despite the fact that recursively defined predicates and infinite terms are not 
allowed in the generated knowledge representation, the predicate formalism 
is appropriate for real-life problems [Lavrac et al., 1991]. The primary ad-
vantage of this representation is that implication is decidable [Bergadano and 
Gunetti, 1995, pp.35] (chapter 2, section 2.1, implication). The advantage of 
using ANNs to extract predicate rules from data is that the hypothesis is not 
expressed in first order logic format and concepts are not found in an infinite 
search space as compared to FOIL or other first-order logic learners. Using a 
first order language for the expression of hypotheses, many problems such as 
matching or testing for subsumption become computationally intractable and 
even the very notion of generality may acquire more than one meaning [Plotkin, 
1970; Buntine, 1988]. 
It can be observed from the description of the generalisation algorithm that 
the length of the resulting lgg oftwo rules cl, c2 can be at most ((ICll X IC21)) 
literals. One generalised literal is included in the lgg for each selection, many 
of which may be redundant (section 2.1, equivalence and reduction). Since 
GYAN is concerned with explaining the ANNs comprehensively, the number of 
generated lgg literals is not much of a concern in GYAN. The generated DNF 
expression is constrained to a single-depth rule mapping (inputs to outputs) 
for each decompiled network (in case of decompositional techniques) or a whole 
network (in case of pedagogical techniques). The body of a rule contains at 
the most two literals (including consequent) to be generalised at any time. 
There may be more literals in a rule corresponding to hidden nodes if the 
rule-base is hierarchical (considering a cascade type of network architeture in 
which a node receives inputs from all input nodes and the previously inserted 
hidden nodes). But the rules for hidden nodes will already be generalised (as 
a result of using a bottom-up approach). In this generalisation process, the 
methodology is explained with regard to a single target concept (predicate). 
Since rules with different consequent predicates can never subsume each other, 
112 
the rules for each target concept are effectively generated independently of one 
another. 
User interfacing- SHRUTI 
Due to rapid growth of on-line systems, it is highly desirable that a system 
should help users to pose their queries in order to retrieve the information 
about the system that they are really interested in. GYAN opens up the 
possibility of interacting with data sets and neural networks by allowing the 
user to ask queries via the interface of a reasoning system such as SHRUTI. 
SHRUTI is a connectionist architecture that can encode millions of facts and 
rules involving n-ary predicates and variables, and performs inferences in a few 
milliseconds even if they are quite limited. SHRUTI is a biologically plausible 
system that has highly desirable properties such as fine-grain parallelism, fault 
tolerance, etc. 
The use of SHRUTI brings the following advantages to GYAN: inference 
time is independent of the size of knowledge base; inferencing complexity is 
linear in the length of the inference path; there is support for parallel infer-
encing and mapping of a knowledge base onto parallel architectures. This 
user interfacing does not require the user to be a domain expert by allowing 
him/her to pose simple queries, even partially instantiated queries are allowed 
in principle. This type of queries and their responses (predictions, and fillers 
to the variables) can further be used to supplement data in input space if there 
are insufficiently represented regions. 
4.6.2 Use of a connectionist system for rule processing 
Critics of the connectionist movement (such as [Fodor and Z. W, 1988; Pinker 
and Prince, 1988] argue that connectionist systems can not be considered ad-
equate for cognitive modeling. The idea, that knowledge is easily and natu-
rally represented by and can be expressed in propositions that are sentence-
like [Bechtel and Abrahamsen, 1991], seems to make the criticism stronger. 
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Pinker and Prince [1988] consider the lack of rules (presented in some kind 
of symbolic logical form) and 'variable binding'3 to be a major shortcoming 
of connectionist systems. Fodor and Pylyshyn [1988] criticize that without 
symbolic representations it is not possible to account for certain aspects of 
human cognitive performances. They argue that connectionist systems (both 
localist and distributed) lack a combinatorial syntax and semantic [Fodor and 
Pylyshyn, 1988, pp. 24]. Although individual units or coalitions of units in 
a connectionist system may be interpreted semantically, they cannot be built 
into linguistic expressions and manipulated in accord with syntactic rules. The 
units are not symbols and the system is inadequate for its task of representa-
tion [Fodor and Pylyshyn, 1988, pp. 34]. 
They exemplify that a connectionist system will not be able to distinguish 
between 'John loves Mary' or 'Mary loves John'. The connectionist systems 
or nodes represent concepts rather than propositions, such that 'John loves 
Mary' is a distribution of activation over the set of nodes {John, loves, Mary} 
rather than the activation of a single node labeled 'John loves Mary' [Fodor 
and Pylyshyn, 1988, pp. 25]. They claim that the inference in a connection-
ist system is built in separately for each instance of conjunction rather than 
by means of a rule that utilizes variables to specify the syntactic relation of 
inclusion (due to 'variable binding' problem) [Bechtel and Abrahamsen, 1991, 
pp. 212]. For example, the unit A & B must be specifically linked to unit 
A if the inference from A & B to A is to be made, just as C & D had to be 
linked to unit C if the inference from C & D to C is to be made, there is no 
structural relation that holds between them [Fodor and Pylyshyn, 1988, pp. 
16]. Symbolic systems usually employ variables so that rules can be applied to 
various entities. On this basis Fodor conclude that connectionist systems lack 
the requisite resources for cognition. 
3\Vhenever a variable appears more than once in a rule, each instance must be bound to 
the same constant. 
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Bechtel and Abrahamsen [1991] put forward the idea that connectionism 
might provide detailed models of 'knowing how' based on Dreyfus and Drey-
fus [1986] analysis that expert performance does not rely on propositionally 
encoded information, but rather on the ability to recognize situations as sim-
ilar to previously encountered situations and to rely on what worked in those 
situations. Connectionist networks attempt to account for some or all of the 
cognitive performance that cognitive scientist have traditionally accounted for 
by means of symbolic models without explicitly employing propositions [Bech-
tel and Abrahamsen, 1991, pp. 151]. The challenge for connectionist networks 
is to perform the tasks with equal capabilities that are performed in symbolic 
systems by means of combinatorial structures of symbols strings which include 
variables. 
The G YAN methodology adopts the compatibilist approach [Bechtel and 
Abrahamsen, 1991, pp. 238] that is, acquisition and implementation of the 
explicit rules in a connectionist network and maintain the crucial benefits ac-
crue as a result of the connectionist implementation. The GYAN methodology 
applies distributed connectionist networks (ANNs) at the lower level. In rule 
extraction step, it introduces the variables and relations to the symbolic rules 
eliciting the knowledge embedded within trained ANNs. At the higher level 
reasoning, this generic and conceptual knowledge is represented in localist 
connectionist networks (CSNs) and provides user interface. The methodology 
results in a massively parallel, fault tolerant high-level learning and reason-
ing system by embedding symbol representations and structure-manipulating 
operations within a distributed, sub-symbolic architecture. 
4.6.3 Algorithmic complexity of Gyan 
Another issue to discuss is the algorithmic complexity of GYAN. The algorith-
mic complexity of GYAN depends upon the core algorithms used in different 
phases. 
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The steps in the pruning algorithm (phase 2) that consume most of the 
computational effort are clustering the network's links of similar weights, la-
beling/ eliminating unnecessary clusters and training the remaining nodes and 
links for a few epochs. The initial clustring step requires 0( u X l2) time, where 
u is the number of non-input nodes in the trained network and l is the aver-
age numner of links received by a node. The cluster elimination step requires 
O(n x u x l), where n is the number of training examples. Training of the 
remaining network requires only a few epochs that is much simpler than the 
initial training of the network. The reason is that only links that do not affect 
the network's performance are removed in the pruning process, and the net-
work maintains high accuracy during elimination of clusters. 
The LAP decompositional technique faces the problem that the search 
space to generate rules is exponential in the number of inputs to the net-
work, although the heuristics involved do limit the size of the search for rules 
through weight space. Some more heuristics must be introduced to limit the 
search space as suggested in Chapter 7. The Rule VI pedagogical technique 
faces the similar problem of having a large search space to generate rules. 
Some suggestions of using suitable heuristics to obviate the need for enumer-
ating all possible examples in the problem space is given in Chapter 7. Unlike 
other decompositional rule extrcation techniques, RULEX does not employ an 
exhaustive serach and test strategy, and does not face the problem of having a 
large search space. However as shown in Chapter 6, a significant reduction in 
the run-time for these algorithms can be acheived by removing the irrelevant 
attributes from pruning the network. 
The generalisation algorithm used in phase 4 requires O(l x m2), where l 
is the number of clauses according to the DNF expression equivalent to the 
trained neural network and m is the total number of attributes in the problem 
domain. However, application of the pruning algorithm in phase 2 significantly 
reduces the total number of attributes. 
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In comparison to rule extraction techniques where a logical expression is 
derived describing the overall behavior of a network, the GYAN methodology 
provides a much more detailed explanation of why a particular instance is clas-
sified as a member of a goal concept. While doing so GYAN pays a high price 
(in terms of computation) for the benefits of an improved explanation capabil-
ity. However a judicious choice of heuristics can be used to extract reasonable 
solutions efficiently using GYAN. Also the use of reliable and general (portable 
and scalable) propositional learners can make GYAN more efficient. 
Overall therefore, providing an explanation in terms of rules and facts in-
volving generic predicates is a step forward in the symbolic representation of 
networks. 
4. 7 Chapter summary 
The development of GYAN is motivated by a desire to comprehensively un-
derstand the decision process of an ANN, and to provide explanations to the 
user by interfacing the network's output with a knowledge base reasoner. The 
powerful advantage of ANNs, the ability to learn and generalise, is exploited 
to extract knowledge from a set of examples. Even though ANNs are only 
capable of encoding simple propositional data and they are not able to encode 
a vvide variety of data such as rules involving variables, with the addition of 
the inductive generalisation step, the knowledge represented by the trained 
ANN is transformed into a representation consisting of rules with predicates, 
facts and a type-hierarchy. Furthermore, the methodology is extended to in-
teract with the user, who is allowed to ask questions of restricted kinds, by 
interfacing the automated knowledge base with an inference engine after the 
learning process has been completed. By this means (1) a logical expression is 
derived that describes the overall behaviour of the network and (2) a detailed 
explanation (in terms of activated rules, facts and predicates in a reasoning 
117 
episode) is provided as to why a particular instance is being classified into a 
certain category. Niore generally, the methodology is able to use any type of 
machine learning classifier that generates propositional rules. Essentially, the 
qualitative knowledge representation ideas of symbolic systems are combined 
with the distributed computational advantages of connectionist models. 
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Chapter 5 
Data analysis and 
representation 
The previous chapter provides a detailed description of the GYAN methodology 
to enable data exploration, analysis, modeling, compression and querying at 
a much higher level of user-interaction. The first important task in G YAN (or 
any knowledge discovery process) is to prepare data for the relevant classifiers. 
The first section in this chapter discusses data representation issues - data 
preprocessing, data transformation and data distribution. The second section 
briefly introduces all the application domains that are used to analyze GYAN 
in the following chapter. The last section sheds light on the evaluation criteria 
and the reporting scheme that are used to present the outcome of GYAN in the 
following chapter. The main focus of this chapter is to introduce the design of 
the experimental analysis of GYAN. 
5.1 Data representation 
The proposed method GYAN is designed to analyze data, and to extract mean-
ingful information from data patterns using neural networks. The first task in 
the methodology involves data preparation - preprocessing, transformation and 
distribution of data. It is important to determine whether data is amenable to 
the component machine learning classifiers in the methodology and to ensure 
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that adequate data exists and can be presented to a classifier. 
A high quality data preprocessing is required to minimize ambiguity, er-
ror and randomness of data. The data representations for individual learning 
algorithms vary considerably. The task includes procedures to transform the 
preprocessed data to an equivalent representation required by the component 
programs. For example, rule-extraction techniques such as LAP and Rule VI 
require each pattern in the data sets to be presented as a bit vector rather 
than as a continuous/multi valued vector. Multiple-valued features are easily 
discretised into binary features. Though the continuous-valued features are 
treated differently, the values for these numeric features are divided into sub-
ranges and then discretised. Also the resampling of data is required to be 
included in the data representation task. The data set is usually subdivided 
into training, testing and validation sets. The data set should be partitioned 
into non-overlapping, fully or partially replicated portions. 
5.1.1 Data preprocessing 
The first task in GYAN, as in any knowledge discovery process, is to select 
the required data and to ensure the quality of selected data. Clean and 
well-understood data is a clear prerequisite for successful information extrac-
tion [Cabena et al., 1997]. The preprocessing step also provides a better way 
to get acquainted with the data at hand. In this step, the attributes that 
are stored in data sets for identification purposes are removed from the data. 
Duplicated records are also deleted at this stage. A very important aspect of 
data preprocessing is the handling of noise and missing values. A deliberate 
decision has to be made whether to overlook these, or to delete them, or to 
replace them [Cios et al., 1998]. Any deletion of data must be a conscious 
decision made after a thorough analysis of the consequences. Missing values 
can be handled by simply disregarding them; or omitting the corresponding 
records; or treating them as a valuable indication and including them as addi-
tional values in the attribute domain; or replacing them with the most likely 
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values [Perthold and Hand, 1999]. More details are provided in section 5.3 with 
each application domain, in which data preprocessing has been performed ac-
cording to the specific requirement of the domain. 
5.1.2 Data transformation 
The goal of inductive learning is to formulate plausible general descriptions 
from the given data. In supervised learning, each data pattern in the instance 
space is described by a fixed set of attributes Xi (where i = 1, ... , n, and n is 
the number of attributes) and is tagged by the target attribute X 0 • Each of the 
attributes can be either categorical or numerical. The domain of categorical 
attributes is discrete i.e. the values are from an unordered symbolic values set 
{ vi1 , ... , viz}, where l is the number of possible values of attribute Xi· The 
domain of numeric attributes is given by a numeric interval [ Vmini, ... , VmaxJ, 
which is considered continuous for the purpose of modeling. 
Discretisation of data 
Real world problems normally contain both numeric and discrete data. Many 
inductive learning algorithms (in particular rule-extraction techniques such as 
LAP, Rule VI, etc.) can only handle discrete data. Before running these algo-
rithms on a data set that includes continuous-valued attributes, discretisation 
is necessary. This is a process that quantizes the numeric data [mini, ... , maxi] 
into a number of intervals, and maps each interval to a discrete value/symbol. 
The continuous values falling in the discretised region are replaced by the 
categorical value. Determining the intervals is in itself a practically useful ex-
ercise. The most frequently used discretisation methods are equal width inter-
vals, equal instance population, one dimensional clustering, etc [Kerber, 1992; 
Fayyad and Irani, 1993]. These methods are easy to implement, but require 
the user to specify the number of intervals [Liu and Tan, 1995]. The ultimate 
goal is to discretise in such a way that the resulting model performs best on 
the modified data. 
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The G YAN methodology determines quantization intervals based on the 
analysis of an accumulated frequency graph. All the attributes (to be dis-
cretised) are first sorted in an ascending order. The accumulated frequency 
(accumulative number of occurrences of the specific data point) is then calcu-
lated for each instance in the data set. A graph of accumulated frequencies 
is drawn for each attribute, and the intervals are determined according to 
the slopes. The discretisation process constructs an abstraction space over 
the continuous attributes. Learning in this new abstraction space has several 
advantages. First, it allows for effective feature construction. Second, depen-
dence analysis between continuous and nominal attributes can be performed. 
Finally, discretisation results in substantial speed-up for the inductive process, 
i.e. it cuts down the computational cost of the learning task [Catlett, 1991]. 
For the sparse-coding representation, each value of the discrete ( categori-
cal) attribute with n possible values is represented by an n-bit binary string, 
with only one bit carrying a value of one corresponding to the attribute's value. 
For example, size is a feature that has three values small, medium, large. This 
will be converted into three binary features as size_small, size_medium, and 
size_large representing the sparse-coding of { 1 0 0}, { 0 1 0}, and { 0 0 1} re-
spectively. 
The sparse-coding representation leads to some loss of information such as 
features can only have one value at a time. This results in large network archi-
tectures. However, discretisation of attributes can reduce learning complexity 
in neural networks and assists in understanding the dependencies among at-
tributes and target concepts. This type of representation makes rule-extraction 
techniques easier as it constrains the search space to finite states. Many re-
searchers have compared several techniques for discretisation, and have ob-
served from various experiments that pre-discretisation of numeric attributes 
often leads to a better solution [Dougherty et al., 1995]. 
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The missing values for an attribute with N possible values can also be 
handled easily in sparse-coding by considering all the N bits as off (zero), all 
carrying a mid-value (0.5), or all be 1/Nth corresponding to the missing at-
tribute. The first representation reflects the fact that the value is not known, 
the second representation uses the mid-value of 0.5 to represent unspecified 
inputs, and the third representation spreads the value of 1 across all the bits 
representing the attribute whose value is missing. Shavlik et al. [1991] investi-
gated the performance of the three approaches on a number of data sets. The 
third representation (1/ N) was found to give the best results as the other two 
techniques provide too little or too much input activity for the attributes whose 
value is missing. Therefore, the third representation is used in the experiments 
(discussed in chapter 6) for data sets that have missing values. 
Normalization of data 
Many inductive learning algorithms learn and generalize better when data 
is distributed in a smaller subspace [Weiss and Kulikowski, 1991]. Larger 
valued inputs (measured in the thousands) have more influence over the smaller 
valued inputs. As in the case of ANNs which use a sigmoidal function, large 
input values can saturate neuron's output and thus reduce weight updating 
and so slow the learning. A solution of this is normalization that can be 
performed by rational division or subtraction to constrain the input values 
within the lower and upper bounds. Although simple division or subtractions 
may work for most cases of normalization, a better understanding is necessary 
to properly normalize attribute values for the given application domain. The 
redistribution of data points should be such that it maintains the proportional 
distance among data points and the distance between two extremes (mini and 
maxi)· In the GYAN methodology, normalized values of a continuous attribute 
(without disturbing the Euclidean distance among data points) are calculated 
by determining the centroid (!1) value and the standard deviation (a). The 
centroid and standard deviation of the kth attribute, that has n elements, are 
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defined as: 
1 n 
/)k =-L Vki 
n i=l 
vL is the normalized value that maintains the distance between each value of 
the kth attribute and its centroid, where i = 1, ... , n. If a normalized value 
turns out to be negative for an attribute, then the minimum value of the at-
tribute is subtracted from all the normalized values. This is to avoid an adverse 
affect on the neural network's learning, from negative input values [Fausett, 
1994]. 
5.1.3 Data distribution 
After preprocessing and transforming data into an appropriate form, data 
is usually distributed into non-overlapping subsets to test the generalization 
capability of learnt classifiers. The set of available examples is partitioned 
into three disjoint subsets: a training set, to adjust the network's parameters 
(weights, etc.); a validation set, to evaluate the quality of the network during 
training and to prevent over-fitting of data (i.e. if the network's predictive ac-
curacy degrades on the validation set then the network's construction ceases); 
and finally a test set, to evaluate the resulting network at the end of training. 
K-fold cross-validation (CV) partitioning is then carried out for the data 
distribution. The k-fold CV randomly divides the available data into k equal-
sized, disjoint partitions [Mitchell, 1997]. Each partition in turn is used as a 
validation set, another randomly chosen partition is used as a test set and the 
remaining partitions are used as a training set. The data partitioning process 
is determined by the amount of data, level of noise, missing values, etc. More 
specifically a three-fold cross validation is used for data sets with over 1000 
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instances; a five-fold cross validation is used for data sets consisting of 200 
to 1000 instances; and for data sets with fewer than 200 instances, a ten-fold 
cross validation is carried out. 
5.2 Application domains 
This section briefly discusses the problem domains that are considered for 
evaluation of GYAN. All of the data sets, except the Remote Sensing and 
Queensland Rail, were downloaded from the UCI ML Repository [Murphy, 
1995]. A fundamental reason to choose the problem domains from the UCI 
ML Repository is that the prominent features of most of the data sets and the 
experimental results performed by other researchers are available for compari-
son purposes. All the data sets are concerned with the supervised classification 
learning task. In classification learning, the task is to predict discrete-valued 
outputs for the given inputs, in contrast to the prediction of continuous values 
in regression learning. 
5.2.1 Queensland Rail data set 
The Queensland Rail (QR) database was obtained from Queensland Rail, a 
government department of the State of Queensland, Australia. It provides in-
formation on the risk assessment of QR level-crossings. The objective is to as-
sist QR personnel to improve safety measures to avoid level-crossing accidents 
by identifying accident-prone cases. Each instance describes the characteristics 
of level-crossings in Queensland, which are labeled as Risky or Safe depending 
on whether or not an accident has happened at the corresponding crossing. In 
the original data set, there were 26 attributes, 176 Risky cases and 3615 Safe 
cases. The goals are to identify the features, either individually or in groups, 
that are responsible for the risk of a level crossing, and to interact with the user 
to identify the future (unseen) cases as Risky or Safe. As a result, the types 
of protections required to achieve an acceptable level of risk will be identified. 
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Data preprocessing 
The original QR data base contains two relational data sets: accident history, 
and level crossings. The level crossing data set contains all the important infor-
mation about level-crossings, surrounding situations and the vehicle (train) it-
self. The accident history data set contains information about all the accidents 
that have happened at level crossings in Queensland, Australia. The accident 
data was only utilized to categorize the level-crossing instances (based on the 
matching of the unique Level crossing ID) according to the constituent value 
{accident or not} in one of its fields, consequence type. The non-meaningful 
attributes, such as Level crossing ID, FMS branch name, LS code, Nearest Sta-
tion, Km, Road Name, Source, and Comments, were excluded from the data 
set as they were only stored for identification purposes and were not expected 
to contribute towards the final outcome. 
The level crossing data contains noise because of the different sources used 
in collection. Most of the discrepancies in data were caused by differing coding 
schemes. For example, the Pedestrian density attribute had values in {high, 
medium, low, yes, no} and the School Children attribute had values in {low, 
medium, yes, no}, where the 'yes' values should be one of 'high', 'medium' 
or 'low'. Such logically impossible or inapplicable values were replaced by the 
correct values (more generally by the most frequent value). 
A large portion of desirable data is missing (unavailable) and most is impos-
sible to retrieve as they are collected from operational data. There were some 
attributes that had very low distribution against other attributes in the data 
set because of missing values, for example the attribute Pedestrian protection 
was specified in only 1.2% of cases. This type of attribute is just omitted from 
the data set if there is no significant number of patterns containing this at-
tribute falling into the category of Risky. A deliberate decision had to be made 
whether to overlook a missing value or to delete it or to replace it. Firstly, the 
relative distribution of values in the attributes is determined to handle missing 
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Table 5.1: The attribute domain for the level-crossing data set 
Attribute Type Attribute domain 
Type Categorical public, occupation, pedestrian, qr, 
removed, stock, tramway 
Protection Categorical boomgates, closed, flashing, fenced, 
signs, others, none 
Traffic lights Categorical yes, no 
Signs Categorical giveway, pedestrian, stop, triangle, 
x-crossbuck, xg, xs, xt, others 
Tracks Categorical one, two, threeORmore 
Surface Categorical bitumen, concrete, dirt, gravel, 
rubber,tarcol 
Sleeper Categorical concrete, steel, timber 
Train speed Continuous 0 to 160 
Road visibility Categorical fair, good, poor 
Rail Visibility Categorical fair, good, poor 
Orientation Categorical east-west, north-south 
Intersection Categorical angled, s-bend, t-intersect, 
right angled 
Pedestrian Density Categorical high, low, medium, nil 
School Children Categorical yes, no 
Lighting Categorical yes, no 
Approach Signs Categorical yes, no 
Target attribute Categorical Risky, Safe 
values. If there was a large percentage of missing values for an attribute (more 
than 30%), the lack of information was treated as a valuable indication, and 
was considered as a special value to be included additionally in the attribute 
domain. If not many (less than 15%) values of an attribute were missing, the 
missing values were simply disregarded, and during data-transformation these 
values were given consideration. For example, all the bits in the sparse-coded 
representation were set to 1/N for the missing input value of an attribute with 
N possible values, rather than applying normal coding as explained in section 
3.1. In the cases where more than 11 values were missing out of the total 16 
values, the pattern was omitted if it was representing the Safe case. 
As a result, several changes were made to the level-crossing data and finally 
the duplicated instances were removed. The resultant data set consists of 16 
attributes, and has a total of 1734 instances, 122 of them indicating the target 
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Risky class and the remaining 1612 representing the Safe cases. The attribute 
domain for the data set is listed in Table 5.1. 
5.2.2 Remote Sensing data set 
The Remote sensing image data [Hammadi and Korczak, 1995; \iVong, 1997] is 
a high resolution scene of Strasbourg in France obtained from the earth obser-
vation satellite SPOT XS. The goal of the Remote sensing problem domain is 
to recognize the existence of urban areas (such as roads, city etc.), cultivated 
areas (such as fields etc.), natural areas (such as forest etc.), water areas (such 
as lakes etc.) and the recognition of structured objects from radiometric pic-
tures. The data consists of 64K instances corresponding to 256 * 256 pixels, 1 
byte per pixel. Each instance holds three inputs in the range of 0 to 255 corre-
sponding to the pixel gray level value of one of the three radiometric pictures, 
and one output category (urban, cultivated, natural, water) according to the 
classification by human experts. 
The gray level values are quantized into five ranges: (0, .. ,50), (51, .. ,80), 
(81, .. ,110), (111, .. ,160), and (161, .. ,255) to reduce the dimensionality of the 
problem. Further the attributes have been categorized in sparse-coding as: 
Attribute Values 
Red 
Green 
Blue 
very_low, low, medium, high, very_high 
very_low, low, medium, high, very_high 
very _low, low, medium, high, very _high 
There were many duplicate instances due to compression from 256 con-
tinuous values to the 5 discrete values. As a result, 85 instances are left for 
training from the initial8k instances, and 76 for testing and validation from the 
initial 56k instances. Both the training and testing data sets were processed 
separately, so there is the possibility of overlapping patterns. 
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5.2.3 Monks data set 
The Monks domain comprises three distinct problems, Monk1 is a selection 
and equity problem, Monk2 is a parity problem and Monk3 is an exclusion 
problem. The Monks domain is an artificially created disjoint data set that 
consists of the following attributes and their values: 
Attribute Values 
Head...shape round, square, octagonal 
Body ...shape round, square, octagonal 
Is_smiling yes, no 
Is_holding sword, balloon, flag 
Jacket_color red, yellow, green, blue 
Has_tie yes, no 
The Monk problems are fairly simple (medium) learning tasks with a rel-
atively medium size finite hypothesis space. The instance space for a Monk 
problem contains exactly= 3*3*2*3*4*2 = 432 distinct instances. For each of 
the Monks problems, the data set has already been selectively partitioned into 
a training and a test set [Thrun et al., 1991]. For the Monk3 problem domain, 
5% class noise (the output of six instances is corrupted) has been deliberately 
added to the training set. 
Problem Domain Train set Test set 
Monk1 124 308 
Monk2 169 263 
Monk3 122 310 
5.2.4 Mushroom data set 
The target of the Mushroom problem domain is to identify poisonous mush-
rooms based on the information provided about an individual. The original 
mushroom data set, consisting of 22 attributes and 1 output class (edible or 
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poisonous), has 8124 instances ( 4208 edible, 3916 poisonous). If sparse cod-
ing is considered for the input space in ANNs, the number of nodes yielded 
is 117. To reduce the size of the hypothesis space, a functional dependency 
test [Geva and Orlowski, 1996] is performed on the data set before presenting it 
to the neural networks. A functional dependency algorithm identifies a subset 
of inputs that can successfully determine the output. The application of this 
algorithm results in a significant reduction in the size of the input space. The 
subset of attributes important to decide the edible mushroom, as determined 
by the functional dependency algorithm is {Cap-colour, Odour, Stalk surface 
above ring, Spore print colour, Population, Habitat}. There were many dupli-
cate instances due to compression of input dimensionality from 22 attributes 
to these 6 attributes. After the removal of duplications and conflicts, the total 
number of instances is reduced from 8124 to 269. 
The original Mushroom domain (22 attributes) is also used to train ANNs, 
and then the hypothesis space is reduced by pruning the trained networks 
before rule-extraction. 
5.2.5 Voting data set 
This data set includes votes for each of the 1984 United States House of Repre-
sentatives congressmen on the 16 key issues identified by CQA (Congressional 
Quarterly Almanac, 98th Congress). The task is to identify the vote as Demo-
crat or Republican based on the information provided. The total number of 
instances is 435 ( 267 Democrats, 168 Republican), and the total number of at-
tributes is 17 including the target class (all boolean values). The independent 
attributes have values - 'yes' for voted for and 'no' for voted against. A total 
of 24% of the values are missing in the instance space, indicated by '?'. There 
are some missing values for each of the attributes. This lack of information 
was treated as a third category 'unknown disposition' for did not vote or voted 
with conflicts. 
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5.2.6 Moral Reasoner data set 
The JVIoral Reasoner data set comes from a rule-based model that qualitatively 
simulates moral reasoning. The model was intended to simulate how an ordi-
nary child, about age five, reasons about harm-doing. The 202 instances (102 
positive, 100 negative) are given as fiat (not hierarchical) Horn-clause theory, 
i.e. specific rules using ground predicates. Each rule contains one consequent 
predicate and 23 antecedent predicates. The top-level predicate to predict is 
guilty, and this is represented as a unary relation. Each antecedent predicate 
is represented as a binary relation, where the first argument is a person or 
instance, and the second argument is instantiated by its value. During prepro-
cessing, the relational data base is transformed into attribute-value language. 
Each relation in the antecedents level is considered as an attribute, and all the 
possible values for which the second argument of this relation holds are consid-
ered as this attribute's domain. The sign of the consequent predicate in a rule 
determines the instance to be either positive or negative. The total number 
of instances is 202 (102 guilty and 100 not-guilty), and the total number of 
attributes is 24 including the target class (19 boolean values and the others 
categorical). 
5.2. 7 Cleveland Heart Disease data set 
The goal of the Cleveland heart disease database is to find the presence of heart 
disease in patients based on thirteen attributes such as cholesterol reading, 
chest pain etc. The original data set has 76 raw attributes, but only 14 of 
them have actually been used in past experiments [Murphy, 1995]. The data 
set, consisting of 13 attributes and 1 output class (patient healthy or sick), has 
303 (164 healthy and 139 sick) instances. Some of the attributes are in the 
continuous-valued domain, and have been discretised or normalized to satisfy 
the requirements of machine learning classifiers. The accumulated frequency 
graphs drawn for the continuous attributes to determine intervals are shown 
in Figure 5.1. 
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Figure 5.1: Statistics of the continuous attributes in the Cleveland 
Heart Disease Domain. Each continuous attribute is first sorted in 
ascending order. The individual occurrence of each instance in the 
instance space, and then the accumulated frequency, are counted. A 
graph of accumulated frequency is drawn for each attribute. The rel-
evant interval boundaries according to actual value of the attributes 
are shown in graphs. 
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5.2.8 Breast Cancer data set 
The target of the Breast Cancer database is to distinguish between the be-
nign and malignant type of cancer according to nine attributes such as Clump 
thickness, Cell size, Cell shape, Adhesion, Bare nuclei, Nucleoli, etc. The data 
set has 699 instances from which 16 instances were removed due to missing in-
formation about the Single epithelial cell size attribute. All the eliminated 16 
patterns were instances of benign type, that already has a major distribution 
in instance space. The resulting data base contains 683 attributes, 444 of them 
are of benign type and the remaining 239 are of malignant type of cancer. 
5.3 Evaluation criteria for inductively gener-
ated results 
This section describes the criteria for evaluating the GYAN methodology. The 
task of representing an ANN as predicate rules can be explained as: 
Given: 
• A set of examples. 
• ANNs to learn the target function. 
• A rule-extractor to generate predicate rules from ANNs. 
Find: 
• Concept descriptions (a set of attributes defining a predicate). 
• An adapted knowledge base such that all the examples are covered. 
Each phase in GYAN is discussed in Chapter 6, with special reference to 
the following points: 
• Analysis of results of the learned model. 
• Application of results of the learned model to unseen instances in the 
data set. 
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5.3.1 Neural learning algorithms 
K-fold cross-validation is used in the experiments to train ANNs for a problem 
domain. A cross-validation experiment consists of the following steps: 
• Randomly divide the available data into k equal sized, disjoint partitions. 
• If a separate test set is already given, then for each partition dynamically 
build a feedforward network according to the parameter file using all the 
patterns outside the partition, and use the patterns in the partition for 
validation of the network. The patterns in the test set are then used for 
evaluation of the network. If there is no separate test set then a random 
partition is used as a validation set, another random disjoint partition is 
used as a test set, and the remaining patterns are used as a training set. 
All initial learning rules and initial network architecture (Cascade and 
BpTower) are same apart from the random initial weight set for each 
network. Each of the networks starts with an input layer and an output 
layer, and dynamically inserts the hidden nodes in the network during 
learning. 
• Choose the network with the highest accuracy and lowest errors for fur-
ther rule-extraction processing, and report the network's RMSE and clas-
sification accuracy for the training set (Train), validation set (Valid) and 
the test set (Test). Also sum the RMSE over all nets and divide by the 
total number of built networks to compute the average RMSE. Report 
this average RMSE and classification accuracy with the standard devia-
tion. The standard deviation for the accuracy is illustrated in the form 
of an error bar. 
The number of epochs taken to reach cessation of training is deemed irrel-
evant as the incremental training algorithms are used to construct networks. 
The rule extraction process is continued for the selected network that produces 
the lowest classification error on training, validation and test sets. 
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5.3.2 Rule-extraction techniques 
The 'quality of extracted rules' is one of the evaluation criteria for the pro-
posed system GYAN to measure how well the task of extraction has been 
performed. According to the Andrews, Diederich and Tickle [1995] taxonomy 
of rule-extraction, criteria for evaluating a rule set include: accuracy, fidelity, 
consistency, and comprehensibility. The accuracy of a rule extraction method 
is a measure of the generalization ability of the extracted rule set on unseen 
data (how well the data is classified by the extracted rule set). The accuracy 
of a rule-extraction technique can be expressed as: 
A 
Number of mismatches in rules 
ccuracy = 1 - ------------------
Total number of instances to be classified 
The fidelity of a rule extraction method is a measure of the agreement be-
tween the network and the extracted rule set (how well the extracted rule set 
mimics the behavior of network). The Fidelity of a rule-extraction technique 
can be expressed as: 
F 
.d l. 1 No. of mismatches in rules - No. of mismatches in network z ezty= -------~--~-~--------~-~-~--------­
Total number of instancestobeclassified 
The consistency of a rule extraction method is a measure of the agreement 
(as 'yes'/'no') among various extracted rule sets from neural networks under 
differing training sessions (how well the unseen data is classified by extracted 
rule sets under different training circumstances). The comprehensibility of an 
extracted rule set is a measure of the number of rules, antecedent predicates 
and arguments in the consequent predicates. This criterion is extended for 
automated knowledge bases by measuring the number of facts, instances in 
the type-hierarchy, the depth of queries and the number of steps taken to solve 
a query. The rule quality criteria are extended by an additional dimension 
that measures the improved generalization. The improved generalization of 
a rule extraction method is a measure (as 'yes' /'no') of better generalization 
performance of the extracted rule set over the neural network from which the 
rule set was extracted. If the extracted rule set performs better than the un-
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derlying network then the improved generalization is considered to be 'yes' 
otherwise 'no'. Some of the experimental studies [Towell and Shavlik, 1993; 
Alexander, 1994; Nayak et al., 1997] have noticed that sometimes extracted 
rules exhibit a better generalization performance than the trained neural net-
work from which they are extracted because the extracted rules help to sup-
press noise and provide constraint that bounds generalization. 
5.4 Chapter summary 
The preceding discussion on data representation has shown the importance of 
preprocessing of data before applying it to a inductive learner. It also shows 
the methods of data transformation for an equivalent representation required 
by the component programs in GYAN. All the application domains used in 
the evaluation of GYAN are introduced, along with the preprocessing that the 
individual data sets required in order to be amenable to component programs. 
The last section describes the dimensions in which this methodology should be 
evaluated. The evaluation criteria will allow comparison of each component in 
the methodology, and will help to decide the best technique ( decompositional 
or pedagogical) suitable for certain tasks. In summary, this chapter has laid 
the foundation of the empirical analysis of GYAN carried out in the following 
chapter. 
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Chapter 6 
Experimental evaluation 
Chapter 4 has presented a detailed description of the GYAN methodology, 
which provides a symbolic explanation of the knowledge embedded in trained 
ANNs. The preceding chapter on data analysis and representation has set the 
foundation of the experimental analysis of G YAN. This chapter provides the 
empirical evaluation of GYAN. The main focus of this chapter is: 
• to empirically investigate the idea involved in GYAN; that is, the knowl-
edge embedded in trained ANNs can be represented as restricted first 
order logic rules with high accuracy and without loss of fidelity. 
• to validate the idea in GYAN that the knowledge embedded in ANNs 
can be processed to be used in a knowledge base reasoner to allow user 
explanation by evaluating the quality of knowledge bases generated by 
GYAN in terms of comprehensibility, accuracy and fidelity. 
• to provide a basis for comparison of results obtained by different com-
ponent programs in GYAN in any phase i.e. bottom-up (BpTower) vs 
top-down (Cascade) neural learning approaches, and decompositional 
(LAP) vs pedagogical (Rule VI) rule extraction techniques. 
• to provide experimental validation that, projection to a space of a lower 
number of input dimensions by pruning allows translation of the trained 
ANN into a compact rule set that sometimes seems impossible to obtain 
from the original high input dimensionality. 
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• to evaluate the efficiency of GYAN against other techniques such as FOIL 
[Quinlan, 1990]. 
The experiments presented here illustrate the application of GYAN to vari-
ous problem domains discussed in the preceding chapter. The Queensland Rail 
and Remote Sensing problem domains are selected to show the applicability of 
GYAN to operational and real-life problems. The Monks, Mushroom and Vot-
ing problem domains are selected to compare the efficiency of GYAN with the 
experimental results reported by other researchers. The Moral Reasoner data 
base is chosen to demonstrate the similarity in the knowledge base automated 
by GYAN and the given Horn-clause theory. The Cleveland heart disease prob-
lem domain is to demonstrate the applicability of GYAN to mixed-valued do-
main problems (discrete and continuous-valued attributes). The Breast Cancer 
problem domain is to demonstrate the effectiveness of GYAN to fairly large (in 
terms of input space) problems. Each phase in GYAN is empirically evaluated 
separately. 
6.1 Gyan applied in phasel 
In this section, performance of various ANNs is evaluated against the set of cri-
teria presented in the preceding chapter. One of the goals in developing GYAN 
is the applicability of predicate (or restricted first-order) rule-extraction to 
a variety of ANN architectures. This goal is achieved by integrating several 
neural learning techniques such as cascade correlation (CC), BpTower (BT) 
and constrained error back propagation (CEBP) within the framework. Data 
from a problem domain is presented in a sparse coded scheme to the cascade 
correlation and BpTower architectures to facilitate pruning and rule extrac-
tion in the subsequent phases. The CEBPN architecture does not require a 
special type of encoding scheme to represent data, except for the general ANN 
requirement that data should not be distributed over large ranges. 
The main focus within GYAN Phase1 is to construct ANNs with a small 
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number of hidden units and a high percentage of correctly classified test pat-
terns for the given problem domain. This involves the selection of certain 
parameter settings such as: the type of activation functions in hidden and 
output layers, c and JL for weight updating in the case of cascade learning; 
learning rate and momentum in the case of BpTower network training; and 
sigmoidal edge steepness of basis function ridges in the case of CEBPN learn-
ing. There is also the selection of termination parameters such as the number 
of maximum inserted nodes, minimum RMS error on training patterns and 
the number of training epochs to use in a learning cycle to decide when the 
further growing of ANNs should be stopped. 
6.1.1 ANN solutions to the problem domains 
During BpTower and cascade learning, a few soft constraints are imposed upon 
the ANNs. One of the constraints is to limit the precision of the modified 
weights to restrict the search space for a rule extraction technique (chapter 4, 
section 4.2.1). To empirically find out which level of precision should be used 
in weight values, a number of experiments were performed on several data sets 
with different level of precision (namely values are rounded to integer, first, 
second or third decimal places) for each weight value. In general, the best 
results were obtained in terms of the size of ANNs and predictive accuracy, 
when weight values were rounded to second decimal places. Table 6.1 reports 
the RMSE and the number of hidden nodes required to produce near-optimal 
weight states with different levels of precision. 
Tables 6.2 to 6.12 report the performance of ANNs on the data sets dis-
cussed in chapter 4. The column 2 in these tables is the ANN architecture, 
i.e. the number of input, hidden and output nodes. The number of nodes in 
the input layer is the total number of values of all the attributes in the data 
set, as inputs to the cascade ( CC) and BpTower (BT) networks are sparsely 
coded. The number of nodes in the input layer for CEBPNs corresponds to the 
input dimensionality of the given problem. The column 4 in these tables is the 
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Table 6.1: Performance of cascade correlation networks with 
different levels of precision in weight vectors. In the case of XOR 
(2 inputs or 3 inputs), the evaluation set is the same as the training 
set. The reported classification accuracy is the average accuracy on 
the training and test sets for all the data sets. 
Precision Precision Precision Precision 
level 3 level 2 level 1 level 0 
RMSE 0.0511 0.0688 0.2695 0.3155 
XOR2 Hidden units 1 1 2 4 
Accuracy (%) 100 100 100 75 
RMSE 0.0311 0.0341 0.1582 0.308 
XOR3 Hidden units 1 1 2 4 
Accuracy (%) 100 100 100 75 
RMSE (test) 0.018 0.019 0.0997 0.3314 
Monk1 Hidden units 1 1 5 5 
Accuracy (%) 100 100 99 85 
RMSE (test) 0.059 0.0615 0.1238 0.1432 
Monk2 Hidden units 1 1 5 5 
Accuracy (%) 99.76 99.76 98.5 94 
RMSE (test) 0.210 0.2379 0.2549 0.3178 
Monk3 Hidden units 1 1 6 6 
Accuracy (%) 95.14 95.14 92.39 89.8 
classification (or class'n) mismatch, that is the ratio of incorrectly classified 
instances to the total number of instances (training or testing). The pruning 
process removes nodes and links from the ANN that are not contributing to-
wards the ANN's prediction, resulting in a reduced size network (PCC - pruned 
cascade network, PBT- pruned BpTower network). 
Monks problem domain: For each of the Monks problems, the domain 
has already been selectively partitioned into the training and test sets by the 
Table 6.2: Performance of ANNs on the Monk1 data set 
Network RMS Error Class 'n Mismatch 
Architecture Training Testing Training Testing 
cc 17:1:1 0.01599 0.01908 0/124 0/308 
PCC 8:1:1 0.03348 0.03341 0/18 0/18 
BT 17:1:1 0.02733 0.06433 0/124 0/308 
PBT 10:1:1 0.0234 0.0535 0/36 0/36 
CEBPN 6:6:1 0.02142 0.04811 0/124 0/308 
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Table 6.3: Performance of ANNs on the Monk2 data set 
Network RMS Error Class 'n Mismatch 
Architecture Training Testing Training Testing 
cc 17:1:1 0.0059 0.0615 0/169 1/263 
PCC 12:1:1 0.0061 0.0616 0/52 1/60 
BT 17:1:1 0.0246 0.0667 0/169 1/263 
PBT 12:1:1 0.0547 0.0543 0/52 1/60 
CEBPN 6:6:1 0.01188 0.2585 0/169 66/263 
Table 6.4: Performance of ANNs on the Monk3 data set 
Network RMS Error Class 'n Mismatch 
Architecture Training Testing Training Testing 
cc 17:1:1 0.1022 0.2379 1/122 20/310 
PCC 9:0:1 0.2053 0.0228 1/24 0/25 
BT 17:2:1 0.1283 0.1496 3/122 6/310 
PBT 12:0:1 0.2058 0.0735 3/62 0/74 
CEBPN 6:4:1 0.0573 0.0290 7/122 9/310 
Table 6.5: Performance of ANN s recognizing a water area in the 
Remote Sensing problem domain 
Network RMS Error Class'n Mismatch 
Architecture Training Testing Training Testing 
cc 15:0:1 0.02018 0.02099 0/85 0/76 
PCC 13:0:1 0.091 0.01 0/75 0/68 
BT 15:0:1 0.0247 0.0260 0/85 0/75 
PBT 13:0:1 0.0437 0.0215 0/75 0/68 
CEBPN 3:2:1 0.0468 0.00001 0/85 0/75 
Table 6.6: Performance of ANNs recognizing forest area in theRe-
mote Sensing problem domain. There is no reduction in the size of 
ANNs after pruning. 
Network RMS Error Class 'n Mismatch 
Architecture Training Testing Training Testing 
cc 15:0:1 0.0392 0.0298 0/85 0/76 
PCC 15:0:1 0.0411 0.0301 0/85 0/76 
BT 15:0:1 0.0692 0.0317 0/85 0/76 
PBT 15:0:1 0.0737 0.0516 0/85 0/76 
CEBPN 3:3:1 0.0832 0.0011 0/85 0/76 
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originators of the domain. The training instances are uniformly distributed 
for each of the Monks data sets. Five ANNs were trained on the same training 
set with randomly initialized weights for each of the Monks problems. Ta-
bles 6.2, 6.3 and 6.4 show the performance of the best ANNs for each of the 
data sets. The classification accuracy of the trained ANNs is quite high for the 
Monkl and Monk2 data sets. The ANNs trained for the Monk2 problem do-
main have learned the Monk2 concept except when all the six attributes have 
their first values. The reason is that during training the ANNs have not seen 
the supporting instance that contains the first value for all the 6 attributes. As 
a result, the BpTower and the cascade networks are not able to classify robots 
as 'not monk' that have the first value for all six attributes. The classification 
accuracy is relatively lower for the Monk3 data set due to the deliberate 5% 
noise added in the training patterns (the value of the target attribute is cor-
rupted for the six instances). 
Remote Sensing problem domain: The Remote Sensing problem do-
main has been separately partitioned into the training and test sets before the 
quantization of data. There are very few instances in the quantized problem 
domain that represent the target class, water. However, due to disjoint par-
titioning of training instances across the problem space (a linearly separable 
problem), the trained ANNs are capable of correctly approximating the target 
concepts for this problem. Ten ANNs were trained on the same training set 
with randomly initialized weights for the recognition of vvater and forest ar-
eas in the Remote Sensing problem. Tables 6.5 and 6.6 :how the performance 
of the best ANN s, chosen for their highest accuracy and lowest RMS error. 
Based on the ANN solutions, it can be said that the Remote Sensing problem 
domain has been transformed into a linearly separable classification problem 
after compressing (quantizing) the input space from 256 continuous values to 
5 discrete values. 
Mushroom problem domain: 3-fold cross-validation tests were per-
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Table 6.7: Performance of ANNs on the Mushroom data sets- the 
original data set with 22 attributes and the data set with selective 
6 attributes. The classification mismatch (column 4) for Testing is 
given as the ratio of instances that are incorrectly classified over the 
total number of instances present in validation and testing sets. 
Network RMS Error Class 'n Mismatch 
Architecture Training Testing Training Testing 
cc (22) 117:0:1 0.0010 0.0010 0/2708 0/5416 
PCC (11) 29:0:1 0.0148 0.0107 0/42 0/42 
cc (6) 45:0:1 0.0092 0.0054 0/163 0/106 
PCC (6) 24:0:1 0.0243 0.0042 0/81 0/28 
BT (22) 117:0:1 0.0049 0.0054 0/2708 0/5416 
PBT (10) 25:0:1 0.05405 0.01865 0/54 0/54 
BT (6) 45:0:1 0.0725 0.0198 0/163 0/106 
PBT (6) 19:0:1 0.05032 0.00999 0/48 0/48 
CEBPN (22) 22:3:1 0.0677 0.07425 14/2708 28/5416 
formed to train the BpTower, Cascade and CEBP networks with randomly 
generated training patterns and randomly initialized weights on the original 
Mushroom problem domain, which contains 23 attributes (including the target 
attribute). The results reported in Table 6.7 for the CEBPN were obtained at 
the 150th epoch presentation, and still contain some prediction error. There 
was little gain in continuing to train for much longer than this. By adding 
a few more bumps (local hidden units) the classification mismatch error on 
the training and test sets goes down, but the rule-comprehensibility becomes 
poorer in a later phase of GYAN. The optimum CEBPN solution has 3 lo-
cal hidden units, corresponding to one positive (edible) rule and two negative 
(poisonous) rules. The Mushroom data set contains a large number of values 
in attributes, resulting in a big input space when sparse-coded. To obtain a 
suitable subset of this data set, the functional dependency algorithm [Geva 
and Orlowski, 1996] was applied to one of the training sets consisting of 2708 
instances. A total of 119 subsets were obtained, each consisting of 4 to 8 depen-
dent attributes. From these, a subset consisting of 6 attributes was selected 
for the application of GYAN. Table 6.7 shows the reduced ANN size, RMS 
error and the accuracy of the best cascade and BpTower networks trained on 
the compressed data set using a 5-fold cross-validation scheme. 
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Table 6.8: Performance of ANNs on the Voting data set 
Network RMS Error Class 'n Mismatch 
Architecture Training Testing Training Testing 
cc 48:1:1 0.057 0.148 0/261 6/174 
PCC 24:1:1 0.098 0.1977 1/158 9/79 
BT 48:1:1 0.0099 0.1551 0/261 4/174 
PBT 28:1:1 0.0137 0.1029 0/169 10/84 
CEBPN 16:11:1 0.0505 0.0264 0/261 7/174 
Table 6.9: Performance of ANNs on the Moral Reasoner data set 
Network RMS Error Class 'n Mismatch 
Architecture Training Testing Training Testing 
cc 48:1:1 0.0253 0.0386 0/162 0/40 
PCC 26:0:1 0.0454 0.0123 0/151 0/40 
BT 48:1:1 0.0468 0.0532 0/162 0/40 
PBT 30:0:1 0.0607 0.1010 0/160 0/40 
CEBPN 23:9:1 0.0001 0.2236 0/162 2/40 
Voting problem domain: The ANNs were trained separately using each 
of the BpTower, Cascade correlation and CEBP algorithms for the Voting 
problem domain (Table 6.8), using a 5-fold cross-validation (CV) scheme. The 
instances are uniformly distributed across the problem space. In the case of 
all three neural learning algorithms, the ANN solutions suffer from the prob-
lem of overfitting if the training continues, i.e. the classification error on the 
validation set starts to increase while still reducing the remaining error on the 
test patterns. The best CEBPN solution for the voting data set is with 11 
hidden units at the 700th iteration. 
Moral Reasoner problem domain: The Moral Reasoner problem do-
main (Table 6.9) utilizes a 10-fold CV scheme to train the ANNs. All the ANNs 
using cascade and BpTower learning algorithms show consistent behavior and 
learn quite easily, whereas the CEBPN solutions are not able to correctly clas-
sify the unseen instances. As shown in Table 6.9, the best CEBPN solution 
still has high remaining RMS error, and classifies two (2) unseen instances 
incorrectly. During CEBPN learning, the network inserts the 9th hidden node 
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Table 6.10: Performance of ANNs on the Cleveland heart disease 
data set 
Network RMS Error Class 'n Mismatch 
Architecture Training Testing Training Testing 
cc 38:2:1 0.0953 0.3392 1/216 15/87 
PCC 34:2:1 0.0851 0.221 1/206 10/77 
BT 38:2:1 0.1313 0.3832 1/216 13/87 
PBT 34:2:1 0.0991 0.2765 4/206 7/77 
CEBPN 13:7:1 0.270 0.347 16/216 12/87 
at the 300th epoch. Training is continued to learn the shape of ridges (or 
sigmoids) till the 450th iteration. The next ridge inserted in the ANN after 
that epoch does not improve the performance. 
Cleveland heart disease problem domain: Table 6.10 shows the per-
formance of trained ANNs, the result of 5-fold CV tests for the Cleveland 
heart disease domain. The cascade and BpTower network solutions for this 
domain produce optimum solutions if the number of inserted hidden nodes is 
two. With the insertion of more nodes, the classification error on the training 
and test sets reduces but the error on the validation set increases. Similarly 
if training is continued for the CEBPN solutions, the network's generalization 
accuracy degrades or remains unchanged. 
Breast Cancer problem domain: The Breast Cancer problem domain 
(Table 6.11) utilizes a 5-fold CV scheme to produce the ANN solutions. There 
is significant variation in the size of the generated cascade network solutions; 
that is, the number of hidden units built into the nets varies in the range of 
0 to 4. The goal is to develop a small size feedforward ANN with sigmoidal 
nodes that properly classifies the training and unseen examples. One of the 
ANN solutions (Table 6.11) does not insert any hidden nodes and performed 
better than others. Those which keep trying to classify the remaining patterns 
correctly by inserting more nodes, result in larger ANNs with poorer general-
ization (because of overfitting). In contrast, the BpTower network solutions 
show consistency in terms of number of hidden nodes and classification accu-
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Table 6.11: Performance of ANNs on the Breast Cancer data set 
Network RMS Error Class'n Mismatch 
Architecture Training Testing Training Testing 
cc 90:0:1 0.0054 0.1887 0/411 7/272 
PCC 42:0:1 0.0076 0.0951 0/205 3/134 
BT 90:0:1 0.0099 0.1107 0/411 9/272 
PBT 42:0:1 0.0134 0.1047 0/223 4/150 
CEBPN 9:9:1 0.085 0.1917 0/411 10/272 
Table 6.12: Performance of ANNs on the QR data set 
Network RMS Error Class'n Mismatch 
Architecture Training Testing Training Testing 
cc 63:0:1 0.2364 0.2174 102/1561 14/173 
PCC 31:0:1 0.2538 0.2780 43/490 4/95 
BT 63:0:1 0.2743 0.2097 104/1561 11/173 
PBT 34:0:1 0.2776 0.2564 44/500 3/100 
CEBPN 16:5:1 0.2477 0.2633 107/1561 12/173 
racy at approximating the target concept. The CEBPN solution reported in 
Table 6.11 took 550 iterations to sequentially add nine (9) hidden nodes to 
accurately partition the data set. Training beyond this point generates the 
ANN which generalizes poorly. 
Queensland Rail problem domain: There is considerable difference 
between the distribution of Risky and Safe cases in the QR dataset, 93% of 
the instances belong to the Safe class and only 7% of instances belong to the 
Risky class. Also the QR data set is an example of a non-separable problem 
(non-disjoint distribution of target classes). This poses a problem for ANNs 
(and for some other machine learning tools as well) to distinguish between 
the two classes. An internal study was carried out at QUT to handle this 
problem by (1) copying the instances that represent the Risky class several 
times to create an illusion of equal distribution of classes, (2) conducting leave-
one-out cross-validation experiments to make ANNs see most of the Risky 
instances during training, and (3) initializing ANNs with a domain theory. No 
significant improvement in results in terms of correctly classifying Risky cases 
was observed. Because of the uneven distribution of the instances, 10-fold 
146 
cross-validation tests were performed and most of the Risky cases (95% out of 
the total 7% cases) were included in the training set every time. Table 6.12 
shows that the remaining RMS error is quite high for all the ANNs, and also 
some of the instances are incorrectly classified. Analysis of the results shows 
that most of the misclassified patterns belong to the Risky class. Prolonged 
training (increased iterations, and the insertion of more hidden nodes) does 
not help to reduce the residual error or to increase the number of correctly 
classified patterns. 
6.1.2 Phasel: Summary and conclusion 
Figure 6.1 to 6.3 demonstrate the performance of ANN solutions, produced as 
the results of n-fold CV experiments, in order to show the variation in behavior 
of ANNs trained using the cascade correlation algorithm. Figure 6.1 shows the 
number of epochs taken by cascade learning to achieve the overall ANN s for 
different data sets. Figure 6.2 shows the classification accuracy obtained by 
each ANN after training. The root mean square error of each ANN is given in 
Figure 6.3. Tables 6.2 to 6.12 report the performance of the best ANNs only, 
as these were the only ANNs that were pruned and from which rules were 
extracted. 
The relative overall performance of each neural learning algorithm is de-
termined by separately measuring the classification accuracy achieved by the 
ANN solutions on an unseen pattern set (generalization) for each data set, and 
then calculating the average predictive accuracy across all data sets, for each 
type of learning algorithm. The BpTower neural learning algorithm gives the 
better performance on these data sets (yielding an overall average of 97.31%) in 
terms of generalization accuracy compared to the cascade correlation learning 
algorithm (96.65%) and the CEBP neural learning algorithm (93.84%). 
The following conclusions can be drawn from these experiments: 
• The cascade or tower type of neural learning algorithms result in ANNs 
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Figure 6.1: Number of epochs used for the ANNs to learn the prob-
lem domains 
in which the hidden node acts as the dominant feature detector for the 
problem domain. The CEBP type of learning also results in ANNs in 
which each hidden node represents the dominant features of the data set. 
• The cascade correlation and BpTower algorithms employ different modes 
of inserting hidden nodes in the ANN during training. As a result, there 
is a significant difference in the concepts learned by the hidden nodes 
in each algorithm. The cascade algorithm's hidden nodes try to learn 
negative concepts, because the output node in the ANN exists and has 
already learned partial concepts. The BpTower algorithm's hidden nodes 
try to learn positive concepts, because the hidden node is inserted in the 
ANN as the output node. 
For example, when the Monk1 problem is induced by both training al-
gorithms, the resulting ANNs consist of a single hidden node with an 
input layer and a single output node (Figure 4.13). The jacket-color at-
tribute with red value is the dominating feature in this domain. The 
hidden node in both the ANNs tried to learn this concept but in differ-
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ent ways. The hidden node in the cascade ANN produces a low output 
whenever the jacket-color attribute has the value red, and contributes 
a negative weight of large magnitude to the output node. On the other 
hand, the hidden node in the BpTower ANN produces a high output 
whenever the jacket-color attribute has the red value, and contributes a 
large-magnitude positive weight to the output node. 
• The presence of interconnections between hidden nodes in the trained 
ANNs produced by both cascade and BpTower learning complicates the 
problem of understanding the trained ANN. 
• The cascade correlation network tends to recruit a smaller number of 
hidden nodes than the BpTower network for a given problem. One of 
the reasons is that BpTower, like all tower algorithms, approximates the 
sigmoidal or linear activation function by a Heaviside activation function 
after the hidden node has been inserted. The pre-existing hidden node 
then sends approximate output instead of actual output. Consequently, 
the BpTower algorithm takes longer (more epochs) to train. Also these 
two ANNs tend to require lesser number of hidden units to approximate a 
target function than a multi-layer perceptron due to lateral connections. 
For example, the Monk1, Monk2 and XOR problems are solved by these 
ANNs (cascade and BpTower) requiring only 1 hidden node, but the 
backpropagation multilayer ANN requires minimum 2 hidden units. 
• The BpTower networks under differing training sessions (randomly ini-
tialized weights and patterns) for a problem domain show more consistent 
behavior than the cascade networks and CEBPN. 
• The cascade algorithm tends to produce ANNs in which some weights 
are distinctly larger in magnitude than other weights in the same nodes. 
This is encouraged by adding a penalty term during training that decays 
smaller weights faster than larger weights. This behavior becomes more 
obvious when weight values are rounded off second decimal place. Due 
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to these two constraints employed in cascade and BpTower learning, very 
small ·weights are already set to zero. 
• The CEBPN is constructed by approximating the regions that fit the 
training data with hyper-ellipses. A solution is not acceptable which 
makes generalizations about regions of input space for which there is no 
supporting evidence in the training pattern set. This requires a care-
ful partitioning of instances that are used for training from the total 
instances. 
The generating solution also very much depends on the edge steepness 
of the sigmoids (set by the user) that define the local response units. If 
the steepness is high ( 4 to 7), the approximation of regions is almost by 
hyper-rectangles resulting in poor generalization. If the steepness is high 
(1 to 3), networks can learn and generalize well. But it makes the rule 
extraction phase (fidelity) poor. The networks that are approximated 
with high steepness of the sigmoids help to extract high fidelity rules in 
the subsequent phases. 
• In incremental algorithms of neural learning, the selection of termination 
criteria is important. This becomes more significant when there is noise 
present in the data or when there is overlapping of instances in the prob-
lem space. Beyond a certain point (iteration epochs, number of hidden 
units, etc.) there is little gain in extended training. If training of the 
ANN is not stopped at this point, the performance of the ANN either 
degrades or does not improve. 
6.2 Gyan applied in phase2 
The main focus within GYAN Phase2 is to obtain a subset of the attributes 
(part of the input space in an ANN) that can represent the underlying ANN 
accurately and comprehensively. Once a cascade or BpTower network with 
minimum training or validation RMS error and maximum classification ac-
curacy has been selected for the problem domain, the pruning algorithm can 
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be applied to the ANN solution to eliminate irrelevant nodes and links that 
are not contributing towards the ANN's predictions. Consequently, the at-
tributes/values corresponding to the eliminated nodes are removed from the 
data set, resulting in a compressed data set that is reduced in the number 
of input dimensions and in the number of patterns after removal of duplicate 
instances. The training, validation and test sets are processed independently 
for the given problem domain, and may contain duplicated instances. 
The functional dependency algorithm (FD) [Geva and Orlowski, 1996] that 
selects a subset of attributes as a pre-cursor to the ANN training, is applied 
to each data set to compare the effect of removing attributes after the ANN's 
training and before the ANN's training. The FD algorithm is based on exhaus-
tive identification of functional dependencies among attributes. The algorithm 
identifies all the existing functional dependencies in the data set rather than 
just one. 
6.2.1 Removal of redundant nodes from ANN solutions 
GYAN phase2 includes the selection of a distance metric parameter which clus-
ters the weights in trained ANNs to facilitate the pruning of irrelevant links 
and redundant nodes. Table 6.13 reports the distance metric, the number of 
clusters that are generated initially with this distance, and the number of clus-
ters (or the remaining links in the ANN, given in brackets) after the pruning 
procedure is applied to the cascade correlation and BpTower networks. The 
number of clusters is comparatively large in the networks with hidden nodes, 
as the output node in the cascade and BpTower networks receives activation 
from input nodes as well as hidden nodes. 
It can be observed from Table 6.13 that a small distance is required to 
group the weight states in the ANNs into a reasonable number of clusters. 
The rationale is the restrictions imposed upon ANNs during training (GYAN 
phase1) that clusters the weights in a number of small intervals. This table 
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Table 6.13: The distance metric and the number of generated clus-
ters according to weights in the ANNs. 
Data set Cascade-Correlation BpTower 
Distance No of clusters Distance No of clusters 
Metric generated Metric generated 
Monkl 2.0 11 (7) 0.2 19 (10) 
Monk2 2.0 13 (7) 0.25 10 (6) 
Monk3 0.15 19 (11) 0.1 22 (17) 
Remote-Sensing 
(water) 1.0 6 (4) 0.3 4 (3) 
(forest) 3.1 6 (5) 0.1 9 (10) 
Mushroom 
(complete data set) 1.5 15 (9) 0.5 10 (5) 
(data set after FD) 1.0 8 (6) 0.3 8 (5) 
Voting 0.5 22 (13) 0.1 27 (17) 
Moral reasoner-reasoner 0.25 19 (11) 0.1 23 (13) 
Cleveland heart disease 0.25 51 (39) 0.1 71 (36) 
Breast cancer 1.0 44 (21) 0.1 36 (24) 
QR 0.75 9 (6) 0.1 10 (7) 
also shows that the distance metric is usually smaller in the ANNs produced 
by the BpTower algorithm than in those produced by the cascade-correlation 
algorithm. In general, the cascade algorithm tends to produce ANNs with 
weights that are distinctly large in magnitude as compared to other weights 
belonging to the same node, which makes the weight states easily distinguish-
able. The BpTower algorithm does not show this type of behavior. 
Monkl problem domain: After pruning, the pruned network's RMSE 
error (PCC and PBT) is bit higher than the original network. The reason is 
that the ANN is only retrained for a few epochs after removal of superfluous 
nodes and links until it performs the equivalent or higher predictive accuracy 
on train or test cases, and during pruning the weight values are changed (each 
cluster's value is replaced by its average value). This behavior is consistent in 
most of the data sets. The input space remaining after pruning of the cascade 
ANN sol uti on of the monkl problem domain consists of H ead_shape = {round, 
square, octagon}, B ody_shape = {round, square, octagon}, and J ackeLcolor = 
red. The pruned BpTower network solution for the Monkl problem domain 
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differs in the values of the attributes Jacket_color. The BpTower ANN solu-
tion could not eliminate the yellow, green, blue of JackeLcolor, instead these 
values appear as negated antecedents for the learned concept of the hidden 
node in the ANN. A number of experiments done by other researchers confirm 
the selection of these three dominant features in the Monk1 data set [Thrun 
et al., 1991]. The performance of ANNs after pruning is shown in Table 6.2. 
Monk2 problem domain: The monk2 problem domain is one where all 
the attributes are important to induce the target concept. The FD algorithm 
reports only one functional dependency including all the 6 attributes, which 
does not help to reduce the hypothesis space. In contrast, GYAN phase2 al-
lows testing of the existence of each value in each attribute by considering the 
sparse-coded input space. As a result, both the BpTower and cascade network 
solutions for the Monk2 problem domain eliminate few input nodes. The re-
maining input subspace contains the first values of all the six attributes, i.e. 
Head_shape =round, Body_shape =round, fs_smiling =yes, Holding= sword, 
JackeLcolor = red, and Has_tie = yes for both the ANNs. Table 6.3 shows 
the performance of ANN s after pruning. 
Monk3 problem domain: The Monk3-cascade solution after pruning 
keeps the attributes, Body_shape ={round, square, octagon}, Holding= sword, 
J ackeLcolor = {red, yellow, green, blue} in its input space. The BpTower so-
lution does not distinguish the values of the Holding attribute and keeps all 
of them in the input space, and also adds the has_tie attribute. Table 6.4 
shows the improvement in performance in terms of predictive accuracy after 
pruning. On the other hand, the FD algorithm recognizes only one functional 
dependency among Head_shape, Body_shape, Holding and JackeLcolor. The 
actual target of the Monk3 problem domain is: (Body_shape = •octagon 1\ 
JackeLcolor = •blue); or (Holding = sword 1\ JackeLcolor =green). 
Remote Sensing problem domain: GYAN phase2 removes the un-
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wanted very_low and low values of the attribute Blue from both the cascade 
and BpTower network solutions for the Remote Sensing problem domain rec-
ognizing water (Table 6.5). By contrast, the FD algorithm did not elicit any 
functional dependencies among attributes for water recognition. GYAN phase2 
did not reduce the input space in the Remote Sensing domain recognizing for-
est for either of the learning algorithms. Similarly the functional dependency 
algorithm did not recognize any dependencies for forest recognition. 
Mushroom problem domain: Two different input subspaces are gen-
erated for the Mushroom problem domain by performing the functional de-
pendency test on the original data set. This is done to compare the effect of 
pruning before and after the ANN's training. The cascade and BpTower net-
work solutions contain 117 input nodes to approximate the original data set. 
The dimensionality is reduced from 117 to 2g entities for the cascade network 
solution by pruning to remove the irrelevant attributes or specific values in 
attributes. The resulting ANN contains nodes involving the attributes/values: 
Odour (with 8 values), Gill-size (broad), Gill-color (buff), Stalk-surface-above-
ring (silky), Stalk-surface-below-ring (scaly), Stalk-color-above-ring (orange), 
Stalk-color-below-ring (orange), Ring-type (flaring, large), Spore-print-colour 
(black, brown, green), Population {clustered), Habitat (leaves). The pruned 
BpTower network contains the very same attributes with a little variation in 
the values, reducing from 117 to 25 input nodes. 
When the FD algorithm was applied to the original Mushroom data set, a 
total of 11g subsets were obtained, each containing a number of functionally 
dependent attributes varying in the range from 4 to 8. The BpTower and cas-
cade network contained 45 input nodes by adopting a sparse-coding scheme 
for the selected subset of attributes Cap-color ( 10 values), Odour (g), Stalk-
surface-above-ring (4), Spore-print-color (g), Population (6), Habitat (7). The 
pruning algorithm was further applied to reduce the input space after training 
the ANNs. The pruning algorithm was able to remove 21 superfluous nodes, 
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keeping only the 24 input nodes in the cascade network. Table 6. 7 shows the 
performance of all the ANNs after pruning. The logical rules obtained by 
other researchers [Murphy, 1995] show that the attributes/values selected by 
the pruning algorithm, applied on the ANN solutions of the original Mushroom 
data set, are the only important features, and all are necessary to represent 
the data set as a complete set of rules. The attributes/values selected for the 
ANN solutions as a pre-cursor gained by the FD algorithm are important, but 
can not represent the whole data set. 
Voting and Moral Reasoner problem domains: The FD algorithm 
does not predict any functional dependencies among attributes in the Voting 
and Moral Reasoner data sets. The pruning algorithm applied after the ANNs' 
training, however, eliminates significant numbers of input nodes. The cascade 
network solution of the Voting data set after pruning contains only 11 at-
tributes out of the 16 attributes, keeping all the important attributes such as 
Water-project-cost-sharing, Budget resolution, Physician fee, Missile, Immi-
gration, Crime, etc. The BpTower ANN solution keeps all these 11 attributes 
and adds Education spending, and Infant-handicapped as well (Table 6.8). Sim-
ilarly the BpTower ANN solution for the Moral Reasoner data set elicits the 
attributes that are recognized by the cascade network solution, with an addi-
tional couple of attributes (Table 6.9). 
Cleveland heart disease problem domain: The FD algorithm predicts 
3 subsets of attributes each containing 11 attributes out of 13 attributes in the 
discretised Cleveland heart disease data set. All 3 combinations of attributes 
exclude the Fasting blood sugar attribute from the solutions. The pruning al-
gorithm for both the cascade and BpTower network solutions also found the 
Fasting blood sugar attribute inefficient for further processing. Both the solu-
tions have also considered the Sex attribute irrelevant for rule generalization 
(Table 6.10), agreeing with one of the subsets recognized by the FD algorithm. 
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Breast Cancer problem domain: The FD algorithm predicts 19 subsets 
of functionally dependent attributes in the Breast Cancer data set, each con-
taining 4 or 5 out of 9 attributes. The pruning algorithm does not eliminate 
a whole attribute (sparse-coded) but rather recognizes the effective values of 
each attribute. The input space for both the cascade and BpTower solutions 
has gone down considerably from 90 to 42. Both the solutions agree for most 
of the input space except for minor variations in the values. Table 6.11 shows 
the performance of ANNs after pruning. 
Queensland Rail problem domain: The FD algorithm does not elicit 
existing functional dependencies among attributes in the QR problem domain. 
On the other hand, the pruning algorithm reduces half of the input space (Ta-
ble 6.12) in the ANNs built by the cascade and BpTower learning algorithms. 
The important values of the attributes were distinguished. The level cross-
ing problem domain contains discrepancies in data caused by differing coding 
schemes. GYAN phase2 is able to recognize such attributes and finds them 
irrelevant to keep for further processing. For example, the Sign attribute was 
found redundant, as the sign value of the Protection attribute was considered 
more effective. The Light attribute was not included in the final set of at-
tributes because of the presence of the Traffic light attribute. Furthermore 
the information about Sleepers and the Orientation of trains was found to be 
unimportant. 
6.2.2 Phase2: Summary and conclusion 
GYAN phase2 employs the pruning algorithm to arrive at an ANN solution 
which requires the minimum number of input nodes and links only to represent 
the given problem after GYAN phase1 (training of cascade and BpTower ANN) 
is completed. The following conclusions can be drawn based on the above 
experiments. 
• The important outcome of applying the pruning algorithm to the ANN 
solution is that irrelevant input values in the instance space are signif-
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icantly reduced. Only the important parts of the problem domain that 
are effective for the ANN's predictions remain. 
• A salient feature of GYAN phase2 is recognition of the consistent and 
collective dominance of the same attributes/values in a given problem 
domain for both types of neural learning (cascade and BpTower). 
• Very often, training with pruning results in a better (less complex) ANN 
than training without pruning, and only rarely results in worse ANNs. 
This agrees with the findings of [Prechelt, 1995]. 
• In general a small distance is required to group the weight states into a 
reasonable number of clusters in the constrained cascade and BpTower 
network solutions. The reason is that the restrictions imposed upon 
ANNs during training (GYAN phase1) encourage the building of ANNs 
with weights clustered in small intervals. When the distance between 
clusters is set to a large value (more than 3), each cluster normally 
contains large number of elements which results in no reduction. The 
cumulative effect of such clusters is higher than that of clusters with a 
lesser number of elements, towards the ANN's prediction. 
• The distance metric is usually smaller in the ANNs produced by the 
BpTower algorithm than in those produced by the cascade-correlation al-
gorithm. The reason is that the cascade-correlation training algorithm 
produces a ANN with more distinct weights than BpTower. The number 
of weight clusters is greater in BpTower solutions than in the cascade 
solutions, but each cluster contains a lesser number of elements. As a 
result, the pruned BpTower ANN usually contains more elements than 
the pruned cascade ANN. 
• The advantage of reducing the input space after the ANN training on 
the original data set (relative to reducing the input space before neural 
learning) can be clearly seen with the Mushroom problem domain. In 
this domain, the functional dependency algorithm restricts the input 
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space to the specific subset of attributes to be presented to the ANNs. 
The pruning algorithm is then able to eliminate a few more input nodes 
from the ANNs, approximating a subset of the problem. However, when 
the original set of attributes is presented, the trained ANNs are able to 
find relationships among all the attributes. The pruning algorithm now 
eliminates a significant number of superfluous input nodes corresponding 
to attributes/values in the problem domain after ANN learning, and 
determines all the important features for representing the data set as an 
entire set of rules. 
• It is not essential that the FD algorithm find functional dependencies 
among the attributes of every data set to which it is applied. The prun-
ing algorithm, however, reduces the hypothesis space for every data set 
(except the forest remote sensing problem). 
• Analysis of weight clusters shows that the individual weight elements 
in a cluster rarely show the required relationship (dependencies) among 
themselves. For example, none of the clusters in the Monkl problem 
domain could show the logical relationship of Head_shape = Body_shape 
among its members. The non-dependencies among elements in a cluster 
show the need of applying further analysis to the remaining weights or 
reduced size networks in order to represent the embedded knowledge in 
the form of symbolic rules. 
6.3 Gyan applied in phase3 
This section evaluates the extracted rule sets from the ANNs trained on differ-
ent data sets. GYAN phase3 provides a number of choices for generating pred-
icate rules from a trained ANN. The availability of several propositional rule-
extractors allows GYAN to make a selection according to size of the databases, 
neural architectures, and requirements for the extracted rules (such as accu-
racy, comprehensibility, etc). The decompositional rule extraction technique 
LAP and the pedagogical rule extraction technique Rule VI are applied to ex-
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tract propositional rules from the cascade and BpTower ANNs. The RULEX 
technique is applied to extract rules from the trained CEBPNs. The success-
ful mapping of propositional rules, derived from the propositional extractors, 
to predicate rules also assures vvide utilization of the developed algorithm in 
order to transform propositional rules into predicate rules. In this section, the 
performance of various algorithms used in GYAN phase3 is evaluated against 
the set of criteria listed in the preceding chapter. 
The extracted predicate rules are compared against those produced by the 
FOIL system [Quinlan, 1990]. FOIL forms a good basis for comparison with 
GYAN. In both systems (1) ideas of both propositional and relational learners 
are incorporated, and (2) the classification rules are expressed in a restricted 
form of first-order logic i.e. function-free predicates. The expressiveness of the 
rules generated by FOIL however is better than that of G YAN as the former 
system supports iteration and recursion in its representation. 
GYAN is fundamentally very similar to the multi-stage LINUS system [Lavrac 
et al., 1991]. Within the LINUS system, concept descriptions are induced by 
propositional learners and then if-then rules are transformed into the form of 
typed non-recursive Horn clauses with negation. GYAN can also be compared 
with LINUS but the implemented version of this system was not available for 
comparison. 
The C4.5 [Quinlan, 1993a] decision tree learning algorithm is a well estab-
lished program to learn propositional rules from data. C4.5 is also applied to 
the data sets, as the rules extracted by this decision tree learner can also be 
extended to predicate rules by the generalization algorithm (chapter 4, Figure 
4.9). 
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6.3.1 Symbolic representation of ANN solutions 
The main focus of G YAN is to transform the knovi'ledge embedded in trained 
ANNs into predicate rules. However, the component program to generate pred-
icate rules from propositional rules in the methodology can be applied to any 
propositional learner. 
Tables 6.14 to 6.35 report the rule-extraction performance on the data sets 
discussed in chapter 5. The classification ( class'n) mismatch is given as the ra-
tio of instances that are incorrectly classified to the total number of instances 
(training or testing). Fidelity of a rule extraction method is a measure of 
the agreement between the ANN and the extracted rule set. Rule compre-
hensibility is reported as the number of antecedents (anted's), the number of 
propositional rules (including the number of positive and negative expressions), 
the number of predicate (pred') rules (including the number of positive and 
negative rules) generated from the propositional rules. The number of CNF 
expressions extracted using the LAP algorithm includes the expressions for the 
output node and hidden nodes. FOIL generates positive rules only. Some of 
the predicate rules generated using G YAN are listed in appendices. 
Monkl problem domain: The objective of the Monk1 problem domain 
is to recognize robots which are monks based on the two existing rules: (1) 
Head_shape = Body_shape, or (2) JackeLcolor = red. GYAN phase3 using 
the Rule VI propositional technique does not extract 100% accurate rules be-
cause of the presence of the attribute Has_tie in the extracted rule set for the 
cascade-correlation net-vvork (Table 6.14). GYAN phase2 removes the irrele-
vant attributes/values, and the extracted rule set now contains 100% accurate 
rules. Similarly the rule set extracted by the Rule VI technique for the Bp-
Tower solution misclassifies some of the patterns due to· the presence of the 
irrelevant attributes Is_smiling, Holding, and Has_tie. GYAN phase2 removes 
all the irrelevant attributes, and the resulting rule set is able to classify all the 
patterns correctly. 
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Table 6.14: Rule-extraction performance on the Monk1 data set. 
The original data set contains the 432 (124 true + 308 false) in-
stances. When the input domain is 3 attributes containing only 8 
(3+3+2) values, then the total number of instances is 18 (3*3*2) 
(in the case of the pruned cascade-correlation network). When the 
input domain is 3 attributes containing 10 (3+3+4) values, then the 
total number of instances is 36 (3*3*4) (in the case of the Pruned 
BpTower network). 
Gyan Class'n Mismatch Fidelity 
USing Training Testing (%) 
CC-Lap 0/124 0/308 100 
PCC-Lap 0/18 0/18 100 
CC-RuleVI 0/124 12/308 97.22 
PCC-RuleVI 0/18 0/18 100 
BT-Lap 0/124 0/308 100 
PBT-Lap 0/36 0/36 100 
BT-RuleVI 0/124 46/308 89.35 
PBT-RuleVI 0/36 0/36 100 
Rulex 0/124 0/308 100 
C4.5 0/124 0/308 -
Foil 0/124 0/308 -
The predicate rule-set representation of the cascade network utilizing the 
Rule VI algorithm contains one negative rule stating that the first two at-
tributes contain two different values (variables), and two positive rules stating 
that the Jacket_color is red or that the first two attributes contain the same 
values (variables). During the mapping from propositional to predicate rules, 
compatible predicates (predicates with same symbol and sign) are only re-
placed by the least general values. The conjunctive expressions extracted by 
LAP do not contain many compatible predicates during the mapping proce-
dure. As a result, the number of predicate rules generalized from the propo-
sitional rules is less for the Rule VI algorithm than for the LAP algorithm. 
Also, the rule-set for GYAN phase3 utilizing the LAP algorithm contains rules 
derived from the single hidden node, in addition to rules derived from the 
output node. The rules for the cascade solution clearly state that the hidden 
node learns Jacket_color =red or Head_shape =round A Body_shape =round, 
indicating low output but producing high output for the output node, which 
162 
Table 6.15: Comprehensibility of rules for the Monkl data set. Rule 
comprehensibility is reported as the number of antecedents, the 
number of propositional rules (including the number of positive and 
negative expressions), the number of total entities appearing in the 
final rule set and the number of predicate rules generated from the 
propositional rules. 
Gyan No of No of Conj've No of No of Pred' 
using Anted's Expressions Entities Rules 
CC-Lap 63 18 (8,10) 10 16 (6,10) 
PCC-Lap 45 18 (8,10) 8 16 (6,10) 
CC-RuleVI 61 22 (5,17) 12 3 (2,1) 
PCC-RuleVI 19 10 ( 4,6) 7 3 (2,1) 
BT-Lap 42 18 (9,9) 10 16 (7,9) 
PBT-Lap 42 18 (9,9) 10 16 (7,9) 
BT-RuleVI 164 45 (27,18) 16 8 (6,2) 
PBT-RuleVI 72 25 (8,17) 10 4 (3,1) 
Rulex 7 4 (4,0) 7 2 (2,0) 
C4.5 7 4 (4,0) 7 2 (2,0) 
Foil - - 7 2 (2,0) 
also learns the rest of the target concept. On the other hand, the rules for the 
BpTower network solution clearly state that: when Head_shape = square 1\ 
Body_shape = square or Head_shape = octagon 1\ Body_shape = octagon then 
the hidden node produces high output and generating high activation for the 
output node that learns the rest of the target concept. The hidden node in the 
BpTower solution also learns the inverted values of the attribute JackeLcolor 
i.e. the hidden node produces low output when the JackeLcolor is yellow or 
green or blue. Table 6.15 shows that the number of antecedents in conjunc-
tive expressions is significantly reduced with GYAN phase2, that successfully 
reduces the input space of ANNs trained in GYAN phasel. The predicate rules 
extracted by FOIL and C4.5 (mapped by the generalization algorithm) are 
the same as the positive predicate rules extracted by GYAN phase3 utilizing 
Rule VI for the cascade network solution. 
Monk2 problem domain: The objective of the Monk2 problem domain 
is to recognize the robots as monk if only two of the six attributes have their 
first value. If more than two attributes or less than two attributes contain 
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Table 6.16: Rule-extraction performance on the Monk2 data set. 
The training and test instances are processed separately to reduce 
the input dimensionality in Gyan phase2. The compressed input 
space includes the first value of all the attributes, with the rest of 
the values for each attribute being identified by a not-first value. 
Gyan Class 'n Mismatch Fidelity 
using Training Testing (%) 
CC-Lap 0/169 1/263 100 
PCC-Lap 0/52 1/60 100 
CC-RuleVI 0/169 74/263 83.1 
PCC-RuleVI 0/52 6/60 95.54 
BT-Lap 0/169 1/263 100 
PBT-Lap 0/52 1/60 100 
BT-RuleVI 0/169 100/263 77.08 
PBT-RuleVI 0/52 6/60 95.54 
Rulex 0/169 58/263 98.14 
C4.5 29/169 110/263 -
Foil 29/169 111/263 -
Table 6.17: Comprehensibility of rules for the Monk2 data set. The 
predicate rules utilizing LAP contain rules from the single hidden 
node as well as from the output node. 
Gyan No of No of Conj 've No of No of Pred' 
using Anted's expressions Entities Rules 
CC-Lap 284 63 (36,27) 17 58 (31,27) 
PCC-Lap 203 63 (36,27) 12 58 (31,27) 
CC-RuleVI 750 130 (60,70) 17 29 (15,14) 
PCC-RuleVI 188 38 (15,23) 12 28 (15,13) 
BT-Lap 300 63 (31,32) 17 58 (31,27) 
PBT-Lap 190 63 (36,27) 12 58 (31,27) 
BT-RuleVI 765 138 (64,74) 17 30 (15,15) 
PBT-RuleVI 185 38 (15,18) 12 28 (15,13) 
Rulex 63 15 (15,0) 17 15 (15,0) 
C4.5 35 11 (3,8) 17 -
Foil - - 17 18 (18,0) 
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their first value then an instance must not be categorized as a monk. The 
ANNs trained for the Monk2 problem domain have learned the above relation-
ship except when all the six attributes have their first values. Consequently 
the rule sets extracted using the decompositional technique LAP for both the 
ANNs fail to classify that particular instance. \iVith the removal of a few re-
dundant nodes from the input space of each of the ANN, the accuracy of the 
extracted rule sets using the Rule VI pedagogical rule-extraction technique has 
considerably increased (Table 6.16). 
The minimum number of rules to represent the Monk2 problem domain is 
15, where each rule contains the first value for exactly two attributes and the 
negated first value for the rest of the attributes. If negation of the attributes 
is not permitted in the rule expressions then the total number of rules ob-
tained by enumerating all of the possible permutations over the counterpart 
of negated antecedents is 142. The conjunctive expressions extracted by the 
Rule VI algorithm are reduced from 60 to 15 predicate rules representing the 
positive target concept. \iVith the removal of redundant nodes (corresponding 
to values other than the first value for each attribute) there is significant re-
duction in the number of antecedents (Table 6.17). 
The rules utilizing the LAP algorithm for the cascade and BpTower so-
lutions clearly state that the output node learns part of the positive concept 
i.e. any two attributes have their first values and the hidden node learns the 
remaining part of the concept i.e. the rest of the four attributes do not have 
their first values. The hidden node in the BpTower solution learns the remain-
ing part of the concept by producing high activation to the output node, while 
the hidden node in the cascade ANN solution learns the remaining part of the 
concept by producing low activation to the output node. 
The accuracy of the predicate rules obtained by the FOIL symbolic learner 
is quite low (67%) compared to GYAN. Also the number of rules generated 
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by FOIL is greater than the number of (positive) predicate rules extracted by 
GYAN with Rule VI and RULEX. 
Monk3 problem domain: The objective of the Monk3 problem domain 
is to recognize which robots are monks based on the two existing rules: (1) 
Body_shape = •octagon !\ JackeLcolor = ·blue and (2) Holding = sword !\ 
JackeLcolor = green. Due to the (class/target) noise present in the train-
ing data, the trained ANNs do not classify patterns 100% accurately. Con-
sequently, the predicate rules utilizing the decompositional algorithm LAP, 
which has the ability to extract rules with high fidelity, also contain some clas-
sification error (Table 6.18). Even after the removal of superfluous input nodes 
from the cascade network, the inconsistency in one of the training patterns re-
mains present. The inconsistent pattern consists of Body_shape = octagon !\ 
Holding = sword !\ JackeLcolor = blue that contradicts the target concept. 
The BpTower networks are able to distinguish the noise present in the training 
patterns better than cascade networks. BpTower misclassifies the above men-
tioned pattern, in addition it incorrectly classifies two more patterns as monks 
consisting of Body_shape = round!\ Holding = sword!\ JackeLcolor = green, 
and Body_shape =square!\ Holding =sword!\ JackeLcolor =green, patterns 
consisting of attributes mapping to the incorrect target concept. In fact, Bp-
Tower is able to predict the correct target concept and the noise present in the 
patterns by classifying them incorrectly. 
GYAN phase3 utilizing Rule VI for the pruned cascade ANN solution ex-
tracts two positive rules (the same as the target rules) and two negative rules 
exclusively mentioning that the Body_shape = octagon !\ JackeLcolor = blue 
or the Body_shape = octagon!\ Holding = •sword. The cascade network after 
pruning does not need a hidden node to learn the Monk3 concept. As a result, 
similar predicate rules are generated using LAP and Rule VI. The BpTower so-
lution has three important attributes and an additional attribute Has_tie after 
applying GYAN phase2. The Has_tie attribute does not appear in the predicate 
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Table 6.18: Rule-extraction performance on the Monk3 data set 
Gyan Class 'n Mismatch Fidelity 
using Training Testing (%) 
CC-Lap 1/122 20/310 100 
PCC-Lap 1/24 0/25 100 
CC-RuleVI 1/122 60/310 90.7 
PCC-RuleVI 1/24 0/25 100 
BT-Lap 3/122 6/310 100 
PBT-Lap 3/62 0/74 100 
BT-RuleVI 3/122 99/310 78.24 
PBT-RuleVI 3/62 1/74 98.64 
Rulex 7/122 9/310 100 
C4.5 6/122 10/310 -
Foil 6/122 65/310 -
Table 6.19: Comprehensibility of rules for the Monk3 data set 
Gyan No of No of Conj 've No of No of Pred' 
using Anted's expressions Entities Rules 
CC-Lap 231 48 (23,25) 12 43 (22,21) 
PCC-Lap 15 5 (2,3) 9 4 (2,2) 
CC-RuleVI 141 39 (15,24) 12 18 (8,10) 
PCC-RuleVI 25 13 (7,6) 9 4 (2,2) 
BT-Lap 470 92 (46,46) 17 67 (35,32) 
PBT-Lap 15 5 (2,3) 9 4 (2,2) 
BT-RuleVI 254 59 (34,25) 17 9 (4,5) 
PBT-RuleVI 59 21 (13,8) 9 4 (2,2) 
Rulex 6 2 (2,0) 6 2 (2,0) 
C4.5 25 12 (7,5) 11 -
Foil - - 11 13 (13,0) 
167 
Table 6.20: Rule-extraction performance recognizing a water area 
in the Remote Sensing problem domain 
Gyan Class'n Mismatch Fidelity 
using Training Testing (%) 
CC-Lap 0/85 0/76 100 
PCC-Lap 0/75 0/68 100 
CC-RuleVI 0/85 0/76 100 
PCC-RuleVI 0/75 0/68 100 
BT-Lap 0/85 0/76 100 
PBT-Lap 0/75 0/68 100 
BT-RuleVI 0/85 0/76 100 
PBT-RuleVI 0/75 0/68 100 
Rulex 0/85 0/76 100 
C4.5 3/85 3/76 -
Foil 0/85 0/76 -
rule set utilizing the LAP algorithm, and rule-comprehensibility is equivalent 
to that of the cascade solution. Due to presence of this attribute, GYAN phase3 
utilizing Rule VI extracts a larger number of conjunctive expressions than its 
counterparts (Table 6.19). During the mapping from propositional to predi-
cate rules, this redundant attribute is removed and a competitive rule set is 
generated. 
The accuracy of the predicate rules obtained by the FOIL symbolic learner 
is significantly lower than that of the rule sets generated using LAP and Rule VI 
for the ANN solutions after pruning. The rule-set generated by FOIL fails to 
reflect the required relationship among the attributes and contains many dis-
pensable rules. 
Remote Sensing problem domain: GYAN phase3 generates 100% ac-
curate sets of predicate rules from all the combinations of algorithms for the 
Remote Sensing problem domain (water and forest - Tables 6.20, 6.21), al-
though the issue of generalization needs to be addressed here. The Remote 
Sensing problem domain, consisting of 3 attributes each having 5 values, yields 
an input space with 125 distinct values. The training set consists of only 85 
unique instances, and does not cover the entire input space. The problem of 
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Table 6.21: Rule-extraction performance recognizing a forest area 
in the Remote Sensing data set 
Gyan Class 'n Mismatch Fidelity 
using Training Testing (%) 
CC-Lap 0/85 0/76 100 
CC-RuleVI 0/85 0/76 100 
BT-Lap 0/85 0/76 100 
BT-RuleVI 0/85 0/76 100 
Rulex 0/85 0/76 100 
C4.5 5/85 4/76 -
Foil 0/85 0/76· -
Table 6.22: Comprehensibility of rules extracted for the Remote 
Sensing data set recognizing water areas 
Gyan No of No of Conj 've No of No of Pred' 
using Anted's expressions Entities Rules 
CC-Lap 43 9 (3,6) 15 7 (1,6) 
PCC-Lap 37 9 (3,6) 13 7 (1,6) 
CC-RuleVI 31 16 (4,12) 14 7 (1,6) 
PCC-RuleVI 22 12 ( 4,8) 13 5 (1,4) 
BT-Lap 45 9 (3,6) 15 7 (1,6) 
PBT-Lap 37 9 (3,6) 13 7 (1,6) 
BT-RuleVI 26 14 (4,10) 14 7 (1,6) 
PBT-RuleVI 24 12 ( 4,8) 13 7 (1,6) 
Rulex 9 2 (2,0) 7 1 (1,0) 
C4.5 2 1 (1,0) 2 -
Foil - - 6 4 ( 4,0) 
generalization becomes more apparent for the problem of recognizing water 
areas, for which the supporting instances are very few. 
The R ULEX algorithm extracts rules from trained CEBP networks, which 
use local response units to learn the target concepts. The R ULEX algorithm 
extracts rules with high fidelity to the CEBPN. But the CEBPN is constructed 
by responding to regions that fit the training data equally. A CEBPN solution 
is not acceptable which makes generalizations about regions of the input space 
for which there is no supporting evidence in the training set. Consequently, the 
generated rule-set utilizing R ULEX only contains antecedents that are posi-
tive training instances in the problem space for water recognition i.e. Red = 
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Table 6.23: Comprehensibility of rules extracted for the Remote 
Sensing data set recognizing forest areas 
Gyan No of No of Conj've No of No of Pred' 
using Anted's expressions Entities Rules 
CC-Lap 53 10 (5,5) 15 5 (3,2) 
CC-RuleVI 149 55 (15,40) 15 4 (3,1) 
BT-Lap 55 10 (5,5) 15 5 (3,2) 
BT-RuleVI 163 67 (20,47) 15 3 (2,1) 
Rulex 19 3 (2,1) 12 3 (2,1) 
C4.5 16 10 (5,5) 12 -
Foil - - 12 13 (13,0) 
very_low or low 1\ Green = medium or high 1\ Blue = high or very_high. 
The Rule VI algorithm utilizes training patterns to extract rules from ANNs. 
The extracted rule set very much depends on the contents and the quality of 
the training set. As a result, the generated positive rules utilizing Rule VI 
are specific to the training set. The extracted rule set contains the same an-
tecedents as RULEX for water recognition problem. 
In contrast, the extracted rule sets utilizing the LAP algorithm are derived 
from analysis of weight parameters in the underlying trained ANNs, and are 
independent of any direct effect from the training patterns. The LAP algo-
rithm is guaranteed to extract rules with 100% fidelity from a perceptron (or 
ANNs employing a hard-limit threshold function in non-input units) [Hayward 
et al., 1996]. Consequently, the generated positive rules utilizing LAP contain 
generalized Antecedents that are not specific to the training instances in the 
problem space for water recognition. The resulting positive rules contain the 
antecedents Red = very_low or low or medium or high 1\ Green = very_low 
or low or medium or high 1\ Blue = high or very_high. In other words, the 
predicate rule-set utilizing the LAP algorithm contains more generalized rules 
than others (Table 6.22). 
35% of the training instances in the Remote Sensing problem domain sup-
port the target class of forest. Consequently, the predicate rule-sets gener-
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Table 6.24: Rule-extraction performance on the Mushroom data set 
Gyan Classification Mismatch Fidelity 
using Training Testing (%) 
PCC-Lap 0/42 0/42 100 
CC-RuleVI 0/2708 128/5416 98.42 
PCC-RuleVI 0/42 0/42 100 
CC-Lap (FD) 0/163 0/103 100 
PCC-Lap (FD) 0/81 0/28 100 
CC-RuleVI (FD) 0/163 0/103 100 
PCC-Rule VI (FD) 0/81 0/28 100 
PBT-Lap 0/54 0/54 100 
BT-RuleVI 0/2708 256/5416 96.84 
PBT-RuleVI 0/54 0/54 100 
BT-Lap (FD) 0/163 0/103 100 
PBT-Lap (FD) 0/48 0/48 100 
BT-RuleVI(FD) 0/163 0/103 100 
PBT-RuleVI(FD) 0/48 0/48 100 
Rulex 14/2708 32/5416 99.95 
C4.5 0/2708 8/5416 -
Foil 0/2708 10/5416 -
ated from all possible combinations of algorithms elicits the same set of val-
ues/attributes. The positive instances are basically grouped into two regions 
(Red= low or medium or high or very_high 1\ Green = low or medium 1\ Blue 
= high or very_high) and (Red = low or medium or high 1\ Green = very_low 
or low 1\ Blue = very_low or low or medium). All of the predicate rule-sets 
show this behavior (Table 6.23). 
Mushroom problem domain: The mushroom problem domain contains 
22 attributes and the problem space can have 1014 possible combinations of 
the attribute values. It is not feasible for the LAP algorithm to iterate ex-
haustively through such a large potential weight space to represent the ANN 
as symbolic rules with fidelity of 100%. GYAN phase2 has shown the presence 
of many superfluous attributes/values. The inaccuracy present in the rule-set 
generated for the entire problem domain (Rule VI and RULEX) (table 6.24) 
also indicates the existence of irrelevant attributes/values and a high level of 
redundant data. vVith the application of GYAN phase2, the algorithms are 
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Table 6.25: Comprehensibility of rules for the Mushroom data set 
Gyan No of No of Conj've No of No of Pred' 
using Anted's expressions Entities Rules 
PCC-RuleVI 73 24 26 11 (5,6) 
PCC-Lap (FD) 373 44 21 18 (8,10) 
CC-Rule VI (FD) 400 92 39 8 (2,6) 
PCC-Rule VI (FD) 73 24 19 7 (2,5) 
PBT-RuleVI 97 26 23 17 (7,10) 
PBT-Lap (FD) 413 36 19 28 (13,15) 
BT-Rule VI (FD) 669 125 40 10 (3,7) 
PBT-Rule VI (FD) 29 11 16 6 (3,3) 
Rulex 90 3 61 3 
C4.5 23 15 (9,6) 19 -
Foil - - 14 6 (6,0) 
able to extract rules with 100% accuracy and fidelity. 
The RULEX algorithm extracts the single most important rule for edible 
mushroom, Odour = almond or anise or none covering 98.5% of the instances 
in the problem domain, if the training of the CEBPN is stopped at an early 
stage. Extended training to know more about the data set results in increased 
accuracy, poor comprehensibility and two more rules for the poisonous mush-
rooms including a total of 20 attributes (Table 6.25). 
This raises the issue of totality of knowledge versus the comprehensibility 
of the generated rule-set. The accomplishment of the totality of the knowl-
edge embedded within a trained ANN adversely affects the comprehensibility 
of rules. Tickle [1998] has also observed that only a subset of the total set of 
extracted rules (required to classify the set of data used to train the ANN) 
may actually express the knowledge within the ANN initially. For example, 
there is a trade-off between accuracy and comprehensibility of the rule-sets 
extracted by the R ULEX algorithm. When the local hidden nodes do not 
cover the whole instance space a more comprehensible rule-set is generated 
but with less accuracy (covering less instances). This is one reason why LAP 
and Rule VI algorithms extract more rules than other competitive algorithms 
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Table 6.26: Rule-extraction performance on the Voting data set 
Gyan Classification Mismatch Fidelity 
using Training Testing (%) 
PCC-Lap 1/158 9/79 100 
CC-RuleVI 1/261 27/174 94.91 
PCC-RuleVI 1/158 15/79 97.46 
PBT-Lap 0/169 10/84 100 
BT-RuleVI 0/261 67/174 85.51 
PBT-RuleVI 0/169 20/84 96.04 
Rulex 0/261 7/174 100 
C4.5 4/261 11/174 -
Foil 5/261 16/174 -
as they consider the whole space approximated by ANNs. 
The predicate rule-set utilizing the Rule VI algorithm for the cascade ANN 
solution elicits 200 rules for the entire problem domain, whereas the number 
of predicate rules for the pruned cascade network utilizing Rule VI is only 11 
and for the ANN trained on the subset of attributes obtained by the func-
tion dependency algorithm it is only 8. Interfacing with the knowledge base 
reasoner helps to solve this issue by providing a user interface whenever an 
understanding is required. A better option is to reduce the hypothesis space 
before or after, a problem is presented to the ANN. There is no significant 
difference in the accuracy and comprehensibility of the rule-sets generated by 
different component algorithms. 
Voting problem domain: The Voting problem domain comprises 16 at-
tributes, each of them having three possible values and resulting in 107 possible 
combinations of the attribute values. DNF expressions were not successfully 
extracted for the component LAP rule-extraction algorithm because of its ex-
ponential algorithmic complexity. For the reduced instance space, the predi-
cate rule-sets employing the LAP algorithm generate rules with 100% fidelity 
(Table 6.26). The number of misclassified patterns is reduced after applying 
GYAN phase2. 
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Table 6.27: Comprehensibility of rules on the Voting data set. De-
tails of some of the rule-sets are not reported because of the poor 
comprehensibility. 
Gyan No of No of Conj 've No of No of Pred' 
using Anted's expressions Entities Rules 
PCC-Lap 839 336 (168,168) 24 119 (65,54) 
CC-RuleVI 577 80 ( 40,40) 39 68 (34,34) 
PCC-RuleVI 120 30 (15,15) 21 10 (6,4) 
PBT-Lap 913 363 (170,193) 28 121 (66,55) 
BP-RuleVI 609 86 ( 42,44) 41 70 (36,34) 
PBT-RuleVI 300 65 (33,32) 28 42 (28,14) 
Rulex 17 4 (4,0) 15 4 (4,0) 
C4.5 7 4 (1,3) 6 -
Foil - - 14 6 (6,0) 
All the predicate rule-sets contain the most important rule consisting of 
the attributes Physician fee = no and AdapLbudgeLresolution = no to sup-
port the democrat vote. They also contain a rule such as Mx_missile = --,no 
and Immigration = no. For this domain the RULEX algorithm and the sym-
bolic rule-induction algorithms extract fewer rules with comparable accuracy 
as compared to the rule-extraction techniques LAP and Rule VI (Table 6.27). 
The extracted conjunctive expressions are further generalized into predicate 
rules resulting in an even smaller number of rules. 
The RULEX, C4.5 and FOIL techniques generate rules by partitioning data 
( R ULEX using local response units, C4.5 and FOIL according to the gain ratio) 
and then search locally for important rules. The LAP and Rule VI techniques 
generate rules by adopting a distributive approach i.e. consider and test each 
attribute according to the ANN's response. The LAP algorithm accomplishes 
this by analyzing weights for each node in the ANN and Rule VI does so by 
analyzing the effect of each input node on the ANN's response by changing 
the input value of a sample pattern. In other words, (1) all the attributes 
are exhaustively tested to determine their effect on the ANN's response and 
(2) if an attribute is found to contribute, it is included in rules irrespective of 
the ranking or number of patterns correctly classified by the extracted rule. 
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Table 6.28: Rule-extraction performance on the Moral Reasoner 
data set 
Gyan Classification Mismatch Fidelity 
using Training Testing (%) 
CC-Lap 0/162 0/40 100 
PCC-Lap 0/151 0/40 100 
CC-RuleVI 0/162 3/40 98.51 
PCC-RuleVI 0/151 0/40 100 
BT-Lap 0/162 0/40 100 
PBT-Lap 0/160 0/40 100 
BT-RuleVI 0/162 15/40 92.57 
PBT-RuleVI 0/160 10/40 95 
Rulex 82/162 20/40 50.5 
C4.5 0/162 0/40 -
Foil 0/162 4/40 -
Table 6.29: Comprehensibility of rules for the Moral Reasoner data 
set 
Gyan No of No of Conj've No of No of Pred' 
using Anted's expressions Entities Rules 
CC-RuleVI 233 43 (21,22) 28 35 (18,17) 
PCC-RuleVI 253 49 (24,25) 25 38 (18,20) 
BT-RuleVI 1103 116 (58,58) 44 79 (30,49) 
PBT-RuleVI 367 62 (31,31) 30 35 (12,13) 
Rulex 11 4 (2,2) 10 4 (2,2) 
C4.5 13 6 (9,6) 10 -
Foil - - 10 2 (2,0) 
Thus the information gathered by LAP and Rule VI algorithms is sometimes 
excessive but is able to express the essence of learning in ANNs. 
Moral Reasoner problem domain: The accuracy and fidelity of the 
predicate rule-set for the Moral Reasoner problem domain employing RULEX 
is very low compared to other algorithms (Table 6.28). This occurs because of 
the 'corner effect' in RULEX [Andrews and Geva, 1994]. Essentially RULEX 
approximates the hyper-ellipse obtained by the summation of all the ridges, 
according to input dimensions for a local hidden node, by a hyper-rectangle 
during the formation of the rule-set. This leaves a space for the point within 
the hyper-rectangle that will be classified as belonging to the rule, but is not 
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Table 6.30: Rule-extraction performance on the Cleveland heart dis-
ease data set 
Gyan Classification Mismatch Fidelity 
using Training Testing (%) 
CC-RuleVI 1/216 39/87 92.1 
PCC-RuleVI 1/216 28/77 93.63 
BT-RuleVI 1/216 50/87 87.78 
PBT-RuleVI 4/206 39/77 88.69 
Rulex 42/216 29/87 78.81 
C4.5 30/216 22/87 -
Foil 0/216 15/87 -
actually classified by the ANN (as it is outside the area of the hyper-ellipse). 
Clearly there is scope for false positive errors i.e. points (instances) that do 
not belong to the target class but which the extracted rule-set classifies as 
members of the target class, and false negative errors i.e. points that belong 
to the target class but which are classified as negative instances by the rule. 
Analysis of the R ULEX results show that all the inaccuracy errors are false 
negatives i.e. the points are correctly classified as positive instances by the 
ANN but the extracted rule-set classifies them as negative instances (recalling 
that the RMSE of test set is quite high, Figure 6.9). 
All the predicate rule-sets contain the important attributes such as Benefit-
victim = no, Severity-harm =yes, Intervening-contribution = no and External-
force = no to shovv that the person is found guilty of harm-doing. The predi-
cate rule-sets utilizing the LAP and Rule VI algorithms contain some additional 
attributes such as Mental-state= reckless, negligent or intended, Sufficient-for-
harm= yes, Necessary-to-harm= no, etc. (Table 6.29). The predicate rule-set 
generated by GYAN agrees with the given 'Horn-clause theory'. 
Cleveland heart disease problem domain: The Cleveland data set 
consists of mixed (continuous + discrete) attributes. The LAP and Rule VIal-
gorithms were applied to the ANNs trained for the modified data set in which 
the continuous values were discretised. The RULEX algorithm was applied to 
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Table 6.31: Comprehensibility of rules for the Cleveland heart dis-
ease data set 
Gyan No of No of Conj've No of No of Pred' 
using Anted's expressions Entities Rules 
CC-RuleVI 1221 161 36 121 (50,71) 
PCC-RuleVI 1020 136 32 98 (35,63) 
BT-RuleVI 2079 185 37 133 (64,69) 
PBT-RuleVI 1324 159 33 110 (34,76) 
Rulex 47 4 30 4 (2,2) 
C4.5 23 8 (2,6) 18 -
Foil - - 19 13 (13,0) 
Table 6.32: Rule-extraction performance for the Breast Cancer data 
set 
Gyan Classification Mismatch Fidelity 
using Training Testing (%) 
CC-RuleVI 0/411 75/272 90.04 
PCC-RuleVI 0/205 22/134 94.39 
BT-RuleVI 0/411 156/272 78.47 
PBT-RuleVI 0/223 37/150 91.15 
Rulex 1/411 13/272 99.4 
C4.5 9/411 18/272 -
Foil 0/411 22/272 -
the CEBPN trained on the original data set. The accuracy of the resulting 
predicate rule-sets is better when the modified data set is used to generate 
them than when the original data set is used (Table 6.30, 6.31). The intervals 
obtained by the propositional rules using RULEX and C4.5 agree with the cat-
egories used in sparse-coding for the cascade and BpTower networks. There 
is no support for numerical operations performed in SHRUTI. The queries are 
answered by matching the facts rather than by using any numerical calcula-
tion. The intervals revealed by the conjunctive expressions obtained using the 
RULEX algorithm are considered as categorized attributes in the generation of 
the predicate rule-set and as further sub-concepts in the automated knowledge 
base. 
Breast Cancer problem domain: There is significant improvement in 
accuracy and comprehensibility of the predicate rule-set generated for the ANN 
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Table 6.33: Comprehensibility of rules for the Breast Cancer data 
set 
Gyan No of No of Conj've No of No of Pred' 
using Anted's expressions Entities Rules 
CC-RuleVI 2513 340 53 287 (98,189) 
PCC-RuleVI 121 46 37 36 (21,15) 
BT-RuleVI 2197 274 61 191 (43,148) 
PBT-RuleVI 190 60 40 44 (23,21) 
Rulex 72 9 36 9 (7,2) 
C4.5 22 16 (2,14) 21 -
Foil - - 14 11 (11,0) 
Table 6.34: Rule-extraction performance on the Queensland Rail 
data set 
Gyan Classification Mismatch Fidelity 
using Training Testing (%) 
PCC-Lap 40/490 4/95 99.5 
CC-RuleVI 109/1561 14/173 99.65 
PCC-RuleVI 43/490 4/95 100 
PBT-Lap 39/500 3/100 99.16 
BT-RuleVI 112/1561 16/173 99.48 
PBT-RuleVI 44/500 3/100 100 
Rulex 109/1561 12/173 99.88 
C4.5 92/1561 13/173 -
Foil 120/1561 41/173 -
solutions to the Breast cancer problem domain after applying GYAN phase2 
(Table 6.32, 6.33). The LAP algorithm is not applied because of the higher 
combinatorics (109 ) of attribute-values in the problem domain. The analysis 
of rules obtained by FOIL and C4.5 reveals the presence of two entirely dif-
ferent sets of attributes/values in the generated rule-sets. The 19 subsets of 
functional dependent attributes determined by the FD algorithm confirms the 
existence of many associative rules rather than a few potentially dominating 
attributes in the rules. On the other hand, the predicate rule-sets employing 
the LAP and Rule VI algorithms contain most of the possible rules. 
Queensland Rail problem domain: The Queensland Rail data set is 
a real-life problem domain collected from operational data. Because of noise 
existing in the data, neither of the component programs is able to generate 
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Table 6.35: Comprehensibility of rules for the Queensland Rail data 
set 
Gyan No of No of Conj 've No of No of Pred' 
usmg Anted's expressions Entities Rules 
PCC-Lap 50 27 24 11 (8,3) 
CC-RuleVI 202 97 48 18 (10,8) 
PCC-RuleVI 50 12 18 6 (4,2) 
PBT-Lap 53 28 26 11 (8,3) 
BT-RuleVI 237 102 51 20 (13,7) 
PBT-RuleVI 56 12 18 6 (4,2) 
Rulex 26 1 26 1 (1,0) 
C4.5 37 15 (7,8) 26 -
Foil - - 15 9 (9,0) 
100% accurate predicate rule-sets (Table 6.34). The data set contains very few 
instances supporting the accident cases. Consequently, there are many false 
negative errors, i.e. instances with a target value of 1 (belonging to the target 
class of Risky) but with a rule output of 0 (i.e. a Safe case). The attributes 
that appear in rule-sets to state an accident-prone level crossing are: Pro-
tection = nil, Road-visibility = poor, Train-speed = fast or very-fast {50-160 
km/h), Pedestrian = exist, Approach-sign = yes, etc. (Table 6.35). 
An improvement in the generated rule-sets can be achieved by implement-
ing the concept of voting methods such as 'boosting' [Freund and Shapire, 
1997] or 'bagging' [Breiman, 1996] during the learning phase of inductive algo-
rithms. Both bagging and boosting lead to more accurate classifiers at the cost 
of additional computation by manipulating the training data in order to gener-
ate and aggregate different (multiple) classifiers [Quinlan, 1996]. In 'bagging', 
several classifiers are generated from replicate training sets. Each training set 
is sampled (with replacements) from the original instances, and is the same size 
as the original data, with some (random) instances not appearing at all while 
others appearing more than once. In the Queensland Rail data set, certainly 
the patterns supporting the Risky class -vvill be duplicated in the resampled 
training sets than the Safe ones. In 'boosting', several classifiers are generated 
from the same (and entire) data. A cost is associated with the patterns that 
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Table 6.36: The relative overall predictive accuracy of predicate rules 
Gyan using Accuracy (%) Accuracy (%) 
Training Testing 
cc 98.11 94.23 
LAP 
PCC 98.28 95.05 
BT 98.07 94.69 
PBT 98.21 95.15 
cc 97.54 83.69 
Rule VI 
PCC 97.65 89.57 
BT 97.44 71.65 
PET 97.59 84.71 
Rulex CEBPN 96.41 89.51 
C4.5 96.99 94.05 
Foil 97.1 83.98 
were misclassified by the previous 'boosting' classifiers, and more attention is 
paid to these patterns. In the Queensland Rail data set, certainly the patterns 
supporting the Risky class will get higher cost than the Safe ones, and the 
ANNs will learn the features hidden behind these patterns more dominantly 
than before. In either case (bagging or boosting), the multiple classifiers are 
combined by voting to form a composite classifier that usually has a higher 
predictive accuracy than any of its components [Quinlan, 1996]. 
6.3.2 Phase3: Summary and conclusion 
Table 6.36 reports the relative overall performance of predicate rule-sets uti-
lizing different algorithms. The average predictive accuracy is determined by 
separately measuring the classification accuracy on an unseen pattern set (or 
training) achieved for each combination of data set and rule-set, and then cal-
culating the average predictive accuracy across all data sets, for each rule set. 
The following conclusions can be drawn based on these experiments: 
• The accuracy of the generated predicate rules very much depends on the 
rule-extraction algorithm that has been employed to extract the propo-
sitional expressions from the trained ANN. 
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• The expressiveness of the extracted propositional expressions is enhanced 
by introducing variables and predicates in rules without loss of accuracy 
or of fidelity to the ANN solution. 
• If a relationship exists among attributes in the data set (in other words 
the relevance of a particular input attribute depends on the values of 
other input attributes as in Monk1), then the generalization algorithm 
is capable of showing that relationship in terms of variables. Otherwise 
the generalization algorithm first reduces the number of propositional 
expressions by applying the post-pruning rules and then translates them 
into predicate form. 
• Bergadano and Gunetti [1995] and many others have observed that first-
order learning systems (such as FOIL) show a serious degradation of per-
formance when moving from training examples to test data. This agrees 
with the comparatively lower generalization accuracy obtained by FOIL 
(Table 6.36). The GYAN methodology avoids this behavior by extracting 
propositional symbolic information from ANNs first, and then extending 
the expressiveness of rules into the restricted first-order logic represen-
tation by the generalization procedure. 
• A transformation of the trained ANN into a meaningful, logical form of 
rules is required to understand the decision making process of ANNs. 
The LAP and Rule VI algorithms convert all the knowledge embedded 
in ANNs into rules. Sometimes, the comprehensibility of the extracted 
rule-set is poor and does not serve the intended purpose. In these cases, 
it becomes necessary to apply a refinement process to remove redundant 
literals and to generate a more compact form of rules. The mapping of 
propositional expressions into predicate rules mostly results in a smaller, 
equivalent sets of rules. This process is especially helpful when a data 
set contains relational attributes (functional dependent) as in the Nionk1 
problem domain. 
• The comprehensibility of the generated predicate rule-sets using GYAN 
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(LAP and Rule VI) is sometimes inferior to those generated by the FOIL 
system. The fundamental problem is the requirement for explicit nega-
tive rules or negated facts in the SHRUTI connectionist rule-based rea-
soning system for efficient reasoning. GYAN phase4 (SHRUTI) does not 
consider CWA. (closed world assumption) or 'negation by failure'. Essen-
tially, GYAN (using LAP) considers the internal architecture of ANNs 
and explains the ANN in terms of predicates. 
• The number of predicate rules generalized from the DNF expressions ex-
tracted using the Rule VI algorithm is comparatively smaller than those 
produced by the LAP algorithm. During the mapping from proposi-
tional to predicate rules, only compatible predicates (predicates with the 
same symbol and sign) are replaced by least general values. During the 
rule-extraction phase in the LAP algorithm, all possible combinations 
of attributes are tested against the condition ((IL,weightsi <Bias)). 
As a result, fewer compatible predicates are generated after using the 
LAP algorithm. The other reason is that the rule-sets for GYAN phase3 
utilizing the LAP decompositional algorithm contain rules derived from 
hidden nodes in the ANNs, in addition to rules derived from the output 
nodes. 
• If the number of attributes is large then a pruning algorithm should be 
applied to reduce the hypothesis space. Pruning allows the rule extrac-
tion methods to consider only the parts of the search space whose ele-
ments are those input attributes which are involved in the conjunction 
of target concepts. A shortcoming of LAP and other decompositional 
techniques is that these methods become cumbersome when the search 
space is too large (number of attributes). As the number of dimensions 
increases, the number of possible combinations of attributes grows ex-
ponentially. If all the attributes are not required in the search, the gain 
is significant. For instance, the search space is reduced by a factor of 
roughly 25 in the simple Monkl data set. The extracted rule-sets, by 
Rule VI and other pedagogical methods, only completely 'cover' the set 
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of instances that are used to obtain them. By removing attributes that 
do not have any impact on the target concept, the efficiency of such 
methods is increased. The projection to a space of a lower number of 
input dimensions by pruning allows translation of the trained ANN into 
a compact rule set that sometimes seems impossible to obtain from the 
original high input dimensionality such as the Mushroom problem do-
main (using LAP). 
• For all data sets, the number of rules and antecedents is significantly 
lower in the rule-sets extracted from the pruned ANN s than in the rule-
sets extracted from the ANNs before pruning. Based on the results shown 
in the Tables 6.14 to 6.35, it can be said that the pruning of the ANNs 
gives an overall better result in rule extraction especially for the data 
sets involving a large number of attributes and/or values. 
• The rules obtained by the different combinations of algorithms are quite 
different because of the distinct qualities of the associated programs. But 
they still carry equivalent meaningful information for most of the data 
sets, as revealed by the classification accuracy and fidelity. 
• Implementation of activation functions during the ANN training plays 
an important role in rule extraction. The cascade network utilizes the 
sigmoidal activation function when installing hidden nodes. The Bp-
Tower network approximates non-input nodes by a Heaviside function 
after installing. The Rule VI implementation employs a sigmoidal activa-
tion function when the ANN is used to classify amended instances. The 
LAP implementation approximates each non-input node by a hardlimit 
threshold function to test the condition ((I "'Z,max(weights)i <Bias)). 
Sometimes the different combination of activation functions creates dis-
crepancies between the ANNs' output and the extracted rules. This 
problem becomes more apparent when the RMS error of the trained 
ANN is quite high or the ANN contains many hidden nodes. For ex-
ample, a hidden node may yield an output of 0.45 for a pattern but is 
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approximated as 0.0 in BpTower network solutions. 
Table 6.36 shows that the combination of the BpTower network and LAP 
yields a better accuracy than the combination of the cascade network and 
Rule VI. Similarly, the Rule VI algorithm performs better (extracts more 
accurate and comprehensible rules) for the cascade network solutions 
than for the BpTower network solutions. 
• The generalization capability of the rule-sets extracted by the LAP de-
compositional technique is better than that of the rule-sets produced by 
the Rule VI pedagogical technique. The Rule VI pedagogical technique 
relies substantially on access to a fixed set of training patterns to gen-
erate and test the rules. The LAP decompositional technique does not 
directly utilize training patterns to generate rules, but relies only on the 
architecture, weights and accuracy of the trained ANNs. 
• The Rule VI and RULEX algorithms are not very noise-tolerant because 
of the dependence on training data. On the contrary, LAP is quite noise-
tolerant, as it only relies on the ANN architecture and not on the training 
patterns. 
The Rule VI algorithm generates DNF expressions equivalent to the ANN 
by sequentially examining responses obtained from the ANN for the 
query instances (training patterns and modified versions of training pat-
terns). The extracted rule-set very much depends on the contents and 
the quality of the training set. In general, the rules generated from ANNs 
utilizing Rule VI are specific to the training set. 
The RULEX algorithm extracts rules from trained CEBPNs which use 
local response units to learn the target concepts. The R ULEX algorithm 
extracts rules with high fidelity to the ANN. But the ANN ( CEBPN) is 
constructed by responding to regions that fit the training data equally. 
A CEBPN solution which makes generalizations about regions of input 
space for which there is no supporting evidence in the training space, is 
not acceptable. Consequently, the generated rule-set utilizing RULEX 
184 
only contains the antecedents that are in the training instances in the 
problem space. 
In contrast, extracted rule-sets utilizing the LAP algorithm are (accord-
ing to the analysis of weight-vectors) representing the underlying trained 
ANNs and independent of any direct impact of training patterns. The 
LAP algorithm is guaranteed to extract rules with 100% fidelity from a 
perceptron (or ANNs employing a hard-limit threshold function in non-
input units) [Hayward et al., 1996]. Though this quality makes this 
method very computationally expensive. The classification ability of a 
rule-set is equivalent to the ANN from which the rule-set is extracted. 
The extracted rules contain antecedents that are not just specific to the 
training instances in the problem space but include the generalization 
capability of the trained ANNs. One of the problems in LAP appears to 
be the approximation of a sigmoidal activation function by a non-input 
node with a hard-limit threshold function. If the result has many hidden 
nodes then the previous node may be giving an output of 0.6, but this 
is considered to be 1 in weight analysis, which may cause a problem. 
• If the instances in a data set are inseparable, R ULEX performs worse 
than Rule VI and LAP. 
• In general, the comprehensibility of propositional expressions generated 
by RULEX and C4.5 is better than that of Rule VI and LAP. The gen-
eration of rules in RULEX (CEBPN) and C4.5 is based on data parti-
tioning. C4.5 uses the split ratio gain to choose the important attributes 
rather than considering all of them at any instance. The C4.5 algorithm 
generates a subset of solutions rather than a complete solution for the 
given problem. This raises the issue of totality of knowledge vs the com-
prehensibility of generated rule-sets. The extraction of total knowledge 
embedded within the trained ANNs adversely affects the comprehensi-
bility of the rules. The LAP and Rule VI algorithms search for rules 
in the problem space that is approximated by the trained ANN for the 
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given problem. There is a trade-off between the accuracy and compre-
hensibility of the rule-set extracted by the R ULEX algorithm. When the 
local hidden nodes do not cover the whole instance space, a more com-
prehensible rule-set is generated but with less accuracy (covering less 
instances). 
• The rule-set extracted from the BpTDwer network solution, in general, 
contains a greater number of rules than those obtained from the cascade 
correlation ANN solution for the same problem. The fundamental reason 
for this is that the cascade algorithm produces ANNs in which some 
weights are distinctly larger in magnitude than other weights for the same 
nodes. This helps a rule-extractor to distinguish important concepts. 
• If the underlying trained ANN suffers from overfitting, the rule-extraction 
performance is degraded. The RULEX and Rule VI algorithms produce 
very poorly generalized rules for such ANNs. Basically, the generated 
rule-sets reflect the quality of the trained ANNs. If an ANN is well-
trained and there is not much variation in the test and training cases, 
then a pedagogical approach is an easy option for generating rule-sets 
from the trained ANNs. 
• Lateral connections among hidden nodes significantly increase the com-
plexity of the process of extracting the knowledge embedded in the un-
derlying ANN using decompositional techniques. Accordingly, the com-
prehensibility of the extracted rule-set becomes poor and needs to be 
interfaced with an efficient reasoning system for interactive user expla-
nation. 
6.4 Gyan applied in Phase4 
Now the remaining task is to integrate the generic and conceptual rules gen-
erated from the trained ANNs -vvith an inference engine. Such a system now 
enables users to pose the queries in order to retrieve the information that they 
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are interested in. This is also useful in the situations when comprehensibility 
of the generated rule sets is poor. The rule-sets require some type of post-
processing for the user to be able to understand the rules and the decision 
process of the ANN. The knowledge bases (including quantified rules with 
predicates, facts and a type-hierarchy) are generated in the syntax recognized 
by the SHRUTI inference system. 
6.4.1 Automated knowledge bases 
The G YAN methodology tests the performance (capability of responding queries 
correctly) of resultant SHRUTI networks generated by initializing automated 
knowledge bases within the SHRUTI reasoning system. The information about 
the knowledge bases generated for each problem domain, described in chapter 
5, is reported in Tables 6.37 to 6.46. 
The SHRUTI reasoning system responds to a query in four possible ways: 
'true'; 'false'; 'do not know'; and 'ambiguity in the knowledge base'. SHRUTI 
does not assume that failure is negation; that is, it returns 'do not know' if the 
query has not been responded to over an extended period of time, asserting 
that there are no facts to support or deny the query. 
Mathematical operators do not have any support in SHRUTI1 , unlike the 
conventional inference engine Prolog. The representation of common knowl-
edge uses a descriptive fuzzy logic style approach to handle quantities ( continu-
ous values) by categorizing them into intervals. The knowledge base generated 
by utilizing the component RULEX algorithm for the Cleveland data base 
takes the same approach. The decision boundaries of a continuous attribute 
recognized by the RULEX algorithm are treated as sub-concepts in the type-
hierarchy. 
1The current version of SHRUTI supports numerical attribute values and operators such 
as=,>,< 
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Table 6.37: SHRUTI knowledge base for the Monkl data set 
Gyan No of No of No of No of 
using concepts sub-concepts facts predicates 
CC-Lap 3 8 43 16 
PCC-Lap 3 8 39 16 
CC-RuleVI 4 10 22 4 
PCC-RuleVI 3 8 10 4 
BT-Lap 3 10 46 18 
PBT-Lap 3 10 46 18 
BT-RuleVI 6 17 45 9 
PBT-RuleVI 3 10 26 5 
Rulex 3 8 4 3 
Finally, queries are posed to the SHRUTI knowledge base reasoner in order 
to apply an automated knowledge (facts and rules) to specific circumstances. 
Some of the queries posed to the SHRUTI networks generated by automated 
knowledge bases are reported below along with the tables informing about the 
knowledge bases. 
Data base: Monk1 using GYAN (PCC-LAP) (Table 6.37) 
Query: ?monk1 (head_square, body_square, jackeLred) 
Response: true 
Supporting facts: output1_pred4 (head_square), output1_pred6 (body_square), 
output1_pred0 (jacket_ red), hidden1_pred1 (jacket_ red), 
hiddenLpred1 (body_square). 
Data base: Monk1 using GYAN (PCC-Rule VI) (Table 6.37) 
Query: ?monk1 (head_round, X, jackeLred) 
Response: true 
Supporting facts: monk1_pred0 (head_round, body_round), 
monk1_pred1 (jacket_red). 
Data base: Monk1 using GYAN (PBT-LAP) (Table 6.37) 
Query: ?monk1 (head_round, body_octagon, jacket_yellow) 
Response: false 
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Table 6.38: SHRUTI knowledge base for the Monk2 data set 
Gyan No of No of No of No of 
using concepts sub-concepts facts predicates 
CC-Lap 6 17 63 65 
PCC-Lap 6 12 63 65 
CC-RuleVI 6 17 130 30 
PCC-RuleVI 6 12 38 29 
BT-Lap 6 17 63 65 
PBT-Lap 6 12 63 65 
BT-RuleVI 6 17 138 31 
PBT-RuleVI 6 12 38 29 
Rulex 6 17 59 16 
Supporting facts: outputLpred5 ( (body_octagon, jackeLyellow ), 
hidden1_pred3 (head_round, body_octagon, jackeLyellow). 
Data base: Monk2 using GYAN (PCC-LAP) (Table 6.38) 
Query: ?monk2(head_round, body_round, is_smiling, holding_sword, jacketnLred, 
hasnt_tie) 
Response: false 
Supporting facts: outputLpred2{head_round, jacketnLred, hasnLtie), 
hidden1_pred9 (body_round, is_smiling, holding_sword). 
Data base: Monk2 using GYAN (PCC-Rule VI) (Table 6.38) 
Query: ?monk2{head_round, bodynt_round, is_smiling, holdingnLsword, jacketnLred, 
X) 
Response: true 
Supporting facts: monk2_pred5(head_round, bodynt_round, is_smiling, hold-
ingnt_sword, jacketnLred, hasnLtie), 
Data base: Monk3 using GYAN (PCC-Rule VI) (Table 6.39) 
Query: ?monk3(body_round, holding_sword, jacket_red) 
Response: true 
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Table 6.39: SHRUTI knowledge base for the Monk3 data set 
Gyan No of No of No of No of 
using concepts sub-concepts facts predicates 
CC-Lap 6 17 157 45 
PCC-Lap 3 9 23 11 
CC-RuleVI 6 17 40 19 
PCC-RuleVI 3 9 12 6 
BT-Lap 6 17 258 70 
PBT-Lap 3 10 13 6 
BT-RuleVI 6 17 59 10 
PBT-RuleVI 3 10 14 7 
Rulex 6 17 8 3 
Table 6.40: SHRUTI knowledge base for the Remote Sensing data 
set recognizing water and forest 
Gyan No of No of No of No of 
using concepts sub-concepts facts predicates 
CC-Lap 3 15 130 14 
PCC-Lap 3 15 42 8 
CC-RuleVI 3 15 93 13 
PCC-RuleVI 3 15 12 6 
BT-Lap 3 15 135 14 
PBT-Lap 3 15 42 8 
BT-RuleVI 3 15 81 12 
PBT-RuleVI 3 15 12 8 
Rulex 3 15 44 4 
Supporting facts: monk3_predO(body_round, jackeLred), 
Data base: Monk3 using GYAN (BpTower-LAP) (Table 6.39) 
Query: ?monk3 (body_octagon, holding_sword, jackeLblue) 
Response: false 
Supporting facts: outpuLpred6 (body_octagon, jackeLblue), 
hiddenl_predO (jackeLblue), hiddenl_predO (body_octagon), 
hidden1_pred4 (body_octagon, holding_sword). 
Data base: Remote Sensing using GYAN (PCC-LAP) (Table 6.40) 
Query: ?rs(red_medium, green_low, blue_high) 
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Table 6.41: SHRUTI knowledge base for the Mushroom data set 
Gyan No of No of No of No of 
using concepts sub-concepts facts predicates 
PCC-RuleVI 11 29 24 12 
PCC-Lap (FD) 6 25 608 19 
CC-Rule VI (FD) 6 45 92 9 
PCC-Rule VI (FD) 6 24 24 8 
PBT-RuleVI 10 25 26 18 
PBT-Lap (FD) 6 19 128 29 
BT-Rule VI (FD) 6 45 124 11 
PBT-RuleVI (FD) 6 19 11 7 
Rulex 19 95 125 4 
Response: true 
Supporting facts: waterO(red_medium, green_low, blue_high), 
Data base: Remote Sensing using GYAN (RULEX) (Table 6.40) 
Query: ?rs(red_low, green_medium, blue_high) 
Response: true 
Supporting facts: forestO(red_low, green_medium, blue_high) 
Data base: Mushroom using GYAN (PCC-Rule VI) (Table 6.41) 
Query: ? edible (odor _almond, gill-size_broad, gill- color _not-buff, stalk-surjace-
above-ring_not-scaly, stalk-surface-below-ring_not-scaly, stalk-color-above-ring_orange, 
stalk-color-below-ring_orange, ring-type_fiaring, spore-color_brown, population_not-
clustered, habitat_ waste) 
Response: true 
Supporting facts: edible1 ( odor_almond, stalk-surface-above-ring_not-scaly, stalk-
surface-below-ring_not-scaly, spore-color_brown, population_not-clustered) 
Data base: Voting using GYAN (PBT-Rule VI) (Table 6.42) 
Query: ? democrat( water _sharing, infanLhandicap, adapt-budget-resolution_no, 
education_spending, physician-fee_no, elsavador-aid_no, religious-group-in-schools_yes, 
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Table 6.42: SHRUTI knowledge base for the Voting data set 
Gyan No of No of No of No of 
using concepts sub-concepts facts predicates 
PCC-Lap 11 24 334 121 
CC-RuleVI 16 48 79 79 
PCC-RuleVI 11 24 30 11 
PBT-RuleVI 13 28 65 43 
Rulex 16 48 13 5 
Table 6.43: SHRUTI knowledge base for the Moral Reasoner data 
set 
Gyan No of No of No of No of 
using concepts sub-concepts facts predicates 
CC-RuleVI 19 40 43 36 
PCC-RuleVI 12 26 49 39 
BT-RuleVI 23 48 116 80 
PBT-RuleVI 15 30 62 36 
Rulex 8 16 4 5 
missile-mx_yes, immigration_no, crime_no, duty-free-exporLnot-sure, administration-
south-africa_no) 
Response: true 
Supporting facts: democrat5(infanLhandicap, elsavador-aid_no, religious-group-
in-schools_yes, missile-mx_yes, immigration_no, crime_no ), 
democrat14 (physician-fee_no, adapt-budget-resolution_no, ad min-
south-africa_no) 
Data base: Moral reasoner using GYAN (cascade-Rule VI) (Table 6.43) 
Query: ? guilty ( plan-known_yes, someone-else- cause-harm_no, out-rank-perpetrator _no, 
monitor _yes, harm-caused-as-planned_yes, goal- outweigh-harm_yes, foresee-inter _yes, 
external-cause_no, control-perpetrator_yes, benefit-protagonisLyes, careful_yes, 
benefit-victim_no, severity-harm_yes, achieve-goaLno, intervening-contribution_no, 
foresee-ability_yes, external-force_no, mental-state_intended, necessary-for-harm_yes) 
Response: true 
Supporting facts: guilty_predO{benefit-victim_no, severity-harm_yes, intervening-
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Table 6.44: SHRUTI knowledge base for the Cleveland heart disease 
data set 
Gyan No of No of No of No of 
using concepts sub-concepts facts predicates 
CC-RuleVI 13 38 161 122 
PCC-RuleVI 11 34 136 99 
BT-RuleVI 13 38 185 134 
PBT-RuleVI 11 34 159 111 
Rulex 12 43 130 5 
contribution_no, extemal-force_no ), 
guilty_pred1 (foresee-intervention_yes, benefit-victim_no, severity-
harm_yes, extemal-force_no, mental-state_intended) 
Data base: Moral reasoner using GYAN (BpTower-Rule VI) (Table 6.43) 
Query: ?guilty(sufficient-for-harm_yes, produce-harm_yes, plan-known_yes, plan-
include-harm_yes, someone-else-cause-harm_no, out-rank-perpetrator_no, mon-
itor _yes, harm-caused-as-planned_yes, goal- outweigh-harm_yes, goal- achieve-able-
less-harmfuLyes, foresee-intervention_yes, external-cause_no, control-perpetrator_yes, 
benefit-protagonist_yes, careful_yes, benefit-victim_no, severity-harm_yes, achieve-
goaLno, intervening-contribution_no, foresee-ability_yes, extemal-force_no, mental-
state_negligent, necessary-for-harm_yes) 
Response: Do not have enough information 
Data base: Cleveland using GYAN (PCC-Rule VI) (Table 6.44) 
Query: ?healthy-patient( age_41-50, chest-pain_asympt, resting-bp_1 09-138, choles-
teroL126-229, resting-ecg_normal, max-heart-rate_ 71-142, exer-induced-anigna_no, 
old-peak_O-2.1, slope_ up, vessel- color _colorl, thaLnormal) 
Response: true 
Supporting facts: healthy-patient-pred89 ( age-41-50, chest-pain_asympt, resting-
bp_1 09-138, resting-ecg_normal, exer-induced-anigna_no, old-peak_0-2.1, slope_ up, 
vessel-color_colorl, thal_normal) 
healthy-patient-pred81 ( resting-bp_1 09-138, cholesteroL126-229, 
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Table 6.45: SHRUTI knowledge base for the Breast Cancer data set 
Gyan No of No of No of No of 
using concepts sub-concepts facts predicates 
CC-RuleVI 9 90 340 288 
PCC-RuleVI 9 42 46 37 
BT-RuleVI 9 90 274 192 
PBT-RuleVI 9 42 60 45 
Rulex 9 36 200 10 
Table 6.46: SHRUTI knowledge base for the Queensland Rail data 
set 
Gyan No of No of No of No of 
using concepts sub-concepts facts predicates 
PCC-Lap 7 27 31 12 
CC-RuleVI 14 58 97 19 
PCC-RuleVI 8 29 12 7 
Rulex 9 52 150 2 
max-heart-rate_71-142, exer-induced-anigna_no, old-peak_0-2.1, slope_ up, thaLnorm) 
Data base: Breast cancer using GYAN (PBT-Rule VI) (Table 6.45) 
Query: ?benign( clump-thickness_l 0, cell-size_l 0, cell-shape_5, margin_4, epithelial-
cell-size_l 0, nuclei_9, chromation_8, nucleoli_8, mitosis_J 0) 
Response: false 
Supporting facts: benign-pred14 ( clump-thickness_l 0, cell-size_l 0, margin_4, 
epithelial-cell-size_J 0, nucleoli_8, mitosis_l 0) 
benign-pred35(cell-shape_5), benign-pred42(nuclei_9) 
Data base: Queensland Rail using GYAN (PCC-Rule VI) (Table 6.46) 
Query: ?risky_track(type_public, protect_nil, track_l or2, surface_concrete, speed_fast, 
road-visible_poor, pedestr _medium, approach-signs_yes) 
Response: true 
Supporting facts: risky_track_predO(road-visible_poor) 
risky_track_predl (speed_fast, pedestr_medium) 
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risky_track_pred2 (surface_ concrete) 
6.4.2 Phase4: Summary and discussion 
The G YAN methodology provides a basis for forming restricted first-order se-
mantic networks from the knowledge embedded in ANNs, that can be further 
interfaced with a knowledge base reasoner to perform inferences. The rules 
are represented by links between predicates or networks of predicates. The 
links between the nodes within a predicate node and possibly to a number of 
fact nodes are able to represent true instantiation of predicates i.e. facts. The 
motivation for providing such a semantic network is to capture the ease with 
which humans efficiently draw on a wide range of inferences given some simple 
stimulus. These automated semantic networks are able to perform inferences 
when realized on SHRUTI reasoning system. 
When the SHRUTI network is built according to the automated knowledge-
base generated utilizing the LAP algorithm in GYAN phase3, the semantic 
depth of a query corresponds to the number of hidden nodes in the trained 
cascade and BpTower networks. For knowledge-bases generated by component 
algorithms other than LAP, the semantic depth is always one. To support ANN 
architectures, the generated type-hierarchy is of single depth, according to the 
attributes and the values they contain. 
The need to fulfill SHRUTI's restriction that all the variables in antecedent 
predicates of a rule must appear in the consequent predicate of the rule, means 
that the target predicate in automated knowledge bases (corresponding to the 
output node of a trained ANN) usually contains a large number of arguments. 
SHRUTI has a restriction (upper bound) on the number of distinct phases 
for representing all the entities that must remain active at any given time in 
order to avoid cross-talk etc. The SHRUTI system entirely depends on the 
scope of phase distribution during an episode of reasoning; that is, each en-
tity is assigned a distinct phase while encoding of rules. According to Shastri 
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and Ajjanagadde [1993], the number of distinct entities that can occur as ar-
gument fillers in the dynamic facts representation cannot exceed I 11 max/ w I, 
where 11 max is the maximum period at which an argument node can sustain 
synchronous oscillations, and w equals the width of the window of synchrony. 
Further, the authors determine the number of entities referenced by the dy-
namic facts to be 7 ± 2. 
The SHRUTI implementation [Hayward, 1999] used for the testing reported 
in this thesis is capable of responding efficiently to queries involving more argu-
ments than the suggested 7±2 [Shastri and Ajjanagadde, 1993]. The reason is 
the way the synchronous oscillations between nodes are realized in the imple-
mentation of the SHRUTI model. The data structure that is used to represent 
the behavior of a node over a set period is simply an unsigned integer, a set of 
bits, similar to the implementation by Mani and Shastri [1995]. As explained 
above, the behavior of nodes in the SHRUTI model is subjected to their re-
ceiving or not receiving inputs over a set of period of time, 11. The firing of 
an argument node is represented by a single bit of the integer being set. The 
use of integers to represent the temporal sequence degrades the oscillatory be-
havior of the SHRUTI system, and the inference capability is also degraded 
correspondingly. 
The query performance of GYAN phase4 is as follows: 
• The responses to the posed queries reflect the quality of the automated 
knowledge bases (in other words the ANN solutions and the extracted 
rules) for the given problem domain. 
• The time taken to answer a query ranges from a fraction of a second to 
a few tens of seconds, corresponding to the size of the knowledge base 
(number of fired rules, facts and arguments involved in the query). 
• The reasoning has been shown to work well (i.e. the system returns the 
expected answers) when attributes are left unbound (equivalent to ask-
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ing: 'is this true for any values of x?'). In this particular implementation 
of SHRUTI [Hayward, 1999], queries consisting of more than one variable 
are not guaranteed to respond correctly. In principle, SHRUTI is capable 
of answering queries \vith multiple variables by assigning a unique phase 
to each distinct variable along with the constants. 
• Examination of the results shows that queries of semantic depth 1 are re-
sponded to correctly until the number of arguments exceeds 19. Queries 
of depth 3 are responded to correctly until 9 arguments are involved. The 
knowledge base generated from the BpTower network utilizing Rule VI for 
the Moral Reasoner problem solution, which consists of a target predi-
cate with 23 arguments (Table 6.43) did not respond correctly to queries. 
Similarly the knowledge base generated from the cascade network uti-
lizing LAP for the Cleveland heart disease problem, which consists of a 
target predicate with 11 arguments (Table 6.44) incorrectly responds to 
the queries posed. 
• Due to the relative flatness in inferential depth of input space in ANNs, 
much more stringent queries are required in order to test the quality 
of automated knowledge bases in the SHRUTI model. The queries are 
not obtained at the cost of certain loss of fidelity, as there will not be a 
type-hierarchy link larger than steps in the query, and all the supporting 
facts will easily be matched. Sometimes, during a reasoning episode 
the reasoner does not find an answer within a reasonable time, as the 
reasoner is unable to activate the facts (that are present in the knowledge 
base and is related to the query) precisely at the time of reasoning (they 
may get activated late but then they are not matched due to progression 
of the reasoning cycle). 
• In general, the automated knowledge bases utilizing the LAP decom-
positional rule-extraction technique are larger than those obtained from 
other component programs. The reason is that the actual structure of the 
trained ANN is preserved in the automated knowledge base, a predicate 
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for each non-input node in the ANN. 
This type of knowledge base is important when the inference engine 1s 
asked to classify unknown instances in the form of queries, and the response 
is given based on rules and facts summarizing the data sets. The trained 
ANN is only capable of classifying if the instance is a member of the target 
class or not. The interfacing of the knowledge embedded in the trained ANN 
with an inference engine facilitates an explanation of why this decision has 
been made. This is especially important for partially instantiated cases. The 
inference engine produces a response with all possible bindings to unspecified 
attributes. The explanation of the query includes concepts, predicates and 
rules activated during the inference process. The rapid response to a query 
posed to GYAN using the SHRUTI knowledge base system is particularly useful 
for an on-line system using and understanding the trained ANN solutions of 
the given problem domain. 
6.5 Relative performance of Gyan 
The results show several relationships between the different data sets and over-
all accuracy of the inductive algorithms such as GYAN, FOIL and C4.5. Some 
of the observations based on the datasets used in this thesis are: 
• The experiments confirm the previous results2 that a parallel task (such 
as Monk2, Remote-sensing, etc.) is learnt better by GYAN (a connec-
tionist method) than by FOIL or C4.5 (symbolic methods). On the other 
hand, a sequential task (such as Mushroom, Cleveland, Moral Reasoner 
etc.) is learnt better by FOIL or C4.5 as compared to GYAN. 
• In general, the generalization accuracy (when moving from training to 
test data) of FOIL is worse than GYAN. The generalization accuracy 
2The previous researchers [Quinlan, 1993b] have pointed out that connectionist methods 
work better for parallel tasks (where all the input variables are relevant to the classifica-
tion) and symbolic methods are more suitable for sequential tasks (where the relevance of a 
particular input variable depends on the values of other input variables). 
198 
even becomes worse when the dataset has noise (such as Monk3, QR). 
• GYAN gives more accurate results as compared to FOIL and C4.5 when 
noise (imperfection) is present in data (such as Monk3). In such situa-
tions, GYAN takes the advantage of distributed codings. 
• GYAN performed (in terms of accuracy and comprehensibility) better 
than FOIL and C4.5 when relatively small amount of data (such as 
Remote-sensing) is available for training. When a large number of data 
(such as Mushroom, Cleveland, etc.) is available for training, FOIL and 
C4.5 performed better than GYAN. 
• Datasets in which the distribution of patterns (belonging to positive or 
negative classes) is quite uneven, there is not much difference between 
the accuracy performance of GYAN and C4.5. But the performance of 
FOIL is worse than these two. 
Based on these results it can be said that GYAN, combining the expres-
siveness of symbolic representations with the adaptiveness of connectionist 
systems, is capable of providing a good predictive accuracy and good expres-
siveness of (output) language depending upon the nature of datasets. 
6.6 Chapter summary 
This chapter presents a series of experiments that empirically evaluates GYAN 
in the context of classification learning tasks. The purpose of the experiments 
is to evaluate the effectiveness of GYAN along the dimensions of explanatory 
power, accuracy, fidelity and comprehensibility. The first section in this chap-
ter evaluates GYAN phasel, with three incremental neural architectures each 
of which starts with only an input layer and an output layer (and a single 
hidden node in the case of CEBPN) and adapts the architecture to the learn-
ing task by sequentially inserting hidden nodes. The second section evaluates 
the pruning algorithm to eliminate redundant nodes and links in the trained 
ANNs. The FD algorithm is evaluated for comparison of results. The third 
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section evaluates the predicate rules generated from the ANNs. The generated 
rule-sets are compared with those of FOIL and C4.5. The last section evaluates 
the restricted first-order semantic networks generated for the problem domains 
which are interfaced with SHRUTI to allow inferencing. Thus, the proposed 
system GYAN allo-vvs interacting with a data set through queries. 
For each of the data sets, the results obtained using GYAN compare favor-
ably with those reported by other authors and those generated with other al-
gorithms (FOIL and C4.5). The successful application and competitive results 
obtained by GYAN for various problem domains demonstrate its effectiveness 
in real-life problems (such as Queensland Rail and Remote Sensing), in fairly 
large size problems (in terms of number of attributes, such as Breast Cancer, 
Moral Reasoner, Voting and Mushroom), and in continuous-valued problem 
domains (such as Cleveland heart disease). Importantly, the agreement in the 
results obtained by different components at any stage of GYAN demonstrates 
the efficiency of the framework. The development and success of GYAN (and 
also of LINUS and FOIL) shows that propositional rule-extraction techniques 
can be effectively extended to represent knowledge embedded in trained ANNs 
in the form of first-order logic language with some restrictions. This success 
also emphasizes the importance of reliable and general propositional learners. 
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Chapter 7 
Conclusion 
Artificial neural network learning methods provide a robust and non-linear 
approach to approximating the target function for many classification, regres-
sion and clustering problems. The ability to learn and generalize from data, 
which mimics the human capability of learning from experience, makes ANNs a 
good alternative to competitive symbolic methods for inductive learning tasks. 
Despite a demonstrated good predictive performance in a wide variety of prac-
tical problems, there have always been researchers unsatisfied with the general 
representation of knowledge in ANNs. A fundamental consideration behind 
this shortcoming is the poor comprehensibility of the learned model, and the 
inability to generate and represent explanation structures such as reasoning 
paths, expectation failure, etc. 
This thesis addresses the knowledge representation issue by developing 
procedures to explain the decision process in neural networks in the form of 
symbolic rules (predicate rules with variables), and inserting the generic and 
conceptual knowledge embedded in ANNs into a connectionist rule-based rea-
soning system to allow user interface and explanation capability. 
A multi-stage methodology GYAN is developed and evaluated for the task 
of extracting knowledge from the trained ANNs. The extracted knowledge is 
represented in the form of restricted first-order logic rules, and subsequently 
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allows user interaction by interfacing with a knowledge based reasoner. The 
performance of GYAN is demonstrated using a number of real world and arti-
ficial data sets combining pattern recognition and decision making problems. 
The empirical results demonstrate that: (1) an equivalent symbolic interpreta-
tion is derived describing the overall behavior of the ANN with high accuracy 
and fidelity, and (2) a concise explanation is given (in terms ofrules, facts and 
predicates activated in a reasoning episode) as to why a particular instance is 
being classified into a certain category. 
The concluding chapter of this thesis discusses the contributions of the 
presented research and proposes several future extensions to overcome the 
limitations of this research work. 
7.1 Contributions 
In particular, the major contributions of this thesis include: 
• the development of the general, domain-independent, multi-stage, hy-
brid GYAN methodology to combine the expressiveness and procedu-
ral versatility of symbolic systems with the fuzziness and adaptiveness 
of connectionist representations, such that the well-established ideas of 
propositional techniques are utilized to represent the knowledge embed-
ded in ANNs in a constrained first-order language. The integration of 
various components in GYAN allows it to apply to a variety of feedfor-
ward neural network architectures such as cascade type of networks and 
multi-layer architectures using constrained backpropagation learning. 
• extensive empirical evaluation of each stage in GYAN. The methodology 
compares favorably with those reported by other authors and with other 
algorithms (FD, FOIL and C4.5). The successful application and com-
petitive results obtained by GYAN for various problem domains (real-life, 
fairly large size and continuous-valued) demonstrate its effectiveness and 
overall support for the idea of using a combination of neural networks 
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and rule-extraction techniques. Importantly, the consistency in the re-
sults obtained by various components at any stage of GYAN demonstrates 
the efficiency of the framework. 
• an extensive survey of techniques of rule extraction from neural networks 
published to date, an empirical evaluation of various rule-extraction tech-
niques (pedagogical vs decompositional) to compare the principles of 
each and also a brief discussion of some of the leading symbolic tech-
niques including propositional and ILP systems. 
• the provision ofa concise explanation and inferencing capability by in-
terfacing the knowledge embedded in ANNs with knowledge based rea-
soners, instead of merely providing an equivalent symbolic interpretation 
describing the overall behavior of ANNs. The incorporation of several 
rule-extraction and neural learning algorithms makes the construction of 
knowledge bases feasible to meet various requirements such as accuracy, 
fidelity and comprehensibility. 
• a detailed discussion of how Plotkin's least general generalization of lit-
erals concept can be extended to map propositional to predicate rules 
with variables. The concept description becomes more expressive (with 
the appearance of predicates and variables in rules) and comprehensi-
ble (with reduction in the number of rules) by applying the generaliza-
tion algorithm. The extension of expressiveness in symbolic rules (from 
propositional to predicate) avoids the serious degradation of generaliza-
tion performance (decreasing classification accuracy when moving from 
examples to test data) that occurs in learning of predicate (first-order) 
rules directly from data. 
• the development of the pruning algorithm (inspired by the MofN algo-
rithm [Towell and Shavlik, 1993]) for the identification of relevant at-
tributes/values in the trained ANNs as a pre-cursor to rule-extraction 
techniques. A number of experiments are conducted to demonstrate the 
benefit of reducing the input space after neural network training on the 
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complete data set (relative to reducing the input space before neural 
learning). Experiments are also conducted to show that projection to a 
space of lower dimensionality translates a neural network into a compact 
rule-set that seems impossible to solve otherwise. 
7.2 Future extensions 
A number of limitations of the CYAN methodology have been identified dur-
ing its development that reduce its usefulness in terms of functionality and 
robustness. The primary limitation of CYAN is the absence of recursively de-
fined predicates and infinite terms in presentation of rules. Researchers have 
shown that connectionist systems cannot successfully represent recursive sym-
bolic structures in their architectures [Kalinke, 1997]. This necessitates the 
introduction of recursive terms at a later time, when the propositional rules 
extracted from ANNs are mapped to predicate rules. One approach in this 
direction could be the utilization of extracted propositional rules (knowledge 
learned by an ANN) as background knowledge, with first-order rules learned 
by applying some bottom-up (such as Plotkin's lgg) or top-down (such as FOIL 
or MIS) processing when presented with examples. 
The knowledge base generated by the CYAN methodology can be utilized 
widely if interfaced to a Prolog inference engine. The Prolog knowledge base 
can be generated by making a few changes in the knowledge base parser, mostly 
to eliminate the constraints required by the SHRUTI knowledge base reasoner. 
Despite the fact that recursively defined predicates and infinite terms are 
not allowed in the generated knowledge representation, the formalism is ap-
propriate for real-life problems. The development and success of CYAN (and 
also that of LINUS and FOIL) has shown that propositional rule-extraction 
techniques can be effectively extended to represent knowledge embedded in 
the trained ANN in the form of first-order language with some restrictions, 
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which additionally highlight the importance of reliable and general propo-
sitional learners. One solution to this task will be the direct utilization of 
clustered weight states (that are fewer in numbers) produced after pruning 
the ANN for rule generation. The weight elements in a cluster may not show 
any dependencies (as seen in the empirical evaluation in chapter 6), but the 
relevant attributes are recognized during the pruning process. The application 
of some careful weight vector analysis will directly output the dependencies as 
rules and will reduce the complexity of any subsequent rule-extraction tech-
nique. 
Another approach is to improve the existing rule-extraction techniques in 
GYAN. The distinguishing feature of LAP is high fidelity of the extracted 
rules because of the exhaustive search in weight space. For large problem do-
mains, this type of search-based method fails to extract symbolic rules from 
the learned weights. A sequential covering approach (such as in the AQ or CN2 
symbolic learning methods) should be utilized to apply LAP in large problem 
domains. Instead of checking the whole space, the rules should be extracted 
according to their predictive accuracy on training patterns. Each rule should 
be checked to see how many patterns are covered by this rule. The covered 
patterns should be removed from the set of examples. The further extraction 
should be continued according to the accuracy and comprehensibility require-
ments. The process can be terminated when a fair number of patterns are 
covered by the extracted rule-set. 
A similar set-covering approach could be applied in Rule VI in which each 
pattern is eliminated sequentially after the rules are generated for that pat-
tern. Due to the consideration of each pattern in the data-set separately, 
a large number of rules are generated, sometimes more than the number of 
examples (as each example is multiply checked for each sparse-coded input 
dimension). The size of the rule-set can be reduced by checking the accuracy 
of the rule, generated by an example instance, on other instances in the same 
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example set. The examples that are covered by this rule should be removed 
from the pattern set instead of considering them for the generation of rules 
as in the original version. Also if the accuracy of the extracted rule is very 
low (some pre-defined bound) on other example instances then this rule can 
be dropped from the rule-set. 
The current GYAN methodology includes the reduction of redundant con-
junctive expressions extracted by a rule-extraction method as a part of the gen-
eralization algorithm for the mapping of propositional to predicate rules. The 
independent implementation of the reduction procedure will make it widely 
applicable to any propositional technique for reducing the extracted DNF ex-
pression. 
One of the directions to take in future is the parallel mapping of a connec-
tionist knowledge base reasoner (such as SHRUTI) onto a network of worksta-
tions or other parallel machines to solve large and complex problems. 
7.3 Final remarks 
The idea of extracting symbolic rules from ANNs to provide a decision mech-
anism has been quite popular among researchers in recent years. The newly 
found interest in applying neural networks for the knowledge discovery and data 
mining tasks has also provided much impetus to the process of understand-
ing the internal mechanism of trained neural networks. The representation 
of knowledge in first-order language (with some limitations) opens the possi-
bility of gaining comprehensible rules from ANNs. The insertion of learned 
rules from ANNs into knowledge based reasoners allows the provision of a user 
interface. By this means the G YAN methodology increases the potential of 
applying ANNs to various knowledge discovery and data mining tasks and to 
the automation of knowledge acquisition tasks. 
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Appendix A 
The generated rule sets 
Some of the predicate rules generated by GYAN for all the problem domains 
studied in this thesis are reported in this appendix. 
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A.l The Monkl problem domain 
• Target predicate: monkl (head_shape, body _shape, jackeLcolor) 
• Rules extracted using PCC-LAP 
monkl(X,Y,Z) {= outputLpredO(Z) 1\ ·hiddenl(X,Y,Z) 
-,hiddenl(X,Y,Z) {= hiddenLpredl(Z) 
-,hiddenl(X,Y,Z) {= hiddenLpred3(X,X) 
outputLpredO(red), hiddenLpredl(red) 
hiddenLpred3(round, round) 
monkl (X,Y ,Z) {= outputLpred2(X) 1\ ·hiddenl (X,Y ,Z) 
-,hiddenl(X,Y,Z) {= hiddenLpred2(Y) 
outputLpred2 (square), hiddenLpred2( square) 
monkl(X,Y,Z) {= outputLpredl(Y) 1\ •hiddenl(X,Y,Z) 
-,hiddenl(X,Y,Z) {= hiddenLpredO(X) 
outputLpredl (octagon), hiddenLpredO( octagon) 
• Rules extracted using PCC-Rule VI 
monkl (X,X,Z) {= monkLpredO(X,X) 
monkl (X,X,Z) {= monkLpredl (X,Y) 
monkl(X,Y,Z) {= monkLpred2(Z) 
monkl_predO ( round,round), monkl_predO ( square,square), 
monkl_predO( octagon,octagon) 
monkLpredl ( round,square), monkLpredl (square, octagon) 
monk l_pred2 (red) 
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• Rules extracted using PBT-LAP 
monkl(X,Y,Z) -¢::: outputLpredO(Z) 1\ hiddenl(X,Y,Z) 
hiddenl(X,Y,Z) -¢::: hiddenLpredO(Z) 
hiddenl(X,Y,Z) -¢::: hiddenLpredl(X,X) 
outputLpredO(red), hiddenLpredO(red) 
hiddenLpredl ( square,square), hiddenLpredl ( octagon,octagon) 
monkl(X,Y,Z) -¢::: outputLpredl(X) 1\ hiddenl(X,Y,Z) 
hiddenl(X,Y,Z) -¢::: hiddenLpred2(Y) 
outputLpredl(round), hiddenLpred2(round) 
•monkl(X,Y,Z) -¢::: outputLpred5(Y,Z) 1\ hiddenl(X,Y,Z) 
-.hiddenl(X,Y,Z) -¢::: hiddenLpred3(X,Y,Z) 
outputLpred5( octagon,yellow), hiddenLpred3 ( round,octagon,yellow) 
• Rules generated using C4.5 
monkl(X,X,Z) -¢::: monkLpredO(Z) 
monkl(X,Y,Z) -¢::: monkLpredl(X,X) 
monkl_predO(red) 
monkLpredl ( round,round), monkLpredl ( square,square), 
monkLpredl ( octagon,octagon) 
• Rules generated by Foil 
Target predicate: monkl (Head_shape, Body _shape, Is _smiling, 
holding, J ackeLcolor, Has_ tie) 
is_monkl(X,X,Z,U,V,YV) 
is_monkl(X,Y,Z,U,red,W) 
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A.2 The Monk2 problem domain 
• Target predicate: monk1 (head _square, body _square, is_smiling, holding, 
j ackeLcolor, has_tie) 
• Rules extracted using PCC-LAP 
monk2(X,Y,Z,UY,\~) <= outputLpredO(V,W) 1\ ·hidden1(X,Y,Z,U,V,W) 
·hidden1(X,Y,Z,U,V,W) <= hiddenLpred20(X,Y,Z,U) 
output 1_pred0 ( red,yes), hidden1_pred20 ( nt-round,nt-round,no,nt-sword) 
•monk2(X,Y,Z,U,V,\~) <= outputLpred2(X,Z,'W) 1\ hidden1(X,Y,Z,U,V,W) 
·hidden1(X,Y,Z,U,V,\V) <= hiddenLpred9(Y,U,V) 
output 1_pred2 ( round,yes,no), hidden1_pred9 ( round,sword,nt-red) 
• Rules extracted using PBT-LAP 
monk2(X,Y,Z,U,V,W) <= outputLpred1(U,W) 1\ hidden1(X,Y,Z,U,V,W) 
hidden1(X,Y,Z,U,V,W) <= hiddenLpred2(X,Y,Z,V) 
output Lpred1 ( sword,yes), hiddenLpred2 ( nt-round,nt-round,no,nt-red) 
• Rules extracted using PCC-Rule VI 
monk2(X,Y,Z,U,V,\V) <= monk2_pred5(X,Y,Z,U,V,W) 
monk2_pred5 ( round,nLround,yes,nLsword,nLred,no) 
monk2(X,Y,Z,U,V,\V) <= monk2_pred13(X,Y,Z,U,V) 
monk2_pred 13 ( nt_round,nLround,no ,nt_sword,nLred} 
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• Rules extracted using Foil 
is_monk2 (X,square,yes, U ,yellow, vV). 
is_monk2( square,octagon,yes,flag, V, vV). 
is_monk2(X,square,square, U ,green,N o). 
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A.3 The Monk3 problem domain 
• Target predicate: monk3(body _square, holding, jacket_red) 
• Rules extracted using PCC-Rule VI 
monk3(X,Y,Z) ¢:: monk3_predO(X, Z) 
monk3_predO(round,red), monk3_predO(round,green), 
monk3_pred0 ( round,yellow), monk3_pred0 ( square,yellow), 
monk3_pred0 ( square,red), monk3_pred0 ( square,green) 
-,monk3(X,Y,Z) ¢:: monk3_predl(X, Z) 
monk3_predl (octagon, blue) 
-,monk3(X,Y,Z) ¢:: monk3_pred2(X, Y) 
monk3_pred2( octagon,nt-sword) 
monk3(X,Y,Z) ¢:: monk3_pred3(Y, Z) 
monk3_pred3 ( sword,green) 
• Rules extracted using PBT-LAP 
monk3(X,Y,Z) ¢:: outputLpredO(Y, Z) 
outputl_predO(sword,green) 
monk3(X,Y,Z) ¢:: outputLpredl(X, Z) 
outputLpredl(round,red), outputLpredl(round,green), 
outputLpredl(round,yellow), outputLpredl(square,yellow) 
outputl_predl (square,red), outputLpredl ( square,green), 
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•monk3(X,Y,Z) {= outputLpred2(X, Z) 
output Lpred2 (octagon, blue) 
•monk3(X,Y,Z) {= outputLpred3(X, Y) 
output Lpred3 (octagon, balloon), outputLpred3 ( octagon,flag) 
• Rules extracted using Foil 
is_monk3(X,square,Z ,sword, green, \iV). 
is_monk3 (X,round,Z, U ,yellow, W). 
is_monk3 (X,round,Z, U ,red, \V). 
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A.4 The Remote sensing problem domain 
• Target predicate: rs(red, green, blue) 
• Rules extracted using PCC-LAP 
rs(X,Y,Z) <== waterO(X,Y,Z) 
waterO(very _low,low,high), waterO(very Jow,low,very _high), 
wa terO (very _low ,medi um,high), waterO (high,medi urn, very _high), 
waterO(low,low,high), waterO(medium,veryJow,high), 
waterO (low ,medium,high) 
•rs(X,Y,Z) <== forest3(Y) 
forest3 (high), forest3 (very _high) 
• Rules extracted using RULEX 
rs(X,Y,Z) <== waterO(X,Y,Z) 
waterO(very_low,medium,high), waterO(low,high,very_high), 
waterO(very _low,high,very _high), waterO(low, medium, high) 
rs(X,Y,Z) <== forestO(X,Y,Z) 
forestO (low, very Jow, very _low), forestO (low ,low ,low), 
forestO(high,very Jow,medium), forestO(medium,low,medium) 
forestO(medium, veryJow, veryJow) 
•rs(X,Y,Z) <== forestl(X,Y,Z) 
forestl (high,low,very Jow) 
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A.5 The Mushroom problem domain 
• Rules extracted using PCC-RuleVI (FD) 
target predicate: edible( cap-color, odor, stalk-surface-above-ring, 
spore-color, population, habitat) 
edible(A,B,C,D,E,F) ~ edible_predO(B) 
edible_predO (almond), edible_predO (none) 
edible(A,B,C,D,E,F) ~ edible_predl(B,D,E) 
edible_predl (anise, brown,solitary) 
•edible(A,B,C,D,E,F) ~ edible_pred2(B) 
edible_pred2(foul), edible_pred2(spicy), edible_pred2(fishy) 
•edible(A,B,C,D,E,F) ~ edible_pred3(B,E) 
edible_pred3(pungent,clustered) 
•edible(A,B,C,D,E,F) ~ edible_pred4(B,C) 
edible_pred4(pungent,scaly) 
•edible(A,B,C,D,E,F) ~ edible_pred5(C,E) 
edible_pred5 ( scaly,cl ustered) 
• Rules extracted using PCC-Rule VI 
target predicate: edible( odor, gill-size, gill-color, stalk-surface-above-ring, 
stalk-surface-below-ring, stalk-color-above-ring, stalk-color-below-ring, ring-type, 
spore-color, population, habitat) 
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edible(A,B,C,D,E,F,G,H,I,J,K) -{=: edible_predl(A,D,E,I,J) 
edible_predl (almond ,not-scaly,not-scaly, brown,not-clustered) 
•edible(A,B,C,D,E,F,G,H,I,J,K) -{=: edible_pred5(A,B,G,I,K) 
edible_pred5 (pungent ,narrow ,nt-orange, brown,not-waste) 
•edible(A,B,C,D,E,F,G,H,I,J,K) -{=: edible_predO(A,F,G,H,I,K) 
edi ble_predO (pungent ,nt-orange,nt-orange,large, black,nt-waste) 
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A.6 The Voting problem domain 
• Target predicate: democrat( water-project, adapt-budget-resolution, physician-
fee, elsavador-aid, missile-mx, immigration, corporation-cutback, superfund-
sue, crime, duty-free-export, administration-south-africa) 
• Rules extracted using PCC-RuleVI 
democrat( A,B, C,D ,E,F, G ,H,I,J) ~ democrat_pred3( C, G) 
democraLpred3( no,not-sure) 
democrat(A,B, C,D ,E,F, G ,H,I,J) ~ democrat_pred8( C,E,F) 
democrat_pred8 ( no,yes,no) 
democrat( A,B, C,D ,E,F, G ,H,I,J) ~ democrat_pred9 (B, C) 
democrat_pred9(yes,no) 
democrat(A,B,C,D,E,F,G,H,I,J) ~ democrat_predlO(E,F,G,H,K) 
democraLpredlO(yes,no,not-sure,yes,no) 
•democrat ( A,B, C,D ,E,F, G ,H,I,J) ~ democrat_predl ( C,E,F) 
democrat_predl ( no,not-sure,no) 
217 
A.7 The Moral Reasoning problem domain 
• Rules extracted using cascade-Rule VI 
target predicate: guilty(plan-known, someone-else-cause-harm, out-rank-
perpetrator, monitor, harm-caused-as-planned, goal-outweigh-harm, foresee-
intervention, external-cause, control-perpetrator, benefit-protagonist, careful, 
benefit-victim, severity-harm, achieve-goal, intervening-contribution, foresee-
ability, external-force, mental-state, necessary-for-harm) 
guilty(A,B,C,D,E,F,G,H,I,J,K,L,M,N,O,P,Q,R,S) {= guilty_predO(L,M,O,Q) 
guilty _predO( no,yes,no,no) 
guilty( A,B, C,D ,E,F, G ,H,I,J ,K,L,M,N, 0 ,P, Q,R,S) {= guilty _predl ( G ,L,M, Q,R) 
guilty _predl (yes,no,yes,no,intended) 
• Rules extracted using PCC-Rule VI 
target predicate: guilty(plan-known, out-rank-perpetrator, control-perpetrator, 
benefit-protagonist, careful, benefit-victim, severity-harm, achieve-goal, intervening-
contribution, external-force, mental-state, necessary-for-harm) 
guilty(A,B,C,D,E,F,G,H,I,J,K,L) {= guilty_pred6(A,E,F,J,K) 
guilty _pred6(yes,no,no,no,intended) 
-,guilty(A,B,C,D,E,F,G,H,I,J,K,L) {= guilty_pred13(F,J,K) 
guilty _pred13(yes,yes,negligent) 
-,guilty(A,B,C,D,E,F,G,H,I,J,K,L) {= guilty_pred19(G,J) 
guilty _pred19(no,yes) 
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A.8 The Cleveland heart disease problem do-
. 
main 
• Target predicate: healthy(age, chest-pain, resting-bp, cholesterol, resting-
ecg, max-heart-rate, exer-induced-anigna, old-peak, slope, vessel-color, thal) 
• Rules extracted using PCC-Rule VI 
•healthy(A,B,C,D,E,F,G,H,I,J,K) {::: healthy_pred2(A,B,C,E,F,I,J,K) 
healthy _pred2( 51-68,abnang, 109-138,hyper, 143-163,flat,color 1 ,normal) 
•healthy(A,B,C,D,E,F,G,H,I,J,K) {::: healthy_pred8(B,C,E,F,I,J,K) 
healthy _pred8 ( asympt, 109-138,hyper, 71-142,flat,color1 ,rever) 
healthy(A,B,C,D,E,F,G,H,I,J,K) {::: healthy_pred81(C,D,F,G,H,I,K) 
healthy _pred81 (109-138,126-229, 71-142,no,0-2.1, up,normal) 
healthy(A,B,C,D,E,F,G,H,I,J,K) {::: healthy_pred89(A,B,C,E,G,H,I,J,K) 
healthy_pred89(41-50,asympt,109-138,normal,no,0-2.1,up,color1,normal) 
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A.9 The Breast cancer problem domain 
• Target predicate: benign( clump-thick, cell-size, cell-shape, margin, epith-
size, nuclei, chrom, nucleoli, mitoses) 
• Rules extracted using PBT-RuleVI 
benign(A,B,C,D,E,F,G,H,I) -¢=: benign_predO(D,E,F,H,I) 
benign_pred0(5,7,10,2,1) 
benign(A,B,C,D,E,F,G,H,I) -¢=: benign_pred1(C,E,I) 
benign_pred1 (1,2,1) 
benign(A,B,C,D,E,F,G,H,I) -¢=: benign_pred2(A,C,I) 
benign_pred2( 6,8, 1) 
•benign(A,B,C,D,E,F,G,H,I) -¢=: benign_pred3(C,F) 
benign_pred3(8,9) 
benign(A,B,C,D,E,F,G,H,I) -¢=: benign_pred4(A,E,F,I) 
benign_pred4(1,2,1,1) 
•benign(A,B,C,D,E,F,G,H,I) -¢=: benign_pred5(A,E,F) 
benign_pred5 ( 10, 2,8) 
•benign(A,B,C,D,E,F,G,H,I) -¢=: benign_pred6(C,D,E) 
benign_pred6(3,4,2) 
benign(A,B,C,D,E,F,G,H,I) -¢=: benign_pred38(A,B,C,E,H,I) 
benign_pred38( 4,6,5,7,9,1) 
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•benign(A,B,C,D,E,F,G,H,I) <¢:= benign_pred41(D,F) 
benign_pred41 ( 10,1) 
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A.lO The Queensland Rail problem domain 
• Target predicate: risky-track(type, protect, trafficJight, track, surface, 
speed, road-visible, pedestr, approach-signs) 
• Rules extracted using PCC-Rule VI 
risky-track(A,B,C,D,E,F,G,H,I) -¢:= risky-traclcpredO(G) 
risky-track_predO (poor) 
risky-track(A,B,C,D,E,F,G,H,I) -¢:= risky-traclcpredl(F, H) 
risky-track_predl (fast,medium) 
risky-track(A,B,C,D,E,F,G,H,I) -¢:= risky-track_pred2(E) 
risky-track_pred2 (concrete) ,risky-track_pred2 (dirt) ,risky-track_pred2 (gravel) 
risky-track(A,B,C,D,E,F,G,H,I) -¢:= risky-track_pred3(D) 
risky-track_pred3(3ormore) 
•risky-track(A,B,C,D,E,F,G,H,I) -¢:= risky-track_pred4(B, H) 
risky-track_pred4(boomgate,nil), risky-track_pred4( close,nil), 
risky-track_pred4(fiash,nil), risky-traclcpred4(fence,nil) 
•risky-track(A,B,C,D,E,F,G,H,I) -¢:= risky-track_pred5(A) 
risky-track_pred5( occup), risky-track_pred5(pedest), 
risky-track_pred5( qr), risky-track_pred5(remove) 
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