The Segal algebra S 0 (G) is well defined for arbitrary locally compact Abelian Hausdorff (LCA) groups G. Despite the fact that it is a Banach space it is possible to derive a kernel theorem similar to the Schwartz kernel theorem, of course without making use of the Schwartz kernel theorem. First we characterize the bounded linear operators from
Introduction
The focus of this paper is on the kernel theorem associated with the Segal algebra S 0 (G) introduced by the first named author in [10] . Given a locally compact Abelian Hausdorff (LCA) group G we write G for its dual group, and for each ω ∈ G we denote by E ω f (t) = ω(t)f (t), t ∈ G the modulation (frequency-shift) operator. We define the set of test functions using convolution " * " and the usual norm in L 1 :
Any non-zero function g ∈ S 0 (G) (also called window or Gabor atom) defines a norm on S 0 (G) via
that turns S 0 into a Banach space. These norms are pairwise equivalent and we therefore allow ourselves to simply write · S 0 without specifying the function g. The space S 0 (G) is a Fourier invariant Banach algebra under convolution and pointwise multiplication. We call continuous linear functionals on this space distributions. They form altogether the dual space S ′ 0 (G), which is a Banach space itself. The action σ ∈ S ′ 0 (G) on a (test) function f ∈ S 0 (G) is described by the bilinear form
Throughout the paper Bil(X × Y, Z) is the space of bilinear and norm continuous operators from the normed space X × Y into the normed space Z and, similarly, Lin(X, Y ) is the space of linear and norm continuous operators from X into Y , each of them endowed with their natural norm.
Using these spaces we can formulate the following result. Theorem 1.1 (Outer kernel theorem for S 0 ). For LCA groups G 1 and G 2 the four Banach spaces
are naturally isomorphic. In particular, given any σ ∈ S ′ 0 (G 1 × G 2 ), A ∈ Bil(S 0 (G 1 ) × S 0 (G 2 ), C), T ∈ Lin(S 0 (G 1 ), S ′ 0 (G 2 )) or S ∈ Lin(S 0 (G 2 ), S ′ 0 (G 1 )) the others are uniquely determined by the following identity, valid for f (1) ∈ S 0 (G 1 ), f (2) ∈ S 0 (G 2 ):
(f (1) ⊗ f (2) , σ) S 0 ,S ′ 0 (G 1 ×G 2 ) = A(f (1) , f (2) ) = (f (2) , T f (1) ) S 0 ,S ′ 0 (G 2 ) = (f (1) , Sf (2) ) S 0 ,S ′ 0 (G 1 ) . The unique distribution σ ∈ S ′ 0 (G 1 × G 2 ) associated with A, T or S is called the kernel of A, T or S, respectively and we write κ(A) = κ(T ) = κ(S) = σ. The outer kernel theorem for S 0 was first announced in [9] . Its proof can be found in [15, 16, 21] , for example. This paper will consider the following questions:
Is there an analogue of Theorem 1.1 concerning operators that can be naturally identified with the functions in S 0 (G 1 × G 2 ) (rather than its dual space
This question has been considered and answered before in [6] and [16] , however not in this generality (cf. the comment following Theorem 1.3 below). As is well known (and as we will explain in detail in Section 2) there is a natural isomorphic copy of the Banach space of functions S 0 (G) inside its dual space S ′ 0 (G). We are therefore also interested in the following question:
Can we characterize those operators in Lin(S 0 (G 1 ), S ′ 0 (G 2 )) ∼ = Bil(S 0 (G 1 ) × S 0 (G 2 ), C) that have a kernel σ ∈ S ′ 0 (G 1 × G 2 ) which is induced by a function in S 0 (G 1 × G 2 )?
The main result of this paper, Theorem 1.3 and Theorem 3.2, answer these two questions. For their formulation we need two auxiliary spaces: Definition 1.2. For LCA groups G 1 and G 2 we define the following two sets of operators:
A is weak * continuous in each coordinate }, B(G 1 , G 2 ) = {T ∈ Lin(S ′ 0 (G 1 ), S 0 (G 2 )) : T maps bounded weak * convergent nets in S ′ 0 (G 1 ) into norm convergent nets in S 0 (G 2 ) }.
In Section 4 we prove that the spaces A(G 1 , G 2 ) and B(G 1 , G 2 ) are complete with respect to their natural subspace topologies. Furthermore, we shall show that all elements in B(G 1 , G 2 ) are nuclear (and thus, in particular, also compact) operators from S ′ 0 (G 1 ) into S 0 (G 2 ) and that they are consequently trace class operators for the case G 1 = G 2 (see Section 3.4). We are now ready to formulate our first main result: Theorem 1.3 (Inner kernel theorem for S 0 ). For LCA groups G 1 and G 2 the four Banach spaces S 0 (G 1 × G 2 ), A(G 1 , G 2 ), B(G 1 , G 2 ) and B(G 2 , G 1 ) are naturally isomorphic. In particular, if any
is given, then the others are uniquely determined such that, for all σ (i) ∈ S ′ 0 (G i ), i = 1, 2,
If the groups G 1 and G 2 are elementary, i.e., isomorphic to R n × Z m × T l × F , where F is some finite Abelian group and l, n, m ∈ N 0 , then a proof of Theorem 1.3 can be found in [16] . However, the methods used there do not extend to general locally compact Abelian groups. The lack of a proof of the inner kernel theorem for S 0 (G) on general locally compact Abelian groups also serves as a motivation for this paper. We devote the entirety of Section 4 to the proof of Theorem 1.3.
Similar to the outer kernel theorem, given any A ∈ A(G 1 , G 2 ), T ∈ B(G 1 , G 2 ) or S ∈ B(G 2 , G 1 ), the function K ∈ S 0 (G 1 × G 2 ) satisfying (4) is called the kernel of A, T or S and we denote this function by κ(A), κ(T ) or κ(S).
A combination of the inner and outer kernel theorem together with the continuous embedding of S 0 into S ′ 0 (see Lemma 2.4) allows us to make the following diagram for any two LCA groups G 1 and G 2 . Here HS(G 1 , G 2 ) are the Hilbert-Schmidt operators from
Inner Kernel Theorem
Outer Kernel Theorem Furthermore, we have the following (strict) inclusions for Banach spaces of operators:
They even form a Banach Gelfand triple and have been investigated in [2] , [6] and [16] . Both the inner and outer kernel theorem for S 0 are analogous to the situation for nuclear spaces, cf. Chapter 50 and 51 in Trèves book [28] . Further references to the theory of nuclear spaces and their kernel theorems are Delcroix [8] and Hörmander [19] . Speaking about nuclear spaces, let us remark here that S 0 contains the Schwartz(-Bruhat) space as a dense subspace ([10, Theorem 9] ) and that S ′ 0 is a subspace of the tempered distributions. For more on the Schwartz-Bruhat functions we refer to the original literature [4, 24] .
The paper is structured as follows. Section 2 recollects necessary facts about the function space S 0 (G) and its continuous dual space S ′ 0 (G). Section 3 is comprised of several smaller pieces. The first of which, Section 3.1, states when the continuity of the operators in the spaces A and B can be described with the notion of sequences rather than that of nets. Section 3.2 contains the second main result of this paper, Theorem 3.2. This result gives a more quantitative description of the operators in Lin(S 0 (G 1 ), S ′ 0 (G 2 )) that have a kernel in S 0 and establishes a more natural norm on those operators (rather than the subspace topologies as mentioned following Definition 1.2). Section 3.3 shows similarities between the matrix representation of operators between finite dimensional spaces and the space B(G 1 , G 2 ). Examples of operator with kernel in S 0 and results concerning series representations, nuclearity and trace-class properties of the operators in B are shown in Section 3.4. In Section 3.5 we define and show examples of what we call regularizing approximations of the identity. Finally, Section 3.6 contains some comments on extensions of the theory and references to related work. As mentioned earlier, Section 4 is solely concerned with the proof of the Theorem 1.3.
Preliminaries

Harmonic analysis on LCA groups
Throughout the paper we will be working with locally compact Abelian Hausdorff groups G. As any locally compact group, they carry an (up to scaling) unique translation invariant measure, the Haar measure. The dual group G of an LCA group G is the multiplicative group of all continuous group homomorphisms from G into the torus {z ∈ C : |z| = 1}. Under the topology of uniform convergence on compact sets the dual group becomes a LCA group itself. As such it also carries a Haar measure. Without loss of generality we always assume that these measures are normalized such that
ω ∈ G. Typically we will perform integration in the time-frequency plane (phase space) G × G so that we encounter integrals of the form G× G f (ν) dµ G× G (ν) for suitable complex valued functions f on G × G.
From now on we shall simplify the notation and write G . . . dx, G . . . dω, and G× G . . . dν, rather than, e.g., G× G . . . dµ G× G (ν). For more on integration on locally compact groups and abstract harmonic analysis we refer to, e.g., [17, 23] and [25] .
The space S 0
In this section we summarize results on the space S 0 and its dual space S ′ 0 . Since we often will deal with functions in the spaces S 0 (G 1 ) and S 0 (G 2 ) and also with distributions in S ′ 0 (G 1 ) and S ′ 0 (G 2 ) for typically different locally compact Abelian groups G i , i = 1, 2, we define once and for all that f (i) and σ (i) denote a function and a distribution in S 0 (G i ) and S ′ 0 (G i ), respectively. Different functions in S 0 (G i ) will be denoted either by different letters, e.g., f (i) , g (i) and h (i) , or with an index, f
j . For functions in S 0 (G 1 ) and S 0 (G 2 ) the tensor product
is a bilinear and bounded operator into S 0 (G 1 × G 2 ). In fact, (2) .
Any f ∈ S 0 (G 1 × G 2 ) can be written as a sum of tensor products of appropriately chosen functions.
Lemma 2.1. Given LCA groups G 1 and
That is, any f ∈ S 0 (G 1 × G 2 ) can be written (in a non-unique way) as
where the sum is absolutely norm convergent in S 0 (G 1 ×G 2 ). Moreover, the S 0 (G 1 ×G 2 )-norm is equivalent to the projective tensor product norm
where the infimum is taken over all possible representations of f as in (6) . These statements were originally proven in [10, Theorem 7] and can also be found in [21, Theorem 7.4] .
Recall that the translation operator T x and the modulation operator E ω , given by
act as linear and isometric operators on S 0 (G), and so do time-frequency shifts, given by
Besides the definition of S 0 in the introduction, there is also an atomic characterization:
Lemma 2.2. Fix a non-zero function g ∈ S 0 (G). For any f ∈ S 0 (G) there exists a sequence c ∈ ℓ 1 (N) and elements ν j ∈ G × G, j ∈ N such that f = j∈N c j π(ν j )g. Furthermore f = inf c 1 , where the infimum is taken over all possible representations of f as above, defines an equivalent norm on S 0 (G).
This result goes back to [11] and can also be found in [21, Theorem 7.2] .
For each non-zero g ∈ S 0 (G) the dual space S ′ 0 (G) is a Banach space with respect to the usual operator topology induced by the family of equivalent norms
Lemma 2.3 (see [21, Proposition 6.11] ). For any g ∈ S 0 (G)\{0}
is a norm on S ′ 0 (G) which is equivalent to the norm in (8) .
In many situations the norm convergence in S ′ 0 is too strong and therefore we also have to make use of the weak * -topology.
As for every Banach space (see [22, p. 98] ), also for S 0 (G) the Hahn-Banach Theorem provides a isometric embedding into its double dual S ′′ 0 (G) via the canonical embedding Similar as for functions, we can define the tensor product
for all f (i) ∈ S 0 (G i ), i = 1, 2. One can show that
.
For a proof of this we refer to [21, Corollary 9.2] .
As mentioned in the introduction, the space S 0 (G) is embedded into its dual space S ′ 0 (G) in a very natural, but non-isometric way. In order to properly formulate this result we define the modulation space (for the parameter 1) as the subspace of S ′ 0 (G) given by
where g is some non-zero function in S 0 (G). In Section 3.6 we give references to literature on the modulation spaces. The norm
Lemma 2.4. The Banach spaces S 0 (G) and M 1 (G) are naturally isomorphic. In particular we have:
This embedding of S 0 (G) into S ′ 0 (G) is linear, continuous and injective.
(ii) If σ is a distribution in S ′ 0 (G), then there exists a function h ∈ S 0 (G) such that (13) holds if and only if σ ∈ M 1 (G). The function h ∈ S 0 (G) is characterized by the fact that for some g ∈ S 0 (G)\{0} (and then for every such g) one has:
One can verify that the embeddings in Lemma 2.4(i) and (ii) are inverses of one another (independently of the choice of the function g in (ii)). The details can be found in [21, Theorem 6.12 (13) . By the natural isomorphism between S 0 (G) and M 1 (G) the function space S 0 (G) is continuously embedded into its dual space S ′ 0 (G). Due to this relation between S 0 (G) and S ′ 0 (G) we allow ourselves, for all f, h ∈ S 0 (G), to write (f, h) S 0 ,S ′ 0 (G) , by which we mean the action that the function h has on f as in Lemma 2.4(i).
The translation and modulation operator can be uniquely extended from operators on S 0 (G) to weak * -weak * continuous operators on S ′ 0 (G). We will denote these extensions by the same symbol. Specifically, for f ∈ S 0 (G), σ ∈ S ′ 0 (G) and ν = (x, ω) ∈ G × G, they are characterized by the following identities:
These formulas remain valid for h being a pointwise multiplier of S 0 (G) or g having a Fourier transform with this property (defining a bounded convolution operator on S 0 (G)).
The complex conjugation of a distribution is defined by the relation
The reader may verify that these definitions are compatible with the embedding of S 0 (G) into S ′ 0 (G) as described in Lemma 2.4 and are in fact uniquely determined based on this consistency consideration.
The extension of the translation operator to S ′ 0 (G) is not the same as its Banach space adjoint, which, by definition, is the operator given by
. However, it so happens that the Banach space adjoint of the modulation operator E ω : S 0 (G) → S 0 (G) is the same as its unique extension to an operator on S ′ 0 (G). Throughout the paper ·, · is the L 2 -inner product (with the anti-linearity in the second entry), which is well-defined for functions in
We will make frequent use of the following equality.
Lastly, we define the short-time Fourier transform with respect to a function g ∈ S 0 (G) to be the operator
Using the short-time Fourier transform we can reformulate (15) as g
3 Operators that have a kernel in S 0
Nets versus sequences
The spaces of operators that are identified with S 0 (G 1 × G 2 ) by Theorem 1.3 are uniquely extended to S ′ 0 using weak * continuity in S ′ 0 . The weak * topology on S ′ 0 is non-metrizable (unless S 0 is finite dimensional, [22, Proposition 2.6.12]) and it is therefore properly described using nets. However, in some cases, e.g., if G = R d , we may use the notion of sequences to describe the spaces A and B.
Lemma 3.1. If G 1 and G 2 are σ-compact and metrizable, then the Banach spaces A(G 1 , G 2 ) and B(G 1 , G 2 ) can be described by the behavior of convergent sequences. Specifically,
Proof. If a locally compact Abelian group G is σ-compact and metrizable then also its dual group G is σ-compact and metrizable [3, Section 3] . It is a fact that S 0 can be described as a coorbit space associated to the Heisenberg representation of G × G [15] . Coorbit theory [14, Theorem 6.1], together with the fact that the time-frequency plane G × G is σ-compact, implies the separability of S 0 (G). Thus, by the assumption in the lemma, the spaces S 0 (G i ), i = 1, 2 are separable. The Banach-Alaoglu theorem implies that the weak * topology on S ′ 0 on any bounded set is metrizable. Hence the notions of continuity by bounded convergent nets and convergent sequences coincide.
Note that the commonly used locally compact Abelian groups R, Z, T, Z/NZ N = 1, 2, . . . and the p-adic numbers are σ-compact and metrizable. The additive group R under the discrete topology is an example of a non-σ-compact (albeit metrizable) locally compact Abelian group.
Identifying operators that have a kernel in S 0
In this section we answer the second question posed in the introduction, which we expand on here. If
. It may happen that this kernel is induced by a function in S 0 (G 1 × G 2 ). By the inner kernel theorem we know that these operators are exactly the ones that belong to B(
However, it is not immediately clear how (a) we verify that the domain of the operator T can be extended from
and (c) how we can verify its continuity properties as described in Definition 1.2. Of course we have similar issues for operators
The following theorem characterizes in a quantitative way the operators in
In that case the operator A :
In that case the operators T :
2 = 1 is only necessary to make the equalities in (17) and (19) more pleasant. Otherwise the integrals need to be normalized by
2 , see the details in the proof.
Proof of Theorem 3.2. We will only prove (i) as the proof of (ii) is similar. By Theorem 1.1 and by assumption we know that A has a kernel κ(A) ∈ S ′ 0 (G 1 × G 2 ) so that
By Lemma 2.4 the last integral is finite if and only if the distribution
, which we shall also call κ(A). By Theorem 1.3 this kernel is identifiable with an operator A ∈ A ⊆ Bil(S
) we can establish the desired equality.
In the introduction we stated that the spaces A(G 1 , G 2 ) and B(G 1 , G 2 ) are Banach spaces with respect to their subspace topologies which they naturally inherit from Bil(S
respectively. It is clear that the induced norms fail to capture the continuity requirements for operators in A(G 1 , G 2 ) and B(G 1 , G 2 ) as described in Definition 1.2. Hence the induced norm on A( G 2 ) and those that do not. Similarly the norm on Lin(S ′ 0 (G 1 ), S 0 (G 2 )) can not detect if an operator actually belongs to B(G 1 , G 2 ) or not. The results from Theorem 3.2 show how we can define a norm on the spaces A(G 1 , G 2 ) and B(G 1 , G 2 ) that exactly captures operators with a kernel in S 0 (G 1 × G 2 ).
. This norm is equivalent to the subspace norm on A(
(ii)
defines a norm on B(G 1 , G 2 ). This norm is equivalent to the subspace norm on B(
Remark 3. Theorem 3.2 implies that the integrals used to define the norms in Corollary 3.3(i) and (ii) are finite exactly when A and T belong to A(G 1 , G 2 ) and B(G 1 , G 2 ), respectively.
We can use (19) and Lemma 2.6 with respect to the time-frequency plane G 2 × G 2 to show that an operator in B(G 1 , G 2 ) is uniquely determined by its action on all time-frequency shifts of a given function in S 0 (G 1 ).
dν.
We refer to Corollary 3.4 by saying that the following identity holds true in the weak sense:
A note on operator with kernel in S
The results of Theorem 3.2 and Corollaries 3.3 and 3.4 are not restricted to the operators in A(
, but can be formulated in a very similar form for the much larger spaces of operators that have a kernel in S ′ 0 (G 1 × G 2 ) (by use of the outer rather than the inner kernel theorem and Lemma 2.6). For operators in Lin(S 0 (G 1 ), S ′ 0 (G 2 )) they take the following form.
and
) which is equivalent to the usual operator norm.
This result has the following consequence:
Conversely, for every linear and bounded operator T :
) such that (21) holds. Moreover, the function F can be taken to be in
This shows that it is possible to have a calculus for operators in Lin(S 0 (G 1 ), S ′ 0 (G 2 )) where the operators are represented by bounded and continuous functions (rather than abstract functionals as in the outer kernel theorem).
A note on Gabor frames
Recall that a function g ∈ S 0 (G) generates a Gabor frame for L 2 (G) with respect to a closed subgroup Λ in G × G (typically Λ is a discrete and co-compact subgroup, a lattice, in the time-frequency plane) if there exist constants A, B > 0 such that
In the positive case there exists a (not necessarily unique) function h ∈ S 0 (G) such that
We will not go into details of how pairs of function g and h can be found or be characterized so that (23) holds. For general Gabor and time-frequency analysis we refer to [5, 18] and [20] .
We have already encountered a Gabor frame for L 2 (G) with respect to the subgroup G× G: Lemma 2.6 shows that any non-zero function g ∈ S 0 (G) generates a Gabor frame for L 2 (G) with respect to Λ = G × G (in (15) take σ to be induced by f ; since (15) holds for all f ∈ S 0 (G), which is dense in L 2 (G), it follows that (22) is satisfied and that A = B = g 2 2 ). In this case, ifg is any other function in S 0 (G) such that g,g = 0, then the pair (g, h), where h = ( g, g )
−1g satisfies (23). Using (23) rather than (15) for the proofs of Section 3.2 leads to the following results for the operators in B(G 1 , G 2 ) (we leave the formulation of the corresponding results for A(G 1 , G 2 ) to the reader).
Theorem 3.7. For i = 1, 2 let g (i) and h (i) be functions in S 0 (G i ) such that they generate Gabor frames for L 2 (G i ) with respect to a closed subgroup Λ i in G i × G i and such that (23) holds.
defines a norm on B(G 1 , G 2 ). This norm is equivalent to the subspace norm on B(G 1 , G 2 ) induced by the space Lin(S
the norm is finite if and only if T ∈ B(G 1 , G 2 ).
We can be much more concrete if G = R n . In this case it is known that for any n ∈ N the Gaussian function g (n) (x) = e −πx·x , x ∈ R n generates a Gabor frame for L 2 (R n ) with respect to the lattice Λ = aZ 2n ⊂ R 2n whenever 0 < a < 1. Hence in this case the integrals in Theorem 3.7 become a sum over lattice points. In particular, any linear and bounded operator T from S 0 (R n ) into S ′ 0 (R m ) has a kernel in S 0 (R n+m ) if and only if
Analogies with linear algebra
If A is an n 2 × n 1 matrix, then it defines an operator A from C n 1 into C n 2 ,
Conversely, if a linear operator A from C n 1 into C n 2 is given and we use the standard basis for these spaces, then the matrix representation of A is
and then A(v (1) ) = A · v (1) . If a matrix A is as above and if we let a matrix B ∈ C n 3 ×n 2 define an operator B from C n 2 into C n 3 , then their composition, B • A, is represented by the product of the two matrices. That is,
according to usual matrix multiplication:
The next two results show that the inner kernel theorem allows us to extend both (24) and (25) from matrices to operators in B(G 1 , G 2 ). In particular, the role of the unit vectors in C n are replaced by the Dirac delta distribution,
, then the results reduce to the matrix case.
Proof. It is easy to verify the equality δ
, since on has obviously
The desired result now follows from the inner kernel theorem:
The equality for the kernel of A follows in the same fashion.
The role of the "delta-basis" in Lemma 3.8 can also be taken by a continuous Gabor frame (cf. Section 3.2.2). 
Proof. Combine equality (19) of Theorem 3.2, Corollary 3.4 with Lemma 3.8.
The composition rule of operators represented by matrices has the following analogous continuous formulation for operators with kernel in S 0 .
Moreover, using the norm on B as defined in Corollary 3.3, there exists a constant c > 0 such that
Corollary 3.11. The Banach space (B(G, G), · B ) forms a Banach algebra under composition.
Proof of Lemma 3.10. Let us first show that the integral is well-defined. By Lemma 2.1 we can write
).
k . The above calculation shows that
as well as the moreover-part of the lemma. Let us show that the function which we defined as κ(T 2 • T 1 ) indeed is the kernel of the operator
Some examples, nuclearity and trace-class results
Example 3.12. The prototypical example of an element in
It is not difficult to show that the unique corresponding operators A, T and S according to Theorem 1.3 are the following ones:
where
Observe that the range of the operators T and S in Example 3.12 is one-dimensional. Naturally, not all rank-one operators have a kernel in S 0 . For example, let f (1) be a function in S 0 (G 1 ) and let f (2) be a function in L 2 (G 2 ) which is not also in S 0 (G 2 ), then
is a bounded rank-one operator from
is a linear and bounded rank-one operator from
The inner kernel theorem implies that the corresponding operator T ∈ B(G 1 , G 2 ) satisfies
where the sum is absolutely convergent in the operator norm of Lin(S
). This immediately leads to the following. Because S 0 is dense in L 2 it follows that the finite-rank operators of B(G 1 , G 2 ) are dense in the space of Hilbert-Schmidt operators from 
where (ψ
Remark 4 combined with the fact that S 0 (G 1 ) is continuously embedded into S ′′ 0 (G 1 ) via the natural embedding implies that all operators in B(G 1 , G 2 ) are nuclear.
By the embedding of S 0 into S ′ 0 as described in Lemma 2.4 it follows that all the operators in B(G 1 , G 2 ) are also nuclear operators from
Corollary 3.15. An operator T in B(G, G) with kernel κ(T ) ∈ S 0 (G × G) is a trace-class operator on both S 0 (G) and S ′ 0 (G). Its trace satisfies tr(T ) = G κ(T )(x, x) dx. Proof. Following [26] we say that an operator T on a Banach space B is of trace class if it has the form
for some suitable sequences (σ j ) in B ′ and (b j ) in B such that j σ j B and the canonical embedding ι : S 0 → S ′′ 0 , respectively. Before we show that tr(T ) = G κ(T )(x, x) dx we will first prove that the integral is well-defined. The inner kernel theorem states that κ(T ) is a function in S 0 (G × G). Observe that the diagonal {(x, y) ∈ G × G : x = y} is a closed subgroup of G × G. It is a fact (see [10, Theorem 7] or [21, Theorem 5.7] ) that the restriction of an S 0 function to a closed subgroup again belongs to S 0 of that subgroup. In our case this means that x → κ(T )(x, x) is a function in S 0 (G) and, in particular, that it is integrable. Now, since κ(T ) = j∈N f
Remark 5. Since S 0 is continuously embedded into S ′ 0 and (S ′ 0 , w * ) ′ ∼ = S 0 it is reasonable to extend the definition of trace-class operator from [26] used in the proof of Corollary 3.15 as follows: We say a (linear and continuous) operator from S ′ 0 (G) with the weak * topology into S 0 (G) with its norm topology is of trace-class if
for some suitable sequences (f
The trace of such an operator is then tr(T ) = j∈N (f
. In that case, it is clear from Remark 4 that B(G, G) coincides exactly with the trace-class operators defined in this way.
Let us consider another important example of elements in B(G, G).
Example 3.16 (Product-convolution operators). For any two functions h 1 and h 2 in S 0 (G) the productconvolution operator
and the convolution-product operator
are linear and bounded operators, which send norm bounded weak
That is, both operators belong to B(G, G). One can show that
Product-convolution operators can be used to prove Lemma 2.5 (see [21, Proposition 6.15] for the details). The kernel theorems translate Lemma 2.5 into a statement for operators:
Similar to Lemma 3.17, the inner kernel theorem can be used to translate Lemma 2.2 from a statement of S 0 to a statement of B(G 1 , G 2 ). Proposition 3.18. Let T 0 be a non-trivial operator in B(G 1 , G 2 ). The operators T in B(G 1 , G 2 ) are exactly those of the form
where c ∈ ℓ 1 (N) and (ν
The sum converges in B(G 1 , G 2 ) and furthermore T = inf c 1 , where the infimum is taken over all possible representations of T as above, defines an equivalent norm on B(G 1 , G 2 ).
A similar statement is true for the space A(G 1 , G 2 ) . In that case, if A 0 is a non-trivial element in  A(G 1 , G 2 ), then all operators in A(G 1 , G 2 ) are exactly those of the form
with c and ν
18. Proof of Proposition 3.18. By Lemma 2.2 we know that for any T ∈ B(G 1 , G 2 ) there exists a sequence c ∈ ℓ 1 (N) and a sequence (x
If we take T 0 to be a rank-one operator in B(G 1 , G 2 ) as in Example 3.12 with κ(T 0 ) = f (1) ⊗ f (2) , then Proposition 3.18 states that any operator T ∈ B(G 1 , G 2 ) has the form
for all σ (1) ∈ S ′ 0 (G 1 ), for some suitable sequence c ∈ ℓ 1 (N) and sequences (ν
Regularizing approximations of the identity
Since S 0 is weak * dense in S ′ 0 it is possible to approximate the kernel κ(
We saw this already in Lemma 3.17. In this section we propose a construction of a net of operators (T α ) in B(G 1 , G 2 ) such that (26) holds, that is not based on the modification of the kernel per se (which is the idea behind Lemma 3.17), but rather by a composition of the given operator T with certain operators: we introduce the idea of a regularizing approximations of the identity.
Definition 3.19.
A regularizing approximation of the identity of S 0 (G) is a net of operators (T α ) in B(G, G) resp. κ(T α ) ∈ S 0 (G × G) for each α and which satisfies the following conditions:
Remark 6. Statement (i) and (ii) for the adjoint operators (T × α ) implies (iv) and (iii), respectively. Hence we need only conditions (i) and (ii) for self-adjoint operators. Moreover, (i) implies (ii) for the case of a sequence of operators, due to the Banach-Steinhaus principle.
We list three examples of such families of operators at the end of this section. It is straightforward to show that the properties of a regularizing approximation of the identity implies convergence of L 2 .
Lemma 3.20. If (T α ) is a regularizing approximation of the identity for S 0 (G), then
converges towards the kernel of the identity operator in the weak * sense.
Proof. The first statement follows by interpolation theory for operators and assumptions (ii) and (iii) in Definition 3.19. Now, since S 0 is continuously embedded and dense in L 2 , Definition 3.19(i) implies that
The moreover part follows from the fact that Definition 3.19(iv) implies (26) Regularizing approximations of the identity allow us to construct a concrete family of operators that have kernels in S 0 (G 1 ×G 2 ), which approximate any given operator with an (abstract) kernel in S ′ 0 (G 1 ×G 2 ) in the weak * sense.
Proof. (i)
(ii). This is a simple estimate:
S 0 = 0.
(iii). This is implied by (ii). (iv). By definition the operators T
(1) α and T
α have uniformly bounded operator norms as operators on S 0 and S
we make the following estimate: for all f ∈ S 0 (G 1 )
The proof for (v) is similar.
. Let (S α ) and (T α ) be the nets of operators in B(G 1 , G 2 ) and B(G 2 , G 3 ) associated to S and T as in Proposition 3.21, respectively. In that case the kernel of the operator
of the kernels of the net of operators
Remark 7. The usefulness here is that the composition of the operators S and T can we approximated in the weak * sense by a composition of operators S α and T α that have kernels in S 0 . Observe that the composition T α • S α is well understood, cf. the "continuous matrix-matrix product" in Section 3.3.
Proof of Proposition 3.22. By the estimates of Proposition 3.21 and the embedding of
Let us apply Proposition 3.22 to a concrete example:
. It is not difficult to verify that their kernels in S ′ 0 (guaranteed by the outer kernel theorem) are as follows:
•
Again the analogy to matrix analysis is helpful and gives these symbols a meaning.
• While we describe the distributional kernel for the identity operator as a distribution of two variables, in the spirit of a Kronecker delta (describing the unit matrix), simply
it has become a common understanding to describe the kernel as a continuous collection of Dirac delta distributions δ y , or with the usual notation δ(y) this becomes just δ(y − x).
α ) be two nets of operators in B(G, G) and B( G, G) associated to F and F −1 as in Proposition 3.22. In that case
At the same time Lemma 3.10 tells us that κ(F
If "we take the limit" of the above integral, then we are lead to the following "identity", which is often found in physics and engineering:
Expressed in the familiar setting G = G = R:
We now consider examples of regularizing approximations of the identity.
Example 3.24. (Partial sums of Gabor frame operators) Let g ∈ S 0 (R) and a, b > 0 be such that {π(λ)g} λ∈aZ×bZ is a Parseval Gabor frame for L 2 (R), i.e.,
In that case the associated Gabor frame operator
is the identity on S 0 (R). Let (Λ N ), N ∈ N be a family of finite subsets of aZ × bZ so that for every point λ ∈ aZ × bZ there exists an N 0 ∈ N such that N > N 0 implies that λ ∈ Λ N . For every N ∈ N we define the operator
It extends to an operator on S ′ 0 (R) in the following way:
The collection of operators (S g,N ) N ∈N is a regularizing approximation of the identity: It is straight forward to write an explicit formula for the kernel of the operator S g,N , namely
. Concerning condition (ii) and (iii) we need the following two inequalities: for any f ∈ S 0 (R) and σ ∈ S approximations of the identity with the help of product-convolution operators. As described in, e.g., [21, Proposition 4.18] , it is possible to find nets of functions (h α ) ∈ S 0 (G) and (g α ) ∈ S 0 (G) such that
where h α 1 ≤ 1 and g α A(G) ≤ 1 for all α. The net of operators
is a regularizing approximation of the identity.
Example 3.26. (Localization operators) Let (H n ) be a sequence of uniformly bounded functions in C c (R 2 ) that converges uniformly over compact sets to the constant function 1 and take g to be a non-zero function in S 0 (R) with g 2 = 1. Then the operators
form a regularizing approximation of the identity.
Similar statements can be obtained for Gabor multipliers with respect to tight Gabor families.
Kernel theorems for modulation spaces
The inner and outer kernel theorem characterize the operators that are linear and bounded from S
, respectively (with some added assumptions in the former case). In between S 0 (G) and S ′ 0 (G), or more precise, in between the embedding of
there is a well-studied family of spaces called the (unweighted) modulation spaces. We refer to [12, 13] and the relevant chapters in [18] for more on those spaces. For our purpose here we only need to recall the following.
In general, the assumption in Proposition 3.28 is only sufficient for T to be a bounded operator from
For example, if p = q = 2, then the identity operator is bounded on L 2 (G), but its kernel is not in L 2 (G × G). In [1] and [7] it has been shown recently that for certain choices of p and q the condition in Proposition 3.28 is necessary for boundedness from
. Specifically in the cases where
Such results confirm the usefulness of coorbit spaces, here specifically of modulation spaces.
Proof of the inner kernel theorem
For the proof of Theorem 1.3 it is useful to introduce the spaceB(G 1 , G 2 ):
Definition 4.1. Let G 1 and G 2 be locally compact abelian Hausdorff groups. We then definẽ
Proof of Theorem 1.3. We will show that the three Banach spaces S 0 (G 1 × G 2 ), A andB(G 1 , G 2 ) are isomorphic. Since the roles of G 1 and G 2 can be interchanged (because S 0 (G 1 × G 2 ) ∼ = S 0 (G 2 × G 1 )), it then automatically follows that alsoB(G 2 , G 1 ) is isomorphic to these spaces. In order to prove the desired identifications, we consider the following two operators.
In Lemma 4.3 and Lemma 4.4 we will show that both these operators are well-defied, linear and bounded.
Furthermore, let
Then, for a given T ∈B(G 1 , G 2 ), we define the operator e(T ) :
So far it is not clear whether the value of e(T )(σ), σ ∈ S
of σ. We will show in a moment that this is not the case. In Lemma 4.5 we show that e(T ) is continuous with respect to the weak * topology induced by functions
, there is a unique weak * continuous extension of e(T ), which we also call e(T ), to a functional from S ′ 0 (G 1 × G 2 ) to C. We can therefore define the operator
, which, to every T ∈B, assigns the operator e(T ) from above. Since
, A ∈ A and T ∈B(G 1 , G 2 ) one can, simply by the definitions of the three operators c, d and e, show that
This implies that c, d and e are injective, surjective, and hence invertible. We conclude that e is the (unique) inverse operator of d • c, thus e(T )(σ) for σ ∈ S
can not depend on a particular representation of σ as discussed earlier in the proof. Because S 0 (G 1 × G 2 ) is a Banach space, it follows that also the normed vector spaces A andB(G 1 , G 2 ) are Banach spaces. To complete the proof it remains only to prove Lemma 4.3, 4.4, and 4.5.
In order to verify weak * continuity of functionals the following result is essential to us. 
Hence c(K)(σ (1) , σ (2) ) is well-defined. The bilinearity of c(K) is clear. Also,
This shows that c(K) is an element in Bil(S
Let us show that c(K) ∈ A, i.e., c(K) is weak * continuous in each variable. In order to show this, let us first consider a function
0 , and
By Lemma 4.2 the operator c(K) is weak * continuous in the first coordinate. The continuity in the second coordinate is proven in the same fashion. Let now K be any function in S 0 (G 1 × G 2 ). Then, given any ǫ > 0, we can find functionK ∈ S 0 (G 1 ) ⊗ S 0 (G 2 ) such that
With thisK fixed, there is, as we just showed, an index α 0 such that for all α > α 0
Hence, for α > α 0 we have that
We have thus shown that c(K) is weak * continuous in the first coordinate for any K ∈ S 0 (G 1 × G 2 ). The continuity in the second coordinate is proven in the same way. Consequently c is a mapping from
The linearity of c is clear. Finally, the boundedness of c follows from the inequalities concerning c(K) above, namely,
where a is the same constant as in (30) and (31). Hence the operator c is well-defined, linear and bounded.
Lemma 4.4. The operator
is well-defined, linear and bounded.
Proof. Let A be an operator in A. Let us show that d(A) is an operator inB(G 1 , G 2 ). That is, we need to
Hence the functional
is well-defined. The bilineairty of A implies that d(A)(σ (1) ) is linear. In order to show that the functional is also bounded we use the estimate from (32). This yields
Hence d(A)(σ (1) ) is also bounded. The weak * continuity of this functional is also easy to show: if (σ is linear and continuous with respect to the weak * topology induced by the functions in S 0 (G 1 × G 2 ).
Proof. Let us first show that e(T ) is a well-defined and linear operator on S ′ 0 (G 1 ) ⊗ S ′ 0 (G 2 ). Indeed, we find that for all finite sequences (σ 
Since e(T ) is linear, it is enough to verify its weak * continuity at 0. We may write the zero element in S . This allows us, for sufficiently large α to achieve the inequality
α − σ
On the other hand, because by assumption (σ 
This is a contradiction to (36) and therefore the assumption that (σ 
0 is wrong. We must therefore be in either of the following three situations:
(i) (σ (ii) (σ which, clearly, can not be the case. We must therefore be in situation (i). We thus have that (σ We have thus verified the continuity of e(T ) for elementary tensors with respect to the weak * topology induced by functions in S 0 (G 1 × G 2 ). This continuity is preserved by finite linear combinations and as a consequence e(T ) is continuous from
