The growing number of cloud services has made service selection a challenging decision-making problem by offering wide ranging choices for cloud service consumers. This necessitates the use of formal decision making methodologies to assist a decision maker in selecting the service that best fulfills the user's requirements. In this paper, we present a cloud service selection methodology that utilizes quality of service history of cloud services over different time periods and performs parallel multi-criteria decision analysis to rank all cloud services in each time period in accordance with user preferences before aggregating the results to determine the overall rank of all the available options for cloud service selection. This methodology assists the cloud service user to select the best possible available service according to the requirements. The multi-criteria decision making processes used for each time period are independent of the other time periods and are executed in parallel.
Introduction
Cloud computing has several business advantages over conventional computing paradigms [1] due to its agility and flexibility, which has not only motivated organizations to develop their new applications on the cloud but also to migrate their existing business applications onto the cloud. To take maximum advantage of the full potential of cloud computing, a key issue for cloud services users is to ensure that the specific requirements and characteristics of their applications can be met by cloud service providers [2] . With the rapid growth of cloud computing, a number of service providers have appeared who offer similar services at various prices and performance levels. As a result of the dynamic nature of cloud services, which is a product of the elasticity and on-demand provision of computing resources, there are considerable fluctuations in the quality of service (QoS) levels of each service [3] . Therefore, capturing all the variety and inconsistency of service performance and selecting the right service according to each user's criteria are important tasks.
Existing approaches in the literature that assist service users in the decision making process of selecting a cloud service provider only consider the real-time QoS performance or average historical QoS performance of services. Such mechanisms may recommend a particular service, but that service may not be the most appropriate. The former approach (considering the real-time QoS performance) may lead to the selection of a service at local maxima because it ignores past QoS performance, while the latter method (considering the average historical QoS performance) does not capture the frequent variation in the QoS performance of cloud services. There is therefore a need for a cloud service selection approach that takes into account the multitude of available cloud services, variations in QoS performance (as well as price), and the user's criteria to rank available cloud services, and then assists in selecting the best and most advantageous service.
In this paper, we present such an approach for IaaS cloud service selection in which the top ranking services according to users' criteria are determined in different time slots (defined as non-overlapping periods of time), using a multi-criteria decision making (MCDM) method. The MCDM process in a time slot is independent of other time slots and is executed in parallel. These individual service selection results are then combined using an aggregation method to yield the overall service rank in the total time period, which is subsequently used to select the best service. Any MCDM method can be used to rank the services in this approach; however, we have used the technique for order preference by similarity to ideal solution (TOPSIS) and ELimination Et Choix Traduisant la REalité (Elimination and Choice Expressing Reality or ELECTRE). TOPSIS was proposed by Hwang and Yoon [4] , whereby the services ('alternatives' in MCDM terminology) are ranked on the basis of the Euclidean distance of an alternative (service) from the ideal and anti-ideal solutions. The service that is closest to the ideal solution and farthest from the anti-ideal solution achieves the highest rank and is therefore selected. ELECTRE was developed by Bernard Roy during 1960's as an outranking MCDM method which determines the pairwise dominance relationship between the alternatives.
The remainder of the paper is organized as follows. In the next section, we discuss the related work in the area of cloud service selection and briefly discuss the role of MCDM methodologies. In Sect. 3, we present our overall framework for cloud service selection that assists a service user to decide on the most appropriate service from the services available by ranking the latter using a parallely executed MCDM process. In Sect. 4, we present our approach for cloud service selection, followed by the experimental validation of the proposed approach in Sect.5. Section 6 concludes the paper.
Related Work

Cloud Service Selection
A number of research works dealing with the issue of cloud service selection have been published in recent years. In this section we present an overview of some of these research efforts.
Pastaki Rad et al. [5] presented a general survey and comparison of prominent cloud platforms by leading cloud providers with an emphasis on the key differentiating features of each platform. Peng et al. [6] provided a general survey of popular cloud middle-ware, such as Eucalyptus, NIMBUS and Open Nebula, and discussed their architecture, characteristics and application. A virtual machine image selection service for cloud computing environments has been proposed by Filepp et al. [7] . This proposed image selection service maintains a repository of image configuration details and employs an algorithm to order the images based on conformance with specified user requirements and policies by best-fit and least-cost optimization. Li et al. [8] [9] [10] discussed the problem of comparing different cloud services and identified the basic attributes for each type of cloud service that must be taken into consideration when comparing one cloud service with another. They also differentiated between the performance of a cloud service itself and the performance of an application deployed on that cloud [11] . Nie et al. [12] presented a complete evaluation index system of cloud services and utilized analytical hierarchy process (AHP) to calculate the weights of attributes for service evaluation. They also established a number of qualitative models for purchase decision making.
A set of measurement indexes for comparing different cloud services, called the Service Measurement Index (SMI), has been devised and is based on common characteristics of cloud services identified by the Cloud Service Measurement Index Consortium (CSMIC) [13] . Garg et al. [2, 14] proposed a framework-called SMICloud-for comparing and ranking cloud services on the basis of SMI criteria. The proposed framework systematically measures all the QoS attributes in SMI and then uses an AHP-based mechanism to rank the cloud services. Han et al. [15] proposed a cloud service recommender system for the cloud market that helps a user to select the best combination of services from different cloud providers by matching the specific requirements of the user with a suitable cloud service.This system maintains a resource register to keep a record of all the available resources in the cloud market and uses this information to rank and calculate the QoS values of services. They also outline the ranking methods for each type of cloud service (SaaS, IaaS etc.).
Kang and Sim [16] [17] [18] developed a cloud service search engine called Cloudle, which is based on a cloud ontology consisting of cloud concepts, individuals of those concepts and their mutual relationships. All services are registered in a database and a query processor executes the user's query, which is sent to a similarity reason engine that performs similarity reasoning between the query and the concepts in the database using cloud ontology. The output of the Cloudle search engine is an ordered list of cloud services. The services are ordered on the basis of three criteria (1) concept similarity, (2) price utility, and (3) cost utility. Chen et al. [19] presented a framework that enables automatic conflict detection between the user's criteria and enterprise policies in cloud service selection for enterprises. This system aims to tackle the difficulties of cloud service selection with an emphasis on the involvement of enterprise policies. It checks various conflicts that result from the violation of enterprise policies and inconsistency in a cloud service user's requirements. This check is followed by the selection of an appropriate service that satisfies the user's requirements and also complies with enterprise policies, using constraint programming. Wang et al. [20] proposed a QoS evaluation methodology for service oriented cloud computing using fuzzy synthetic decision making according to cloud users' preferences and calculating the uncertainty of cloud services by applying a cloud model on the monitored cloud QoS data. Zeng et al. [21] developed a cloud service selection algorithm that uses a service discoverer to find all the available services and then processes the cloud service user's request by employing a maximized-gain and minimized-cost service selection algorithm. This algorithm aggregates the gain and cost values by a weighted sum of both types of values (where weights represent the relative importance of each value). Godse and Mulik [22] proposed an approach for selecting SaaS products. They argued that to make an informed decision, it is necessary to have quantifiable values instead of subjective opinions. They proposed several key factors-such as functionality, architecture, usability, vendor reputation and cost-for SaaS selection and used AHP for service selection decision making. In one of our earlier papers [23] , we presented a framework for a user feedback-based cloud service monitoring system which collects feedback related to the QoS performance of cloud services from existing cloud service users and maintains a repository of this information which can be used by service selection mechanisms to recommend appropriate cloud services to users. In another paper [24] , we presented the cloud service selection problem as a MCDM problem by proposing a mathematical framework for multi-criteria cloud service selection.
To summarize, as shown in Table 1 , there are a variety of approaches proposed in the literature, several of which are based on MCDM techniques, that assist a user in making a service selection decision in the Cloud environment. None of the existing approaches, however, simultaneously consider the QoS history and the frequent variations therein during the service selection process, and they are therefore unable to capture these important factors which, as discussed in the previous section, are necessary to ensure accurate service selection.
MCDM in Cloud Service Selection and Problem Definition
Multi-criteria decision making [also referred to as multi-criteria decision analysis (MCDA)] is a collection of methodologies for comparing, ranking and selecting mul- Pastaki Rad et al. [5] Cloud service platforms General survey of cloud service platforms and their key features Peng et al. [6] Cloud middleware General survey of popular cloud middleware Filepp et al. [7] Virtual machine image selection
Selectsvirtual machine images using a image configuration repository and minimum cost maximum gain algorithm Li et al. [10] Cloud service comparison Highlights the problems in comparing different clouds and identifies basic attributes of each type of cloud for comparison Li et al. [11] Cloud performance Difference between cloud performance and cloud application performance Nie et al. [12] Cloud service selection Evaluation index system for cloud service purchase decision making using AHP tiple alternatives with multiple attributes [25] . MCDM techniques are extensively used in decision support systems [26] [27] [28] [29] [30] . MCDM is used in situations where several alternatives are present and a decision has to be made in favor of one alternative on the basis of involving more than one criterion. Such situations often arise in real world problems where decisions have to be made in the presence of multiple conflicting criteria for judging available alternatives and where making compromises or tradeoffs related to outcomes is necessary. It happens quite often that one alternative is better than others on the basis of one or more criteria, while the same alternative is the worst when judged on the basis of other criteria. Several MCDM methodologies have been developed in the literature but all are based on three basic working principles, namely: (1) Multi-attribute Utility Theory (MAUT) (2) Outranking methods and (3) hierarchical and network-based methods. There are several methodologies in each of these categories. The notable methods based on MAUT are: Min-Max, Max-Min and TOPSIS. The outranking methods include the ELECTRE and PROMETHEE, each of which has several variants. The AHP is a hierarchical method, while ANP is a Fig. 1 The pre-interaction and post-interaction time periods network-based method, and thus both fall into the third category of MCDM methods. The typical properties of MCDM problems as outlined by [31] and [32] are analogous to the cloud service selection problem and underpin the notion of a MCDMbased cloud service selection mechanism, and the problem of cloud service selection falls into the category of multi-criteria selection problems. Comparison between the available cloud services according to the variability in their performance over time is necessary to generate a ranking of the cloud services for cloud service selection. Since cloud services have numerous characteristics, all of these characteristics need be considered in the comparison of any two clouds. However, comparison between two services is not trivial because one cloud service may be better in terms of some characteristics, while another service may excel in other attributes. Furthermore, the characteristics of cloud services may not be equally important for fulfilling specific user requirements in all the time periods over which the decision has to be made. In such situations MCDM techniques are useful for the comparison and ranking of cloud services.
To summarize, a variety of approaches to cloud service selection have been proposed in the literature, according to different factors and using a range of techniques. An unsupported factor that needs to be considered in such systems is the ability to capture the variability in QoS and the dynamic nature of cloud environments in the process of cloud service selection. Most existing approaches fail to consider this aspect, hence the services they select may not capture such variations in their decisions. To achieve this goal, we propose an approach for cloud service management in which we divide the total period of QoS performance history over which service management decisions have to be made into two parts, namely, pre-interaction start phase (pre-interaction) and post-interaction start phase (post-interaction) (Fig. 1) . Time spot is defined as that instance of time at which the service selection decision is to be made. Pre-interaction time period is that period of time before the time spot in which the past QoS performance of each service is analyzed to select the most appropriate service. Post-interaction time period is that period of time after the time spot in which the real-time QoS performance of the selected service and other available services is monitored and analyzed to ensure that the needs of the user are being fully achieved, and, if they are not, to recommend service migration if another service can fulfill the user's needs at lower cost. In this paper, our aim is to assist a user to make an informed decision in selecting the most capable service; therefore, we focus only on the pre-interaction phase time period.
In the next section we describe our integrated framework for cloud service selection and its constituent parts. 
Framework for Cloud Service Selection
We propose a cloud service selection framework ( Fig. 2 ) which relies on integrated QoS information-collected from multiple sources-for service selection decision making. The sources of information include: (1) service specification published by the service providers, (2) cloud service monitoring, and (3) feedback from existing cloud service users. This framework consists of several modules: (1) cloud service discovery, (2) cloud service monitoring, (3) QoS information repository, and (4) MCDM cloud service selection module. The cloud services available in the cloud environment are searched by a service discovery module and their specifications are stored in the QoS repository which serves as a register of available cloud services in addition to having the function of storing QoS information. The registered cloud services are monitored by a cloud service monitoring module which executes benchmarks tests on the available cloud services and the collected data is stored in the QoS repository. In addition to this source of QoS information, existing cloud service users also provide QoS information about the service they use. The QoS repository is a record of the QoS of available services and this information is used by the decision making module to recommend appropriate services to new users.
Cloud service discovery: This module searches the cloud environment for available cloud services and their specifications and also acts as an interface between the framework and the cloud environment by collecting the service specification information published by cloud providers. In addition to looking for available new services, this module also keeps track of changes to the specifications of existing services.
Cloud service monitoring: This module monitors the services registered in the cloud service repository and collects data on the QoS of the available services by executing a benchmark test on the available services as well as using the data collected by third party cloud monitoring services.
QoS information repository:
This module stores the data collected by the service discovery and the service monitoring modules. It also stores QoS information received from existing cloud service users.
MCDM cloud service selection module: This module obtains the QoS information contained in the QoS repository and the criteria preference values from the user and performs multi-criteria decision analysis on this information to rank the available services.
In the next section, we present the detailed service selection approach employed in the MCDM cloud service selection module.
Proposed Approach for MCDM in the Pre-Interaction Phase
In our approach, a long term QoS history of available services is utilized for decision analysis, unlike some previous cloud service decision making approaches which are driven by QoS performance at one instance of time, or by the average QoS. Currently there are various cloud QoS monitoring services that monitor and store the long-term QoS history of available services. Our aim is to use the QoS performance and price history of available cloud services to select the most appropriate service, avoiding the selection of a service at local maxima (which happens if the real-time QoS data of only the current time is used) but without entirely losing the information about variations in QoS performance (which happens when only the average QoS is used). Our proposed approach is depicted in Fig. 3 , and involves the following key steps:
Step A: To capture the variations in QoS over time, we divide the pre-interaction time period for cloud service management into a number of equal non-overlapping time slots (Fig. 1) . The criteria C 1 , C 2 . . . C n for service selection are identified by the user and in each time slot the QoS performance of all the services measured on the basis of the identified criteria is retrieved by the MCDM module from the QoS information repository (Fig. 2 ).
Step B: The identified QoS criteria are not equally important for users in decision making. Each user has specific preferences regarding the relative importance of individual criteria. This important information is expressed in the form of criteria weights i.e. {w c 1 , w c 2 . . . w c n }, where each criterion C i has a weight w c i .
Step C: The QoS performance data of all the available services in each time slot form a decision matrix that is used with the criteria weights to find the best service by employing a MCDM technique. The MCDM method is parallely applied to all time slots to compute the service rank of each service, and the top ranking service in each time slot is selected.
Step D: To consider the dynamic nature of time when selecting a service, we consider the freshness of the QoS values of a service depending upon its distance from the time spot at which the decision has to be made. Each time slot is therefore assigned a time slot weight which progressively decreases from a maximum value of 1.0 (for the most recent time slot with respect to the time spot) to successively lower values for older time slots until it reaches a minimum value of 0.4. Thus the QoS performance values of services in recent time slots have a much higher impact on the final service selection decision than the values of services in older time slots.
Step E: The service selection results obtained in Step C above are combined by an aggregation process using the time slot weights determined in Step D. The aggregation yields the overall service rank in the pre-interaction time period, from which the final service selection decision is made.
The sequence of flow in the working of our proposed approach is as shown in Fig. 4 . We elaborate Step C of our proposed approach in the following section, while Steps D and E are discussed in Sects. 4.2 and 4.3 respectively.
Finding the Top Ranked Service in Each Time Slot
The objective of this step is to find the highest ranked service in each time slot based on the QoS performance values ofthe available services, using MCDM. We use two 
TOPSIS Method
The calculation steps for determining the service ranks in an individual time slot byTOPSIS are as follows:
Step 1: QoS values of all the services in each time slot form an evaluation matrix D, which has the following form. 
where, S 1 , S 2 . . . S m are the m available services; C 1 , C 2 . . . C n are the n criteria and each r i j is a measurement of the performance of service S i under criterion C j .
Step 2: Since each criterion has its own units and range, the evaluation matrix in Eq. 1 is normalized to make the QoS values of different criteria comparable. The normalized evaluation matrix N is given by:
where
Step 3: The user's preference information is incorporated by finding the weighted evaluation matrix. If the criteria preference weights provided by the cloud service user ('decision maker' in MCDM terminology) are w c 1 , w c 2 , . . . w c n (such that: w c i ≥ 0 and n i=1 w c i = 1), then the corresponding weight matrix is given by an n × n diagonal matrix W c whose diagonal elements are w c 1 , w c 2 , . . . w c n . The weighted evaluation matrix V is determined by the product of the normalized evaluation matrix N from Eq. 2 and the diagonal weight matrix W c , as shown in Eq. 3 below.
where, w c i ≥ 0 and w c i = 1.
Step 4: The weighted normalized decision matrix V is used to determine the ideal solution (A * ) and the anti-ideal solution (A ) as follows:
Step 5: The separation measure for each service from the ideal solution (denoted by D * i ) and the anti-ideal solution (denoted by D i ) are determined by:
and
Step 6: The final step in TOPSIS is to find the similarity index which combines the two separation measures obtained in the previous step. The similarity index G i corresponding to each service S i is given by:
The service corresponding to the highest G i is selected as the best service within the time slot under consideration.
ELECTRE Method
Compared with MAUT-based methods such as TOPSIS, this method is more complicated; the simplest variant of ELECTRE involves up to 10 steps. Itperforms a pairwise comparison between the alternatives and builds an outranking relationship between them. This relationship is then used to identify and eliminate the alternatives that are dominated by other alternatives to yield a smaller set of alternatives (called the kernel). A variant of this technique called ELECTRE II yields a complete rank order of the original set. The first three steps of this method are similar to the TOPSIS method outlined in Sect. 4.1.1. The remaining steps after calculating the normalized decision matrix V (Eq. 3) are as follows:
Step 4: Let J = { j| j = 1, 2, . . . n} be the set of criteria and concordance sets S k,l and discordance sets D k,l for all pairs A k and A l of alternatives. Where k, l = 1, 2, . . . m and l = k. Also,
Step 5: Find the concordance matrix:
where i lk is the concordance index for the alternative pair A k and A l and is given by:
Step 6: Find the discordance matrix:
Step 7: Calculate the arithmetic mean of the concordance matrix, given by:
Using the above calculated I find the Boolean matrix F, i.e.
where,
Step 8: Similarly calculate the arithmetic mean of the discordance matrix:
The corresponding Boolean matrix G for the discordance matrix is given by:
Step 9: Using matrices F and G, form the composite matrix H such that:
Where,
Step 10: The matrix H indicates the preference such that h k,l = 1 ⇒ A k ≺ A l , but it is still possible that A k is dominated by other alternatives. In our framework, we calculate the row sum of this matrix which gives the rank of each service, and the service corresponding to the highest rank is selected.
Calculation of Time Slot Weights in the Pre-Interaction Phase
The objective of this step is to reflect the relative importance of time slots by assigning an appropriate weight to each time slot. As mentioned previously, in our approach we consider that time slots nearest to the time spot have more importance than the distant time slots (Fig. 3) . If there are n time slots t 1 , t 2 . . . t n , then the corresponding time slot weight for each time slot t i is given by the following logistic decay function i.e.:
where, t i is the time interval between the interaction time spot t p and the time slot in consideration t i . The properties of this logistic decay function are controlled by the constants A, K , B, and M. Where, A is the lower asymptote, K the upper asymptote, B the growth rate and M the time of maximum growth.This gives a weight to each time slot in such a way that the most recent time slots (which are immediately preceding the time spot) have a higher weight as compared tothe distant time slots which will have a lower weight. In our approach, we consider that the first few time slots closest to the time spot have the maximum weight (w t ≈ 1); thereafter, the weight decreases for subsequent time slots and remains constant after reaching a minimum value of 0.4 (represented by the constant K in Eq. 18). In Fig. 5 , we plot 3 decay curves, each varying on the importance of weights that it gives to the time slots nearest to the time spot. Curves 1, 2 and 3 give a weight of 1 to the 50, 100, and 150 time slots (value of M) from the time spot, respectively. The values of other constants for plotting these curves are A = 1; K = 0.4 and B = 0.5.
Aggregation of Individual Time Slot Results
After determining the top ranking service in each time slot using a MCDM technique (Step C) and calculating the weight (time decay) of each time slot (Step D), the overall rank of a service in the entire pre-interaction period is calculated in this step. Using the individual service selection outcome for all time slots, we construct a Boolean matrix (Eq. 19), such that the element u i j corresponding to service S i and time slot t j equals 1 only if service S i is the top ranked service in time slot t j .
Where u i j = 1 if S i ranks at the top in time slot t j 0 otherwise
Thus each column of the above matrix U represents the MCDM outcome for all available services in one time slot, while each row represents the TOPSIS outcome for one service in all time slots. Using this matrix, the overall aggregated rank R i of service S i is calculated by
Where w j is the time slot weight This process is repeated for all the available services (each row of the matrix U ) to find the overall rank of each service in the entire pre-interaction period. Alternatively, the product of the Boolean matrix U and a column vector containing the time slot weights w 1 , w 2 , . . . w n , yields a column vector representing the overall service ranking. i.e.
where w j , ( j = 1, 2 . . . n), is the time slot weight and the service S k corresponding to the maximum overall ranking R k is then selected as the best service for the user.
In the next section, we discuss the experimental validation of our proposed approach for cloud service selection.
Experimental Validation
Data
To validate our approach we used the QoS monitoring data of five Amazon EC2 IaaS cloud services. The data was collected by cloudclimate (www.cloudclimate.com) using the PRTG monitoring service (https://prtg.paessler.com). The dataset consists of hourly measurements of response time for 300 days (from 1-26-2012, 2 PM to 21-11-2012, 2 PM) of the five EC2 instancesto short load tests which reflect the CPU, Memory and I/O performance of the monitored services. In addition to these three criteria, we included the price per hour for each service, quoted by Amazon (www. amazon.com), as the fourth criterion. TheEC2 services included in this data set and their respective prices for hourly usage are given in Table 2 .
The services in this data set were of EC2 small and micro instance type. We observed that, in terms of performance, the micro instance services overwhelmingly surpassed the small instance services. The performance of the CPU, memory and disk of the micro instances-although more volatile-appears to be 3-5 times better than the performance of small instances. Our proposed approach relies on MCDM, therefore a data set consisting of more than three services was necessary to test our approach. As no other real data were available for this experiment, we scaled the data using range scaling to make them comparable for this simulation while keeping intact the temporal QoS variations, rather than generating artificial data. QoS data for each service was scaled along all criteria over the entire dataset (i.e. all time slots) using the following formula,
Where, r i j is QoS value of service S i in terms of QoS criteria C j and max(r j ) and min(r j ) are the maximum and minimum values, respectively, for each criterion(in column j of the decision matrix in Eq. 1). We used a time slot length of 24 h, dividing the available dataset into 300 time slots and using the QoS values of 2.00 PM each day as the decision matrix for each time slot. A portion of the data (for time slots 1 to 100) is given in Table 3 , where C 1 , C 2 , and C 3 represent the QoS of CPU, memory and I/O respectively, while C 4 (not shown in Table 3 ) is the cost per hour for usage (shown in Table 2 : Column-4), which was constant throughout the duration of the data collection and S 1 -S 5 represent the 5 services. The complete dataset is plotted in a graphical format in Fig. 6 , which shows continuous variation in the QoS criteria values. The arithmetic mean of the dataset being considered is given in Table 4 . These values are used as input for our simulation models (described in the next subsection).
Simulation Models
The dataset described in the previous sub-section was used to select the best service in four different simulation models. The four simulations were performed using TOPSIS and ELECTRE as the means for MCDM at each time slot. The objective was to discover whether there was any difference between service selection outcome using average QoS data over the pre-interaction period and service selection outcome using their individual rank in each time slot and also to determine the effect of time slot weights on the overall service ranking. The four simulation models used were:
Model I Service selection by applying MCDM to average QoS values (existing approaches). Table 3 The QoS data of services S 1 -S 5 in first 100 time slots from the time spot Table 3 continued Table 3 continued Table 3 continued Table 3 continued Model II Service selection by aggregation of MCDM outcomes in each time slot and using constant criteria weights without time decay. Model III Service selection by time decay aggregation of MCDM outcomes in each time slot and using constant criteria weights. Three variations of the logistic time decay function were used in this simulation. Model IV Service selection with different criteria weights for each time slot, determined using the entropy method. In this simulation model, we repeat the experiments in simulation models I, II and III with entropy weights of each criterion as simulation modelsI e II e and III e respectively.
In simulation models III and III e , three logistic decay functions are used to calculate the weight of each time slot. These functions give a maximum value of 1 to the time slots near the time spot and logistically decrease the weight to the minimum value of 0.4 for older time slots. The first logistic decay function gives the maximum weight of 1 to the first 10 time slots from the time spot and then logistically decreases to 0.4 up to the 150th time slot. In the second decay function, the lowering of the time slot weight from the maximum value of 1 begins after a longer period of time from the time spot (from 50th time slot), thereby giving older time slots slightly more importance than the first decay function. In the third decay function, the weight decay starts after 100th time slot from the time spot and decreases to the minimum value of 0.4 up to the 160th time slot. Using the logistic decay function with three different parameters enables us to see the relative effect of the manner in which the time slot weight decay affects the final aggregated service selection.
In the simulation models I, II and III, we used neutral criteria weights (the same weights for all criteria). When average QoS is used for MCDM-based service selection, the criteria weights cannot reflect users' changing requirements over time. By contrast, our approach performs separate MCDM analysis for each time slot, therefore it is possible to use different criteria weights in different time slots. In simulation model IV we repeat the simulation model II and III by dynamically calculating the criteria weights using the entropy method for each time slot to demonstrate this additional capability of our approach.
The entropy method estimates the relative importance (weights) of the criteria using the concept of Entropy in information theory. The entropy value gives an estimate of the amount of information contained in the decision matrix (Eq. 1) and is given by the following equation [33] .
where r i j are the values in decision matrix (Eq. 1) and r i j . ln r i j = 0 if r i j = 0. Using these entropy values the weight for each criterion is calculated as;
Using this method,we first calculate the entropy for each column in the decision matrix and then use it to find the corresponding criterion weight. The criteria weights for the decision matrix formed by average QoS are given in Table 5 . The criteria weights for each time slot of our experiment calculated using this methodare given in Table 6 .
Results and Discussion
Histograms of the CPU, memory and I/O for response time for services in the dataset are given in Fig. 7 . This shows that some of these measurements have a bi-modal Table 5 Criteria weights calculated using the entropy method for decision matrix formed by average QoS ( frequency distribution or have a scattered distribution, which means that the mean (shown in Table 4 ) cannot effectively represent the entire data; thus in this scenario, MCDM based on average QoS (used in existing approaches) is not a reliable method for service selection. The final service selection results obtained using the three simulation models described in the previous sub-section are presented in Table 7 . Service S 3 is selected by using simulation Model I, which uses the average of QoS values with TOPSIS. The same results are obtained by using ELECTRE in Model I.
The results of the service selection (using TOPSIS and ELECTRE) using simulation Models II and III in each time slotare given in Fig. 8 , where S 5 has the highest rank in both models.Our proposed framework (Models II and III) leads to the selection of Service S 5 . Although,aggregation without time slot weights in Model II and aggregation with variation in time slot weights in Model III leads to the selection of the same service, there is a considerable variation in the ranking values assigned by each model. This variation in rank values shows that having a weight for time slots is effective in controlling the relative importance of new and old QoS values. This is further evident from the difference in the aggregated output values calculated by using the three logistic decay curves to calculate the time slot weights (Models III(a), III(b) and III(c) in Table 7 ).
These results show that selecting acloud service by using average QoS can lead to the selection of a service that has a better service average but is not the best service, due to thevariations inQoS performance of IaaS cloud services. Our proposed approach is capable of taking these variations into account by considering the entire QoS history instead of using average QoS.This approach captures the variations in performance of services and gives more importance to recent QoS data without discarding the older QoS data (which is accorded less importance), which in turn leads to more reliable cloud service selection. In simulation Model IV, the ability of our proposed approach to use different criteria weights in different time slots was assessed by using the entropy method [33] to dynamically calculate the criteria weights for each time slot. The final service selection results are given in Table 8 (wherein the superscript e denotes that the entropy weights have been used in the simulation models).Although the overall service ranks in simulation Model IV are the same as those obtained using fixed criteria weights (Table 7) , there is nevertheless a variation in actual rank values assigned to each service, which suggests that in scenarios where users' criteria vary with time depending on changes in workload or predictable seasonal variations in business needs, our approach is able to use dynamic criteria weights to take these changes into account.
Conclusion and Future Work
In this paper, we discussed the cloud service selection problem and proposed a novel cloud service selection framework in which the QoS history is divided into several time slots. A service selection decision is taken at each time slot and all decisions are aggregated to find the overall optimal service. The decisions at time slot level are taken by applying TOPSIS or ELECTRE to the QoS data at each time slot along with the user criteria weights. We compared the results obtained using this approach with those obtained by existing approaches in which a MCDM technique is applied to average QoS data. We found that, due to the variations in service performance resulting from the dynamic nature of the cloud environment, the compared approaches do not lead to the selection of the same service. Furthermore, we found that the overall service rank also depends on the weights assigned to the time slots, which can be used to control the relative importance of older and newer QoS data in the decision making process. In addition to time slot weights, our proposed framework also permits the use of different criteria weights for each time slot. This feature is useful when there is a seasonal variation in service users' requirements, and as a result, the criteria weights also vary between time slots.The framework proposed in this paper deals with service selection in the pre-interaction period only. Work on post-interaction service migration decisions is needed, and several other important factors such as the cost of migration in terms of service disruption and data transfer, etc. also need to be included in the decision making process. Furthermore, there are several adjustable parameters in the logistic decay function (Eq. 18) and more work is needed to determine their optimal values for various decision making scenarios. This is our future work.
