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A Ieitura da primeira liúa da definição 1.3.1 deve ser: os parâmetros e as constantes são termos.
A Ieitura da definição 1.3.2 deve ser: Um termo fechado é rrm termo onde não ocoÍrem parâmefios.
Páry.26
A última frase da págaadeve ser eliminada do texto.
Páry. 28
A leitura da linha 14 deve ser: os elementos de .Ií designam-se por nrís do modelo .Â. observemos que D e
F determinam, em cada nó &, uma estrutura clássica Z(k), cujo rmiverso é D(k) e cujas relações ps17,;
são definidas da seguinte forma: se P é um símbolo predicativo n-ário da linguagem e t1...tne D(7,) então
(h"'t") € Ps17,; sse tr P"(\...t,), considerando que as constantes são interpretadas pelos mesmos
elementos em todos os domínios.
Pá9.29
Na demonstração de2.2.4, onde se lê «Lema l», deve ler_sel*ma2.2.3.
Na demonstraçáo de 2.2.5, onde se rê «definição r»», deve ler-se definiç ão 2.2.r.
Pág.31
Nos exemplos I e 2, onde se lê «Lema 1»», deve ler-se Lema 2.2.3 eonde se lê «Lema 2»>, deve ler-se Lema
2.2.4.
Pág.38
A primeira parte da demonstração de2.3.l3,correspondente a 30 linhas, deve ter a seguinte leitura:
se II g então, pelo Lema da saturação, existe f'c-saturado tal que Pf r e|vg. seja L, a
linguagem, com conjunto de constantes C, das sentenças de l/.
consideremos uma sequência numerável cb ..., cn, ... de conjuntos disjuntos e numeráveis de constantes
que não pertencem a,C'.
Tomemos t'm modelo de Kripke fi: (K, ( , D, F ) tal que:
(a) K é o conjunto de todas as sequências finitas de números naturais, incluindo a sequência vazia,
consideradas na sua ordem naturar. Assim, se 7 e â pertencem a K e à: (nrrnrr...ni) e
fi: (m1rm2s...;rrti1 ...mr) entãoà Sàsse j ( lemr:rtrtrn2: nzr...rrnj:Ttitotseja, o segmento
inicial de â, com comprimento j, éà.
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Refira-se que o primeiro nó do modelo é a sequência vazia, que denotaremos por ( ).
(b) Para cadaà decomprimento j > 0, seja C (à) : CsU C1U... U Ci, onde Co : C.
o conjunto de sentenças válidas no primeiro nó é r' e o coqiunto de constantes correspondente c(g) é
Co: C. Tomemos:
D(à), : C(à) e r.(à) : : L, u C(à)
(c) seja At(t) o conjunto de todas as fórmulas atómicas na linguagem ^c(@. varnos definir o conjunto de
fórmulas atómicas válidas em cada nó, E(d), por indução no comprimento i deà.
Se j: o'à e a sequência vazia- Relembremos que o conjunto de sentenças válidas neste primeiro nó é 1-,
C-Saturado. Tomemos então E(( )) : I, n,4ú(( )).
supoúamos que E(7) está definido e vejamos como definir o conjunto de fórmulas atómicas válidas para
cada um dos nós (de comprimento j * 1) acessíveis a partir de ?, por forma a ser saturado com respeito a
uma determinada linguagem.
Consideremos 'ma enumeração de pares de sentenças em L(à),digamos (oo,ro),(or,rr)r..,,(ot,T,),...,
tal que para cada i > O,»(à) U o, f ri.
Aplicando o Lema da saturação a»(à)lJ o, e r,,para cada i, obtemos l(à,ü saturado com respeito auma nova linguagem L(à,ü, verificando-se que
E((n1,n2,...ni,i)) : : f(7, ü n k(à,ü.
Provemos agora o seguinte facto:
Páry.40
o, e l(à,t) r(à,ü / ru. seja
A fnalizaão da demonstração de2.3.r3 (rinhas r7-zr)deve ter a seguinte leitura:
Ao longo desta demonstração construímos um modelo.Ê cujo primeiro nó 0, força r, visto que0Ft,etct/.
Por outro lado, r' I <p impricaque r(( )) v g. portanto, pero lema gue acabámos de provar, 0 v ,?.
Assim, tomando ta = Q,temos que k0 F f mas tço F p.
Páry.42
Na demonstração de 2.3.17,
onde se lê:
Seja I(/c) o conjunto de sentenças verdadeiras no nó k € K.
(r'&)'sekeKr
Tomemos t(k) : { fr(f), se k e Kz
IC,selç:lco
Onde C é o conjunto de constantes da linguage,m.C.
deve ler-se:
mas
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Para cada nó h e K,definimos a estrutura associada:
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»(k):
onde lu | é o conjunto de constantes da linguagem l, se existir alguma, caso contrário lzl contém umítnico elemento, digamss a. paru ,i : 1,2 definimos os mergulho s f6 :U.(t6o) -, ü(kt) por c H eo4^1 no
caso de haver constantes em ,4, ou' caso contrário, escolhemos arbitrariament e at Ç l.(ki e a2 e \.(k2) e
definimos Í{o): o;.
Pá9. A
Na demonstração de 2'3'lg, onde se lê «lç"V g(c)»>, deve ler-se /c" É ek) e onde se lê «/c, V g(a)»>, deve
ler-se ko V p(").
Pag.43
Na identificação da linguagem de LP,onde se Iê «símbolo o-ário !»», deve ler-se símbolo unário !.
Pág.51
Nalinha 16, ondese lê4P6. Vr(r x { : * xy+a),deve ler_se Ap6.y*y(r \ { : r x g+r).
Pá9.69
Na demonstração de 3'5'8, onde se lê «Proposição l», deve ler-se proposição 3.s.7 eonde se lê «Teorema I
da secção 3.2»», deve ler-se Teorema 3.2.12.
Páry.76
Na linha 30, onde se rê «<nota de rodapé da página 43»», deve ler-se nota de rodapé dapágiaa 44.
Páry.77




Na demonstração de 3.5.2o,onde se lê «Lema 3.5.13», deve ler-se Lema3.5.r2.
Pás.85
Na demonstraçãa de 3.5.22,onde se lê «corolário 3.4.r»»deve ler-se cororáno 3.4.2.
Pás.86
Na definição 3.6.1, onde se lê «<translação»», deve ler-se tradução.
2h(lr), se k, e K1
\z(k),se k e K2
fZf,se tç:tco
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Uma interpretação informal da lógica intuicionista foi traduzida nos anos 30 do séc.XX
pela semântica Brouwer-Heyting-Kolmogorov, que explicita verdade intuiciontsta oomo
demonstrabíltdode (num sentido intuitivo).
Desde entâo surgiram várias semântioas adequados (mais ou menos formais) paÍa esta
lógrca, nomeadamente a semântica de Kripke. Esta semântica reflecte uma úordagem em
tsrmos de valuações, mais dinâmica do que a clássica Ao admitir a existência de diferentes
estádios de conhecimento (possíveis mundos), os modelos de Kripke permitem interpretar
'ofalso" como "ainda não é verdadeiro". Sendo uma semântica relativamente simples permite,
no entanto, um coqiunto diversificado de convenientes aplicações.
Confudo, o problema de formalizar a semântica BHK e estabelecer a completude da
lógica proposicional intuicionista com respeito a esta semântica, ficou em aberto durante
décadas. Apresentamos um dos mais recentes avanços nesta matéria: a semântica de
Artemov. Demonstramos a completude da sua lógica de demonstrabilidade explícit4 LP,
que além de fornecer uma resposta ao problema, permite simultaneamente encontrar uma
semântica de demonstabilidade adequada para a lógtca modal 54 de Gtidel.
Abstract
The problem of establishing completeness
in Intuitionistic Semantics
An intended informal meaning of intuitionistic logic was given in the 1930s by the
Brouwer-Heyting-Kolmogorov semantics which understands intuitionistic truth as
provability.
Since theq a number of (more or less formalized) adequate semantics, such as Kripke's
semantics, appeared for intuitionistic logic. This particular semantics reflects a more dynamic
approach then that of classical assignment of truth values to the propositional variables.
Admiting various stages of knowledge (possible worlds) Kripke models interpret the value
'Talse- as 'hot yet true". It is a fairly simple semantics but it is convenient for its
applications.
The problem of formalizing the BHK semantics and establishing the completeness of
propositional intuitionistic logic with respect to this semantics remained open for decades.
We present one of the most rece,nt advances in this area: Artemov's semantics. We establish
the completeness of his logrc of explicit provability (tP) whrch provides an answer to the
proble,m and an adequate pnovability semantics for modal logic 54 suggested by Gôdel.
«It does not make sense to think of truth or falstty of a
núhemdical stotement indePendently oÍ aü lmowledge concer-
ning the stdement. A statemeú is true f we hwe a proof of it' and
fatse tf we cut show that the asunption thú there is a prooffor
the stúement leads to a aüraditíon For an wbitruy stúement
we can therefore rat assert thd it is eítlur true orfalse.»
A. S. Troelstra e D. van Dale& Constnrcttvism in
Iulathematics. An Introdtrction, vol.l pág.a (1988)
Introdução
A abordagem construtiva da Matemátic4 segundo o espírito de Brouwer (1881-1966) e
de Heyting (1898-1980) ficou coúecida como Intuicionismo-
Os argumentos filosóficos de Brouwer baseiam-se essencialmente na intuigão
matemática. Um dos aspectos mais relevantes do seu trabalho é requerer a "existência
efectiva", ou seja, a obrigatoriedade de especificação dos objectos matemáticos que
afirmamos existirem.
A origem da diferença entre a lógica intuicionista e a lógica clássica reside, portanto, no
significado de verdade. De acordo com Brouwer, verdade signifrca demonstrabilidade. Esta
noção de verdade reflecte-se essencialmente na interpretação dada ao conectivo V e ao
quantificador 3.
A interpretação intuicionista dos operadores lógicos, fornecida implícita e infonnalmente
por Brouwer em 1908, foi introduzida com maior precisão e de forma explícita, por Heyting
em 1931 e por Kolmogorov em 1932, com abordagens aparentemente distintas mas que
acabaram por se fundir numa única interpretação que ficou coúecida como interpretação
BHK @rouwer-Heyting-Kolmogorov). Nesta semÍintica da lógica intuicionist4 as noções de
prova constrúiva e operação construtiva surgem como noções primitivas e portanto bastante
vagas. Talvez por esse motivo, BHK nunca se teúa tornado um instnrmento verútil oomo a
se,mântica clássica.
Das diferentes semânticas que desde então surgiram para a lógica intuicionista,
escolhemos, como âmbito deste tabalho, a semântica de Kripke e a semântica de Artemov. A
somântioa de Kripke, fornece uma técnica rápida para verificagão da não derivúilidade de
determinados resultados, nomeadament€ formulas deriváveis na lógica clássica que o não são
na lógica intuicionisüa- A semântica de Artemov, poÍ sua vez, vai ao enconto dos ideais
9
construtivistas, na medida em que formaliza a interpretação BHK revelando-se adequada 
à
lógica intuicionista
No capÍtulo introdúório, depois de uma breve apnesentação do raciocÍnio construtivista'
descrevemos a interpretação BHK e apresentamos um siste,ma de dedugão natuml 
possível
para a lógica intuicionista
No segundo capítulo desenvolvemos a semântica de Kripke que, na nossa opinião' é
refeÉncia obrigatória num trabalho alusivo à lógica intuicionista, uma vez 
que a definição de
modelo de Kripke traduz a forma como um constnrtivista concebe a evolução do
coúecimento matemático. Na secção 2.3 desÚe capítulo provamos que a lógica intuicionista 
é
válida e completa com respeito a esta semântica'
Finalmente, no capítulo 3, exploramos o sistema LP,ntoduzido por sergei Artemov em
1995. Este sistema vem Íesponder a uma questão que pennaneceu em aberto durante 
décadas:
encontraÍ uma semântica formal para a lógica proposicional intuicionista eapaz de 
raduzir
verdade intuicionista como demonstrabilidade e especificar os conectivos afavés de
operações com provas, habalho realizado informalmente pela semântica BHK. Propomo-nos
demonstrar a adequação de LP,utilizando uma interpretagão arimrética da sua linguagem, 
na
teoria AP. Na secção 3.6 deste último capítulo faremos um esboço do trabalho 
que seria
necessiário desenvolver para obter a formalização de BHK e a completude da lógica
proposicional intuicionista com respeito a essa semântica'
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Capítulo 1
uma introdução à lógica intuicionista
semântica e sintaxe
7. 1 O ruciocínio/pensamento consttuÍivista
A mafemática tradicional, não consüutivi@ e a lógioa que lhe está associadq designart-
se por clássicas.Por outro lado, a matemrâtica construtivista de Brouwer, e a correspondente
lógcr, dizem-se intuicionistas.
Brouwer rejeita a maneira cftissica de fazer matemática, criticando muitos pontos
tradicionalmente aceites. Considera acima de tudo que a matsmática é uma actividade 
mental
construtiva. Consequentemente, tanto os objectos matemáticos, como a§ suas propriedades'
são constru çfres mmtais @umme$ 2000). Nesse sentido, a verdade não é absoluta' 
Um
indivíduo não pode considerar que uÍna proposição é verdadeira ou falsa independentemente
do seu conhecimento. uma proposição é verdadeira para rlm indivíduo se ele tem uma
construção (demonstração) que a estabelece. segundo Brouwer, neste processo de decisão 
da
validade da proposição, a linguagem não deve representar nenhum PaPel, sendo intoduzida
ap€nas por uma quest?io de comunicaçiio.l Por esse motivo, e contrariamente à opinião de
muitos matemráticos, para Brouwer a lógica não é à matemática mas sim
dependente dela.
Por outro lado, Brouwer considera que a lógica clássica não é 'fiável'. um dos
argumentos que apresenta é baseado no faoto de fornecer demonstações de existência de
determinados objectos sem incluir na demonsfação a construção dos referidos objectos. Para
um intuicionistA a sentença 
*existe um número primo maior do que 161010:: é mais forte do
que a sentença 
*é impossível que o conjunto dos números primos se esgote antes do número
161010». Logo, para pÍovar que a primeira é verdadeira não basa provar que a segunda o é'
Para provar a primeira se,lÉ necessário e,lrcontrar, no coqiunto dos números primos, um
elemento maior do que lOro'oe exibi-lo.
11á duas leis, incorrectas segundo o pensamento constrrÍivista, que são, frequentemente,
responúveis pelo tipo de demonstrações acima referidas, nomeadaÍnente o Prirrcípio do
terceiro excluído e a Eliminação da fupta negação (úilizada no método de redução ao
absurdo). para nos convencennos da não validade destas leis clássicas, na lógica
rBrouwer, l9l2: *And in the constuction of [alt mathematical sets of units which re entitled to that name] neither
the ordinary languagp nor my symbolic language cm have any 9th:r rôle than that of swring as a
nonmaths,matiel arr,ilú to assisrtte math€mafiá memory or to enúle ditrerent individual§ to build up üe
sf,rc ssl- (EPtein, 1995)
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intuicionista, consideremos os seguintes contra+xemplos baseados em questões que estão,
até ao momento, sem Íesposta.
1. O Princípio do terceiro excluído não é válido.
A título de exemplo consideremos a coqiectura' G, de GoldbactU segundo a qual cada
número par maior do que 4 é a soma de dois números primos ímpares.
Podená um intuicionista afirmar Çtl =G? Rapidamente encontramos exemplos
particulares que nos levam a acreditarque a conjectura é verdadeira:6:3 *3; 8:3*5i
10 : 5 *6; t2: 5 * 7; L4: 7 *7; 16 : 3 * 13; ... No entanto, como não conseguimos
efectuar uma pesquisa infinita percorrendo todos os nímteros naturais pares maiores do que 4,
com este pÍooesso poderemos apenas obter, eventualmente, um contra-exemplo, mas nunca
uma demonshação da validade da conjectura. Por outro lado, como ainda não foi encontrado
um número par maior do que 4 que não seja soma de dois números primos ímpares, não
podemos provar -G . Para poder afirmar G Y '--G, um intuicionista teria que apresentar uma
construção que decidisse qual das alternativas é verdadeira, demonstando assim a validade
de G ou a validade de -G.
2. A Eliminação da dupla negação não é válida.
Consideremos a dízima que representa o número real r; 3rL4L59265.... Embora se
coúeçam mais de um trilião de casas decimais, poucas regularidades foram ainda
enconf:adas nesta expansão decimal. Consideremos, por exemplo, a sentença p: "Existe uma
sequência de 9 noves na dízima correspondente a7Í".2
Embora até ao momento não se tenha e,ncontrado uma tal sequência de noves, e não haja,
portanto, fundamento para afirmar a validade de g, tamEm não se conseguiu provar que essa
sequência não existe. Sendo assirn, não pode,mos, c,om o nosso conhecimento actual, afiirmar
ou refirtar d. No entanto, podemos justificar a validade de -(p n -p) já que as duas
hipóteses em aberto não podem ser simultaneame,lrte verdadeiras. Com um argumento
análogo se justifica a validade de -(-g A --g) que, oomo vel€mos adiante, tambérm na
lógica intuicionista é equivalente a --(g V -p). Logo --(p V -P) é intuicionisticamente
válida, mas (p V -ç) não o é. Portanto, --ú +tb não pode ser intuicionisticamente válida
Os exemplos que acabámos de analisar sugerem já que o conectivo V e o quantificador
:l siio dE g;úre, a importÍincia no pensamento constnrtivista- Repare,mos que o primeiro exige
uma decisão efectiva e o segundo a exibição de um determinado objecto que pÍocuÍamos e
2Uma sequênçia de oito noves é eircontrada na posiçâo 36 356 642 cnrrtadx a partir rta primeira casa decimal
(www j oyofpi.corn/pifrcts.hfrnl).
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suspeitamos que exista. Comparemos este tipo de raciocínio oom o clássico- Classicamente
podemos de,monshar que g V ty' é verdadeira provando que se tem -(-9 n -ú), sem que se
coúeça qual das componentes I ou ?h é demonstn[vel. Também atp@) pode ser
demonshada classicamente por redução ao úsurdo, mostrando que a sua negação conduz a
uma contradigão, sem que fiquemos a coúecer um objecto apropriado a tal que rp(o)'
1.2 A interPretaçõo BHK
Apresentemos então uma interpretação inforrral do conceito de "demon§tração",
coúecida por interpretação BHK @rouwer-Heyting-Kolmogorov). Esta heurística foi
inicialmente proposta por Heyting que te,ntou ser fiel à filosofia de Brouwer e ao espírito
construtivista. Ao introduzir a sua proposta de semântica de demonstrabilidade para a lógica
intuicionista, Kolmogorov utilizou uma abordagem fundamentalmente distinta da apresentada
por Heyting.
Enquanto Heyting interpretava a lógica intuicionista baseado na noção de construção e
prova de um intuicionista, Kolmogorov (e mais tarde Gõdel) esboçou uma interpretagão desta
lógica baseada na noção usual de pÍova (que, no sentido clássico, é solução de um problema)-
A proposta de Kolmogorov passav4 portanto, por definir a lógica intuicionista através da
matemática clássica.
No trabalho que iremos desenvolver ao longo do terceiro capítulo é essencial ter prosente
os objectivos de cada autor e distinguir as duas abordagens, no entanto, por a8ora, se
encaraÍÍnos cada proposição como um problema e a solução do proble'ma como a respectiva
prova, tal como Heyting posteriormente admitiu (Troetstra e van I)alen, 19S), a essência
das duas interPretações é a mesma.
BHK descreve o que é uma demonstração de uma fórmula composta a partir das
demonstrações das suas componentes. Supomos que a noção primitiva de demonstração de
uma fórmula atómica é conhecida (como já foi referido entende-se por demonshação um tipo
particular de cons6ução mental). Supomos também que as consilruções, que serão designadas
pelas letras A,B,C,..., têm determinadas propriedades de fecho. Por exe'mplo, se Á e B são
construções, então o par ordenado (A,B) é uma construção e A(B) é uma construçpo que se
obtém aplicando a constnrção Á à consfugão B.
Consideremos oomo primitivos os conectivosA, V, +e I.3 Suponhamos queD é um
coqjunto não vazio de objectos já construídos que, por abuso, vamos identificar com as
constantes que os designam.
30 sÍmhlo J- dsnota o absurdo (contradição ou proposiçâo s€ÍnPre falsa). Se considerássemo§ a um conectivo




l. Aéuma demonsüação de gAtl sse Á é um par ordenado (B,c) tal que B é uma
demonshação de g e C é rlma demonstração de t/'
2. A éuma demonstração de g V t/ sse Á é um par ordenado (o,C),em que o € {0, t'} e
c éumaconstrução,tal que, §e(r:0entãoc demonsta(p, ese a:1. entãoc demonshat/.
3. A é uma demonstação de ,P+.h sse á é trma conshução que converte cada
demonsüação B de I numa demonstração A(B) de$'
4. Neúuma construção é uma demonstação de I'
5. Aéuma demonshação deYry@) sse á é uma construção tal que, para cada d e D'
A(d) éuma demonstração de 9@')-
6. Aéuma demonstração dearg@) sse Á é um paÍ ordenado (d,,C) tal que d eD e C
é umademonstação de P(d).I
1.2.1Obseraçõs:
l.oconrctivo-define-sepor-9::9+I.Resultadestadefiniçãoqueáéuma
demonstração de -g sse Á é uma consfiução que converte cada demonshação B de (P numa
demonshação A(B) de J- . Como esta última não existe, equivale a dirrlt que é impossível
enconhar uma demonstração B de 9.
2. A interpretação BHK dá-nos uma ideia intuitiva do que é ou não correcto na lógica
intuicionisüa- Reparemos, por exemplo, que esta interpretação dos conectivos é concordante
com as propriedades da disjunçáo e da existência defendidas por Brouwer. A primeim
propriedade diz respeito ao facto de Brouwer considerar que uma dernonstração de 9V rl:
consiste ou numa demonstração de I ou numa demonshação de lrb'A propriedade da
existência traduz o facto de uma demonshação delag@) consistir, obrigatoriamente' numa
construção de um objecto apropriado, d, do domÍnio (ou na sua apresentação, caso o domínio
seja suficientemente simples e não se levantem dúvidas a§erca da pertença do elemento ao
domínio) e numa de,monstação de <pQfl.
Com os exemplos que se seguem ilustrmos a úilização desta interpretação informal na
justificação da validade (intuicionista) de algumas regra§'
122 Exemplos:
l. p Aú-p é verdadeirq quaisquer que sejam I e lb'
Seja (Á,8) uma demonsffi@o de rpAtl. Tomemos uma construgão C tal que
C(A,B): á (aplicação húitualmente designada por primeira projecção). C é uma
constução que converte cada de,monshação de I Ary' numa de'monshação de 9' Logo, por
definição, C é uma demonsfração de I A l;+9.
l4
2. (-,V A-,rl)+-(9v 4r) éverdadeira, quaisquer que sejam I e Ib.
Seja (Á,8) uma de,monstraçiio de -g n-t[ Pela definição do conectivo -, Á converte
uma demonshação de rp numa demonstração de I e B converte uma demonshçáo de {;
numa demonstração de l- . Pretendemos encontrar uma constuçâo C que transforme (A' B)
numa demonsüagão C(A, B) de -(g V ty'). Tomemos umademonshação (o' D) de I V rl:.
Seja .E uma construgão tal que E(a,D): : A(D) se a: 0 e E(a,D): : B(D) se
a: L.
Definida deste modo, a contrução -E transforma uma demonstração de I V ty' numa
demonstração de I , portanto.E demonsüa '-(çV tD.
Em qualquer dos casos ficou explícita uma constnrção C que transforma a demonshação
(A, B) de que partimos numa demonstração de -(rp V t/).
sendo assim, definindo c(ArB): E , concluimos que c demonstra
(-p A '-r[)+=(9V rlt).
3. -(p V ú) - (-p Â -rli éverdadeirq quaisquer que sejam I e ?b.
Seja Á uma demonshação de -(p V t/). Então Á converte uma demonsfação de 9v rl:
numa demonshaçiio de l-. Pretendemos enconfiar uma construgão B que transforme Á
numa demonstração B(A) de -9 A-tls. Tomemos uma demonshação C de I e uma
demonstração D de ú. Desse modo (0, C) e (1, D) são demonstagões de tp Y rb e, portanto,
A(O,C) e A(L,D) são demonstrações de I . Vamos definir uma construgão .E tal que
E(C) : : á(0, C) e uma construgão .t' tal que f'(D) : : Á(1, D). Entiio .E fransforma C
numa demonstração de l- e F hansforma D numa demonstração de l- . Sendo assinU E
demonstra -g e .F' demonstra -$. Íngo a construção (ErF) demonstra -9 A-t!'
Finalmente, definindo B tal que B(Á) = : (E,F) obtemos a consfrução pretendida,
concluindo que B demonstra -(p V ,D - Fp n -Ú).
4. Para quaisquer g e ú,se (p <+ {s éverdadeiira entâo -g ê -Ú também é verdadeira.a
Basta demonstar que se g -f ty' é verdadeira então '-?, + --9 também o é, uma vez que a
demonshação da otrha implicação seria análoga
Tomemos rrma demonstragão E de g + $.
Seja á nma de,monstragão de -ú e B uma demonsfiação de g. Então C : E(B)
demonsha r/. Como Á converte uma demonstação de ty' numa demonsfação de I
concluímos que á(C) demonstra J- . Seja D : A(C) e tomemos uma consfiução .F tal que
F(B) : D. Notemos que a construção -F assim definida demonsfa -9'
Para finalizar, tomemos rtma constução G tal que G(Á) : F. G converte uma
demonstaçlo de -'rl: numa demonstraçâo de -9,logo demonsha -lb + --9.4
40 conectivo ++ define-se por I à th : : (ç- tlt) A (ú-ç)-
15
123 Obselva@o:
Notemos que, fazendo tb: -',g nos exemplos 2. e 3., obtemos a validade de
(-p Â --p) <+ -(p V -g). Sabe,ndo que esta equivalência é válida, basüa aplicar o
resultado obtido no exemplo 4. paru obter a validade de -(-P 
^ 
--9) <+ --(9 V -P),
referida no exemplo 2. dasecçáo 1.1.
1.3 Sisíema de dedução natural para a lógica intuicionista
A partir deste momento torna-se necess[rio um sistema formal, com um conjunto de
regrari lógicas, para que não tenhamos que recorrer à interpretação BHK sempre que se
pretenda justificar a utilização de uma lei num determinado argumento construtivista. As
regras escolhidas deverão taduzir, o mais fielmente possível, o significado dos conectivos e
dos quantificadores, implícito na interpretação BHK.
O sistema de dedução natuml que vamos descrever para a lógica intuicionista, obtém-se,
essenciamente, do sistema de dedução natural utilizado na lógica clássica, através da
substituição da regra (---), que não é intuicionisticamente válida, pela regra ( a ), tanto no
caso da lógica proposicional como no caso da lógica de predicados.
É de referir que, analogamente ao que acontece na lógica clássica, poderíamos ter
escolhido uma formaliza$o através do crálculo de sequentes,(Mints, 2000) ou uma
formalização do tipo axiomático, normalmente designada por sistema de Hilbert (Troelstra e
van Dalen, 1988), em vez da formalizagão que apresentamos, cujo sistema não contém
axiomas mas apenas regras (sistema devido a Gentzen).
Antes de apresentar o ooqiunto de regras de inferência em que se baseia o sistema
dedutivo intuicionista vamos apresentar o alfabeto a utilizar na linguagem elementar ou de
primeira ordem Á (Oliveira, 1996).
Adoptamos os seguintes símbolos lógicos:
o Conectivosproposicionais A, V, a ,+i5
o Quantificadores V,3;
o Parênteses (, );
o Variáveis indiüduais ÍrUt 2t... (possivelmente com índices);
o SÍmbolo de igualdade : ;
o Parâmetro s dr gr7, ...(possivelmente com índices)6;
50 conestivo - é definido como foi referido na secdo 1.2 e o conectivo <+ é utiliado, como temos já vindo a
frzer, para úreüa wna dupla implicação.
6Os parhoüos irão desenrpemhr o papel reservado às variáveis livres nas fórmulas (dd. 1.3.5). Apenas as
vwiâveis a,g, z, ...podem ser quantificada$ não os parâmetros.
t6
Símbolos não lógicos:
o Símbolos prdicativos ou relacionais P, Q, R, ... (possivelmente com índices);
Escrevemos Pf,.paru indicar que P é n-ámo;
o Símbolos funcionais ou operacionais Í,grh,...(possivelmente som índices);
Escrevemos f" par,a indicar que .f é n-áio;
o Constantes individuais a,b, c,... (que não são mais do que símbolos funcionais 0-
ários que denotam objectos ou indivíduos fixos).7
O conceito de derivabilidade (ou dedutibilidade) deste sistema corresponde à noção de
demonstrabilidade da lógica intuicionista.
Os termos e as fórrrulas serão definidos como é usual, sendo utilizadas as lehas t, sr...
(possivelmente com Índices) como metavariáveis para termos, e as letras do alfabeto grego
gr{)r... como metavariáveis para formulas.
13.1Defrniçâo
As variáveis, os parámetros e as constantes são termos.
As expressões da forma Íh...tn, onde ú1, ...,ú, são termos e / é um símbolo funcional n-
ário, são terrros.
Nada mais é termo.
132 Defrnição
Um termo fechado é nm tenno onde não (rcorrem variáveis nem paúmetros.
133 Defrniçâo
As regras de formação de fórmulas são as seguintes:
1. Se ú1, ú2 são temos, então ú1 : tz é uma fórmula-
2. Se ú1,...,úrrsão termos e P é um sftnbolo predicativo n-áEio, então P\...úrré uma
formula.
3. J- é uma fórmula.
A.Sa g,r/ sâo fórmulas, então (p nr[, @V ,lt), (ç-rD são fórmulas.
5. Se p é uma fórmula e 3 uma variável, errtÃoYag e3,e,g são fórmulas.
Nadamais é fórmula.
TConvém referir que as letras úilizadas para as variáveis, parâmetoq símbolos de predicados ou fimções e
constantes são memvariáve§ que r§presenhm eda um dos símbolos de É, na mealinguagem nelativa à linguagem l.
t7
13.4 Definição
As fórmulas dos tipos 1,2 e3 dizem-se atómicas.
135 Definiçâo
Uma ocorência de uma variável ír numa fórmula g diz-ss muda se essa ocorrência
estiver no alcance de um quantificador em ,. Caso contrário a ocorrência da variável diz-se
livre.
Uma variável r diz-se muda em (p sse há pelo menos uma ocorrência muda de z na
fórmula p.
13.6 Defrnição
Uma sentença é uma formula onde não ocorre nenhuma variável livre (parâmeto).
Referimos ainda que a linguagem proposicional intuicionistÃ Lo, além dos conectivos
primitivos e dos parênteses, compreende apenas símbolos de relações O-árias ptl,r,...t
possivelmente com índices, designadas por lenas proposicionais.
Indicamos de seguida as regras, de eliminação ou introdução, para os conectivos e
quantificadores, nas quais se baseia o sistema de dedução natural intuicionista. As regras
mais simples são do tipo A e significam que das premissas imediatamente acima da linha
podemos tirar a conclusão g. Oufas regras são mais complexas e envolvem o uso de
hipóteses, que no caso de serem temponârias §o descarregadas (eliminados ot canceladas)
no momento da conclusão final, tal como acontece na lógica clássica.
13.7 Notação:





Esta regra significa que, se existir uma dedução D qae de uma hipótese g nos permita
concluir r!, então podemos derivanp*.1r.
Por outno lado, o facto de tennos colocado g enfie parênteses rectos significa que «p é
hipótese relativamente a ty' mas não relativamente a g + ry', ou sej4 esta conclusão final, ao
conhário de $, já não depende da hipótese g. Neste caso dizemos que a hipótese temporária
rp foi descarregada ou eliminada aquando da aplicação da regra.
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Regras de Introdu, Regras de Eliminaçâo
(^*) ffi (nl) gArbI ( n;) v^q,h
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1. Na regra ( v -), a hipótese g náo deve ser utilizada na dedugão D2 e ahipótese tls nãro
deve ser utilizada na dedução 21.
2. Na regra (V+), g@) nãro depende de nenhuma hipótese em que o ocolra e ç(r)
obtém-se de rp(o) substituindo todas as ocorrências de o por r.
3. Na regra (V-), ü é um termo fechado e ç(t) obtém-se de rp(o) substituindo todas as
ocorrências de r por ú.
4. Na regra (l*), o termo ú é fechado e ç(a) obtém-se de 9(ú) substituindo pelo menos
uma das ocorrências de ü porr.
5. Na regra (!l-), oo não ocorre na conclusão o nem nas hipóteses utilizadas na derivagão
2, excepto na particularização p(aú que se obtém substituindo todas as ocorrências livres
de r, em rp(z), por as.
6. A regra (--) é coúecida classicamente como Modus Ponens (l!P).
Vejamos, afavés de alguns exemplos representativos, que as regras de dedução natuml
apresentadas estão de acordo com o siguificado dos conectivos e dos quantificadores,




Sejam á uma demonstração de rp e B uma demonstragão de t/. Então formando o par
(A, B) obtemos uma demonshação de p tt r!.
2.(v{) ffi
Seja á uma demonstração de 9. Então (0, Á) demonsüa I v lb'




Seja (a,C) umademonshção de gVtl. Estudemo§ o ca§o a:O (o caso a: L seria
análogo).
Se a: 0, então (o,C) demonsha rp. Por outro lado, a dedução 2r fornece-nos um
processo (construtivo) de encontrar uma demonstração de o partindo da demonstração de rp.
Sendo assim temos uma construção que transforma uma demonstração de tp numa
demonstração de o, ou seja, temos uma demonstração, digamos B, de tp+o. Pela
interpretação BIIIÇ B(a,C) é uma demonstração de o.
4.( L) +
A justificação desta regra em termos de construções não é óbvia, uma vez que
concluimos !, sem apresentar uma demonshagão sua. No entanto, repaÍemos que a regra estrá
de acordo com a concepção intuicionista, na medida em que é justificada pela interpretação
BHK. Segundo esta interpretação neúuma constnrção demonstra J- . Para justificar a regra,
dada uma demonstração de I deveríamos enconfrar uma construgão que a transformasse
numa demonstração de p. Ora, como não existe uma demonshação de l-, não é necessário
pÍocnrar a referida consfução. Portanto, a regra é válida e podemos concluir P sem que seja
apresentada uma sua construção demonsfrativa. É importante refeú que esta regra não é uma
demonstração de g mas sim uma demonstração de que @emos concluir I dentro de um
raciocÍnio em que a deterrrinada attura obtemos uma demonshação de I (que não pode
existir).
13.10 Defrnição
ú é dedutfuel ou derivável de Pr, ...tgn , e esorevemos 91,..., pnl1b, se existir uma
sequência finita de fórmutas gtr...,gntgn+rt...,Ú(derivação ou deduçâo foÍmal) em que
cada uma delas é uma das z primeiras (hipótse da dedução), ou trma hipótese
descarregada, ou é inferida de uma (ou mais) das fórmúas que a precedem" por uma das
regras de infe,lência do sistema A conclusão fualut, designa-se por tee.
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13.11Defini@o
Dado um conjunto (finito ou infinito) I de fórmulas de L e uma fórmula ry', dizemos que
r/ é dedutívet (ou derivável ou tmrema) de I, e escrevemos f l- ty', se existirem gt,...t2n
em l, oom tz 2 0, tais gue pr, ...rg"l th.
Consideramos a possibilidade de se ter n : 0 para admitirmos a existência de deduções
sem hipóteses.
13.12 Nota@o:
1. Utilizamos f,rp para úreüar f U p.
2. Sendo este sistema de dedução natural diferente do clássico, também o conceito de
derivabilidade que lhe estrâ associado é diferente e, portanto, deveríamos alterar a notação
usual F para" por exemplo, F ;.
No entanto, quando o contexto não deixar dúvidas acerca da lógica subjacente,
continuaremos a úilizar o símbolo ]- e a falar de validade de uma dedução, em vez de
validade intuicionista de uma dedução.
13.13 Obseruação
Daqui em diarúe, para apresentar uma derivagão de determinada tese, eventualmente com
hipóteses, optamos por uma disposigão vertical da dedução em detrimento de uma disposição
em árvore, por nos parecer que se torna mais fácil a sua leitura e verificagão.
Í)ma vez que o sistema de dedução natural clássico difere do intuicionista apenas na
aceitagão da rega (---), uma dedução clássica que não utilize esta regrq nem nenhuma
que lhe seja equivalente, nomeadamente a redução ao absurdo (RA), sená
intuicionisticamente válida desde que as permissas o sejam (demonstração por indução no
comprimento das dedugões).8
Apresentamos uma lista de resultados, com a respectiva dedução, que podeú
eventualmente ser útil.
13.14 Lema
1. F l- *(pÂ-p)
2.9 I --g
3. I -9 ê -'r'-1-19,
4. ç | kl,-e)
EUma dedugão que inclua a lei do terceiro excluldo não é inüricionisticamente válida A demonstraçâo clássica da
lei do trrceiro excluído inclui uma apücaçâo daregra (---).
2t




9. 1a (pa! (a)) I tp+1t$ (a)
Demonstraçâo
1. F t *(pÂ-P)
F I +(p n -p) resulta de uma aplicação directa da regfa ( J- ) seguida de uma
aplicação da regra (++).
Resta verificar que l- (P n -tP)'+ I .




5 (çÂ -tp)+ J- 1- 4(++)














Nota: Sempne que, como se verifica neste caso, temos uma dedução com hipóteses,
podemos, através de uma ou vfuias aplicações da resa (-++), descarregálas e obteÍ uma
derivação sem hipóteses. No caso anterior bastaria acresc€ntar a liúa
T (n-1g 1 - 6(++) e eliminar a hipótese H1 para obter uma demonstragão de
ts ty---p.
3. t- -P <+ -r--V)
-p.l.=-1(p é um caso partioular da lei que demons;ffimos no ponto anterior (ver nota).






§ ---r-yt A --P














































Nota: A rega (Ivff) W é conhecida como Modus Tollens.












































5 p(oo) n -p(oo)



































9. 1n(e+!(")) F g+am[(r)
L aa(pa!(a)) Hr
2 e lHr)
3 wrb@ú tH'l4 rb@o) 2,3(-+-)
5 aat!(a) 4(l*)




Recorde,mos as regras clássicas de introdução da negação (-*) " 








A regra olássica (-+) é intrioionisticame,nte válida pois resulta de uma aplicação da
regfa (-+). Contudo, a Íegra de redução ao úsurdo não é admitida pelos intuicionistas pois a




2.7 Semâ,ntica paru a lógica intuicionista
Referimos anteriormente que na lógica intuicionista uma sentença é válida se temos uma
demonshação constrúiva para ela e é falsa se a hipótese de que existe uma pÍova da sentença
nos conduz a uma contadição. Nesse sentido, e de acordo com Brouwer, o significado de
'talidade intuicionista" é 
oodemonstabilidade construtiva"'
Heyting e Kolmogorov explicitaram essa definição de validade intuicionista aüavés da
semântica BHK que inroduzimos na secção f.2. No entanto, a semântica BHK é uma
interpretação inforrral que úiliza as noções de construção e prova (ou demonstração) oomo
primitivas, não sendo portanto definidas.
Actualmente são conhecidas diferentes semânticas da lógica intuicionistag, que se
revelam adequadas na medida em que pennitem estabeleoer resultados de validade e
completude (Arúemov, 1998 e 1999). A formalização da se,mântica BHK seria essencial para
estabelecer a completude da lógica intuicionista com respeito a esta interpretação.
Na secção que se segue vrmos introduzir uma interpretação semântica diferente, que não
eúá directamente relacionada com a interpretagão BHK. Esta semântica deve-se a Kripke e,
por se revelar adequada à lógica intuicionistalo, vai ser muito útil na demonstração da não
derivabilidade intuicionista de certos resultados-
Recordemos que, um modelo para o cálculo proposicional clássico, consiste numa
valuação das proposições com valores 0 ou l. Obtemos dessa forma o estado do nosso
conhecimento: um conjunto conhecido de sentenças verdadeiras e um conjunto coúecido de
sentenças falsas (sendo que cada uma delas ou é falsa ou é verdadeira).
Na semântica paÍa a lógica intuicionista pÍoposta por Kripkg o nosso coúecimento
as,eÍc,a de cada sentença e da sua validade pode melhorar. Admite-se a possibilidade da
validade de uÍna sentença ser indeterminada num determinado estádio do nosso
coúecimento e vir a ser estabelecida oomo certa num estádio de conhecimento posterior. O
significado de verdade é portanto 'Já estabelecido como verdade' (verdade essa que seú
preservada oom o avanço do conhecimento). O significado defalso é "ainda não estúelecido
como verdadeiro".
gSegunAo Troelsta (Barwise, 193) as intsrpreúaçÕes para a lógica inUricionista incluein-se num de dois tipos:
11oAm*çOo do esquema BHK (ex realizbilidade) ou se,mânticas do tipo "tnrth-value' (ex modelos de Bettt,
modelos de lGipke...).
loDe referir que inicialmente a sernântica de Kripke foi formulada para lógicas modais.
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2.2 Modelos de Krtpke
Parece-nos consensual a ideia de que nm maÍ€rnátioo pode, ao longo do tempo, aumentar
o universo de objectos que coúece e o número de leis que estabeleceu até ao momento.
Consideremos então que ternos diferentes estárlios de conhecime,lrto, que num determinado
eúádiq &, temos um conjunto de objectos que constuímos e um conjunto de rentenças que
esüabelecemos, e que num próximo estádio das nos.as actividades mentais temos várias
escolhas possíveis.
Um modelo de Kripke paÍa a" lógrca intuicionista satisfaz o Princípio da preservação do
conhecimenlo: Se uma sentençaéválidanum determinado estádio, então tamMm é válida em
todos os estárlios acessíveis a partir dele. Sendo assim, os estádios de actividade mental que
referimos devem ser parcialmente ordenados.
Antes de procedermos à formalizagão da semântica de Kripke procuremos compreender a
interpretação dos conectivos que lhe é subjacente.
Como seria de espeÍaÍ, em nenhum estádio podemos estabelecer a validade de I .
Se num determinado esüâdio tivermos estabelecido a validade de rp e a validade de {
então podemos estabelecer a validade de g Arl. Anatogamente, se num determinado estrádio
tivermos estabelecido a validade de p ou a validade de rl: eirttão podemos estabelecer a
validade de tp V ty'. O conectivo + tem uma interpretação diferente já que a validade de tp+!
pode ser estabelecida num es&ádio sem que g ou ú teúam sido estabelecidas. Podemos
estabelecer a validade de g+tl:, no estárlio /c, se soubennos que sempre que num estrádio
futuro (incluindo o k) se estúelecer g então tamMm se estabelece ry'.
A validade de Yrg@) é estabelecida, no esüâdio lc, se em qualquer estádio firturo
(incluindo o Ic) para todos os objectos d existentes nesse estárlio, g@,) seja estabelecido.
Contrariamente ao que acontece oom o quantificador universal, em relação ao quantificador
existencial não é necessário ter em conta o futuro, uma vez que o matemático constnrtivista
apenas afirma a existência de um objecto com determinadas propriedades quando já o
construiu. Sendo assim, a validade deaag@) é estabelecidq no estrárlio /c, se já consfiuímos
um objecto a tal que no eshádio lc se estabeleçap(a).
Apresentamos em seguida a definição de Modelo de Kripfu pam a lógica de predicados




Um modelo de Kripke pam a lógrca de predicados inttricionista é um qu,ádruplo
§: (K, 1 ,D, F ), com K úovazio,tal que:
(i) (lí, < ) é um coqiunto parciahnente ordenado'
(ii) D é uma função (faryão domínio)que a cada elemento, k,de K, faz corresponder um
conjunto niio vazio D(k),ta[ que: Quaisquer que sejam k e k' pertencentes a K, se li < k'
,,.tâo D(k) ç D(k,).Ou sejq D é monótona crescente (em sentido lato). Ao conjunto D(Ic)
chamamos domínio de.Ê. no estádio Ic.
(iii) F é uma relação binária en K x P, sendo P o conjunto das fórmulas atómicas' tal
que: Se kF P elç' ) Ic entâio li' F P.
Nota:
o K pode ser um conjunto finito pois num determinado estádio podemos optar por parar
em vez de prosseguir para um dos estádios acessíveis a partir desse.
o Os elementos de K designam-se pr nós do modelo 'Ê'
o k tr P lê-se */c força P" ou 'oP é verdadeira no nó Ic"'
o No caso da linguagpm que estamos a úilizar, P pode ser uma letra proposicional
(símbolo de relação 0-ária) ou um símbolo predicativo n-ário Pfi"'to em que os termos
apenas podem ser as constantes o,,brcd,..., (elementos dos D(k) que identificamos oom os
símbolos que os representam) possivelmente com índices. Portanto,se /c F P'(drrd\r...rü)
então da e D(k) Para 1 1 i,1n.
2.22 Notação:
Utilizamos k V P com o significado 'k não força P" ou 'oP Íráa é verdadeira no nó k"'
A relação F extende-se às fórnrulas compostas da seguinte forma:
K1.§ão existe nenhum elemento k e K tal que k F I .
l<z.kts 9 Alb:: kts I ekts $
&.kF 9Vvh::ktspo1gkts1/t
K4. k F Wú r:Pratodo o /c'pertence'lrte aK,sek' > kektts gentÃok'ts t!'
Ks. k tr Yaq@) ::Yk' > kVd e D(k')(k' F e(d))tl
rG. Ií F 1ae@) ::ad,€ D(k)(k e e(a))
ltÉ iryormte referir que poÍ vezes, como neste caso, comet€,mos úusos ao utilia quantificadores na
metatinãuagem por ,*u qu"rtào de brevidade e simplificação de 6crih. Uma vez que ocplicitámos a interprehção
dos coiectivos nesta ssm6ntica, julgamos não ser diflcil, em cada caso, distinguir os quantificadores na linguagem
objecto ou na metalinguagem- No e,lrtmto, apÍes€ntamos a negrito os sírnbolos V e 3 na mehlinguags,m, witando
umapossível confirsão.
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Vejamos algumas consequências desh defmição.
223[*ma
k ts -g sse para todo l§' > k,lç' V P.
Demonstmção
kts --gsse lc F g + L sseVlc' > lr,(k' ts ç + lç' F L) sseV/c' >- lc,k' V ç'r2
2.2.4Í,elma
kts --gsseVIc' > kak" > k'(tc't ts g)
Demonstmçâo
supoúamos que estabelecemos v&'>k akt'>lr'(k" Fp). Aplicando o [,ema 1,
Vk,> lc úo se verifica (lc' ts-g), ou seja Vkt >la, lÇ' V'-p. Portanto kts--p,
novamente pelo Lema 1.
Na demonstração da implicação recíproca utilizamos um raciocínio pouco intuicionista
ao nível da metalinguagem.
supoúamos que lçts--g. Então pelo Lema 1, paÍa todo k')-k, lctf -9.
Consequente,mente, por aplicação do mesmo Lema, para todo lÇ' > k, existe pelo meno§ um
kt' > k'tal que k" ts g.l
22.51*ma(Monotonia de F )
Yk,kt € K(se li' > kekts g entiloIc'F rp),qualquerquesejaafórmulatp
Demonstração
Demonshemos o lema por indução na complexidade das fórmulas.
Il.pela definição I desta secgão, as fórmulas atómicas verificam estapropriedade.
I2.Suponhamos que (p verifica a propriedade. Provemos Que -p também a verifica.
Fixemos k e K tal que kts -g. Então Vlct >-k (ld nao força p).Logo, Yk't > H Qr"
não forga p) pois k" > k. Sendo assim, k' ts -9.
$.suponhamos que (p e ty' verificam a propriedade.
Fixernos k e K tal que k ts ç Â {. Então por K2 k ts P e k ts tb. Segue-sq por hipótese
de indugão, que VIc' > k (k' ts p) evk' > k (kt FÚ), ou seja Vlc' >-k (k' ts I e ld F 4t)'
Novamente por Kz k' F g n$.
l2utilizarnos o slmbolo :+ como úreviahrra da expressão *Se ... enÉo ...00
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Fixemos k e K tal que kts pV r/. Então Por Ks kF ç ou lc F tb- Pot hipótese de
indução, Vk'> l, (k' Fp) ou Ytd>k (lc'F'0, logo Vlc'>k (lC FP ou ldF1.ID'
Novamente por IG kt ts 9v {:-
Fixemos k e K tal que k F g+,,1r.Então, PoÍ trL, Vk' > k (kt ts I + k' F ry'). Tomemos
k,t > k,. Suponhamos que Ic" Fg. Então lC'tsrlr, poi§ k" 2Ic. Como Ic" é um elemento
arbitrário de K maior do que // @emos estabelecer que VIc" > lr' (k" ts ç + le" ts $), ot
sejq lc' ts Wrh,novamente PorK4.
Ia.Fixemos k e K tal que ktsYag@)' Então, por K5'para todo lc' > k'
yd, e D(k,)Qe, f 9ça7). Em particular, para todo lc" ) k', k" ts ç(b), qualquer que seja
b e D(k"),iáqae ld' 2 k. Logo te' tsYrl.p(a), novamente por trG'
Suponhamos que g verifica a propriedade. Fixemos k e K tal que ktsltg@)' Seja
k, >-lc.Portrfu, ld € D(tc)(kv 9@\.como k'> k,D(lc) c D(kt) e portanto d e D(k')'
Ora g verifica a propriedade, logo k' ts qQt) e oonsequentemente lld e D(k')(k' ts ç(d)),
ou seja k' ts 1*p@).1
Para especificarmos um modelo de Kripke vamos utilizar um diagrama em árvore que
simboliza a estrutura parcialmente ordenada, escrevendo ao lado de cada nó,lc, do modelo, 
o
conjunto D(k) eas fórmulas atómicas verdadeiras nesse nó'
2.2.6 ObservaÉo
Veremos adiante que uma fórmula é válida num modelo sse for válida no seu primeiro
nó. Pelo Teorema da Validade, se uma fórmula não for válida num modelo entâio não é
dedutível na lógica intuicionista.
Em cada um dos exemplos que se seguom apresentamos um modelo em que o primeiro
nó não forga uma determinada lei olássica- sendo assi-, com um contra+xemplo simples




Comece,mos com alguns modelos na lógica proposicional. Nesse caso, ao lado de cada
nó, apresentamos apenas as fórmulas atómicas verdadeiras nesse estádio'




Neste modelo de Kripke, no nó lcs ainda não é conhecida neúuma fórmula atómica mas
no nó /c1 é conhecida ç. togo ko É ç mN h ts ç. Pelo Lema 2, ko ts --g. Sendo assim
podemos concluir que Êo f --g+g.
Por outro lado, pelo lema 1, koÉ -ç visto que h F V. Logo, como rp também não é
verdadeira no nó lcs, podemos concluir que frg É pY -.ç.




Neste modelo lcr F «p. Pelo Lema I concluímos qure h F -g. Então,lcoÉ -rp porÇue
h ts p e lço É :-rp poreu e lcz ts -p. Logo lco É Fç V --p).
3. lco É -(p A ,D-Fç v -ú)
kt k2 v
h
Neúum nó deste modelo força g AIb. Logo le6ts -(9 Ar!). No entanto,
ko É Fp V -rb), visto que ko É '-p e ko É -tb.





Neste modelo lcs ts (ú-+p). No entanto, lcoÉ -rb pois hts 4: e koÉ p, logo
160É nbv p.
Portanto, lroÉ \b-d+Ç{:v p).
Vejamos agora alguns modelos na lógica de predicados.
5. lao V -Votp(c)+3 r-p@)
K1 14t1 o(a) v(b)
Ko {a}
3l
Observemos que koÉYaç(o), poit lroÉ v@), e que lqÉYaV@) visto que
hÉ pQ). Bntão lcs F -Vo(P(r)- No e'ntanto, hÊ)a-4çn) iâ que D(Ico) : {o} e
ksf -q@)porque futs g@).Logo concluímos que koÉ -Yaç(t)+1a-'9(a)'r3






tcnts 9+1t$(o), visto que o único nó que forp I é k1 e futsaa$@) poit hF rb?)'
Reparemos, no entanto, que k0 VWrb@),já que htsç mas lcr É'b@)'Logo, como
D(ko) : {a} conclúmos que k0 V )r(c7+$@))-
Portanto, t oÉ (W1"rb@D +ao(Wb(")).I
2.3 Validade e ComPlelude
23.1Defrnição
(i) uma fórmula ]r é válida no nó /c de um modelo de Kripke.Ê sse /c F ]7.
(ii)f éválidanomodelo fi: (K, 1,D, F ) sse lcF F,paratodo ok e K'
232 Observaçâo
Notemos que, pelo \*ma2.2.5 (Monotonia de F ), considerando ko o mínimo de K, F é
válida no modelo .f;. sse ks F .F.
233 Notaçâo
Se F é válida no modelo .Ê escrevemos.ft F -t'.
Se I é um conjunto de fórmulas, ultilizamos a notação A F f para úreviar RF A
qualquer que seja a fómrula Á e f.
23.4 Defrniçâo
(i) Seja I um conjunto de fónnulas. F é uma Kripke'consequência de I (esorevemos
I F p) sse em qualquer modelo .Ê onde se verifique A F I, também se verifique Rts F.
(iDf éKripke-válida(K-válida) sse 0FF, ou sejq se e só se F éválidaemqualquer
modelo.
Se .t' é K-válida escrevemos simplesmente F f,.
13É de referir que ú(b) nâo foi utilizado para estabelectr o que pretendímos e, portanto, poderíamos omitir r/(à)
neste exernplo. No €xrtanto, é importante notar que podemos ter coúecimento 6s rrma fóntrula num estádio e não
utilizannos sse conhecimento num determinado raciocÍnio.
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23.5 Observa@o
Em cada um dos exemplos que vimos anteriormente enconüamos um modelo cujo
primeiro nó não força uma lei clássica Não sendo váIida no primeiro nó, a lei não é vrálida no
modelo apresentado. Foram então apresentados contra-exemplos que mostram que as
referidas leis olássicas não sâo K-válidas.
23.6 Teorema §alidade ou Adequação)
Seja I um conjunto de fórmulas. Entiio f F .F' =+ f F ,F. Ou sejq se F é derivável de um
coqiunto de fórmulas I, então F é uma Kripke-consequência de f.
Em particular, se l- f' então F f'. Ou sejq se f' é uma lei dedutivel na lógica
intuicionista, enüio ,t' é K-válida.
I)emonstmção
Demonstremos o teorema por indução na derivação , D , de .F, com hipóteses em I .
Fixemos um modelo de Kripke R: (K, < , D, F ).
Vamos utilizar a notação k F I para abreviar k ts A,para todaa fórmula Á e f.
11. Se a derivação 2 consistir apenas na frrmula .t', então .t, e I. Nesse caso é imediato
que /c F f =+ Ic F .t', paratodo o /c e K.
12. Suponhamos agora que D termina com a aplicação de uma determinada regra de
derivação. Estudemos os diferentes casos possíveis. Fixemos k e K, tal que & F I.
( n *) Se 2 termina oom a aplicação desta regra então F é do tipo Pr A gz.




-) Suponhamos que .t' foi obtida de 91 A gz poÍ aplicação de uma das regras ( n - ).
Porhipótesede indugão, kts ç, Ag2.l-ogoktr prekts 92. Portanto kts F.
(VI) Neste caso f'é do tipo prVpz, obtida d" p, por aplicagão de (vf). Por
hipótese de indução, k ts pr. Logo podemos concluir que Ic F tp1 ou Ic F gr. Portanto k F F.






Como fixámos /c tal que k F I, concluímos que Ic F (p, v gz),Wr 1. Logo, Ic F 91 ou
k? çr-
No primeiro caso, temos que lc F gt e kF I, ou sejq rc F 9, uI. Então, k ts F, WÍ 2.
No segundo caso, temos que Ic F W e k F I, ou sejo e ts çz U I. Então, lc ts F, por 3- Em
qualquer dos casos, k ts F. Portanto, f F .t..
(**) Neste caso .F, é do tipo Vt*2. Por hipótese de indução, kFI,9tlkts9r,
qualquerqueseja k e K.
Queremos provaÍ que /c F gr*2. Tomemos lc' > k tal que k' ts 9r.
Pela propriedade da monotoniq se & F f erúão kt F f. Temos então que Ic' F f e
k' ts gr, ou seja, k' F f U «p1. Logo, pela hipótese de indução,lc' F 92. Fica assim provado
que /c F gr+gz,ou seja, kts F.
(*-) Suponhamos que tr' foi obtida de 91+92 e de 91, por aplicação desta regra. Por
hipótese de indugão, k ts (pt-pr) e k tr q.
Sendo assim, para todo k' >- k, se /c' F tpl entâio k' ts gr. Em particular, também para k,
k ts p, + lcts g2.I-ogo,k ts gr, ou seja, k t F.
( I ) Suponhamos que a dedução D, com hipóteses em l, termina com a aplicação desta
regra. Porhipótese de indução, paratodo okeK, (ktsf =+kF I). Comonenhumnó
pode forçar J- , nenhum nó pode forçar f. Logo a afirmação "para todo o k e K,
(e F I + lc ts tr')" é verdadeira. Portanto, I F .F'.
§+) Suponhamos que F foi obtida de uma fórmula p por meio desüa regm. Sendo
assim, F é do tipo Y*g@). Por hipótese de indução, para todo o k e K,
VbeD(/c)(kFl+kFg(b)\r4. Queremos provar que para todo o keK,
YbeD(h)(kFI+kFYre@\.
FixemoskeKtalquelcFf.
Seja // ) k e c um elemento arbiffirio de D(tc'). Por monotonia, Ic' F I.
Porhipótese de indugão, tc' F f + Ic' F rp(c). Então k' ts 9@) e logo ktsYag@).
§-) Por hipótese de indução:
Paratodo o lc e K,Vb e D(k) (k F I + lc tsYaq@\.
Partindo desta hipótese, é imediato que paÍa todo o k e K, Vb e D(tc)
(k F f + à F p@».Logo se k F I então Ic F r'.
l4Pelo que vimos na 2." observação de 1.3.8 (páC- l9), ó não pode ocorrer nas fórmulas de I (hipóteses da
dedu@o).
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(3+) Porhipótese de indução:
Paratodo o k e K,(e ts f + k F P@), Pmalgum a e D(k)).
Partindo desta hipótese, é imediato que paÍa todo o k e K, (k F f + lcts1nq@\-
Logo se /c F I entiio kts F.
(3-) Porhipótese de indução:
l. Paratodo o k e K,(k F f + lc ts 1r9@\-
2. Paratodo o k e K,se lc F f e k F rp(ó), com b e D(k),então /c F .t'.
Fixemos keK tal que ktsf. Por 1, kts9@) paraalgum ae D(k). Então kFI e
kts p@).Logo, Wtz, k F .F'.I
23.7 Obsena@o
Como consequência directa do Teorema da validade tÊmos que as leis clássicas --fiÇ,
(çY -p), (-çY --p), -(p A ,1,)-(--pV -rli, (tln$+($Y 9), -Va9(c)-+32-rp(o) e
(y1a{(*))+3n(p+!(c)), apresentadas no exemplos 1-6 desta secaão como fórmulas que
não são K-válidas, não são deriváveis na lógica intuioionista.
As definições que a seguir introduzimos vão ser-nos muito úteis para obtermos o
Teorema de completude da semântica de Kripke relativamente à lógica intuicionista.
23.8 Definição
Seja I um conjunto de sentenças numa determinada linguagem L.l é consistente se e só
sell l-.
23.9 Definição
Seja I um conjunto de sente,nças numa determinada linguagem L e C um coqiunto de
constantes dessa linguagem.
I é C-Sahrado se e só se:
(D I é consistente
(ii)IF I +g €f (ousejqf éfechadopara l-)
(iii)l I çY rb + T l- rp ou I I lb
(rv) I F lap@) =+ existe c e C tal que rp(c) e I.
23.10 Obseraçâo
Poderíamos ter apresentado uma definição ligeiramente diferente substituindo as duas
últimas alíneas por:
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(iii)pv4reT +v €I ouúe I
(iv)lorp(c)e I +existec<- Ctalqueg(c)e I
O Lema que a seguir demonshamos descreve como construir uma extensão C-Safurada de
um conjunto I de se,ntenças numa determinada linguagem 4.
23.11lema (Lema da Saturagão)
Consideremos, numa determinada linguagem É, um conjunto consistente de sentenças I
e uma sentença rp qualquer.
Se f I g então existe f' C-saturado tal que f' ) f eY V ç.
Demonstraçâo
Comecemos por extender a linguagem L, relativa a f, afrvés de um conjunto numerável
de constantes C : {e'orctr...tcnt...} qu" não pertençan a E. Designemos WÍ L' essa nova
linguagem.
Varnos consüuir l' através de uma reunião de exte,nsões de I tais que po ç f t Ç f2 ...
Tomemos I{ : f. Supoúamos que fk é coúecido, contém apenas um número finito de
novas constantes elk V p.
Varnos dar uma definição indutiva das extensões le, considerando os casos /c par ou /c
Ímpar.
Caso 1. Se lc é par, procuremos a primeira nova constante q que não pertece a le e a
primeirals sentenga existencial ln!(r) não úilizada anteriormente, tal que fk f *4t(t).
Definimos a nova extensão por fk*l : : Ik u rlt(d,
Caso 2. Se /c é ímpar, proouremos a primeira sentença disjuntiva thv tbz não utilizada
anteriormente, tal que Tk F t/1V rl».
Notemos que Ik, rhl p e f&, rl»ts p não podem (rcorer simultaneamente, Gaso
contrário teríamos lk F p por aplicação da regra ( V -). Sendo assinrl a nov& exte,nsão fica
bemdefinidaporfFl : -
Tk U rht,se Ik, ,hV ç
lk Urhr,se I&, ,l»V ç
Seja então l' : U{fk : Ic e N}.
É imediato que I" ) f. Provemos que f' é C-Saturado e qurel' V g.
Começamos por provaÍ que I' é C-Saturado.
1i1É imeOiato que I'é consistente, atendendo à forma como foi definido e ao facto de I
ser consistente.
{
lsSupomos fixada uma enumeração das fórmulas de l'
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(ii) I, I rhv thz + T' F úr ou P Lb,
Seja /c o menor número natural tal que lo | ,brV t/9. Sendo assim, a sentença rhv rl:z
não foi nílizada numa etapa anterior e pode ser úilizada na etapa Ic ou em qualquer etapa
posterior a Ic, digamos I, uma vez que tambem aí se tem T'ts ,brv rl».F;rrtÍro thv tbz vai ser
utilizada numa etapa h> k. Logo, úte lh+r oa úz €Ià+1 e, consequentemente, pela
definição de f', úr e l' o:u$2 €.I'. E agora imediato que I" F t/1 ou ? Llrr.
(iiD f' I rh + út eP
Se l' F rl4 errtÃol' | úrY rl4 e, pelo caso anterior, th e l' .
(iv) I' l1a{:(o) + existe c e Ctal que r/(c) e l'.
Seja lc o menor número natural tal que fk I lrt1t(o). A sentença ?rr'r[(a) irá ser utilizada
numa etapa h>k. [.ogo, para algum e€C, rb@àelh+r. Como pft'+l cf'podemos
concluir que existe c e C tzrl que t/(c) e I'.
De (i), (ii), (iii) e (iv) concluímos que I'é C-Saturado.
Resta verificaÍ que l' V ç.
Provemos que fe V g,por indução em /c.
Para Ic : 0, l& : I e, por hipótese,l V p.
Verifiquemos o passo de indugão considerando os casos /c par ou /c ímpar.
Consideremos que lc é pr ef.kí rp. Por definição, lHl:fkuú(q) onde q não
pertece a fk. Suponhamos que fHl l-- p, ou seja, lk u rl:k) F g. Nesse caso, como
fk f laç(a) concluimos lk l- g WÍ (l-), o que contadiz a hipótese de indução. Logo
lw'V ç.
Consideremos que /c é ímpar e tk V ça. Suponhamos que fFl F rp. Enttío, por definição
de lFr, vem lk Urhl g , o que contradiz a suposição da definição lk,rhV p.l-ogo
rwt V p.
Acabámos de provar que, para qualquer le,lk V p.
Supoúamos então que I' I g.BntÃo existe pelo menos um lc tal que Ie F p e obtemos
umacontradição. Sendo assim, t' V ç.1
23.12 Obseração
Ao longo da demonstração anterior utiliámos frequente,mente uma metalinguagem
clfusira (nomeadamente aÍravés de raciocínios por úsurdo, onde está implícita a utilização
do Princípio do Terceiro Excluído). Nos rezultados que se segueq essenciais para
demonsfar a completude da semântica de Kripkq também iremos ÍEcoÍrer a essa
metalinguagem, pelo que seria dificil convencer, por este processo, um verdadeiro
intuicionista.
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23.13 Teorema @xistência de modelo)
Numa determinada linguagem É, consideremos um conjunto consistente de sentenças f e
uma sentença g qualquer.
Se Il ül g então existe u modelo de Kripke.ft, com primeiro nó k0, tal que Ic6 F I mas
leoV ç.
Demonstração
Se I É g então, pelo Lema da Saturação, existe I' C-saturado tal que f' f I eI.' V p.
Seja,C' a linguagem, com conjunto de constantes C, das sentengas de I/.
Consideremos uma sequência numeúvel C1., ..., Co, ...de conjuntos disjuntos e
numeráveis de constantes que não pertencem a 4'.
Seja C(7) : C0 U CrU ...1J Cn,paran ) O,onde Ce : Ç.
Tomemos um modelo de Kripke fi,= (K, 1 ,D, F ) tal que:
(a) K é o coqiunto de todas as sequências frnitas de números naturais, consideradas na
sua ordem natural, ou sejq se ? e â pertencem a K e à:(0,L,2,...n) e
d : (0, 1,2,...m)entiio ? ( â sse n 4 m.
Refira-se que o nó ko é asequência com apenas o número zeno, que designaremo, po, ?.
O conjunto de sentenças válidas nesse nó é f' e o conjunto de constantes correspondente é
Co: C.
tb) D(7) : c (à) e c(à) : L' t) c (à)
(c) Seja At(à) o conjunto de todas as fórmulas atómicas na lingu4gem L(à). Vamos
definir o conjunto de fórmulas atómicas válidas em cada nó, f(7à), por indugão no
comprimento deà.
Relembremos que o coqiunto de sentenças válidas no primeiro nó é f' C-saturado.
Tomemos enao I(d) : l'o Ár(d).
Suponhamos que I(?) está defmido e vejamos como definiÍ I( rz +?), por forma a ser
C( n* L')-Saturado.
Consideremos uma enumeração de paÍes de sentenças em L(à), digamos
(oo,ro), (or,rr), ...r(o,.,Tr),...,tal que para cada i,> O,I(?) uorV 16 (tomemos r, : -od,
por exemplo).
Aplicando o Lema da SaturaçAo a f(A U o,, para eÃda, i,obtemos f,@) saturado com
respeito a uma nova linguagem &@),verificando.se que o, € lcfô mas 16@) V q. Seja
-
tt(Ã): re17) nfi(à).





Escolhemosentão I( n*L @)
A saturação de I( n * L com respeito à linguagem E(;l),resulta da saturação
dosconjuntosI;( z* L , com nesperto a &(à)
Provemos agora o seguinte facto:
23.14 Lema
Paratodo oà e K,à ts ú <+ ItÔ F /, qualquerçesejaasentençar/nalinguagsm L@).
Demonshação
Provemos o lema por indugão na complexidade de t/.
1. Se / for atómica a equivalência é vordadeira por definição de l(?), já que
àf Oeú ef(?) " I(?) F rb+ rb € f(7) 
porque,comovimosanteriormente,I(?) é
saturado (numa linguagem adequada). A implicação ú e f(à) + f(7) I {: é6bvia.
2. Supoúamos agora que a equivalência é veriÍicada por rf; e o.
Casot! Ao.
Sabemos que àf*Ao{ààfO e àtso. Por hipótese de indugão,
à + rb<+ t(?) F ú eàF o <+ r(?) F o. Mas r(?) t- ú e r(7) F a sse r(7) F rb Ao,
por aplicagão das regras da coqiunção.
Logo, à r *Âo (à f(?) F ú Ao.
Caso $ V a. Demonsffemos separadamente cada uma das implicações.
@)à ts 4,v o eà F t/ ou à v o.Por hipótese de indução, f(?) F ú ou f(7) f o.
fogo, por aplicação de ( v *), f(?) I $v o.
(b) Recordemos que, na linguagem adequad4 f(?) é saturado. Logo, se f(7) I $v o
então I(?)t-l ou I(?)Fo. Por hipótese de indução,àtr$ ouàtso e, portanto
àrrhvo.
Caso tfr+o.
@) à F 4no. Supoúamos, oom vista a um úsurdo, que f(?) V rt-". Então
r(?), ,lt| ". Pelo lema da saturação, existe r(A) satwado tal 
que r(â) : r(7) u ú e
l(d» V o. ora, & 4) e l@) entao I(A F ú e, por hipótese de indução, àr ,b. Por ouho
lado, como à >à eà * ú+o tamMlmà r *-".
De à,tslr+o " à,Fry' concluímos tFo. Novamente por hipótese de indução,
f(A) F o. Contadição.hgo, f (à1f q+".
G) f(A I ú+o. Queremos provar qu" ? ts ut+o. Consideremos â > ? tal qoe
dtt ,t,. Por hipótese de indusão, I(A) I- ty'. Como r(il) : r@), I(A) F rl+o. Logo, por
aplicagão de (+-), I(il) F o e, novamente por hipótese de indução,àts o. Concluímos
então que, paratodo oà>à,nàts $ entÁoàts ,,logo,7 ts 4r+o.
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Caso 3orl(r).
(a) Se à+a"4rç") então UeO@)(àts!,@). peta hipótese de indução,
f@) F ,bkl),paraalgum a e O@),e, por aplicação de (3+), ryA F ar{:(n).
(b) Pela saturação ae f@), se f(?) I aag@) então existe c e C@) tal que
,bk) el(fl. ora, se ú(c) e f(7) enao à ts rbk), oom c e D(à) e, porranto,
à *l"r1tç"1.
Caso Vorl(o).
(a) Se à f V"l1,1*) então para todo o t > à e . e D(à),à f rpç"1.Por hipótese de
indução, f(â) F t/(c). Suponhamos que f @) V Y@(r). Seja a uma constante pertencente
a uma linguagem de um nó superior a 7, mas não pertencente a L(l),ou sejq a e C"+t,tal
que f(7) V rt@). Pelo lema da Saturagão, existe f(t) saturaOo tal que f(t) I f(?) e
t(à) V t/(a). Contradição. Logo, r(A) ]- Yag(a).
(b) Se f(?) F Vrg(r) enao f(7) Lb!),qualquer que seja c, por aplicagão de (V-).
Porhipótese de indução, à V ,1tç"1,qualquer que seja c, e, portanto,à f Vrrltç*1.
c.q.d
Finalizámos a demonstação do Lema 2.3.14. Tendo em conta este facto torna-se fácil
terminar a demonstração do teorema da existência.
Ao longo desta demonstragão construÍmos um modelo .Ê cujo primeiro nó, d, força l,
---|
vistoque 0 Ff'eICI'.
Por outro lado, f'I p imptica que r(?) V ç. Portanto, plo lema que acabámos de
I
provaÍ, ú V ç.
Assim, como /c6 : d, t".o, que ks F I mas lco! ç.1
Desta forma reunimos todas as condições para provar o teorema que nos propusemos
obter no início desta secção.
2 3.15 Teorema (Completude)
Seja I um oonjunto de fórmulas fechado e F uma sentenga. Então f F.F'=+ I F.F'. Ou
seja, se p § rrma Kripke-consequência de um conjunto l, entilo F é derivável de I.




Partindo da hipótese I ts .F,, suponhamos, com vista a um úsrndo, que I hl f,.
Pelo teorema anterior, existe um modelo de Kripke Â com primeiro nó ko, tal que lco F f
mask0É.F.Portanto,.ÊFImaq.ÊÉf', logoTVF,oquecontadizahipótsseinicial.
Concluimos então que f F .F'.I
Vimos anteriormente oomo a simplicidade desta semântica pennitiu refutar alguns
resultados clássicos. Para finalizar esüe capítulo pretendemos apresentar ainda mais duas
aplicações quase imediatas desta semântica.
Recordemos as propriedades intuicionistas da disjungão e do quantificador existencial
referidas na secção 1.1.
23.16 Defrniçâo
Um conjunto de sentengas I verifica a:
(a) Propriedade da disjunçâo se: I F pv ?b + I l- 9 oal I r!.
(b) Propriedade da existência se: I I arp@) + f F rp(a).
(Sempre que em gv 4, e)ag@) não ocorrem variáveis liwes)
Referimos já que a lógica clássica não admite as propriedades da disjungão e da
existência. Provemos que a lógica intuicionista (sem símbolos funcionais) goza destas
propriedades.
23.17 Teorema @ropriedade da disjungão)
A lógica intuicionista sem símbolos funcionais, Eoâ da propriedade da disjunção.
Demonstraçâo
Suponhamos, oom vista a um absurdo, que F gv rb mas hl g e V ,h.
Então existem modelos de Kripke frr e frz com primeiros nós Ic1 e &2, respectivamente,
tais que h|p e lczÉú.Sem perda de generalidade supoúamos que os respectivos
conjuntos parciatnente ordenados K1e K2 são disjuntos.
4kl
4t
Seja.Ê o modelo de Kripke represe,ntado na figura anterior, com a linguagem conjunta de
R1 e fr2,digamos L, e,om K : KtU K2U {Ico} sendo lcs um nó que não pertence a.Ê1 nem a
.Ê2, ou sejq /cs Ê KLU Kz.
Seja f(Ic) o conjr.rnto de sentenças verdadeiras no nó Ic e K.
í rr(r), sek e Kr
Tomemos I(Ic): { fr(f), sek e K2
IC,*k:lq
Onde C é o conjunto de constantes da linguage,m,C.
Deste modo frt e §,2 são sub-modelos de Â na medida em que a relação binária F
induzida em .Ê1, por meio de.Ê, coincide com a sua antiga relação F (van Dalen, 1983).
Por hipótese, tsçY ty', logo pelo teorema de completude, kotspVtl. Por definição
(K3), ltuFrp ou lça?th. Mas se lçoFp então, por monotoni4 /c1 Frp (contradigão) e se
lco ts Ib enü[o, por monotoníak2 F t/ (confiadigão).
Logo Fgoult!.1
23.18 Observação
A demonshação da propriedade da disjungão no caso da lógica proposicional
intuicionista seria ainda mais simples. Basaria colocar um novo nó /ço (abaixo de /c1 e k2) em
que neúuma fórmula atómica fosse forgada.
23.19 Teorema @ropriedade da existência)
A lógica intuicionista, com uma linguagem sem símbolos funcionais e com pelo menos
uma constante, goa da propriedade da existência.
Demonstração
Suponhamos, com vista a um absurdo, que F lag@) mas F g(a), qualquer que seja a
constante a.
Para cada constante c existe um modelo de Kripke &, com primeiro n6 k., tal que
tc"V p(c). Utilizando um argumento análogo ao da demonstração anterior, construimos um
modelo de Kripke.f,, tomando a união disjunta de todos os.ílo e adicionando um primeiro nó
/to.
Por hipótese, t aatp(a), logo pelo teorema de completudg lea F arg@). Por definigÍio,
existe uma constante o tal que lro ts p(a). Por monotoniq todos os outos nós forçam ç(a), o
que contradiz o facto de existir um &o tal que k" V ç(a).1
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Capítulo 3
Semântica de demonstrabilidade de Artemov
3.7 A semôntica deseiada
Sergei AÍtemov, no seu artigo "Explicit provability: the inteded semantics for
intuitionistic and modal logic" apresentou uma solução para o problemq há muito em úerto,
de formalizar a semânüca de demonshabilidade definida implicitamente por Brouwer e
estabelecer a completude da lógica proposicional intuicionista com respeito a essa semântica
(Artemov, 1998). O ponto de partida, que constitui o alicerce de todo o trabalho
desenvolvido, é o sistema formal LP - Logic of Proofs - que interioriza as provas como
termos.
Neste capítulo vamos explorar o sistema LP, apresentar a semântica desejada por Gõdel
quando esboçou a sua lógica de demonsüabilidade explícita em 1938 e demonstrar a validade
e completude de LP com respeito a essa semântica.
Pelas limitações de espaço e por ser necessário ainda uma breve apresentação da lógica
modal 54 de Gtidel para demonstrar qae L? realiza 54, não nos seú possível alongar este
fabalho por forma a obter a formalização de BHK e estabelecer a completude da lógica
proposicional intuicionista com respeito a essa semântica Limitamo-nos a fazer um esbogo
de todo o pÍocesso na secção prospectiva 3.6.
3.2 O Sistema LP
Antes de apresentar o corfunto de axiomas e regras de inferência em que se baseia o
sistema formal EP,vamos identificar a sua linguagem.
A linguagem de LP inclui:
o A linguagem usual da lógrca proposicional clássica;
o Variáveis pÍova ?trur'u)rfirU,2r... (possivelmente com índices);
o Constantes prova o,rbrcr... (possivelmente com índices);
o Símbolos funcionais: símbolo O-ário !, símbolos binários . e * I
o Símbolo predicativo do tipo "termo : fótmula".
Vamos úiliur i, jrkrlrrt7,rnr... para designar números naturais.
32.1Definição
As variáveis e as constantes são temos.
São também tennos as expressões da forma lt, fi.t2 e Úr * ú2, onde t, t1 e t2 sío termos.
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Nada mais é termo.
322 Obselvação
Os termos definidos anteriormente serão designados por potinómios prova e notados por
prrrs,t.... Analogamente iremos utiliuÍ a designação coeficientes para nos roferirmos às
constantes prova, que não serão mais do que provas de factos básicos, nomeadamente, de
axiomas proposicionais.
323 Defrnição
Seja ú um teimo qualquer e ,5 uma letra proposicional.
As regras de formação de fórmulas são as seguintes:
1. Uma proposição ^9 é fórmula.
2. Se ú é um termo e Á é uma fórmula, enülo ú : Á é uma fórrrula.
3. Se Á e B são fórmulas, então -Á, (A A B), (Av B), (A-+B) são formulas.
Nadamais é fórmula.
3.2.4 Obsenaçâo
A interpretação da fórmula t: Aé "ú é uma prova de A". O mesmo termo ú pode ser
prova de várias fórmulas.
3.2.5 Notação
Nesta secção utilizamos:
A, B, C, E, F, G, H, X rY, 2 r... para fórmulas;
l,À, ... para conjuntos finitos de fórmulas;
lll7,7,7,... paÍa vectores de variáveis prova;
l,?,?r... paravectores de polinómios prova;
#E paruo número de Gõdel de E.l6
Sendo ? : ("r, ..., so) e I : (It, ..., .Fi) escrevemos:
? : f oomo abreviatura de (s1 : Fr,..., so: Fo);
\,/I como úreviaturade Fr V... V f;
7\I como úreviatura de .F'r A ... A Fn
160 pracesso de godelização (ou codificaçâo) consiste ein associar a cada símbolo, olpressão ou sequência finita
de qrpressões, de,C," (secÉo 3.3), um número natral.
Aos símbolos da tista -, Â, Vr*,(r)rí1,:r0,', *, X, f , < associamos, rcpectivmeirtet os números
1,2,3...15eàsvriáveisc6(comi:0, 1,...)osnúmeros16+zi,.Onúmeroassociadoacadaslmbolosénobdo
por#a e desipado por códieo de s ou número de Gôdel de s.
Para exte, rder a codificação aos termos e fórmulas, utilinmos a unioidade da decomposição em fac'tores primos'
associandoacadaocpressãoals2...§&ocódigofsr 13*s2 x... xpfn,ondep6éoktl6imonúmeroprimo.
Finalmente, o proc€sso é concluÍdo associando a cada dedução €r,€a...,(" (sequência finia de expressões) o código
3tr'x5#§r...xffit.
M
Vanos assumir que os símbolos funcionais têm prioridade em relação aos conectivos,
estabelecend(>se a seguinte ordem, começando com o símbolo prioritário:
!r.r*r r l -, Â, V, -r
32.6 Definição
§istema.CP
Indicamos de seguida os Axiomas e Regras em que se baseia o Sistema ÉP
Axiomas:
fu) Número finito de axiomas-esquemalT da lógica clássica proposicional, na linguagem
de LP.
Ar)ú: F+F (Axiomadeverifrca@o)
A)t: (f-C) - (s : F' +(ú.s) : G) (Axiomade apticaçÍio)
A3) Í : F +lt: (ú : F) (Axioma do verifrcador de provas)
4,4)ú:.F-+(s *t): F,s: F+(s+ú): F (Axiomadeecolha)
Regras de inferência:
Rl) 4#i (Modus Ponens)
Rz) -=a- sendo Á um axioma do tipo fu-4,4 §ecesidade de Axioma)
3.2.7 Obserações
1. O axioma As traduz formalmente a interpretação informal do símbolo !: instrumento
através do qual um observador orterior à teoria verifica que, efectivamente, ú é uma prova de
F.
2. Se retirarmos a negra R2 ao sistema LP, obtemos o sistema ÉPo.
3. Notemos que não há reshigões para a escolha de c na regra R2, ou seja" dento de uma
derivação, o mesmo coeficiente pode ser úilizado como prova de diferentes a:riomas.
17Um a:rioma-osqusma, ou esqu€ma de axiomas, é um conjunúo (normalmsnúe intrniüo) de fórmulaq se,ndo cada
uma d$s um anioma Q mais comllm é este conjunto de a:riomas ser consftr[do recursivamente. Refira-se a
tíhrlo de exemplo, o arioma de infução da arihética de Peano.
No €otanto, csrtos autores, cortro AÍtsmov, designm hmbéNn por axioma-esquerna cada um dos a:riomas
seguint€s, corespondentes a algumas regras de inferência (Dummett" 2000):
A+(B+A); A+(B+AAB); AttB+A; AnB+B; A+Ay B; B+AV B; AV B+((A+C)+((B+C)-+C));
(A+B)+((A+@A\+@a)); (Á-+B!+((A+-B)+-A); A+(-/a31;YaA(a)+A(t); A(t)+1aA(a)
O primeiro orioma-esquema A+(B+A), por o<emplq conesponde 6 nma infinidade de axiomas particulareq um
para cada fórmula,4" afimrando quq se á é verdadeira eirtão B+á tambéur o é.
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3.2.8 Definiçâo
Uma especificagão de constantes, EC, é um coqiunto finito de fórmulas do tipo ci: A6,
em que q é uma constante prova e Ai é ttm dos axiomas Ao-44.
Pela definição anterior, cada derivação de LP gera nma EC formada pelo conjunto de
fórmulas introduzidas por meio da regra necessidade de mioma,R2.
Vejamos alguns exemplos representativos de derivações de EP e a forma como este
sistema formaliza a interpretação BHK.
32.9 Exemplos:
1.
L t: (A+B)+(n : A+(t.r) : B) (Az)
Esta derivação, que consiste apenas no axioma A2,lraduz o facto de uma demonsfração
de A+B ser, segundo a interpretação BI{trÇ uma prova que transfonna uma demonstragão r
de á numa demonstraçáo tr de B.
2.
L A+(B+ A A B) (Ao)
z c:(e+ça+1,^B)) 1(R2)
3 c : (A+(B + An B))-+(c : A+(c.fl : (B + An s)) (Az)
4 r : A+(c.r) : (8.+A n B) 2,3 (MP)
5 (c.r) : (B+AnB)+(a : B+(cs.y) : AAB) (Az)
6 r: b(r: B+(c.a.g): AnB) 4,5 (lógicaproposicional)
7 n:AAu:B+(r.r.ú:AnB 6(lógicaproposicional)
Se temos uma demonshação de Á e uma demonstragão de B, então podemos obter uma
demonshagãoparaAAB.
3.
t A+Av B, B-+Av B (fu)
2 a: (A+Av B), b : (B+Av B) 1 (R )
3 o: A+(a.r): (ÁV B),U:B+(b.g):(Av B) (A2elógicaproposicional)
4 (a.a) : (Av B)+(a.n *b.s) : (Av B),
(b.ú , (Av B)+(aa *b.y) : (Av B) (4.4)
5 a : A+(ao + b.ú: (Á V B),9 , B+(a.r + b.y) : (Av A) 3,4 (lógica proposicional)
6 (c: AV y: B)+(a.a +b.ú : (Av B) 5 (ógicaproposicional)
Se temos uma de duas hipóteses, ou uma demons;hação de Á ou uma demonstração de B,
então ternos uma de,monstragão para AV B.
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32.10 Definiçâo
Uma derivação ou deduçâo, em EP, de uma fórmula Aapattir de um conjunto (finito)
de formulas l, é uma sequência finita de fórmulas, em que cada uma delas é um elemento de
I (hipótese da dedução), ou urna ocon€ncia de um dos axiomas Ao-44, ou é inferida por
meio da regra.Rl a partir de duas fórmulas precedentes, ou é introduzida a partir de R2.
32.11Notação
I l- Á significa que existe uma derivação de A apartir do conjunto f .
Deveríamos alterar a notação usual F para, por exemplo, F 6p. No entanto, quando o
contexto não deixar dúüdas aoerca do sistema subjacente, continuaremos a utilizar o símbolo
t-.
32.12 Teorema da Dedução
Sejam Ae B fórmulas. Paratodo o conjunto I, se I, Al B então f I A+B
Demonstração
Supoúarnos que existe uma derivação de B com hipóteses l, Á. Estudemos todos os
casos possíveis para intodução da fórrrula B.
l)B€f
Consideremos a seguinte subderivação:
nB
n*L B+(A+B) (Ao)
n *2 A+B 1,2 (Rr)
Se B e I entilo, obviamente, f F B. Acrescenfando a essa derivação, as três linhas
anteriores, obtemos I I A-+8.
2)B:A
PorA,s, I A+A.togo f I A+4.
3) Supoúamos agora que B é um dos axiomas Ao - Á"4. Podemos obter a seguinte
derivação sem hipóteses:
L a: B (Rr)
2 B+(A+B) (Ao)
3 u: (e+(n+$) (R )
4 ba: A+B (42 e lógicaproposicional)
5 (ba: A+B)+(bB) (Ar)
6 A+B 4,5 (Rr)
Sendo assim F A+B e, portanto,I F Á+.B.
4) Supoúanros que, na derivação l, Ats B, B é innoduzido por meio de R1 a partir de,
digarnos, G+B e G. Estudemos os seguintes sub-casos:
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Se G+8, G e I elrtão I F B por \. Acrescentando a esüa última derivação a sub-
derivação do caso 1) obtemos I l- Á-+8.
Se G+B € I e G : A entãotemos A+B <I e obviamente f F Á+.B.














5) Supoúamos, finalmente, que B é introduzido, na derivação f, á F B, por meio de




3 (Á+B) 1,2 (Rl)
Sendo assim F A+B e,portanto, f F Á-+B.I
3.2.13 Observação
A implicação do Teorema anterior é na verdade uma equivalência, ou sej4 f, Á l- B sse
T I A+8.
Se I F A+B erúão I, á l- A+8. Como é óbvio f, á F Á. Logo, por aplicação da regra
Modus Ponens, l,Al B.
3.2.14 Notaçâo
Utiliumos üP(EC) para designar LPs com a especificação de constantes EC.
32.15 Proposi@o (Lema do Transporte)
Seja 2 uma derivação do tipo 7: f, 
^ 
F .F'. Entiio existe uma prova polinomial
t@,ütal que: se / r À então? : I,7 : Â F ü(?,fl : F.
Demonstragão
Demonshemos a proposição por indução na derivação 2.
1) Caso em que F e à: I ou.F' e À.
Se F: ne: Ae e ?: f tomamos t(à,t):lq jâQuez6 : A6+lc,, z (16: A6),porA$.
48
SeJl : Bi e A,tomamos t@,1) : ui.
2) Casos em que.F é um dos a:riomas ou uma das regras de LP-
Se .F é um dos axiomas Ao - 4,4 escolhemos um coeficiente c que ainda não teúa sido
utilizado e tomamos t(à,1): c. Por n2 f t(ll, /) : f.
Suponhamos que f'é intoduzida por meio de &, a partir de G+F e de G. Por hipótese
de indução, existem "(à,?) ea(à,!) tais 
que:
à z l,l : L,l u(à,!1, c-re ? : l,/ z A,l u(à,!) z G.
Por aplicação de Az, à : l,! : Ll u.a : F, portanto escolhemos
t(à,1) : u(à,1).o(à,1).
Suponhamos que f' é introduzida por meio de R2. Então F é do trpo a z A, para alguma
provaconstante a e axiomaÁ. Porhipótese,7: f, A F a: Áepor A2,a: A+la:(a: A)-
Logo? :l,l: A F !a : (a: A)eportantoescolhsmos t: la.l
32.l6Nota: Em particular, se A F F podemos construir uma prova polinomial t@) que
é produto de constantes e variáveis de uma ptoru/ de Â, tal que? : À F t(/) : f'.
32.17 Corolário (Rega da necessidade)
Se l- .F. então existe uma prova polinomial p tal que p : F.
Demonstração
Este corolário é uma consequência directa do teorema anterior. Pela demonshação do
teorema temos que:
Se,F é um axiomq p é uma prova constante.
Se -F é introduzida por Modus Ponens a partir de dois axiomas, p é um produto de duas
constantes.
Se F é introduzida por R2, p é rrma prova do tipo !c onde c é uma prova constante.
Podemos ontão concluir que a prcva p existe e é um polinómio sem variáveis, apenas
com coeficientes, e sem afunção *.I
3.3 Interpreíaçõo associuda a tP
O papel desempenhado pelo sistema EP com respeito à noção de prova é idêntico ao
papel dese'mpenhado pelas firnções booleanas da lógioa proposicional para a nogão de
sentença (Arúemov, lE 8). Tal como as fimções booleanas permitem obter o teorema da
completude da lógica proposicional clássica, também fP tÍá permitir obter a completude da
lógrca proposicional intuicionista.
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Pelo que vimos na secção anterior, no sistema tP as pÍovas são tâmbém termos. Um
sistema com um operador verificador de provas, que admita as próprias provas como termos,
em particular, um sisüema paÍa a arimética de Peano AP, constitui um modelo para LP.
Neste caso, os números de Gõdel são o insfiumento que permite interiorizar as provas como
termos. A arihética de Peanq não sendo necessária para dmonshar a validade da se,mântica
L?,va ser fundamental no nosso trabalho para estabelecer o Teore,ma da Completude.
Comecemos por identificar a linguagem de AP, Err.
A linguagem L* tncluios seguintes símbolos não lógicos primitivos:
o Uma constante: 0 (zero)
o Três símbolos funcionais binrários: * (adição), x (multiplicação) e
| (exponenciagão);
o Um sÍmbolo funcional uniflrio:'(sucessor)
o Um símbolo relacional binário: <
Emborao símbolo <possa serdefinido apaúir de *,0e o símbolo J possaser
introduzido a partir de x , optamos pela inclusão destes dois símbolos nos símbolos
primitivos, por uma questiÍo de simplificagiio de escrita.
A igualdade (formalmente rrm símbolo predicativo ou relacional) será considerada como
um símbolo lógico.
33.1DeÍini@o
A constante 0 é um termo e O,0", ... são terrros (usualmente designados por numerais).
As variáveis aritnéticas são termos.




1 . Consideremos os termos fi e t2. Entlio tt, t2, t1 1 t2 a t1 : t2 §o formulas.
2.Se A e B são fórmulas, então -Á, (AAB)" (ÁvB), (A+B)Yry@) e 3orp(o) são
fórmulas.
3.Nadamais é fómula.




g, Ib... para fórmulas aritméticas;
Í , g,h... para terrros arituéticos;
lt r'u r'tl, fi t U t z t... para variáveis ariméticas t8;
Â1 e X1 são classes de predicados da arimética (a definir);
Continuaremos a utilizar i, jrk,lrrnrnr... para designar números naturais. §s 2 § rrm
número natural, n designa o numeral correspondente.
Conforme Oliveira (1996), os axiomas da aritmética de Peano (teoria AP na linguagem
Lo) silo os axiomas APr - AP16 e o axioma de indugão:
AP1.Yr(a' l0)













Na axiomática apresentada utiliámos algumas ab,reüaturas, nomeadamente,h * t2 paÍa
-(úr - tz),h *t2para-(úr < t2)e fi 1t2para(h <túV (t1:1r7.
Torna-se necessário neste momento faz.q rfmâ breve discussão da semântica
normalmente associada a AP.
Cada termo fechado designa um único número natural (0 designa O, 0' designa L, 0' x 0"
designa 2...). Se \ e t2 denotam os números naturais i, e i, {l designa i' * L, h x ü2 designa
i,j, etc.
IEutiliroros a mesma notação para variáveis aritméticas de AP e variáveis prova de P, crrtos de qug em cada
caso, o contexüo nos permite distinguir o tipo de variável a que nos referimos.
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Uma formula de AP diz-se verdadeira se for verdadeiral9 quando as suas variáveis
tomam valores nos elementos do coqiunto N, da axiomrática ZermeleFraenkel, 0,1,2... A
título de exemplo, a fórmula § + g : g +n é verdadeim.
A fórmula lxf(a) é verdadeira se existir um número natural i tal que o resultado da
substituigão em ,F, de a pr i, é verdadeiro (teorema defr válido em N).
Antes de prosseguirmos, e som o intuito de chegar à interpretação desejada da semântica
LP,varros deter-nos numa breve revisão do conceito de recursividade.
Comecemos por recordar o conceito de recursividade primitiva.
Seja k ) 1 um número natural. Consideremos g e r, duas funções de domínio Ne-l e
N&+1, respectivamente. Diz-se que uma função Í de domínio Nk é definida por
recursiüdade primitiva, a partir de g e r, sse para cada um dos seus argume,ntos se verifica
o seguinte esquema recursivo @elscherr 2000):
/(0,7) : s(à)
Í(n+L,à): r(Í(n,r),n,à) paratodoo? e N&-r e n ) 0'
33.5 Defrnição
Uma classe F de funções diz-se fechada para a recorrência primitiva (abreviadamente
FRP) sse:
o F contém as funções recursivas primitivas iniciais:
(i) S ou '(sucessor)
(ii) Co (função constante nulq ou seja Cs(n) : 0 para todo z € N[)





Uma funçâo recumiva primitiva é cada um dos membros da menor classe
reoursivamente fechada primitiva (intersecção das classes recwsivamente fechadas
primitivas).
ttla teoria de coqiunúos ã (Zermelo-Fraenkel).
zoSeja Íe uma ftn@o de domínio NIe e gf , ...,giir firnções de domlnio N-.
A superposi@o Ík"<gt, -- sk-L> é a flrn@o h*@): /e(gffCÔ, ..., gi:r(Ô).No caso lc: I asuperposiçâo
reduz-se a uma composição de duas funçõos.
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Resulta da definição que, .f é recursiva primitiva se e só se existe uma sequê,ncia finita de
funções Ío,...,f* tal que Ín: Í epara eÃdui J rz, ou Íi eF por(i), (ii) ou(iii), ouentão /i
é obüda por meio de superposição ou recursividade primitiva a partir de algumas das funções
anteriores a f i na sequência
Sendo assiÍr, se as fun@s fr' verificarem Íi@) : pU,ú), para alguma função g, e
Ío : ç(0,ú) for recursiva primitiva, poderemos provar que / é recursiva primitiva utilizando
o axioma de indução Ind.
33.7 Exemplos
1. As funções constantes são recursivas primitivas.
Fixemos o numeral rn e seja ÍtNe--»N tal que f(?):ãz-. Se m:0 então / é
recursiva primitiva por definição. Se rn : d tomamos a sequência finita de funções
Ír,...,,Ío,Ítalquefi:C0, fi: Íl;paracadal < i < nef :7t.
2. A adição é uma função rccursiva primitiva.
ora + (0, r) : pã (o) e + (i,") : (pB ( * (u, r), y, d)) .Logo o resultado sesue por
indução.
3. A multiplicação é uma função recursiva primitiva.
Notemos que, x 0 : 0 e a x gl : fr x U + fr.O resultado segue por indução, umayez
que a adição é uma função recursiva.
33.8 Defrnição
Uma função é recursiva sse é uma frrnção recursiva primitiva ou é obtida a partir de
funções recursivas primitivas iniciais por meio de um número finito de aplicações da regra
do operador resfricto p (Mendelson, 1997):
Assumindo que g(?, y) é uma função tal que, para cada 7 e Nk, exisüe pelo menos um
gr tal que g(?,ú:0 e que p,g(g(à,u):0) denota o menor y nessas condições, dizemos
que a tunção f definida por f(7) : pU(g(à,s) :0) é obtida a partir de g por meio do
operador resfiicto p.
33.9 ObsenaçÍlo
Não nos iremos deter mais na entensão da noção de fungão recursiva2l por não ser
necessária ao que se segue. Referimos, no entanto, que há diferentes fomalizações
2lsegundo a frmosa Tese de Churcb nma funçâo é recursiva sse é computável por rÍm algoritmo ou procedimento
efsctivo @ndertou, 2fi)l), ou seja, o conceito de recursividade traduz €xachm€nte o conceito informal de
decidibilidade. Recordemos que um conjunto é decidlvel sse existe um processo de deci$o para o conjunto, ou
sejq um algoritrro que permita decidir, num número finito de passos, para cada entidade s, se s é ou não um
elemento do coqlunto.
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equivalentes para esta classe de fimções, como por exemplo, fimgões computáveis pela
máquina de Ttning (Rogons, 1967).
Va6os assumir que ÂP contém termos para todas as firnções recursivas primitivas.
Designemos esses t€rmos PoÍ termos recttsivos primittvos.
33.10 Defrnição
Uma fórmula recuniva primitiva standard é uma fórmula aritrnética do tipo
Í(A) :0, onde f é um termo recursivo primitivo.
33.11Definiçâo
Uma fórmula standard de E1 é uma fórmula do tipo aaq@,!),onde 9(2,fl é uma
fórmula recursiva primitiva standard.
33.12 Definição
Uma fórmula arirnética ú é Erdemonstúvel sse é uma fórmula equivalente, na teoria
AP, a uma fórmula standard de E1. (A equivalência é demonstrável em AP)
33.13 Exemplos
Notemos que todas as fórmulas atómicas são Eldemonsháveis, já que qualquer formula
atómica é de um dos tipos Úr : 0, tt : t2, tr' : t2, h * tz : ts, tr X t2 : ts ou a 1 !.
OÍa{/ : t2,poÍ exemplo, é equivalente aat(trt : s1.
Observemos ainda que íD < g é Xldemonstr.ável uma vez que é equivalente a
az(n*z':U).
33.14 Defrnição
Uma fórmula aritnética ú é Ardemonsffivel sse ry' e <0 são fórmulas equivalentes,
na teoria AP, a fórmulas stâÍldard de X1.
As classes de firngões que acabámos de defmir goram de propriedades muito
importantes. Na teoria AP, sendo ^9 uma sentença E1-demonstrável verdadeira, e'ntão é
derivável @oolos, 1993,pag.25fr-l-ogo, se wna sentença Àldemonsffivel é verdadeirq é
derivável. Consequentemente, é também derivrável, em AP, a neg:ação de uma sentença A1-
demonsMvel falsa Efectivamente, sendo F e -F Erdêmonsháveis, segue do primeiro
22ceorge Boolos utiliz, uma definição ligeiramente diferente de fórmula Erde,monsE6vel. Uma fórnrula X1-
demonshável é uma fórmula equivalente, em AP, a uma fórmula de E1, sendo esE um dos membros da menor
classe que contém todas as fórmulas do tipo 'tt:ü,l!,:Oo tl:a, ü*'ü:utt *.ut'u:lt e do tipo (f 
^O,(f 
^ 
C), aaE,Ya < g.F' (sempre que contenha F e G).
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resultado que, aquela que for verdadeira é um teorema de AP. Se F é verdadeira F f'e se Ir
é falsa (-r' é verdadeira) l- -F.
33.15 Defrnição
Um predicado provra é uma fórmula Àldemonstrável Prílal que para cada sentença
aritmética rp: AP F p sse para algum n € N, finr#g)z3
Prfln,#g) traduz que oon é o c&igo de uma derivação da sentença «p"
@ecordemos que #«p é o número de Gôdel de g ou codigo da sentença rp-)
33.16 Definiçâo
Um predicado prova Prf diz-se normal sse:
l. Para cada prova Ic, o conjunto T(k): {l: Prf(k,t)} é finito. fu *jq a fungão que
transforma Ic no conjunto de numerais f@) é computável.
2. Para quaisquer números nafurais k e j, existe trm número nafural rn tal que
7(k) U T (j) ç f @).Por outas palavras, ffi prova todas as sentenças que E e j provam.
33.17 Observação
A primeira afirmação indica que cada Ic prova um número finito de fórrrulas.
A segunda afinnação indica que um predicado prova notmal é multi-conclusivo, ou seja,
para cada fónnula há várias provas e não uma única.
33.18 Proposição
Para cada predicado prova norÍnal Pd, existem funções computáveis m(r,g), a(rry) e
c(u) tais que, quaisquer que sejam as fórmulas aritméticas g, tb e quaisquer que sejam os
números naturais k e n, as seguirúes fórmulas aritméticas são verdadeiras:
Prflk, *(wr)) A Púr,. #ç) - Prf(m(k, n), #rb)
Prflk, #ç) - P rJ\a(k, n), #p)
Prfln, #p) + Pfla(k, 
"), 
#ç)
PrÍ(k, *ç) - Pr{c@), # (Prflk, #,à))
Demonstração
Sejam lc e n tais que #(p*,1» ef@) e #p €.7(n), ou seja, fr7(X,*ç,p-n11) e
Prfln,#g) são verdadeiras. Entâo, por definição de predicado prova, LP I tptb e AP F rp .
Logo, 
^P 
I ,h por Modus Ponens. Novamente por definigão de Prt existe um número
23Por uma questâo de simplifieção de escrita iremos omitir as barras sobre os numerais z eTp.
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natuÍal i tal que Pú\i,#/r) é verdadeira Escolhemos o menor i nessas condi@s, digamos n
etomamos m(k,n): i.
Sejam k e n tais que Pfik,#g) e Prfln,fu) são verdadeiras. Por definição de predicado
normal, existe pelo me'nos um número natural i tal que fU,) ) f(k) U f("). Escolhemos
novamente o menor i que verifique a condigão, digamos 3, e tomamos a(krn) : i.
Finalmeffe, seja lc tal que Prl(k,#@ é verdadeira.
Como Pfé Àldemonstnável e Pflk,#tp) é verdadeira em AP, então AP I Prflk,#Q.
Logo, por definição de predicado prova, para cada rp tal que (p e T(k), existe um natural
i tal que Pr^i,#Prflk,#@).
Como apenas existe um número finito de sentenças nessas condi@es, pois 
"(/c) 
é finito
pela primeira propriedade de normalidade de Prf, fxemos um i para cada uma delas, por
exemplo, o menor que verifica a condigão. Aplicando a segunda propriedade de normalidade
de Prf, existe um natural jr tal que Prf(j,#Prfl*,#ç)), qualquer que seja a sentença (p nas
condigões dadas. Tomemos então para c(k) o menor dos j nessas condições. I
33.19 Exemplo
A existência de um predicado prova nonnal é-nos garantida pelo predicado prova
aritmético Prova(r, g), que traduz 'oD é o códrgo de uma derivação da fórmula de código gr".
De facto, cada asserção particular do tipo Prova(n, #F) é decidível, verificando-se que:
Se p é uma pnova de f' entiio l- Prova(#p,#"F').
Se n não é o numeral corresponde,nte ao número de Gõdel de uma prova de F enülo F -
Prova(rz, #.F).
Recordemos o processo de godelizagão (ou codificagão) descrito na secção 3.2 (ç,á5. M).
As correspondências ente cada número de Gtidel e cada sentença aritmética e entre cada
número de Gõdel e cada derivação de AP, são injectivas. A cada sentença/derivagão
corresponde um único número. Dado um número natural, se for número de de uma
sentença/derivação é o único nessas condições (pela unicidade da decomposição em factores
primos).
Notpmos que 0 considerado como sÍmbolo tem o código 10, mas considerado como
expressão tem o código 210 e considerando a derivagão cuja rmica expnessão é 0, o seu códrgo
seria 32'0. Ou seja, o códrgo de uma derivação é sempre um número maior que o código da
sentença que prova Sendo assim, @Ãrk pÍova um número finito de sentenças.
Por ouho lado, tomemos dois números naturais lc e l. Afravés da decomposigão em
factores primos de cada um deles podemos descobrir a derivação (sequência finita de
fórmulas) associada a caÃa um. Construindo uma derivação com todas as liúas das duas
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derivações anteriores (eliminando possíveis repetigões) e determinando o respectivo número
de Gõdel nz dessa derivação, concluímos que rn prova todas as sentenças que E e 7 provam.
Logo, o predicado prova aritnético Prova(z, gr) é normal. No que se segue iremos utilizar
a notação mais simplificada P(s,u), para esüe predicado prova.
Finahmente rerrnimos as condições para definir a interpretação desejada da semântica
LP
3320 Definição
Uma interpretação arimética para a linguagem de LP, que denotaromos por *, inclui:
o Um predicado prova nonnal, Prf, com funções computiíveis nz, o, e c como na
proposição 3.3.18.
o Uma valuação para asi leüas proposicionais, por meio de sentenças aritméticas.
o IJma valuagão para as variáveis prova e constantes provq por meio de números
naturais.
Além disso uma interpretação x comuta com os conectivos booleanos, ou sejq
(á A B)- : (A* A B*), (Á v B)- : (Á" v B*), (A+B). -- (A.+8"), comportandose da
seguinte forma com os sftnbolos funcionais e predicativos:
(ú.s1* : rz(ú*, s*)
(ú + s)* : a(ú", s*)
(!t)" : 
"11";
(t: F). : Prflf,#F.)
3321Observação
1. Sob uma interpretação ,F, uma prova polinómio ü é transformada num número natural
ú' e umâ fórrrula F de tiP é nansformada numa se,ntenga aritmética F*.
2. A interpretação de . é a fungão rn (associada ao predicado) que prova ry' sempre que ú*
prova cmrb es' prova g. A interpretação de * é a função a que prova p sempre que ú' ou
s' provam rp. Finalmenúe, a interpretagão de ! é a firnção c que prova que efectivamente ú'
prova a sentenga rp.
3. A interp,retação de (ú : .F)" é p,recisamente a que desejávamos, ou sejq ú* é uma prova
de.F'n. Para qualquertermo ü e fórmula F, (t,: F)* g Aldomonshável.
3322 Nota@o
Seja X um conjunto de fórmulas de EP. Então Xír - {,F't : ,t, € X}.
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3323 Definição
Uma interpretação aritmética de uma especificação de constantes EC, EC*, é uma
inúerpretação-EC se todas as suas fórmulas são verdadeiras, ou sejq demonstráveis em 4P.24
3324 Defrniçâo
1. Uma fórmula F de EP é váIida (com respeito à semântica ariméüca) se .F'* é
verdadeira sob todas as interpretações *.
Z.tJmafórmula F Ae EP é EC-váüda se ,t,t é verdadeira sob todas as interpretaçOes-EC.
3.4 Validade de EP
3.4.1Proposição (Validade aritmética de LPo)
l.Se LPo l- .F entiio F éválida.
2.Se LPo F f'enüto AP F .F'*, qualquer que seja *
Demonstraçâo
Supoúamos que LPs l- F e derronstemos a proposição por indução na derivação em LPo.
o Casos em que f' é um dos axiomas Ao - 4,4.
Âs. SuponhaÍnos que -F' é uma axioma-esquema da lógica proposicional clâssica.
Neste caso, é imediato que a sentença aritmética correspondente f'* é verdadeira e
derivável em AP.
Â,1. Suponhamos que F é do tipot: A+A
Seja * uma interpretação qualquer. Entiio (t: A+A)* : Pú\7,#A.)*án.
1. Provemos que (ü : A+A)* é verdadeira.
Se Prl(tt,#,4r) é verdadeira enülo ú* é uma prova de Át e logo Á* é verdadeira Logo a
implicação PúT,W)+Á* é verdadeira.
2. Provemos que AP I (t: A+A)*.
Se Pr/(F,#,4l) é verdadeira então, por definigão de predicado provq AP F Á*. Logo,
AP ts Prt\T,#A*!-An,ou sejq AP F (ú : A+A)*.
Se f4f ,W1 e falsa então, sendo PrÍ uma fórmula Àldemonstrável,
AP I -PrJ€,W).Logo, AP I PrÍ(T,#A"1-A*,ou seja, AP t- (ú : A+A)*.25
z4Todas as fórmulas de EC* são do tipo Prf (c*,#A*), onde c é uÍnâ prova constante s ,{ rm arioma do tipo
.4o - Á,4.Como PrJ é Âldemonsúável,* Prt(c*,#Á*) éverdadeira, então éde,monstrável em AP.ãAo longo desta d€,monstração utilizarnos frequenternente os seguintes resultados:
Se AP F rp então AP I {r+q e se AP F -9 então AP I g-ttb.
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42. Supoúamos que F é do tipo ú : (á+B)+(s : Á+(ús) : B)
Seja * uma interpretação qualquer. Entilo:
(t : (á-r)-(s : Á-(ts) : r)) * = r6(t',#(A-B)*)'.(rds', +a'p'r4((ts)', #B'))
l. Sejam k e n números naturais tais que k : t* e n : tn r g,ty' sentenças arifuéticas
tais que g : A* e th : B*. Pela Proposição 3.3.18, existe uma firnção computável nz tal que:
P rÍ(k, #(.rtt )) t P fln, fu) + Prí(rn (k, n), #rlt) é verdadeim.
Logq Pr!\k,#(.rth')-(r41n,*e1-r6(m1|,n),ryt) tamEm é verdadeira e sendo
(ú.s1' : m(lc,n) pela definição 3.3.20, concluimos que F* é verdadeira.
2. Provemos que AP ts rr\(t',#1A-a)*)*(rfls' ,#A')+rr!\(ús)',#,a"))
Por I ., r4\t', #(A- B)\- (P rÍ(s', # A' 1-rr7\ (ús)', #B' ) ) é verdadeira.
Supoúamos que Pr^t',#(A+B)*) é falsa. Então APV-PrÍ\t',#1.4-81*) e logo
AP I Pr^t', #(á+B)*)+ (rrí("' ,#A')+Pr!\(ts)-, #B')).
Supoúamos agora qure Prflt* ,#(Á+B)*) é verdadeira.
Entilo, por 1, Qerí\r',*l')+nrf((ts)',#r')) tambem é verdadeira'
Se Py'(s*,#Á') for verdadeira entiio Py'((ts)',#B') é verdadeira e sendo Pd Lr
demonstrável, AP I r4($s)',*B'). Logo, AP F Pfls' ,#A')+Prf((ts)',#B') e finalmente,
AP I P rÍ\t', # (A+ B)*) + (r 41r', *.n' 1-,Py'( (ts )', #B' ) ) .
Se Pfls*,#A*) for falsa, ltP ts'-Prfls',#A*), AP F Pfls',#A')+Pd((ús)',#B') e
novamente AP ts Prl\t', # (á-B) *) -. (r 4@', * l' )-r4(1t s)', * a)) .
Aa. Supoúamos que f' é do trpo (t: Á)+(!t : (t : Á))
Seja * uma interpretação qualquer. Então:
(t : A-tt: (t:á))* = r6(t',*n1-ed1t)',#pú\t',ur*))
1. Sejam lc um número natural tal que lç--t* e g uma sentenga aritnética tal que
g : A*. Pela Proposição 3.3.18, existe rrma fimção computável c tal que:
Prflk,#Q -+ rdc@),*(erflX,*rD) é verdadeira Como, pels definição 3.3.20,
(!ú)- : c(k), concluimos que ,F'* é verdadeira.
2. Provemos que ÂP ts PrÍ(t',#A-prd1u)' ,*rrÍ(t',*a*'S).
Snpoúamos que W',#A*) é falsa. Então AP l- -r{(t',#á*) e logo
AP ts PrÍ(t',#A*)-PrJ\(t)" ,#Prí(t' ,#á-)).
snponhmos que rrJ\t* ,#A*) é verdadeira. ror t, 14(6 t)',#W(t' ,#r-)) , verdadeira
Logo AP f n7(çt1',*r41f,*a-1) e prtanto AP F (ú : A+!t: (t : á))".
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fu. Suponhamos que -F' é do tipo t: A+(t* s) : Á
Seja t uma interpretação qualquer. Então :
(t : A-(s + ú) : Á)* : P4P',#A*l*ry(ts+t)',#Á*)
l. Sejam k e n números naturais tais çe k:t*, n:8* e seja (p uma sentença
arimética tal que g: A*. Pela Proposigão 3.3.18, existe uma função computável a tal que
Prfllr,#ç) - Prf(a(k,n),#p) é verdadeim- Sendo (ü + s). : a(t*,s"), Peh definição
3.3.20,podemos concluir que F* é verdadeira.
2. Provemos que AP I Prí(t',#A*p{1srt)', #Án).
Suponhamos que Prflt',#A*) é falsa. Entiio AP I -PrÍ(t',#A*1 e logo
AP I Prflt., # A*)+PrJ((s+ú)", or-) .
No caso de Prf(t*,#á*) ser verdadeira, por l, frl(G+t).,+a*) tamUém é verdadeira e
logo AP f rf({s+fl',UAn).Portanto, AP F (ú : Á+ (s + ú) : á)*.
o Caso em que .t, é introduzido, na derivação, por meio da regra R1.
R1. SupoúÍlmos que LPol F e F é introduzida por meio de R1, a partir de G+F e de
G. Por hipótese de indução:
l- G+F é G são válidas.
2. liP l- (G-+r')" e AP F G*, qualquer que soja *.
Seja * uma interpretação qualquer.
l. Por hipótese de indução, G*+F* e G* são verdadeiras. Logo .F'* é verdadeira.
2. Sejam g e ?b sentengas aritméticas tais que g : G* e rls :.F'*. Por hipótese de
indugão, AP I g4l, eAP F p.[,ogo, porModus Ponens, ÂP l- ú.:
3.42 Corolário (Validade aritméüca de LP)
1. Se LP(EC) l- f' então r' é EC-válida-
2.Se LP(BC) l- F então AP l- F*, qualquer que seja a interpretação-EC.
Demonstração
Recordemos que .CP@C) não é mais do que LPo oom a especificação de constantes EC.
Supoúamos então qte LP@C) F f'.
Se a derivação se reduz a uma derivaçiio em LPs, então, pela proposigiio anterior, .F é
válida e AP l- .F *.
Se f' é introduzido, na derivagão, por meio da regra R2, então é uma fórmula do tipo
c: Á, pertencente a EC, em que c é uma constante prova e A é um dos axiomas Ao-4,4.
Nesse caso F é verdadeira sob todas as interpretações EC, por definiçâo de interpretação-EC.
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Por onfio lado, AP l- f'*, qualquer que seja a interpretaçãoEC, já que ltPI Pd(c*,#á*)
(novamente por definigão de interpretação-EC e por Py'ser Aldemonshável). I
3.5 Completude artímética de EP
Nesta secção iremos úilizar uma formulação de LP e EPo por meio de sequências.
Notaremos estes sistemas por LPg e LPgo,respectivamente.
3.5.1Definiçâo
Designamos por sequência (ou sequente), um paÍ ordenado de conjuntos finitos de
formulas de LP, (f ,^), em que f é o arúecedente e À o suc.edente. A notação que
utilizamos para a sequência é I + Â26.
Antes de apresentarmos os sistemas LPÇ e LPÇu façamos um esboço do trabalho que
iremos desenvolver nesta secção com o objectivo de obter a completude aritmética de LP.
Após a apresentação do cálculo de sequentes coÍrespondente a L? e LPo, começaremos
por demons[ar que uma sequência f + A é derivável se e só se a fórmula 7\I+[Â é
derivável @roposição 3.5.7).
Em seguida, descrevemos um processo para obter, a partir de uma qualquer sequência
não derivável, uma sequência saturada não derivável (Lema 3.5.10). Apresentamos ainda um
algoritno para completar uma tal sequência saturada com todas as fórmulas que é possível
obter aplicando as operações !, . e * a todas as fórmulas já existentes (Lema 3.5.12). Estas
três operações básicas (verificador de provas, aplicação e escolha) incorporadas em LP,
constituem a base para todas as operagões oom provas exprimíveis na linguagem
proposicional adoptada.
O passo seguinte será definir uma interpretação aritmética das fórmulas de LP (ta
demonshação do Teorema 3.5.13) e estabelecer a completude de LP através de um
mciocínio por úsurdo. Na semântica associada à linguagem de LP verifica-se que a
interpretação de oot é uma prova de F- é uma fórmula aritmética que üaduz uma afirmação
sobre os códigos de ü e r,.
No fmal da secção (Corolário 3.5.22) poderemos concluir que, se uma fórmula aÍitmética
for derivável na teoria AP (Aritmética de Peano) e for uma interpretação de uma fórmula F
de LP, então .F é uma fórmula derivável em LP. Reoiprmamente, qualquer que seja a
fónnula derivável em LP, a sua interpretação aritmética é derivável em AP.
26tntuitivamente" uma sequência ü.rA2,...A-+ Br,Bz,...B" sipifica que a disjun@o hv h,V...VB"
resulta da conjunção A1 A A2 
^ 
á*. A úilização de sequ€ncias é conveniente para sabermoq em cada passo da
derivaçãq quais as hipóteses que estâo activas.
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3.52 Definição
Sistemas EPg e LPÇs
o Axiomas de LPÇo
Sequências do tipo: l, F + -F', Â ou l, J- =+ A
o Regras de EPÇo
Regras de Gentzen usuais na lógrca proposicional clássica (Troelstm e
§chwichtenberg, 20fi)) :
Regrado corte: e-4fffi&
Regras de infiodugão dos operadores lógicos:
Utilizamos Lo e Ro, para indicar a regra de introdução da formula com o




I+À,Á I+À,8 ,R A )I+A,ÁnB \r
#o"#**aÀ (Rv)
fficn-l
Regras estruturais de confacção:
affiocl H#cncl
E ainda as seguintes regras:
*""*o@(: =+) ffi(+!)
"#,i-,. 
(+ +) tr#*+(=+ +)
f+A,ú:(Á+B) I=+A,sú í _+ \-----}ãfür1:- \r')
Para obter o sistema LPÇ, ase*,entamos ao sistema LPgo a regn 1;5;ZÃ ( + c).
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353 Obseraçõe
l. Em cada uma das regras antoriores, I e A constifue,m o contorto de aplicação da regra
Na conclusão, a fórmula intuoduzida (na qual consta o operador o ) diz-se a fórmula principal.
As fórmulas da(s) permissa(s) das quais a fórmula principal é concluída (e que não perüencem
ao contexto) são as fórmulas activas.
2.lJmaoufia versão da regra do cofte, aparenteme,nte 66is simples, masi que obriga a que




Observemos ainda que a regra do corte haduz uma espécie de transitividade que nos vai
permitir, nomeadamente, verificar a soÍrespondência entre as regras de introdução dos
conectivos à esquerda e as regÍas de eliminagão dos mesmos conectivos.
3.5.4 Notaçâo
Retirando a regra do corte a LPÇ e LPÇ0, obtemos os sistemas LPç- e LPÇí,
respectivamente.
Em seguida, e a título de exemplo, apresentaÍnos algumas dedugões em LPÇ.
Derivamos, nomeadamente, regras correspondentes à eliminação dos conectivos e




3.I+ AvB A+C B+C t-f +C
4. I +(A+B)v(B+A)
Demonstração
Lf + AAB l-I+á





Poderíamos utilizar sempne o mesmo contexto, tirando beneficio da nossa opção em
adoptar axiomas generalizados. Verificamos, no entanto, que esta derivação apresenta uma






Í + bB L^,A+B + B
I,A+B










Podemos encarar cada dedugão como uma bvore que parte da(s) hipótes{s) (raíz) e,
por meio de introdução de axiomas e aplicação das regras ffolhas), vai constnrindo outos
sequentes até obter a sequência conclusão ou tese da dedugão.
35.7 Proposiçâo
LPâoF I + Â se e só se.CPo l- /\I+!4.
LPç | I + Â se e só se LP F fif+[A.
+
+
A+B B+A ) 'A+B B+A
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Demonstração
Demonsúramos as duas implicações da afirmação EPgl I + A se e só se
LP I lll+\,14, por indução na derivagão em LPÇ ou na oompleúdade de I =+ Â.
Se,m perda de generalidade úiliumos versões simFlificadas de Lo(com I:0) e de
R o (com Â : 0), para simplicidade da demonshação.
Pelo Teorema da Dedugão (3.2.12), ÉP l- fil+[À se e só se [I l- V^ em LP.
l.Se LPÇ l- I + A enúão AI l- \/ A, em LP.
o Casos básicos
Se I + À é um dos axiomas de LPÇ:
Se LPÇ l- f, r' =+ F então AI 
^,F 
F F em [.P (as duas derivações são imediatas)
Se LPÇ l-f, l- =àÀ enüio Af ^ 
l- FVA em LP (á que AIA l- F l- e
J- F VA por lógica proposicional)
o Passode indução
Se I =+ Â é introduzida por meio da regra:
(: +) Neste caso l=+A é do tipo t:4,@ +^, introduzida a partir da hipótese
A,@ + A. Por hipótese de indução, se EPÇ F Á, O * Â entÍÍo AO n á l- VA em LP.
Provemos que 7\@ At: A F [Â:
1 AoA(ü:Á) H2 AO A (ú : á)-+[o (Ao)
3 AO A(t: A).+t I A (Ao)
4 AO 1,2 (MP)
5 t: A 1,3 (MP)
6 (ú : A)+A (Ar)
7 A 5,6 (MP)






Á) 7, e (MP)
1L AO 
^ 
á 4, 10 (MP)
L2 v^ 8, r l (MP)
( + !) Neste caso I + 
^ 
é do tipo I + @, lt : t :á, infiodudda a partir da hipótese
I+ @,ú: á. Por hipótese de indução, se LPÇ F l+ @,t: A entâo 7\lFVOv (ú: Á)
em LP.
Provemos que 7\I l- VO v (!t : t : A):
1Ar H
2 VO v (t: A) (hip. indução)
3 (ü:A)+(!t:tzA) (As)
4 VO v (lt : t : A) 2, 3 (MP e lógica proposicional)
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(+ +) Nesre caso I+A é do tipo f =+O,(ú+.s):,4 intoduzida a partir da
hipótese I + O,ú : Á. Porhipótese de indução, Al l- VO v (t: A) em EP.
Provemos que fif t- VO V (ú + s) : Az
1Ar H
2 VO v (ú : Á) (hip. indução)
3 (ú:A)+(t*s):á (A,4)
4 VO v (ú + s) : Á 2, 3 (MP e lógica proposioional)
( + .) Neste caso I + Â é do tipo f + O, (ts): B, introduzida a partir das hipóteses
I+@,ú z(A+B) o I+O,s:á. Por hipótese de indução, Af FVOvt:(A+B) e
AIFVov(s:á).
Provemos que 7\l F VO V (ts) : B:
1^r H
2 vo Y t: (A+B) (hip. indugão)3 VO v (s : Á) (hip. indugão)
4 t: (A+B)+(s : á-+(ts) : B) (Az)
5 VO v (s : Á+(üs) : B) 2,4 W e lógica proposicional)
6 VO V (ús : B) 3,5 (MP e lógicaproposicional)
( + c) f =+ Â édotipo f + O,c : Á.
Provemos que 7\l F VO V c : A:
1Ar H
2 c:A 1(R2)
3 (, : Á)+!o v (c : Á) 2 (Ao)
4 VO v (c: A) 2,3 (MP)
(R^) f + Â é dotipo I =+ áA B, introduzidaapartirdashipóteses I + Ael + B.














(LA) I+A é do tipo AAB *4, introduzida a partir da hipótese á=+Â. Por






4 V^ @ip. indução)
(RV) I+Â é do tipo T+AVB, inÍoduzida a partir da hipótese I+Á. Por
hipótese de indução, Al F Á.
Provemos que fif I Av B:
l^r H
2 A (hip. indução)
3 A+Av B (Ao)
4 Av B 2,3 (MP)
(LV) AV B =+ A é introduzida a partirdas hipoteses Á + A e B =+ À. Porhipótese
de indução, F Á-+!A e F B+!À.
ProvemosqueáVBl-!Â:
1 AVB H
2 A+VL @ip. indução)
3 B-+!A (hip. indução)




(R-) f à A+8, introduzida a partir da hipótese A,l + B. Por hipótese de indugão,
Al A Á F B. Logo, 
^f,Á 
F B (por lógica proposicional) e 7\l I A+B pelo teorema da
dedução.
$,+) A+B + 
^ 
é introduzida a partir das hipóteses + À, Ae B =+ 
^. 
Por hipótese de
indução, l- V^ Y Ae I B-+!À.
Provemos qae A+B F [À:
LA+B H
z !A v Á (hip. indueão)
3 B-+[A (hip. indugão)
4 V^ v n-(@*n)+((B+[Àl*V^)) 60)
6 (A+a)+((B-+[À)+!À) 2,4 (Mp)
6 (B+[Â)+!À l, s (MP)






GC) f + A é infroduzida a partir da hipótese I + A, A. Por hipótese de indução,
f F Á,Á. É imediato que f F á.
(LC) Á, f + A é introduzida a partir da hipótese A, A,l * À. Por hipótese de indução,
A, A,T l- A. É imediato que á, I F A.




2 A (hip. indução)
3 B 1,2 (hip.indução)
2.5e, LP l- fiI+!À então ÊPç | f =+ À.
Na demonstração de l. está já implícita a existência de um paralelismo entre as regras de
LP e u regrÍLs de LPÇ. Sendo assim, na demonshação desta implicação, limitamo-nos a
provar os casos em que esse paralelismo não nos paÍeça imediato.
o Casos básicos
Se fiI-r[À é um dos a:<iomas de LP, digamos .F,:
Sef'édotipo fueLP Ff'entÍio LPÇts +F.
Se.F é do tipo 41, digamos,t: A+Aettão EPÇIt: A +á por aplicação directa da
resa(: + ) ffi
Se F é do tipo Az, digamos, t: (A+B)-+(s : AAs : B) então
LPgl t: (A+B) + (s : A+ts: B) nor aplicação da regra( +.) a dois aniomas, seguida
de aplicação de (R+):
t, ,s: A+ t t s:A+s:A
t s: )ts:B
t =+ s: Atts:
Se F é do tipo As, digamos, t : A+lt : (t : A) então LPg I t : A=+ (!, : (t : Á)) por
aplicagão direotada regra ( + !) ao axioma t : A + t : A.
Se F é do tipo Aa, digamos, t z A+(s *t) : A entÁo LPgl t : A=+ (s+ú) : á por
aplicação directa da rega ( + + ) ao axioma t : A + t z A.
o Passode indução
§e fil+!Â é uma fórmula de LP, digamos ,t., introduzida por meio da regra:
R1) Suponhamos que -F é inhoduzida a partir drs fórmulas G+F e G. Por hipótese de
indugão, trPgl G + F e LPÇ F + G. Logo, por aplicação imediata da regra do corte,
ÊPgt +r'(#1.
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R2) Suponhamos que .t' é do tipo c : á introduzida pela necessidade de axioma Por
aplicação imdiafa de ( + c) LPÇ F =+ c : A.l
35.8 Corokírio
LP(EC) l- f'sse LPÇo l- EC + -F'.
Demonstra@o
Pela Proposição 1, fazendo I : EC e À: {F}, obtemos t-PÇo l- EC + f' sse
LPol fiEC-+tr'. Mas, por definiçâo de LP(BC) e pelo Teorema da Dedução (feorema I da
secção 3.2), EPo F fiEC-+tr'sse.CP@C) F .F'.I
A definição que se segue é parcialmente motivada pelo processo que normaknente
utilizamos na procura de uma dedução. O procedimento usual é procuÍaÍ um meio para inferir
determinada fórrrula, observando as regras do sistemq de baixo para cima, por forma a
deterrrinar o que é necessiário ter na dedução para obter a fónnula desejada.
A tífulo de exemplo, suponhamos que se pretende que AtB pertença ao sucedente de
determinado sequente. Observando (R-+) será então conveniente que Á esteja no antecedente
e B no sucedente.
3.5.9 Definição
A sequência f + A é saturada sse:
1. Seá+B € lentão B e f ouÁ e A.
2.Se A+B € Â entiio Á e I e B e A,.27
3.Seú:Áelentão/,eI.
4. Se !ú : t : Ae A então t : A e L'
5. Se (s *t) : Ae Âentão s z A e L,et :Á e A.
6. Se sü : .B e À então, para cada X+B que ocorre como sub-fórmula e,m I U Â, ou
s:(X+B)€Âouú:XeÀ.
O nosso próximo passo, essencial para demonstrar a completude de LP, consisúe em
pÍovar a existência de uma CIrt€ilrsão sanrada, não derivável em LPÇ[, paÍa cada sequência
não derivávelem EPgí.
2TAlguns aütores optam por incluir tambérr, na defini@o de sequência saturadq as afirmações relativas aos
restantssconectivos:SsÁABefentâoáefeBeI;seÁ^B€ÀentãoÁeAouBeA;seÁVBeI.
então á e I ou B e l; se á v B e A enUo á e A e B e A; se -á e I e,n6o á e Â e se -á e A en6o,A e I.
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35.10 Lema (.ema da Satumção)
Consideremos uma sequência f + A tal que CPçí V f +.4. Então existe uma
sequência saturada l' + À'tal que:
I.ICI'eÂÇA'
2.1' + Â'tamHmnãoéderivável emEPÇí,ousejq LPgí VT'+ L'.
Demonsftação
1. Comecemos por conshrir um Algoritno de SaÍuração (AS) que nos permita obter a
sequência saturada f' + À'.
Seja I + À a sequência dada. Para cada formula,,S € f U A, que ainda não teúa sido
descarregadg tentemos levar a cabo um dos seguintes passos (1-7).
No momento inicial,0, todas as fórmulas de I U Â estão disponíveis.
Depois de efectuar o procedime,nto indicado num determinado passo, com respeito auma
fórmula S, essa formula é descamegada, ou sejq deixa de estar disponível para novos passos.
Se não for necessário levar a cabo neúuma das insüuções dos passos l-7, então f + A
verifica as condições de saturagão e, nesse caso, terminamos o algoritmo comsucesso.
1 - Se,S : (A+B) € l, entlio coloque á em A ou B em f.
2 - Se $ : (A+B) e A, entilo coloque Á em f e B em À.
3 - Se S : t: Á e I, então coloque Á em f.
4 - Se § : !ú : t : A€ À, então coloqueÍ : Á em A.
5 - Se § : (s * t) : A€ A, então coloque s : Aeú : Á em À.
6 - Se S : st: B e L,, então, para cada Xrtal qae X6+B ocorra como sub-fórmula em
| U A, coloque s : (X6+B) em A ou t : X,; em L,.
7 - Se lnA *0 oa -L € I, então recue. Se recuar até ao primeiro passo, termine o
algoritmo com falha. Sempre que recue a um dado passo, torne disponíveis todas as fórmulas
que descarregou quando deixou esse passo pela última vez.
Enquanto percoremos o algorifuo, os conjuntos f e À vão sendo extendidos ahavés da
inclusão de novas fórmulas. Quando AS termina obtemos dois conjuntos I' e A', tais que
l'fleA'lÂ.
o Verifiquemos que AS termina com sucesso.
AS termina pois tem rrm núme,ro finito de passos e, em cada passo em que não recue,
descarrega ou uma fórmula de I =+ À ou uma fórmula do tipo ú : .F', onde ú e .t' ocorrem
ambos e,m | + 
^ 
. Ilavendo apenas trm número finito destas fórmulas, o términus do
algoritmo é garantido.
AS termina oom sucesso. pois caso contrário AS terminaria no primeiro passo
correspondente à sequência inicial I + À, com todas as hipóteses esgotadas, incluindo a
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hipótese de reuar. Assim sendo, a sequência inicial f + Â não satisfazia as hipóteses
iniciais, verificando-se I n A * 0 ou l- e I.
o Provemos então que tPÇ[ Vl' + À'. Suponhamos, oom vista a um úsurdo, que
tPÇ; F I' =+ A'.
Notemos que após efectuado um determinado passo do algorimro obtemos mais um nó da
ánrore. A cada nó corresponde uma sequência fI =+ O, tal que, f g II q I' e À c O g 
^'.A fuvore descrita por este algoritmo, contém I =+ Â na raíz e os axiomas de LPÇo nre
follns.
Por indução na proftmdidade de um nrí, podemos provaÍ que todas as sequências
(II + @) da árvore são deriváveis en LPÇn, incluindo a sequência de ruíz f + A, o que
contradiz a hipótese EPgí hz f + A.
Os nós a que corespondem os paÍisos de 1-5 e 7 são niviais. Em cada um dos passos l-5
incluímos uma fórrrula em f e/ou uma fórmula em Â, não entrando em contradigão com o
que já existia na sequência anterior, e avançamos um passo. Iogo, se a nova sequência é
derivável também a anterior o era. No passo 7 recuamos um paÍiso por forma a retirar da
sequênciaas fórrrulas queteúamdado origemaumdos casos I nL+ 0 ou l- e f.
O passo crítico deste algoritmo é o passo 6 uma vez que a insfrução correspondente
poderia dar origem a uma das sifuações descritas no passo 7, obrigando à verificagão
posterior da não inclusão em À de fórmulas que já esüavam em I. Verifiquemos, no entanto,
que tamHm nesse caso a sequência correspondente é derivável em LPÇí .
Consideremos que chegámos a um nó que é relativo ao passo número 6. A este nó
corresponde uma sequência do tipo fI + O U st : B.
Supoúamos que X1, ...Xn sãro todas as fórmulas tal que X6+8, com i : 1, ..., z, é sub-
fórmuladelUÀ.
Neste caso, temos 2n nós, descendentes deste, com sequências do tipo
II =+ @, st : BrYi rYf ,...Yf onde o : (or,o2t...to,,) é um n-uplo de zeros e uns e
Y9-.L s : (X1B)r sê 06 
: Q
t:X6,sgo6:f{
(Temos tantos nós quantos os n-uplos de zeros e uns que é possível forrrar)
Por hipótese de indução, todos os descendentes são deriváveis em EPÇí. Em particular,
os 2o-l pares de sequências do tipo [I+O',s: (X1+B), sendo dr:O edo tipo
II + O'rú : X1, sendo ot: L.
Aplicando a regra ( + .) a cada par de sequências deste tipo, obtemos II + O', st B,
ou sejq II + @' (á que nesüe passo assumimos st: B € O'). Logo as 2"-1 sequências
7t
resultantes, do tipo fI + O', mais especificaurernte, II =+ O, st,: BrY{ r...Yf, são deriváveis
em LPÇI.
Repetindo este raciocÍnio tu- 1 vezes, terminamos com a derivabilidade da sequência
II + O, st: B em LPÇí.
Deste modo, concluimos que todas as sequênoias da ánore são deriváveis em LPÇ; .Em
particular, EPçí F I + A, contradizendo a hipótese do lema.
r-ogo, LPÇI V T' + A'. I
35.11Observação
Observemos que numa sequência saturada f + À, não derivável em LPÇí,I é fechado
t Â A+B.A
para as regras T e --E-.
35.12 Lema
Para cada sequência saturada I + À, não derivável em EPÇI, existe um conjunto de
fórrrulas de LP, F (complemento de I + À), tal que:
1. f é um conjunto decidível. Para cada termo ü o conjunto /(t) : {Xlt : X e f} e
finito e uma firngão que transforme um código de ú28 num oódigo de I(t)29 é compuüável.3o
2. LoF : 0. Se F' e Ientão F' e F.
3.SeÍ:XeflentãoXef.
4. Se s : (X+Y) € f eú : X e Fentãosú : Y e f.
5. §eÍ : X e f entiio !ú : ú : X e f.
6. Seú : X e Fe s éumpolinómio prova, então (ú * s) : X e Fe (s + ú) : X e fl.
Demonstração
Vamos descrever um algoritno COM que produz uma série de conjuntos finitos de
fórmulas de LP,lo, fr,....
Seja Is : f.
Para cada número natural i, ) O, COM define o coqiunto fl+r da seguinte forma:
Se i : 3lc, para algum Ic natural, ontiio:
le+r : ru[J{".t : Yls : (x+Y),t: x e 16}
srt
2{Por exemplo o nírmero de Gôdel det,#t.
2gConsiderando todas as ordenações possÍveis do conjunto finio de números de Gôdel das fórmulas de .f(ú),
podeinos deErminar o nfimero de Gõdel de çarl6 rrma desms sequências e tomar pra código de f(ú), por exe,mplq




Se i : 3& + L, para algum lc natural, e,lrtilo:
r.;+r : r,[Jtu z t : Xlt: X e 16]
Se ,i : 3k + 2,para algum lc natural, então:
I,;+r : +[J{f" *t) : x,(t+ s) : Xlt :X e ro,l"l < i3r}
Tomemos fl: UIo.
L
1. Pelo algoritmo, 15 C f,;a1, para cada número natural 'i. No passo i > 0, COM produz
uma fórmula de I ou fórrrulas do tipo r: Á com comprimento maior que i. Este facto
garante a decidibilidade de fl pois dada uma fórmula F, de comprimento n, no passo i:3n
de COM: }' e I,, sse .F'e F. Um argumento análogo estúelece a decidibilidade de /(ú). A
partir do algoritno ou procedimento efectivo associado à decidibilidade de I(t) podemos
construir a função computável de ü para /(ú).
2. e3.Provemos, por indugão em i, as afirmações A,B e C que se seguem.
A.faOA:0
B.Set:Xef6entiíoX€Ir
C. SeX+Y, X € f.; entEioY e ln
o Para'i, : O,lo : I e I + À é saturada, logo verifica-seÀ B e C'
o Passode indução
Por hipótese de indução, as afirmações AB e C verificam-se para'i-
A. Suponhamos que existe F € fe+r n^. F I f6 pois f; OÂ : 0. Estudemos as três
possibilidades.
Se,i : 3lç então F é dotipo sú : Y, com s : (X+Y), t, z X eI6, paraalgum X.
Da descrição de COM resulta que X+Y € I : Is (pois não foi introduzida em nenhum
16 posterior).
Como st:Y € A (iá que porhipótese.F € lt+r n À) e X+Y € I, então, pela saturação
de I+Â, ou s:(X+Y)eÀ ou t:XeL- hgo, s:(X+Y)€lin^ ou
t,: X e fi n A. Em qualquer dos casos teríamos I* n A 10, conrtaÃizr;ndo a hipótese de
indução.
3lutitizamos lsl para representar o comprime,nto do polinómio prova s, ou seja, o número de variáveiq constantes
e sÍnbolos funcionais existflrtes €,Ín e.
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Se'i:3/c+L então.F'é do tipo ttzt:X com ú:Xe Io. Pela propriedade (a) de
saturagão, t:XeÂ. Logo t:XeIeOA e novame,lrte &nAf 0, contradizendo a
hipótese de indução.
Se i:3k+2 entlio F é do tip (ú+s):X, com t:Xelc ou s:X€16. Como
(ú+s):X€Â, temos t:XeÂ e s:X€A, pela propriedade (5) de saturação. Logo
t:XefdnAe16flL+4.
Nos tês oasos a conhadição deve-se à suposição de que existe .E € le+r O Â. Portanto,
fa*r O A,: 0.
B. Supoúamos que p:B€lo+r e p:B (16. (Se p:Bele é imediato, pois, por
hipótese de indução, B e\e logo B € f61r já que Io Ç lr+r)
Estudemos novamente as três possibilidades.
Se i: 3/c entiio p: B é do tipo st:Y, com s : (X+Y), t: X e 16, para algum X. Por
hipótese de indução, X+Y € 16 e X el6 logo Y € I,;, por hipótese de indução (C). Como
fc Ç le+r, Y € f*r, ouseja, B € le+t.
Se i:3k+1 entÃo 7t: B é do tipo !ú:(t: X) com ú: Xe 16. Logo ú: X € l*r, ou
seja, B € fo*r.
Se i:3k+2 então p:B é do tipo (ú+s):X com lt+sl <i+L, sendo que
t : X eI6e ltl ( iou s : X el6 e lsl < a.
Por hipótese de indução, X e lt C le+r, ou sej4 B € f;+r.
C. Supoúamos que X-+Y, X € f6..1. Pela descriçiio de COM temos X+Y € I (porque
não foi incluída posteriormente, em neúum dos três casos, num le). Pela saturação de
f + Â, vem Y € I ou X e Â. No primeiro caso é imediato que Y € fl+r. O segundo caso
não pode ooorrer pois caso contnírio X e lo o Â, contradizendo a hipótese de indução. Logo
)i € f611.
Provadas as aÍirmações dB e C,os pontos 2. e3. do lema são imdiatos:
2. LnÍ : 0,pois Io Í-l A : 0 paratodo o natural i. §e.F € f : 16 então .F' e F.
3. Set : X e Fentlio existe i > Otalque ú : X e Il. PorB, X € f, e logo X e F
4. Suponhamos que s:(X+Y)eF e t,:XeF. Se.la j o menor número tal que
s : (X+Y) € Ij- e Ic o menor número tal que t : X eI6. Seja rz o maior enfre eles. Então
s : (X+Y),t: X e l-. Tomemos um múltiplo de 3 maior ou igual a rn, digamos i. Então
(s.ú) : Y € fo+r e logo (s.ú) : Y e F.
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5. Consideremos ú : X e fl e k o menor número tal que t, : X ele. Seja i 2 Ic tal que
i, : 3i* 1, para algum j. Então lt, z t zX e lc+r e logo lt : t, :X e f.
6. Finalme,lrte suponhamos que ú : X e F e s é um polinómio prov& Seja Ic o menor
número tal que t,:XeI6. Tomemos i)Ic tal que i,:3i*2, para algum j. Então
(t + s) : X e (s *t) z Xpertencem al;+r c f. I
Demonshamos, em seguida, o teore,ma que nos vai pennitir concluir a completude de LP
com respeito à semântica proposta.
35.13 Teorema
As afirrrações l-5 são equivalentes.
t. LPçí t- r + A.
2. tPÇo 1- f + A.
3.EPol- Âf+VA.
4. Para cada interpretação *, AP F ( n f-+ V A)*.




O passo 1 implica 2 é nivial.
O passo 2 implica 3 foi demonshado na proposição I desta secção.
O passo 3 implica 4 resulta da validade aritmética de LPo (proposição 3.4.1).
O passo 4 implica 5 é trivial.
Resta demonshar que 5 implica I para obter a equivalência enfue todas as afirmações.
Por ser uma demonshagão extensa, optamos por provar alguns resultados importantes
inseridos em lemas e corolários.
Vamos úilizar um mciocínio por absurdo e provaÍ que se não se verifica I então não se
verifica 5.
Suponhamos que LPÇI V f + À. Provemos que, nesse casio, existe uma interpretagão *
paÍa a qual ( A f+ V 
^)* 
é falsa- O nosso objectivo pass4 portanto, por construir uma tal
interpretação.
Pelo Lema da Saturaçãoo existe rrma se{uêtrcia saturada I' + À' tal que f E I', 
^ 
g A'
e LPZí V l' + Â'. Seja fl o. complemento desta sequência, obtido ahavés do algoritmo
construído no Lema 3.5.12.
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Vamos definir nma interpretagão * das proposi@s .9t, das provas variáveis 17 e das
provas constantes ay, assumindo que a numeração de Gõdel, da linguagem conjunta de LP e
AP, é injectiva, ou sejq #Et - #&, * Er = Bz, para quaisquer expressões Er e &, (e que 0






Vejamos como exüender esta interpretacão às formulas.
Para cada fórmula aritmética do tipo PrÍ(r,g) definimos uma translação t que
transfornra termos de LP em numerais e formulas de EP em fórmulas de AP, de tal forma
que:
§t : ,S*, para cada proposigão ,9,
tt : #t, para cada termo Í,
(t:r)t:Pútt,#fi)
e t comuta com os conectivos proposicionais.
Demonstra-se, por indução na construção da formula de LP, que t é iqiectiva, isto é, se
fr : Gt então f': G. A demonstração baseia-se no seguinte facto: oose Ft : GI então os
principais conectivos de .F. e G coincidem" (Artemov, 1998).
Seja(P,8, O, 1l ) opredicadoprovaaritméticonatural.P(*,g) significaqueo'réo
código de uma derivação da fórrnula de código U" e @, O e f as operações com provas
(aplicagão, escolha e verificador de provas, respectivamente) associadas a P. Em particular,
para quaisquer fórmulas aritnéticas g, th e naturais k, n, as seguintes fórmúas são
verdadeiras:
P(k,#((nrt)) n r1r, #ç) - P(e s n,#r/)
P(k,#9)+P(k@n,#p)
P(n,#g)+ P(k@n,#p)
P(k,#p)- r( t k,#(P(k,#,»)
Assumimos que P(ÍÉú,Ic) é falsa para qualquer termo t e k e N. @odemos escolher um
pÍooesso de godelização análogo ao descrito na nota de roda$ da página 43, por forma a que
o código de um termo não seja código de uma derivação. No processo desorito, a
decomposição em factores primos do número de Gõdel de um termo te,m o factor 2, enquanto
que o código de uma derivaçiio niio, logo são diferentes.)
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Vamos utilizar a notação ps.g@,!) para a função que calcula n tal que
p@,1) AYz 1 o--g(z,?),ou seja, pa.p@,!) encontra o primeiro (menor) o que verifica
e@,1).
Oa p,a.9(ü,1) é computável se a condiçiio g@,?) AVz 1s-,9@,!) é Er-
demonstrável. Portanto, cada uma das condições seguintes é suficiente para a função ser
comprúível:
(CL) 9@,,!) é Âldemonstrável32
(C2) p@,1) é Eldemonsfirâvel e é função iqiectiva com respeito à variável z, ou seja,
p@t,à) A ç(kz,à1-t , : kz é verdadeira, quaisquer que seja, h, h eà.
Vamos definir a frrmula PrJ\*,g) de tal forma que AP prova a seguinte equação de
ponto fixo (EPF):
Pú\r,g) <-+ P(a,u)v ("n: !tt,paraalgum termo t de LP ea:#BI,para
alguma fónnula B de LP,tal que B e I(t)")
Observação: Segundo esta definiçlo, Pflt,y) é verdadeira se ocorrer uma de duas
situações:ouréocódigodeumaprovadaformuladecódigogounéonúmerodeGõdelde
um termo t de LP e gr o número de Giidel da fonnula aritnética que é interpretação de uma
fórmula B de LPtal que t: B e í 33
Notemos que a fórmula aritnética dentro de aspas descreve um procedimento primitivo
recursivo que, dados r e y encontra ú e B tais que, :#t eU:#Bt, verificando depois se
B e I(t).
De (EPF) concluímos que Prf é À1-demonsMvel (á verificámos que P(o,g) o é) e que,
se AP F rp enüio Prí(k,#9),para algum /c (pois sendo /c o número de Geidel da derivação,
temos P(k,#@ e logo, por EPF, Prflk,#@.
Para definir as funções computáveis n1,, a e c, associadas a Prf, vamos definir ffirmulas
M (r, A, z), A(r, g, z) e C (r, z), da seguinte forma:
34.Iesse caso (p e rg são Elde,monsháveis. Logo, segundo a defini@o de G. Boolos (ver nota de rodapé n olS),
Yz 1a-g é XldemonsEávele? AVz < oag é Erdemonsüável.
33Recordernos que nem todos os número nanrais sâo números de Gõdel de fó,rmulas. Por exemplo, segundo o
prccesso de Gõdelizaçâo descrito na nota de rodapé ruo13, 5 e 9 não são nirmeros de GÕdel de nenhuma fórmula
ou dedução. Como0 nâo énúmerodeGôdel,5 éapenasocódigo do sÍnbolo'('e9 o códigodosímbolo : ou
o código da sequ&rcia - ( que não é uma fórmula nem dedu@o).
77
/
M(r,Urz) +-» ('existem termoss e ú, de LP,taisque ít 
: #s e U : $if,' A z :Urr),
" fi : #s,para algum termo s de LP, e u + ltt, qualquer que seja o termo t de LT
fi1al*a : w.( n 1r1r,* Bt)lBe r(s)))'fi z :'tto U) V
("* f#s, qualquer que seja o termo s ds LP, ê u : {*t,para algum termo ú de tiP
filo["u - w.( n 1r1r,+ Bt)lB€ /(r)])'A z: os rf)V
(", f #s e yf #ú, quaisquer que sejam os termos s e t de EP' Az :, * n)
A(rru,r) .* ("existem termoss e t, de LP,taisQUe r : #s e y : !4f' A z : #(s+ 4)V
: #s, paÍaalgum termo s de LP, e y * l*t, qualquer que seja o termo t de L?'(",
(
l11al"a: w
'b f #s,qualquerque sejaotermo s de LP,au:#t,paraalgumtermo ü de L?'
(n 1r1r, #Bt)lB e /(s)))"[ z -- ao d)V
fiiu["u - w.(n 1r1r,+ B\lB€ /(ú)])'A z : no rf )V
'b f #s e g * llt,quaisquer que sejam os termos s e Í de LP l1z - n @ U
C(t, z)-* (* : #t,paraalgumtermoú de E?' hz: #!ú)V
("* f#ú, qualquer que seja o termo t de LP- l\
)al*a : *.(n ff(w,#P(t,#e)+Pflt,*p))l,p e r(t)))"Az: r lr ,1)
Comentários:
Para definir cada uma das fórmulas anteriores, tivemos que estudar separadamente os
casos possíveis que poderiam ooorrer oom os números fi e U. Tomemos, a tífulo de exemplo,
a definição da primeira fórmula (M) cujo objectivo é obter um número z que poderá ser o
resultado de rm, aplicado a n e U. Suponhamos e,ntão que , e g são códigos de provas de .F-+G
e .F', respeotivamente, e quercmos obter o c&igo de G.
1. Se c e gl são números de Gõdel de termos de LP, termos o problema resolvido devido
à operaçâo aplicação do siste,ma LP (def.3.2.6, Aú.
2. Se a e y são códigos de provas de fórmulas aritméticas, também temos o problema
resolvido devido à operagão I associada ao predicado aritmético P.
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3. Se um dos números é o cftigo de uma prova de uma fórmula aritnética e o outro é o
cfiigo de um termo t, de EP, então atuavés da hanslação f , tansformamos todas as fórmulas
B de LP, que verificam t: B, em fórmulas aritméticas e determinamos um codigo de uma
prova dessa fórmula arifuética, reduzindo então este caso ao caso anterior.
A explicação do raciocínio utilizado em cada rtma das restantes definições é análoga
Tomando o predicado prova normal, Prf, definido atuavés de EPF, resta definir as
fungões rrl,o, e c, para concluir a definicão da interpretação aritnética *. Sejam:
m(a,g) :: 1tz.M(a,y,, z)
a(o,y) :: 1tz.A(a,g, z)
c(a) :: 1tz.C(n, z)
As funções rn) o, e c são computiâveis, pelas propriedades de M, Ae C.3a
Nos seguintes passos da demonstração provamos resultados importantes que enunciamos
através de alguns lemas e resp€ctivos corolários.
3.5.14 Lema
a)t* : út, qualquer que seja o termo t de LP.
b) B* = Bl,qualquer que seja a fórmula B de LP.
Demonstragão
a) Demonstremos esta igualdade por indução na construção do termo ü.
No caso de ú ser uma variável ou uma constante, a igualdade resulta da definição de *.
Consideremos os c:rcos em que t é r.s, r * s ou !s. Por hipótese de indução, r* - rl e
s* : st. Logo, pelas definições anteriores:
(r.")* :m(r*,sn): m(#r.,#s) : #(r.s) : (r.s)Í
(r * s)* : a(r*,sn) : a(#r,#s) : #(r* s) : (r * s)Í
(!s)* : c(s*) : c(#s): #(!s) : (!s)t
b) Demonsfremos a identidade por indugão na constnrgão da fórmula B.
O caso em que B é uma fórmula atómicq ou seja, uma proposição, resulta da definição
de *. Considere,mos em seguida os restantes casos.
Supoúamos que B é do tipo á : .F. Por hiStese de indução, .F* : .F't. Logo, aplicando a):
(ü : F)* : Prflt*,#Fn): Prí(tf,#Fr): (t : tr')t
Supoúamos agoÍa que B é de um dos tipos F+G, F AG, F v G ou -I'. Por hipótese
de indução, F* :,F{ e G* : Gtf. Como * e f comutam oom os conectivos proposicionais,
temos, para cada caso:




(f'+G)* : (f'*+G*) : (f'1'-+Gt) : (f'+G)t
(]7 
^ 
G)* : (tr'* A G*) : (tr't 
^Gf) 
: (F'AG)t
(]7V G)* : (tr'n V G*) : (f't VGt) : (tr'VG)t
(-F)*: r/*: -f{: (-F)t
3.5.15 Corolário
A aplicação * é injectiva com respeito aos termos e fórrrulas de EP. Em particular, para
quaisquer expressões E1e E2,temos Et* : Ez* + E1= E,2.
Demonstracão
A iqiectividade de * resulta da já referida, injectividade de f, já que:
Er*:Ez*+4:nl)E,1:82
3.5.f6 Corolário
Para toda a fórmula X de LP, X* é Aldemonstrável.
Demonstacão
Se X é atómicq X: S. Por definição, ,S* é znro ou um número de Gtidel, logo
equivalente alr(n:0) ou a 1r(x:#S). Sendo r:Oen: #5 Eldemonstráveis, Xt é
Â1-demonstrável.
Se X é do tipo t,: F, enülo (ú : F)* : Prí(t*,#F*). Pelo lema 3.5.14,
AP I PrÍ(t*,#Fn) <-+ Pfl#t,#F*). Ora, como Py'(#t,#F*) é Â1-demonsbável, também
(t:r')oé.
Se X é de um dos tipos F+G, F AG, FvG ou -.17, o resultado segue do facto da
classe de fórmulas Aldemonstníveis ser fechada para os conectivos booleanos.
3.5.17 Lema
Seja X uma frrmula de EP.
a) Se X e F', entiio AP F X8.
b) Se X € Â', então AP F -X*.
Demonstração
Mais umavez demonstremos o lema por indugão na oomplexidade de X.
o Provemos primeiro os casos básicos.
Se X é atómicq ou sejq X : S para alguma proposição ,9, então X* é verdadeira3s se e
só se #X f A, oaseja, se e só se X e F'.
Se X e y'r',#X : 0, entãio X tráo é fórmula derivável ern AP (é falsa).
Suponhamos agora que X : t : F para algum temo ú e fórmula .t,.
35Pelo corolário anterior, se Xt é verdadeira então é dsrivável.
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a) Se ú: .F e F', então AP I *F e l(t)',por definição de complemento de F. Por EPF,
AP I Prfl#t #.F t) e pelo lema 3.5.14 AP ts Prfl#t,#F*), ou sej4 AP F (ú : .F )n.
b) Se t : F e L', então ú z F (f e "f' € I(t)- é falsa A fórmula P(ú*,#.F*) também é
falsa pois as$rmimos P(#t,k) falsa para todo o lc.
Então, por EPF, (f : .F')* é falsa (pois não temos P(t*,#F*) nem f'€ 1(ú)). Como
(ú : F)* é Àlde,monshável (pelo corolário 3.5.16), então AP F -(Í : .F')*.
o Passodeindução
Supoúamos que X é de um dos tipos F+G, F AG, F V G ou -tr'. Por hipótese de
indução, F e G verificam a) e b). O resultado segue das propriedades de saturação de
l'+ A'
Caso X - F+G.
a) Se .t,+G e f', então F4 €I'. Pela propriedade de saturação de l', G € f' ou
F e L'. Por hipótese de indugão, AP F G* ou AP F -F*, ou sej4 G* é verdadeira ou F* é
falsa. Em qualquer dos casos, (.F'+G)* é verdadeirq pelo que, AP F (.F'-+G)*.
b) Se X:F+G €A', então Fe l' e G eÂ'. Porhipótese de indução, APF-t't e
AP F -G*, ou seja" .F'* é verdadeirae G* é falsa. Logo, (f'*G)* é falsa e AP F -(tr'+G)*.
CasoX: F AG.
a) Se FAGc f', enüio f e F' e Gefl. po. hipotese de indução, API-F* e
AP F G*,logo AP F f'* A G*, ou seja, AP l- (F A G)*.
b) Se Í'AG € A', então F eL'ou G € A'. Por hipótese de indução, APF -F* ou
AP F -G*, logo I;"§ ou G* são falsas, pelo que F* AG* é falsa. Portanto,
aPF-(,F'AG)n.
CasoX: FV G.
a) Se FVG€fl, então f e f'ou G€fl. po. hipótese de indução, API-F* ou
AP l- G*,logo AP F .F'* V Gt, ou seja, AP F (.F'V G)'N.
b) Se FvG €A', então.F'e Â'e GeA'. Por hipótese de indugão, API--.F,* e
ÂPF-G*, pelo que F* é falsa e G* é falsa Logo, tr*VG* é falsa e portanto
AP t- -(tr, v c)*.
Caso X : -,F.
a) Se -^F' e F', então F çf e.F e À'. Porh.i., AP F -F*, ou sejq AP t- (-.F)".
b) Se -f'€ À', ontão F É L' e -F e i'. poth.i.,AP F Ft,logo.F* éverdadeira. Entâio
-F8 é falsa, ou sejq AP F -(-P1*.
35.18 Lema




+ Seja z tal que PrÍ(n,#rp). Por EPF, temos P(n,#9) ou #tp : #Bt para algum B tal
queú : n ef (t étaleue z : fÊú)
No primeiro saso, n é o código de uma derivaSo da fórmula p de código #9,logo AP l- p.
No segundo caso, pela saturação de F', A ef .Pelo lema anterior (3.5.17) AP l- B*.
Orq pela injectividade da numeração de Gõdel, g = Bt, ou seja, I = B* -
Portanto, N I ç.
3.5.19 Lema
Para quaisquer formulas aritméticas g, rb e números naturais /c e rl:
g Pflk,#(g*,») A Prfln,#ç) - Prf(rn(k,n),#rb)
h') Prfl\k,#fl + Prfla(lc,n),#p) e Prfln,#@ + Pfla(k,n),#g)
c) Prflk,#ç) -
Demonstragão
a) Suponhamos que PflIc ,#(WrD) e Prfln,#g).
Estudemos as quatro possibilidades:
i) Neúum dos números k e né número de Gõdel de um termo de LP.
Por EPF, vem P(k,#(u+rü) e P(n,#g). Logo, P(k I n,#rb), ou sejq
Prflm(k,n),#rb), novamente por EPF e por definiçáo de m.
ii) Ic e n são números de Gõdel dos terrros s e ü, respectivamente.
Por EPF, existem fónnulas F e G de LP tal que:
p : F*, rls : G*, F e I(t) e F+G e I(s)
Pela propriedade 4 de súuraçao de F'@ma3.5.12),(s.ú) : G e fl, ou seja, G e /(s.ú).
Por EPF, Prí(#(Et),#G*).No entanto, pelo lema 3.5.17 e pelas definições:
#(sú) : (st)* : m(sn,t*) : m(#s,#t) : rn(k,n)
Í"ogo Pr^m(k, n), #rh) é verdadeira.
iii) Ic não é número de Gõdel de nenhum termo de LP, mas r, é o número de Gõdel de um
termo ú, ou seja, n : l*t.
Por EPF, P(k,#(g+.b)) e existe uma fórmula F de LP tÀlque p : F{ com F e I(t).
Determinemos o número i : w.(n 1f 1r,+ Bt)lB € /(ú))) affavés do seguinte
método.
Seja /(ú) = {Br, ..., Bt]r. Por definição, Be e fl, po* todo i : 1, ...,I. Sendo assim,
AP F BI, paratodo 'i, : L,...I, por aplicaçâo dos lemas 3.5.17 e 3.5.14.
edc@),#(Prflk,*r)))
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Pela propriedade 2 do predicado prova P existe ar tal que P(u,#B!), para todo
'i, : Lr...,1. Seja j o menoÍ dos u nestas condições.
Em particular, temos P(i,#ft).
De P(k,#(g-r») e P(i,#rp) concluímos P(Ic A i,#{)),por definição de I .
Por definição de m e M, temos m(krn) : k I i.
Portanto, Prflm(k, n),#rfi é verdadeira.
iv) rz não é número de G&el de nenhum termo de LP,mas Ic é o número de Gôdel de um
termo s, ou seja, k: #s.
A demonstração deste caso é perfeitamente análoga à do caso anterior (iii).
b) Supoúamos que Prfllc,#ç) ott Prfln,#g).
Estudemos novarnente as quatro possibilidades:
i)Neúum dos númerosk en é número de Gõdel de um termo de LP.
Por EPF, vem P(k,#,p) ou P(n,#p). Em ambos os ca§os, P(k@n,#g), ou sej4
Prf(a(k,n),#p),novamente por EPF e por definição de o.
ii) tc e z são números de Gôdel dos termos s e Ú, respectivamente.
PorEPF, existe umafórnrulaF de LP, talque p: F* e F e /(s) n /(Ú).
Pela propriedade 6, de saturação de F' (Iema3.5.12), (r + s) : tr' e fl' e (s +Í) : F e f',
ou seja, F e I(s + ú) n /(ú +.s).
Novamente por EPF, ffl*(s + t),#F*).
Como #(s + t) : (s * ü)t : a(s*, Í*) : a(#s,#t) : a(k, n), entÁa PrJ\a(k, n),#9).
iii) /c não é número de Gõdel de nenhum termo de E?,ntasn é o número de Gtidel de um
termo ú, ou seja, n: í1-t.
Por EPF, P(k,#tp) ou existe uma ffrmula F de trP,talque p : f{ com F e I(t).
No primeiro caso é imediato que P(tc @n,#g),logo Pfla(lc,n),#tp).
No segundo caso, determinemos o número i: w.(n 1f1r,*BÍ)lB e /(t))) como
em a.iii), de tal modo que P(i,#F), ou seja" P(i,#à. Logo, pelas propriedades de O ,
p(k @ i,#ç).




iv) z não é número de Giilel de nenhum termo de EP,mas lc é o número de Gõdel de um
termo s, ou seja, k : #s.
A demonshação deste caso é perfeitamente anáIoga à do caso anterior (iii)-
c) Suponharros agora qae Prfller#g).
Neste caso há apeÍftLs duas possibilidades a estudar.
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i) Ic é o número de Gtidel de um temo de LP, digamos t.
Por EPF, existe F,tal que p : f'f e F e I(t). Mas, pela propriedade 5, de saturação de
F' (t"-" 3.5.1,2), !t, : t :f e fl e logo, pelo lema 3.5.17,4P l- (!, : ú : .F )*.
Como (lt:t;.F)*= Prf(c(t*),#PrflÚ*,#.F'*)) e t*:!tt:le, F*:F --9, então
td(c(k), #tflt,#ç)) é verdadeira.
ii) /c não é número de Gôdel de neúum termo de EP.
PorEPF, P(k,#g)e logo, por definição de í1, vem P( Íl tc,#P(lc,+rp)) (t).
Tomemos i : w.(A tr {r, +t P (k, #{:)+Pflk, #r|l)lrb e r ç'1y) .
Em particular, P (i, #lP (k,#9)+Prflk,#dl) Q).
De (l) e (2) concluimos P(j @ t k,#Ptflk,#d).
Logo, por EPF, Pfli I íl k, #Prflk,#g)) e como c(k) : i I íl k, pla definição de
c, Pflc(k),#Prflk,#Q).
3.5.20 Lema
Prf é um predicado normal.
Demonsfração
Por EPF, Pd é L,14emonsüável.
No lema 3.5.18, verificámos que, para qualquer sentença aritnética rp:
AP F p sse Prfln,#p) é verdadeira para algum nattral n.
1. Provemos que Pdverifica a primeira condição de normalidade.
Considere,mos um número natural qualquer.
Se Ic é o número de Gtidel de um termo t de L?, entiio T(/c) é finito pois /(k) é finito.
Se /c não é número de Gtidel de neúum termo de EP, então o resultado segue da
normalidade do predicado aritmético P, já qve podemos encontrar um algorifrro para P e
consfiuir um algoritmo para a função que transforma k no conjunto de numerais ?(Ic),
através do algoritno de decisão COM do lema 3.5.13.
Então, para cada prova lc, o conjunto T(k) : {l : Prflk,l)} é frnito.
2. Provemos que Pfverifica a segunda condição de normalidade.
Considere,mos dois números nahrrais Ic e z quaisquer.
Pelo lema 3.5.19, 
"(k) 
U f@) çT(a(k,n)). Tome,mos rn: a(k,n). Então, existe um
número natural mtal que 
"(k) 
U T(n) c f (*).
Finalmente, terminemos a demonshação do Teorema
Construímos uma interpretação I tal que, pelo lema 3.5.17, f* é verdadeiro e À* é falso
(no modelo aritnético standard). Logo (Af-+VÂ)* é falsa.





Dada uma fórrrula F de LPo, apliquemos o algoritmo de satura$o AS (lema 3.5.10), à
sequência + f', de antecedente vazio.
Se AS falha então LPo t F. Se AS termina com suoesso entãs tPo V p.l
O nosso objectivo inicial é agora facilmente atingido, pois é uma consequência quase
imediata do Teorema 3.5.13.
3.5.22 Conolário (Completude ile EP)
LP(F,C) F f' sse AP F f'*, qualquer que seja a interpretagão-EC.
Demonstraçâo
Notemos que a implicação + já foi dernonshada no Corolário 3.4.1 (validade aritnética de
LP).
No entanto, pelo Teorema anterior, utilizando novamente a sequência + F, obtemos:
LPçí l- =+ F <+
LPots F e
LP(EC) F.F <+
Para cada interpretação *, AP F .F'* <+
Para cada interpretação *, a frrmula "F,* é verdadeira.
O resultado segue daterceira equivalência. I
3.6 Formalização de BHK
Segundo Artemov (1999), a priori, os requisitos mínimos de rtma semântica para a lógica
intuicionista que formalize BHK sâo:
1. Basear-se em provas reais numa determinada teoria formal ? (ou classe de teorias) que
lhe sirva de firndamento. Em particular:
a) O predicado P(p, F) deve ser decidível
b) As provas de BHK devem enumenar os teoremas da teoriq ou sejq T I F sse P(p,
.F,) paraalgump.
2. Ser oonão circulat'', ou seje as provas de BHK não devem ser derivações num sistema
formal baseado na própria lógica intuicionista.
Em 1986, Dirk van Dalen escreve:
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"The intended interpretation of intuitionistic Iogic as presented by Heyting; Kreisel and
others [Bfilq so far has proved to be rather elusive...'(Artemov, 1999)
Nesta secção faremos um esboço da demonshação de que a semântica proposicional
BHK (clássica36) admite uma formali"Âqao matemática exacta que especifiea InfT baseada
na noção clássica usual de prova" inde,pende,ntemente de quaisquer pressupostos
intuicionistas.
Gõdel em 1933 intoduziu o chamado qiúcalo modal de demonstrabílidade e definiu.Int
nessa lógica. Gõdel uttlizacomo operador modal de demonstrabilidade, o conectivo unrário E
com a interpretação informal ".F'é demonstrável". A lógica de demonstrabilidade de Gtidel




F I EF (rep de necessidade)
Os axiomas e a regra modal apresentada coincidem com os da lógica modal 54
(Arúemov,2004).
3.6.1Definição
Denotemos por glc(.F') a hanslação de Gtidel-kolmogorov de uma fórmula de Int na
lógica modal, que coloca o prefiixo E antes de todas as sub-fórmulas que ocorrem em f'.
Gôdel estabeleceu que Int F .t' + Sa F 9&(f,), encontrando uma leitura das fórmulas de
Int em termos de afirmações sobre demonsfiabilidade na matemática clássica A equivalência
seria estabelecida posteriormente, em 1948, por McKinsey e Tarski. Em 1938, Gtidel lançou
o problema de encontrar uma semântica de demonshabilidade para M38, por forma a
completar o esquema iniciado:
Int -> M .+ ... ? ... -» ooProvas reais"
Entenda-se por iprovas r@is" um sistema formal e completo de provas.
Desde erúão, foram muitos os matemáticos que se dedicaram à procrna da semântica
desejada para 54. No entanto, a questão do cumprimento dos requisitos mínimos 4gdg
36Recordar as diferentes úordagsns referidas na secção 1.2.
3Tutilirr-os Iz, como úreviafira para a lógica proposicional intuicionista. Uma outra úreviauta utilizada por
diversos autores é IPC.
3tA leitrra imediata de EI como '}' é de,uonshável- contradizia o teor€ma de incompleürde de Gôdel.
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referidos, levou a que o problema de encontrar a semântica adequada pefinanecesse em
úerto.
A principal dificuldade tiúa origem na aplicação do quantificador exisüencial a provas
na fónnula 1aP(tr.F')39. O prooesso utilizado para contornar essa dificuldade consistia em
trocar as fórmulas do tipo ltP(a,F) por fórmulas P(t,F), substituindo o quantificador
existencial por operações sobre provas. No entanto, a ideia apenas se tornou exequível com
Artemov, por ser suportada por uma linguage,m apropriada (que inclui a operação !) e um
sisüema completo de axiomas, como revelou set LP.
O Teorema de completude demonstrado na secção 3.5 traduz o facto de EP conter todas
as verdades lógicas, o que, na notação utilizada anteriorÍnente, significa que foi encontrado o
sistema que satisfaz:
LP ,--+ o'Provas reais"
Estão ainda em aberto as seguintes questões:
o Estabelecer que LP realiza 54.
o Formalizar a semântica clássica BHK e demonstrar a completude de Int com respeito a
esta semântica.
Pelos motivos já apresentados, iremos apresentar a sequência de resultados que nos
permitiriam responder a estas questões, sem nos deter nas demonstrações. (cf. Artemov,
rees).
3.6.2 Definição
Dada uma fórmula F de LP, Ffr e a fónnula resultante da substiuição de todas as
ocorrências det: X, em .t,, por EIX.
Dado um conjunto I de fórmulasde LP,fo : {,Fol,t' € f}.
3.63 Lema
Se LP F.F então S4 F.Fo
Demonstração
Por indução na derivação de LP.
Esüe lema fornece um processo para fiansformar oada derivação de LP numa derivação
de M. Resta verificar se EP é sntfrciente para realizar todos os teoremas de 54.
3tlum modelo de AP, o elemento que satiúz )aP(a,F) pode ser não-sfandaÍd" Nesse caso, 1tP(t,F) é
verdadeira no modelo mas não existe uma derivaçâo *real" cm AP para esse s.
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3.6.4 Definição
Uma realizaçâo r de uma fórmula modal F é uma aplicaçâo que faz corresponder a ctada
ocorrência de E em.F, uma prova polinomial.
Designamos por f' a imagem de -t'sob arcalizarfio r.
3.65 Definiçâo (Polaridade positiva ou nqativa de uma oconência de tI)
Dizemos que uma ocorr&tcia de E em E.F tem polaridade positiva.
Uma ocorr&rcia de E antes de .t, nas fórmulas G+F, G AF, F AG, Gv F, F v G,
E.F e I + A,F tem a mesma polaridade da ocorrência de E em F.
Uma ocorrência de E antes de F em -F, F+G e f',I + A tem a polaridade oposta da
ocorrência de E em r'.
3.6.6 Defrnição
Uma realizaçio r é nomal se todas as ocorrências negativas de E são realizadas por
variáveis prova.
3.6.7 Teorema
Se 54 F f'então LP I F",para alguma realização normal r
Demonstração
Nesta demonshação é utilizada uma formulação de M através de sequências, sem a regra
do corte (por forma a serem respeitadas as polaridades definidas).
Se 54 l- f'então existe uma derivagão 7 do sequente + f'. A demonsfração passa por
consfuir uma realização normal r tal que LP I fiI'+!À' para cada sequência f =+ À em
T, fazendo corresponder a cala conectivo modal que ocolre na derivagão de 54 uma prova
polinomial de LP. (cf. Artemov, 1998, demonstragão doteorema 8.2,pág.30)
Comoteoremaanteriorfechamos acadeialnt q 54 -, LP -» "Provasreais"
3.6.8 Corolário (Completude aritmética de M)
S4 F tr, sse existe uma realizagão r e uma especificação de constantes EC tais que "Fr é
EC-válida
Conjugando os resultados obtidos no Lema 3.6.3 e no Teorema 3.6.7 concluÍmos que 54




Uma fórmula intuicionista proposicional F diz-se GK-reatizável sse existe uma
realinçáo normal r tal que gk(F)'é derivável em LP.
3.6.10 Teorema (RealizaÉo da lógica proposicional intuicionista)
Qualquer que seja a fórmula intricionisb f':
Intts F e F é GK-realiável, ou sejq Intl F e LPI glc(F)', para alguma
realizaçio normal r.
Demonstração
Resulta da combinação do resultado Intl F <+ S4 I gk(F) e da realização de 54 em
LP (te,orema3.6.7).
3.6.11 Corolário (Completude aritmética ile Int)





Na lógica intuicionista, críado por Brouwer com base no raciocínio constnúivi@ o
critério de verdade é a existência de uma prova Contudo, na opinião de Brouwer esta prova
não poderia ser encarada como urna dedução num qualquer sistema formal. Uma prova seria
uma costnrção mental intuitiva do matemático (ideal).
Apesar da aversão de Brouwer à forrralização da matemática, Kolmogorov e Heyting
sugeriram que a lógica intuicionista pudesse ser estudada formalmente, desenvolvendo uma
interpretação informal (Bfilq c,apaz de interiorizar os princípios da lógica intuicionista
formulados por Brouwer.
Uma das aplicagões desta semânticq que não tivemos oportunidade de referir e seria
interessante explorar, é a capacidade de BHK introduzir uma "linguagem de programação".
Baseados nesta semântica alguns autores, como Mints, encontraram um método de extrair
programas a partir de provas intuicionistas, computando o termo associado à prova.
Os variadíssimos estudos que tiveram origem na procura da semântica adequada e
desejada para BI{IÇ resultaram no aparecimento de vrários modelos de diferentes naturezas
para a lógica intuicionista. Vimos como a semântica de Kripke, com a usual valuação (0-1)
para as fórmulas atómicas e uma relação binária de acessibilidade, reflexiva e transitivq se
revela adequada à lógica intuicionista.
Relembremos que em cada estálio de coúecimento a validade da conjunção e da
disjunção pode ser determinada de acordo com as tabelas de verdade clássicas. A implicação
e a negação são verdadeiras num estádio sse forem verdadeiras classicamente em cada
estádio acessível a partir dele.
É de hmentar, no entanto, não ser possível evitar um raciocÍnio clássico na completude
da lógica de predicados intuicionista com respeito a esüa semântica.
Nesta dissertação vimos ainda como a solução de Artemov para a questão da
formalizagdo de BI{IÇ envolve interpretar Int mtma lógica EP de proposições e provas. Os
objectos prova são representados, no sistema EP, pr polinómios pÍova que podem ser
concaÍenados e aplicados uns aos oufios. LP acomoda não só a operação 'oaplicação" mas
támbém o oVerificador de provas" e a operação ooescolha".
Embora as variáveis e conectivos proposicionais sejam análogos aos clássicos, Arte,mov
introduz em LP uma nova proposição t: g pam denotar que ú é uma pÍova de rp. Para que
LP englobe também a interpretagão do axioma trF+trtr.F de 54, Artemov introduz o
operador adicional ! para que !ú denote uma prova de que ú é a prova de rp. Assim" para
qualquer termo ú e sentença g, LP contém um axioma da forma t : g + lt : t : g.
9l
Na secção 3.5 vimos como elrcontrar uma interpretação arituética de EP, através de um
pnedicado prova, em AP, e provámos a validade e oompletude de LP com respeito a essa
interpretação. A título de exemplo de uma aplicação deste resultado, refira-se que a
completude de LP permite obter a elimina@o da regra do corte numa determinada
forrrulação de LP aÍravés de sequências (cf. Artemov, 1998, corolário 7.12, ú9. 28), no
entanto, a mesma propriedade é obtida noufios sistemas (Troelstra 1988).
Na última secção referimos qre LP cria um ambiente em que os operadores modais
podem ser considerados provas polinomiais (teorema 3.6.7). O facto de uma derivação de L?
ser projectada numa derivagão de M e, reciprocamente, uma fórmula derivável em 54 ter





Interpretação BHK (pá9. I 4)
l. Aé umademonshaçãode rpA {: sse A é um par ordenado (B,C) tal que B é uma
demonstação de g e C é uma demonstragáo de t!.
2. A éuma demonshação de rp V $ sse Aé um par ordenado (o,C),em que a e {0, f} e
C éumaconsfrução,talque, seo = 0então Cdemonshap,ese o: L entilo C demonsta/.
3. A é uma demonshação de tp+$ sse Á é uma construgão que converte cada
demonstração B de 9 numa demonstração A(B) de rl:.
4. Neúuma constnrção é uma demonshação de -l- .
5. A é uma demonsfagão deYrg@) sse Á é uma construção tal que, para cada d e D,
A(d) é uma demonshação de 9@).
6. A éuma demonstração de )ap@) sse á é um paÍ ordenado (d,,C) tal que d' e D e C
é umademonsffição de pkl).
Modelo de Kripke Gág.28)
Quádruplo R= (K, 1 ,D, F ), com K rÉovazio,tal que:
(i) (K, < ) é rm conjunto parcialmente ordenado.
(ii) D é uma firnção Vanção domínio) que a cada elemento, k, de K, faz corresponder um
conjunto não vazio D(k), tal que: Quaisquer que sejam lç e k'pertencentes a K, se /c ( Ic'
entiio D(/c) ç D(k'). ft seja D é monótona crescente (em sentido lato). Ao conjunto D(/c)
chamarnos domínio de.ft. no estádio /c.
(iii) F é uma relação binária em K x P, sendo P o ooqiunto das fórmulas atómicas, tal
que: Se kts P elct 2Ic então kt F P.
Extensilo de F as fórmulas compostas:
Kr. Não existe nenhum eleme,lrto k e K tal que /c F -L .
K2.kts g Alb:: k F tp ektr $
I(3. /c F gV tb :: kts 9 orukts {;
Iq. k F tprls ::Paratodo o lc' perte,ncente a K,sa lc' ) k e k' ts g ettão k' ts 1b.
rG. e ts Ynq@) ::Yk' > kYd e D(k')(kt f e@))




Sistema de ddução natuml (pá9. 19)
Regras de Eliminação
Sistema EP (pâ9. a5)
Axiomas:
Ao) Número finito de axiomas-esquema da lógica clássica proposicional, na linguagem
de LP.
Ar)ú: F+F (Axiomadeverifrcação)
Az)ú: (f-C)+(s :F+(t.s) :G) (Axiomadeaplicação)
As), : F +lt: (ú : .F') (Axioma do verifrcador de provas)
eàtz .F,-+(s *t) z F,s: F+(s*ú):.F' (Axiomadeecolha)
Regras de inferência:
Rr)ry (Modus Ponens)
Rz) a7_ sendo Á um axioma do tipo Ao-44 §ecesidade de Axioma)
Para obter o sistcma EPo,retiramos ao sistema LP aregnaR2
94
(^\ #,b (nl) yttLI ( n;) P^ú,l'





















Sisúema trPg (pá8 62)
Axiomas:





tar*o-.@ (: + )
i.-##*-(+ +)




Regras estrutural de contracção:
ffiocr ftlf;cncr




I+4,á:Á í --r l\
f+A,!ú:Í:Á \ 7 ','
I=+4,ú:Á Ís r \
F=Ã6m7 \r r )
I+4,ú:(á+B) I+A,s:Á / + \---+Ã(E)E- \r')
F;c-/Â- ( + c)'
Para obter o sistema EPgo, retiramos ao sistema EPÇ arega ( =+ c).
Retirando a Íegra do corte a LPÇ e L?Ç0, obtemos os sistemas EPg- e tPQí,
respectivamente.
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Âritmética de Peano AP (Pfu. 51)
Axiomas APr - AP16 e axiomade indução:
APçVx(a'/O)








APe. Va(u I 0)
AP1s. Vrg(r < gt <+ r < U)
Axioma de indução:
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