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El uso de simuladores de red es una práctica común tanto en la comunidad 
académica y de investigación, como entre los administradores de redes. Los 
primeros utilizan las herramientas de simulación para evaluar el rendimiento de 
nuevos protocolos, o para probar los efectos de introducir cambios en 
tecnologías ya existentes. Los simuladores también son especialmente útiles 
en permitir a los administradores de redes detectar y corregir problemas 
potenciales antes de realizar el despliegue de un escenario complejo (y 
posiblemente muy caro). 
 
OMNeT++ es un entorno de simulación de tiempo discreto, la popularidad del 
cual está en alza últimamente, aunque está aún lejos de la familia NS. Se trata 
de un proyecto de código abierto, que se puede usar gratuitamente en 
entornos académicos. Sus componentes (módulos) están programados en 
C++ y pueden ser agregados para formar componentes y modelos más 
complejos mediante un lenguaje de alto nivel (NED). 
 
Este proyecto pretende, por una parte, una familiarización con un entorno de 
simulación concreto: OMNeT++. Por otra parte, se trata de evaluar su 
idoneidad a la hora de simular redes inalámbricas basadas en los estándares 
IEEE 802.11. Para simular una red celular con nodos móviles, comunicaciones 
con múltiples saltos, etc. 
 
Uno de los objetivos fundamentales de este TFC es determinar cómo 
configurar los escenarios indicados anteriormente y generar material tutorial y 
de soporte, para facilitar el uso del simulador como herramienta para la 
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The use of network simulators is a common practice in both the academic and 
research community, and among network administrators. 
The first use simulation tools to evaluate the performance of new 
protocols or to test the effects of changes in existing technologies.  
The simulators are especially useful in allowing network administrators 
to detect and correct potential problems before making the deployment of a 
complex scenario (and possibly very expensive). 
 
OMNeT++  is a simulation environment for discrete time, whose 
popularity is on the rise recently, although still far from the NS family. This is 
an open source project that can be used freely in academic environments.  
The components (modules) are programmed in C and can be aggregated to 
form more complex components and models using a high-level 
language (NED). 
 
This project aims on the one hand, a familiarity with a particular simulation 
environment: the OMNeT++. Moreover, they evaluate their suitability when 
simulating wireless networks based on IEEE 802.11 standards. To simulate a 
cellular network with mobile nodes, communicating with multiple hops, etc. 
  
One of the main objectives of the TFC is to determine how to configure the 
settings above and create materials and tutorial support, to facilitate the use 
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 Introducción  1 
INTRODUCCIÓN 
 
Las redes inalámbricas permiten a los usuarios compartir información y 
recursos en tiempo real sin necesidad de estar físicamente en un solo lugar. 
Con WLANs la red por sí misma es móvil y elimina la necesidad de usar 
cableado. Establece nuevas aplicaciones añadiendo flexibilidad a la red e 
incrementa la productividad y eficiencia en las actividades diarias de cualquier 
empresa. 
Un usuario dentro de una red inalámbrica puede transmitir y recibir voz, datos y 
vídeo dentro de edificios, entre edificios o campus universitarios e incluso sobre 
áreas metropolitanas. 
Muchos de los fabricantes de ordenadores y equipos de comunicaciones como 
PDAs (Personal Digital Assistants), módems, microprocesadores inalámbricos, 
lectores de punto de venta y otros dispositivos están introduciendo aplicaciones 
en soporte a las comunicaciones inalámbricas. 
Las nuevas posibilidades que ofrecen las WLANs permiten una fácil 
incorporación de nuevas usuarios a la red, ofrecen una alternativa de bajo 
coste a los sistemas de cableado, además de la posibilidad para acceder a 
cualquier base de datos o a cualquier aplicación localizada dentro de la red. 
En los últimos años, las redes inalámbricas (WLAN, Wireless Local Area 
Network) han ganado mucha popularidad en hospitales, fábricas, bodegas, 
tiendas de autoservicio, hoteles, pequeños negocios y áreas académicas. 
 
Las ventajas de las WLANs respecto a las redes fijas son: 
 
• Movilidad: las redes inalámbricas proporcionan, a los usuarios de una 
LAN, acceso a la información en tiempo real en cualquier lugar dentro de 
la organización o el entorno público (zona limitada) en el que están 
desplegadas. 
• Simplicidad: la instalación de una WLAN es rápida y fácil y elimina la 
necesidad de tirar cableado a través de paredes y techos. 
• Flexibilidad en la instalación: La tecnología inalámbrica permite a la red 
llegar a puntos de difícil acceso para una LAN cableada. 
• Coste de propiedad reducido: Mientras que la inversión inicial requerida 
para una red inalámbrica puede ser más alta que el costo en hardware 
de una LAN, la inversión de toda la instalación y el coste durante el ciclo 
de vida puede ser significativamente inferior. Los beneficios a largo 
plazo son superiores en ambientes dinámicos que requieren acciones y 
movimientos frecuentes. 
• Escalabilidad: Los sistemas de WLAN pueden ser configurados en una 
variedad de topologías para satisfacer las necesidades de las 
instalaciones y aplicaciones específicas. Las configuraciones son muy 
fáciles de cambiar y además resulta sencillo la incorporación de nuevos 
usuarios a la red. 
 
Debido a la importancia que han adquirido las redes de telecomunicaciones, 
actualmente  es vital el uso de un simulador de red en el diseño y desarrollo de 
nuevos modelos. Mediante una herramienta de este tipo se pueden llevar a 
cabo múltiples simulaciones para el estudio y el análisis de redes. La gran 
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ventaja de los simuladores es que permiten evaluar entornos reales de forma 
virtual y obtener resultados fiables. Por eso, el objetivo principal del simulador 
es permitir estudiar los parámetros de una red en concreto sin necesidad de 
ocasionar pérdidas de recursos que supone una configuración en una red real. 
Existen varios simuladores para los diferentes sistemas operativos como 
Windows y Linux. Pero no todos permiten la modificación de programación 
(código libre) y cambios de parámetros en el simulador. 
Muchos de los simuladores no acaban de realizar bien las simulaciones de 
cualquier escenario y estudiar su situación respecto a la movilidad, 
propagación, interferencias, espacio libre, etc. 
 
Para nuestro proyecto hemos usado el simulador OMNeT++ con el objetivo de 
simular redes inalámbricas en los estándares IEEE 802.11. 
 
Para poder evaluar óptimamente el comportamiento de OMNeT++ 
empezaremos configurando escenarios sencillos y, paso a paso, ir añadiendo 
complejidad hasta poder crear redes celulares y comunicaciones con múltiples 
saltos con el uso del protocolo AODV. Con este método de configuración 
hemos aprendido a familiarizarnos con el simulador y comprobar su 
comportamiento en casos típicamente complicados.  
 
Gracias al diseño de estos escenarios hemos podido crear un tutorial para 
facilitar el uso del simulador como herramienta para la realización de prácticas 
de una asignatura de la carrera. Gracias al simulador hemos podido comprobar 
y analizar que situaciones se ajustan a la realidad y que problemas de análisis 
gráfico presenta OMNeT++. 
 
El proyecto se divide en cinco capítulos.  
 
El primer capítulo se explica los conceptos básicos de las redes IEEE 802.11, 
detallando los modos de configuración, la capa física, la capa MAC y sus 
diversos estándares.  
En el segundo capítulo se introduce el simulador OMNeT++. Detallaremos  sus 
funciones, su breve historia y qué lenguajes se necesitan para poder utilizar 
óptimamente el programa. 
El capítulo tres es el más extenso e importante. Analizamos varios escenarios 
para obtener resultados de rendimiento de cada nodo receptor dependiendo de 
su configuración. 
En el capítulo cuatro se extraen las conclusiones del proyecto. Se evalúan los 
resultados obtenidos en los diferentes escenarios y que escenarios presentan 
algunas anomalías respecto a situaciones reales.   
Finalmente en el último capítulo  mostraremos la bibliografía. 
 
En cuanto a los anexos es importante destacar el extenso tutorial que hemos 
realizado. Este tutorial facilitará la instalación de OMNeT++ en Linux Ubuntu. 
También se muestra cómo crear los módulos necesarios para el uso deseado 
en el escenario,  analizar los resultados y observar su código de programación. 
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CAPÍTULO 1. INTRODUCCIÓN A LAS REDES IEEE 
802.11 
 
Este capítulo describe el funcionamiento de las redes inalámbricas 802.11 y su 
modo de trabajo, así como el uso de sus distintas capas físicas. 
 
El protocolo 802.11 es un estándar internacional creado en el 1997 por el 
Instituto de Ingenieros Eléctricos y Electrónicos (IEEE) que define las 
características de una red de área local inalámbrica (WLAN). Wi-Fi, es el 
nombre de la certificación asignada por Wi-Fi Alliance, grupo que garantiza la 
compatibilidad entre los dispositivos que utilizan el estándar 802.11. Éste 
establece los niveles inferiores de la capa OSI (capa física y capa de enlace de 
datos) para las conexiones inalámbricas que utilizan ondas electromagnéticas. 
La tecnología inalámbrica incorpora varias ventajas con respecto a la red 
cableada que permiten [1]:  
• Movilidad: los usuarios tienen la libertad de moverse en el radio donde 
hay cobertura de los dispositivos que proporcionan el acceso a la red. 
• Instalación simple: al no tener que realizar la instalación de cableado 
para todos los espacios de trabajo, solo es necesario instalar los 
dispositivos para dar cobertura. 
• Precio: La instalación es más simple, por lo tanto, el coste global de la 
red disminuye. 
 
1.1.  Modos de operación 
 
El modo de operación en una red se refiere al método de comunicación que 
utilizan dos estaciones en una red. 
El estándar 802.11 ofrece dos posibles modos de operación en las redes 
inalámbricas: modo adhoc y modo infraestructura [2]. 
 
1.1.1. Modo Adhoc 
 
Adhoc es el modo más simple de una red inalámbrica, actuando como una red 
punto a punto entre un conjunto de equipos con adaptadores inalámbricos. No 
hay infraestructura de red para posibilitar  la comunicación ni equipo que de 
soporte a la red. 
La información se transmite directamente entre emisor y receptor sin pasar por 
otro equipo. En cuanto al rendimiento, éste es menor a medida que el número 
de clientes aumenta y éstos deben configurar su adaptador en modo adhoc 
utilizando el mismo SSID (Servicie Set IDentifier) y número de canal. (Ver Fig. 
1.1) 




Fig. 1.1. Modo de operación adhoc 
 
Este modo es el más sencillo, rápido y barato de establecer en una red 
inalámbrica, pero presenta una desventaja ya que los equipos deben de estar 
dentro del área de cobertura de los demás para comunicarse. Sólo sería 
posible en una red de pocos equipos y cercanos entre ellos; aunque a nivel de 
red (capa 3 OSI) se pueden emplear protocolos de encaminamiento adhoc que 
permiten comunicaciones multisalto. Un caso en concreto es el protocolo 




AODV (Ad-Hoc On-Demand Distance Vector) es uno de los protocolos creados 
especialmente para redes ad-hoc. Su funcionamiento es el descrito a 
continuación: 
Cuando ninguno de los nodos envía información, no se envía ningún mensaje 
de control AODV. Si uno de los nodos necesita establecer una comunicación, 
inicia un proceso de descubrimiento de ruta. Los nodos vecinos envían  
mensajes de control, viajando en paquetes UDP,  por la red con el fin de 
encontrar la ruta necesaria, y una vez encontrada, la mantienen a sus tablas 
mientras la comunicación permanece activa. Mientras continúa esta 
comunicación, solo los nodos que participan en la ruta activa se comunican 
mediante mensajes de control. Una vez finalizada la comunicación, los nodos 
participantes borran de las tablas de encaminamiento las entradas asociadas a 
la ruta inactiva. Si no participan en ninguna comunicación más, no envían más 
tráfico de control hasta que no vuelve a haber un nuevo descubrimiento. 
Se especifican tres tipos de mensajes AODV. Los Route Request (RREQ) son 
utilizados cuando un nodo quiere descubrir una ruta hacia un destino. Si un 
nodo sabe cómo llegar a este destino, responde con un Route Reply (RREP). 
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Los Route Error (RERR) son enviados para informar de  los enlaces rotos a los 
nodos que los utilizaban, procediendo así éstos a hacer un nuevo 
descubrimiento si corresponde. [3] 
 
1.1.2. Modo Infraestructura 
 
En el modo infraestructura cada cliente envía su información a un punto de 
acceso (AP) que reenvía la información a su destinatario. Cada estación se 
asocia previamente al nodo central para poderse comunicar con los demás 
nodos. El AP forma parte de la infraestructura de red, también sirve como punto 
de acceso a la parte fija de la red de la cual podemos salir al exterior. 
Los AP permiten aumentar la cobertura de la red inalámbrica ya que las 
estaciones no se conectan entre sí, sino que lo hacen a través del AP. Se 
utiliza un sistema de distribución inalámbrico (WDS) permitiendo que una red 
pueda ser ampliada mediante múltiples APs sin la necesidad de un cableado 
troncal que los conecte.  
En las redes IEEE 802.11 el modo infraestructura es conocido como el 
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1.2. Capa Física 
 
El estándar IEEE 802.11 permite tres técnicas de modulación desarrolladas 
para la transmisión de datos. Estas técnicas llamadas ensanchado del 
espectro, consisten en utilizar la banda de frecuencia ancha para transmitir 
datos de baja potencia. A continuación se explican las tres técnicas. 
 
1.2.1. Espectro ensanchado por salto de frecuencia (FHSS) 
 
La técnica del espectro ensanchado por saltos de frecuencia consiste en dividir 
el ancho de banda con al menos 75 canales diferentes, con saltos de 1 MHz 
entre sí, y después transmitir a partir de una combinación de canales que todas 
las estaciones conocen. Estos saltos de frecuencia permiten evitar 
interferencias en banda estrecha. La transmisión se va alternando entre 
canales y el uso de cada uno es durante un periodo de tiempo muy corto 
(aproximadamente 40 milésimas de segundo), lo que permite que una señal se 
transmite en un momento determinado y en una determinada frecuencia. 
 
 
1.2.2. Espectro ensanchado por secuencia directa (DSSS) 
 
La técnica del espectro ensanchado por secuencia directa consiste en 
transmitir, para cada bit enviado, una secuencia de bits conocida como 
secuencia de Barker. En esta operación, cada bit con valor “1” es reemplazado 
por una secuencia de bits y cada secuencia de valor “0” es remplazado por su 
complemento. 
La capa física del estándar 802.11 define una secuencia de 11 bits 
(10110111000) para representar un “1” y para codificar el “0” se utiliza el 
complemento (01001000111). Así la información que se envía es redundante y 
permite verificar errores y corregirlos durante la transmisión. 
En 802.11b se utiliza esta modulación de ensanchado del espectro pero 
también introduce CCK (Complementary Code Keying) para llegar a 
velocidades de 5,5 Mbps y 11 Mbps. La banda de frecuencias que se utiliza en 
el estándar 802.11 es de 2,4 GHz a 2,4835 GHz (83,5 MHz de ancho de 
banda) y está dividida en 14 canales de 5 MHz cada uno. La siguiente tabla 
muestra la relación entre los identificadores de los canales y las frecuencias 
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Aunque se disponga de 14 canales no es recomendable emplearlos todos 
simultáneamente ya que para transmitir 11 Mbps es necesario un ancho de 
banda de 22 MHz, de acuerdo con el teorema de Shannon. Por este motivo 
como hay canales que se superponen y causan interferencias entre ellos, debe 
dejarse una separación de 5 canales de distancia que corresponden a 25 MHz, 
por ejemplo, se podrían utilizar los canales 1, 6 y 11. En caso de conectar dos 
o más AP se deberían utilizar 3 canales suficientemente separados tal y como 
se muestra en la siguiente Fig. 1.3: 
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Fig. 1.3. Distribución de Canales evitando interferencias 
1.2.3. Multiplexación por división de frecuencias octogonales 
(OFDM) 
 
La modulación utilizada en la tecnología 802.11a y 802.11g consiste en usar un 
conjunto de portadoras de diferentes frecuencias donde cada una transporta 
información modulada en QAM o QPSK. 
OFDM es una técnica de modulación multiportadora, que permite solucionar los 
problemas debidos a la propagación multicamino, en lugar de transmitir la 
información en una única portadora, se divide el ancho de banda disponible en 
un conjunto de portadoras [4]. 
La transmisión de un usuario se codifica sobre múltiples subportadoras donde 
se aprovechan los ceros de las otras para centrarlas al máximo. Los 
subcanales que se forman se superponen entre ellos sin causar interferencias. 
Permite velocidades de 6 Mbits/s hasta 54 Mbits/s en los estándares 80.11a  y 
802.11g. En el estándar 802.11n alcanza velocidades de 6 Mbps a 600 Mbps. 
Se pueden mencionar las siguientes características principales de OFDM: 
• OFDM corresponde a una forma de multiplexación en frecuencia (FDM, 
Frecuency Division Multiplexing). 
• Cada portadora de ata velocidad tiene 20 MHz de amplitud  se divide en 
52 subcanales, cada uno de aproximadamente 300 KHz de amplitud. 
• OFDM utiliza 48 de estos subcanales para datos, mientras que los 
cuatro restantes se utilizan para corrección de errores (Ver Fig. 1.4) [5]. 
 




Fig. 1.4. Multiplexación por OFDM 
1.3. Diversos estándares Wi-Fi 
 
802.11 es el primer estándar que permite un ancho de banda de 1 a 2 Mbps. El 
estándar original se modifica para optimizar el ancho de banda y para 
especificar componentes de mejora con la finalidad de garantizar más 
seguridad y compatibilidad. En este apartado se explica brevemente las 




El estándar 802.11a opera a la banda ISM de 5 GHz y utiliza 52 subportadoras 
a una velocidad máxima de 54 Mbps. El estándar está basado en la tecnología 
OFDM y transmite en la banda de frecuencias de 5 GHz, utilizando 12 canales 
no superpuestos (8 para las redes inalámbricas y 4 para las conexiones punto 




El estándar 802.11b permite una máxima transferencia de 11 Mbps, 
típicamente en un en un rango de centenares de metros, pero que en algún 
caso se ha conseguido de centenares de kilómetros. Utiliza el rango de 
frecuencias de 2,4 GHz. Actualmente 802.11b está en desuso debido a la 
llegada de los estándares 802.11g y 802.11n. 
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1.3.3. 802.11g 
 
El estándar 802.11g usa la banda ISM de 2,4 GHz. Aparece en el año 2003 
como mejora del 802.11b. Permite una velocidad máxima de transmisión de 54 
Mbps. Debido a que utiliza el rango de frecuencias de 2,4 GHz con codificación 





El estándar 802.11n es un sistema basado en la tecnología MIMO (Multiple 
Input Multiple Output) que permite utilizar varios canales a la vez para enviar y 
recibir debido a la incorporación de varias antenas. Su velocidad puede 
alcanzar los 600 Mbps, pero los actuales dispositivos disponibles en el 




El estándar 802.11e permite aplicaciones en tiempo real para garantizar 
Calidad de Servicio (QoS). El objetivo es introducir nuevos mecanismos a nivel 
de la capa MAC para soportar los servicios que requieren garantías de QoS. 





El estándar 802.11i incrementa la seguridad WLAN utilizando algoritmos de 
encriptación y técnicas basadas en claves más avanzadas que WPA o WEP 
llamada PMK (Pairwise Master Key). Está destinado a mejorar la seguridad en 
la transferencia de datos (administrar y distribuir claves, implementar cifrado y 
autentificación). Este estándar se basa en AES (estándar de cifrado avanzado) 
y puede cifrar transmisiones que se ejecutan en las tecnologías 802.11a 




Define la interoperabilidad de fabricantes en cuanto a protocolos Mesh (son 
aquellas redes en las que se mezclan las dos topologías de las redes 
inalámbricas, la topología Ad-hoc y la topología infraestructura.). Cada 
fabricante tiene sus propios mecanismos de generación de mallas. 
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 1.4. Capa MAC (Medium Access Control) 
 
El estándar 802.11 define, en su capa de control de acceso al medio (MAC), 
una serie de funciones para realizar las operaciones propias de las redes 
inalámbricas [7].  
Esta capa se encarga, en general, de gestionar y mantener las comunicaciones 
entre las estaciones 802.11. Un adaptador de red debe obtener el permiso de 
acceso al medio compartido antes de poder transmitir tramas. El estándar 
802.11 define dos maneras de acceso al medio: función de coordinación 
distribuida (DCF) y función de coordinación de punto (PCF). Este último no está 
soportado en productos comerciales. 
1.4.1. CSMA/CA 
 
DCF es obligatoria en todas las estaciones inalámbricas y se basa en el 
protocolo CSMA/CA (Carrier Sense Multiple Acces/Collision Avoidance). 
Cuando una estación quiere transmitir debe seguir los siguientes pasos: 
• Si tiene el NAV (Network Allocation Vector) en valor 0, escucha el canal. 
Si no, se espera a tenerlo en valor 0. 
• Si el canal está libre envía la trama. 
• Si el canal está ocupado, espera un tiempo aleatorio (tiempo de backoff) 
y se espera al NAV=0. 
• Si cuando se envía una trama, se recibe un ACK, se finaliza la 
transmisión. 
• Si no se recibe el ACK, se espera un tiempo aleatorio (backoff), 
doblando el rango de valores posibles, y se espera a que el NAV tenga 
el valor de 0.  
 
En cambio, CSMA/CA presenta una serie de problemas en el entorno 
inalámbrico. Los dos principales problemas que se pueden detectar son: 
• Nodos ocultos: una estación cree que el canal está libre, pero en 
realidad está ocupado por otro nodo al que no escucha. 
• Nodos expuestos: Una estación cree que el canal está ocupado, pero en 
realidad está libre ya que el nodo al que escucha no crearía interferencia 
para transmitir a otro destino. 
La solución que propone IEEE 802.11 es MACA (Multiple Access with Collision 
Avoidance). Según este protocolo, antes de transmitir el emisor envía una 
trama RTS (Request to Send), indicando la longitud de datos que desea enviar. 
El receptor le contesta con una trama CTS (Clear to Send), repitiendo el valor 
de longitud. El emisor, al recibir el CTS, envía sus datos. 
Igualmente se tiene que tener en cuenta: 
• Al escuchar el RTS, se debe esperar un tiempo para enviar el CTS. 
• Al escuchar un CTS, se debe esperar según la longitud
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CAPÍTULO 2. SIMULADOR OMNeT++ 
2.1. Entorno del simulador OMNeT++ 
 
OMNeT++ es un simulador de eventos discretos, modular y orientado a 
objetos. Un modelo en OMNeT++ consiste en módulos clasificados 
jerárquicamente, que se comunican mediante paso de mensajes. Normalmente 
se utiliza para: 
• Modelar tráfico en redes de telecomunicaciones, protocolos, 
multiprocesadores y otros sistemas hardware distribuidos.  
• Evaluar aspectos de rendimiento de sistemas software complejos. 
• Modelar cualquier sistema donde el enfoque de eventos discretos sea 
adecuado. 
Debido a que su código es de libre acceso, existe un gran esfuerzo 
desarrollador, tanto del entorno de simulación como de las librerías y módulos 
disponibles (Ipv6, TCP, Mobility…). El programa tiene dos interfaces de 
ejecución. Una con interfaz gráfica y otra de programación. La interfaz visual 
 es una herramienta didáctica y de depuración. Con el entorno de OMNeT++ se 
pueden ejecutar simulaciones compiladas que requieran la herramienta gráfica, 
mientras que para desarrollar nuevos escenarios es preciso implementar los 
módulos y compilarlos. Facilita una programación ordenada así como la 
reutilización de código. 
El simulador funciona en Windows y en varias distribuciones de Unix, 
soportando diversos compiladores de C++. [7] 
 
2.2. Historia de OMNeT++ 
 
Los inicios del desarrollo de OMNeT++ (Objective Modular Network Testbed in 
C++) transcurren en 1992 gracias a András Varga que empezó a desarrollar 
este simulador a partir de OMNeT++ escrito en pascal y desarrollado por su 
profesor Dr. Gyrgy Pongor en la Universidad Técnica de Budapest.  
Con el tiempo se ha convertido en una herramienta muy popular en la 
comunidad científica y en el mundo industrial. Esta herramienta cuenta con 
contribuciones de un considerable número de personas. 
Hoy en día muchas de las universidades apuestan por el uso y desarrollo de 
esta herramienta ya que su licencia académica es pública. Por otro lado las 
grandes multinacionales del sector de las telecomunicaciones tales como 
Cisco, Alcatel-lucent, Orange, IBM, Intel o HP adquieren su versión comercial, 
denominada OMNEST, desarrollada actualmente por Simulcraft Inc y para cuya 
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2.3. Componentes 
Los componentes que se usan en OMNeT++ son: 
 
• Simulation kernel library. 
• Compilador para el lenguaje de descripción de topología NED (nedc). 
• Editor de redes gráfico para archivos NED (GNED). 
• GUI para la ejecución de simulaciones (Tkenv). 
• Interfaz de usuario en línea de comandos para la ejecución de 
simulaciones (Cmdenv). 
• Herramienta de representación gráfica de vectores de salida (Plove). 
• Otras utilidades (herramienta de generación de semillas aleatorias, 
herramienta de creación de makefile, etc.). 
Se pueden crear librerías de objetos utilizando módulos simples. Los 
módulos simples que suelen utilizar los módulos de librerías son 
aquellos que implementan: 
• Protocolos de capa física/enlace. 
• Protocolos de capas superiores. 
• Tipos de aplicaciones de red. 
• Elementos básicos: generador de mensajes, acumulador, hub 
concentrador/simple, colas, etc. 
• Módulos que implementan algoritmos de enrutado en un multiprocesador 
o red. 
 
Antes de ejecutar una simulación se debe compilar el código fuente. Por lo 
tanto, la dificultad de programar radica en básicamente en la obtención de 
dicho código, ya sea a partir de librerías existentes o mediante el desarrollo 
personal del programador.  
Si se opta por utilizar las librerías, gracias a su desarrollo modular, se pueden 
emplear sólo los bloques de interés. Cuando se dispone de todo el código 
fuente, se ejecuta un compilador C++. 
 
2.4. Descripción de módulos de red 
 
La descripción modular de redes se realiza en lenguaje NED (Network 
Description). La descripción de red consiste en descripciones de componentes, 
tales como canales, tipos de módulo simples o compuestos, que pueden 
utilizarse en diversas descripciones de red. Por lo tanto, el usuario puede 
personalizar su librería de descripciones de red. 
Los archivos que contienen las descripciones de red deben terminar con el 
sufijo “.ned”. El compilador NEDC (Network Description Code) traduce las 
descripciones de red a código C++. Entonces, este código es compilado por el 
compilador C++ y enlazado con el ejecutable de la simulación  (Ver Fig. B.1, 
B.2, B.3 y B.8 del Anexo B.). 
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2.5. Lenguajes y ficheros 
A continuación detallaremos que lenguajes se necesitan para el uso de 
OMNeT++ y los ficheros que se crean cuando se simula un escenario. 
 
2.5.1. Lenguaje NED 
 
El simulador utiliza el lenguaje de programación NED, basado en C++,  como 
herramienta para modelar topologías de red. 
Este lenguaje define la estructura de la red y  facilita la descripción modular de 
una red. Un modelo en OMNeT++ se construye con módulos jerárquicos 
mediante el lenguaje NED. Dichos módulos pueden contener estructuras 
complejas de datos y tienen sus propios parámetros usados para personalizar 
el envío de paquetes a los destinos a través de rutas, compuertas y 
conexiones.  Básicamente, con el lenguaje NED se definen tres tipos de 
módulos: módulos simples, módulos compuestos y de redes. En los módulos 
de red se encuentran los componentes y especificaciones de la descripción de 
una red de comunicaciones. 
 
Con el fin de facilitar el diseño de redes y la simulación de eventos sobre las 
mismas, OMNeT++, permite al usuario trabajar gráficamente empleando el 
editor del lenguaje NED (GNED). Este editor es la interfaz gráfica que permite 
crear, programar, configurar y simular redes de comunicaciones, sin necesidad 
de hacerlo utilizando la codificación del lenguaje NED; ya que 
automáticamente, GNED se encarga de generar el código del lenguaje, de 
acuerdo al diseño y configuración que realiza el usuario en forma gráfica. 
Además GNED, permite acceder fácilmente a dicho código una vez se crea 
dicha red con el GNED. Los archivos que contienen las descripciones de red 
deben terminar con el sufijo “.ned” [9]. 
La estructura de un archivo NED puede contener los siguientes componentes: 
 
- Directivas import 
- Definiciones de canales 
- Definiciones de módulos simples y complejos 
- Definiciones de red 
Las directivas import permiten importar declaraciones de otros archivos ned, 
funciona como la sentencia include en C++. 
 
 







Los parámetros a definir en un canal son: delay, error y datarate. 
 
Los módulos simples son las estructuras básicas para módulos más complejos, 
su sintaxis es:









Los parámetros de los módulos simples son definidos por quien los crea, y en 
general pueden ser numéricos, booleanas o strings. Los gates (puertas) son las 
entradas y salidas del módulo, por donde se transmiten los mensajes. 
 
Los módulos complejos, además de poseer los campos de un módulo simple, 














Los parámetros y gates funcionan de la misma forma que en los módulos 
simples. Los submódulos (submodules) corresponden a módulos más simples, 
de menor jerarquía, añadidos a él. Las conexiones (connections) definen 
conexiones entre los submódulos definidos, o entre los submódulos y el 
exterior a través de las gates. Estas conexiones pueden realizarse mediante 
canales previamente definidos, o indicando sus características en la misma 
conexión. La sintaxis de las conexiones es: 
 
entrada - -> channel - -> salida 
 
La definición de red declara a la simulación como una instancia de un modelo 
previo, lo cual permite finalmente que se ejecute la simulación. La sintaxis es: 
 





2.5.2. Lenguaje C++ 
 
En OMNeT++ los eventos ocurren dentro de los módulos simples, los cuales se 
implementan con C++. Desde aquí se pueden implementar los algoritmos y 
propiedades de un módulo. Así los módulos simples pueden generar eventos y 
reaccionar ante ellos. 
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Para crear un módulo simple en C++ debe utilizarse la clase cSimpleModule. 
Ésta, junto a la clase cCompoundModule, pertenece a la librería de OMNET++ 
y es derivada de la clase cModule. 
cSimpleModule posee las siguientes funciones para poder crear dicho módulo 
simple: 
 
-­‐	  void	  initialize()	  
-­‐	  void	  handleMessage(cMessage	  *msg)	  
-­‐	  void	  activity()	  
-­‐	  void	  finish()	  
 
La función initialize() es llamada en el paso de inicialización, cuando OMNET++ 
construye la red, creando los módulos simples y complejos necesarios y 
conectándolos de acuerdo a las definiciones del archivo NED. initialize() crea 
los parámetros iniciales para el objeto creado. 
 
HandleMessage y activity funcionan durante el proceso. HandleMessage es 
llamada cuando el módulo recibe un mensaje. 
La función  activity es una solución basada en corutinas, la cual implementa el 
proceso de interacción (es siempre preferible utilizar handleMessage). 
La función finish, es llamada cuando la función termina de forma satisfactoria. 
Generalmente es usada para guardar las estadísticas vectoriales y escalares 
reunidas durante el proceso de simulación. 
Los archivos que contienen estas funciones deben tener la extensión de “.cc”. 
 
Las variables que se usan en los ficheros “.cc” están declaradas en otro fichero 
creado a partir también de c++. Éste tipo de fichero tiene como extensión “.h”. 
En él creamos las variables de funciones, variables de estadísticas y variables 
de parámetros [10]. 
2.5.3. Ficheros INI 
 
Estos ficheros son fundamentales para realizar la simulación. En ellos se 
describen los parámetros característicos de la misma, el número de 
simulaciones a ejecutar, la duración de la simulación, el valor de los atributos 
de los módulos simples, los ficheros donde se guardarán las estadísticas 
recogidas, etc. Su definición utiliza un código bastante sencillo e intuitivo [11]. 
La indicación de un parámetro de un módulo simple se realiza por orden 
jerárquico. Si escribimos el módulo que utilizamos y se finaliza con un punto (.), 
nos mostrará una lista de los parámetros que puede utilizar. 
 
Un ejemplo de un parámetro INI sería el siguiente: 
 
“modulodeRed.modulocompuesto.parametro”	  
Dos_Nodosfijos_Adhoc_60metros.channelControl.carrierFrequency	  =	  2.4GHz	  
 
Podemos comprobar que el código sigue una estructura de árbol jerárquico ya 
que primero se empieza con el nombre del fichero NED tras poner el punto, 
aparecerá diferentes parámetros tales como channelControl, wlan, etc… Si en 
el parámetro channelControl añadimos un punto aparecerán otros 
subparámetros relacionados con el módulo channelControl. Un ejemplo es el 
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carrierFrequency. También puede crearse rutas relativas con el asterisco en 
vez de rutas absolutas. En este ejemplo podemos apreciar su uso:  
 
*.channelControl.carrierFrequency	  =	  2.4GHz	  
**.HostServidor.wlan.mac.address	  =	  "10:00:00:00:00:00"	  	  	  
 
2.5.4. Ficheros SCA 
 
Los ficheros SCA recogen diferentes estadísticas mediante valores escalares 
generados por la simulación, tales como número de mensajes y bytes 
enviados, número de mensajes/bytes perdidos, o el número de mensajes que 
han tenido que esperar en cola. Normalmente su código está representado en 
4 columnas, la primera columna identifica que el código es scalar, la segunda 
columna es el módulo con toda la ruta absoluta, la tercera columna representa 
la variable y la cuarta el valor. 
2.5.5. Ficheros VEC 
 
Los ficheros VEC muestran el valor del conjunto de muestras tomadas durante 
la simulación junto con el instante de tiempo en que fueron tomadas. 
En las primeras líneas del fichero asocia un número de vector con el módulo. 
Una vez asignado un vector a cada módulo el fichero se divide en cuatro 
columnas, la primera columna es el número de vector asociado con el módulo, 
la segunda columna es el número de la simulación, la tercera es el tiempo en 
segundos y la cuarta columna es el valor que tiene en ese instante de tiempo la 
variable.    
 
2.5.6. Ficheros ANF 
 
Los ficheros ANF interpretan el código de los ficheros estadísticos VEC i SCA 
de tal forma que transforman los resultados estadísticos en forma visual. El 
fichero VEC se interpreta en forma de gráfico de tal forma que podemos 
visualizar cualquier variable guardada representando sus valores a lo largo del 
tiempo simulado. El fichero SCA es tratado en forma de gráfico de barras 
donde se puede observar el resultado total o un valor promedio de cualquier 
variable guardada. 
2.6. Módulos jerárquicos 
 
Un modelo está compuesto por módulos jerárquicos, que se comunican 
mediante mensajes. El módulo de nivel superior se denomina módulo de 
sistema, el cual contiene submódulos, los cuales también pueden contener 
submódulos. Se puede implementar un módulo con cualquier cantidad de 
niveles de módulos. 
 
Los módulos que contienen submódulos se denominan módulos compuestos. 
Existen también los módulos simples (elementos básicos) que contienen los 
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algoritmos que permiten el funcionamiento del modelo. Los módulos simples se 
implementan en el lenguaje c++ usando la biblioteca de simulación de 
OMNeT++. 
 
Como se ha señalado anteriormente, OMNeT++ es un simulador desarrollado 
en lenguaje C++ y un lenguaje propio llamado NED. El primero se usa para dar 
la funcionalidad a los objetos o módulos que forman el modelo que vamos a 
simular, pudiendo usar diferentes librerías ya implementadas, mientras que el 
lenguaje NED define los módulos que forman parte del modelo (entrada y 
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CAPÍTULO 3. ESCENARIOS SIMULADOS Y 
RESULTADOS 
 
A continuación mediante la herramienta de simulación estudiada, analizaremos 
diferentes escenarios con dispositivos 802.11 para evaluar el throughput 
obtendremos en las diferentes situaciones. 
Los primeros escenarios serán sencillos: un nodo enviará a otro nodo en modo 
adhoc y en modo infraestructura. Y a partir de aquí añadiremos complejidad a 
los escenarios añadiendo más nodos, configurándolos en diferentes canales, 
en movimiento, a diferentes distancias, etc. Seguidamente introduciremos los 
escenarios AODV, y finalmente realizaremos escenarios celulares que cubren 
toda una zona. 
Para los escenarios adhoc y celulares, los nodos tienen un radio de transmisión 
de 60 metros (distancia máxima de propagación para poder recibir). El radio de 
interferencia (distancia máxima en la que una señal no deseada interfiere con 
la recepción de una onda de radio)  de cada nodo es el doble respecto al radio 
de cobertura. 
En cuanto a los escenarios AODV, los nodos tienen un radio de cobertura de 
80 metros y el radio de interferencia de cada nodo es tres medios respecto al 
radio de cobertura. 
 
Nota: en el anexo C: Código de Escenarios,  se muestran los valores y 
parámetros que dan lugar a los radios de cobertura e interferencias indicados. 





El primer ejemplo que realizamos es un pequeño escenario básico (Ver Fig. 
3.1.) que consiste en dos nodos fijos adhoc situados a 60 metros entre ellos. 
Los dos nodos emplean IEEE 802.11b. El objetivo es que el nodo cliente 
transmita tramas a nivel de enlace para obtener en el receptor el máximo 
throughput durante un tiempo concreto. Para ello hay que saturar el canal. Los 
dos nodos se configuran en el mismo canal. 
 
3.1.1. Diseño  
 
Tras haber aprendido a crear módulos y todos los ficheros pertinentes, en este 
escenario explicaremos qué módulos utilizar. Para empezar, crearemos el 
fichero NED (lo llamamos Dos_Nodosfijos_Adhoc_60metros) agregando los 
módulos channelcontrolextended (que lo renombraremos como 
channelControl), flatNetworkConfigurator, HostClientV2 y MobileHost2. Estos 
dos últimos módulos los hemos creado nosotros a partir de módulos existentes 
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porque es una manera de no modificar el código del módulo original del 
framework y así no afecta a otros ejemplos de escenario del inetmanet. Tras 
realizar estos pasos, los módulos quedan situados dentro del módulo de red: 
Nota: Los módulos son HosClientV2 y MobileHost2. Muchos nodos pueden 
estar basados en el mismo módulo, y para diferenciarlos entre ellos y poder 
trabajar en el fichero INI hay que asociarles un sobrenombre, HostClient es el 
sobrenombre de HosClientV2 y HostServidor es el sobrenombre de 




Fig. 3.1. Escenario Dos_Nodosfijos_Adhoc_60metros 
 
 
3.1.2. Configuración del fichero INI 
 
Para este escenario concreto utilizaremos el código que permite definir un 
escenario inalámbrico simple (ver ANEXO B.2), pero añadiendo las líneas de 
código que se indican en este apartado al fichero INI. 
 
Le asignaremos una dirección MAC al HostServidor y al HostClient le 
pondremos una dirección MAC automática. 
 
#servidor	  
**.HostServidor.wlan.mac.address	  =	  "10:00:00:00:00:00"	  
**.HostClient.wlan.mac.address	  =	  "auto"	  
 
Como anteriormente ya hemos asignado una dirección MAC al Servidor, ahora 
hay que indicarle al Host Cliente que su dirección destino sea la dirección MAC 
del Servidor. 
En ese apartado queremos enviar paquetes de tal manera que se sature el 
canal para poder medir el máximo ancho de banda disponible. Para ello el 
cliente enviará tramas de 1500 bytes cada 1 ms hacia el servidor, lo cual 
supone una tasa de 12 Mbps y que, por lo tanto, garantiza la saturación del 
canal cuando la capa física se basa en DSSS (802.11b). 
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#	  HostClient	  (modificado	  para	  el	  throughput)	  
**.etherAppCli.reqLength	  =	  1500B	  
**.etherAppCli.respLength	  =	  0	  
**.etherAppCli.destAddress	  =	  "10:00:00:00:00:00"	  
**.etherAppCli.waitTime	  =	  1ms	  
**.etherAppCli.startTime	  =	  0	  
 
Una vez tengamos el escenario guardado, simulamos el escenario (ver ANEXO 
B.2) y, aparecerá  el escenario de la Fig. 3.2. Observamos como los dos nodos 
quedan en el radio de cobertura del otro y se  intercambian mensajes 
AirFrameExtended-req (trama de datos) y AirFrameExtended-ack  (ACK a nivel 





Fig. 3.2. Escenario simulación 
 
3.1.3.  Resultados esperados 
 
Los nodos trabajan con 802.11b. Su velocidad de transmisión es de 11 Mbps. 
Este estándar utiliza la banda de 2.4 GHz y utiliza el método de acceso al 
medio definido por el estándar original CSMA/CA. En la práctica, la velocidad 
máxima de transmisión promedio para las capas superiores es de unos 7.1 
Mbps. Esto es  debido a que el protocolo  CSMA/CA requiere respetar los 
intervalos DIFS [12] y SIFS [13], la transmisión de un ACK tras la correcta 
recepción de una trama, y el hecho de que la cabecera física y el ACK se 
transmite a 1 Mbps. Ya que estamos en este escenario saturando el canal, 
esperamos una velocidad de transmisión de 7.1 Mbps, teniendo en cuenta la 
pérdida de eficiencia de las múltiples cabeceras. 
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3.1.4. Resultados de simulación 
 
Una vez realizada la simulación, abrimos los ficheros SCA y VEC desde la 
consola para ver los resultados (ver ANEXO B.4). 
Observamos como en los ficheros SCA y VEC el throughput es de 7.1 Mbps y 




scalar	  Dos_Nodosfijos_Adhoc_60metros.HostServidor.wlan.mac	  	  	  	  	  numAckSend	  	  	  	  	  
28509	  	  
scalar	  Dos_Nodosfijos_Adhoc_60metros.HostServidor.wlan.mac	  	  	  	  	  numRetry	  	  	  	  	  0	  	  
scalar	  Dos_Nodosfijos_Adhoc_60metros.HostServidor.sink	  	  	  	  	  numPackets	  	  	  	  	  
28509	  	  
scalar	  Dos_Nodosfijos_Adhoc_60metros.HostServidor.sink	  	  	  	  	  numBits	  	  	  	  	  
342108000	  	  
scalar	  Dos_Nodosfijos_Adhoc_60metros.HostServidor.sink	  	  	  	  	  throughput	  	  	  	  	  
7116823.4869615	  	  






vector	  5	  	  Dos_Nodosfijos_Adhoc_60metros.HostServidor.sink	  	  "Throughput	  en	  
funcio	  del	  temps"	  	  
[…]	  
5	  	  	  	  27008	  	  	  	  2.001392999244	  	  	  	  7123038.806164	  	  
5	  	  	  	  40516	  	  	  	  3.002278598866	  	  	  	  7122590.1580476	  	  
5	  	  	  	  54008	  	  	  	  4.003288162125	  	  	  	  7119147.7719835	  	  
5	  	  	  	  67500	  	  	  	  5.003597725384	  	  	  	  7118078.2218592	  	  
[…]	  
  
Tras configurar el fichero ANF veremos como el throughput se mantiene 
estable a lo largo del tiempo ya que no hay interferencias de ningún tipo y el 




Fig. 3.3. Gráfica throughput simulación 
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Fig. 3.4. Gráfica throughput simulación con zoom 
3.2. NodoFijo_NodoMovimiento_adhoc_60metros 
 
Este escenario es similar al primero, pero en este caso, el nodo cliente se 
mueve linealmente a velocidad constante a lo largo del escenario alejándose 
poco a poco del nodo servidor.  
 
3.2.1. Diseño  
 
El diseño es exactamente igual al anterior (Dos_Nodosfijos_Adhoc_ 60metros). 
En este caso tras iniciar la simulación aparece el nodo cliente alejándose del 
radio de cobertura del nodo servidor. Nombraremos al fichero NED 
NodoFijo_NodoMovimiento_adhoc_60metros. 
 
3.2.2. Configuración del fichero INI 
 
Situaremos el nodo cliente muy cerca del nodo servidor así notaremos las 
diferencias. 
 
Estas líneas marcan el movimiento del nodo cliente: tipo, velocidad, ángulo, 
aceleración e intervalo de tiempo. (Ver Fig. 3.5) 
 
**.HostClient.mobilityType	  =	  "LinearMobility"	  	  
**.HostClient.mobility.speed	  =	  3mps	  
**.HostClient.mobility.angle	  =	  0deg	  
**.HostClient.mobility.acceleration	  =	  0	  
**.HostClient.mobility.updateInterval	  =	  1s	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Fig. 3.5. Nodo Cliente Alejándose 
 
3.2.3. Resultados esperados 
 
El servidor utilizará todo el ancho de banda. En cuanto el cliente se aleje de su 
radio de cobertura, el ancho de banda del servidor será nulo. A medida que el 
señal se degrada, se esperaría una adaptación de la velocidad, haciendo servir 
modulaciones más lentas con mayor radio de cobertura, como en dispositivos 
reales. 
 
3.2.4. Resultados de simulación 
 
Mientras se va alejando el nodo cliente, el throughput obtiene una media de 7.1 
Mbps. Cuando sale del radio de cobertura caerá este rendimiento a 0. El nodo 
cliente cambia de sentido una vez llega al límite del escenario y al volver a 
entrar otra vez en el alcance del nodo servidor, el nodo cliente empieza a 




El valor promedio del throughput durante la simulación es de 2.4 Mbps. Es 
lógico este resultado ya que al principio de la simulación se consigue el máximo 
ancho de banda, pero después, al encontrarse con el receptor fuera de radio de 
cobertura del emisor, el throughput obtenido es cero. 
 
[...]	  
scalar	  NodoFijo_NodoMovimiento_adhoc_60metros.HostServidor.wlan.mac	  	  	  	  	  
numRetry	  	  	  	  	  0	  
scalar	  NodoFijo_NodoMovimiento_adhoc_60metros.HostServidor.sink	  	  	  	  	  
numPackets	  	  	  	  	  17820	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scalar	  NodoFijo_NodoMovimiento_adhoc_60metros.HostServidor.sink	  	  	  	  	  numBits	  	  	  	  	  
213840000	  
scalar	  NodoFijo_NodoMovimiento_adhoc_60metros.HostServidor.sink	  	  	  	  	  
throughput	  	  	  	  	  2484964.1375606	  
scalar	  NodoFijo_NodoMovimiento_adhoc_60metros.HostServidor.sink	  	  	  	  	  
packetPerSec	  	  	  	  	  207.08034479672	  
scalar	  NodoFijo_NodoMovimiento_adhoc_60metros.HostClient.wlan.mgmt	  	  	  	  	  






Observamos el vector 5 (módulo Sink). Hasta el segundo 19 tiene un valor de 
7.1 Mbps. Una vez que el HostCliente pierde la cobertura con el HostServidor, 
no se contemplan los resultados ya que no hay valores para tomar. Sobre el 
segundo 75 el HostClient recupera la cobertura y empiezan a tomarse 
muestras del throughput. (Ver Fig. 3.6) 
 
vector	  5	  	  NodoFijo_NodoMovimiento_adhoc_60metros.HostServidor.sink	  	  
"Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
5	  	  	  	  11485	  	  	  	  1.000491762699	  	  	  	  7112502.3366543	  
5	  	  	  	  23008	  	  	  	  2.001144971158	  	  	  	  7123921.6575851	  
5	  	  	  	  34513	  	  	  	  3.00195403649	  	  	  	  7123360.2313921	  
5	  	  	  	  46004	  	  	  	  4.002918825856	  	  	  	  7119804.6325372	  
5	  	  	  	  57497	  	  	  	  5.003215268951	  	  	  	  7118622.3429214	  
5	  	  	  	  149473	  	  	  	  13.01075489405	  	  	  	  7115651.6861553	  
5	  	  	  	  160982	  	  	  	  14.012232760178	  	  	  	  7115782.4528411	  
5	  	  	  	  172475	  	  	  	  15.013285816299	  	  	  	  7115297.8306739	  
5	  	  	  	  183998	  	  	  	  16.014403718394	  	  	  	  7116343.6368912	  
5	  	  	  	  195505	  	  	  	  17.015336704523	  	  	  	  7116638.4834343	  
5	  	  	  	  206996	  	  	  	  18.016424720642	  	  	  	  7116173.2690009	  
5	  	  	  	  218487	  	  	  	  19.017504416681	  	  	  	  7115760.1457582	  
[...]	  
	  
5	  	  	  	  435912	  	  	  	  75.418702346536	  	  	  	  1832171.5396943	  
5	  	  	  	  447401	  	  	  	  76.418754629399	  	  	  	  1901313.3713658	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Fig. 3.6. Gráfica simulación 
 
 
Observamos que mientras el  nodo cliente se mantiene dentro del radio de 
cobertura que es sobre unos 50 segundos el throughput vale 7.1 Mbps. Al salir 
de él, pasa a valer 0 (el simulador no coge ningún valor de muestra)  y se 
mantiene así hasta que el nodo cliente “rebota” en el final del escenario 
volviendo al nodo servidor. Observamos que cuando el nodo cliente vuelve a 




Se trata de un escenario con dos nodos que se comunican a través de un AP 
802.11b. El objetivo es que los nodos se comuniquen a través del AP y medir el 
máximo ancho de banda en el nodo receptor. Los dos nodos utilizan 802.11b y 




En el escenario NodoFijo_AP_NodoFijo_60metros , debemos crear el AP. Para 
ello crearemos un módulo y lo nombraremos nodeAPNode, el cual constará de 
los submódulos mostrados en la Fig. 3.8. Agregamos el submódulo 
notificationBoard, el submódulo nullmobility (que nombramos mobility) y el 
submódulo importante que pondremos será el Ieee80211NicAPSimplified. Esta 
NIC implementa un modo de infraestructura de red 802.11 para una tarjeta de 
interfaz de AP inalámbrico (AP). Tras colocar el submódulo 
Ieee80211NicAPSimplified lo conectaremos de tal manera: 
radioIn → wlan.radioIn (ver ANEXO B.2 Fig B.5). 
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3.3.2. Configuración del fichero INI 
 
Las partes importantes del fichero INI en este escenario son la configuración 
del AP y como asociar los nodos al AP. 
 
Observamos en las líneas del fichero INI como asociamos la MAC del AP a los 
nodos. 
Es suficiente que el nodo receptor tenga MAC ya que será el que reciba las 
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#	  access	  point	  
*.nodeAPNode.wlan.mac.address	  =	  "10:00:00:00:00:00"	  
**.NodeaAP.wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNode.wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNode.wlan.mac.address	  =	  "20:00:00:00:00:00"	  
**.mgmt.frameCapacity	  =	  10	  
**.nodeAPNode.wlan.mgmt.beaconInterval	  =	  100ms	  
 
 
En las siguientes líneas observamos cómo configuramos el nodo transmisor, 
que es el que tiene el módulo etherAppCli para que envié paquetes de 1500 
Bytes cada 1 ms a la MAC del nodo receptor. Esto equivale a una velocidad de 
12 Mbps y así aseguramos  saturar el canal (Ver Fig. 3.9). 
 
#	  cli	  nodeaAP	  
**.etherAppCli.reqLength	  =	  1500B	  
**.etherAppCli.respLength	  =	  0	  
**.etherAppCli.destAddress	  =	  "20:00:00:00:00:00"	  





Fig. 3.9. Simulación escenario 
3.3.3.  Resultados esperados 
 
En este tipo de escenario donde hay un AP con dos nodos, esperamos que el 
nodo receptor reciba la mitad del ancho de banda ya que el nodo transmisor y 
el AP compiten por el medio. El AP vuelve a transmitir las tramas enviadas por 
el transmisor, ocupando dos veces el canal y reduciendo la mitad del ancho de 
banda efectivo. 
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3.3.4. Resultados de simulación 
 










Observamos como la media del throughput es 3 Mbps. 
[...]	  
scalar	  NodoFijo_AP_NodoFijo_60metros.nodeAPNode.wlan.mac	  	  	  	  	  numRetry	  	  	  	  	  504	  
scalar	  NodoFijo_AP_NodoFijo_60metros.APaNode.sink	  	  	  	  	  numPackets	  	  	  	  	  8448	  
scalar	  NodoFijo_AP_NodoFijo_60metros.APaNode.sink	  	  	  	  	  numBits	  	  	  	  	  101376000	  
scalar	  NodoFijo_AP_NodoFijo_60metros.APaNode.sink	  	  	  	  	  throughput	  	  	  	  	  
3022417.351595	  
scalar	  NodoFijo_AP_NodoFijo_60metros.APaNode.sink	  	  	  	  	  packetPerSec	  	  	  	  	  
251.86811263291	  
scalar	  NodoFijo_AP_NodoFijo_60metros.APaNode.wlan.mgmt	  	  "packets	  received	  by	  
queue"	  	  	  	  	  0	  
scalar	  NodoFijo_AP_NodoFijo_60metros.APaNode.wlan.mgmt	  	  	  "packets	  dropped	  by	  
queue"	  	  	  	  	  0	  
scalar	  NodoFijo_AP_NodoFijo_60metros.APaNode.wlan.mac	  	  	  	  	  numSent	  	  	  	  	  0	  






Observamos cómo en los primeros segundos el throughput no se mantiene 
constante debido a que la comunicación está en fase transitoria. Tras ello, el 
throuhgput se mantiene en 3 Mbps. 
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vector	  10	  	  NodoFijo_AP_NodoFijo_60metros.APaNode.sink	  	  "Throughput	  en	  funcio	  
del	  temps"	  	  ETV	  
[...]	  
10	  	  	  	  6879	  	  	  	  1.000380350513	  	  	  	  1439452.5035019	  
10	  	  	  	  22114	  	  	  	  2.001010834754	  	  	  	  2320827.0136983	  
10	  	  	  	  37425	  	  	  	  3.002564894754	  	  	  	  2629751.6545923	  
10	  	  	  	  52694	  	  	  	  4.006855378999	  	  	  	  2785226.5540934	  
10	  	  	  	  67964	  	  	  	  5.008120469292	  	  	  	  2875330.1938912	  
10	  	  	  	  83218	  	  	  	  6.010022892921	  	  	  	  2925113.649851	  
10	  	  	  	  98468	  	  	  	  7.010763558965	  	  	  	  2947467.8223281	  
10	  	  	  	  113778	  	  	  	  8.01379658865	  	  	  	  2987348.0983915	  
10	  	  	  	  129109	  	  	  	  9.01662464864	  	  	  	  3018424.4171798	  
10	  	  	  	  144359	  	  	  	  10.017933435916	  	  	  	  3040147.9701203	  
10	  	  	  	  159580	  	  	  	  11.01886555651	  	  	  	  3050404.7651386	  





El siguiente escenario consta de dos nodos clientes y dos nodos servidores 
separados a 60 metros, configurados en modo adhoc. Todas las estaciones 
trabajan en el mismo canal. 
De inicio, la distancia (D) entre los nodos HostClient1-HostClient2 son de 700 
metros. Entre los nodos HostServidor1-HostServidor2 también será de 700 
metros. A continuación, las acercaremos y  realizaremos diversas simulaciones 
a diferentes distancias para ver cómo queda afectado el throughput cuando las 
estaciones empiezan a interferirse, en esta situación, el objetivo es comprobar 




Los pasos a seguir para diseñar el escenario serán los mismos que para el 
Dos_Nodosfijos_Adhoc_60metros, añadiendo unos módulos: HostClient y 
HostServidor adicionales. (Ver Fig. 3.11) 
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Fig. 3.11. Diseño Escenario 
 
3.4.2. Configuración del fichero INI 
 
Para poder configurar este escenario lo único que cambia con respecto al 
anterior es la comunicación entre los diferentes nodos y las distancias entre 
parejas Cliente-Servidor. 
En el caso de que los nodos clientes envíen las tramas a los nodos servidores 
debemos asignar una MAC a cada nodo servidor para que los dos Nodos 
Clientes puedan enviarles a sus respectivos receptores. 
 
*.HostClient1.etherAppCli.destAddress	  =	  "10:00:00:00:00:00"	  
*.HostClient2.etherAppCli.destAddress	  =	  "30:00:00:00:00:00"	  
	  
#servidor	  
**.HostServidor1.wlan.mac.address	  =	  "10:00:00:00:00:00"	  
**.HostServidor2.wlan.mac.address	  =	  "30:00:00:00:00:00"	  
**.HostClient*.wlan.mac.address	  =	  "auto"	  
 
El código mostrado a continuación sitúa los pares de nodos a una distancia 
inferior al radio de cobertura de cada nodo (ver Fig. 3.12). 
 
**.HostClient1.mobility.y	  =	  100	  
**.HostClient2.mobility.x	  =	  200	  
**.HostClient2.mobility.y	  =	  105	  
**.HostServidor1.mobility.x	  =	  260	  
**.HostServidor1.mobility.y	  =	  100	  
**.HostServidor2.mobility.x	  =	  260	  
**.HostServidor2.mobility.y	  =	  105	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El código mostrado a continuación sitúa los pares de nodos a una distancia 
superior al radio de cobertura de cada nodo (ver Fig. 3.13). 
 
**.HostClient1.mobility.y	  =	  100	  
**.HostClient2.mobility.x	  =	  200	  
**.HostClient2.mobility.y	  =	  500	  
**.HostServidor1.mobility.x	  =	  260	  
**.HostServidor1.mobility.y	  =	  100	  
**.HostServidor2.mobility.x	  =	  260	  









Fig. 3.12. Escenario nodos a una 
distancia inferior a la del radio de 
cobertura.                                                        
                                              
  Fig. 3.13. Escenario nodos a una                    
distancia superior a la del radio de  
cobertura. 
 
3.4.3. Resultados esperados 
 
Si un transmisor no cubre el radio de interferencia de otro nodo, aunque 
trabajen en el mismo canal no se interfieren. En esta situación, esperamos que 
el throughput para cada par de nodos sea máximo. A medida que se acerquen, 
se verán  afectados por sus interferencias. Deberán competir por el mismo 
canal todos los nodos y repartirse el ancho de banda en igualdad. 
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3.4.4. Resultados de simulación 
 
En cuanto a la siguiente gráfica podemos apreciar más detalladamente cómo 
afecta el throughput respecto a la distancia. Con la configuración establecida, a 
distancias superiores a 200 metros el nodo servidor 1 y el nodo servidor 2  
logran 7,1 Mbps de ancho de banda en cada comunicación. En cuanto esta 
distancia se reduce, el radio  de interferencia de los nodos empieza a 
solaparse. Los nodos no saben que tienen que compartir el medio y esto 
generará interferencias, colisiones y pérdidas de tramas.. Eso supone un 
throughput de 3,1 Mbps para cada uno.  Tal y como se indica en la Fig. 3.14. 





Fig. 3.14. throughput de los servidores respecto a la distancia de separación 






En este escenario, dos nodos cliente envían tramas a sus respectivos nodos 
servidores. La separación entre nodo cliente y nodo servidor es de 60 metros. 
El modo de configuración es adhoc. La distancia entre el nodo servidor 1 y 
nodo servidor 2 es mínima. El nodo cliente 1 y el nodo servidor 1 están 
configurados en una separación de 5 canales respecto al nodo cliente 2 y al 
nodo servidor 2.   
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También se realizan pruebas en las que cliente 1 y servidor 1 están 










Fig. 3.15. Diseño escenario 
3.5.2. Configuración del fichero INI 
 
Para poder asignar una diferencia de 5 canales entre cada pareja de cliente-
servidor  debemos cambiar algún parámetro del módulo channelControl. 
Modificamos  el parámetro número de canales (numChannels) a 11 canales y 
con el parámetro channelNumber asignamos el canal a cada nodo. En nuestro 
ejemplo mostrado a continuación, el canal 1 es ocupado por el cliente y el 
servidor 1. El canal 6 es ocupado por el cliente y servidor 2. Tal y como se 
muestra en la Fig. 3.16. 
 
*.channelControl.numChannels	  =	  11	  
	  
**.HostClient1.**.channelNumber	  =	  1	  
**.HostServidor1.**.channelNumber	  =	  1	  
**.HostClient2.**.channelNumber	  =	  6	  
**.HostServidor2.**.channelNumber	  =	  6	  
	  
Para configurar cada pareja de nodo-servidor que trabajen a una diferencia de 
1 canal, también debemos cambiar el parámetro channelNumber. 
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*.channelControl.numChannels	  =	  11	  
**.HostClient1.**.channelNumber	  =	  1	  
**.HostServidor1.**.channelNumber	  =	  1	  
**.HostClient2.**.channelNumber	  =	  2	  




Fig. 3.16. Simulación escenario 
3.5.3. Resultados esperados 
 
Cada pareja de nodos cliente-servidor trabajan  a 5 canales de diferencia entre 
ellos. Al configurarse a diferentes frecuencias cada pareja no debería 
interferirse con otra aunque compartan el espacio de sus radios de cobertura. 
El ancho de banda para cada nodo debe ser el máximo disponible. 
 
En cuanto a la situación de diferencia de configuración a 1 canal respecto cada 
pareja, los nodos emisores transmiten sus tramas a la vez. Los nodos emisores 
no compiten por el mismo canal ni comparten el medio. Habrán pérdidas en 
recepción debido a colisiones ya que un nodo no sabe que el otro nodo está 
emitiendo. El throughput disminuirá considerablemente para cada servidor. 
 
3.5.4. Resultados de simulación 
 
Como podemos observar en la gráfica (Ver Fig. 3.17), el throughput de los dos 
servidores se mantiene estable en los 7.1 Mbps. Efectivamente, el ancho de 
banda es máximo y no se interfieren entre ellos debido a la configuración de 
diferencia entre 5 canales. (Ver también Ficheros SCA y VEC en Anexo C.5.3) 
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Fig. 3.17. Gráfica simulación modo adhoc 
 
En cuanto a la situación en la que una pareja de nodo cliente-servidor esté 
configurado a diferencia de un canal respecto a otra pareja, los resultados del 
simulador no son los esperados. Dos parejas de nodo cliente-servidor que 
envían tramas y están configurados a una diferencia entre ellos de un canal 
deberían interferir-se. En cambio, el simulador los evalúa como si estuviesen 
separados a 5 canales, es decir, no se interfieren en absoluto y los servidores 
consiguen recibir el máximo throughput. 
3.6. CuatroNodosFijos_AP 
 
Con el objetivo de comprobar el efecto de transmisiones simultáneas en una 
WLAN con infraestructura, en el siguiente escenario nos encontramos con 
cuatro nodos y un AP, esta vez, dos nodos clientes transmitirán tramas a los 




Este escenario es similar al NodoFijo_AP_NodoFijo_60metros. Simplemente 
añadimos otro nodo transmisor y otro nodo receptor, tal y como se puede 
observar en la Fig. 3.18. 
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Fig. 3.18. Diseño escenario 
 
 
3.6.2. Configuración del fichero INI 
 
Tal y como hemos configurado el fichero INI del escenario 
NodoFijo_AP_NodoFijo_60metros, ahora añadiremos los 2 nuevos nodos y los 
asociaremos al AP, como se muestra a continuación: 
 
#	  access	  point	  
*.nodeAPNodeV6.wlan.mac.address	  =	  "10:00:00:00:00:00"	  
**.nodeaAPV61.wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.nodeaAPV62.wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
	  
**.APaNodeV61.wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNodeV61.wlan.mac.address	  =	  "20:00:00:00:00:00"	  
	  
**.APaNodeV62.wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNodeV62.wlan.mac.address	  =	  "30:00:00:00:00:00"	  
	  
#	  cli	  nodeaAP	  
**.etherAppCli.reqLength	  =	  1500B	  
**.etherAppCli.respLength	  =	  0	  
*.nodeaAPV61.etherAppCli.destAddress	  =	  "20:00:00:00:00:00"	  
*.nodeaAPV62.etherAppCli.destAddress	  =	  "30:00:00:00:00:00"	  
**.etherAppCli.waitTime	  =	  1ms	  #	  11	  Mbps	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Fig. 3.19. Simulación escenario 
 
3.6.3. Resultados esperados 
 
Al añadir un nuevo cliente que transmite hacia un nuevo servidor, coordinado 
por el mismo AP, deben competir por el medio con la otra pareja. Esto hará que 
compartan el ancho de banda los nodos y así se verán afectados reduciéndose 
a la mitad el throughput obtenido. 
 
3.6.4. Resultados de simulación 
 
El throuhgput empieza a normalizarse a 1.2 Mbps, ya que los dos nodos están 
compitiendo por el medio junto al AP. Es el resultado que esperábamos (Ver 
Fig. 3.20) (Ver también ficheros SCA y VEC en Anexo C.6.3). 
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En este escenario, dos nodos clientes transmiten tramas a otros dos nodos 
servidores respectivamente  a una distancia de 60 metros trabajando en modo 
adhoc. El nodo cliente 1 transmite tramas con una velocidad de 1 Mbps. El otro 
cliente transmite a una velocidad de 11 Mbps. La distancia entre parejas nodo-
cliente es mínima. Igualmente en el caso para los servidores. Todos los nodos 
trabajan en el mismo canal. El objetivo de este escenario es evaluar el 
throughput que recibe cada servidor sabiendo que sus nodos clientes emiten 
velocidades diferentes respectivamente. 
3.7.1. Diseño 
 
Para este diseño en concreto necesitamos 4 módulos para los nodos: dos 
módulos HostClient y otros dos HostServidor. Para la configuración del canal, 
añadimos channelControl. El FlatNetworkConfigurator lo usaremos para 
nombrar las direcciones MAC (Ver Fig. 3.21). 
 
40      Estudio del uso del simulador OMNeT++ para la evaluación de escenarios celulares y multisalto con WLAN 
 
 
Fig. 3.21. Diseño escenario 
 
3.7.2. Configuración del fichero INI 
 
Configuramos todos los host en el mismo canal: 
 
**.Host*.**.channelNumber	  =	  0	  
*.channelControl.numChannels	  =	  1	  
 
Configuramos las tasas de los host respectivamente: 
 
**.HostClient1.wlan.radio.bitrate	  =	  1Mbps	  
**.HostServidor1.wlan.radio.bitrate	  =	  1Mbps	  
**.HostClient2.wlan.radio.bitrate	  =	  11Mbps	  
**.HostServidor2.wlan.radio.bitrate	  =	  11Mbps	  
 
3.7.3. Resultados esperados 
 
 
El CSMA/CA proporciona un acceso justo a todas las estaciones por el mismo 
medio. Todas las estaciones tienen la misma probabilidad de acceder al medio. 
Esto significa que las estaciones de 1Mbps están ocupando el medio mucho 
más tiempo que las estaciones de 11 Mbps, ya que tardan más en transmitir la 
trama. Las estaciones rápidas (11 Mbps) se encuentran que el canal está la 
mayor parte del tiempo ocupado por las estaciones lentas (1 Mbps), y esto les 
perjudica mucho en el throughput, recibiendo un throughput similar a las 
estaciones lentas. 
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Desde el punto de vista de las estaciones lentas, las estaciones rápidas ocupan 
muy poco el canal. No habrá alteraciones muy notables en el throughput de las 
estaciones lentas. Este suceso es conocido como “performance anomaly” [14]. 
 
3.7.4. Resultados de simulación 
 
Observando la gráfica podemos comprobar que el throughput del nodo servidor 
que recibe una tasa de 11 Mbps se ve afectado por la estación que transmite 
una tasa de 1 Mbps. Los dos servidores reciben unos 675 kbps de throughput 








El siguiente escenario consta de dos celdas que se acercan entre ellas 
dependiendo de la distancia (D). Cada celda está compuesta por un nodo 
cliente, que envía tramas a una tasa de 11 Mbps, coordinado por un AP, y un 
nodo servidor. Todos trabajan en el mismo canal, modo infraestructura. 
De inicio, la distancia (D) entre nodo servidor, cliente, y AP 1 y nodo servidor, 
cliente y AP  2  será de 700 metros. A medida que vayamos acercando estas 
dos celdas realizaremos diversas simulaciones a diferentes distancias para 
medir cómo se influye en el throughput resultante el hecho de que los 
dispositivos de las dos celdas empiezan a interferirse. 
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3.8.1. Diseño 
 
Utilizaremos los módulos NodeaAP (para el cliente), APaNode (para el 
servidor) y nodeAPNode (para el AP), utilizados en anteriores escenarios. Para 
poder realizar un escenario que contenga muchos dispositivos, no hace falta 
colocar en la aplicación gráfica un módulo por cada dispositivo. Hay una 
propiedad en la que podemos indicar cuantos dispositivos de un mismo módulo 
queremos en nuestro escenario.  
Para poder crear una variable que nos permita definir el número de módulos 
que queremos añadir debemos modificar el código del fichero NED. Dentro de 




	   parameters:	  
	  	  	  	  	   int	  numAP;	  
	  	  	  	  	   int	  numNodeTx;	  
	  	  	  	  	   int	  numNodeRx;	  
 
A continuación, vamos al diseño del escenario y renombramos el nombre del 
módulo con las variables que hemos creado entre corchetes, por ejemplo de 
NodeAP a NodeAP[numNodeTx] (Ver Fig 3.23). En el siguiente apartado ( 
configuración de fichero INI) explicaremos como añadir módulos sin necesidad 
de cargar el escenario gráfico de módulos en la aplicación. 
 
 
Fig. 3.23. Diseño Escenario 
3.8.2. Configuración del fichero INI 
 
Para poder crear más dispositivos sin necesidad de añadirlos al diseño,  a cada 
variable creada la configuramos añadiendo el número de dispositivos que 
queremos visualizar en  la simulación. 
En este escenario queremos visualizar una pareja de cada módulo, entonces el 
valor de cada variable es 2. Se crearán dos módulos de cada tipo (dos 
NodeaAP, dos nodeAPNode y dos APaNode). 
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*.numAP	  =	  2	  
*.numNodeRx	  =	  2	  
*.numNodeTx	  =	  2	  
 
Tras nombrar las variables debemos colocar en el escenario todos los módulos 
de la forma que queramos de tal manera que nos quede como los de la Fig. 
3.24 y 3.25 dependiendo de la configuración que deseamos. El número entre 
corchetes indica la enumeración de cada dispositivo de una forma ordenada: 
 
#Mobility	  Cell	  0	  
*.NodeaAP[0].mobility.x	  =	  390	  
*.NodeaAP[0].mobility.y	  =	  210	  
*.nodeAPNode[0].mobility.x	  =	  445	  
*.nodeAPNode[0].mobility.y	  =	  210	  
*.APaNode[0].mobility.x	  =	  475	  




#Mobility	  Cell	  1	  
	  
*.NodeaAP[1].mobility.x	  =	  390	  
*.NodeaAP[1].mobility.y	  =	  409	  
*.nodeAPNode[1].mobility.x	  =	  445	  
*.nodeAPNode[1].mobility.y	  =	  409	  
*.APaNode[1].mobility.x	  =	  475	  
*.APaNode[1].mobility.y	  =	  409	  
 
 
Para que el NodeaAP (cliente) envíe datos a APaNode (servidor) coordinado 
por el AP, configuramos la gestión para cada celda indicando qué direcciones 
MAC tiene que gestionar el nodeAPnode ( AP): 
 
#	  access	  point	  
#AP	  0	  configuration	  
*.nodeAPNode[0].wlan.mac.address	  =	  "10:00:00:00:00:00"	  
**.NodeaAP[0].wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNode[0].wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNode[0].wlan.mac.address	  =	  "11:00:00:00:00:00"	  
*.NodeaAP[0].etherAppCli.destAddress	  =	  "11:00:00:00:00:00"	  
#AP	  1	  configuration	  
*.nodeAPNode[1].wlan.mac.address	  =	  "20:00:00:00:00:00"	  
**.NodeaAP[1].wlan.mgmt.accessPointAddress	  =	  "20:00:00:00:00:00"	  
**.APaNode[1].wlan.mgmt.accessPointAddress	  =	  "20:00:00:00:00:00"	  
**.APaNode[1].wlan.mac.address	  =	  "21:00:00:00:00:00"	  
*.NodeaAP[1].etherAppCli.destAddress	  =	  "21:00:00:00:00:00"	  
 
44      Estudio del uso del simulador OMNeT++ para la evaluación de escenarios celulares y multisalto con WLAN 
 
 
      
      Fig. 3.24. Simulación escenario          Fig. 3.25. Simulación celdas 
                 celdas separadas           juntas 
 
3.8.3. Resultados esperados 
 
A distancias mayores entre las celdas no deberían estar afectadas por las 
interferencias aunque compartan el mismo canal. En esta situación, 
suponemos que el throughput para cada servidor será el máximo disponible 
teniendo en cuenta que tiene que competir en su celda con el AP. A medida 
que se acerquen las celdas, se verán  afectadas por sus interferencias. 
Deberán competir por el mismo canal todos los dispositivos que transmiten 
tramas y repartirse el ancho de banda. 
 
3.8.4. Resultados de simulación 
 
En la siguiente gráfica (Ver Fig. 3.26) podemos apreciar cómo se ve afectado el 
throughput medido respecto a la distancia entre nodos. Con la configuración 
establecida, a distancias superiores a 200 metros el nodo servidor APaNode[0] 
y el nodo servidor APaNode[1]  no se interfieren y por lo tanto usan 3,1 Mbps 
de ancho de banda cada uno (aunque si está compitiendo con su AP 
correspondiente). En cuanto a esta distancia se reduce, el radio  de 
interferencia de los nodos empiezan a solaparse. Los nodos no saben que 
tienen que compartir el medio y esto generará interferencias, colisiones y 
pérdidas de tramas. Eso supone de un throughput de 1,5 Mbps para cada uno 
(Ver ficheros SCA y VEC en Anexo C.8.3).  
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Nos encontramos con un nodo cliente que envía tramas a un nodo servidor a 1 
Mbps. Otra pareja a una distancia próxima tienen la misma configuración pero 
la velocidad de transmisión es de 11 Mbps. Las dos parejas están configuradas 
con una diferencia de 5 canales entre ellas. Mientras los clientes envían las 




Necesitamos 4 módulos para los nodos: dos módulos HostClient y otros dos 
HostServidor. Para la configuración del canal, añadimos channelControl. El 
FlatNetworkConfigurator lo usaremos para nombrar las direcciones MAC (Ver 
Fig. 3.27). 
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Fig. 3.27. Diseño escenario  
 
 
3.9.2. Configuración del fichero INI 
 
Asignamos a cada pareja de cliente-servidor su canal correspondiente: 
 
*.channelControl.numChannels	  =	  13	  
*.hostClientV9.**.channelNumber	  =	  1	  
*.hostServidorV9.**.channelNumber	  =	  1	  
*.hostClientV91.**.channelNumber	  =	  6	  
*.hostServidorV91.**.channelNumber	  =	  6	  
 
Indicamos la velocidad de transmisión para cada nodo: 
 
**.wlan.mac.bitrate	  =	  11Mbps	  
*.hostClientV9.wlan.radio.bitrate	  =	  11Mbps	  
*.hostServidorV9.wlan.radio.bitrate	  =	  11Mbps	  
*.hostClientV91.wlan.radio.bitrate	  =	  1Mbps	  
*.hostServidorV91.wlan.radio.bitrate	  =	  1Mbps	  
 
 
Configuramos los nodos servidores para dar movimiento a 5 m/s de forma 
rectilínea y uniforme  
 
**.hostServidor*.mobilityType	  =	  "LinearMobility"	  
**.hostServidor*.mobility.speed	  =	  5mps	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Fig. 3.28.  Los dos nodos servidores           Fig. 3.29. Los dos nodos servidores  
                          en reposo                                                                     en movimiento                                                 
 
3.9.3. Resultados esperados 
 
Tanto para el servidor que recibe una tasa a nivel físico de 11 Mbps como el 
servidor que recibe una tasa de 5 Mbps deben obtener un throughput máximo 
ya que están configurados a una diferencia de 5 canales entre ellos. En cuanto 
a los dos servidores se alejan y desaparecen del radio de cobertura del cliente 
deberían dejar de recibir tramas. Al volver a entrar de nuevo en el radio de 
cobertura del cliente, los servidores alcanzarán de nuevo, el mismo throughput. 
 
3.9.4. Resultados de simulación 
 
El servidor que recibe 11 Mbps a nivel físico, observamos que mientras  se 
mantiene dentro del radio de cobertura que es sobre unos 32 segundos el 
throughput vale 7.1 Mbps. Al salir de él pasa a valer 0 (el simulador no coge 
ninguna valor de muestra)  y se mantiene así hasta que el nodo “rebota” en el 
final del escenario volviendo al nodo servidor. Observamos que cuando vuelve 
a entrar en el radio de cobertura el throughput empieza a aumentar. Algo 
similar ocurre con el servidor que recibe 1 Mbps a nivel físico, salvo que se 
mantiene a 900 kbps (Ver Fig. 3.30). 
 
 
48      Estudio del uso del simulador OMNeT++ para la evaluación de escenarios celulares y multisalto con WLAN 
 
 
Fig. 3.30. Gráfica simulación 
 
 
El valor promedio del throughput durante la simulación para los servidores que 
operan a 11 Mbps y 1 Mbps, es de 2.9 Mbps y 392 kbps respectivamente. Es 
lógico este resultado ya que al principio de la simulación se consigue el máximo 
ancho de banda, pero después al perder el señal el throughput es cero (Ver 
ficheros SCA y VEC en Anexo C.9.3). 
 
3.10. Escenarios multisalto con AODV  
 
En estos escenarios, un nodo cliente envía paquetes a un nodo servidor, que 
son reenviados por varios nodos intermedios. Todos los nodos usan el 
protocolo AODV, ya que el nodo cliente y nodo servidor no están en el mismo 
radio de cobertura. Utilizaremos el protocolo UDP para generar los paquetes 
necesarios para saturar el canal, ya que en UDP no necesitamos no hay 
retrasmisiones ni paquetes ACK’s y podemos realizar la medida adecuada. Los 
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3.10.1 Diseño 
 
Para configurar los escenarios multisalto, utilizaremos un mismo procedimiento. 
Para empezar, tenemos dos módulos clave. El primero se denomina 
hostUDPV12 (módulo en inetmanet MobileManetRoutingHost) que nos servirá 
tanto de cliente como de nodo intermediario y serverUDPThroughput es el 
módulo del servidor que nos permitirá comprobar los valores del throughput en 
AODV. 
 
Nota: El hostUDPV12 es un módulo de ejemplo que está en inetmanet llamado 
MobileManetRoutingHost  
 
Creamos una variable en  la función “parameters” (del fichero NED ) llamada 
numHost. Esta variable nos permite añadir nodos al escenario que también 




	   parameters:	  





Fig. 3.31. Diseño escenario 
 
El serverUDPThroughput es el módulo FixManetRoutingHost (módulo de 
inetmanet) pero modificado para mostrar las estadísticas de paquetes y 
throughput deseadas. 
Este módulo contiene la capa de nivel 3 (nivel de red, tablas de enrutamiento) , 
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Viendo las Fig. 3.32 y 3.33, se ha modificado el módulo añadiendo un nuevo 
módulo llamado thruputMeter entre el submódulo udp y el 






Fig. 3.32. Módulo FixManetRoutingHost       Fig. 3.33. Módulo FixManetRouting                  
                                                                              Host con ThruputMeter 
                                                                  
 
Una vez añadido el módulo ThruputMeter debemos modificar la función 
handleMessage(cMessage*msg) del fichero ThruputMeter.cc para que dicha 
función mida correctamente todos los paquetes que se reciben. El fichero se 
sitúa en el directorio /intemanet/src/linklayer/ppp. El nuevo código es el 
siguiente:  
 
Nota: Ver código completo en Anexo E (código ThruputMeter para la 
configuración del AODV). 
 
void	  ThruputMeter::handleMessage(cMessage	  *msg)	  
{	  
	   cPacket	  *tempMsg	  =	  dynamic_cast<cPacket*>(msg);	  
	  	  	  	   if(!tempMsg)	  
	  	  	  	   {	  
	  	  	  	   send(msg,	  "out");	  
	  	  	  	   return;	  
	  	  	  	   }	  
	   updateStats(simTime(),	  PK(msg)-­‐>getBitLength());	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3.10.2. Configuración del fichero INI 
 
Para poder configurar el número de saltos de cada escenario, en la variable 
numHost debemos indicar el número de nodos clientes que queremos 
configurar. Si queremos configurar el escenario con 1 salto debemos poner el 
valor 1 en la variable numHost, por lo que tendremos un nodo cliente y un nodo 
servidor. En cambio, si queremos configurar un escenario con 5 saltos 
tendremos que poner en la variable numHost el valor de 5 y nos aparecerá 5 
nodos. Esto nos facilitará medir el throughput dependiendo del número de 
saltos que elijamos. 
 
*.numHost	  =	  5	  
 
El parámetro siguiente realiza las medidas estadísticas del simulador en el 
segundo 16. Para que tengamos un valor promedio de throughput adecuado 
debemos empezar a medir en ese intervalo de tiempo, ya que durante ese 
tiempo se configura el camino más adecuado para la comunicación entre nodos 
y solamente se envían paquetes de configuración y no de datos. 
 
**.startTime	  =	  16s	  
 
 
Configuramos los parámetros UDP para saturar el canal y así poder obtener el 
throughput. La longitud de paquetes es de 1400 Bytes cada 0.2 ms. El puerto 
por el que se comunican es el 50000. A continuación se muestra el código INI 
para configurar estos parámetros. 
 
 
#	  udp	  apps	  (on)	  
**.hostUDPV12[*].udpAppType	  =	  "UDPBasicBurst"	  
**.hostUDPV12[0].numUdpApps	  =	  1	  
**.udpApp[0].destAddresses	  =	  "serverUDPThroughput"	  
**.udpApp[0].localPort	  =	  50000	  
**.udpApp[0].destPort	  =	  50000	  
**.udpApp[0].messageLength	  =	  1400B	  	  #	  
**.udpApp[0].messageFreq	  =	  0.2ms	  
**.udpApp[0].message_freq_jitter	  =	  0	  
**.udpApp[0].burstDuration	  =	  0	  
**.udpApp[0].activeBurst=true	  
**.udpApp[0].time_off	  =	  0s	  
**.udpApp[0].time_end	  =	  0s	  
**.udpApp[0].time_begin	  =	  0s	  
**.udpApp[0].limitDelay	  =	  20s	  
**.udpApp[0].rand_generator	  =	  0	  
**.serverUDPThroughput.udpAppType	  =	  "UDPSink"	  
**.serverUDPThroughput.numUdpApps	  =	  1	  
**.serverUDPThroughput.udpApp[0].localPort	  =	  50000	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Para indicar al simulador que en estos escenarios se empleará AODV, lo 
indicamos con el parámetro routingProtocol (comunicación a nivel de red). Por 
otra parte, colocaremos la tabla de trivellato (per_table_80211g_Trivellato.dat) 
en la carpeta donde tenemos  /home/usuario/OMNetpp/omnetpp-
4.1/samples/inetmanet/examples/MXS/adhoc. 
En el fichero per_table_80211g_Trivellato.dat se configuran las modulaciones 




#	  manet	  routing	  






Las NICS emplean una tasa de 54 Mbps y las cabeceras CTS, RTS i ACK se 
transmiten a 6 Mbps. 
 
#	  nic	  settings	  
**.wlan.mac.bitrate	  =	  54Mbps	  




Una vez ejecutada la simulación, apreciamos cómo se configura la ruta. El 
nodo cliente envía un RREQAodvMsg, para descubrir la mejor ruta hacia el 
destino. Los nodos intermediarios también envían el mismo tipo de mensaje 
hasta que le llegue al nodo servidor (serverUDPThroughput). Una vez 
establecida la ruta, el nodo servidor envía un mensaje RouteReply (RREP)  al 
nodo intermediario que está más próximo a él. El nodo intermediario le enviara 
el mensaje RREP al siguiente nodo intermediario  y realizan el mismo 
intercambio de mensajes. Así sucesivamente todos los nodos intermediarios  
se enviarán dichos mensajes, hasta que el primer nodo intermediario le envía el 
RREP al nodo cliente. A partir de este momento el nodo cliente empieza a 
enviar paquetes UDP (UDPBasicAppData). Tras cada trama recibida, cada 
nodo envía mensajes wlan-ack. (Ver Fig. 3.34, 3.35, 3.36 y 3.37) 
 
Nota: La configuración de nuestro fichero INI no permite ver todos los 
mensajes que se intercambian en la simulación, ya que saturamos el canal y el 
simulador no puede mostrar todos los mensajes. (Para poder visualizar todos 
los mensajes hay que reducir los parámetros **.udpApp[0].messageLength y  
**.udpApp[0].messageFreq del fichero INI). 
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  Fig. 3.37. Mensajes de paquetes UDPBasicAppData 
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3.10.3. Resultados esperados 
 
En cuanto al throughput esperado, dependerá del número de saltos que haya 
entre la emisión de tramas del cliente hasta el nodo servidor. Esperamos que el 
servidor reciba un ancho de banda de τ / N, donde “N” es el número de saltos 
que hay entre el nodo que emite las tramas y el nodo servidor, y “τ” es el ancho 
de banda recibido con un solo salto. Cuando N>4, el throughput debería 
mantenerse respecto al throughput medido en 4 saltos, ya que las 
interferencias entre nodo emisor y nodo receptor son nulas. 
 
3.10.4. Resultados de simulación 
 
Observando  la siguiente gráfica, el throughput en un salto es de 23 Mbps. Al ir 
añadiendo nodos intermediarios  al escenario, el throughput va disminuyendo 
según lo esperado: cuando hay dos saltos el throughput es de 12 Mbps y 
cuando hay tres saltos el throughput es de 6.5 Mbps. Cuando el escenario 
consta de 4 saltos o más  el valor del throughput , se mantiene 
aproximadamente a 5 Mbps (Ver Fig. 3.38). 
 
Nota:  Para poder ver los resultados de cada fichero, debemos abrir el fichero 
ANF y buscar el valor throughput tanto para los ficheros VEC como para los 












En este escenario, dos nodos clientes envían paquetes hacia otros dos nodos 
servidores respectivamente y,  gracias al uso del protocolo AODV, pasando por 
diferentes nodos intermediarios, realizando 3 saltos. Cada pareja cliente-
servidor y sus nodos intermediarios están colocados de forma horizontal.  La 
distancia de separación que hay entre nodos clientes, nodos intermediarios y 
nodos servidores es pequeña en relación con el radio de transmisión 
empleado. Todos los nodos trabajan en el mismo canal. Los nodos utilizan el 










Para comenzar añadiremos los módulos channelcontrol y 
flatNetworkConfigurator en nuestro escenario,  denominado 
DosNodosFijosJuntosTx_dosNodosFijosJuntosRx_AODV_3saltos_60metros, 
colocamos el nodo cliente hostUDPV13, utilizado anteriormente en el escenario 
anterior (ver apartado 3.10) y posteriormente añadimos el hostUDPServer13 
(FixManetRoutingHost) que hará de receptor. Como queremos 2 nodos 
transmitiendo y dos nodos recibiendo individualmente y que realicen 3 saltos, 
debemos cambiar los parámetros del fichero NED para poder añadir al 
escenario 6 nodos y 2 servidores (Ver Fig. 3.40). 
Para ello añadiremos al fichero NED las líneas mostradas a continuación: 
 




	   parameters:	  
	  	  	  	  	   int	  numhost;	  
	  	  	  	  	   int	  nombrehost;	  
 
Nota: En el apartado 3.10 se explica el uso del módulo receptor 
(hostUDPServer) y como añadir el módulo thruputmeter. 
 
 
Fig. 3.40. Diseño escenario 
 
 
3.11.2. Configuración del fichero INI 
 
Para poder configurar el escenario, en la variable numHost y nombreHost 
debemos poner el número de nodos clientes y nodos servidores 
respectivamente que queramos visualizar.  
 
*.numhost	  =	  6	  
*.nombrehost	  =	  2	  
 
El parámetro siguiente realiza las medidas estadísticas del simulador en el 
segundo 16. Para que tengamos un valor promedio de throughput adecuado 
debemos empezar a medir en ese intervalo de tiempo, ya que durante ese 
tiempo se configura el camino más adecuado para la comunicación entre nodos 
y solamente se envían paquetes de configuración y no de datos. 
 
**.startTime	  =	  16s	  
 
Para que los  dos nodos envíen sus paquetes a sus respectivos servidores, 
debemos indicar qué longitud de mensajes y a que frecuencia los envía cada 
cliente y al destino adecuado. Cada pareja de cliente-servidor debe tener el 
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mismo puerto para destinar estos paquetes. Usamos el 50000 y el 51000 
respectivamente. A continuación configuramos con los parámetros adecuados: 
#	  udp	  apps	  (on)	  
**.hostUDPV13[*].udpAppType	  =	  "UDPBasicBurst"	  
#Envia	  el	  0	  a	  l	  3	  
**.hostUDPV13[0].numUdpApps	  =	  1	  
	  
*.hostUDPV13[0].udpApp[0].destAddresses	  =	  "hostUDPServer13[0]"	  
*.hostUDPV13[0].udpApp[0].localPort	  =	  50000	  
*.hostUDPV13[0].udpApp[0].destPort	  =	  50000	  
*.hostUDPV13[0].udpApp[0].messageLength	  =	  1400B	  	  #	  
*.hostUDPV13[0].udpApp[0].messageFreq	  =	  0.2ms	  
*.hostUDPV13[0].udpApp[0].message_freq_jitter	  =	  0	  
*.hostUDPV13[0].udpApp[0].burstDuration	  =	  0	  
*.hostUDPV13[0].udpApp[0].activeBurst=true	  
*.hostUDPV13[0].udpApp[0].time_off	  =	  0s	  
*.hostUDPV13[0].udpApp[0].time_end	  =	  0s	  
*.hostUDPV13[0].udpApp[0].time_begin	  =	  0s	  
*.hostUDPV13[0].udpApp[0].limitDelay	  =	  20s	  
*.hostUDPV13[0].udpApp[0].rand_generator	  =	  0	  
	  
**.hostUDPServer13[0].udpAppType	  =	  "UDPSink"	  
**.hostUDPServer13[0].numUdpApps	  =	  1	  
**.hostUDPServer13[0].udpApp[0].localPort	  =	  50000	  
	  
#Envia	  el	  4	  a	  l	  8	  
**.hostUDPV13[3].numUdpApps	  =	  1	  
	  
*.hostUDPV13[3].udpApp[0].destAddresses	  =	  "hostUDPServer13[1]"	  
*.hostUDPV13[3].udpApp[0].localPort	  =	  51000	  
*.hostUDPV13[3].udpApp[0].destPort	  =	  51000	  
*.hostUDPV13[3].udpApp[0].messageLength	  =	  1400B	  	  #	  
*.hostUDPV13[3].udpApp[0].messageFreq	  =	  0.2ms	  
*.hostUDPV13[3].udpApp[0].message_freq_jitter	  =	  0	  
*.hostUDPV13[3].udpApp[0].burstDuration	  =	  0	  
*.hostUDPV13[3].udpApp[0].activeBurst=true	  
	  
*.hostUDPV13[3].udpApp[0].time_off	  =	  0s	  
*.hostUDPV13[3].udpApp[0].time_end	  =	  0s	  
*.hostUDPV13[3].udpApp[0].time_begin	  =	  0s	  
*.hostUDPV13[3].udpApp[0].limitDelay	  =	  20s	  
*.hostUDPV13[3].udpApp[0].rand_generator	  =	  0	  
	  
**.hostUDPServer13[1].udpAppType	  =	  "UDPSink"	  
**.hostUDPServer13[1].numUdpApps	  =	  1	  
**.hostUDPServer13[1].udpApp[0].localPort	  =	  51000	  
 
Nota: Los mensajes que se intercambian los nodos son los mismos que en los 
escenarios AODV del apartado 10: RREQ,  RREP, RouteReplyACK, wlan-ack y 
UDPBasicAppData. 
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3.11.3. Resultados esperados 
 
El camino que se crea entre cliente y servidor es de 3 saltos. Por lo tanto, 
sabemos que el ancho de banda obtenido en el servidor debería ser un tercio 
del throughput obtenido con 1. Pero, al haber otro cliente que compite por el 
mismo canal para enviar sus paquetes, el  throughput se debería ver afectado 
para los dos servidores, repartiendo el uso del canal. Esperamos que cada 
nodo servidor reciba una sexta parte de throughput que recibiese simplemente 
la comunicación de un salto entre nodo cliente y nodo servidor. 
 
 
3.11.4. Resultados de simulación 
 
Observando la gráfica y el fichero SCA donde podemos apreciar el resultado 
medio de throughput durante el tiempo, para cada nodo servidor se obtiene un 
throughput de 3,46 Mbps. En el anterior escenario AODV analizado, el 
throughput de un servidor en una comunicación en un solo salto es de 22 
Mbps. Dado que hay dos parejas de nodos cliente-servidor compitiendo por el 
canal en una comunicación de 3 saltos, el resultado obtenido es muy 
aproximado a lo esperado: 22 Mbps / 6 ~ 3,6 Mbps (Ver ficheros SCA y VEC en 
Anexo C.11.3). 




En este escenario, dos nodos clientes envían paquetes hacia otros dos nodos 
servidores respectivamente,  gracias al uso del protocolo AODV, pasando por 
diferentes nodos intermediarios, realizando 3 saltos. Cada pareja cliente-
servidor y sus nodos intermediarios están colocados de forma horizontal.  El 
escenario es el mismo que en apartado anterior exceptuando que la distancia 
de separación que hay entre nodos clientes, nodos intermediarios y nodos 
servidores es grande en relación con el radio de cobertura de los nodos. Todos 
los nodos trabajan en el mismo canal. Los nodos utilizan el estándar IEEE 





El diseño es el mismo que el escenario 
DosNodosFijosJuntosTx_dosNodosFijosJuntosRx_AODV_3saltos_60metros. 
Arrastramos al escenario los módulos channelcontrol, flatnetworkConfigurator, 








3.12.2. Configuración del fichero INI 
 
El fichero INI es similar al usado en el escenario anterior 
(DosNodosFijosJuntosTx_dosNodosFijos  
JuntosRx _AODV_3saltos_60metros.) . Solamente modificaremos el parámetro 
*.*.mobility.y , hasta asegurarnos de que no se interfieren las dos cadenas de 
dispositivos (Ver Fig. 3.43). 




Fig. 3.43. Simulación escenario 
 
3.12.3. Resultados esperados 
 
Los caminos que se crean entre cliente y servidor son de 3 saltos. Esperamos  
que el ancho de banda medida en el servidor nos debe dar un resultado del 
throughput de 1 salto entre 3.  Al estar bastante separadas las dos cadenas de 
nodos no se interfieren entre ellos. 
 
3.12.4. Resultados de simulación 
 
La Fig. 3.44 muestra la gráfica y observando el fichero SCA,  podemos apreciar 
el resultado medio de throughput en función del tiempo. Para cada nodo 
servidor, el throughput es de 6.4 Mbps. Al estar separados, los nodos no tienen 
que competir por el medio, ya que no se interfieren entre nodos clientes y 
servidores (Ver ficheros SCA y VEC en Anexo C.12.3).  
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En este escenario consiste en una red celular de APs. Para cubrir un área o 
una zona geográfica con AP inalámbricos para que cualquier usuario disponga 
de cobertura, una buena técnica es la teselación hexagonal. 
  
Nota: En el ANEXO D: CÁLCULOS. TESELACIÓN HEXAGONAL podemos 
observar las fórmulas y los valores usados para determinar las dimensiones de 
una celda. 
 
Cubriremos el escenario con siete celdas hexagonales configuradas de tal 
manera que las celdas colindantes a cada celda estén trabajando en diferente 
canal. En cada celda hay un nodo cliente que envía tramas de datos a  un nodo 
servidor. El objetivo es analizar el throughput medido en el nodo servidor de la 
celda central y observar si este ancho de banda es afectado por las demás 
celdas (Ver Fig. 3.45). 
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Fig. 3.45. Teselación del escenario 7 celdas. 
3.13.1. Diseño 
 
Utilizaremos los módulos NodeaAP (para el cliente), APaNode (para el 
servidor) y nodeAPNode (para el AP), utilizados en anteriores escenarios. Para 
poder crear una variable que nos permita definir el número de módulos que 
queremos añadir de más debemos ir al código del fichero NED. Debajo de 





	   parameters:	  
	  	  	  	  	   int	  numAP;	  
	  	  	  	  	   int	  numNodeTx;	  
	  	  	  	  	   int	  numNodeRx;	  
	   submodules:	  
 
A continuación, renombramos cada módulo con las variables que hemos 
creado entre corchetes, tal y como podemos observar en la Fig. 3.46.  
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Fig. 3.46. Diseño escenario 
 
3.13.2. Configuración del fichero INI 
 
Para poder replicar los nodos que hemos creado en el fichero NED debemos 
asignar valores a las variables que hemos creado anteriormente en el código 
del fichero NED. En nuestro caso, queremos configurar 7 celdas (Ver Fig. 
3.47). 
 
*.numAP	  =	  7	  
*.numNodeRx	  =	  7	  
*.numNodeTx	  =	  7	  
 
Puesto que nos interesa las celdas que no se interfieran entre ellas, para ello 
debemos configurar 3 canales diferentes con una separación de 5 canales. 
 
#	  Rango	  de	  canales	  en	  el	  cual	  puedo	  trabajar	  
*.channelcontrol.numChannels	  =	  13	  
	  
*.nodeAPNode[0].**.channelNumber	  =	  11	  
*.APaNode[0].**.channelNumber	  =	  11	  
*.NodeaAP[0].**.channelNumber	  =	  11	  
*.nodeAPNode[1].**.channelNumber	  =	  6	  
*.APaNode[1].**.channelNumber	  =	  6	  
*.NodeaAP[1].**.channelNumber	  =	  6	  
 
En la visualización del escenario, aparecen radios de transmisión e 
interferencia de AP, nodos. Para facilitar la representación gráfica del 
escenario, eliminaremos el radio de los nodos APaNode y NodeaAP (Ver Fig. 
3.47). 
 
*.APaNode[*].wlan.radio.drawCoverage	  =	  false	  
*.NodeaAP[*].wlan.radio.drawCoverage	  =	  false	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Para que se comuniquen nodo con servidor pasando por AP debemos declarar 
sus MAC. 
 
#AP	  0	  configuration	  
*.nodeAPNode[0].wlan.mac.address	  =	  "10:00:00:00:00:00"	  
**.NodeaAP[0].wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNode[0].wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNode[0].wlan.mac.address	  =	  "11:00:00:00:00:00"	  







Fig. 3.47. Simulación escenario 7 celdas 
 
3.13.3. Resultados esperados 
 
El throughput del nodo servidor de la celda central debería ser el throughput 
máximo posible, ya que su celda trabaja en un canal diferente a las celdas que 
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3.13.4. Resultados de simulación 
 
Observando la Fig. 3.48, vemos que para cada servidor el throughput recibido 
es el máximo disponible ya que solamente está él compitiendo con su AP (Ver 










En este caso,  el escenario consiste en 19 celdas hexagonales configuradas de 
tal manera que alrededor de cada celda debe estar trabajando un canal 
diferente para minimizar interferencia (Ver Fig. 3.49). En cada celda hay un 
nodo cliente que envía tramas de datos a  un nodo servidor. El objetivo es 
analizar el throughput  medido en el nodo servidor de la celda central (9) en dos 
situaciones: 
- El nodo cliente y nodo receptor de la celda están muy cerca del AP. 
- El nodo receptor está situado en un vértice de la celda. 
 Los nodos transmisores de las diferentes celdas que usan el mismo canal que 
el de la celda 9, se sitúan en el vértice más cercano respecto a dicha celda. A 
partir de aquí estos nodos clientes los iremos acercando a sus respectivos AP 
para ver cómo este hecho afecta al throughput. 
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Utilizaremos los módulos NodeaAP (para el cliente), APaNode (para el 
servidor) y nodeAPNode (para el acces point), utilizados en anteriores 





	   parameters:	  
	  	  	  	  	   int	  numAP;	  
	  	  	  	  	   int	  numNodeTx;	  
	  	  	  	  	   int	  numNodeRx;	  
	   submodules:	  
 
Renombramos las variables que hemos creado entre corchetes, tal y como 
podemos observar en la Fig. 3.50. 
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Fig. 3.50. Diseño escenario 19 celdas 
 
3.14.2. Configuración del fichero INI 
 
Para poder replicar los nodos que hemos creado en el fichero NED debemos 
declarar valores a las variables que hemos creado anteriormente en el código 
del fichero NED, para ello como queremos configurar 19 celdas debemos 
asignar el valor 19 a cada variable creada. 
 
*.numAP	  =	  19	  
*.numNodeRx	  =	  19	  
*.numNodeTx	  =	  19	  
 
Puesto que nos interesa las celdas que no se interfieran entre ellas, para ello 
debemos configurar 3 canales diferentes con una separación de 5 canales. 
 
 
#	  Rango	  de	  canales	  en	  el	  cual	  puedo	  trabajar	  
*.channelcontrol.numChannels	  =	  13	  
	  
*.nodeAPNode[0].**.channelNumber	  =	  6	  
*.APaNode[0].**.channelNumber	  =	  6	  
*.NodeaAP[0].**.channelNumber	  =	  6	  
*.nodeAPNode[1].**.channelNumber	  =	  1	  
*.APaNode[1].**.channelNumber	  =	  1	  
*.NodeaAP[1].**.channelNumber	  =	  1	  
*.nodeAPNode[2].**.channelNumber	  =	  11	  
*.APaNode[2].**.channelNumber	  =	  11	  
*.NodeaAP[2].**.channelNumber	  =	  11	  
*.nodeAPNode[3].**.channelNumber	  =	  1	  
*.APaNode[3].**.channelNumber	  =	  1	  
*.NodeaAP[3].**.channelNumber	  =	  1	  
*.nodeAPNode[4].**.channelNumber	  =	  11	  
*.APaNode[4].**.channelNumber	  =	  11	  
*.NodeaAP[4].**.channelNumber	  =	  11	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*.nodeAPNode[5].**.channelNumber	  =	  6	  
*.APaNode[5].**.channelNumber	  =	  6	  
*.NodeaAP[5].**.channelNumber	  =	  6	  
 
En la visualización del escenario, aparecen radios de transmisión e 
interferencia de AP, nodos. Para facilitar la representación gráfica del 
escenario, eliminaremos el radio de los nodos APaNode y NodeaAP. 
 
*.APaNode[*].wlan.radio.drawCoverage	  =	  false	  
*.NodeaAP[*].wlan.radio.drawCoverage	  =	  false	  
 
 
Para que se comuniquen el nodo cliente  con el servidor pasando por el AP 
debemos declarar sus direcciones MAC. 
 
#AP	  0	  configuration	  
*.nodeAPNode[0].wlan.mac.address	  =	  "10:00:00:00:00:00"	  
**.NodeaAP[0].wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNode[0].wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNode[0].wlan.mac.address	  =	  "11:00:00:00:00:00"	  





Realizaremos simulaciones con distintas posiciones para los nodos del canal 1. 
Para ello moveremos en la celda central el servidor y en los demás nodos 
cliente del canal 1 (Ver Fig. 3.50). 
 
#Mobility	  Cell	  9	  
*.nodeAPNode[9].mobility.x	  =	  400	  
*.nodeAPNode[9].mobility.y	  =	  400	  
*.NodeaAP[9].mobility.x	  =	  395	  
*.NodeaAP[9].mobility.y	  =	  400	  
#Nodo	  alejado	  del	  AP	  
*.APaNode[9].mobility.x	  =	  450	  
*.APaNode[9].mobility.y	  =	  428	  
#Nodo	  cerca	  del	  AP	  
#*.APaNode[9].mobility.x	  =	  405	  
#*.APaNode[9].mobility.y	  =	  400	  
#Nodo	  en	  mitad	  del	  radio	  del	  AP	  
#*.APaNode[9].mobility.x	  =	  430	  
#*.APaNode[9].mobility.y	  =	  420	  
#Nodo	  2/3	  
#*.APaNode[9].mobility.x	  =	  415	  
#*.APaNode[9].mobility.y	  =	  410	  
#Nodo	  extremo	  
#*.APaNode[9].mobility.x	  =	  460	  
#*.APaNode[9].mobility.y	  =	  435	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Fig. 3.50. Simulación del escenario 19 celdas 
 
3.14.3. Resultados esperados 
 
El nodo servidor de la celda central debería sufrir la interferencia de los demás 
nodos clientes de las celdas de su mismo canal. Por ello el throughput se verá 
seriamente afectado. A medida que el servidor de la celda 9 se acerca a su AP, 
el throughput aumentará. El throughput medido de los otros servidores no 
debería verse afectado por las demás celdas. 
 
3.14.4. Resultados de simulación 
 
En primer lugar, simulamos la situación en la que el Servidor 9 se sitúa a la 
mitad de distancia respecto su AP. Observando la Fig. 3.51, vemos que cada 
servidor de cada celda recibe el throughput máximo disponible, excepto la 
celda central, ya que sufre interferencia del resto de clientes de su mismo 
canal. Podemos observar que el throughput obtenido en este nodo es de 900 
kbps.  
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Fig. 3.51. Gráficas del throughput de cada servidor de las 19 celdas cuando el 
servidor 9 se sitúa a la mitad de distancia respecto su AP y los clientes 
interferentes se encuentran entre el vértice de su celda y su AP. 
 
A continuación se muestra los resultados correspondientes (Ver Tabla 3.1, Fig. 
3.52 y Tabla 3.2). 
 
Tabla 3.1 Situaciones en la que los clientes interferentes de otras celdas se 
encuentran a la mitad de distancia de su celda, respecto su AP. 
 
 
Servidor 9 Cerca 
de su AP 




Servidor 9 a la 
mitad de distancia 
respecto su AP 
Servidor 9 
a  7/8 de 
distancia 
de su AP 
Servidor 9 al 
extremo de su 
AP 
Servidor 1  3,1 3,1 3,1 3,1 3,1 
Servidor  3  3,1 3,1 3,1 3,1 3,1 
Servidor 6  3,1 3,1 3,1 3,1 3,1 
Servidor  9  3 3 0,992 0,952 0 
Servidor 12 3,1 3,1 3,1 3,1 3,1 
Servidores 15 3,2 3,1 3,2 3,1 3,2 
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Fig. 3.52. Gráficas de cada servidor de las 19 celdas cuando el servidor 9 se 
sitúa a la mitad de distancia respecto su AP y los clientes interferentes se 
encuentran en el vértice más cercano a la celda. 
 
 
Tabla 3.2 Situaciones en la que los clientes interferentes de otras celdas se 





Servidor 9 Cerca 
de su AP 




Servidor 9 a la 
mitad de distancia 
respecto su AP 
Servidor 9 
a  7/8 de 
distancia 
de su AP 
Servidor 9 al 
extremo de su 
AP 
Servidor 1  2,5 2,5 2,5 2,5 2,5 
Servidor 3  2,5 2,4 2,4 2,5 2,4 
Servidor 6  2,6 2,6 2,6 2,6 2,6 
Servidor 9  3 2,8 0,231 0,227 0 
Servidor 12 3 2,5 2,5 2,5 2,5 
Servidor 15 2,6 2,6 2,6 2,7 2,7 
Servidor 17  2,5 2,5 2,5 2,5 2,5 
 
El throughput de cada servidor ha quedado reducido, tanto los nodos de la 
corona interferente como de la celda central (Ver también ficheros SCA y VEC 
en Anexo C.14.3). 
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CAPITULO 4. CONCLUSIONES 
 
 
En este proyecto se ha evaluado el simulador OMNeT++ con redes IEEE 
802.11 tanto en modo adhoc como infraestructura.  
 
La gran cantidad de escenarios que hay en el framework inet de OMNet++ 
sigue una estructura sencilla e intuitiva de programación orientada a objetos 
discretos. Esto ayuda a poder interpretar el código NED e INI  y modificar 
situaciones de un escenario sin dificultad. Pero la creación inicial de algoritmos, 
tramas y mensajes que se intercambian información para que un dispositivo 
realice el funcionamiento adecuado puede resultar muy complejo, ya que se 
necesita un alto nivel en conocimientos de C++. 
 
También se han empleado las herramientas básicas de OMNeT++ que 
permiten obtener estadísticas a partir de los archivos de salida del propio 
simulador con extensiones .sca y .vec. Estos tipos de archivos son un gran 
ventaja para obtener estadísticas mediante herramientas como gráficas 
respecto el tiempo o diagrama de barras, entre otros. 
 
En todos los escenarios, donde se evalúa el throughput, se ha podido 
comprobar que la mayoría de resultados obtenidos mediante la simulación  se 
ajustan a la realidad. En gran parte, se han obtenido los resultados esperados. 
 
En los escenarios multisalto con AODV se ha validado satisfactoriamente el 
comportamiento simulado de los mismos. 
 
 
En cuanto a la documentación de OMNeT++, ésta es algo escasa debido a que 
OMNeT++ es una herramienta poco utilizada, ya que solamente se utiliza en 
empresas de telecomunicaciones y universidades. Aunque es posible avanzar 
ante la aparición de problemas debido a foros exclusivos de OMNeT++ (gracias 
a usuarios no profesionales que tratan con dicha herramienta de simulación), 
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4.1 Líneas futuras 
 
Una de las anomalías que hemos detectado, en la que el simulador no 
proporciona los resultados esperados, es el modelado de los canales de 802.11 
a nivel físico. Si un nodo está configurado para transmitir a un canal de 
diferencia respecto a otro, OMNet++ los trata como si estuvieran a diferencia 
de 5 canales y no se produjeran interferencias entre ellos. Esta situación podría 
ser una posible mejora de cara a la siguiente actualización del software. 
 
Hemos observado un pequeño error en las gráficas de los  escenarios que 
contienen un nodo cliente que se encuentra en movimiento y se aleja del 
servidor. Cuando el nodo cliente se encuentra fuera del  alcance del nodo 
servidor, OMNeT++ no recoge los valores de throughput recibidos del servidor 
(este valor es cero). Si, pasado un tiempo, el emisor  vuelve  a acercarse al 
radio de cobertura del servidor,  al recibir tramas el servidor, el simulador une 
con una línea el último valor recogido (antes de perder la cobertura del cliente)  
hasta el próximo valor recogido (después de recuperar la cobertura del cliente). 
 
Por otra parte, cabe comentar que en una gráfica vectorial si un parámetro a 
representar en algún segundo vale cero, el simulador no coge dicho valor en 
ese segundo y pasa al siguiente segundo que contenga valor del parámetro y 
une con una línea los puntos diferentes de cero. 
 
Tras finalizar nuestro tiempo de entrega del proyecto, en un futuro hubiese sido 
interesante simular un escenario en el que una gran cantidad de  nodos 
hubiesen estado situados en el mapa aleatoriamente y emplearan el protocolo 
AODV. En esta situación, sería interesante observar qué camino se crea entre 
los nodos origen hacia sus correspondientes nodos destino, pasando por varios 
nodos intermediarios. 
 
Sería de nuestro agrado profundizar más el framework INETMANET, ya que 
nos ofrece otros protocolos de enrutamiento como OLSR y DSR y comparar los 
resultados con AODV. 
 
El framework INETMANET no ofrece módulos del estándar 802.11n. Hubiese 
sido interesante realizar un estudio sobre este nuevo estándar con el uso del 
framkework ISMon. 
 
Hay otros frameworks interesantes que no hemos utilizado. Es el caso de 
oTWLAN y MiXiM, dónde evalúa el comportamiento de redes adhoc. 
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ANEXO A. INSTALACIÓN OMNET++ 
 
 
A.1. Tutorial Instalación OMNeT++ 
 
A continuación mostraremos un tutorial completo de como instalar OMNeT++ 
en un sistema Linux (Ubuntu). [15] 
 
A.2. Instalación de paquetes:(Imprescindible para el 
funcionamiento de OMNeT++) 
 
En el escritorio de Ubuntu nos vamos a Aplicaciones à Accesorios à 
Terminal, a continuación abrimos el terminal de Linux e introducimos en la 
consola los siguientes paquete a instalar. 
 
sudo apt-get update 
sudo apt-get install build-essential  
sudo apt-get install g++ 
sudo apt-get install bison 
sudo apt-get install flex 
sudo apt-get install perl blt 
sudo apt-get install tcl8.5 tk8.5 tcl8.5-­‐dev tk8.5-­‐dev 
sudo add-apt-repository "deb http://archive.canonical.com/ lucid partner" 
sudo apt-get install aptitude  
sudo apt-get install sun-java6-jre sun-java6-plugin sun-java6-fonts openjdk-6-jre 
sudo apt-get install libxml2-dev zlib1g-dev 
sudo apt-get install doxygen graphviz 
sudo apt-get install openmpi-bin libopenmpi-dev libcap-dev 
 
 
A.2.1. Descripción paquetes instalados 
 
build-essential 
Este paquete se necesita para crear paquetes Debian. 
 
gcc 
Es un conjunto de compiladores. 
 
g++ 
Es un conjunto de compiladores de C++. 
 
bison 
Es un programa que genera análisis sintácticos que pertenecen al proyecto 
GNU y se encuentra disponible prácticamente en todos los sistemas 
operativos. Se utiliza acompañado por flex (un analizador léxico). 
 
flex 
Es un generador de analizadores léxicos, es decir genera programas que 
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analizan concordancia en patrones de texto y así decidir si lo escrito es 
correcto o no. 
 
perl 
Un modulo Perl es un elemento discreto de software para el lenguaje de 
programación Perl. 
Técnicamente, se trata de un conjunto particular de los convenios para el uso 




Es un script de lenguaje de herramientas de pedido creada con una sintaxis 
simple para facilitar su aprendizaje. Se utiliza para el desarrollo sencillo de 
prototipos, aplicaciones o interfaces gráficas. 
 
tk-dev 
Es una extensión para el lenguaje de scripts tcl. Es una aplicación libre 
multiplataforma y con conjunto de controles. Contiene una biblioteca de 
elementos básicos para construir una interfaz gráfica para el usuario. 
 
blt 
BLT es una extensión para el conjunto de herramientas Tk. Añadiendo nuevos 
widgets, los administradores de la geometría, y los pedidos de varios. No 
requiere ningún parche en el Tcl Tk o archivos de origen. 
 
libxml2-dev 
Este paquete incluye el analizador de herramientas XML desarrollado por 
Gnome. XML es un lenguaje que permite diseñar su propio lenguaje de 
etiquetas. Un lenguaje de etiquetas normal define una manera de describir la 
información en cierta clase de documentos (como HTML). XML permite definir 
sus propios lenguajes de etiquetas personalizados porque se escribe en SGML, 
el estándar internacional de metalenguajes para lenguajes de etiquetas. 
 
zlib1g-dev 
zlib es una librería que implementa el método de descompresión que se 
encuentra en gzip y PKZIP. 
Este paquete incluye los archivos de soporte del desarrollo. 
 
openjdk-6-jre 
Es un paquete que contiene el entorno de ejecución de Java. 
 
doxygen 
Es un generador de documentación para C++,C,Java, Objective-C,Python, IDL, 
PHP, C# y D. 
 
graphviz 
Graphviz es una aplicación de visualización de gráficos de código abierto que 
incluye un gran número de programas de trazado de gráfico; además contiene 
con interficies interactivas y vía web, así como herramientas auxiliares y 
bibliotecas de funciones. [16] 
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openmpi-bin 
Este paquete contiene los programas de utilidad de Open MPI. 
Open MPI es un proyecto donde combina las tecnologías y recursos de otros 
proyectos (FT-MPI, LA-MPI, LAM / MPI, y PACX MPI) para construir una mejor 
librería MPI disponible. Esto ofrece ventajas para vendedores de sistemas y 
desarrolladores de aplicaciones. 
 
libopenmpi-dev 
Este paquete contiene los ficheros de cabecera del compilador que se 
necesitan para compilar y vincular los programas contra la libopenmpi1. 
 
libcap-dev  
Para el desarrollo de programas que utilizan libcap, el sistema ha de tener 
estos archivos de cabecera y archivos de objetos disponibles para la creación 
de los ejecutables. [17] 
 
A.3. Instalación de OMNeT++ a Ubuntu. 
 
Primero de todo comenzaremos con la instalación del OMNeT++ 
descargándonos de su propia web:www.omnetpp.org/omnetpp. 
 
Seleccionamos la versión correcta en OMNeT++ Releases. Para Linux Ubuntu 
utilizaremos OMNeT++ 4.1 + (source+IDE , tgz) (Ver Fig. A.1 y A.2). [18] 
 
 
                         
 
Fig. A.1. Web de OMNeT++ 
 









Una vez descargada, el archivo se sitúa en el directorio 
/home/usuario/Descargas (donde usuario es el nombre de tu sesión que es el 
directorio por defecto). 
 
Nota: Si la versión de Ubuntu está en catalán el directorio será 
/home/usuario/Baixades 
 
Abrimos el terminal consola (Aplicaciones àAccesorios à Terminal). Nos 
situamos en el directorio /home/usuario. 
 
Creamos una carpeta donde pondremos todo lo relacionado con OMNeT++ en 
el directorio /home/usuario. 
 
usuario@linux:~$ mkdir OMNetpp 
 
Nos situaremos en el directorio  /home/usuario/Descargas y copiamos el .tgz 
descargado a la carpeta OMNetpp creada en el paso anterior. 
 
usuario@linux:~$ mv omnetpp-4.1-src.tgz 
/home/usuario/OMNetpp 
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Vamos al directorio /home/usuario/OMNetpp y descomprimimos el fichero. 
 
usuario@linux:~$ cd /home/usuario/OMNetpp 
usuario@linux::~/OMNetpp/omnetpp-4.1$ tar xzvf omnetpp-4.1-
src.tgz 
 
Añadimos el comando setenv y editamos el bashrc. 
usuario@linux::~/OMNetpp/omnetpp-4.1$ . setenv 
usuario@linux::~/OMNetpp/omnetpp-4.1$ gedit ~/.bashrc 
 
Al final del fichero añadimos estas líneas de comando para el funcionamiento 









Guardamos el fichero. 
 




Your PATH contains /home/usuari/OMNetpp/omnetpp-4.1/bin. 
Good! 
TCL_LIBRARY is set. Good! 
 









Al ejecutarse aparece una ventana que nos pide en que directorio deseamos 
trabajar. 
 
Trabajamos en /home/usuari/OMNetpp/omnetpp-4.1/samples. 
 
- Una vez abierto el programa, descargamos INETMANET Framework 
 https://github.com/inetmanet/inetmanet de OMNETST/OMNeT++4.x. 
INETMANET se basa en INET Framework (http://inet.omnetpp.org/)  y está en 
continuo desarrollo. Por lo general, proporciona la misma funcionalidad que 
INET Freamwork, pero contiene protocolos adicionales y componentes que son 
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especialmente útiles para los modelos de comunicación inalámbrica que vamos 
a utilizar en nuestros escenarios. 
 
 * Los modelos de propagación: 




o Two Ray 
 
   * Protocolos de capa de enlace: 
         o 802.11 (a, g, e) (más posibilidad de utilizar una tabla de carga previa 
para calcular la         tasa de error binario) 
         o 802.15.4 - (en prueba) 
                 802.16e o (Wimax) - (en prueba) 
         o rstp  
   * Protocolos de enrutamiento móvil: 
         o OLSR 
         o DSR 
         o DSDV 
         o DYMO 
         o AODV 
   * Modelos de movilidad: 
         o  Movilidad  Ns2 
         o Restringida la movilidad constante de velocidad (define una subzona y   
limita la  movilidad del nodo a esta sub-zona) 
         o Restringida la movilidad lineal (define una subzona y limita la movilidad 
del nodo a esta sub-zona) 
         o Movilidad de Chiang 
         o Movilidad de Gauss Markov  
         o Movilidad TraCi 
   * Modelos de aplicación: 
         o DHCP 
   * Otros módulos y cambios: 
         o Soporte para interfaces multiradio. 
         o Eventos de recuperación (en prueba) 
         o Integración Traci 
         o Modelo de la batería 
         o Soporte WFQ  
         o ARP Global, el módulo ARP conoce todas las direcciones 
         o Virtual Ethernet en red ad hoc inalámbrica (similar a 802.11s) 
         o Soporte IP de paquete de difusión 
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Tras realizar la descarga obtenemos  un archivo TAR.GZ y lo instalamos en la 
carpeta samples abriendo una ventana de consola. 
 
- Copiamos el tar en la carpeta samples: 
usuario@linux:~/Descargas$ cp inetmanet-version.tar.gz 
  /home/usuario/OMNetpp/omnetpp-4.1/samples 
 
- Descomprimimos el archivo y renombramos la carpeta descomprimida: 
usuario@linux:~/OMNetpp/omnetpp-4.1/samples$ tar xvf inetmanet-
version.tar.gz 
usuario@linux:~/OMNetpp/omnetpp-4.1/samples$ mv inetmanet-version 
inetmanet 
 
Una vez instalado el Framework nos centramos en el programa OMNeT++. 
Para poder importar el proyecto INETMANET y así poder empezar a crear los 
escenarios nos dirigimos al menú superior del programa. 
Seleccionamos: 





Fig. A.3.  Importación del proyecto INETMANET 
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Select route directory : buscamos el directorio donde instalamos el proyecto: 
/home/usuario/OMNetpp/omnetpp-4.1/samples/inetmanet/ 
 
El directorio donde se encuentran los módulos creados por nosotros se sitúan 
en :/home/usuario/OMNetpp/omnetpp-4.1/samples/inetmanet/src/nodes/adhoc 
El directorio donde se encuentran los módulos de red (todos los escenarios) se 
sitúan en el directorio: 
 /home/usuario/OMNetpp/omnetpp-4.1/samples/inetmanet/examples/MXS. 
 
MXS es el nombre de la asignatura. Dentro de esta carpeta habrá tres carpetas 
más para así poder ordenar los escenarios dependiendo de que modo de 
configuración utilicen los nodos. Las tres carpetas serán “adhoc”, “cellulars” y 




Fig. A.4.  OMNeT++: Escenarios dentro de la carpeta “adhoc” 
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ANEXO B. ESTRUTCURA DE UN ESCENARIO 
 
Un módulo de red puede estar formado por módulos, un ejemplo claro es el 
siguiente (Ver Fig. B.1): 
 
 
Fig. B.1. Módulo de red 
 
Si accedemos al módulo HostClient podemos ver que está formado por 
diferentes submódulos. Observamos que des de su punto de vista contiene 4 





Fig. B.2. Módulo HostClient 
 
Podemos observar que dentro del módulo wlan hay 3 submódulos más, es 
decir, podemos formar un módulo a partir de más submódulos. Wlan-
Ieee80211NicAdhoc es el módulo wlan (Ver Fig. B.3). 
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En conclusión: Cada módulo puede tener diferentes submódulos para su 
funcionamiento, pero estos submódulos des del punto de vista se ven módulos 
y estos contienen sus submódulos,  
 
B.1. Creación de un módulo: 
 
Para comenzar a crear un escenario primero hay que crear los módulos. Por lo 
que podemos ver hay diversos módulos ya creados para facilitarnos las 
simulaciones y no tener que crear los módulos. Pero si no hubiera un módulo 
que no tuviera las funciones deseadas, debemos crearlo, en la ventana del 
simulador: File → New → Simple Module/Compound Module. Cuando creamos 
un módulo seguidamente se crean tres archivos: un fichero NED,  un fichero 
CC y un fichero H .Estos dos últimos ficheros son para programar en c++ y 
configurar el módulo que queramos. 
 
B.2. Cómo crear un escenario sencillo: 
 
Nota: Es recomendable que el archivo NED y el archivo INI se llamen igual 
para mayor facilidad de búsqueda. 
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Partiendo de que tenemos módulos creados para crear un escenario sencillo, 
creamos una red en File → New → Network Description File (NED). Elegimos 
la ruta donde queremos que vaya nuestro proyecto, le ponemos un 
nombre.ned, y le damos a siguiente. Aquí podemos elegir dos formas: “Empty 
NED file” o “NED file with one item”. Si elegimos “NED file with one item” se 
crea  solo el escenario vacío. Si en el caso que escogemos “Empty NED file” 
 tenemos que darle a crear la red como muestra en la siguiente Fig. B.4: 
 
 
Fig. B.4. Escenario nuevo 
 
Una vez llegado al punto de la figura tenemos dos nombres a crear. El Network 
es el nombre que asociamos al archivo de simulación .ini y el untitled.ned es el 




Una vez crear el esqueleto del escenario, ahora procedemos a introducir los 
módulos. A la derecha de la figura podemos apreciar un apartado en el que 
pone Submodules donde están todos los módulos ya creados. Un escenario 
siempre tiene que tener dos módulos esenciales, el primero es el 
ChannelControlExtended. Éste es un módulo necesario para la configuración 
de nodos móviles o inalámbricos. Este módulo se comporta exactamente igual 





El otro módulo esencial es flatNetworkConfigurator. Es el encargado de 
configurar: 
    1. Asigna direcciones IP a los hosts y routers 
    2. Descube la topología de la red 
    3. Añade las rutas que corresponden a las más corta rutas de acceso a las 
tablas de enrutamiento. 
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Para añadir módulos en nuestro escenario solo tenemos que seleccionar el 
módulo que queramos en el apartado de submódulos y arrastrarlo al escenario. 
 
Una vez realizados estos pasos,  procedemos a realizar un simple escenario en 
el que dos hosts se comunican entre ellos a nivel 2 en modo adhoc en el que 
uno (cliente) envía paquetes y el otro (servidor) los recibe satisfactoriamente. 
Creamos el modulo HostClientV2. Para ello creamos un NED vacío, y en 
formato diseño seleccionamos Compound Module y lo nombramos. Buscamos 
en la parte derecha de los submodules el notificacionBoard, mobility, wlan 
ieee80211NicAdhoc y el etherAppCli y los colocamos al área del módulo 
creado. 
Usando NotificationBoard, los módulos ahora pueden informar a los demás 
acerca de “Acontecimientos” tales como cambios de tabla de enrutamiento, 
cambios de estado, traspasos inalámbricos, cambios en el estado del canal 
inalámbrico, cuando la posición del nodo móvil cambia, etc. NotificationBoard 
tiene exactamente una instancia dentro de un host o router, y actúa como un 
intermediario entre el módulo en donde los cambios de estado puede ocurrir y 
los módulos que están interesados en aprender sobre los cambios. 
El módulo mobility sirve para posicionar todos los módulos en el escenario y 
también para poder moverlos en el tiempo por el escenario de forma lineal, 
exponencial, aleatorio, circular... 
El módulo etherAppCli es un simple generador de tráfico que envía paquetes 
de longitud de trama que nos interese para el modelo de Ethernet y el modelo 
802.11.En general cualquier modelo de nivel 2 que acepta información 
Ieee80211, genera paquetes EtherAppReq. 
Y por último el módulo wlan ieee80211NicAdhoc implementa una tarjeta de 
interfaz de red 802.11 en modo ad-hoc. 
Para que haya una comunicación entre capas (ahora mismo solo trabajamos 
con las capas 1 (físico) y 2 (enlace)) Tenemos que conectarlas. Para ello 
seleccionamos Connection, que se sitúa en la sección de Palette (situado en la 
parte derecha del programa) y añadimos una flecha que acabe en la entrada 
del  modulo wlan (Figura 1). Para unir la comunicación de nivel dos añadimos 
otra flecha que empiece en el módulo etherAppCli y apunte  en la salida de 
wlan (Ver Fig B.5 y B.6).                                                            









 Fig B.6. etherappCli.out-->wlan.uppergrateIn 
 
 
Para crear el modulo HostServidor añadimos exactamente los mismos módulos 
anteriores de HostClient, exceptuando el etherAppCli por uno llamado Sink. 
Este módulo recibirá los paquetes que envía el cliente y guardará las 
estadísticas de cuantos paquetes genera y su respectivo throughput solamente 
de forma escalar. (Más adelante explicaremos como obtener una gráfica del 
throughput respecto el tiempo, programando en  su código Sink.cc y Sink.h). 
Para que haya esa comunicación entre capas, creamos una conexión que vaya 
des de la salida wlan apuntando hacia la entrada del módulo Sink (Ver Fig. 
B.7). La de la entrada de wlan es la misma que en HostCli, ya que es 
comunicación de físico a enlace. 




Fig. B.7.  wlan--> entrada Sink 
 
Resumiendo: El escenario de la red simple consta de los módulos channel 
ControlExtended, flatNetworkConfigurator y de los dos módulos creados: 
HostClient y HostServidor. 
Cada uno de estos cuatro contienen submódulos. En el ejemplo, HostClient, 
llamado HostClientV2, tiene notificationBoard, mobility, wlan 
ieee80211NICAdhoc, etherAppCli; y el  HostServidor , llamado MobileHost2, 






Fig. B.8.  Estructura del escenario y de sus módulos 
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Una vez terminado el escenario, hay que crear el fichero INI para configurar los 
parámetros de todos los módulos y así realizar la simulación y poder obtener 
resultados estadísticos de cada módulo. 
Para ello, vamos a New → File →  Initialization File (ini). Le indicamos la ruta, 
le damos a siguiente Empty Ini File, después nos pedirá el archivo .ned al que 




network	  =	  Dos_Nodosfijos_Adhoc_60metros	  
	  
cmdenv-­‐express-­‐mode	  =	  true	  
tkenv-­‐plugin-­‐path	  =	  ../../../etc./plagios	  #	  	  Ejecución	  del	  simulador	  tren	  
	  
**.playgroundSizeX	  =	  400	  #	  Tamaño	  del	  escenario	  horizontal	  
**.playgroundSizeY	  =	  400	  #	  Tamaño	  del	  escenario	  vertical	  
**.Host*.**.channelNumber	  =	  0	  #	  Todos	  los	  Host	  utilizan	  el	  mismo	  canal	  de	  
frecuencia	  
	  
#	  channel	  physical	  parameters	  
*.channelControl.carrierFrequency	  =	  2.4GHz	  #	  Frecuencia	  del	  estandar	  802.11b	  
*.channelControl.pMax	  =	  2.0mW	  #	  Potencia	  máxima	  que	  puede	  utilizar	  cualquier	  
dispositivo	  
*.channelControl.sat	  =	  -­‐110dBm	  #	  Umbral	  de	  la	  señal	  de	  atenuación	  
*.channelControl.alpha	  =	  2	  #	  coeficiente	  de	  propagación	  en	  espacio	  abierto	  
*.channelControl.numChannels	  =	  1	  #	  Número	  de	  canales	  
	  
#	  mobility	  
**.HostClient.mobility.x	  =	  150	  #	  Posición	  del	  HostClient	  en	  horizotnal	  
**.HostClient.mobility.y	  =	  250	  #	  Posición	  del	  HostClient	  en	  vertical	  
**.HostServidor.mobility.x	  =	  210	  #	  Posición	  del	  HostServidor	  en	  horizotnal	  
**.HostServidor.mobility.y	  =	  250	  #	  Posición	  del	  HostServidor	  en	  vertical	  
	  
#servidor	  
**.HostServidor.wlan.mac.address	  =	  "10:00:00:00:00:00"	  #	  Dirección	  MAC	  de	  
Host	  Servidor	  
**.HostClient.wlan.mac.address	  =	  "auto"	  #	  Dirección	  MAC	  elegida	  por	  el	  
simulador	  
	  
#	  nic	  settings	  	  #	  Configuración	  de	  la	  nic	  
**.wlan.mgmt.frameCapacity	  =	  10	  
**.wlan.mac.maxQueueSize	  =	  14	  
**.wlan.mac.rtsThresholdBytes	  =	  3000B	  
**.wlan.mac.bitrate	  =	  11Mbps	  
**.wlan.mac.retryLimit	  =	  7	  
**.wlan.mac.cwMinData	  =	  7	  
**.wlan.mac.cwMinBroadcast	  =	  31	  
	  
**.wlan.radio.bitrate	  =	  11Mbps	  #	  Velocidad	  del	  802.11b	  
**.wlan.radio.transmitterPower	  =	  0.5mW	  #	  Potencia	  de	  transmisión.Afecta	  radio	  
cobertura	  
**.wlan.radio.thermalNoise	  =	  -­‐110dBm	  #	  Nivel	  de	  ruido.	  Afecta	  radio	  cobertura	  
**.wlan.radio.sensitivity	  =	  -­‐85dBm	  #	  
**.wlan.radio.pathLossAlpha	  =	  2	  #	  
**.wlan.radio.snirThreshold	  =	  4dB	  #	  Si	  el	  nivel	  señal/rudio	  esta	  por	  debajo	  
de	  este	  umbral,	  se	  considera	  ruido	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#	  HostClient	  (modificado	  para	  el	  throughput)	  
**.etherAppCli.reqLength	  =	  1500B	  #	  Medida	  del	  paquete	  
**.etherAppCli.respLength	  =	  0	  #	  Longuitud	  de	  respuesta	  del	  paquete	  
**.etherAppCli.destAddress	  =	  "10:00:00:00:00:00"	  #	  Dirección	  MAC	  del	  
Hostcliente	  
**.etherAppCli.waitTime	  =	  0.5ms	  #	  Tiempo	  en	  el	  que	  se	  genera	  cada	  paquete.	  
**.etherAppCli.startTime	  =	  0	  #	  Tiempo	  en	  que	  envia	  el	  primer	  paquete.	  
	  





Guardamos el fichero INI una vez guardado vamos a Run → Run As → 
OMNeT++ Simulation. A continuación nos aparecerá el simulador TKenv para 
poder ver los mensajes que se intercambian de forma virtual y otra ventana que 
contiene el texto descriptivo sobre lo que  ocurre en ese instante de tiempo 




Fig. B.9. Simulador Tkenv: Arriba: Modo texto descriptivo; Abajo: Modo gráfico 
 
Para iniciar el simulador hay que hacer un clic al icono PLAY  del simulador 
TKenv o de la ventana de texto. Para parar el simulador marcamos el icono 
STOP. En el inicio se puede observar cómo se intercambian los mensajes 
cliente y servidor. Los acontecimientos de la simulación se producen en 
tiempos de milisegundos para poder contemplar y seguir cada paso que se 
produce. De este modo podemos comprobar con detalle si nuestro escenario 
cumple con los requisitos deseados. En caso de que queramos una simulación 
más rápida podemos seleccionar el icono FAST. Si lo que queremos es una 
simulación extremadamente rápida seleccionamos EXPRESS. 
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El botón UNTIL sirve para mandarle al simulador en que segundo deja de 
simular. 






Fig. B.10  Controles Simulador TKenv 
 
B.4. Muestra de resultados 
 
Una vez queremos acabar con el simulador y que éste guarde los resultados 
estadísticos, cerramos la ventana del simulador. Nos preguntara si queremos 
finalizar antes de salir. Le confirmamos y automáticamente se generará una 
carpeta llamada results en nuestra ruta que contendrá los ficheros General-
0.sca, General-0.vci, General-0.vec. Para poder ver el fichero en modo texto, 
seleccionamos el fichero General.sca o General.vec botón derecho del ratón 
Open with à Text Editor. Si queremos ver de forma gráfica los resultados 
abrimos directamente dichos ficheros. Al abrirlos por primera vez, el programa 
nos pedirá crear el fichero General.anf. Este fichero interpreta el código de los 
ficheros SCA y VEC y así poder mostrar de forma visual los resultados 
analizados. Una vez creado el fichero, nos situaremos en la sección Inputs. En 
Inputsà Data encontraremos los ficheros SCA y VEC. Abrimos el deseado y 
nos situaremos en la sección Browse Data. Desde aquí, observamos todos los 
módulos que contienen variables con resultados estadísticos. Al abrir uno de 
ellos nos aparecerá el resultado visual en forma de gráfica o diagrama de 
barras. Si deseamos comparar más de un resultados los seleccionamos 
mientras apretamos la tecla CNTRL. Una vez seleccionados, botón derecho del 
ratón à Plot. De este modo podremos ver dos o más gráficas en un mismo 
gráfico (Ver Fig. B.11). 
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ANEXO C. CÓDIGO DE LOS ESCENARIOS 
 
Radios de cobertura y de interferencia: 
 
Parámetros INI para que cada nodo tenga un radio de cobertura de 60 metros y 
su radio de interferencia sea el doble de la del radio de cobertura: 
	  
**.radio.sensitivity	  =	  -­‐85dBm	  
**.radio.pathLossAlpha	  =2	  
**.radio.transmitterPower	  =	  0.15mW	  
*.channelcontrol.sat	  =	  -­‐92dBm	  
 
Parámetros INI para que cada nodo tenga un radio de cobertura de 80 metros y 
su radio de interferencia sea de tres medios respecto al radio de cobertura: 
	  
**.radio.sensitivity	  =	  -­‐90dBm	  
**.radio.pathLossAlpha	  =2	  
**.radio.transmitterPower	  =	  0.15mW	  
*.channelcontrol.sat	  =	  -­‐92dBm	  
 
Nota: En la simulación el radio de color negro es el radio interferente, pero si 
es de color rosa es porque el radio es más grande que el tamaño del escenario. 




















	   flatNetworkConfigurator:	  FlatNetworkConfigurator	  {	  
	  	  	  	  	  	  	  	  @display("p=236,52");	  
	   }	  
	   HostServidor:	  MobileHost2	  {	  
	  	  	  	  	  	  	  	  @display("p=267,209");	  
	   }	  
	   HostClient:	  HostClientV2	  {	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  @display("p=88,212");	  
	   }	  
	   channelControl:	  ChannelControlExtended	  {	  
	  	  	  	  	   @display("p=60,61");	  




















//	  Models	  a	  mobile	  host	  with	  a	  wireless	  (802.11b)	  card	  in	  ad-­‐hoc	  mode.	  
//	  This	  model	  contains	  the	  new	  IEEE	  802.11	  implementation,	  Ieee80211Nic,	  
//	  and	  IP,	  TCP	  and	  UDP	  protocols.	  The	  mobility	  model	  can	  be	  
//	  dynamically	  specified	  with	  the	  mobilityType	  parameter.	  
//	  




	   parameters:	  
	  	  	  	   @node();	  
	  	  	  	  	  	  	  @labels(node,wireless-­‐node);	  
	  	  	  	   int	  numTcpApps	  =	  default(0);	  
	  	  	  	   int	  numUdpApps	  =	  default(0);	  
	  	  	  	   string	  tcpAppType	  =	  default("");	  
	  	  	  	   string	  udpAppType	  =	  default("");	  
	  	  	  	   bool	  IPForward	  =	  default(false);	  
	  	  	  	   string	  routingFile	  =	  default("");	  
	  	  	  	   string	  mobilityType	  =	  default("NullMobility");	  
	  	  	  	  	  	  	  @display("i=device/pocketpc_s");	  
	   gates:	  
	  	  	  	   input	  radioIn	  @directIn;	  
	   submodules:	  
	  	  	  	  	  	  	  notificationBoard:	  NotificationBoard	  {	  
	  	  	  	  	  	  	  	  	  	  	  parameters:	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  @display("p=60,70");	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   }	  
	  	  	  	  	  	  	  
	  wlan:	  Ieee80211NicAdhoc	  {	  
	  	  	  	  	  	  	  	  	  	  	  parameters:	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  @display("p=248,349;q=queue");	  
	  	  	  	   }	  
	  	  	  	   mobility:	  <mobilityType>	  like	  BasicMobility	  {	  
	  	  	  	  	  	  	  	  	  	  	  parameters:	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  @display("p=149,307");	  
	  	  	  	   }	  
	  	  	  	   sink:	  Sink	  {	  
	  	  	  	  	  	  	  	  	  	  	  @display("p=335,286");	  
	  	  	  	   }	  
	   connections	  allowunconnected:	  
	  	  	  	   wlan.radioIn	  <-­‐-­‐	  radioIn;	  



















//	  Models	  a	  mobile	  host	  with	  a	  wireless	  (802.11b)	  card	  in	  ad-­‐hoc	  mode.	  
//	  This	  model	  contains	  the	  new	  IEEE	  802.11	  implementation,	  Ieee80211Nic,	  
//	  and	  IP,	  TCP	  and	  UDP	  protocols.	  The	  mobility	  model	  can	  be	  
//	  dynamically	  specified	  with	  the	  mobilityType	  parameter.	  
//	  




	   parameters:	  
	  	  	  	   @node();	  
	  	  	  	  	  	  	  @labels(node,wireless-­‐node);	  
	  	  	  	   int	  numTcpApps	  =	  default(0);	  
	  	  	  	   int	  numUdpApps	  =	  default(0);	  
	  	  	  	   string	  tcpAppType	  =	  default("");	  
	  	  	  	   string	  udpAppType	  =	  default("");	  
	  	  	  	   bool	  IPForward	  =	  default(false);	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   string	  routingFile	  =	  default("");	  
	  	  	  	   string	  mobilityType	  =	  default("NullMobility");	  
	  	  	  	  	  	  	  @display("i=device/pocketpc_s");	  
	   gates:	  
	  	  	  	   input	  radioIn	  @directIn;	  
	   submodules:	  
	  	  	  	  	  	  	  notificationBoard:	  NotificationBoard	  {	  
	  	  	  	  	  	  	  	  	  	  	  parameters:	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  @display("p=60,70");	  
	  	  	  	   }	  
	  	  	  	   wlan:	  Ieee80211NicAdhoc	  {	  
	  	  	  	  	  	  	  	  	  	  	  parameters:	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  @display("p=248,349;q=queue");	  
	  	  	  	   }	  
	  	  	  	   mobility:	  <mobilityType>	  like	  BasicMobility	  {	  
	  	  	  	  	  	  	  	  	  	  	  parameters:	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  @display("p=149,307");	  
	  	  	  	   }	  
	  	  	  	   etherAppCli:	  EtherAppCli	  {	  
	  	  	  	  	  	  	  	  	  	  	  @display("p=326,279");	  
	  	  	  	   }	  
	   connections	  allowunconnected:	  
	  
	   	  //	  	  	  	  wlan.radioIn	  <-­‐-­‐	  radioIn;	  
	  	   //	  	  etherAppCli.out	  -­‐-­‐>	  wlan.uppergateIn;	  
	  
	  	  	  	   wlan.radioIn	  <-­‐-­‐	  radioIn;	  










network	  =	  Dos_Nodosfijos_Adhoc_60metros	  
#record-­‐eventlog	  =	  true	  
#eventlog-­‐message-­‐detail-­‐pattern	  =	  *:(not	  declaredOn(cMessage)	  and	  not	  
declaredOn(cNamedObject)	  and	  not	  declaredOn(cObject))	  
	  
num-­‐rngs	  =	  3	  
**.mobility.rng-­‐0	  =	  1	  
**.wlan.mac.rng-­‐0	  =	  2	  
#debug-­‐on-­‐errors	  =	  true	  
	  
tkenv-­‐plugin-­‐path	  =	  ../../../etc/plugins	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**.playgroundSizeX	  =	  400	  
**.playgroundSizeY	  =	  400	  
**.debug	  =	  true	  
**.coreDebug	  =	  false	  
**.Host*.**.channelNumber	  =	  0	  
	  
#	  channel	  physical	  parameters	  
*.channelControl.carrierFrequency	  =	  2.4GHz	  
*.channelControl.pMax	  =	  2.0mW	  
*.channelControl.sat	  =	  -­‐110dBm	  
*.channelControl.alpha	  =	  2	  
*.channelControl.numChannels	  =	  1	  
	  
#	  mobility	  
**.HostClient.mobility.x	  =	  150	  
**.HostClient.mobility.y	  =	  250	  
**.HostServidor.mobility.x	  =	  210	  




**.HostServidor.wlan.mac.address	  =	  "10:00:00:00:00:00"	  
**.HostClient.wlan.mac.address	  =	  "auto"	  
	  
	  
#	  nic	  settings	  
**.wlan.mgmt.frameCapacity	  =	  10	  
**.wlan.mac.maxQueueSize	  =	  14	  
**.wlan.mac.rtsThresholdBytes	  =	  3000B	  
**.wlan.mac.bitrate	  =	  11Mbps	  
**.wlan.mac.retryLimit	  =	  7	  
**.wlan.mac.cwMinData	  =	  7	  
**.wlan.mac.cwMinBroadcast	  =	  31	  
**.wlan.radio.bitrate	  =	  11Mbps	  
**.wlan.radio.transmitterPower	  =	  0.5mW	  
**.wlan.radio.thermalNoise	  =	  -­‐110dBm	  
**.wlan.radio.sensitivity	  =	  -­‐85dBm	  
**.wlan.radio.pathLossAlpha	  =	  2	  
**.wlan.radio.snirThreshold	  =	  4dB	  
	  
#	  HostClient	  (modificado	  para	  el	  throughput)	  
**.etherAppCli.reqLength	  =	  1500B	  
**.etherAppCli.respLength	  =	  0	  
**.etherAppCli.destAddress	  =	  "10:00:00:00:00:00"	  
**.etherAppCli.waitTime	  =	  0.5ms	  #	  16	  Mbps	  (calcular)	  
**.etherAppCli.startTime	  =	  0	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//	  TODO	  documentation	  
//	  




	   @display("bgb=436,323");	  
	   submodules:	  
	  	  	  	  	   channelControl:	  ChannelControl	  {	  
	  	  	  	  	  	  	  	  	   @display("p=86,51");	  
	  	  	  	  	   }	  
	  	  	  	  	   flatNetworkConfigurator:	  FlatNetworkConfigurator	  {	  
	  	  	  	  	  	  	  	  	   @display("p=236,52");	  
	  	  	  	  	   }	  
	  	  	  	  	   HostServidor:	  MobileHost3	  {	  
	  	  	  	  	  	  	  	  	   @display("p=92,178");	  
	  	  	  	  	   }	  
	  	  	  	  	   HostClient:	  HostClientV3	  {	  
	  	  	  	  	  	  	  	  	   @display("p=183,178");	  





C.2.2.  NodoFijo_NodoMovimiento_adhoc_60metros.ini 
 
[General]	  
network	  =	  NodoFijo_NodoMovimiento_adhoc_60metros	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num-­‐rngs	  =	  3	  
**.mobility.rng-­‐0	  =	  1	  
**.wlan.mac.rng-­‐0	  =	  2	  
	  
	  
tkenv-­‐plugin-­‐path	  =	  ../../../etc/plugins	  
	  
**.playgroundSizeX	  =	  600	  
**.playgroundSizeY	  =	  400	  
**.debug	  =	  true	  
**.coreDebug	  =	  false	  





**.HostClient.mobility.x	  =	  220	  
**.HostClient.mobility.y	  =	  200	  
**.HostServidor.mobility.x	  =	  200	  
**.HostServidor.mobility.y	  =	  200	  
	  
	  
**.HostClient.mobilityType	  =	  "LinearMobility"	  
**.HostClient.mobility.speed	  =	  3mps	  
**.HostClient.mobility.angle	  =	  0deg	  
**.HostClient.mobility.acceleration	  =	  0	  
**.HostClient.mobility.updateInterval	  =	  1s	  
	  
#servidor	  
**.HostServidor.wlan.mac.address	  =	  "10:00:00:00:00:00"	  
**.HostClient.wlan.mac.address	  =	  "auto"	  
	  
	  
#	  nic	  settings	  
**.wlan.mgmt.frameCapacity	  =	  10	  
#**.wlan.mac.address	  =	  "auto"	  
**.wlan.mac.maxQueueSize	  =	  14	  
**.wlan.mac.rtsThresholdBytes	  =	  3000B	  
**.wlan.mac.bitrate	  =	  11Mbps	  
**.wlan.mac.retryLimit	  =	  7	  
**.wlan.mac.cwMinData	  =	  7	  
**.wlan.mac.cwMinBroadcast	  =	  31	  
	  
#	  channel	  physical	  parameters	  
**.channelControl.pMax	  =	  0.30mW	  
	  
**.wlan.radio.bitrate	  =	  11Mbps	  
**.wlan.radio.transmitterPower	  =	  0.30mW	  
**.wlan.radio.thermalNoise	  =	  -­‐110dBm	  
**.wlan.radio.sensitivity	  =	  -­‐90dBm	  
**.wlan.radio.pathLossAlpha	  =	  2	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**.wlan.radio.snirThreshold	  =	  4dB	  
**.channelControl.sat	  =	  -­‐92dBm	  
	  
	  
#	  HostClient	  (modificado	  para	  el	  throughput)	  
**.etherAppCli.reqLength	  =	  1500B	  
**.etherAppCli.respLength	  =	  0	  
**.etherAppCli.destAddress	  =	  "10:00:00:00:00:00"	  




C.3. Códigos escenarios NodoFijo_AP_NodoFijo_60metros 
 
















	   submodules:	  
	  	  	  	  	   channelcontrol:	  ChannelControl	  {	  
	  	  	  	  	  	  	  	  	   @display("p=79,33");	  
	  	  	  	  	   }	  
	  	  	  	  	   flatNetworkConfigurator:	  FlatNetworkConfigurator	  {	  
	  	  	  	  	  	  	  	  	   @display("p=236,34");	  
	  	  	  	  	   }	  
	  	  	  	  	   NodeaAP:	  NodeaAP	  {	  
	  	  	  	  	  	  	  	  	   @display("p=79,162");	  
	  	  	  	  	   }	  
	  	  	  	  	   nodeAPNode:	  NodeAPNode	  {	  
	  	  	  	  	  	  	  	  	   @display("p=190,161");	  
	  	  	  	  	   }	  
	  	  	  	  	   APaNode:	  APaNode	  {	  
	  	  	  	  	  	  	  	  	   @display("p=293,168");	  
	  	  	  	  	   }	  
}	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//	  Models	  a	  802.11	  Access	  Point.	  It	  can	  be	  used	  in	  conjunction	  with	  
//	  WirelessHost,	  or	  any	  other	  host	  model	  containing	  WirelessNicSTA.	  
//	  
//	  @see	  WirelessAP,	  WirelessAPSimplified,	  WirelessAPWithEth,	  
WirelessAPWithEthSimplified	  
//	  @see	  WirelessHost,	  WirelessHostSimplified	  




	   parameters:	  
	  	  	  	  	   @node();	  
	  	  	  	  	   @labels(node,wireless-­‐node);	  
	  	  	  	  	   @display("i=device/accesspoint");	  
	   gates:	  
	  	  	  	  	   input	  radioIn	  @directIn;	  
	   submodules:	  
	  	  	  	  	   notificationBoard:	  NotificationBoard	  {	  
	  	  	  	  	  	  	  	  	   parameters:	  
	  	  	  	  	  	  	  	  	  	  	  	  	  @display("p=79,74");	  
	  	  	  	  	   }	  
	  	  	  	  	   mobility:	  NullMobility	  {	  
	  	  	  	  	  	  	  	  	   parameters:	  
	  	  	  	  	  	  	  	  	  	  	  	  	  @display("p=144,70");	  
	  	  	  	  	   }	  
	  	  	  	  	   wlan:	  Ieee80211NicAPSimplified	  {	  
	  	  	  	  	  	  	  	  	   @display("p=52,184");	  
	  	  	  	  	   }	  
	   connections	  allowunconnected:	  






network	  =	  NodoFijo_AP_NodoFijo_60metros	  
	  
#cmdenv-­‐output-­‐file	  =	  omnetpp.log	  
#debug-­‐on-­‐errors	  =	  true	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tkenv-­‐plugin-­‐path	  =	  ../../../etc/plugins	  
	  
**.playgroundSizeX	  =	  500	  
**.playgroundSizeY	  =	  500	  
**.coreDebug	  =	  false	  
	  
#	  channel	  physical	  parameters	  
*.channelcontrol.carrierFrequency	  =	  2.4GHz	  
*.channelcontrol.pMax	  =	  0.2mW	  
*.channelcontrol.sat	  =	  -­‐92dBm	  
*.channelcontrol.alpha	  =	  2	  
	  
*.NodeaAP.mobility.x	  =	  160	  
*.NodeaAP.mobility.y	  =	  200	  
*.nodeAPNode.mobility.x	  =	  260	  
*.nodeAPNode.mobility.y	  =	  200	  
*.APaNode.mobility.x	  =	  360	  
*.APaNode.mobility.y	  =	  200	  
	  
	  
#	  access	  point	  
*.nodeAPNode.wlan.mac.address	  =	  "10:00:00:00:00:00"	  
#**.NodeaAP.wlan.mac.address	  =	  "auto"	  
**.NodeaAP.wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNode.wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNode.wlan.mac.address	  =	  "20:00:00:00:00:00"	  
#**.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.mgmt.frameCapacity	  =	  10	  
**.nodeAPNode.wlan.mgmt.beaconInterval	  =	  100ms	  
	  
	  
#	  nic	  settings	  
**.mac.maxQueueSize	  =	  14	  
**.mac.rtsThresholdBytes	  =	  3000B	  
**.mac.bitrate	  =	  11Mbps	  
**.mac.retryLimit	  =	  7	  
**.mac.cwMinData	  =	  31	  
**.mac.cwMinBroadcast	  =	  31	  
	  
**.radio.bitrate	  =	  11Mbps	  
**.radio.transmitterPower	  =	  0.15mW	  
**.radio.thermalNoise	  =	  -­‐110dBm	  
**.wlan.radio.sensitivity=-­‐90dBm	  	  	  
**.radio.pathLossAlpha	  =	  2	  
**.radio.snirThreshold	  =	  4dB	  
	  
#	  cli	  nodeaAP	  
**.etherAppCli.reqLength	  =	  1500B	  
**.etherAppCli.respLength	  =	  0	  
**.etherAppCli.destAddress	  =	  "20:00:00:00:00:00"	  
**.etherAppCli.waitTime	  =	  1ms	  #	  12	  Mbps	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#vector	  y	  scalar	  
**.wlan.**.vector-­‐recording	  =	  false	  
C.4. Códigos escenario DosNodosFijosTx_dosNodosFijosRx 
_adhoc_60metros 
 















//	  TODO	  documentation	  
//	  




	   @display("bgb=362,337");	  
	   submodules:	  
	  	  	  	  	   channelControl:	  ChannelControl	  {	  
	  	  	  	  	  	  	  	  	   @display("p=86,51");	  
	  	  	  	  	   }	  
	  	  	  	  	   flatNetworkConfigurator:	  FlatNetworkConfigurator	  {	  
	  	  	  	  	  	  	  	  	   @display("p=236,52");	  
	  	  	  	  	   }	  
	  	  	  	  	   HostServidor1:	  MobileServidorV51	  {	  
	  	  	  	  	  	  	  	  	   @display("p=276,169");	  
	  	  	  	  	   }	  
	  	  	  	  	   HostServidor2:	  MobileServidorV52	  {	  
	  	  	  	  	  	  	  	  	   @display("p=281,252");	  
	  	  	  	  	   }	  
	  	  	  	  	   HostClient1:	  HostClientV51	  {	  
	  	  	  	  	  	  	  	  	   @display("p=100,166");	  
	  	  	  	  	   }	  
	  	  	  	  	   HostClient2:	  HostClientV52	  {	  
	  	  	  	  	  	  	  	  	   @display("p=106,252");	  
	  	  	  	  	   }	  
}	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network	  =	  DosNodosFijosTx_dosNodosFijosRx_adhoc_60metros	  
	  
num-­‐rngs	  =	  3	  
**.mobility.rng-­‐0	  =	  1	  
**.wlan.mac.rng-­‐0	  =	  2	  
#debug-­‐on-­‐errors	  =	  true	  
	  
tkenv-­‐plugin-­‐path	  =	  ../../../etc/plugins	  
	  
**.playgroundSizeX	  =	  400	  
**.playgroundSizeY	  =	  1000	  
**.debug	  =	  true	  
**.coreDebug	  =	  false	  
**.Host*.**.channelNumber	  =	  0	  
	  
#	  channel	  physical	  parameters	  
*.channelControl.carrierFrequency	  =	  2.4GHz	  
*.channelControl.pMax	  =	  0.25mW	  
*.channelControl.sat	  =	  -­‐92dBm	  
*.channelControl.alpha	  =	  2	  
*.channelControl.numChannels	  =	  1	  
	  
#	  mobility	  
**.HostClient1.mobility.x	  =	  200	  
**.HostClient1.mobility.y	  =	  100	  
**.HostClient2.mobility.x	  =	  200	  
**.HostClient2.mobility.y	  =	  125	  #(Variad	  distancia	  para	  calcular	  diferente	  
throughput)	  
**.HostServidor1.mobility.x	  =	  260	  
**.HostServidor1.mobility.y	  =	  100	  
**.HostServidor2.mobility.x	  =	  260	  





**.HostServidor1.wlan.mac.address	  =	  "10:00:00:00:00:00"	  
**.HostServidor2.wlan.mac.address	  =	  "30:00:00:00:00:00"	  
**.HostClient*.wlan.mac.address	  =	  "auto"	  
	  
	  
#	  nic	  settings	  
**.wlan.mgmt.frameCapacity	  =	  10	  
**.wlan.mac.maxQueueSize	  =	  14	  
**.wlan.mac.rtsThresholdBytes	  =	  3000B	  
**.wlan.mac.bitrate	  =	  11Mbps	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**.wlan.mac.retryLimit	  =	  7	  
**.wlan.mac.cwMinData	  =	  7	  
**.wlan.mac.cwMinBroadcast	  =	  31	  
	  
**.wlan.radio.bitrate	  =	  11Mbps	  
**.wlan.radio.transmitterPower	  =	  0.25mW	  
**.wlan.radio.thermalNoise	  =	  -­‐110dBm	  
**.wlan.radio.sensitivity	  =	  -­‐90dBm	  
**.wlan.radio.pathLossAlpha	  =	  2	  
**.wlan.radio.snirThreshold	  =	  4dB	  
	  
	  
#	  HostClient	  (modificado	  para	  el	  throughput)	  
**.etherAppCli.reqLength	  =	  1500B	  
**.etherAppCli.respLength	  =	  0	  
**.etherAppCli.waitTime	  =	  1ms	  #	  16	  Mbps	  (calcular)	  
**.etherAppCli.startTime	  =	  0	  
*.HostClient1.etherAppCli.destAddress	  =	  "10:00:00:00:00:00"	  
*.HostClient2.etherAppCli.destAddress	  =	  "30:00:00:00:00:00"	  
	  
#No	  salen	  las	  propiedades	  de	  wlan,	  los	  estados.	  
**.wlan.**.vector-­‐recording	  =	  false	  
 




Los pares de nodos se encuentran a una distancia superior al radio de 
cobertura de cada nodo. 
[...]	  
scalar	  *.HostServidor1.sink	  	  	  	  	  numPackets	  	  	  	  	  23721	  
scalar	  *.HostServidor1.sink	  	  	  	  	  numBits	  	  	  	  	  284652000	  
scalar	  *.HostServidor1.sink	  	  	  	  	  throughput	  	  	  	  	  7116595.2734584	  
scalar	  *.HostServidor1.sink	  	  	  	  	  packetPerSec	  	  	  	  	  593.04960612153	  
scalar	  *.HostServidor2.wlan.mgmt	  	  	  	  	  "packets	  received	  by	  queue"	  	  	  	  	  0	  
scalar	  *.HostServidor2.wlan.mgmt	  	  	  	  	  "packets	  dropped	  by	  queue"	  	  	  	  	  0	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numSent	  	  	  	  	  0	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numSentWithoutRetry	  	  	  	  	  0	  
[...]	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numGivenUp	  	  	  	  	  0	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numAckSend	  	  	  	  	  23724	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numRetry	  	  	  	  	  0	  
scalar	  *.HostServidor2.sink	  	  	  	  	  numPackets	  	  	  	  	  23724	  
scalar	  *.HostServidor2.sink	  	  	  	  	  numBits	  	  	  	  	  284688000	  
scalar	  *.HostServidor2.sink	  	  	  	  	  throughput	  	  	  	  	  7117447.6025124	  
scalar	  *.HostServidor2.sink	  	  	  	  	  packetPerSec	  	  	  	  	  593.1206335427	  
[...]	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Los pares de nodos se encuentran a una distancia inferior al radio de cobertura 
de cada nodo. 
	  [...]	  
scalar	  *.HostServidor1.wlan.mac	  	  	  	  	  numRetry	  	  	  	  	  0	  
scalar	  *.HostServidor1.sink	  	  	  	  	  numPackets	  	  	  	  	  10708	  
scalar	  *.HostServidor1.sink	  	  	  	  	  numBits	  	  	  	  	  128496000	  
scalar	  *.HostServidor1.sink	  	  	  	  	  throughput	  	  	  	  	  3212491.6729875	  
scalar	  *.HostServidor1.sink	  	  	  	  	  packetPerSec	  	  	  	  	  267.70763941562	  
scalar	  *.HostServidor2.wlan.mgmt	  	  	  	  	  "packets	  received	  by	  queue"	  	  	  	  	  0	  
scalar	  *.HostServidor2.wlan.mgmt	  	  	  	  	  "packets	  dropped	  by	  queue"	  	  	  	  	  0	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numSent	  	  	  	  	  0	  
[...]	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numReceivedOther	  	  	  	  	  21416	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numCollision	  	  	  	  	  2757	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numGivenUp	  	  	  	  	  0	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numAckSend	  	  	  	  	  10522	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numRetry	  	  	  	  	  0	  
scalar	  *.HostServidor2.sink	  	  	  	  	  numPackets	  	  	  	  	  10522	  
scalar	  *.HostServidor2.sink	  	  	  	  	  numBits	  	  	  	  	  126264000	  
scalar	  *.HostServidor2.sink	  	  	  	  	  throughput	  	  	  	  	  3156825.5152141	  





Observamos en los ficheros VEC como a lo largo del tiempo las velocidades se 
mantienen linealmente respecto a una distancia en concreto. 
 
Los pares de nodos se encuentran a una distancia superior al radio de 
cobertura de cada nodo. 
	  [...]	  
vector	  11	  	  *.HostServidor2.sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  5	  	  *.HostServidor1.sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
5	  	  	  	  23015	  	  	  	  1.001007399622	  	  	  	  7120826.4820936	  
5	  	  	  	  45991	  	  	  	  2.001096962881	  	  	  	  7118095.856531	  
5	  	  	  	  68967	  	  	  	  3.00128652614	  	  	  	  7116947.9534736	  
5	  	  	  	  91959	  	  	  	  4.002076089399	  	  	  	  7115306.9966434	  
5	  	  	  	  114979	  	  	  	  5.003581689021	  	  	  	  7115702.7531145	  
5	  	  	  	  137959	  	  	  	  6.00435125228	  	  	  	  7114840.2558525	  
5	  	  	  	  160971	  	  	  	  7.005976851902	  	  	  	  7115067.7562497	  
5	  	  	  	  184003	  	  	  	  8.007302451524	  	  	  	  7115504.9212804	  
5	  	  	  	  206999	  	  	  	  9.008548051146	  	  	  	  7115908.0948506	  
5	  	  	  	  229979	  	  	  	  10.008837614405	  	  	  	  7115711.4086353	  
[...]	  
 
Los pares de nodos se encuentran a una distancia inferior al radio de cobertura 
de cada nodo. 
	  [...]	  
vector	  5	  	  *.HostServidor1.sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  11	  	  *.HostServidor2.sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	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5	  	  	  	  23393	  	  	  	  1.001124688724	  	  	  	  3212387.0644914	  
5	  	  	  	  46667	  	  	  	  2.00513235943	  	  	  	  3201783.6477513	  
5	  	  	  	  70025	  	  	  	  3.00818042875	  	  	  	  3167363.2036624	  
5	  	  	  	  93298	  	  	  	  4.010294054777	  	  	  	  3094037.4522461	  
5	  	  	  	  116450	  	  	  	  5.011831256915	  	  	  	  3088691.379751	  
5	  	  	  	  139629	  	  	  	  6.01238362269	  	  	  	  3091619.0926093	  
5	  	  	  	  162809	  	  	  	  7.015270030372	  	  	  	  3101234.8642047	  
5	  	  	  	  186150	  	  	  	  8.016731275803	  	  	  	  3123966.5068468	  
5	  	  	  	  209321	  	  	  	  9.01792725128	  	  	  	  3104482.795204	  
5	  	  	  	  232764	  	  	  	  10.024076966665	  	  	  	  3122082.9712376	  
[...]	  
 




















//	  TODO	  documentation	  
//	  





	   @display("bgb=362,337");	  
	   submodules:	  
	  	  	  	  	   channelControl:	  ChannelControl	  {	  
	  	  	  	  	  	  	  	  	   @display("p=86,51");	  
	  	  	  	  	   }	  
	  	  	  	  	   flatNetworkConfigurator:	  FlatNetworkConfigurator	  {	  
	  	  	  	  	  	  	  	  	   @display("p=236,52");	  
	  	  	  	  	   }	  
	  	  	  	  	   HostServidor1:	  MobileServidorV51	  {	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   @display("p=276,169");	  
	  	  	  	  	   }	  
	  	  	  	  	   HostServidor2:	  MobileServidorV52	  {	  
	  	  	  	  	  	  	  	  	   @display("p=281,252");	  
	  	  	  	  	   }	  
	  	  	  	  	   HostClient1:	  HostClientV51	  {	  
	  	  	  	  	  	  	  	  	   @display("p=100,166");	  
	  	  	  	  	   }	  
	  	  	  	  	   HostClient2:	  HostClientV52	  {	  
	  	  	  	  	  	  	  	  	   @display("p=106,252");	  











num-­‐rngs	  =	  3	  
**.mobility.rng-­‐0	  =	  1	  
**.wlan.mac.rng-­‐0	  =	  2	  
#debug-­‐on-­‐errors	  =	  true	  
	  
tkenv-­‐plugin-­‐path	  =	  ../../../etc/plugins	  
	  
**.playgroundSizeX	  =	  400	  
**.playgroundSizeY	  =	  1000	  
**.debug	  =	  true	  
**.coreDebug	  =	  false	  
	  
#	  channel	  physical	  parameters	  
*.channelControl.carrierFrequency	  =	  2.4GHz	  
*.channelControl.pMax	  =	  0.25W	  
*.channelControl.alpha	  =	  2	  
**.wlan.radio.sensitivity=-­‐90dBm	  	  	   	  	  
**.radio.thermalNoise	  =	  -­‐110dBm	  
*.channelControl.sat	  =	  -­‐92dBm	  
*.channelControl.numChannels	  =	  11	  
	  
**.HostClient1.**.channelNumber	  =	  1	  
**.HostServidor1.**.channelNumber	  =	  1	  
**.HostClient2.**.channelNumber	  =	  6	  
**.HostServidor2.**.channelNumber	  =	  6	  
	  
#	  mobility	  
**.HostClient1.mobility.x	  =	  200	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**.HostClient1.mobility.y	  =	  100	  
**.HostClient2.mobility.x	  =	  200	  
**.HostClient2.mobility.y	  =	  120	  
**.HostServidor1.mobility.x	  =	  260	  
**.HostServidor1.mobility.y	  =	  100	  
**.HostServidor2.mobility.x	  =	  260	  




**.HostServidor1.wlan.mac.address	  =	  "10:00:00:00:00:00"	  
**.HostServidor2.wlan.mac.address	  =	  "30:00:00:00:00:00"	  




#	  nic	  settings	  
**.wlan.mgmt.frameCapacity	  =	  10	  
#**.wlan.mac.address	  =	  "auto"	  
**.wlan.mac.maxQueueSize	  =	  14	  
**.wlan.mac.rtsThresholdBytes	  =	  3000B	  
**.wlan.mac.bitrate	  =	  11Mbps	  
**.wlan.mac.retryLimit	  =	  7	  
**.wlan.mac.cwMinData	  =	  7	  
**.wlan.mac.cwMinBroadcast	  =	  31	  
	  
**.wlan.radio.bitrate	  =	  11Mbps	  
**.wlan.radio.transmitterPower	  =	  0.25mW	  
**.wlan.radio.pathLossAlpha	  =	  2	  
**.wlan.radio.snirThreshold	  =	  4dB	  
	  
	  
#	  HostClient	  (modificado	  para	  el	  throughput)	  
**.etherAppCli.reqLength	  =	  1500B	  
**.etherAppCli.respLength	  =	  0	  
**.etherAppCli.waitTime	  =	  1ms	  #	  16	  Mbps	  (calcular)	  
**.etherAppCli.startTime	  =	  0	  
*.HostClient1.etherAppCli.destAddress	  =	  "10:00:00:00:00:00"	  
*.HostClient2.etherAppCli.destAddress	  =	  "30:00:00:00:00:00"	  
	  
#No	  salen	  las	  estadísticas	  vectoriales	  de	  wlan:	  los	  estados.	  
**.wlan.**.vector-­‐recording	  =	  false	  
 






scalar	  *.HostServidor1.sink	  	  	  	  	  numPackets	  	  	  	  	  23721	  
scalar	  *.HostServidor1.sink	  	  	  	  	  numBits	  	  	  	  	  284652000	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scalar	  *.HostServidor1.sink	  	  	  	  	  throughput	  	  	  	  	  7116595.2734584	  
scalar	  *.HostServidor1.sink	  	  	  	  	  packetPerSec	  	  	  	  	  593.04960612153	  
scalar	  *.HostServidor2.wlan.mgmt	  	  	  	  	  "packets	  received	  by	  queue"	  	  	  	  	  0	  
scalar	  *.HostServidor2.wlan.mgmt	  	  	  	  	  "packets	  dropped	  by	  queue"	  	  	  	  	  0	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numSent	  	  	  	  	  0	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numSentWithoutRetry	  	  	  	  	  0	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numReceived	  	  	  	  	  23724	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numSentBroadcast	  	  	  	  	  0	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numReceivedBroadcast	  	  	  	  	  0	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numReceivedOther	  	  	  	  	  0	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numCollision	  	  	  	  	  0	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numGivenUp	  	  	  	  	  0	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numAckSend	  	  	  	  	  23724	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numRetry	  	  	  	  	  0	  
scalar	  *.HostServidor2.sink	  	  	  	  	  numPackets	  	  	  	  	  23724	  
scalar	  *.HostServidor2.sink	  	  	  	  	  numBits	  	  	  	  	  284688000	  
scalar	  *.HostServidor2.sink	  	  	  	  	  throughput	  	  	  	  	  7117447.6025124	  
scalar	  *.HostServidor2.sink	  	  	  	  	  packetPerSec	  	  	  	  	  593.1206335427	  







vector	  11	  	  
DosNodosFijosJuntosTx_dosNodosFijosJuntosRx_adhoc_60metros_DiferenteCanal.Hos
tServidor2.sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  5	  	  
DosNodosFijosJuntosTx_dosNodosFijosJuntosRx_adhoc_60metros_DiferenteCanal.Hos
tServidor1.sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
5	  	  	  	  23015	  	  	  	  1.001007399622	  	  	  	  7120826.4820936	  
5	  	  	  	  45991	  	  	  	  2.001096962881	  	  	  	  7118095.856531	  
5	  	  	  	  68967	  	  	  	  3.00128652614	  	  	  	  7116947.9534736	  
5	  	  	  	  91959	  	  	  	  4.002076089399	  	  	  	  7115306.9966434	  
5	  	  	  	  114979	  	  	  	  5.003581689021	  	  	  	  7115702.7531145	  
5	  	  	  	  137959	  	  	  	  6.00435125228	  	  	  	  7114840.2558525	  
5	  	  	  	  160971	  	  	  	  7.005976851902	  	  	  	  7115067.7562497	  
5	  	  	  	  184003	  	  	  	  8.007302451524	  	  	  	  7115504.9212804	  
5	  	  	  	  206999	  	  	  	  9.008548051146	  	  	  	  7115908.0948506	  
5	  	  	  	  229979	  	  	  	  10.008837614405	  	  	  	  7115711.4086353	  
5	  	  	  	  252992	  	  	  	  11.010227177664	  	  	  	  7114839.5701514	  
5	  	  	  	  276007	  	  	  	  12.011552777286	  	  	  	  7115150.0213706	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//	  TODO	  documentation	  
//	  




	   @display("bgb=475,418");	  
	   submodules:	  
	  	  	  	  	   flatNetworkConfigurator:	  FlatNetworkConfigurator	  {	  
	  	  	  	  	  	  	  	  	   @display("p=296,52");	  
	  	  	  	  	   }	  
	  	  	  	  	   nodeAPNodeV6:	  NodeAPNodeV6	  {	  
	  	  	  	  	  	  	  	  	   @display("p=238,255");	  
	  	  	  	  	   }	  
	  	  	  	  	   nodeaAPV61:	  NodeaAPV61	  {	  
	  	  	  	  	  	  	  	  	   @display("p=60,169");	  
	  	  	  	  	   }	  
	  	  	  	  	   nodeaAPV62:	  NodeaAPV62	  {	  
	  	  	  	  	  	  	  	  	   @display("p=54,336");	  
	  	  	  	  	   }	  
	  	  	  	  	   APaNodeV61:	  APaNodeV61	  {	  
	  	  	  	  	  	  	  	  	   @display("p=410,169");	  
	  	  	  	  	   }	  
	  	  	  	  	   APaNodeV62:	  APaNodeV62	  {	  
	  	  	  	  	  	  	  	  	   @display("p=410,336");	  
	  	  	  	  	   }	  
	  	  	  	  	   channelcontrol:	  ChannelControlExtended	  {	  
	  	  	  	  	  	  	  	  	   @display("p=83,80");	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C.6.2  CuatroNodosFijos_AP.ini 
 
[General]	  
network	  =	  CuatroNodosFijos_AP	  
	  
#cmdenv-­‐output-­‐file	  =	  omnetpp.log	  
#debug-­‐on-­‐errors	  =	  true	  
tkenv-­‐plugin-­‐path	  =	  ../../../etc/plugins	  
#outputvectormanager-­‐class	  =	  "MyClass"	  
	  
**.playgroundSizeX	  =	  500	  
**.playgroundSizeY	  =	  400	  
**.coreDebug	  =	  false	  
	  
#	  channel	  physical	  parameters	  
*.channelcontrol.carrierFrequency	  =	  2.4GHz	  
*.channelcontrol.pMax	  =	  0.15mW	  #potencia	  máxima	  de	  envio	  en	  esta	  red	  
*.channelcontrol.sat	  =	  -­‐92dBm	  




**.nodeAPNodeV6.mobility.x	  =	  250	  
**.nodeAPNodeV6.mobility.y	  =	  200	  
	  
**.nodeaAPV61.mobility.x	  =	  175	  
**.nodeaAPV61.mobility.y	  =	  150	  
	  
**.nodeaAPV62.mobility.x	  =	  175	  
**.nodeaAPV62.mobility.y	  =	  250	  
	  
**.APaNodeV61.mobility.x	  =	  325	  
**.APaNodeV61.mobility.y	  =	  150	  
	  
**.APaNodeV62.mobility.x	  =	  325	  
**.APaNodeV62.mobility.y	  =	  250	  
	  
#	  access	  point	  
*.nodeAPNodeV6.wlan.mac.address	  =	  "10:00:00:00:00:00"	  
**.nodeaAPV61.wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.nodeaAPV62.wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
	  
**.APaNodeV61.wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNodeV61.wlan.mac.address	  =	  "20:00:00:00:00:00"	  
	  
**.APaNodeV62.wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNodeV62.wlan.mac.address	  =	  "30:00:00:00:00:00"	  
	  
**.mgmt.frameCapacity	  =	  10	  
**.nodeAPNodeV6.wlan.mgmt.beaconInterval	  =	  100ms	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#ieee80211V6.nodeAPNodeV6.wlan.radio.transmitterPower	  =	  0.1mW	  
#	  nic	  settings	  
**.mac.maxQueueSize	  =	  14	  
**.mac.rtsThresholdBytes	  =	  3000B	  
**.mac.bitrate	  =	  11Mbps	  
**.mac.retryLimit	  =	  7	  
**.mac.cwMinData	  =	  31	  
**.mac.cwMinBroadcast	  =	  31	  
	  
**.radio.bitrate	  =	  11Mbps	  
**.radio.transmitterPower	  =	  0.15mW	  #potencia	  usada	  para	  la	  transmisión	  de	  
mensajes	  
**.radio.thermalNoise	  =	  -­‐110dBm	  
**.radio.sensitivity	  =	  -­‐90dBm	  
**.radio.pathLossAlpha	  =	  2	  
**.radio.snirThreshold	  =	  4dB	  
	  
#	  cli	  nodeaAP	  
**.etherAppCli.reqLength	  =	  1500B	  
**.etherAppCli.respLength	  =	  0	  
*.nodeaAPV61.etherAppCli.destAddress	  =	  "20:00:00:00:00:00"	  
*.nodeaAPV62.etherAppCli.destAddress	  =	  "30:00:00:00:00:00"	  
**.etherAppCli.waitTime	  =	  1ms	  #	  11	  Mbps	  
*.nodeaAPV62.etherAppCli.startTime	  =	  0	  
 






scalar	  CuatroNodosFijos_AP.APaNodeV61.sink	  	  	  	  	  numPackets	  	  	  	  	  4797	  
scalar	  CuatroNodosFijos_AP.APaNodeV61.sink	  	  	  	  	  numBits	  	  	  	  	  57564000	  
scalar	  CuatroNodosFijos_AP.APaNodeV61.sink	  	  	  	  	  throughput	  	  	  	  	  1151350.9204648	  
scalar	  CuatroNodosFijos_AP.APaNodeV61.sink	  	  	  	  	  packetPerSec	  	  	  	  	  
95.94591003873	  
[...]	  
scalar	  CuatroNodosFijos_AP.APaNodeV62.sink	  	  	  	  	  numPackets	  	  	  	  	  4891	  
scalar	  CuatroNodosFijos_AP.APaNodeV62.sink	  	  	  	  	  numBits	  	  	  	  	  58692000	  
scalar	  CuatroNodosFijos_AP.APaNodeV62.sink	  	  	  	  	  throughput	  	  	  	  	  1174045.8804843	  
scalar	  CuatroNodosFijos_AP.APaNodeV62.sink	  	  	  	  	  packetPerSec	  	  	  	  	  
97.837156707027	  











vector	  21	  	  CuatroNodosFijos_AP.APaNodeV62.sink	  	  "Throughput	  en	  funcio	  del	  
temps"	  	  ETV	  
vector	  15	  	  CuatroNodosFijos_AP.APaNodeV61.sink	  	  "Throughput	  en	  funcio	  del	  
temps"	  	  ETV	  
[...]	  
21	  	  	  	  330111	  	  	  	  14.134522626783	  	  	  	  1244612.2493494	  
21	  	  	  	  354286	  	  	  	  15.165722083824	  	  	  	  1246231.4616829	  
21	  	  	  	  378014	  	  	  	  16.179949127936	  	  	  	  1234861.7317655	  
21	  	  	  	  401543	  	  	  	  17.183415635836	  	  	  	  1222108.598491	  
21	  	  	  	  425400	  	  	  	  18.19923823926	  	  	  	  1213896.9614861	  
21	  	  	  	  449079	  	  	  	  19.201189853477	  	  	  	  1214924.7092505	  
	  
21	  	  	  	  472958	  	  	  	  20.220355079404	  	  	  	  1217189.3076729	  
21	  	  	  	  496716	  	  	  	  21.224686912428	  	  	  	  1222350.1862262	  
21	  	  	  	  520449	  	  	  	  22.245783663781	  	  	  	  1211016.0022756	  
[...]	  
 
C.7. Código escenario DosNodosFijosJuntosTx_ 
dosNodosFijosJuntosRx_adhoc_60metros_Vtx_diferentes 
 
















//	  TODO	  documentation	  
//	  





	   @display("bgb=362,337");	  
	   submodules:	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   channelControl:	  ChannelControl	  {	  
	  	  	  	  	  	  	  	  	   @display("p=86,51");	  
	  	  	  	  	   }	  
	  	  	  	  	   flatNetworkConfigurator:	  FlatNetworkConfigurator	  {	  
	  	  	  	  	  	  	  	  	   @display("p=236,52");	  
	  	  	  	  	   }	  
	  	  	  	  	   HostServidor1:	  MobileServidorV51	  {	  
	  	  	  	  	  	  	  	  	   @display("p=276,169");	  
	  	  	  	  	   }	  
	  	  	  	  	   HostServidor2:	  MobileServidorV52	  {	  
	  	  	  	  	  	  	  	  	   @display("p=281,252");	  
	  	  	  	  	   }	  
	  	  	  	  	   HostClient1:	  HostClientV51	  {	  
	  	  	  	  	  	  	  	  	   @display("p=100,166");	  
	  	  	  	  	   }	  
	  	  	  	  	   HostClient2:	  HostClientV52	  {	  
	  	  	  	  	  	  	  	  	   @display("p=106,252");	  
	  	  	  	  	   }	  
}	  
 







num-­‐rngs	  =	  3	  
**.mobility.rng-­‐0	  =	  1	  
**.wlan.mac.rng-­‐0	  =	  2	  
#debug-­‐on-­‐errors	  =	  true	  
	  
tkenv-­‐plugin-­‐path	  =	  ../../../etc/plugins	  
	  
**.playgroundSizeX	  =	  400	  
**.playgroundSizeY	  =	  1000	  
**.debug	  =	  true	  
**.coreDebug	  =	  false	  
	  
#	  channel	  physical	  parameters	  
*.channelControl.pMax	  =	  0.15mW	  
	  
**.wlan.radio.transmitterPower=0.15mW	  
**.wlan.radio.sensitivity=-­‐90dBm	  	  	   	  	  
**.radio.thermalNoise	  =	  -­‐110dBm	  
*.channelControl.carrierFrequency	  =	  2.4GHz	  
*.channelControl.sat	  =	  -­‐92dBm	  
**.radio.pathLossAlpha	  =	  2	  
	  
**.Host*.**.channelNumber	  =	  0	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**.HostClient1.mobility.x	  =	  200	  
**.HostClient1.mobility.y	  =	  100	  
**.HostClient2.mobility.x	  =	  200	  
**.HostClient2.mobility.y	  =	  105	  
**.HostServidor1.mobility.x	  =	  260	  
**.HostServidor1.mobility.y	  =	  100	  
**.HostServidor2.mobility.x	  =	  260	  




**.HostServidor1.wlan.mac.address	  =	  "10:00:00:00:00:00"	  
**.HostServidor2.wlan.mac.address	  =	  "30:00:00:00:00:00"	  




#	  nic	  settings	  
**.wlan.mgmt.frameCapacity	  =	  10	  
#**.wlan.mac.address	  =	  "auto"	  
**.wlan.mac.maxQueueSize	  =	  14	  
**.wlan.mac.rtsThresholdBytes	  =	  3000B	  
**.wlan.mac.bitrate	  =	  11Mbps	  
**.wlan.mac.retryLimit	  =	  7	  
**.wlan.mac.cwMinData	  =	  7	  
**.wlan.mac.cwMinBroadcast	  =	  31	  
**.HostClient1.wlan.radio.bitrate	  =	  1Mbps	  
**.HostServidor1.wlan.radio.bitrate	  =	  1Mbps	  
**.HostClient2.wlan.radio.bitrate	  =	  11Mbps	  
**.HostServidor2.wlan.radio.bitrate	  =	  11Mbps	  
**.wlan.radio.snirThreshold	  =	  4dB	  
	  
#	  HostClient	  (modificado	  para	  el	  throughput)	  
**.etherAppCli.reqLength	  =	  1500B	  
**.etherAppCli.respLength	  =	  0	  
**.etherAppCli.waitTime	  =	  1ms	  #	  16	  Mbps	  (calcular)	  
**.etherAppCli.startTime	  =	  0	  
*.HostClient1.etherAppCli.destAddress	  =	  "10:00:00:00:00:00"	  
*.HostClient2.etherAppCli.destAddress	  =	  "30:00:00:00:00:00"	  
	  
**.wlan.**.vector-­‐recording	  =	  false	  
C.7.3. Ficheros SCA y VEC 
 
Fichero SCA: 
Observamos como el fichero SCA muestra el mismo throughput para ambos 
servidores, una media de 680 kpbs. 
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[...]	  
scalar	  *.HostServidor1.sink	  	  	  	  	  numBits	  	  	  	  	  57540000	  
scalar	  *.HostServidor1.sink	  	  	  	  	  throughput	  	  	  	  	  676984.08228085	  
scalar	  *.HostServidor1.sink	  	  	  	  	  packetPerSec	  	  	  	  	  56.415340190071	  
scalar	  *.HostServidor2.wlan.mgmt	  	  	  	  	  *.HostServidor2.wlan.mac	  	  	  	  	  numAckSend	  	  	  	  	  
4847	  
[...]	  
scalar	  *.HostServidor2.wlan.mac	  	  	  	  	  numRetry	  	  	  	  	  0	  
scalar	  *.HostServidor2.sink	  	  	  	  	  numPackets	  	  	  	  	  4847	  
scalar	  *.HostServidor2.sink	  	  	  	  	  numBits	  	  	  	  	  58164000	  
scalar	  *.HostServidor2.sink	  	  	  	  	  throughput	  	  	  	  	  684532.10181917	  





El throughput que reciben los dos servidores (vector 11 y vector 5) se 
mantienen estables en cada valor tomado de tiempo. 
	  
[...]	  
vector	  11	  	  *.HostServidor2.sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  5	  	  *.HostServidor1.sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
	  
[...]	  
5	  	  	  	  640196	  	  	  	  78.90450684297	  	  	  	  675702.84807819	  
5	  	  	  	  648146	  	  	  	  79.917342709839	  	  	  	  676148.60764568	  
5	  	  	  	  656443	  	  	  	  80.926442305662	  	  	  	  676317.88128379	  
5	  	  	  	  665293	  	  	  	  81.959252913853	  	  	  	  674969.54929722	  
5	  	  	  	  673316	  	  	  	  82.985022760591	  	  	  	  675302.5803424	  
5	  	  	  	  681419	  	  	  	  83.994560820622	  	  	  	  675758.04249059	  
5	  	  	  	  689532	  	  	  	  84.994612880912	  	  	  	  676984.08228085	  
11	  	  	  	  8162	  	  	  	  1.01241355708	  	  	  	  663760.37272573	  
11	  	  	  	  16944	  	  	  	  2.042146508259	  	  	  	  763902.09698028	  
11	  	  	  	  25335	  	  	  	  3.072815528588	  	  	  	  738085.30935216	  
11	  	  	  	  33607	  	  	  	  4.080175886662	  	  	  	  732321.37118591	  
11	  	  	  	  41695	  	  	  	  5.099703223527	  	  	  	  710629.58787112	  
11	  	  	  	  49869	  	  	  	  6.121856993983	  	  	  	  697827.47362423	  
11	  	  	  	  58091	  	  	  	  7.128446978459	  	  	  	  700292.78678582	  
11	  	  	  	  65988	  	  	  	  8.138828435367	  	  	  	  682653.53473438	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C.8. Códigos escenario DosNodosTx_dosNodosRx_AP_ 
60metros 
 











//	  TODO	  documentation	  
//	  




	   parameters:	  
	  	  	  	  	   int	  numAP;	  
	  	  	  	  	   int	  numNodeTx;	  
	  	  	  	  	   int	  numNodeRx;	  
	  	  	  	  	   @display("i=abstract/accesspoint");	  
	  	  	  	  	  
	  	  	  submodules:	  
	  	  	  	  	   channelcontrol:	  ChannelControl	  {	  
	  	  	  	  	  	  	  	  	   @display("p=62,32");	  
	  	  	  	  	   }	  
	  	  	  	  	   flatNetworkConfigurator:	  FlatNetworkConfigurator	  {	  
	  	  	  	  	  	  	  	  	   @display("p=247,33");	  
	  	  	  	  	   }	  
	  	  	  	  	   APaNode[numNodeRx]:	  APaNode	  {	  
	  	  	  	  	  	  	  	  	   @display("p=320,168");	  
	  	  	  	  	   }	  
	  	  	  	  	   NodeaAP[numNodeTx]:	  NodeaAP	  {	  
	  	  	  	  	  	  	  	  	   @display("p=83,115");	  
	  	  	  	  	   }	  
	  	  	  	  	   nodeAPNode[numAP]:	  NodeAPNode	  {	  
	  	  	  	  	  	  	  	  	   @display("p=193,141");	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C.8.2.  DosNodosTx_dosNodosRx_AP_60metros.ini 
 
[General]	  
network	  =	  DosNodosTx_dosNodosRx_AP_60metros	  
#cmdenv-­‐output-­‐file	  =	  omnetpp.log	  
#debug-­‐on-­‐errors	  =	  true	  
tkenv-­‐plugin-­‐path	  =	  ../../../etc/plugins	  
	  
**.playgroundSizeX	  =	  800	  
**.playgroundSizeY	  =	  800	  
**.coreDebug	  =	  false	  
	  
*.numAP	  =	  2	  
*.numNodeRx	  =	  2	  
*.numNodeTx	  =	  2	  
	  
#Mobility	  Cell	  0	  
	  
*.NodeaAP[0].mobility.x	  =	  390	  
*.NodeaAP[0].mobility.y	  =	  210	  
*.nodeAPNode[0].mobility.x	  =	  445	  
*.nodeAPNode[0].mobility.y	  =	  210	  
*.APaNode[0].mobility.x	  =	  475	  
*.APaNode[0].mobility.y	  =	  210	  
#Mobility	  Cell	  1	  
	  
*.NodeaAP[1].mobility.x	  =	  390	  
*.NodeaAP[1].mobility.y	  =	  409	  
*.nodeAPNode[1].mobility.x	  =	  445	  
*.nodeAPNode[1].mobility.y	  =	  409	  
*.APaNode[1].mobility.x	  =	  475	  
*.APaNode[1].mobility.y	  =	  409	  
	  
	  
#	  Rango	  de	  canales	  en	  el	  cual	  puedo	  trabajar	  
*.channelcontrol.numChannels	  =	  1	  
	  
	  
#	  channel	  physical	  parameters	  
*.channelcontrol.carrierFrequency	  =	  2.4GHz	  
*.channelcontrol.pMax	  =	  0.25mW	  
*.channelcontrol.sat	  =	  -­‐92dBm	  




#	  access	  point	  
#AP	  0	  configuration	  
*.nodeAPNode[0].wlan.mac.address	  =	  "10:00:00:00:00:00"	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**.NodeaAP[0].wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNode[0].wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNode[0].wlan.mac.address	  =	  "11:00:00:00:00:00"	  
*.NodeaAP[0].etherAppCli.destAddress	  =	  "11:00:00:00:00:00"	  
#AP	  1	  configuration	  
*.nodeAPNode[1].wlan.mac.address	  =	  "20:00:00:00:00:00"	  
**.NodeaAP[1].wlan.mgmt.accessPointAddress	  =	  "20:00:00:00:00:00"	  
**.APaNode[1].wlan.mgmt.accessPointAddress	  =	  "20:00:00:00:00:00"	  
**.APaNode[1].wlan.mac.address	  =	  "21:00:00:00:00:00"	  
*.NodeaAP[1].etherAppCli.destAddress	  =	  "21:00:00:00:00:00"	  
	  
	  
**.mgmt.frameCapacity	  =	  10	  
**.wlan.mgmt.beaconInterval	  =	  100ms	  
	  
	  
#	  nic	  settings	  
**.mac.maxQueueSize	  =	  14	  
**.mac.rtsThresholdBytes	  =	  3000B	  
**.mac.bitrate	  =	  11Mbps	  
**.mac.retryLimit	  =	  7	  
**.mac.cwMinData	  =	  31	  
**.mac.cwMinBroadcast	  =	  31	  
	  
**.radio.bitrate	  =	  11Mbps	  
**.radio.transmitterPower	  =	  0.25mW	  
**.radio.thermalNoise	  =	  -­‐110dBm	  
**.radio.sensitivity	  =	  -­‐90dBm	  
**.radio.pathLossAlpha	  =	  2	  
**.radio.snirThreshold	  =	  4dB	  
	  
#	  cli	  nodeaAP	  
**.etherAppCli.reqLength	  =	  1500B	  
**.etherAppCli.respLength	  =	  0	  





**.wlan.**.vector-­‐recording	  =	  false	  
 




Fichero SCA: las 2 celdas separadas 
[...]	  
scalar	  *.APaNode[0].sink	  	  	  	  	  numPackets	  	  	  	  	  15251	  
scalar	  *.APaNode[0].sink	  	  	  	  	  numBits	  	  	  	  	  183012000	  
scalar	  *.APaNode[0].sink	  	  	  	  	  throughput	  	  	  	  	  3050229.5861716	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scalar	  *.APaNode[0].sink	  	  	  	  	  packetPerSec	  	  	  	  	  254.18579884763	  
scalar	  *.APaNode[0].wlan.mgmt	  	  	  	  	  "packets	  received	  by	  queue"	  	  	  	  	  0	  
scalar	  *.APaNode[0].wlan.mgmt	  	  	  	  	  "packets	  dropped	  by	  queue"	  	  	  	  	  0	  
[...]	  
scalar	  *.APaNode[0].wlan.mac	  	  	  	  	  numRetry	  	  	  	  	  0	  
scalar	  *.APaNode[1].sink	  	  	  	  	  numPackets	  	  	  	  	  15149	  
scalar	  *.APaNode[1].sink	  	  	  	  	  numBits	  	  	  	  	  181788000	  
scalar	  *.APaNode[1].sink	  	  	  	  	  throughput	  	  	  	  	  3029887.7180836	  
scalar	  *.APaNode[1].sink	  	  	  	  	  packetPerSec	  	  	  	  	  252.49064317364	  
scalar	  *.APaNode[1].wlan.mgmt	  	  	  	  	  "packets	  received	  by	  queue"	  	  	  	  	  0	  
[...]	  
 
Fichero SCA: las 2 celdas juntas 
[...]	  
scalar	  *.APaNode[0].sink	  	  	  	  	  numPackets	  	  	  	  	  7633	  
scalar	  *.APaNode[0].sink	  	  	  	  	  numBits	  	  	  	  	  91596000	  
scalar	  *.APaNode[0].sink	  	  	  	  	  throughput	  	  	  	  	  1526619.092611	  
scalar	  *.APaNode[0].sink	  	  	  	  	  packetPerSec	  	  	  	  	  127.21825771759	  
scalar	  *.APaNode[0].wlan.mgmt	  	  	  	  	  "packets	  received	  by	  queue"	  	  	  	  	  0	  
scalar	  *.APaNode[0].wlan.mgmt	  	  	  	  	  "packets	  dropped	  by	  queue"	  	  	  	  	  0	  
[...]	  
scalar	  *.APaNode[1].sink	  	  	  	  	  numPackets	  	  	  	  	  7629	  
scalar	  *.APaNode[1].sink	  	  	  	  	  numBits	  	  	  	  	  91548000	  
scalar	  *.APaNode[1].sink	  	  	  	  	  throughput	  	  	  	  	  1525989.0804165	  
scalar	  *.APaNode[1].sink	  	  	  	  	  packetPerSec	  	  	  	  	  127.16575670137	  
scalar	  *.APaNode[1].wlan.mgmt	  	  	  	  	  "packets	  received	  by	  queue"	  	  	  	  	  0	  






Fichero VEC: las 2 celdas separadas 
[...]	  
vector	  0	  	  *.APaNode[0].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  6	  	  *.APaNode[1].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
0	  	  	  	  13127	  	  	  	  1.000047103575	  	  	  	  1343936.6957771	  
0	  	  	  	  43729	  	  	  	  2.001326127292	  	  	  	  2242513.0711069	  
0	  	  	  	  74232	  	  	  	  3.004681278271	  	  	  	  2476136.1725132	  
0	  	  	  	  104963	  	  	  	  4.007808705017	  	  	  	  2646832.9156331	  
0	  	  	  	  135603	  	  	  	  5.008721462062	  	  	  	  2731235.925898	  
0	  	  	  	  166224	  	  	  	  6.010394385773	  	  	  	  2785174.969487	  
[...]	  
 
Fichero VEC: las 2 celdas juntas 
[...]	  
vector	  0	  	  *.APaNode[0].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  6	  	  *.APaNode[1].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
0	  	  	  	  14457	  	  	  	  1.001931562376	  	  	  	  826403.74960987	  
0	  	  	  	  46892	  	  	  	  2.002285944276	  	  	  	  1174657.3993209	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0	  	  	  	  80013	  	  	  	  3.021761847621	  	  	  	  1266810.6201069	  
0	  	  	  	  112405	  	  	  	  4.023011320962	  	  	  	  1294552.6583193	  
0	  	  	  	  144821	  	  	  	  5.023704952935	  	  	  	  1356767.5776854	  
0	  	  	  	  177903	  	  	  	  6.036288392801	  	  	  	  1381643.7282795	  
0	  	  	  	  210438	  	  	  	  7.039855366494	  	  	  	  1418210.9546623	  
0	  	  	  	  242727	  	  	  	  8.042714960083	  	  	  	  1441304.3428161	  
[...]	  
 




















	   @display("bgb=341,237");	  
	   submodules:	  
	  	  	  	  	   channelControl:	  ChannelControlExtended	  {	  
	  	  	  	  	  	  	  	  	   @display("p=75,31");	  
	  	  	  	  	   }	  
	  	  	  	  	   flatNetworkConfigurator:	  FlatNetworkConfigurator	  {	  
	  	  	  	  	  	  	  	  	   @display("p=258,31");	  
	  	  	  	  	   }	  
	  	  	  	  	   hostClientV9:	  HostClientV9	  {	  
	  	  	  	  	  	  	  	  	   @display("p=66,103");	  
	  	  	  	  	   }	  
	  	  	  	  	   hostClientV91:	  HostClientV9	  {	  
	  	  	  	  	  	  	  	  	   @display("p=60,174");	  
	  	  	  	  	   }	  
	  	  	  	  	   hostServidorV9:	  HostServidorV9	  {	  
	  	  	  	  	  	  	  	  	   @display("p=231,101");	  
	  	  	  	  	   }	  
	  	  	  	  	   hostServidorV91:	  HostServidorV9	  {	  
	  	  	  	  	  	  	  	  	   @display("p=231,174");	  
	  	  	  	  	   }	  
}	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cmdenv-­‐express-­‐mode	  =	  true	  
tkenv-­‐plugin-­‐path	  =	  ../../../etc/plugins	  
	  
	  
**.playgroundSizeX	  =	  500	  
**.playgroundSizeY	  =	  500	  
	  
*.hostClientV9.mobility.x	  =	  200	  
*.hostClientV9.mobility.y	  =	  200	  
	  
*.hostClientV91.mobility.x	  =	  200	  
*.hostClientV91.mobility.y	  =	  400	  
	  
*.hostServidorV9.mobility.x	  =	  210	  
*.hostServidorV9.mobility.y	  =	  200	  
	  
*.hostServidorV91.mobility.x	  =	  210	  
*.hostServidorV91.mobility.y	  =	  400	  
	  
#	  Rango	  de	  canales	  en	  el	  cual	  puedo	  trabajar	  
*.channelControl.numChannels	  =	  13	  
	  
*.hostClientV9.**.channelNumber	  =	  1	  
*.hostServidorV9.**.channelNumber	  =	  1	  
*.hostClientV91.**.channelNumber	  =	  6	  




#	  channel	  physical	  parameters	  
*.channelControl.carrierFrequency	  =	  2.4GHz	  
*.channelControl.pMax	  =	  2.0W	  
*.channelControl.sat	  =	  -­‐110dBm	  







**.hostServidorV9.wlan.mac.address	  =	  "10:00:00:00:00:00"	  
**.hostServidorV91.wlan.mac.address	  =	  "30:00:00:00:00:00"	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**.hostClientV9*.wlan.mac.address	  =	  "auto"	  
	  
#**.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
#**.mgmt.frameCapacity	  =	  10	  
	  
#	  nic	  settings	  
**.wlan.mgmt.frameCapacity	  =	  10	  
#**.wlan.mac.address	  =	  "auto"	  
**.wlan.mac.maxQueueSize	  =	  14	  
**.wlan.mac.rtsThresholdBytes	  =	  3000B	  
#Todos	  los	  Host	  van	  a	  11	  Mbps	  
**.wlan.mac.bitrate	  =	  11Mbps	  
	  
	  
**.wlan.mac.retryLimit	  =	  7	  
**.wlan.mac.cwMinData	  =	  7	  
**.wlan.mac.cwMinBroadcast	  =	  31	  
	  
*.hostClientV9.wlan.radio.bitrate	  =	  11Mbps	  
*.hostServidorV9.wlan.radio.bitrate	  =	  11Mbps	  
*.hostClientV91.wlan.radio.bitrate	  =	  1Mbps	  
*.hostServidorV91.wlan.radio.bitrate	  =	  1Mbps	  
	  
**.wlan.radio.transmitterPower	  =	  1.0mW	  
**.wlan.radio.thermalNoise	  =	  -­‐110dBm	  
**.wlan.radio.sensitivity	  =	  -­‐85dBm	  
**.wlan.radio.pathLossAlpha	  =	  2	  
**.wlan.radio.snirThreshold	  =	  4dB	  
	  
	  
#	  HostClient	  (modificado	  para	  el	  throughput)	  
**.etherAppCli.reqLength	  =	  1500B	  
**.etherAppCli.respLength	  =	  0	  
**.etherAppCli.waitTime	  =	  0.5ms	  #	  16	  Mbps	  (calcular)	  
**.etherAppCli.startTime	  =	  0	  
*.hostClientV9.etherAppCli.destAddress	  =	  "10:00:00:00:00:00"	  






**.hostServidor*.mobilityType	  =	  "LinearMobility"	  
**.hostServidor*.mobility.speed	  =	  5mps	  
#**.hostServidor*.mobility.angle	  =	  normal(0deg,	  360deg)	  #30deg	  	  #	  degrees	  
#**.hostServidor*.mobility.acceleration	  =	  -­‐0.5	  
**.hostServidor*.mobility.updateInterval	  =	  100ms	  
	  
**.wlan.**.vector-­‐recording	  =	  false	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scalar	  *.hostServidorV9.wlan.mac	  	  	  	  	  numRetry	  	  	  	  	  0	  
scalar	  *.hostServidorV9.sink	  	  	  	  	  numPackets	  	  	  	  	  21167	  
scalar	  *.hostServidorV9.sink	  	  	  	  	  numBits	  	  	  	  	  254004000	  
scalar	  *.hostServidorV9.sink	  	  	  	  	  throughput	  	  	  	  	  2988298.2973312	  
scalar	  *.hostServidorV9.sink	  	  	  	  	  packetPerSec	  	  	  	  	  249.02485811093	  
scalar	  *.hostServidorV91.wlan.mgmt	  	  	  	  	  "packets	  received	  by	  queue"	  	  	  	  	  0	  
scalar	  *.hostServidorV91.wlan.mgmt	  	  	  	  	  "packets	  dropped	  by	  queue"	  	  	  	  	  0	  
scalar	  *.hostServidorV91.sink	  	  	  	  	  numBits	  	  	  	  	  33348000	  
scalar	  *.hostServidorV91.sink	  	  	  	  	  throughput	  	  	  	  	  392347.93679698	  
scalar	  *.hostServidorV91.sink	  	  	  	  	  packetPerSec	  	  	  	  	  32.695661399748	  
[...]	  
 
Observamos el vector 15 ( módulo Sink del ServidorV9). Hasta el segundo 33 
tiene un valor de 7.1 Mbps. Una vez que el HostCliente pierde la cobertura con 
el HostServidor, no se contemplan los resultados ya que no hay valores para 
tomar. Sobre el segundo 82vuelven a recuperar la cobertura y empiezan a 
tomarse muestras del throughput. También observamos el vector 21 ( módulo 
Sink del ServidorV91). Hasta el segundo 33 tiene un valor de 933 kbps. Una 
vez que el HostCliente pierde la cobertura con el HostServidor, no se 
contemplan los resultados ya que no hay valores para tomar. Sobre el segundo 





vector	  15	  	  
DosNodosFijosJuntosTx_dosNodosMovimientoRx_adhoc_60metros_Vtx_diferentes.host
ServidorV9.sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  21	  	  
DosNodosFijosJuntosTx_dosNodosMovimientoRx_adhoc_60metros_Vtx_diferentes.host
ServidorV91.sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
15	  	  	  	  18748	  	  	  	  1.000943626216	  	  	  	  7109291.4861765	  
15	  	  	  	  37508	  	  	  	  2.001205082298	  	  	  	  7111714.8991333	  
15	  	  	  	  56272	  	  	  	  3.002046328473	  	  	  	  7111149.4174904	  
15	  	  	  	  75048	  	  	  	  4.002943164384	  	  	  	  7113765.7544988	  
15	  	  	  	  93836	  	  	  	  5.004279830277	  	  	  	  7114710.0497034	  
15	  	  	  	  112612	  	  	  	  6.00473630603	  	  	  	  7116382.4391569	  
[...]	  
15	  	  	  	  600524	  	  	  	  32.022184219256	  	  	  	  7115192.3441559	  
15	  	  	  	  619288	  	  	  	  33.023358880439	  	  	  	  7114963.7094964	  
15	  	  	  	  1161068	  	  	  	  82.65638516268	  	  	  	  2871357.1193912	  
[...]	  
15	  	  	  	  1630260	  	  	  	  107.676486537716	  	  	  	  3857332.3977702	  
15	  	  	  	  1649040	  	  	  	  108.677049150254	  	  	  	  3887407.7213479	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15	  	  	  	  1667811	  	  	  	  109.677291962846	  	  	  	  3916945.7260627	  
15	  	  	  	  1686599	  	  	  	  110.678834932064	  	  	  	  3945903.4807158	  
15	  	  	  	  1705344	  	  	  	  111.679042233122	  	  	  	  3974281.9344162	  
15	  	  	  	  1724124	  	  	  	  112.680385579044	  	  	  	  4002222.7265423	  
[...]	  
21	  	  	  	  18768	  	  	  	  1.001384428284	  	  	  	  934705.96662258	  
21	  	  	  	  37556	  	  	  	  2.003369494884	  	  	  	  934425.72864393	  
21	  	  	  	  56324	  	  	  	  3.004797164828	  	  	  	  934505.67408291	  
21	  	  	  	  75100	  	  	  	  4.005447436445	  	  	  	  934727.03347293	  
21	  	  	  	  93892	  	  	  	  5.007020313061	  	  	  	  934687.64003055	  
21	  	  	  	  112696	  	  	  	  6.009035792989	  	  	  	  934592.53588611	  
21	  	  	  	  131488	  	  	  	  7.010873879607	  	  	  	  934548.26210157	  
21	  	  	  	  150276	  	  	  	  8.012474569555	  	  	  	  934542.74768648	  
[...]	  
21	  	  	  	  601112	  	  	  	  32.053992466573	  	  	  	  934423.38052693	  
21	  	  	  	  619876	  	  	  	  33.054758269853	  	  	  	  934449.42927236	  
21	  	  	  	  1161580	  	  	  	  82.684061601504	  	  	  	  377194.82323341	  
21	  	  	  	  1180364	  	  	  	  83.685908159784	  	  	  	  383863.91097847	  
[...]	  
 












//	  TODO	  documentation	  
//	  




	   parameters:	  
	  	  	  	  	   int	  numHost;	  
	   submodules:	  
	  	  	  	  	   channelcontrol:	  ChannelControlExtended	  {	  
	  	  	  	  	  	  	  	  	   @display("p=70,34");	  
	  	  	  	  	   }	  
	  	  	  	  	   flatNetworkConfigurator:	  FlatNetworkConfigurator	  {	  
	  	  	  	  	  	  	  	  	   @display("p=244,44");	  
	  	  	  	  	   }	  
	  	  	  	  	   hostUDPV12[numHost]:	  HostUDPV10	  {	  
	  	  	  	  	  	  	  	  	   @display("p=135,136");	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   }	  
	  	  	  	  	   serverUDPThroughput:	  ServerUDPThroughput	  {	  
	  	  	  	  	  	  	  	  	   @display("p=306,149");	  
	  	  	  	  	   }	  
}	  
 
C.10.2.  AODV5saltos.ini 
 
[General]	  
network	  =	  AODV5saltos	  
	  
	  
cmdenv-­‐express-­‐mode	  =	  true	  
tkenv-­‐plugin-­‐path	  =	  ../../../etc/plugins	  
	  
**.playgroundSizeX	  =	  1000	  
**.playgroundSizeY	  =	  1000	  
	  
*.numHost	  =	  5	  
	  
**.startTime	  =	  16s	  
	  
#Posición	  
*.hostUDPV12[0].mobility.x	  =	  300	  
*.hostUDPV12[0].mobility.y	  =	  600	  
	  
*.hostUDPV12[1].mobility.x	  =	  360	  
*.hostUDPV12[1].mobility.y	  =	  550	  
	  
*.hostUDPV12[2].mobility.x	  =	  420	  
*.hostUDPV12[2].mobility.y	  =	  500	  
	  
*.hostUDPV12[3].mobility.x	  =	  480	  
*.hostUDPV12[3].mobility.y	  =	  450	  
	  
*.hostUDPV12[4].mobility.x	  =	  540	  
*.hostUDPV12[4].mobility.y	  =	  400	  
	  
*.serverUDPThroughput.mobility.x	  =	  600	  
*.serverUDPThroughput.mobility.y	  =	  350	  
	  
#	  udp	  apps	  (on)	  
**.hostUDPV12[*].udpAppType	  =	  "UDPBasicBurst"	  
	  
**.hostUDPV12[0].numUdpApps	  =	  1	  
	  
**.udpApp[0].destAddresses	  =	  "serverUDPThroughput"	  
**.udpApp[0].localPort	  =	  50000	  
**.udpApp[0].destPort	  =	  50000	  
#**.udpApp[2].localPort	  =	  50001	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**.udpApp[0].messageLength	  =	  1400B	  	  #	  
**.udpApp[0].messageFreq	  =	  0.2ms	  
**.udpApp[0].message_freq_jitter	  =	  0	  
**.udpApp[0].burstDuration	  =	  0	  
**.udpApp[0].activeBurst=true	  
#	  **.udpApp[0].burstDuration	  =	  uniform(1s,4s,1)	  
#	  **.udpApp[0].time_off	  =	  uniform(20s,40s,1)	  
**.udpApp[0].time_off	  =	  0s	  
**.udpApp[0].time_end	  =	  0s	  
##**.udpApp[0].time_begin	  =uniform(0s,4s,1)	  
**.udpApp[0].time_begin	  =	  0s	  
**.udpApp[0].limitDelay	  =	  20s	  
**.udpApp[0].rand_generator	  =	  0	  
	  
**.serverUDPThroughput.udpAppType	  =	  "UDPSink"	  
**.serverUDPThroughput.numUdpApps	  =	  1	  




#	  tcp	  apps	  (off)	  
**.numTcpApps	  =	  0	  
**.tcpAppType	  =	  "TelnetApp"	  
	  
#	  ping	  app	  (host[0]	  pinged	  by	  others)	  
#	  ping	  app	  (off)	  
**.pingApp.count	  =	  0	  
**.pingApp.startTime	  =	  1s	  
**.pingApp.stopTime	  =	  0	  
**.pingApp.printPing	  =	  true	  
	  
#	  tcp	  settings	  
**.tcp.mss	  =	  1024	  
**.tcp.advertisedWindow	  =	  14336	  	  #	  14*mss	  
**.tcp.sendQueueClass	  =	  "TCPMsgBasedSendQueue"	  
**.tcp.receiveQueueClass	  =	  "TCPMsgBasedRcvQueue"	  
**.tcp.tcpAlgorithmClass	  =	  "TCPReno"	  
**.tcp.recordStats	  =	  true	  
	  
#	  ip	  settings	  





#	  manet	  routing	  
**.manetrouting.manetmanager.routingProtocol	  =	  "AODV"	  
#######################################################	  
	  
#	  nic	  settings	  
**.wlan.mgmt.frameCapacity	  =	  10	  
**.wlan.mac.maxQueueSize	  =	  14	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**.wlan.mac.rtsThresholdBytes	  =	  3000B	  
**.wlan.mac.bitrate	  =	  54Mbps	  
**.wlan.mac.basicBitrate	  =	  6Mbps	  	  #	  24Mbps	  
**.wlan.mac.retryLimit	  =	  7	  
**.wlan.mac.cwMinData	  =	  31	  
**.wlan.mac.cwMinBroadcast	  =	  31	  
	  
#	  channel	  physical	  parameters	  
*.channelcontrol.pMax	  =	  0.15mW	  
	  
**.wlan.radio.transmitterPower=	  0.15mW	  
**.wlan.radio.bitrate=	  54Mbps	  	  	  	  	   	  	  
**.wlan.radio.sensitivity=	  -­‐90dBm	  	  	   	  	  
**.radio.thermalNoise	  =	  -­‐110dBm	  
**.radio.pathLossAlpha	  =	  2	  






#No	  salen	  las	  propiedades	  de	  wlan,	  los	  estados.	  
**.wlan.**.vector-­‐recording	  =	  false	  
 





scalar	  *.serverUDPThroughput[0].thruputMeter	  "avg	  throughput	  (bit/s)"	  	  	  	  	  
23177437.619265	  
AODV2saltos 
scalar	  *.hostUDPServer10[0].thruputMeter	  	  	  	  	  "avg	  throughput	  (bit/s)"	  	  	  	  	  
12129626.40914	  
AODV3saltos 
scalar	  *.serverUDPThroughput.thruputMeter	  	  	  	  "avg	  throughput	  (bit/s)"	  	  	  	  	  
6675553.5179387	  
AODV4saltos 
scalar	  *.serverUDPThroughput.thruputMeter	  	  	  	  	  "avg	  throughput	  (bit/s)"	  	  	  	  	  
4660214.277668	  
AODV5saltos 











vector	  20	  	  AODV1salto.serverUDPThroughput[0].thruputMeter	  	  "thruput	  
(bit/sec)"	  	  ETV	  
vector	  21	  	  AODV1salto.serverUDPThroughput[0].thruputMeter	  	  packet/sec	  	  ETV	  
20	  	  	  	  630774	  	  	  	  0	  	  	  	  0	  
20	  	  	  	  632875	  	  	  	  16.31029707048	  	  	  	  23091450.487614	  
20	  	  	  	  634911	  	  	  	  16.334548470378	  	  	  	  23345005.933571	  
20	  	  	  	  636971	  	  	  	  16.358536470278	  	  	  	  22529771.574388	  
 
AODV2saltos 
vector	  30	  	  AODV2saltos.hostUDPServer10[0].thruputMeter	  	  "thruput	  (bit/sec)"	  	  
ETV	  
vector	  31	  	  AODV2saltos.hostUDPServer10[0].thruputMeter	  	  packet/sec	  	  ETV	  
30	  	  	  	  653664	  	  	  	  0	  	  	  	  0	  
30	  	  	  	  658586	  	  	  	  16.318203373839	  	  	  	  11356922.306497	  
30	  	  	  	  663083	  	  	  	  16.367512507501	  	  	  	  12674854.074181	  
30	  	  	  	  667711	  	  	  	  16.411694475729	  	  	  	  12043402.123372	  
 
AODV3saltos 
vector	  40	  	  AODV3saltos.serverUDPThroughput.thruputMeter	  	  "thruput	  (bit/sec)"	  	  
ETV	  
vector	  41	  	  AODV3saltos.serverUDPThroughput.thruputMeter	  	  packet/sec	  	  ETV	  
40	  	  	  	  667098	  	  	  	  0	  	  	  	  0	  
40	  	  	  	  675158	  	  	  	  16.638719534602	  	  	  	  6983792.8571792	  
40	  	  	  	  682610	  	  	  	  16.718905188938	  	  	  	  7589600.4830976	  
40	  	  	  	  690166	  	  	  	  16.792690363961	  	  	  	  7623485.174155	  
 
AODV4saltos 
vector	  50	  	  AODV4saltos.serverUDPThroughput.thruputMeter	  	  "thruput	  (bit/sec)"	  	  
ETV	  
vector	  51	  	  AODV4saltos.serverUDPThroughput.thruputMeter	  	  packet/sec	  	  ETV	  
50	  	  	  	  667763	  	  	  	  0	  	  	  	  0	  
50	  	  	  	  680501	  	  	  	  16.641025534464	  	  	  	  4730860.6738192	  
50	  	  	  	  693342	  	  	  	  16.759397230147	  	  	  	  4886712.7122278	  
50	  	  	  	  705033	  	  	  	  16.873993694678	  	  	  	  5286990.0052228	  
 
AODV5saltos 
vector	  60	  	  AODV5saltos.serverUDPThroughput.thruputMeter	  	  "thruput	  (bit/sec)"	  	  
ETV	  
vector	  61	  	  AODV5saltos.serverUDPThroughput.thruputMeter	  	  packet/sec	  	  ETV	  
60	  	  	  	  687372	  	  	  	  0	  	  	  	  0	  
60	  	  	  	  699888	  	  	  	  17.123963887319	  	  	  	  5688252.9095937	  
60	  	  	  	  711873	  	  	  	  17.222412393196	  	  	  	  6197466.3827785	  
60	  	  	  	  723833	  	  	  	  17.312771899067	  	  	  	  5885437.2770367	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C.11. Códigos escenario DosNodosFijosJuntosTx_ 
dosNodosFijosJuntosRx_AODV_3saltos_60metros 
 












//	  TODO	  documentation	  
//	  




	   parameters:	  
	  	  	  	  	   int	  numhost;	  
	  	  	  	  	   @display("bgb=398,194");	  
	  	  	  	  	   int	  nombrehost;	  
	   submodules:	  
	  	  	  	  	   channelcontrol:	  ChannelControlExtended	  {	  
	  	  	  	  	  	  	  	  	   @display("p=49,29");	  
	  	  	  	  	   }	  
	  	  	  	  	   flatNetworkConfigurator:	  FlatNetworkConfigurator	  {	  
	  	  	  	  	  	  	  	  	   parameters:	  
	  	  	  	  	  	  	  	  	  	  	  	  	  networkAddress	  =	  "145.236.0.0";	  
	  	  	  	  	  	  	  	  	  	  	  	  	  netmask	  =	  "255.255.0.0";	  
	  	  	  	  	  	  	  	  	  	  	  	  	  @display("p=140,50;i=block/cogwheel_s");	  
	  	  	  	  	   }	  
	  	  	  	  	   hostUDPV14[numhost]:	  HostUDPV10	  {	  
	  	  	  	  	  	  	  	  	   @display("p=135,117");	  
	  	  	  	  	   }	  
	  	  	  	  	   hostUDPVServer14[nombrehost]:	  ServerUDPThroughput	  {	  
	  	  	  	  	  	  	  	  	   @display("p=290,158");	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network	  =	  DosNodosFijosJuntosTx_dosNodosFijosJuntosRx_AODV_3saltos_60metros	  
	  
	  
cmdenv-­‐express-­‐mode	  =	  true	  
tkenv-­‐plugin-­‐path	  =	  ../../../etc/plugins	  
	  
**.playgroundSizeX	  =	  1000	  
**.playgroundSizeY	  =	  1000	  
	  
*.numhost	  =	  6	  
*.nombrehost	  =	  2	  
	  




*.hostUDPV13[0].mobility.x	  =	  300	  
*.hostUDPV13[0].mobility.y	  =	  400	  
	  
*.hostUDPV13[1].mobility.x	  =	  380	  
*.hostUDPV13[1].mobility.y	  =	  400	  
	  
*.hostUDPV13[2].mobility.x	  =	  460	  
*.hostUDPV13[2].mobility.y	  =	  400	  
	  
*.hostUDPServer13[0].mobility.x	  =	  540	  
*.hostUDPServer13[0].mobility.y	  =	  400	  
	  
*.hostUDPV13[3].mobility.x	  =	  300	  
*.hostUDPV13[3].mobility.y	  =	  450	  
	  
*.hostUDPV13[4].mobility.x	  =	  380	  
*.hostUDPV13[4].mobility.y	  =	  450	  
	  
*.hostUDPV13[5].mobility.x	  =	  460	  
*.hostUDPV13[5].mobility.y	  =	  450	  
	  
*.hostUDPServer13[1].mobility.x	  =	  540	  
*.hostUDPServer13[1].mobility.y	  =	  450	  
	  
	  
#	  udp	  apps	  (on)	  
**.hostUDPV13[*].udpAppType	  =	  "UDPBasicBurst"	  
#Envia	  el	  0	  a	  l	  3	  
**.hostUDPV13[0].numUdpApps	  =	  1	  
	  
*.hostUDPV13[0].udpApp[0].destAddresses	  =	  "hostUDPServer13[0]"	  
*.hostUDPV13[0].udpApp[0].localPort	  =	  50000	  
*.hostUDPV13[0].udpApp[0].destPort	  =	  50000	  
*.hostUDPV13[0].udpApp[0].messageLength	  =	  1400B	  	  #	  
*.hostUDPV13[0].udpApp[0].messageFreq	  =	  0.2ms	  
*.hostUDPV13[0].udpApp[0].message_freq_jitter	  =	  0	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*.hostUDPV13[0].udpApp[0].burstDuration	  =	  0	  
*.hostUDPV13[0].udpApp[0].activeBurst=true	  
*.hostUDPV13[0].udpApp[0].time_off	  =	  0s	  
*.hostUDPV13[0].udpApp[0].time_end	  =	  0s	  
*.hostUDPV13[0].udpApp[0].time_begin	  =	  0s	  
*.hostUDPV13[0].udpApp[0].limitDelay	  =	  20s	  
*.hostUDPV13[0].udpApp[0].rand_generator	  =	  0	  
	  
**.hostUDPServer13[0].udpAppType	  =	  "UDPSink"	  
**.hostUDPServer13[0].numUdpApps	  =	  1	  
**.hostUDPServer13[0].udpApp[0].localPort	  =	  50000	  
	  
#Envia	  el	  4	  a	  l	  8	  
**.hostUDPV13[3].numUdpApps	  =	  1	  
	  
*.hostUDPV13[3].udpApp[0].destAddresses	  =	  "hostUDPServer13[1]"	  
*.hostUDPV13[3].udpApp[0].localPort	  =	  51000	  
*.hostUDPV13[3].udpApp[0].destPort	  =	  51000	  
*.hostUDPV13[3].udpApp[0].messageLength	  =	  1400B	  	  #	  
*.hostUDPV13[3].udpApp[0].messageFreq	  =	  0.2ms	  
*.hostUDPV13[3].udpApp[0].message_freq_jitter	  =	  0	  
*.hostUDPV13[3].udpApp[0].burstDuration	  =	  0	  
*.hostUDPV13[3].udpApp[0].activeBurst=true	  
	  
*.hostUDPV13[3].udpApp[0].time_off	  =	  0s	  
*.hostUDPV13[3].udpApp[0].time_end	  =	  0s	  
*.hostUDPV13[3].udpApp[0].time_begin	  =	  0s	  
*.hostUDPV13[3].udpApp[0].limitDelay	  =	  20s	  
*.hostUDPV13[3].udpApp[0].rand_generator	  =	  0	  
	  
**.hostUDPServer13[1].udpAppType	  =	  "UDPSink"	  
**.hostUDPServer13[1].numUdpApps	  =	  1	  
**.hostUDPServer13[1].udpApp[0].localPort	  =	  51000	  
	  
#	  tcp	  apps	  (off)	  
**.numTcpApps	  =	  0	  
**.tcpAppType	  =	  "TelnetApp"	  
	  
#	  ping	  app	  (host[0]	  pinged	  by	  others)	  
#	  ping	  app	  (off)	  
**.pingApp.count	  =	  0	  
**.pingApp.startTime	  =	  1s	  
**.pingApp.stopTime	  =	  0	  
**.pingApp.printPing	  =	  true	  
	  
#	  tcp	  settings	  
**.tcp.mss	  =	  1024	  
**.tcp.advertisedWindow	  =	  14336	  	  #	  14*mss	  
**.tcp.sendQueueClass	  =	  "TCPMsgBasedSendQueue"	  
**.tcp.receiveQueueClass	  =	  "TCPMsgBasedRcvQueue"	  
**.tcp.tcpAlgorithmClass	  =	  "TCPReno"	  
**.tcp.recordStats	  =	  true	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#	  ip	  settings	  





#	  manet	  routing	  
**.manetrouting.manetmanager.routingProtocol	  =	  "AODV"	  
#######################################################	  
	  
#	  nic	  settings	  
**.wlan.mgmt.frameCapacity	  =	  10	  
**.wlan.mac.maxQueueSize	  =	  14	  
**.wlan.mac.rtsThresholdBytes	  =	  3000B	  
**.wlan.mac.bitrate	  =	  54Mbps	  
**.wlan.mac.basicBitrate	  =	  6Mbps	  	  #	  24Mbps	  
**.wlan.mac.retryLimit	  =	  7	  
**.wlan.mac.cwMinData	  =	  31	  
**.wlan.mac.cwMinBroadcast	  =	  31	  
	  
#	  channel	  physical	  parameters	  
*.channelcontrol.pMax	  =	  0.15mW	  
	  
**.wlan.radio.transmitterPower=0.15mW	  
**.wlan.radio.bitrate=54Mbps	  	  	  	  	  	  	  
**.wlan.radio.sensitivity=-­‐90dBm	  
**.radio.thermalNoise	  =	  -­‐110dBm	  
*.channelcontrol.sat	  =	  -­‐92dBm	  	   	  	  
**.wlan.radio.berTableFile="per_table_80211g_Trivellato.dat"	  
	  
**.wlan.**.vector-­‐recording	  =	  false	  




scalar	  *.hostUDPServer13[0].thruputMeter	  	  	  	  	  duration	  	  	  	  	  23.99989742517	  
scalar	  *.hostUDPServer13[0].thruputMeter	  	  	  	  	  "total	  packets"	  	  	  	  	  7423	  
scalar	  *.hostUDPServer13[0].thruputMeter	  	  	  	  	  "total	  bits"	  	  	  	  	  83137600	  
scalar	  *.hostUDPServer13[0].thruputMeter	  	  	  	  	  "avg	  throughput	  (bit/s)"	  	  	  	  	  
3464081.471982	  




scalar	  *.hostUDPServer13[1].thruputMeter	  	  	  	  	  duration	  	  	  	  	  23.999999515424	  
scalar	  *.hostUDPServer13[1].thruputMeter	  	  	  	  	  "total	  packets"	  	  	  	  	  8479	  
scalar	  *.hostUDPServer13[1].thruputMeter	  	  	  	  	  "total	  bits"	  	  	  	  	  94964800	  
scalar	  *.hostUDPServer13[1].thruputMeter	  	  	  	  	  "avg	  throughput	  (bit/s)"	  	  	  	  	  
3756866.7465584	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70	  	  	  	  1866942	  	  	  	  18.968145042878	  	  	  	  3835186.3981173	  
70	  	  	  	  1901303	  	  	  	  19.114161413888	  	  	  	  3216748.2160095	  
70	  	  	  	  1922610	  	  	  	  19.288250264614	  	  	  	  5176299.5628236	  
70	  	  	  	  1937784	  	  	  	  19.396435657133	  	  	  	  6814294.3138022	  
70	  	  	  	  1952241	  	  	  	  19.478615846924	  	  	  	  7236363.657905	  
70	  	  	  	  1967126	  	  	  	  19.556002781367	  	  	  	  6967539.7123854	  
70	  	  	  	  1982180	  	  	  	  19.636375484375	  	  	  	  6979541.5064291	  
70	  	  	  	  1997090	  	  	  	  19.71660998108	  	  	  	  6954954.2180708	  
70	  	  	  	  2013942	  	  	  	  19.797128124326	  	  	  	  6100714.7961221	  
70	  	  	  	  2045571	  	  	  	  19.888920646795	  	  	  	  3737791.2886323	  
70	  	  	  	  2073046	  	  	  	  20.038741746144	  	  	  	  4257924.6452431	  
70	  	  	  	  2100218	  	  	  	  20.170261217872	  	  	  	  4297340.8696997	  
[...]	  
[...]	  
84	  	  	  	  4523997	  	  	  	  31.720067944247	  	  	  	  4043870.8081918	  
84	  	  	  	  4554238	  	  	  	  31.858549123929	  	  	  	  3914173.2124303	  
84	  	  	  	  4582276	  	  	  	  32.001618929379	  	  	  	  4181244.6568009	  
84	  	  	  	  4611699	  	  	  	  32.135550341187	  	  	  	  4029344.5653142	  
84	  	  	  	  4650548	  	  	  	  32.274530761184	  	  	  	  2991355.0987022	  
84	  	  	  	  4678161	  	  	  	  32.461736887345	  	  	  	  4233034.2617732	  
84	  	  	  	  4708485	  	  	  	  32.594029697979	  	  	  	  3837809.1385907	  
84	  	  	  	  4736508	  	  	  	  32.739946282097	  	  	  	  4106152.6637047	  
84	  	  	  	  4769318	  	  	  	  32.876326988287	  	  	  	  3579005.2224969	  

























//	  TODO	  documentation	  
//	  






	  	  	  	  	   int	  numhost;	  
	  	  	  	  	   @display("bgb=419,200");	  
	  	  	  	  	   int	  nombrehost;	  
	  submodules:	  
	  	  	  	  	   channelcontrol:	  ChannelControlExtended	  {	  
	  	  	  	  	  	  	  	  	   @display("p=49,29");	  
	  	  	  	  	   }	  
	  	  	  	  	   flatNetworkConfigurator:	  FlatNetworkConfigurator	  {	  
	  	  	  	  	  	  	  	  	   parameters:	  
	  	  	  	  	  	  	  	  	  	  	  	  	  networkAddress	  =	  "145.236.0.0";	  
	  	  	  	  	  	  	  	  	  	  	  	  	  netmask	  =	  "255.255.0.0";	  
	  	  	  	  	  	  	  	  	  	  	  	  	  @display("p=188,29;i=block/cogwheel_s");	  
	  	  	  	  	   }	  
	  	  	  	  	   hostUDPV14[numhost]:	  HostUDPV10	  {	  
	  	  	  	  	  	  	  	  	   @display("p=135,117");	  
	  	  	  	  	   }	  
	  	  	  	  	   hostUDPServer14[nombrehost]:	  ServerUDPThroughput	  {	  
	  	  	  	  	  	  	  	  	   @display("p=290,158");	  













cmdenv-­‐express-­‐mode	  =	  true	  
tkenv-­‐plugin-­‐path	  =	  ../../../etc/plugins	  
	  
**.playgroundSizeX	  =	  1000	  
**.playgroundSizeY	  =	  1000	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*.numhost	  =	  6	  
*.nombrehost	  =	  2	  
	  




*.hostUDPV14[0].mobility.x	  =	  300	  
*.hostUDPV14[0].mobility.y	  =	  400	  
	  
*.hostUDPV14[1].mobility.x	  =	  380	  
*.hostUDPV14[1].mobility.y	  =	  400	  
	  
*.hostUDPV14[2].mobility.x	  =	  460	  
*.hostUDPV14[2].mobility.y	  =	  400	  
	  
*.hostUDPServer14[0].mobility.x	  =	  540	  
*.hostUDPServer14[0].mobility.y	  =	  400	  
	  
*.hostUDPV14[3].mobility.x	  =	  300	  
*.hostUDPV14[3].mobility.y	  =	  700	  
	  
*.hostUDPV14[4].mobility.x	  =	  380	  
*.hostUDPV14[4].mobility.y	  =	  700	  
	  
*.hostUDPV14[5].mobility.x	  =	  460	  
*.hostUDPV14[5].mobility.y	  =	  700	  
	  
*.hostUDPServer14[1].mobility.x	  =	  540	  
*.hostUDPServer14[1].mobility.y	  =	  700	  
	  
	  
#	  udp	  apps	  (on)	  
**.hostUDPV14[*].udpAppType	  =	  "UDPBasicBurst"	  
#Envia	  el	  0	  a	  l	  3	  
**.hostUDPV14[0].numUdpApps	  =	  1	  
	  
*.hostUDPV14[0].udpApp[0].destAddresses	  =	  "hostUDPServer14[0]"	  
*.hostUDPV14[0].udpApp[0].localPort	  =	  50000	  
*.hostUDPV14[0].udpApp[0].destPort	  =	  50000	  
#**.udpApp[2].localPort	  =	  50001	  
*.hostUDPV14[0].udpApp[0].messageLength	  =	  1400B	  	  #	  
*.hostUDPV14[0].udpApp[0].messageFreq	  =	  0.2ms	  
*.hostUDPV14[0].udpApp[0].message_freq_jitter	  =	  0	  
*.hostUDPV14[0].udpApp[0].burstDuration	  =	  0	  
*.hostUDPV14[0].udpApp[0].activeBurst=true	  
#	  **.udpApp[0].burstDuration	  =	  uniform(1s,4s,1)	  
#	  **.udpApp[0].time_off	  =	  uniform(20s,40s,1)	  
*.hostUDPV14[0].udpApp[0].time_off	  =	  0s	  
*.hostUDPV14[0].udpApp[0].time_end	  =	  0s	  
##**.udpApp[0].time_begin	  =uniform(0s,4s,1)	  
*.hostUDPV14[0].udpApp[0].time_begin	  =	  0s	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*.hostUDPV14[0].udpApp[0].limitDelay	  =	  20s	  
*.hostUDPV14[0].udpApp[0].rand_generator	  =	  0	  
	  
**.hostUDPServer14[0].udpAppType	  =	  "UDPSink"	  
**.hostUDPServer14[0].numUdpApps	  =	  1	  




#Envia	  el	  4	  a	  l	  8	  
**.hostUDPV14[3].numUdpApps	  =	  1	  
	  
*.hostUDPV14[3].udpApp[0].destAddresses	  =	  "hostUDPServer14[1]"	  
*.hostUDPV14[3].udpApp[0].localPort	  =	  51000	  
*.hostUDPV14[3].udpApp[0].destPort	  =	  51000	  
#**.udpApp[2].localPort	  =	  50001	  
*.hostUDPV14[3].udpApp[0].messageLength	  =	  1400B	  	  #	  
*.hostUDPV14[3].udpApp[0].messageFreq	  =	  0.2ms	  
*.hostUDPV14[3].udpApp[0].message_freq_jitter	  =	  0	  
*.hostUDPV14[3].udpApp[0].burstDuration	  =	  0	  
*.hostUDPV14[3].udpApp[0].activeBurst=true	  
#	  **.udpApp[0].burstDuration	  =	  uniform(1s,4s,1)	  
#	  **.udpApp[0].time_off	  =	  uniform(20s,40s,1)	  
*.hostUDPV14[3].udpApp[0].time_off	  =	  0s	  
*.hostUDPV14[3].udpApp[0].time_end	  =	  0s	  
##**.udpApp[0].time_begin	  =uniform(0s,4s,1)	  
*.hostUDPV14[3].udpApp[0].time_begin	  =	  0s	  
*.hostUDPV14[3].udpApp[0].limitDelay	  =	  20s	  
*.hostUDPV14[3].udpApp[0].rand_generator	  =	  0	  
	  
**.hostUDPServer14[1].udpAppType	  =	  "UDPSink"	  
**.hostUDPServer14[1].numUdpApps	  =	  1	  
**.hostUDPServer14[1].udpApp[0].localPort	  =	  51000	  
	  
#	  tcp	  apps	  (off)	  
**.numTcpApps	  =	  0	  
**.tcpAppType	  =	  "TelnetApp"	  
	  
#	  ping	  app	  (host[0]	  pinged	  by	  others)	  
#	  ping	  app	  (off)	  
**.pingApp.count	  =	  0	  
**.pingApp.startTime	  =	  1s	  
**.pingApp.stopTime	  =	  0	  
**.pingApp.printPing	  =	  true	  
	  
#	  tcp	  settings	  
**.tcp.mss	  =	  1024	  
**.tcp.advertisedWindow	  =	  14336	  	  #	  14*mss	  
**.tcp.sendQueueClass	  =	  "TCPMsgBasedSendQueue"	  
**.tcp.receiveQueueClass	  =	  "TCPMsgBasedRcvQueue"	  
**.tcp.tcpAlgorithmClass	  =	  "TCPReno"	  
**.tcp.recordStats	  =	  true	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#	  ip	  settings	  





#	  manet	  routing	  
**.manetrouting.manetmanager.routingProtocol	  =	  "AODV"	  
#######################################################	  
	  
#	  nic	  settings	  
**.wlan.mgmt.frameCapacity	  =	  10	  
**.wlan.mac.maxQueueSize	  =	  14	  
**.wlan.mac.rtsThresholdBytes	  =	  3000B	  
**.wlan.mac.bitrate	  =	  54Mbps	  
**.wlan.mac.basicBitrate	  =	  6Mbps	  	  #	  24Mbps	  
**.wlan.mac.retryLimit	  =	  7	  
**.wlan.mac.cwMinData	  =	  31	  
**.wlan.mac.cwMinBroadcast	  =	  31	  
	  
#	  channel	  physical	  parameters	  
*.channelcontrol.pMax	  =	  0.15mW	  
	  
**.wlan.radio.transmitterPower=0.15mW	  
**.wlan.radio.bitrate=54Mbps	  	  	  	  	  	  	  
**.wlan.radio.sensitivity=-­‐90dBm	  
**.radio.thermalNoise	  =	  -­‐110dBm	  






**.wlan.**.vector-­‐recording	  =	  false	  
	  




scalar	  *.hostUDPServer14[1].thruputMeter	  	  	  	  	  "total	  packets"	  	  	  	  	  13885	  
scalar	  *.hostUDPServer14[1].thruputMeter	  	  	  	  	  "total	  bits"	  	  	  	  	  155512000	  
scalar	  *.hostUDPServer14[1].thruputMeter	  	  	  	  	  "avg	  throughput	  (bit/s)"	  	  	  	  	  
6479666.7291471	  
scalar	  *.hostUDPServer14[1].thruputMeter	  	  	  	  	  "avg	  packets/s"	  	  	  	  	  
578.54167224528	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scalar	  	  *.hostUDPServer14[0].thruputMeter	  	  	  	  	  "total	  packets"	  	  	  	  	  14142	  
scalar	  *.hostUDPServer14[0].thruputMeter	  	  	  	  	  "total	  bits"	  	  	  	  	  158390400	  
scalar	  *.hostUDPServer14[0].thruputMeter	  	  	  	  	  "avg	  throughput	  (bit/s)"	  	  	  	  	  
6599600.0636369	  
scalar	  *.hostUDPServer14[0].thruputMeter	  	  	  	  	  "avg	  packets/s"	  	  	  	  	  
589.25000568187	  





vector	  84	  	  *.hostUDPServer14[1].thruputMeter	  	  "thruput	  (bit/sec)"	  	  ETV	  
vector	  85	  	  *.hostUDPServer14[1].thruputMeter	  	  packet/sec	  	  ETV	  
vector	  70	  	  *.hostUDPServer14[0].thruputMeter	  	  "thruput	  (bit/sec)"	  	  ETV	  
vector	  71	  	  *.hostUDPServer14[0].thruputMeter	  	  packet/sec	  	  ETV	  
70	  	  	  	  1334245	  	  	  	  0	  	  	  	  0	  
70	  	  	  	  1351439	  	  	  	  16.638325607369	  	  	  	  6509024.324948	  
70	  	  	  	  1368801	  	  	  	  16.724360007003	  	  	  	  6463134.3875527	  
70	  	  	  	  1386807	  	  	  	  16.811005273281	  	  	  	  6181388.4570311	  
70	  	  	  	  1402981	  	  	  	  16.901599806191	  	  	  	  6813088.6204268	  
70	  	  	  	  1418678	  	  	  	  16.983794539182	  	  	  	  7133249.1221345	  
70	  	  	  	  1434842	  	  	  	  17.062300138862	  	  	  	  6839132.2402504	  
70	  	  	  	  1451432	  	  	  	  17.144181871855	  	  	  	  6759703.8254831	  
70	  	  	  	  1467519	  	  	  	  17.227025738163	  	  	  	  6968051.5135119	  
[...]	  
84	  	  	  	  1718477	  	  	  	  18.483936722963	  	  	  	  7569067.778281	  
84	  	  	  	  1734607	  	  	  	  18.557922055953	  	  	  	  7029765.2277125	  
84	  	  	  	  1749040	  	  	  	  18.637583322277	  	  	  	  7848391.5362704	  
84	  	  	  	  1766742	  	  	  	  18.708935521949	  	  	  	  6387531.5674345	  
84	  	  	  	  1781924	  	  	  	  18.796606321551	  	  	  	  7437004.6184787	  
84	  	  	  	  1800774	  	  	  	  18.871905454566	  	  	  	  5848604.7152714	  
84	  	  	  	  1815698	  	  	  	  18.967654787486	  	  	  	  7681411.6595656	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//	  
//	  TODO	  documentation	  
//	  




	   parameters:	  
	  	  	  	  	   int	  numAP;	  
	  	  	  	  	   int	  numNodeTx;	  
	  	  	  	  	   int	  numNodeRx;	  
	   submodules:	  
	  	  	  	  	   channelcontrol:	  ChannelControl	  {	  
	  	  	  	  	  	  	  	  	   @display("p=62,32");	  
	  	  	  	  	   }	  
	  	  	  	  	   flatNetworkConfigurator:	  FlatNetworkConfigurator	  {	  
	  	  	  	  	  	  	  	  	   @display("p=247,33");	  
	  	  	  	  	   }	  
	  	  	  	  	   APaNode[numNodeRx]:	  APaNode	  {	  
	  	  	  	  	  	  	  	  	   @display("p=320,168");	  
	  	  	  	  	   }	  
	  	  	  	  	   NodeaAP[numNodeTx]:	  NodeaAP	  {	  
	  	  	  	  	  	  	  	  	   @display("p=83,115");	  
	  	  	  	  	   }	  
	  	  	  	  	   nodeAPNode[numAP]:	  NodeAPNode	  {	  
	  	  	  	  	  	  	  	  	   @display("p=193,141");	  







network	  =	  NodosFijos_AP_DiferenteCanal_Celular_x7	  
#cmdenv-­‐output-­‐file	  =	  omnetpp.log	  
#debug-­‐on-­‐errors	  =	  true	  
tkenv-­‐plugin-­‐path	  =	  ../../../etc/plugins	  
	  
**.playgroundSizeX	  =	  800	  
**.playgroundSizeY	  =	  800	  
**.coreDebug	  =	  false	  
	  
*.numAP	  =	  7	  
*.numNodeRx	  =	  7	  
*.numNodeTx	  =	  7	  
	  
#Mobility	  Cell	  0	  
*.nodeAPNode[0].mobility.x	  =	  440	  
*.nodeAPNode[0].mobility.y	  =	  410	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*.NodeaAP[0].mobility.x	  =	  435	  
*.NodeaAP[0].mobility.y	  =	  410	  
*.APaNode[0].mobility.x	  =	  445	  
*.APaNode[0].mobility.y	  =	  410	  
#Mobility	  Cell	  1	  
*.nodeAPNode[1].mobility.x	  =	  544	  
*.nodeAPNode[1].mobility.y	  =	  410	  
*.NodeaAP[1].mobility.x	  =	  539	  
*.NodeaAP[1].mobility.y	  =	  410	  
*.APaNode[1].mobility.x	  =	  549	  
*.APaNode[1].mobility.y	  =	  410	  
#Mobility	  Cell	  2	  
*.nodeAPNode[2].mobility.x	  =	  396	  
*.nodeAPNode[2].mobility.y	  =	  500	  
*.NodeaAP[2].mobility.x	  =	  391	  
*.NodeaAP[2].mobility.y	  =	  500	  
*.APaNode[2].mobility.x	  =	  401	  
*.APaNode[2].mobility.y	  =	  500	  
#Mobility	  Cell	  3	  
*.nodeAPNode[3].mobility.x	  =	  500	  
*.nodeAPNode[3].mobility.y	  =	  500	  
*.NodeaAP[3].mobility.x	  =	  495	  
*.NodeaAP[3].mobility.y	  =	  500	  
*.APaNode[3].mobility.x	  =	  505	  
*.APaNode[3].mobility.y	  =	  500	  
#Mobility	  Cell	  4	  
*.nodeAPNode[4].mobility.x	  =	  604	  
*.nodeAPNode[4].mobility.y	  =	  500	  
*.NodeaAP[4].mobility.x	  =	  599	  
*.NodeaAP[4].mobility.y	  =	  500	  
*.APaNode[4].mobility.x	  =	  609	  
*.APaNode[4].mobility.y	  =	  500	  
#Mobility	  Cell	  5	  
*.nodeAPNode[5].mobility.x	  =	  450	  
*.nodeAPNode[5].mobility.y	  =	  590	  
*.NodeaAP[5].mobility.x	  =	  445	  
*.NodeaAP[5].mobility.y	  =	  590	  
*.APaNode[5].mobility.x	  =	  455	  
*.APaNode[5].mobility.y	  =	  590	  
#Mobility	  Cell	  6	  
*.nodeAPNode[6].mobility.x	  =	  554	  
*.nodeAPNode[6].mobility.y	  =	  590	  
*.NodeaAP[6].mobility.x	  =	  549	  
*.NodeaAP[6].mobility.y	  =	  590	  
*.APaNode[6].mobility.x	  =	  559	  
*.APaNode[6].mobility.y	  =	  590	  
	  
#	  Rango	  de	  canales	  en	  el	  cual	  puedo	  trabajar	  
*.channelcontrol.numChannels	  =	  13	  
	  
*.nodeAPNode[0].**.channelNumber	  =	  11	  
*.APaNode[0].**.channelNumber	  =	  11	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*.NodeaAP[0].**.channelNumber	  =	  11	  
*.nodeAPNode[1].**.channelNumber	  =	  6	  
*.APaNode[1].**.channelNumber	  =	  6	  
*.NodeaAP[1].**.channelNumber	  =	  6	  
*.nodeAPNode[2].**.channelNumber	  =	  6	  
*.APaNode[2].**.channelNumber	  =	  6	  
*.NodeaAP[2].**.channelNumber	  =	  6	  
*.nodeAPNode[3].**.channelNumber	  =	  1	  
*.APaNode[3].**.channelNumber	  =	  1	  
*.NodeaAP[3].**.channelNumber	  =	  1	  
*.nodeAPNode[4].**.channelNumber	  =	  11	  
*.APaNode[4].**.channelNumber	  =	  11	  
*.NodeaAP[4].**.channelNumber	  =	  11	  
*.nodeAPNode[5].**.channelNumber	  =	  11	  
*.APaNode[5].**.channelNumber	  =	  11	  
*.NodeaAP[5].**.channelNumber	  =	  11	  
*.nodeAPNode[6].**.channelNumber	  =	  6	  
*.APaNode[6].**.channelNumber	  =	  6	  
*.NodeaAP[6].**.channelNumber	  =	  6	  
	  
	  
#	  channel	  physical	  parameters	  
*.channelcontrol.carrierFrequency	  =	  2.4GHz	  
*.channelcontrol.pMax	  =	  0.15mW	  
*.channelcontrol.sat	  =	  -­‐92dBm	  
*.channelcontrol.alpha	  =	  2	  
	  
#hide	  coverage	  
*.APaNode[*].wlan.radio.drawCoverage	  =	  false	  
*.NodeaAP[*].wlan.radio.drawCoverage	  =	  false	  
	  
#	  access	  point	  
#AP	  0	  configuration	  
*.nodeAPNode[0].wlan.mac.address	  =	  "10:00:00:00:00:00"	  
**.NodeaAP[0].wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNode[0].wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNode[0].wlan.mac.address	  =	  "11:00:00:00:00:00"	  
*.NodeaAP[0].etherAppCli.destAddress	  =	  "11:00:00:00:00:00"	  
#AP	  1	  configuration	  
*.nodeAPNode[1].wlan.mac.address	  =	  "20:00:00:00:00:00"	  
**.NodeaAP[1].wlan.mgmt.accessPointAddress	  =	  "20:00:00:00:00:00"	  
**.APaNode[1].wlan.mgmt.accessPointAddress	  =	  "20:00:00:00:00:00"	  
**.APaNode[1].wlan.mac.address	  =	  "21:00:00:00:00:00"	  
*.NodeaAP[1].etherAppCli.destAddress	  =	  "21:00:00:00:00:00"	  
#AP	  2	  configuration	  
*.nodeAPNode[2].wlan.mac.address	  =	  "30:00:00:00:00:00"	  
**.NodeaAP[2].wlan.mgmt.accessPointAddress	  =	  "30:00:00:00:00:00"	  
**.APaNode[2].wlan.mgmt.accessPointAddress	  =	  "30:00:00:00:00:00"	  
**.APaNode[2].wlan.mac.address	  =	  "31:00:00:00:00:00"	  
*.NodeaAP[2].etherAppCli.destAddress	  =	  "31:00:00:00:00:00"	  
#AP	  3	  configuration	  
*.nodeAPNode[3].wlan.mac.address	  =	  "40:00:00:00:00:00"	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**.NodeaAP[3].wlan.mgmt.accessPointAddress	  =	  "40:00:00:00:00:00"	  
**.APaNode[3].wlan.mgmt.accessPointAddress	  =	  "40:00:00:00:00:00"	  
**.APaNode[3].wlan.mac.address	  =	  "41:00:00:00:00:00"	  
*.NodeaAP[3].etherAppCli.destAddress	  =	  "41:00:00:00:00:00"	  
#AP	  4	  configuration	  
*.nodeAPNode[4].wlan.mac.address	  =	  "50:00:00:00:00:00"	  
**.NodeaAP[4].wlan.mgmt.accessPointAddress	  =	  "50:00:00:00:00:00"	  
**.APaNode[4].wlan.mgmt.accessPointAddress	  =	  "50:00:00:00:00:00"	  
**.APaNode[4].wlan.mac.address	  =	  "51:00:00:00:00:00"	  
*.NodeaAP[4].etherAppCli.destAddress	  =	  "51:00:00:00:00:00"	  
#AP	  5	  configuration	  
*.nodeAPNode[5].wlan.mac.address	  =	  "60:00:00:00:00:00"	  
**.NodeaAP[5].wlan.mgmt.accessPointAddress	  =	  "60:00:00:00:00:00"	  
**.APaNode[5].wlan.mgmt.accessPointAddress	  =	  "60:00:00:00:00:00"	  
**.APaNode[5].wlan.mac.address	  =	  "61:00:00:00:00:00"	  
*.NodeaAP[5].etherAppCli.destAddress	  =	  "61:00:00:00:00:00"	  
#AP	  6	  configuration	  
*.nodeAPNode[6].wlan.mac.address	  =	  "70:00:00:00:00:00"	  
**.NodeaAP[6].wlan.mgmt.accessPointAddress	  =	  "70:00:00:00:00:00"	  
**.APaNode[6].wlan.mgmt.accessPointAddress	  =	  "70:00:00:00:00:00"	  
**.APaNode[6].wlan.mac.address	  =	  "71:00:00:00:00:00"	  
*.NodeaAP[6].etherAppCli.destAddress	  =	  "71:00:00:00:00:00"	  
	  
**.mgmt.frameCapacity	  =	  10	  
**.wlan.mgmt.beaconInterval	  =	  100ms	  
	  
	  
#	  nic	  settings	  
**.mac.maxQueueSize	  =	  14	  
**.mac.rtsThresholdBytes	  =	  3000B	  
**.mac.bitrate	  =	  11Mbps	  
**.mac.retryLimit	  =	  7	  
**.mac.cwMinData	  =	  31	  
**.mac.cwMinBroadcast	  =	  31	  
	  
**.radio.bitrate	  =	  11Mbps	  
**.radio.transmitterPower	  =	  0.15mW	  
**.radio.thermalNoise	  =	  -­‐110dBm	  
**.radio.sensitivity	  =	  -­‐90dBm	  
**.radio.pathLossAlpha	  =	  2	  
**.radio.snirThreshold	  =	  4dB	  
	  
#	  cli	  nodeaAP	  
**.etherAppCli.reqLength	  =	  1500B	  
**.etherAppCli.respLength	  =	  0	  




#No	  salen	  las	  propiedades	  de	  wlan,	  los	  estados.	  
**.wlan.**.vector-­‐recording	  =	  false	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scalar	  *.APaNode[4].sink	  	  	  	  	  numPackets	  	  	  	  	  10205	  
scalar	  *.APaNode[4].sink	  	  	  	  	  numBits	  	  	  	  	  122460000	  
scalar	  *.APaNode[4].sink	  	  	  	  	  throughput	  	  	  	  	  3061630.6425253	  





18	  	  	  	  1256269	  	  	  	  11.018547655886	  	  	  	  2918714.9708265	  
18	  	  	  	  1377617	  	  	  	  12.019095406482	  	  	  	  2942317.9369163	  
18	  	  	  	  1499137	  	  	  	  13.019962596467	  	  	  	  2962220.4913604	  
18	  	  	  	  1620921	  	  	  	  14.021613389471	  	  	  	  2962854.4765894	  
18	  	  	  	  1742395	  	  	  	  15.021766133991	  	  	  	  2978078.5828354	  
18	  	  	  	  1863860	  	  	  	  16.022849023979	  	  	  	  2981492.2382722	  
[...]	  
 
C.14. Códigos escenario NodosFijos_AP_DiferenteCanal_ 
Celular_x19 
 











//	  TODO	  documentation	  
//	  




	   parameters:	  
	  	  	  	  	   int	  numAP;	  
	  	  	  	  	   int	  numNodeTx;	  
	  	  	  	  	   int	  numNodeRx;	  
	   submodules:	  
	  	  	  	  	   channelcontrol:	  ChannelControl	  {	  
	  	  	  	  	  	  	  	  	   @display("p=62,32");	  
	  	  	  	  	   }	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   flatNetworkConfigurator:	  FlatNetworkConfigurator	  {	  
	  	  	  	  	  	  	  	  	   @display("p=247,33");	  
	  	  	  	  	   }	  
	  	  	  	  	   APaNode[numNodeRx]:	  APaNode	  {	  
	  	  	  	  	  	  	  	  	   @display("p=320,168");	  
	  	  	  	  	   }	  
	  	  	  	  	   NodeaAP[numNodeTx]:	  NodeaAP	  {	  
	  	  	  	  	  	  	  	  	   @display("p=83,115");	  
	  	  	  	  	   }	  
	  	  	  	  	   nodeAPNode[numAP]:	  NodeAPNode	  {	  
	  	  	  	  	  	  	  	  	   @display("p=193,141");	  








network	  =	  NodosFijos_AP_DiferenteCanal_Celular_x19	  
#cmdenv-­‐output-­‐file	  =	  omnetpp.log	  
#debug-­‐on-­‐errors	  =	  true	  
tkenv-­‐plugin-­‐path	  =	  ../../../etc/plugins	  
	  
**.playgroundSizeX	  =	  800	  
**.playgroundSizeY	  =	  800	  
**.coreDebug	  =	  false	  
	  
*.numAP	  =	  19	  
*.numNodeRx	  =	  19	  
*.numNodeTx	  =	  19	  
	  
#Mobility	  Cell	  0	  
*.nodeAPNode[0].mobility.x	  =	  296	  
*.nodeAPNode[0].mobility.y	  =	  220	  
*.NodeaAP[0].mobility.x	  =	  291	  
*.NodeaAP[0].mobility.y	  =	  220	  
*.APaNode[0].mobility.x	  =	  301	  
*.APaNode[0].mobility.y	  =	  220	  
	  
#Mobility	  Cell	  1	  
*.nodeAPNode[1].mobility.x	  =	  400	  
*.nodeAPNode[1].mobility.y	  =	  220	  
*.APaNode[1].mobility.x	  =	  405	  
*.APaNode[1].mobility.y	  =	  220	  
#Nodo	  alejado	  del	  AP	  
#*.NodeaAP[1].mobility.x	  =	  400	  
#*.NodeaAP[1].mobility.y	  =	  280	  
#Nodo	  cerca	  del	  AP	  
#*.NodeaAP[1].mobility.x	  =	  395	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#*.NodeaAP[1].mobility.y	  =	  220	  
#Nodo	  en	  mitad	  del	  radio	  del	  AP	  
*.NodeaAP[1].mobility.x	  =	  400	  
*.NodeaAP[1].mobility.y	  =	  250	  
	  
#Mobility	  Cell	  2	  
*.nodeAPNode[2].mobility.x	  =	  504	  
*.nodeAPNode[2].mobility.y	  =	  220	  
*.NodeaAP[2].mobility.x	  =	  499	  
*.NodeaAP[2].mobility.y	  =	  220	  
*.APaNode[2].mobility.x	  =	  509	  
*.APaNode[2].mobility.y	  =	  220	  
	  
#Mobility	  Cell	  3	  
*.nodeAPNode[3].mobility.x	  =	  244	  
*.nodeAPNode[3].mobility.y	  =	  310	  
*.APaNode[3].mobility.x	  =	  249	  
*.APaNode[3].mobility.y	  =	  310	  
#Nodo	  alejado	  del	  AP	  
#*.NodeaAP[3].mobility.x	  =	  296	  
#*.NodeaAP[3].mobility.y	  =	  340	  
#Nodo	  cerca	  del	  AP	  
#*.NodeaAP[3].mobility.x	  =	  239	  
#*.NodeaAP[3].mobility.y	  =	  310	  
#Nodo	  en	  mitad	  del	  radio	  del	  AP	  
*.NodeaAP[3].mobility.x	  =	  274	  
*.NodeaAP[3].mobility.y	  =	  330	  
	  
#Mobility	  Cell	  4	  
*.nodeAPNode[4].mobility.x	  =	  348	  
*.nodeAPNode[4].mobility.y	  =	  310	  
*.NodeaAP[4].mobility.x	  =	  343	  
*.NodeaAP[4].mobility.y	  =	  310	  
*.APaNode[4].mobility.x	  =	  353	  
*.APaNode[4].mobility.y	  =	  310	  
	  
#Mobility	  Cell	  5	  
*.nodeAPNode[5].mobility.x	  =	  452	  
*.nodeAPNode[5].mobility.y	  =	  310	  
*.NodeaAP[5].mobility.x	  =	  447	  
*.NodeaAP[5].mobility.y	  =	  310	  
*.APaNode[5].mobility.x	  =	  457	  
*.APaNode[5].mobility.y	  =	  310	  
	  
#Mobility	  Cell	  6	  
*.nodeAPNode[6].mobility.x	  =	  556	  
*.nodeAPNode[6].mobility.y	  =	  310	  
*.APaNode[6].mobility.x	  =	  561	  
*.APaNode[6].mobility.y	  =	  310	  
#Nodo	  alejado	  del	  AP	  
#*.NodeaAP[6].mobility.x	  =	  504	  
#*.NodeaAP[6].mobility.y	  =	  340	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#Nodo	  cerca	  del	  AP	  
#*.NodeaAP[6].mobility.x	  =	  550	  
#*.NodeaAP[6].mobility.y	  =	  310	  
#Nodo	  en	  mitad	  del	  radio	  del	  AP	  
*.NodeaAP[6].mobility.x	  =	  526	  
*.NodeaAP[6].mobility.y	  =	  330	  
	  
#Mobility	  Cell	  7	  
*.nodeAPNode[7].mobility.x	  =	  192	  
*.nodeAPNode[7].mobility.y	  =	  400	  
*.NodeaAP[7].mobility.x	  =	  187	  
*.NodeaAP[7].mobility.y	  =	  400	  
*.APaNode[7].mobility.x	  =	  197	  
*.APaNode[7].mobility.y	  =	  400	  
	  
#Mobility	  Cell	  8	  
*.nodeAPNode[8].mobility.x	  =	  296	  
*.nodeAPNode[8].mobility.y	  =	  400	  
*.NodeaAP[8].mobility.x	  =	  291	  
*.NodeaAP[8].mobility.y	  =	  400	  
*.APaNode[8].mobility.x	  =	  301	  
*.APaNode[8].mobility.y	  =	  400	  
	  
#Mobility	  Cell	  9	  
*.nodeAPNode[9].mobility.x	  =	  400	  
*.nodeAPNode[9].mobility.y	  =	  400	  
*.NodeaAP[9].mobility.x	  =	  395	  
*.NodeaAP[9].mobility.y	  =	  400	  
#Nodo	  alejado	  del	  AP	  
*.APaNode[9].mobility.x	  =	  450	  
*.APaNode[9].mobility.y	  =	  428	  
#Nodo	  cerca	  del	  AP	  
#*.APaNode[9].mobility.x	  =	  405	  
#*.APaNode[9].mobility.y	  =	  400	  
#Nodo	  en	  mitad	  del	  radio	  del	  AP	  
#*.APaNode[9].mobility.x	  =	  430	  
#*.APaNode[9].mobility.y	  =	  420	  
#Nodo	  2/3	  
#*.APaNode[9].mobility.x	  =	  415	  
#*.APaNode[9].mobility.y	  =	  410	  
#Nodo	  extremo	  
#*.APaNode[9].mobility.x	  =	  460	  
#*.APaNode[9].mobility.y	  =	  435	  
	  
	  
#Mobility	  Cell	  10	  
*.nodeAPNode[10].mobility.x	  =	  504	  
*.nodeAPNode[10].mobility.y	  =	  400	  
*.NodeaAP[10].mobility.x	  =	  499	  
*.NodeaAP[10].mobility.y	  =	  400	  
*.APaNode[10].mobility.x	  =	  509	  
*.APaNode[10].mobility.y	  =	  400	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#Mobility	  Cell	  11	  
*.nodeAPNode[11].mobility.x	  =	  608	  
*.nodeAPNode[11].mobility.y	  =	  400	  
*.NodeaAP[11].mobility.x	  =	  603	  
*.NodeaAP[11].mobility.y	  =	  400	  
*.APaNode[11].mobility.x	  =	  613	  
*.APaNode[11].mobility.y	  =	  400	  
	  
#Mobility	  Cell	  12	  
*.nodeAPNode[12].mobility.x	  =	  244	  
*.nodeAPNode[12].mobility.y	  =	  490	  
*.APaNode[12].mobility.x	  =	  249	  
*.APaNode[12].mobility.y	  =	  490	  
#Nodo	  alejado	  del	  AP	  
#*.NodeaAP[12].mobility.x	  =	  296	  
#*.NodeaAP[12].mobility.y	  =	  460	  
#Nodo	  cerca	  del	  AP	  
#*.NodeaAP[12].mobility.x	  =	  239	  
#*.NodeaAP[12].mobility.y	  =	  490	  
#Nodo	  en	  mitad	  del	  radio	  del	  AP	  
*.NodeaAP[12].mobility.x	  =	  274	  
*.NodeaAP[12].mobility.y	  =	  470	  
	  
#Mobility	  Cell	  13	  
*.nodeAPNode[13].mobility.x	  =	  348	  
*.nodeAPNode[13].mobility.y	  =	  490	  
*.NodeaAP[13].mobility.x	  =	  343	  
*.NodeaAP[13].mobility.y	  =	  490	  
*.APaNode[13].mobility.x	  =	  353	  
*.APaNode[13].mobility.y	  =	  490	  
	  
#Mobility	  Cell	  14	  
*.nodeAPNode[14].mobility.x	  =	  452	  
*.nodeAPNode[14].mobility.y	  =	  490	  
*.NodeaAP[14].mobility.x	  =	  447	  
*.NodeaAP[14].mobility.y	  =	  490	  
*.APaNode[14].mobility.x	  =	  457	  
*.APaNode[14].mobility.y	  =	  490	  
	  
#Mobility	  Cell	  15	  
*.nodeAPNode[15].mobility.x	  =	  556	  
*.nodeAPNode[15].mobility.y	  =	  490	  
*.APaNode[15].mobility.x	  =	  561	  
*.APaNode[15].mobility.y	  =	  490	  
#Nodo	  alejado	  del	  AP	  
#*.NodeaAP[15].mobility.x	  =	  504	  
#*.NodeaAP[15].mobility.y	  =	  460	  
#Nodo	  cerca	  del	  AP	  
#*.NodeaAP[15].mobility.x	  =	  551	  
#*.NodeaAP[15].mobility.y	  =	  490	  
#Nodo	  en	  mitad	  del	  radio	  del	  AP	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*.NodeaAP[15].mobility.x	  =	  526	  
*.NodeaAP[15].mobility.y	  =	  470	  
	  
#Mobility	  Cell	  16	  
*.nodeAPNode[16].mobility.x	  =	  296	  
*.nodeAPNode[16].mobility.y	  =	  580	  
*.NodeaAP[16].mobility.x	  =	  291	  
*.NodeaAP[16].mobility.y	  =	  580	  
*.APaNode[16].mobility.x	  =	  301	  
*.APaNode[16].mobility.y	  =	  580	  
	  
#Mobility	  Cell	  17	  
*.nodeAPNode[17].mobility.x	  =	  400	  
*.nodeAPNode[17].mobility.y	  =	  580	  
*.APaNode[17].mobility.x	  =	  405	  
*.APaNode[17].mobility.y	  =	  580	  
#Nodo	  alejado	  del	  AP	  
#*.NodeaAP[17].mobility.x	  =	  400	  
#*.NodeaAP[17].mobility.y	  =	  520	  
#Nodo	  cerca	  del	  AP	  
#*.NodeaAP[17].mobility.x	  =	  395	  
#*.NodeaAP[17].mobility.y	  =	  580	  
#Nodo	  en	  mitad	  del	  radio	  del	  AP	  
*.NodeaAP[17].mobility.x	  =	  400	  
*.NodeaAP[17].mobility.y	  =	  550	  
	  
#Mobility	  Cell	  18	  
*.nodeAPNode[18].mobility.x	  =	  504	  
*.nodeAPNode[18].mobility.y	  =	  580	  
*.NodeaAP[18].mobility.x	  =	  499	  
*.NodeaAP[18].mobility.y	  =	  580	  
*.APaNode[18].mobility.x	  =	  509	  
*.APaNode[18].mobility.y	  =	  580	  
	  
#	  Rango	  de	  canales	  en	  el	  cual	  puedo	  trabajar	  
*.channelcontrol.numChannels	  =	  13	  
	  
*.nodeAPNode[0].**.channelNumber	  =	  6	  
*.APaNode[0].**.channelNumber	  =	  6	  
*.NodeaAP[0].**.channelNumber	  =	  6	  
*.nodeAPNode[1].**.channelNumber	  =	  1	  
*.APaNode[1].**.channelNumber	  =	  1	  
*.NodeaAP[1].**.channelNumber	  =	  1	  
*.nodeAPNode[2].**.channelNumber	  =	  11	  
*.APaNode[2].**.channelNumber	  =	  11	  
*.NodeaAP[2].**.channelNumber	  =	  11	  
*.nodeAPNode[3].**.channelNumber	  =	  1	  
*.APaNode[3].**.channelNumber	  =	  1	  
*.NodeaAP[3].**.channelNumber	  =	  1	  
*.nodeAPNode[4].**.channelNumber	  =	  11	  
*.APaNode[4].**.channelNumber	  =	  11	  
*.NodeaAP[4].**.channelNumber	  =	  11	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*.nodeAPNode[5].**.channelNumber	  =	  6	  
*.APaNode[5].**.channelNumber	  =	  6	  
*.NodeaAP[5].**.channelNumber	  =	  6	  
*.nodeAPNode[6].**.channelNumber	  =	  1	  
*.APaNode[6].**.channelNumber	  =	  1	  
*.NodeaAP[6].**.channelNumber	  =	  1	  
*.nodeAPNode[7].**.channelNumber	  =	  11	  
*.APaNode[7].**.channelNumber	  =	  11	  
*.NodeaAP[7].**.channelNumber	  =	  11	  
*.nodeAPNode[8].**.channelNumber	  =	  6	  
*.APaNode[8].**.channelNumber	  =	  6	  
*.NodeaAP[8].**.channelNumber	  =	  6	  
*.nodeAPNode[9].**.channelNumber	  =	  1	  
*.APaNode[9].**.channelNumber	  =	  1	  
*.NodeaAP[9].**.channelNumber	  =	  1	  
*.nodeAPNode[10].**.channelNumber	  =	  11	  
*.APaNode[10].**.channelNumber	  =	  11	  
*.NodeaAP[10].**.channelNumber	  =	  11	  
*.nodeAPNode[11].**.channelNumber	  =	  6	  
*.APaNode[11].**.channelNumber	  =	  6	  
*.NodeaAP[11].**.channelNumber	  =	  6	  
*.nodeAPNode[12].**.channelNumber	  =	  1	  
*.APaNode[12].**.channelNumber	  =	  1	  
*.NodeaAP[12].**.channelNumber	  =	  1	  
*.nodeAPNode[13].**.channelNumber	  =	  11	  
*.APaNode[13].**.channelNumber	  =	  11	  
*.NodeaAP[13].**.channelNumber	  =	  11	  
*.nodeAPNode[14].**.channelNumber	  =	  6	  
*.APaNode[14].**.channelNumber	  =	  6	  
*.NodeaAP[14].**.channelNumber	  =	  6	  
*.nodeAPNode[15].**.channelNumber	  =	  1	  
*.APaNode[15].**.channelNumber	  =	  1	  
*.NodeaAP[15].**.channelNumber	  =	  1	  
*.nodeAPNode[16].**.channelNumber	  =	  6	  
*.APaNode[16].**.channelNumber	  =	  6	  
*.NodeaAP[16].**.channelNumber	  =	  6	  
*.nodeAPNode[17].**.channelNumber	  =	  1	  
*.APaNode[17].**.channelNumber	  =	  1	  
*.NodeaAP[17].**.channelNumber	  =	  1	  
*.nodeAPNode[18].**.channelNumber	  =	  11	  
*.APaNode[18].**.channelNumber	  =	  11	  




*.APaNode[*].wlan.radio.drawCoverage	  =	  false	  
*.NodeaAP[*].wlan.radio.drawCoverage	  =	  false	  
	  
#	  access	  point	  
	  
#AP	  0	  configuration	  
*.nodeAPNode[0].wlan.mac.address	  =	  "E0:00:00:00:00:00"	  
156      Estudio del uso del simulador OMNeT++ para la evaluación de escenarios celulares y multisalto con WLAN 
**.NodeaAP[0].wlan.mgmt.accessPointAddress	  =	  "E0:00:00:00:00:00"	  
**.APaNode[0].wlan.mgmt.accessPointAddress	  =	  "E0:00:00:00:00:00"	  
**.APaNode[0].wlan.mac.address	  =	  "E1:00:00:00:00:00"	  
*.NodeaAP[0].etherAppCli.destAddress	  =	  "E1:00:00:00:00:00"	  
	  
#AP	  1	  configuration	  
*.nodeAPNode[1].wlan.mac.address	  =	  "10:00:00:00:00:00"	  
**.NodeaAP[1].wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNode[1].wlan.mgmt.accessPointAddress	  =	  "10:00:00:00:00:00"	  
**.APaNode[1].wlan.mac.address	  =	  "11:00:00:00:00:00"	  
*.NodeaAP[1].etherAppCli.destAddress	  =	  "11:00:00:00:00:00"	  
	  
#AP	  2	  configuration	  
*.nodeAPNode[2].wlan.mac.address	  =	  "20:00:00:00:00:00"	  
**.NodeaAP[2].wlan.mgmt.accessPointAddress	  =	  "20:00:00:00:00:00"	  
**.APaNode[2].wlan.mgmt.accessPointAddress	  =	  "20:00:00:00:00:00"	  
**.APaNode[2].wlan.mac.address	  =	  "21:00:00:00:00:00"	  
*.NodeaAP[2].etherAppCli.destAddress	  =	  "21:00:00:00:00:00"	  
	  
#AP	  3	  configuration	  
*.nodeAPNode[3].wlan.mac.address	  =	  "30:00:00:00:00:00"	  
**.NodeaAP[3].wlan.mgmt.accessPointAddress	  =	  "30:00:00:00:00:00"	  
**.APaNode[3].wlan.mgmt.accessPointAddress	  =	  "30:00:00:00:00:00"	  
**.APaNode[3].wlan.mac.address	  =	  "31:00:00:00:00:00"	  
*.NodeaAP[3].etherAppCli.destAddress	  =	  "31:00:00:00:00:00"	  
	  
#AP	  4	  configuration	  
*.nodeAPNode[4].wlan.mac.address	  =	  "40:00:00:00:00:00"	  
**.NodeaAP[4].wlan.mgmt.accessPointAddress	  =	  "40:00:00:00:00:00"	  
**.APaNode[4].wlan.mgmt.accessPointAddress	  =	  "40:00:00:00:00:00"	  
**.APaNode[4].wlan.mac.address	  =	  "41:00:00:00:00:00"	  
*.NodeaAP[4].etherAppCli.destAddress	  =	  "41:00:00:00:00:00"	  
	  
#AP	  5	  configuration	  
*.nodeAPNode[5].wlan.mac.address	  =	  "50:00:00:00:00:00"	  
**.NodeaAP[5].wlan.mgmt.accessPointAddress	  =	  "50:00:00:00:00:00"	  
**.APaNode[5].wlan.mgmt.accessPointAddress	  =	  "50:00:00:00:00:00"	  
**.APaNode[5].wlan.mac.address	  =	  "51:00:00:00:00:00"	  
*.NodeaAP[5].etherAppCli.destAddress	  =	  "51:00:00:00:00:00"	  
	  
#AP	  6	  configuration	  
*.nodeAPNode[6].wlan.mac.address	  =	  "60:00:00:00:00:00"	  
**.NodeaAP[6].wlan.mgmt.accessPointAddress	  =	  "60:00:00:00:00:00"	  
**.APaNode[6].wlan.mgmt.accessPointAddress	  =	  "60:00:00:00:00:00"	  
**.APaNode[6].wlan.mac.address	  =	  "61:00:00:00:00:00"	  
*.NodeaAP[6].etherAppCli.destAddress	  =	  "61:00:00:00:00:00"	  
	  
#AP	  7	  configuration	  
*.nodeAPNode[7].wlan.mac.address	  =	  "70:00:00:00:00:00"	  
**.NodeaAP[7].wlan.mgmt.accessPointAddress	  =	  "70:00:00:00:00:00"	  
**.APaNode[7].wlan.mgmt.accessPointAddress	  =	  "70:00:00:00:00:00"	  
**.APaNode[7].wlan.mac.address	  =	  "71:00:00:00:00:00"	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*.NodeaAP[7].etherAppCli.destAddress	  =	  "71:00:00:00:00:00"	  
	  
#AP	  8	  configuration	  
*.nodeAPNode[8].wlan.mac.address	  =	  "80:00:00:00:00:00"	  
**.NodeaAP[8].wlan.mgmt.accessPointAddress	  =	  "80:00:00:00:00:00"	  
**.APaNode[8].wlan.mgmt.accessPointAddress	  =	  "80:00:00:00:00:00"	  
**.APaNode[8].wlan.mac.address	  =	  "81:00:00:00:00:00"	  
*.NodeaAP[8].etherAppCli.destAddress	  =	  "81:00:00:00:00:00"	  
	  
#AP	  9	  configuration	  
*.nodeAPNode[9].wlan.mac.address	  =	  "90:00:00:00:00:00"	  
**.NodeaAP[9].wlan.mgmt.accessPointAddress	  =	  "90:00:00:00:00:00"	  
**.APaNode[9].wlan.mgmt.accessPointAddress	  =	  "90:00:00:00:00:00"	  
**.APaNode[9].wlan.mac.address	  =	  "91:00:00:00:00:00"	  
*.NodeaAP[9].etherAppCli.destAddress	  =	  "91:00:00:00:00:00"	  
	  
#AP	  10	  configuration	  
*.nodeAPNode[10].wlan.mac.address	  =	  "A0:00:00:00:00:00"	  
**.NodeaAP[10].wlan.mgmt.accessPointAddress	  =	  "A0:00:00:00:00:00"	  
**.APaNode[10].wlan.mgmt.accessPointAddress	  =	  "A0:00:00:00:00:00"	  
**.APaNode[10].wlan.mac.address	  =	  "A1:00:00:00:00:00"	  
*.NodeaAP[10].etherAppCli.destAddress	  =	  "A1:00:00:00:00:00"	  
	  
#AP	  11	  configuration	  
*.nodeAPNode[11].wlan.mac.address	  =	  "10:10:00:00:00:00"	  
**.NodeaAP[11].wlan.mgmt.accessPointAddress	  =	  "10:10:00:00:00:00"	  
**.APaNode[11].wlan.mgmt.accessPointAddress	  =	  "10:10:00:00:00:00"	  
**.APaNode[11].wlan.mac.address	  =	  "11:10:00:00:00:00"	  
*.NodeaAP[11].etherAppCli.destAddress	  =	  "11:10:00:00:00:00"	  
	  
#AP	  12	  configuration	  
*.nodeAPNode[12].wlan.mac.address	  =	  "12:00:00:00:00:00"	  
**.NodeaAP[12].wlan.mgmt.accessPointAddress	  =	  "12:00:00:00:00:00"	  
**.APaNode[12].wlan.mgmt.accessPointAddress	  =	  "12:00:00:00:00:00"	  
**.APaNode[12].wlan.mac.address	  =	  "12:10:00:00:00:00"	  
*.NodeaAP[12].etherAppCli.destAddress	  =	  "12:10:00:00:00:00"	  
	  
#AP	  13	  configuration	  
*.nodeAPNode[13].wlan.mac.address	  =	  "13:00:00:00:00:00"	  
**.NodeaAP[13].wlan.mgmt.accessPointAddress	  =	  "13:00:00:00:00:00"	  
**.APaNode[13].wlan.mgmt.accessPointAddress	  =	  "13:00:00:00:00:00"	  
**.APaNode[13].wlan.mac.address	  =	  "13:10:00:00:00:00"	  
*.NodeaAP[13].etherAppCli.destAddress	  =	  "13:10:00:00:00:00"	  
	  
#AP	  14	  configuration	  
*.nodeAPNode[14].wlan.mac.address	  =	  "14:00:00:00:00:00"	  
**.NodeaAP[14].wlan.mgmt.accessPointAddress	  =	  "14:00:00:00:00:00"	  
**.APaNode[14].wlan.mgmt.accessPointAddress	  =	  "14:00:00:00:00:00"	  
**.APaNode[14].wlan.mac.address	  =	  "14:10:00:00:00:00"	  
*.NodeaAP[14].etherAppCli.destAddress	  =	  "14:10:00:00:00:00"	  
	  
#AP	  15	  configuration	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*.nodeAPNode[15].wlan.mac.address	  =	  "15:00:00:00:00:00"	  
**.NodeaAP[15].wlan.mgmt.accessPointAddress	  =	  "15:00:00:00:00:00"	  
**.APaNode[15].wlan.mgmt.accessPointAddress	  =	  "15:00:00:00:00:00"	  
**.APaNode[15].wlan.mac.address	  =	  "15:10:00:00:00:00"	  
*.NodeaAP[15].etherAppCli.destAddress	  =	  "15:10:00:00:00:00"	  
	  
#AP	  16	  configuration	  
*.nodeAPNode[16].wlan.mac.address	  =	  "16:00:00:00:00:00"	  
**.NodeaAP[16].wlan.mgmt.accessPointAddress	  =	  "16:00:00:00:00:00"	  
**.APaNode[16].wlan.mgmt.accessPointAddress	  =	  "16:00:00:00:00:00"	  
**.APaNode[16].wlan.mac.address	  =	  "16:10:00:00:00:00"	  
*.NodeaAP[16].etherAppCli.destAddress	  =	  "16:10:00:00:00:00"	  
	  
#AP	  17	  configuration	  
*.nodeAPNode[17].wlan.mac.address	  =	  "17:00:00:00:00:00"	  
**.NodeaAP[17].wlan.mgmt.accessPointAddress	  =	  "17:00:00:00:00:00"	  
**.APaNode[17].wlan.mgmt.accessPointAddress	  =	  "17:00:00:00:00:00"	  
**.APaNode[17].wlan.mac.address	  =	  "17:10:00:00:00:00"	  
*.NodeaAP[17].etherAppCli.destAddress	  =	  "17:10:00:00:00:00"	  
	  
#AP	  18	  configuration	  
*.nodeAPNode[18].wlan.mac.address	  =	  "18:00:00:00:00:00"	  
**.NodeaAP[18].wlan.mgmt.accessPointAddress	  =	  "18:00:00:00:00:00"	  
**.APaNode[18].wlan.mgmt.accessPointAddress	  =	  "18:00:00:00:00:00"	  
**.APaNode[18].wlan.mac.address	  =	  "18:10:00:00:00:00"	  
*.NodeaAP[18].etherAppCli.destAddress	  =	  "18:10:00:00:00:00"	  
	  
	  
**.mgmt.frameCapacity	  =	  10	  
**.wlan.mgmt.beaconInterval	  =	  100ms	  
	  
	  
#	  nic	  settings	  
**.mac.maxQueueSize	  =	  14	  
**.mac.rtsThresholdBytes	  =	  3000B	  
**.mac.bitrate	  =	  11Mbps	  
**.mac.retryLimit	  =	  7	  
**.mac.cwMinData	  =	  31	  
**.mac.cwMinBroadcast	  =	  31	  
	  
**.radio.bitrate	  =	  11Mbps	  
**.radio.transmitterPower	  =	  0.15mW	  
**.radio.thermalNoise	  =	  -­‐110dBm	  
**.radio.sensitivity	  =	  -­‐85dBm	  
**.radio.pathLossAlpha	  =	  2	  
**.radio.snirThreshold	  =	  4dB	  
#	  channel	  physical	  parameters	  
*.channelcontrol.carrierFrequency	  =	  2.4GHz	  
*.channelcontrol.pMax	  =	  0.15mW	  
*.channelcontrol.sat	  =	  -­‐90dBm	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#	  cli	  nodeaAP	  
**.etherAppCli.reqLength	  =	  1500B	  
**.etherAppCli.respLength	  =	  0	  




#No	  salen	  las	  propiedades	  de	  wlan,	  los	  estados.	  
**.wlan.**.vector-­‐recording	  =	  false	  
	  
**.sink.vector-­‐recording	  =	  false	  
 




scalar	  *.APaNode[1].sink	  	  	  	  	  throughput	  	  	  	  	  3151878.3117273	  
scalar	  *.APaNode[3].sink	  	  	  	  	  throughput	  	  	  	  	  3130605.2045161	  
scalar	  *.APaNode[6].sink	  	  	  	  	  throughput	  	  	  	  	  3164431.4864628	  
scalar	  *.APaNode[9].sink	  	  	  	  	  throughput	  	  	  	  	  952832.81572709	  
scalar	  *.APaNode[12].sink	  	  	  	  	  throughput	  	  	  	  	  3164875.7795483	  
scalar	  *.APaNode[15].sink	  	  	  	  	  throughput	  	  	  	  	  3195028.4318688	  





vector	  0	  	  *.APaNode[0].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  72	  	  *.APaNode[12].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  48	  	  *.APaNode[8].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  84	  	  *.APaNode[14].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  36	  	  *.APaNode[6].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  66	  	  *.APaNode[11].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  78	  	  *.APaNode[13].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  90	  	  *.APaNode[15].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  60	  	  *.APaNode[10].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  30	  	  *.APaNode[5].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  102	  	  *.APaNode[17].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  108	  	  *.APaNode[18].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  18	  	  *.APaNode[3].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  24	  	  *.APaNode[4].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  96	  	  *.APaNode[16].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  12	  	  *.APaNode[2].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  6	  	  *.APaNode[1].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  42	  	  *.APaNode[7].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
vector	  54	  	  *.APaNode[9].sink	  	  "Throughput	  en	  funcio	  del	  temps"	  	  ETV	  
[...]	  
6	  	  	  	  7729193	  	  	  	  27.095480738441	  	  	  	  3121406.1420955	  
6	  	  	  	  8021822	  	  	  	  28.098563945098	  	  	  	  3125284.2733025	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6	  	  	  	  8314181	  	  	  	  29.102238977889	  	  	  	  3128419.0906814	  
6	  	  	  	  8606314	  	  	  	  30.103426910146	  	  	  	  3130009.0943547	  
	  
18	  	  	  	  3922269	  	  	  	  14.0328251656	  	  	  	  3004954.4195399	  
18	  	  	  	  4214003	  	  	  	  15.032897321536	  	  	  	  3022171.9092643	  
18	  	  	  	  4507135	  	  	  	  16.03840476981	  	  	  	  3036212.1856198	  
18	  	  	  	  4798704	  	  	  	  17.040175985734	  	  	  	  3050672.7186105	  
[...]	  
36	  	  	  	  3921795	  	  	  	  14.03121706624	  	  	  	  3072007.2105299	  
36	  	  	  	  4214502	  	  	  	  15.034716612416	  	  	  	  3083263.9679898	  
36	  	  	  	  4506357	  	  	  	  16.035761403224	  	  	  	  3090592.2552599	  
36	  	  	  	  4798759	  	  	  	  17.040277510956	  	  	  	  3097836.8730239	  
[...]	  
54	  	  	  	  3958608	  	  	  	  14.157150713744	  	  	  	  912895.55796373	  
54	  	  	  	  4252087	  	  	  	  15.163729520339	  	  	  	  910066.35151927	  
54	  	  	  	  4545389	  	  	  	  16.169921722387	  	  	  	  918000.73338937	  
54	  	  	  	  4851996	  	  	  	  17.223090259427	  	  	  	  923179.27622177	  
[...]	  
72	  	  	  	  2754270	  	  	  	  10.027225614407	  	  	  	  3069642.7091234	  
72	  	  	  	  3046182	  	  	  	  11.027826047662	  	  	  	  3083835.3681876	  
72	  	  	  	  3338387	  	  	  	  12.030891005237	  	  	  	  3090045.449154	  
72	  	  	  	  3630428	  	  	  	  13.032214862811	  	  	  	  3102158.7984531	  
[...]	  
90	  	  	  	  5979099	  	  	  	  21.090313797763	  	  	  	  3185158.8669641	  
90	  	  	  	  6270641	  	  	  	  22.090715000029	  	  	  	  3184867.4884406	  
90	  	  	  	  6562455	  	  	  	  23.092043496408	  	  	  	  3185512.7941121	  
90	  	  	  	  6854791	  	  	  	  24.095549758641	  	  	  	  3187808.5691925	  
[...]	  
102	  	  	  	  7427387	  	  	  	  26.060168738028	  	  	  	  3170816.0001059	  
102	  	  	  	  7720171	  	  	  	  27.064660288463	  	  	  	  3169298.9709006	  
102	  	  	  	  8012785	  	  	  	  28.067634137537	  	  	  	  3173619.8200215	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ANEXO D. CÁLCULOS: TESELACIÓN HEXAGONAL 
 
En los escenarios 3.13. y 3.14. cubrimos todo el plano con celdas hexagonales 
para que cualquier estación pueda comunicarse. Para ello debemos saber 
dónde colocar los AP y a que distancia se sitúan entre ellos. Partimos de la 









Fig. D.2. Teselación Hexagonal. Medidas 
 
La distancia entre cada AP debe ser de 2X donde X es la apotema del 
hexágono. 
Para calcular esta X podemos hacer el teorema de Pitágoras ya que sabemos 
que la hipotenusa es el radio R, un cateto es X y el otro cateto es R/2. 
 
        
                          
                                                         (D.1)   
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           (D.2) 
 
 
     (D.3) 
 




Una vez conocida estas distancias ya podemos colocar todos los AP de tal 
forma que podamos cubrir todo el escenario. En el fichero INI de los escenarios 
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ANEXO E. THROUGHPUT 
 
Código modificado para obtener un throughput medio cada segundo. Editamos 










*	  A	  module	  that	  just	  deletes	  every	  packet	  it	  receives,	  and	  collects	  
*	  basic	  statistics	  (packet	  count,	  bit	  count,	  packet	  rate,	  bit	  rate).	  
*/	  





double	  throughput;	  //	  bit/sec	  
double	  packetPerSec;	  






virtual	  void	  initialize();	  
virtual	  void	  handleMessage(cMessage	  *msg);	  














numPackets	  =	  0;	  
numBits	  =	  0;	  
throughput	  =	  0;	  
packetPerSec	  =	  0;	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void	  Sink::handleMessage(cMessage	  *msg)	  
{	  
numPackets++;	  
numBits	  +=	  PK(msg)-­‐>getBitLength();	  
throughput	  =	  numBits	  /	  simTime();	  
packetPerSec	  =	  numPackets	  /	  simTime();	  
if	  (simTime()-­‐t1	  >=	  1)	  //throughput	  instantani	  "cada	  segon"	  
{	  
Throughput1Vec.record(throughput);	  //guarda	  valor	  de	  throughput	  en	  aquell	  
instant	  de	  temps	  




























	  *	  Measures	  and	  records	  network	  thruput	  
	  */	  
//	  FIXME	  problem:	  if	  traffic	  suddenly	  stops,	  it'll	  show	  the	  last	  reading	  
forever;	  
//	  (output	  vector	  will	  be	  correct	  though);	  would	  need	  a	  timer	  to	  handle	  this	  
situation	  
class	  INET_API	  ThruputMeter	  :	  public	  cSimpleModule	  
{	  
	  	  protected:	  
	  	  	  	  //	  config	  
	  	  	  	  simtime_t	  startTime;	  //	  start	  time	  
	  	  	  	  unsigned	  int	  batchSize;	  	  	  //	  number	  of	  packets	  in	  a	  batch	  
	  	  	  	  simtime_t	  maxInterval;	  //	  max	  length	  of	  measurement	  interval	  (measurement	  
ends	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  //	  if	  either	  batchSize	  or	  maxInterval	  is	  reached,	  
whichever	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  //	  is	  reached	  first)	  
	  
	  	  	  	  //	  global	  statistics	  
	  	  	  	  unsigned	  long	  numPackets;	  
	  	  	  	  unsigned	  long	  numBits;	  
	  
	  	  	  	  //	  current	  measurement	  interval	  
	  	  	  	  simtime_t	  intvlStartTime;	  
	  	  	  	  simtime_t	  intvlLastPkTime;	  
	  	  	  	  unsigned	  long	  intvlNumPackets;	  
	  	  	  	  unsigned	  long	  intvlNumBits;	  
	  
	  	  	  	  //	  statistics	  
	  	  	  	  cOutVector	  bitpersecVector;	  
	  	  	  	  cOutVector	  pkpersecVector;	  
	  
	  	  protected:	  
	  	  	  	  virtual	  void	  updateStats(simtime_t	  now,	  unsigned	  long	  bits);	  
	  	  	  	  virtual	  void	  beginNewInterval(simtime_t	  now);	  
	  
	  	  protected:	  
	  	  	  	  virtual	  void	  initialize();	  
	  	  	  	  virtual	  void	  handleMessage(cMessage	  *msg);	  















	  	  	  	  startTime	  =	  par("startTime");	  
	  	  	  	  long	  _batchSize	  =	  par("batchSize");	  
	  	  	  	  if((_batchSize	  <	  0)	  ||	  (((long)(unsigned	  int)_batchSize)	  !=	  _batchSize))	  
	  	  	  	  	  	  	  	  throw	  cRuntimeError("invalid	  'batchSize=%ld'	  parameter	  at	  '%s'	  
module",_batchSize,	  getFullPath().c_str());	  
	  	  	  	  batchSize	  =	  (unsigned	  int)_batchSize;	  
	  	  	  	  maxInterval	  =	  par("maxInterval");	  
	  
	  	  	  	  numPackets	  =	  numBits	  =	  0;	  
	  	  	  	  intvlStartTime	  =	  intvlLastPkTime	  =	  0;	  
	  	  	  	  intvlNumPackets	  =	  intvlNumBits	  =	  0;	  
	  
	  	  	  	  WATCH(numPackets);	  
	  	  	  	  WATCH(numBits);	  
	  	  	  	  WATCH(intvlStartTime);	  
	  	  	  	  WATCH(intvlNumPackets);	  
	  	  	  	  WATCH(intvlNumBits);	  
	  
	  	  	  	  bitpersecVector.setName("thruput	  (bit/sec)");	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  pkpersecVector.setName("packet/sec");	  
}	  
	  
void	  ThruputMeter::handleMessage(cMessage	  *msg)	  
{	  
	  	  	  	  cPacket	  *tempMsg	  =	  dynamic_cast<cPacket*>(msg);	  
	  	  	  	  	  	  	  if(!tempMsg)	  
	  	  	  	  	  	  	  {	  
	  	  	  	  	  	  	  send(msg,	  "out");	  
	  	  	  	  	  	  	  return;	  
	  
	  	  	  	  	  	  	  }	  
	  
	  	  	  	  updateStats(simTime(),	  PK(msg)-­‐>getBitLength());	  
	  	  	  	  send(msg,	  "out");	  
}	  
	  
void	  ThruputMeter::updateStats(simtime_t	  now,	  unsigned	  long	  bits)	  
{	  
	  	  	  	  numPackets++;	  
	  	  	  	  numBits	  +=	  bits;	  
	  
	  	  	  	  //	  packet	  should	  be	  counted	  to	  new	  interval	  
	  	  	  	  if	  (intvlNumPackets	  >=	  batchSize	  ||	  now-­‐intvlStartTime	  >=	  maxInterval)	  
	  	  	  	  	  	  	  	  beginNewInterval(now);	  
	  
	  	  	  	  intvlNumPackets++;	  
	  	  	  	  intvlNumBits	  +=	  bits;	  
	  	  	  	  intvlLastPkTime	  =	  now;	  
}	  
	  
void	  ThruputMeter::beginNewInterval(simtime_t	  now)	  
{	  
	  	  	  	  simtime_t	  duration	  =	  now	  -­‐	  intvlStartTime;	  
	  
	  	  	  	  //	  record	  measurements	  
	  	  	  	  double	  bitpersec	  =	  intvlNumBits/duration.dbl();	  
	  	  	  	  double	  pkpersec	  =	  intvlNumPackets/duration.dbl();	  
	  
	  	  	  	  bitpersecVector.recordWithTimestamp(intvlStartTime,	  bitpersec);	  
	  	  	  	  pkpersecVector.recordWithTimestamp(intvlStartTime,	  pkpersec);	  
	  
	  	  	  	  //	  restart	  counters	  
	  	  	  	  intvlStartTime	  =	  now;	  	  //	  FIXME	  this	  should	  be	  *beginning*	  of	  tx	  of	  this	  
packet,	  not	  end!	  





	  	  	  	  simtime_t	  duration	  =	  simTime()	  -­‐	  startTime;	  
	  
	  	  	  	  recordScalar("duration",	  duration);	  
	  	  	  	  recordScalar("total	  packets",	  numPackets);	  
	  	  	  	  recordScalar("total	  bits",	  numBits);	  
	  
	  	  	  	  recordScalar("avg	  throughput	  (bit/s)",	  numBits/duration.dbl());	  
	  	  	  	  recordScalar("avg	  packets/s",	  numPackets/duration.dbl());	  
}	  
