This manuscript describes the application of two recent methodologies developed by the authors for single and multi-objective optimal design of water distribution systems. The single-objective model is a hybrid algorithm incorporating decomposition, spanning tree search, and evolutionary computation, while the multi-objective algorithm integrates features form multi-objective genetic algorithms with the Cross Entropy combinatorial optimization scheme. The two models are implemented on the Hanoi water distribution system, one of the more explored systems in the research literature, through base runs and sensitivity analysis. The single-objective model produced the best known least cost solution for split pipe design, while the multi-objective model has shown robustness and well explanatory outcomes. Discussion of the accomplished results and suggestions for future research are provided.
INTRODUCTION
Optimal water distribution system design is probably the most explored problem in water distribution systems optimization.
Numerous models for optimal design of water distribution systems have been published in the research literature during the last four decades. A possible classification for those is: (1) decomposition: these methods are based on decomposing the problem into an "inner" linear programming problem which is solved for a fixed set of flows or heads, while the flows or heads are altered at an "outer" problem using a gradient or a sub-gradient optimization technique (e.g. Alperovits & Shamir 1977; Quindry et al. 1979 Quindry et al. , 1981 Kessler & Shamir 1989; Fujiwara & Khang 1990 , 1991 Sonak & Bhave 1993; Eiger et al. 1994) ;
(2) linking simulation with nonlinear programming: these methods are based on linking a network simulation program with a general nonlinear optimization code (e.g. Ormsbee & Contractor 1981; Lansey & Mays 1989; Taher & Labadie 1996) ; (3) nonlinear programming: these methods utilize a straightforward nonlinear programming formulation (e.g. Watanatada 1973; Shamir 1974) ;
(4) methods employing evolutionary/meta-heuristic tech-single (Krapivka & Ostfeld 2008 ) and multi-objective (Perelman et al. 2008 ) optimal water distribution systems design on the benchmark water distribution system of Hanoi (Fujiwara & Khang 1990) . The Hanoi water distribution system is relatively more complex than the systems explored in Krapivka & Ostfeld (2008) and in Perelman et al. (2008) . A short description of the two methodologies follows.
SINGLE-OBJECTIVE OPTIMAL DESIGN
A genetic algorithm (GA) (Holland 1975; Goldberg 1989 )linear programming (LP) scheme was suggested by Krapivka & Ostfeld (2008) , following the algorithm of Loganathan et al. (1995) for single-objective optimal design of water distribution systems. The methodology incorporates three main stages: decomposition, spanning tree search, and evolutionary computation. Its description is briefly outlined below.
Step 1: decomposition In this step the optimal design problem of a water distribution system for one loading gravitational systems is decomposed:
Subject to:
Where Dq ¼ vector of the circular flows; Q ¼ sub space of the circular flows; c ¼ unit cost vector of the candidate pipe diameters; q 0 ¼ an initial vector of flows satisfying mass continuity at nodes; u ¼ vector of length of the candidate pipe diameters; L, P, J, I ¼ basic loop, path, hydraulic gradient, and identity matrices, respectively; and b 1 , b 2 ¼ right-hand side parameter vectors, respectively.
Step 2: optimal spanning tree At this step all spanning trees of the system are scanned using cyclic interchange (Deo 1989) . For each spanning tree the minimum cost is computed using linear programming (LP). The least cost spanning tree is then selected, complemented by its chords with minimum allowable pipe diameters.
Step 3: evolutionary computation
The objective at this stage is to minimize QDq ¼ subject to
Dq [ Q (i.e. Equation (1)), in conjunction with the least cost spanning tree layout with the chords constrained to their minimum permitted diameters. QDq ¼ is highly nonsmooth and non linear thus using an analytical optimization scheme (e.g. steepest descent) will dim to fail (Eiger et al. 1994; Loganathan et al. 1995) . QDq ¼ is thus minimized using GA.
The outcome of the single-objective optimal design model is the least cost system design, allowing links to have split pipe diameters (i.e. a link between two nodes can be constructed using two pipes of different diameters). The proposed methodology in its current form is limited to one loading gravitational water distribution systems.
MULTI-OBJECTIVE OPTIMAL DESIGN
Quantitatively, multi-objective optimization can be defined as the problem of finding the vector of decision variables which satisfy a set of constraints and optimizes a vector function whose elements represent the objective functions.
Consequently, a multi-objective optimization problem can be formalized (Perelman et al. 2008 ) as:
Optimize:
where: Y(z) ¼ vector function of j objectives, z ¼ ðz 1 ;
inequality constraint, and b j (z) ¼ the j-th equality constraint.
Two objectives are employed in this study: minimum cost versus maximum pressure deficit at a demand node (Farmani et al. 2005) . The later serves as a surrogate to system performance, which competes against system cost (i.e. as the maximum pressure deficit at a node reduces cost increases, and vise versa). The model output thus provides a tradeoff between minimum system cost and maximum pressure deficit, allowing a quantitative assessment of cost versus system performance.
In recent years several evolutionary multi-objective methods employing genetic algorithms were developed The proposed multi-objective method integrates features form multi-objective genetic algorithms (Fonseca & Fleming 1995) with the Cross Entropy combinatorial optimization scheme (Rubinstein 1999) . The method involves the following steps:
1. Iteration counter: set an iteration counter t ¼ 0.
2. Initialization: choose an initial probability vectorp 0 with components p 0,i (i ¼ 1, … ,m) where p 0i is the probability of success of a diameter i (i.e. selection) at t ¼ 0, and m is the total number of available diameters.
3. Sample solutions: randomly generate N sample vectors X i (i ¼ 1, … ,N), at iteration t using the probability vector p t (i.e. generate N "zero-one" solution vectors each of size m, where a "one" implies a diameter selection and a "zero" otherwise).
4. Performance assignment: assign each generated solution vector X i a vector of performance objective values S(X i ) 5. Rank assignment: assign each sampled vector X i a rank R[S(X i )]:
where G i is the number of solutions which dominate solution X i in the current iteration.
All non dominated solutions are assigned a rank of one, whereas all the dominated solutions are penalized according to the population density of the non dominating solutions.
6. Solution sorting: sort solutions according to their assigned ranks:
where R 1 ½SðX 1 Þ is the lowest rank value corresponding to design X 1 . The solution ensemble associated with the lowest rank values comprises the best Pareto front of the current iteration.
7. Updating of the probability vectorp t top tþ1 :
where:p tþ1;i ¼the i-th component of the probability vectorp tþ1 at iteration t þ 1; r ¼ the Elite sample percentage (e.g. 1%); and F t;i the number of times diameter i is selected at iteration t within the Elite sample. To prevent from the probability vector to get trapped in a zero-one solution the probability is smoothed using:
where a [ (0, 1) is a smoothing parameter. 
APPLICATION TO THE CASE STUDY OF THE HANOI WATER DISTRIBUTION SYSTEM
The case study of the Hanoi network (Fujiwara & Khang 1990 , 1991 is one of the more explored benchmark systems in the water distribution systems optimization literature.
Its layout is described in Figure 1 . 
Single-objective optimal design Table 1 describes the algorithm application results and comparison to previous studies. The optimal spanning tree chords used were 16, 28, and 31 (see Figure 1 ), following Sonak & Bhave (1993) . It can be seen from Table 1 that the algorithm provided the best feasible solution of 6,055,246 compared to previous published results. Convergence was declared if at five subsequent iterations no additional non-dominated solutions were added to the Pareto front.
The following describes the results presented in Table 3 . were also present at the merged approximated optimal Table 4 Current study (see Figure 1 ) Table 4 Current study (see Figure 1 ) Hazen-Williams formula used as in EPANET 2.00.11 Fujiwara & Khang (1991) . ‡ Comparable solutions to Sonak & Bhave (1993) . In SA1-U the sampling size was increased to five times the sampling size of the base run. As a result, the highest average number of non-dominated solutions at a single run with the lowest standard deviation (i.e. 182.03 and 10.08, respectively) was received. However, the number of solutions present at the merged approximated optimal Pareto front was not the highest among all cases. This is attributed to the value of the elite sample size parameter r which remained unchanged. Increasing the sampling size while not reducing r caused the sampling probability to be updated by a larger set of elite solutions of which some were not "elite solutions". This caused the resulted number of solutions present at the merged approximated optimal Pareto front to be high, but not the highest.
In SA2-L p was reduced to 0.01. This caused the elite sample to be too small and thus the sampling probability not to update properly. As a result, only one solution of this case was present at the merged approximated optimal Pareto front.
In SA2-U p was increased to 0.04. This caused the elite sample to increase but also reduced the quality of the "elite" solutions employed for the sampling probability updating.
As a result, the number of non-dominated solutions at the merged approximated optimal Pareto front was 51 compared to 108 in the base run. In SA3-L the smoothing parameter a was reduced to 0.6. This resulted in a larger portion of the probability vector of the previous iteration to be accounted for probability updating in the current iteration. This caused the algorithm to explore more solutions thus converging more slowly (i.e. the average number of iterations to convergence was 56.37-the highest among all cases), and yielding the smallest average Euclidean normalized generational distance to the best Pareto front (i.e. 8.98 £ 10 24 ). Also, as an outcome of that, the number of non-dominated solutions at the merged approximated optimal Pareto front was 152the highest amongst all cases.
In SA3-U the smoothing parameter a was increased to 0.8. This caused the algorithm to converge more quickly in comparison to SA3-U and to the base run, yielding 40 nondominated solutions at the merged approximated optimal Pareto front. Figure 2 describes the plots of the best Pareto fronts for all cases and the merged approximated optimal Pareto front.
It can be seen from Figure 2 that all Pareto fronts are very close to each other. It should be noted that for zero maximum pressure deficit the best cost solution obtained was 6.22 £ 10 6 $ which is higher than the best published singleobjective cost solution of 6.08 £ 10 6 $ (Perelman et al.
2008
) for a non-split pipe diameter model With the option of split pipe diameters the best cost solution obtained was slightly improved to 6.05 £ 10 6 $ (see Table 1 ). 
CONCLUSIONS
The applications on the Hanoi system of single and multiobjective water distribution systems optimal design algorithms were presented. The single optimization model was able to provide improved results over previous published studies, while the multi-objective model produced robust and well explanatory outcomes for the base run and sensitivity analysis runs.
The single-objective optimization model provided the best published feasible split pipe solution for the Hanoi system. The algorithm is however limited with respect to system size and can handle only one loading gravitational
systems. An extension of the single optimization model to multiple loadings and to systems of increased size requires further research. One of the possible directions for dealing with multiple loadings and increased size systems is to use an evolutionary algorithm for the optimal spanning trees selection (i.e. instead of scanning all trees and running an LP for each, employ a GA model for selecting an optimal tree for each loading).
Further research is also needed for testing the multiobjective model for: (1) more complex systems, (2) incorporation of different competing objectives such as reliability, redundancy, etc., (3) comparison to other evolutionary/analytical multi-objective schemes [i.e. others than NSGA-II for which a comparison (Perelman et al. 2008 ) for the New York Tunnels system (Schaake & Lai 1969) was performed], and (4) incorporation of water quality constraints and objectives.
As evolutionary computation is employed at both the single and multi-objective methodologies (i.e. GA and CE, respectively), further implementations will also require: 1.
A much higher computational effort which could be addressed through parallel computation, and 2. Algorithm parameterization (e.g. population size, crossover probability, elite sample, etc.) which needs further exploration and research and probably the developments of additional enhanced calibration models.
