Various combinatorial problems on graphs can be approached by reducing the size of the graph according to certain rules. Given an instance of a graph problem, it is desirable to apply a sequence of self-reductions that is as long as possible so that the remaining graph is as small as possible.
Introduction
Self-reduction can be used to improve the e ciency with which various combinatorial problems on graphs can be solved 5] . A graph is reduced by merging a set of vertices into a single vertex, or by deleting vertices or edges of the graph, in such a way that some useful property of the graph, such as the chromatic number, is preserved. By repeatedly performing this procedure, the graph will become smaller and therefore an easier target for a solution algorithm.
In doing so, it is desirable to decrease the size of the graph as much as possible given our set of reductions. In general, there are multiple ways of reaching an irreducible graph from an initial graph, and not all such irreducible graphs are equal.
In Section 3, we discuss the even-pair and two-pair reductions, which have been examined by a number of authors 3, 6, 2] . In Section 4, we discuss quasi-modular clique reduction, introduced in 5]. We will show that computing a maximum reduction sequence for both of these reductions is NP-hard.
Basic Notions

Notation
All of our graphs will be undirected, with no multiple edges or self-loops. A graph G will, in general, have a weight w(G; v) associated with each vertex v. In a graph colouring, each vertex will be assigned a number of colours equal to its weight. The weight of a set of vertices X will be denoted by w(G; X) and is equal to the sum of the weights of the vertices of X. N(G; v) will denote the neighbourhood of a vertex v in a graph G and N(G; X) will be the union of the neighbourhood set of every vertex in X. Following 5] , G i will denote the graph obtained from G after applying i self-reductions of a sequence . G will be used as a short-hand for G j j . A self-reduction i is associated with a triple h' i ; X i ; x i i where ' i is a symbol identifying the self-reduction operation, X i is the set of vertices being reduced and x i is the vertex that takes the place of the vertices in X i (x i will be unde ned if the reduction only deletes vertices).
Even-Pair Reduction
An even-pair of a graph G is a pair of vertices fx; yg such that all chordless x-y paths have even length 3]. Determing whether or not two given vertices are an even-pair is co-NP-complete 1].
A two-pair is a pair fx; yg of vertices of a graph G such that all chordless x-y paths have length two 4]. Of course, a two-pair is also an even-pair. It can also be useful to think of a two-pair as a pair of vertices x and y that lie in di erent connected components of the graph G ? N(G; x) \ N(G; y), which suggests a simple O(n + m) algorithm for testing whether or not two vertices are a two-pair.
We can contract an even-pair fx; yg in a graph by joining the two vertices in a new vertex with neighbourhood N(G; x) N(G; y). If the weights of the two vertices of the even-pair are equal, the new graph has the same chromatic number and clique number as the original graph 6]. For some classes of graphs, repeatedly applying this process can solve the graph colouring and maximum clique problems using a polynomially-bounded algorithm 2].
An even-pair reduction will be denoted by E, and a two-pair reduction will be denoted by 2P.
In our discussion of maximum reduction sequences, we will require the following lemma. Lemma De nition 2 Given a graph G and an integer k, does there exist a sequence of two-pair reductions on G such that j j k? Theorem 3 The decision version of the Maximum Two-Pair Sequence Problem is NP-complete.
To prove this, we will show that the Maximum Clique Problem can be reduced to the Maximum Two-Pair Sequence Problem. Given an arbitrary graph G, we will construct a graph H as follows. For each (y i ; y j ) and (z i ; z j ) pair with i 6 = j, y i y j and z i z j will be edges of H if and only if v i v j is an edge of G. Figure 1 shows this construction for a G containing two vertices.
We will require a few lemmas regarding this construction before showing the main result.
Lemma 4 Let be a two-pair reduction sequence on H. Then, the only twopairs in H r , for any r, are of the form fy i ; z j g for some i and j.
PROOF. We proceed by induction on r. For r = 0, we see that no pair fy i ; y j g is a two-pair because either y i and y j are adjacent, or the path p ij is chordless and of length four. Similarly, no pair fz i ; z j g can be a two-pair. Pairs fx 0 ; y i g and fx 0 ; z i g cannot be two-pairs, since x 0 is adjacent to y i and z i . A vertex on one of the paths p ij or q ij cannot be a member of a two-pair since, clearly, traversing the path in each direction must demonstrate at least one chordless path of length at least three to any vertex in the graph. For example, in Fig. 1 , p 12 2 is connected to y 2 via p 12 1 and y 1 , and connected to y 1 via p 12 3 and y 2 .
So suppose that the statement is true for r = s, that is, that the only twopairs of H s are of the form fy i ; z j g. Since contracting such a pair does not alter the p and q paths, the above argument can be repeated for all of the vertices in the graph except for the new vertex x s+1 . This vertex is connected to all of the existing vertices (including, obviously, the vertices created by prior reductions) by the p and q paths, and therefore it cannot form part of a two-pair. Therefore the induction goes through, and the result follows. u t Lemma 5 There is a two-pair reduction sequence of length k on the construction H if and only if there is a clique of order k in the original graph G.
PROOF. If. Let v a 1 v a k be the vertices of the clique. Consider the sequence of two-pairs fy a 1 ; z a 1 g fy a k ; z a k g. By the construction, every pair in this sequence is adjacent to every other pair of the sequence, and hence Lemma 1 shows that this is a valid sequence of length k.
Only if. From Lemma 4, for every r, X r = fy i ; z j g for some i and j. Let y ar represent the y vertex of X r . From Lemma 1, every y at is adjacent to every y as for s 6 = t. By the construction, this implies that all of v a 1 v a k are adjacent to each other, determining a clique of order k. u t
We are now ready to prove the main theorem of this section.
PROOF (Theorem 3)
. It is easy to see that the problem is in NP. Let G be an arbitrary graph, and let H be the graph constructed from it using the aforementioned construction. It is easy to check that this graph can be computed in polynomially-bounded time. From Lemma 5, this graph admits a two-pair reduction sequence of at least length k if and only if G contains a clique of least order k, and the result follows. u t Let X = R I be a clique of a graph G such that R is non-empty and a module, and I a set such that for every y 2 I, N(G; R) ? X N(G; y) ? X.
We call X a quasi-modular clique of G. The vertices in R will be referred to as the regular vertices and the vertices of I as the irregular vertices of X.
If z 2 V (G) ? X is adjacent to an irregular vertex y but not to the regular vertices, then we will say that yz is an irregular edge (of X).
The irregularity of a vertex x 2 X is ir(G; R; x) = w(G; N(G; x) ?N(G; R) ? X). The irregularity of a quasi-module X, written ir(G; X), is the sum of the irregularities of its component vertices. Thus a true module is a quasi-module with an irregularity of zero.
Theorem 6 If X = R I is a quasi-modular clique, and ir(G; X) w(G; R), , suppose q is a colour on an irregular vertex y that is also on one of y's irregular neighbours in G. Since the regular vertices have at least as many colours as there are in the irregular neighbourhood of X, and cannot share any colours with y, there must be a colour r on R that is not on any of y's irregular neighbours. Since the regular vertices and y have the same neighbours otherwise, q may be exchanged with r on R fyg. This process can be repeated until a legal colouring of G is obtained, and so (G) (G 0 ), and the result follows. u t A quasi-modular clique reduction, denotedĈ, will delete the irregular edges of a quasi-modular clique satisfying the above conditions, and contract the vertices into a new vertex with weight equal to the sum of the weights of the participating vertices. Theorem 6 shows that this reduction preserves the chromatic number of the graph, noting that with the irregular edges deleted, the quasi-module becomes a true module. To prove this, we will show that the Satis ability Problem can be reduced to the Quasi-Modular Clique Sequence Problem using the following construction.
We will build a graph out of modules that can be thought of as binary logic gates. Each input or output to a gate will be a single edge, and will have the value`true' if this edge is removed (by a reduction). Thus, the graph will implement a logic circuit that represents an instance of the Satis ability Problem. The output of the circuit will be`true' (that is, the last reduction in the graph will occur) if and only if a truth assignment that satis es the given instance is applied to the inputs.
In each of the following gates, it is assumed that output edges will not be deleted except by the functioning of the gate itself. Since each output edge is an input edge to another gate, it su ces to show that input edges to any gate will not be deleted by the functioning of that gate. This will ensure that signals will not propagate through the circuit in the wrong direction. Figure 2 shows the graph that will act as a switch between two states x and x, and its functioning. State x is selected by contracting the quasi-module fx; yg (as in Fig. 2) , and state x is selected by contracting the quasi-module f x; yg. It is tedious but simple to check that the reduction sequence depicted in Fig. 2 , and the symmetric sequence started by selecting x, are the only two sequences possible on this graph.
Since the output of the switch can drive only one input, we need a \signal multipler" module to increase the fan-out of an edge. We do this by connecting y 1 x y 2 Fig. 3 . A signal duplicator. The clique fy 1 ; y 2 g can be expanded to multiply the signal as much as desired.
the edge to a vertex x. The vertex x is fully connected to a clique y 1 ; y 2 ; : : : ; y r , and each clique vertex is connected to an output edge. If the input edge is deleted, then any fx; y i g pair will form a quasi-modular clique, the reduction of which will delete the output edge associated with y i . The new x forms a quasi-module with any of the remaining y i s, and the process will continue until all of the output edges are deleted. Figure 3 shows a signal duplicator. Figure 4 shows the graph that will act as a 2-input OR gate, and its functioning for the case in which the left-hand input is`true'. It is tedious but simple to show that it functions correctly as an OR gate. We can build OR gates with an arbitrary number of inputs by cascading these two-input gates.
For performing an AND function, each input edge i is connected to a vertex x i . Every x i is connected to a vertex y i , and each y i is connected to a vertex z 0 . The vertex z 0 is connected to vertex z, which is connected to the output edge. It is easy to see that this construction performs correctly as an AND gate. A 2-input AND gate is shown in Fig. 5 .
Having developed all of these circuit elements, we are now ready to build the circuit required.
For each variable x i of the satis ability instance, we create a switch element. The left-hand output of the switch will be`true' if x i is`true' in a truth assignment, and the right-hand output will be`true' if x i is`false'.
For each clause of the satis ability instance, we create an OR gate with the appropriate number of inputs. The inputs to the OR gate will be connected to the appropriate output from the switches, using a signal multiplier where necessary to increase the fan-out of the switch. The outputs from the OR gates will be connected to the inputs of a single AND gate. The output of the AND gate will be connected to one vertex of a cycle of length ve.
Since the terminating cycle cannot be contracted, the output edge from the AND gate can only be deleted if the output of the AND function is`true'. From the foregoing discussion, it is easy to see that the AND function can only have an output of`true' if a truth assignment satisfying the satis ability instance is applied to the switches.
It is now a small step to formally prove Theorem 8. If the number of reductions in the path exceeds the number of reductions in the circuit, whether or not the output of the AND gate can be made`true' can be determined by testing for some critical value of k in the Maximum QuasiModular Clique Sequence Problem such that k is greater than the number of reductions in the circuit, but less then the number of reductions in the output path.
It is easy to check that the size of the circuit, and hence the number of reductions it contains, is polynomially-bounded in the size of the satis ability instance. It follows that an e cient algorithm for the Maximum Quasi-Modular Clique Sequence problem could also e ciently solve the Satis ability Problem, and that the former must be NP-complete. u t
Other Reductions
A subset reduction is a reduction of two non-adjacent vertices x and y such that the weight of x is at least as great as that of y, and N(G; y) N(G; x) 5] . It is easy to see that deleting y from the graph (or contracting it into x) preserves both the chromatic number and clique number of the graph. Subset reduction will be denoted by S.
An under-constrained deletion is the deletion of a vertex x such that the sum of the weight of x and the weights of all its neighbours is less than the weight of a heaviest vertex in the graph 5]. It is easy to see that deleting x from the graph will preserve both the chromatic number and clique number of the graph. Under-constrained deletion will be denoted by U.
We de ne the decision version of the Maximum f2P;Ĉ; S; Ug Sequence Problem in the obvious way.
De nition 9 Given a graph G and an integer k, does there exist a reduction sequence on G such that ' i 2 f2P;Ĉ; S; Ug for all i and j j k? Theorem 10 The decision version of the Maximum f2P;Ĉ; S; Ug Sequence
Problem is NP-complete.
PROOF. We will use the construction of Section 3 to show a reduction from the Maximum Clique Problem. Again, it is obvious that the problem is in NP by using the guess as a reduction sequence.
We rst note that if the vertices x and y in a subset reduction have equal weight, then x and y form a two-pair.
Furthermore, since there are no weights on the construction (that is, all vertices have weight one), no under-constrained deletions can be present in the construction. Since every vertex in the construction is connected to its own p or q cycle, no pair of vertices can satisfy the neighbourhood condition for a quasi-modular clique reduction. Hence there are no quasi-modular clique reductions in the graph.
By induction, therefore, there can be no self-reduction on the graph H r , for any r, that is not a two-pair reduction.
Suppose that we had an algorithm to solve the Maximum f2P;Ĉ; S; Ug Sequence Problem e ciently. From Lemma 5 and the above observation, such an algorithm would also solve the decision version of the Maximum Clique Problem e ciently. The result follows. u t
Conclusion
We have shown that it is NP-hard to compute the maximum reduction sequences for several collections of self-reduction operations. It is therefore unlikely that computing maximum reduction sequences using these self-reductions will provide any bene t to the solution of combinatorial graph problems, since computing the maximum reduction sequence is as hard as computing a property such as the chromatic number on the original instance.
