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Abstract
This paper introduces a general continuous form of poverty index that encompasses most
of the existing formulas in the literature. We then propose a consistent estimator for this
index in case the poverty line is a functional of the distribution. We also establish a uni-
form functional Central Limit Theorem for the proposed estimator over a suitable product
class of real-valued functions. As a consequence, testing procedures based either on single
or simultaneously on several poverty indices can be developed. A simulation study showing
the asymptotic normality of the estimator is given as well as an application to real data for
estimating the effect of relative poverty lines on the variance of the poverty estimates.
Keywords : Poverty indices, Relative poverty line, Weak convergence, General empiri-
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1 Introduction
Let Y be a positive random variable representing the income (or expenditure) distribution
in a given population. Suppose that Y is defined on a probability espace (Ω,A,P), with
underlying continuous distribution function G(y) = P(Y ≤ y), ∀y ≥ 0. Given a poverty
line z > 0, we say that an individual is poor if his income is less than z. Most of the
poverty measures employed in practice may be represented, in their continuous form, by the
following functional :
J(w, f) =
∫ z
0
w[G(y), G(z)]f(y, z)dG(y), (1)
where w(u, v) is a function of (u, v) ∈ [0, 1]2, which is decreasing with respect to its first
argument u. It is interpreted as a weighting function associated with the kind of poverty
measure being considered ; while f(y, z) is called the poverty deprivation function, which
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evaluates the individual contribution of each poor to the global poverty within the popula-
tion. Note that the function f(y, z) is also decreasing with respect to its first argument y.
Formula (1) is quite general and represents a wide class of poverty indices including
the most currently used in practice. For instance, the additively decomposable family of
poverty measures can be obtained from this formula (1) by letting the weighting function
w(u, v) ≡ 1, for all (u, v) ∈ [0, 1]2. As well, the non-additively decomposable poverty
measures such as the Sen-like poverty indices may also be put in the form (1), with specific
weighting and deprivation functions w(·, ·) and f(·, ·). In the Table 1 below, we give some
examples of poverty indices with their own weighting and deprivation functions.
Poverty index w(u, v) f(y, z)
FGT(α) 1 (1− y/z)α
Sen 2(1− u/v) (1− y/z)
Shorrocks 2(1− u) (1− y/z)
Kakwani(k) (k + 1)(1− u/v)k (1− y/z)k
Watts 1 log(z/y)
Table 1: Examples of poverty indices with their weighting and deprivation functions.
Our main goal in this paper is to propose an estimator for the theoretical functional J(·, ·),
and study its asymptotic behavior by considering a relative poverty line. Indeed, empirical
studies with fixed poverty lines are plentiful in the literature ( see, e.g.,[8], [2],[13], [12]).
But most of them do not take account of the sampling error of the poverty line, which may
increase or reduce the precision of the poverty estimates (see, e.g. [9]). Investigating rela-
tive poverty in US, Zheng [22] proposed an approach which consider the poverty line as a
percentage of the mean or a quantile of the distribution function. He dealt with additively
separable (or decomposable) poverty measures, and found that the sampling error associated
with poverty lines increases the standard error of the poverty estimates.
In this paper, we propose an inference procedure which somewhat extends Zheng’s [22]
approach to non-additively decomposable poverty measures including Sen, Shorrocks and
Kakwani indices as well as many other poverty measures available in the literature. Note that
the Kakwani’s family is the most interesting family of poverty indices, because it contains
the FGT (Foster-Greer-Thorbecke) and Sen measures, and satisfies most of the normative
axioms desirable on on poverty index. Our methodology is inspired by the modern empirical
process theory developed in van der Vaart and Wellner [20], which permits us to obtain the
uniform weak convergence of a wide class of empirical poverty estimators.
The rest of the paper is organized as follows. In Section 2, we construct an estimator
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for the functional J(w, f), and establish its asymptotic properties. In Section 3, we derive
testing procedures which allows to make comparisons based either on one single poverty
measure or simultaneously several poverty indices. Section 4 shows, in a simulation study,
the asymptotic normality of the proposed estimator. In Section 5, we give an application to
real data sets to estimate the effect of the relative poverty line on the variance of the some
particular poverty estimates. Finally, we prove the main theorem in Appendix.
2 Construction of the estimator and asymptotic results
Let Y1, · · · , Yn be an independent and identically random sample of the income variable
Y , with density probability function g. Whenever the poverty line z > 0 is fixed, a direct
estimator of (1) can be defined as follows :
Jn(w, f) =
1
n
n∑
j=1
w[Gn(Yj,n), Gn(z)]f(Yj,n, z)I(Yj,n ≤ z), (2)
for any specific functions w and f . Here I(·) designs the indicator function, Y1,n ≤ · · · ≤
Yn,n are order statistics associated with the sample Y1, · · · , Yn and Gn(y) = 1n
∑n
j=1 I(Yj ≤
y) is the corresponding empirical distribution function.
In contrast, when we are concerned with relative poverty analysis, the poverty line becomes
a functional of the distribution G, say z = z(G), and then must be estimated. Let zˆ be a
consistent estimator of z such that the following representation (R) (see, e.g. Thuysbaert
and Zitikis [17]) :
(R) zˆ = z +
1
n
n∑
j=1
ζ(Yj) + oP(n
−1/2),
where ζ(·) is a real-valued function such that Var[ζ(Y )] = ∫∞
0
ζ2(y)dG(y) <∞.
The function ζ(·) may be equal to the constant 0, in which case zˆ = z corresponds to an
absolute poverty line. If the poverty line is set to a fraction k of the mean of the distribution,
i.e. z = kµG, with µG =
∫
ydG(y), then ζ(y) = ky. Whenever a fraction k of a p-quantile is
chosen, i.e. z = kG−1(p), the Bahadur representation yields ζ(y) = k
g(G−1(p))
I(y ≤ G−1(p)).
Substituting z for zˆ in (2), we obtain a novel estimator
Jˆn(w, f) =
1
n
n∑
j=1
w[Gn(Yj,n), Gn(zˆ)]f(Yj,n, zˆ)I(Yj,n ≤ zˆ). (3)
Now, we have to prove that Jˆn(w, f) converges almost surely to J(w, f) for any specific
functions w and f . Because of certain normative properties desirable on a poverty index,
the functions w and f should satisfy some regularity conditions ; that is they belong to the
following classes of functionsW and F , respectively :
W = {w : [0, 1]× [0, 1]→ R+, w continuous, and u 7→ w(u, ·) is non-increasing}
F = {f : R+ × R+ → R+, f continuous, and y 7→ f(y, ·) is non-increasing}.
We also need the following conditions (A.1-2) to establish our asymptotic results :
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(A.1) The functions (u, v) 7→ w(u, v) and (y, z) 7→ f(y, z) are differentiable with continu-
ous first-order partial derivatives ;
(A.2) W and F are both pointwise measurable classes of functions. That is, they contain
each one a countable subclass G such that for all φ ∈ G, there exists a sequence
{φm}m≥1 ⊂ G, with φm(y)→ φ(y) for every y.
It is established in [11] that the estimator Jn(w, f), with z fixed, converges almost surely to
J(w, f) for any given functions w ∈ W and f ∈ F . In the following proposition, we gives
the almost sure consistency of the estimator Jˆn(w, f) for J(w, f).
Proposition 2.1 For any couple of functions (w, f) ∈ W ×F , one has with probability 1,
Jˆn(w, f) −→ J(w, f), n −→ ∞.
Proof. It suffices to show that for all (w, f) ∈ F ×W , Jˆn(w, f) is asymptotically equivalent
to Jn(w, f) plus an additional quantity of the form a(zˆ − z), where the factor a will be
specified later on. Let’s decompose Jˆn(w, f) as follows :
Jˆn(w, f) =
1
n
n∑
j=1
w[Gn(Yj,n), Gn(z)]f(Yj,n, z)I(Yj,n ≤ z)
=
1
n
n∑
j=1
{w[Gn(Yj,n), Gn(zˆ)]f(Yj,n, zˆ)− w[Gn(Yj,n), Gn(z)]f(Yj,n, z)} I(Yj,n ≤ z)
=
1
n
n∑
j=1
w[Gn(Yj,n), Gn(zˆ)]f(Yj,n, zˆ) {I(Yj,n ≤ zˆ)− I(Yj,n ≤ z)}
=: I + II + III
One can readily observe that the first term I is exactly Jn(w, f).
By applying the mean value theorem, the second term II becomes
II =
1
n
n∑
j=1
{
∂
∂v
w[Gn(Yj,n), Gn(z0)]f(Yj,n, zˆ)[Gn(zˆ)−Gn(z)]
}
I(Yj,n ≤ z)
+
n∑
j=1
{
∂
∂z
f(Yj,n, z0)w[Gn(Yj,n), Gn(z)][zˆ − z]
}
I(Yj,n ≤ z),
where z0 is between z and zˆ. Recall that Gn(y) → G(y), almost surely for all y ≥ 0, then
we can write for n large enough Gn(y) = G(y) + o(n
−1/2), ∀y ≥ 0. Thus, applying again
the mean value theorem, we obtain for all large n,
1
n
n∑
j=1
[I(Yj,n ≤ zˆ)− I(Yj,n ≤ z)] = Gn(zˆ)−Gn(z) = G(zˆ)−G(z) + o(n−1/2)
= g(z1)[zˆ − z] + o(n−1/2),
4
where z1 is between z and zˆ. Hence, the second term II can be rewritten into
II = [zˆ − z] 1
n
n∑
j=1
∂
∂v
w[Gn(Yj,n), Gn(z0)]f(Yj,n, zˆ)g(z1)I(Yj,n ≤ z)
+ [zˆ − z] 1
n
n∑
j=1
∂
∂z
f(Yj,n, z0)w[Gn(Yj,n), Gn(z)]I(Yj,n ≤ z) + o(n−1/2).
For the last term III , we also make use of Taylor expansion. For Yj,n in the vicinity of
z, we have
w[Gn(Yj,n), Gn(zˆ)]f(Yj,n, zˆ) = w[Gn(z), Gn(zˆ)]f(z, zˆ)
+
∂
∂u
w[Gn(z), Gn(zˆ)]f(z, zˆ)[Gn(Yj,n)−Gn(z)]
+
∂
∂y
f(z, zˆ)w[Gn(z), Gn(zˆ)][Yj,n − z]
+ o(|Gn(Yj,n)−Gn(z)| + |Yj,n − z|).
Thus III can be transformed into
III =
1
n
n∑
j=1
w[Gn(z), Gn(zˆ)]f(z, zˆ)[I(Yj,n ≤ zˆ)− I(Yj,n ≤ z)]
+
1
n
n∑
j=1
∂
∂u
w[Gn(z), Gn(zˆ)]f(z, zˆ)[Gn(zˆ)−Gn(z)][I(Yj,n ≤ zˆ)− I(Yj,n ≤ z)]
+
1
n
n∑
j=1
∂
∂y
f(z, zˆ)w[Gn(z), Gn(zˆ)][Yj,n − z][I(Yj,n ≤ zˆ)− I(Yj,n ≤ z)]
+
1
n
n∑
j=1
o(|Gn(Yj,n)−Gn(z)| + |Yj,n − z|)[I(Yj,n ≤ zˆ)− I(Yj,n ≤ z)].
Now, we are going show that the last three terms in the right-hand side of the previous
equality are asymptotically negligible. For the second term we can write, in view of (4), that∣∣∣ 1n∑nj=1 ∂∂uw[Gn(z), Gn(zˆ)]f(Yj,n, zˆ)[Gn(zˆ)−Gn(z)][I(Yj,n ≤ zˆ)− I(Yj,n ≤ z)]∣∣∣
≤ w[Gn(z), Gn(zˆ)]f(z, zˆ)|Gn(zˆ)−Gn(z)|2
≤ w[Gn(z), Gn(zˆ)]f(z, zˆ)[g2(z1)|zˆ − z|2 + o(n−1/2)].
Thus, the second term tends to 0, because zˆ → z, n → ∞. Analogously, by using (4) and
assuming that the Yj,n are lying between z and zˆ, we can major the third term by a quantity
converging to 0.∣∣∣ 1n∑nj=1 ∂∂yf(z, zˆ)w[Gn(Yj,n), Gn(zˆ)][Yj,n − z][I(Yj,n ≤ zˆ)− I(Yj,n ≤ z)]∣∣∣
≤ ∂
∂y
f(z, zˆ)w[Gn(z), Gn(zˆ)]|zˆ − z|[Gn(zˆ)−Gn(z)]
≤ ∂
∂y
f(z, zˆ)w[Gn(z), Gn(zˆ)]g(z1)|zˆ − z|2 + o(n−1/2).
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For the last and fourth term, one has∣∣∣ 1n∑nj=1 o(|Gn(Yj,n)−Gn(z)|+ |Yj,n − z|)[I(Yj,n ≤ zˆ)− I(Yj,n ≤ z)]∣∣∣
≤ g(z1)o(|zˆ − z|2) + o(n−1/2).
Thus the fourth term also tends to 0, as n → ∞. It follows from this that III is asymptoti-
cally equivalent to
III = w[Gn(z), Gn(zˆ)]f(z, zˆ)g(z1)[zˆ − z)] + o(n−1/2). (4)
Finally, we obtain, for n large enough, the following decomposition for Jˆn(w, f) :
Jˆn(w, f) =
1
n
n∑
j=1
w[Gn(Yj,n), Gn(z)]f(Yj,n, z)I(Yj,n ≤ z)
+ [zˆ − z] 1
n
n∑
j=1
∂
∂v
w[Gn(Yj,n), Gn(z0)]f(Yj,n, zˆ)g(z0)I(Yj,n ≤ z)
+ [zˆ − z] 1
n
n∑
j=1
∂
∂z
f(Yj,n, z0)w[Gn(Yj,n), Gn(z)]I(Yj,n ≤ z)
+ w[Gn(z), Gn(zˆ)]f(z, zˆ)g(z1)[zˆ − z)] + o(n−1/2).
Combining the continuity of the partial derivatives of w and f on the compact interval [0, z]
and the fact that z0 converges to z, we can approximate the second and the third summation
terms in the second member of the above equality respectively by the integrals∫ z
0
∂
∂v
w[G(y), G(z)]f(y, z)g(z)dG(y)
and ∫ z
0
∂
∂z
f(y, z)w[G(y), G(z)]dG(y).
Besides, since zˆ converges almost surely to z and f continuous, f(z, zˆ) converges almost
surely to f(z, z), which is equal to 0, in virtue of the normative focalisation axiom on poverty
indices. Thus, the fourth term converges to 0, and Jˆn(w, f) becomes
Jˆn(w, f) = Jn(w, f) + a(zˆ − z) + o(n−1/2), (5)
where
a =
∫ z
0
(
∂
∂v
w[G(y), G(z)]f(y, z)g(z) +
∂
∂z
f(y, z)w[G(y), G(z)]
)
dG(y).
From this, we can conclude that Jˆn(w, f) converges almost surely to J(w, f), as n→∞.
Now, we state our main result which is the weak convergence of the normalized and
centered process {√n[Jˆn(w, f)− J(w, f)] : w ∈ W, f ∈ F} in l∞(W ×F), the set of all
real-valued and bounded functions defined onW ×F .
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Theorem 2.1 Let G(y) be a continuous distribution function with probability density g(y).
If assumptions (A.1-2) hold, then the process {√n[Jˆn(w, f) − J(w, f)] : w ∈ W, f ∈ F}
converges weakly in l∞(W ×F) to a zero-mean Gaussian process with covariance function
defined, for any (w, f), (w˜, f˜) ∈ W ×F , as
Γ
[
(w, f); (w˜, f˜)
]
= Σ
[
(w, f); (w˜, f˜)
]
+ a
(∫ ∞
0
h(y)ζ(y)dG(y)− E[ζ(Y )]J(w, f)
)
+ a
(∫ ∞
0
h˜(y)ζ(y)dG(y)− E[ζ(Y )]J(w, f)
)
+ a2Var[ζ(Y )],
with
h(y) = w[G(y), G(z)]f(y, z)I(y ≤ z) ; h˜(y) = w˜[G(y), G(z)]f˜(y, z)I(y ≤ z)
and
Σ
[
(w, f); (w˜, f˜)
]
=
∫ z
0
w[G(y), G(z)]f(y, z)w˜[G(y), G(z)]f˜(y, z)dG(y)
−
∫ z
0
w[G(y), G(z)]f(y, z)dG(y)
∫ z
0
w˜[G(y), G(z)]f˜(y, z)dG(y)
+
∫ z
0
∫ z
0
a1(x, y)[G(x) ∧G(y)−G(x)G(y)]dG(x)dG(y),
+ [1−G(z)]
∫ z
0
∫ z
0
a2(x, y)G(y)dG(x)dG(y)
+ [1−G(z)]
∫ z
0
∫ z
0
a3(x, y)G(x)dG(x)dG(y)
+ G(z)[1−G(z)]
∫ z
0
∫ z
0
a4(x, y)dG(x)dG(y),
where
a1(x, y) =
∂w
∂u
[G(x), G(z)]f(x, z)
∂w˜
∂u
[G(y), G(z)]f˜(y, z),
a2(x, y) =
∂w
∂u
[G(x), G(z)]f(x, z)
∂w˜
∂v
[G(y), G(z)]f˜(y, z),
a3(x, y) =
∂w
∂v
[G(x), G(z)]f(x, z)
∂w˜
∂u
[G(y), G(z)]f˜(y, z),
a4(x, y) =
∂w
∂v
[G(x), G(z)]f(x, z)
∂w˜
∂v
[G(y), G(z)]f˜(y, z).
Remark 1. For any given functionsw and f , Theorem 2.1 gives the variance of the estimator
Jˆn(w, f) which is equal to
Γ [(w, f); (w, f)] = Σ [(w, f); (w, f)] + 2a
(∫ ∞
0
h(y)ζ(y)dG(y)− E[ζ(Y )]J(w, f)
)
+a2Var[ζ(Y )]. (6)
This means that the variance of the poverty estimate Jˆn(w, f) is increased by a term
∆ = 2a
(∫ ∞
0
h(y)ζ(y)dG(y)− E[ζ(Y )]J(w, f)
)
+ a2Var[ζ(Y )]
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whenever the poverty line z is estimated from the sample.
Remark 2. If the function w ≡ 1, which corresponds to the additively decomposable
measures, one can observe that all the integrals with ai-term i = 1, 2, 3, 4 vanish.Then the
remainding terms in (6) are exactly the expressions in Equations (21) and (22) in [22] for
suitable functions ζ . The quantity corresponding to sum of all integrals with ai-term is due
to the weight function w, when it is considered, as for example, in the case of Sen poverty
index.
Proof. It relies on the following decomposition which is obtained from (5)
√
n[Jˆn(w, f)− J(w, f)] =
√
n[Jn(w, f)− J(w, f)] + a√
n
n∑
j=1
ζ(Yj) + oP(1). (7)
Observe that the term a√
n
∑n
j=1 ζ(Yj) in the right-hand side of (7) is a sum of indepen-
dent and identically random variables with mean E[ζ(Y )] and finite variance Var[ζ(Y )] =∫
ζ2(y)dG(y). Then, by applying the central limit theorem, it converges in law to a Gaussian
random variable, with variance a2Var[ζ(Y )].
Next, by using the modern theory of empirical processes indexed by functions, we prove
in Appendix (see, also [11]) that the centered and normalized process {√n[Jn(w, f) −
J(w, f)] : w ∈ W, f ∈ F} converges weakly in l∞(W×F) to a tight Gaussian process with
zero-mean and covariance function given by the kernel Σ(·, ·). This entails that the process
{√n[Jn(w, f)− J(w, f)] : w ∈ W, f ∈ F} is asymptotically tight. Since the second term
a√
n
∑n
j=1 ζ(Yj) does not depend on the indexing parameter (w, f), we can infer that the sum
process {√n[Jn(w, f) − J(w, f)] + a√n
∑n
j=1 ζ(Yj) : w ∈ W, f ∈ F} is asymptotically
tight. Moreover, the oP(1)-term converges uniformly to 0 in (w, f), as it does not depend on
(w, f). Thus, since the finite margins of this process are Gaussian (by applying the multivari-
ate central limit theorem), we can conclude that {√n[Jˆn(w, f)−J(w, f)] : w ∈ W, f ∈ F}
in distribution to a limit Gaussian process. By independence of the Yj’s, the cross covariance
of the two terms in the right hand side of (7) is given for all (w, f) by
σw,f,ζ =
a
n
n∑
i=1
n∑
j=1
cov(w[Gn(Yi,n), Gn(z)]f(Yi,n, z), ζ(Yj))
= a.cov(w[Gn(Yi,n), Gn(z)]f(Yi,n, z), ζ(Yj))
= a
(∫ z
0
w[Gn(y), Gn(z)]f(y, z)ζ(y)dG(y)
−
∫ z
0
w[Gn(y), Gn(z)]f(y, z)dG(y)
∫ ∞
0
ζ(y)dG(y)
)
−→ a
(∫ z
0
w[G(y), G(z)]f(y, z)ζ(y)dG(y)− E[ζ(Y )]J(w, f)
)
, n→∞.
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3 Testing procedures
Inference procedures for testing poverty usually allow one to say that there is less or more
poverty in a given population than in another, but do not permit to answer questions of type
: How much poverty has been decreased or increased ? Therefore, it is not possible to use
these procedures in order to quantify the poverty variation (or change) between two pop-
ulations . In this section, we propose a testing procedure which allows us to evaluate the
poverty change between two populations, by checking for whether there exists a proportion-
ality relation between their associated poverty indices. That is, we aim to test the following
hypotheses :
H0 : JF = αJG, versus H1 : JF 6= αJG,
where α is a positive real number, and JF , JG are aggregated scalar poverty indices computed
from distributions F and G. Note that JF and JG must be defined with the same specific
functions w and f indicating the type of poverty measure being considered.The acception of
the null hypothesis H0 leads to the estimation of the relative poverty variation between the
two distributions F and G. For example, if α = 1/2, we can say that poverty has decreased
by an half, if the reference distribution is G. These kind of conclusions are important for
policy makers, as they enable to show the effect of poverty reducing strategies. Indeed, our
approach may be applied to check for the poverty Millennium Development Goals (MDG)
which consisted of halving poverty in the world by 2015.
Consider now two independent populations with cumulative distribution functions F and
G, and relative poverty lines zF and zG, respectively. Assume that two independent and iden-
tically distributed samples of sizes nF and nG are respectively drawn from thereof. Denote
by ĴF = ĴF (w, f) and ĴG = ĴG(w, f) the estimators of JF and JG, respectively. By Theo-
rem 2.1, ĴF and ĴG are asymptotically normally distributed, with variances σ
2
F and σ
2
G that
can be readily determined from (6) by computing Γ[(w, f); (w, f)]with the right distribution
F or G.
Let ∆Ĵ = ĴF − αĴG. Then, under H0, ∆Ĵ is asymptotically normally distributed with
zero mean and variance σ2 which, by independence of the two samples, is equal to
σ2 =
1
nF
σ2F +
α2
nG
σ2G.
A consistent estimator for σ2, may be defined as
σ̂2 =
1
nF
σ̂2F +
α2
nG
σ̂2G,
where σ̂2F and σ̂
2
G are consistent estimators for σ
2
F and σ
2
G, respectively. Thus, for checking
the null hypothesisH0, we may use the following test statistic :
T̂ =
∆Ĵ
σ̂
,
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which, by Slutsky’s Theorem, converges in law to the standard normal distribution, underH0.
The previous test is distribution-free and may be extended to a vector of several particular
poverty indices. To perform a joint test using simultaneously several poverty indices, we
consider two finite d-dimensional vectors (d is a positive integer) of poverty indices denoted
by IF and IG and associated with distributions F and G, respectively. The hypotheses we
wish to test are of the form :
H0 : IF = MIG, versus H1 : IF 6= MIG,
where M = diag(α1, · · · , αd) is a diagonal matrix of positive coefficients αi. When the
matrixM coincides with the identity matrix Id, hypothesisH0 corresponds to the equivalence
of the two distributions in terms of poverty. The test can performed by making use of the
Wald test statistic which is defined as
Ŵ = (ÎF −MÎG)′Γ̂−1FG(ÎF −MÎG),
where x′ designs the transpose of a vector x ∈ Rd, ÎF , ÎG are consistent estimators of IF
and IG, respectively. Γ̂FG is a consistent estimator of the covariance matrix of the vector
IF −MIG. It is clear that, underH0, the statistic Ŵ converges weakly to a chi-square distri-
bution with d degrees of freedom, χ2(d). Thus, at level of significance α, the critical region
is of the form {Ŵ > c}, where c is the (1− α)-quantile of χ2(d).
To estimate the covariance matrix Γ in Theorem 2.1, denote Γ̂k,l the estimators of the
entries Γkl := Γ[(wl, fl), (wk, fk)], k, l = 1, · · · , d. Take z equal to the quantile of order
q/n of a the considered distribution F or G, represented by the sample Y1, · · · , Yn, with q
a positive integer less than n. Then, the number of poor in the sample is equal to q, and a
consistent estimators of the elements Σk,l := Σ [(wk, fk); (wl, fl)], 1 ≤ k, l ≤ d, may be
defined as
Σ̂k,l =
1
n
q∑
j=1
wk
(
j
n
,
q
n
)
fk(Yj,n, z)wl
(
j
n
,
q
n
)
fl(Yj,n, z)
− 1
n2
q∑
i=1
q∑
j=1
wk
(
i
n
,
q
n
)
fk(Yi,n, z)wl
(
j
n
,
q
n
)
fl(Yj,n, z)
+
1
n2
q∑
i=1
q∑
j=1
a1(Yi,n, Yj,n)
(
i
n
∧ j
n
− i
n
j
n
)
+
(
1− q
n
) 1
n2
q∑
i=1
q∑
j=1
a2(Yi,n, Yj,n)
j
n
+
(
1− q
n
) 1
n2
q∑
i=1
q∑
j=1
a3(Yi,n, Yj,n)
i
n
+
q
n
(
1− q
n
) 1
n2
q∑
i=1
q∑
j=1
a4(Yi,n, Yj,n), (8)
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where for all i, wi and fi represent respectively the weighting and deprivation functions
of a particular poverty index, ar, r = 1, 2, 3, 4 are real-valued functions given in Theorem
2.1, and Y1,n ≤ · · · ≤ Yn,n are the order statistics associated with the sample Y1, · · · , Yn. It
follows from this, that consistent estimators for the entries Γk,l, 1 ≤ k, l ≤ d, are
Γ̂k,l = Σ̂k,l + a
(
1
n
n∑
j=1
hk(Yj,n)ζ(Yj,n)− 1
n2
n∑
j=1
hk(Yj,n)
n∑
j=1
ζ(Yj,n)
)
+ a
(
1
n
n∑
j=1
hl(Yj,n)ζ(Yj,n)− 1
n2
n∑
j=1
hl(Yj,n)
n∑
j=1
ζ(Yj,n)
)
+
a2
n
n∑
j=1
(
ζ(Yj,n)− 1
n
n∑
j=1
ζ(Yj,n)
)2
. (9)
which lead to a consistent and non-parametric estimator for the covariance matrix Γ.
4 Simulation study
Here, we make some experiments for showing the asymptotic normality of our estimator Jˆn
in relatively small samples of sizes n = 50, 100, 150. We essentially deal with two simple
cases ; that is the case where the relative poverty line z is taken equal to the mean of the
distribution and the case where z is set to the median of the distribution. The simulation
procedure is the following :
• Generate data from a known distribution with positives values ;
• Calculate the estimator Jˆn(w, f) and the theoretical indice J(w, f) for specific func-
tions w, f ;
• Compute the variance, say σ2n(w, f), by using (9) ;
• Determine the statistic test Tn =
∣∣∣ Jˆn(w,f)−J(w,f)σn(w,f) ∣∣∣ ;
• compute the p-value p = 2∗(1−φ(Tn)), where φ is the standard Gaussian distribution;
• Repeat all these steps B times.
We generate data from two distributions : Exponential(1/2) and Lognormal(0,1). In case of
the poverty line being equal to the mean of the distribution, the function ζ(y) = y. While
the median case corresponds to ζ(y) = 1
g(G−1(1/2))
I(y ≤ G−1(1/2)). The tables below
present the p-values of the normality test for different indices : FGT(1), FGT(2) and Sen, by
considering a number of replications B = 1000.
Tables 2 and 3 allow us to accept the asymptotic normality of our estimator for sample
sizes greater than or equal to n = 100 at a nominal level of 5%.
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Exponential(1/2) Lognormal(0, 1)
Size FGT(1) FGT(2) Sen FGT(1) FGT(2) Sen
n = 50 0.87 0.86 0.92 0.89 0.93 0.72
n = 100 0.93 0.92 0.94 0.91 0.96 0.81
n = 150 0.95 0.93 0.94 0.99 0.99 0.89
Table 2: p-values of test in case the poverty line z is equal to the mean of the distribution.
Exponential(1/2) Lognormal(0, 1)
Size FGT(1) FGT(2) Sen FGT(1) FGT(2) Sen
n = 50 0.24 0.33 0.37 0.03 0.21 0.06
n = 100 0.62 0.74 0.80 0.08 0.40 0.20
n = 150 0.86 0.88 0.95 0.17 0.62 0.36
Table 3: p-values of test in case the poverty line z is equal to the median of the distribution.
5 Application to genuine data
Here, we use real data to estimate the quantity∆, representing the added term to the variance
of the poverty estimate when we deal with a relative poverty line z. We employ Senegalese
households expenditure data, which consist of a sample of size n = 3163 provided by a
national survey entitledESAM 2, that was conducted in 2001 by the National Statistic Agence
(ANSD). We consider two relative poverty lines : the mean and the median of the observed
distribution. Denote the data by y1 ≤ y2 ≤ · · · ≤ yn. Then, an estimation of the quantity ∆
is given by
∆ˆ = 2aˆ
[
1
n
q∑
i=1
w
(
i
n
,
q
n
)
f(yi, z)ζ(yi)− ζ(Y ). 1
n
q∑
i=1
w
(
i
n
,
q
n
)
f(yi, z)
]
+aˆ2
[
1
n
n∑
i=1
(
ζ(yi)− ζ(Y )
)2]
,
where
aˆ =
1
n
q∑
i=1
[
∂
∂v
w
(
i
n
,
q
n
)
f(yi, z) +
∂
∂z
f(yi, z)w
(
i
n
,
q
n
)]
,
ζ(Y ) = 1
n
∑n
i=1 ζ(yi) and q is the number of poor in the sample and satisfies : Gn(z) = q/n.
The following table 4 gives estimations for the quantity ∆ and the variance of the poverty
estimate when the poverty line is fixed. The results concern the Sen index and the FGT in-
dices of parameter β = 1, 2.
We observe that when the poverty line z is set to the median of the distribution, the sam-
pling error due the estimation of z i increases the variance of the poverty estimate for all the
considered indices. In contrast, when the poverty line is set to the mean of the distribution,
12
FGT(1) FGT(2) Sen
z=mean
∆ˆ = 0.004 ∆ˆ = 0.01 ∆ˆ = −0.05
ˆvar = 0.07 ˆvar = 0.03 ˆvar = 0.23
z=median
∆ˆ = 1.44 ∆ˆ = 0.38 ∆ˆ = 1.63
ˆvar = 0.05 ˆvar = 0.01 ˆvar = 0.15
Table 4: Estimation of ∆ and variances of poverty estimates when the poverty line is fixed.
the variance of the FTG indices increases while the variance of the Sen measure decreases.
This may be due to the fact that, the Sen measure affects a weight which depends on the
poverty line z and the individual’s ranks.
Appendix
5.1 Proof of Theorem 2.1
First, recall the definition of the classes of functionsW and F
W = {w : [0, 1]× [0, 1]→ R+, w continuous, and u 7→ w(u, ·) is non-increasing}
F = {f : R+ × R+ → R+, f continuous, and y 7→ f(y, ·) is non-increasing}
Next, introduce the class of functions
K = {k : R→ [0, 1] increasing}.
For z > 0 fixed, w ∈ W, f ∈ F , k ∈ K define the real-valued function
hw,f,k(y) = w[k(y), k(z)]f(y, z)I(y < z), for all y ∈ R+
and letHz be the class of functions defined as
Hz = {y 7→ hw,f,k(y) : w ∈ W, f ∈ F , k ∈ K}.
According to the sketch given at the end of the statement of the Theorem 2.1, we split the
proof into four parts. In the first, we establish the Donsker property for the class Hz, and
derive from this, that the empirical process {Gn(hw,f,G) : w ∈ W, f ∈ F} converges weakly
to a limit Gaussian process G(hw,f,G). In the second, we show that
sup
(w,f)∈W×F
|Gn(hw,f,Gn − hw,f,G)| −→p 0, n→∞, (10)
where "−→p" denotes the convergence in probability. In the third part, we prove the weak
convergence of the processWn(w, f) to a zero-mean Gaussian processW(w, f) in l
∞(W×
F). Finally in the last part, we prove that the joint process (Gn,Wn) converges weakly to
(G,W) which is a zero-mean Gaussian process.
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5.2 Part I
Recall that P is the common probability law of the Y ′j s and G stands for its cumulative
distribution function. We have to prove that the class of functions Hz is P -Donsker. This
will be done if we prove that the bracketing integral
J[](∞,Hz, L2(P )) =
∫ ∞
0
√
logN[](ǫ,Hz, L2(P ))dǫ
is finite, whereN[](·) denotes the bracketing number. Before proving this, observe that the el-
ements ofHz are continuous and increasing functions, bounded onR+ byw[k(0), k(z)]f(0, z),
for every (w, f, k) ∈ W ×F ×K. By assumption (A), the classes of functions W and F
are pointwise measurable. Further, Lemma 2.2 of [19] entails that the δ-entropy, relatively
to the supremum norm, of the class of increasing functions K is finite for any δ > 0. That
is, the class K is totally bounded relatively to the supremum norm, and hence is pointwise
measurable. This enables us to take the supremum over the setW ×F × K as equal to the
supremum over a countable subset G0 ⊂ W × F × K. Since for z > 0 fixed, the quantity
w[k(0), k(z)]f(0, z) is finite for any (w, f, k) ∈ W ×F ×K, we may define the constant
function
H(y) = sup
(w,f,k)∈W×F×K
w[k(0), k(z)]f(0, z), ∀y ∈ R+,
as an envelope function for the class Hz. Then Hz is uniformly bounded by H(y), and we
may assume without loss of generality that H(y) ≡ 1. Thus, Hz is a subset of the class of
monotone functions defined on R with values in [0, 1]. It follows from Theorem 2.7.5, page
159 of [20] that for all ǫ > 0,
logN[](ǫ,Hz, L2(P )) < Cǫ−1, (11)
where C is a positive constant.
From the fact that the elements of Hz take their values in [0, 1], for ǫ > 1 the number of
ǫ-brackets needed to coverHz is just 1. Then J[](∞,Hz, L2(P )) would be finite if∫ 1
0
√
logN[](ǫ,Hz, L2(P ))dǫ <∞.
Now, integrating both sides of (11), one obtains∫ 1
0
√
logN[](ǫ,Hz, L2(P ))dǫ <
√
C
∫ 1
0
ǫ−1/2dǫ = 2
√
C <∞.
That is, J[](∞,Hz, L2(P )) is finite and the class Hz is P -Donsker. In particular for k = G
(the distribution function associated with the probability law P ), the classHz restricts to
Hz,G = {hw,f,G : w ∈ W, f ∈ F},
which may be identified to W × F . Since Hz,G ⊂ Hz is P -Donsker, so is the class W ×
F . Then it follows that the empirical process {Gn(hw,f,G) : w ∈ W, f ∈ F} converges
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weakly in l∞(Hz,G) to a tight limit process G , which is a zero- mean Gaussian process with
covariance function defined, for all (w, f) and (w˜, f˜), by
cov(G(hw,f,G),G(hw˜,f˜ ,G)) = Phw,f,Ghw˜,f˜ ,G − Phw,f,GPhw˜,f˜ ,G
=
∫ z
0
w[G(y), G(z)]f(y, z)w˜[G(y), G(z)]f˜(y, z)dG(y)
−
∫ z
0
w[G(y), G(z)]f(y, z)dG(y)
∫ z
0
w˜[G(y), G(z)]f˜(y, z)dG(y).
5.3 Part II
For establishing (10), we first remark that for any (w, f) ∈ W ×F , the functions hw,f,G and
hw,f,Gn are elements of Hz, which is shown to be P -Donsker according to the preview part.
Since hw,f,G and hw,f,Gn are bounded, they are in L2(P ) = L2(G). Now, one has∫ ∞
0
[hw,f,Gn(y)− hw,f,G(y)]2 dG(y) ≤ sup
y≤z
[hw,f,Gn(y)− hw,f,G(y)]2
≤ sup
y≤z
|w(Gn(y), Gn(z))− w(G(y), G(z))|2f 2(y, z)
≤ f 2(0, z) sup
y≤z
|w(Gn(y), Gn(z))− w(G(y), G(z))|2,
which tends almost surely to 0, as n → ∞, by continuity of the function w and the fact
that the empirical distribution function Gn(y) converges almost surely to G(y) for all y ∈
R. Thus, as n tends to infinity,
∫∞
0
[hw,f,Gn(y)− hw,f,G(y)]2 dG(y) converges almost surely
and hence in probabilty to zero. It follows from Lemma 19.24 of [21] that Gn(hw,f,Gn −
hw,f,G)−→p0, n→∞ which, by the continuous mapping theorem, implies that
sup
(w,f)∈W×F
|Gn(hw,f,Gn − hw,f,G)|−→p0, n→∞.
This establishes the second part of our proof.
5.4 Part III
For any given functions (w, f) ∈ W ×F , we define on the classK = {k : R→ [0, 1], increasing}
the following operator
φw,f : k 7→ φw,f(k) =
∫ z
0
w[k(y), k(z)]f(y, z)dP (y) = Phw,f,k,
Recall that ∂
∂u
ξ(a, b) and ∂
∂v
ξ(a, b) are the partial derivatives of a differentiable function
ξ(u, v) with respect to its first and second arguments, taken at (u, v) = (a, b). Let
K′ = {k ∈ K, k continuous}.
For all k ∈ K, and st ∈ K such that k + tst ∈ K and st → s ∈ K′, as t → 0, one has by
a first-order Taylor expansion of w, for some functions ζ and π defined on R, with values in
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(0, 1) :
φw,f(k + tst)− φw,f(k)
t
=
∫ z
0
st(y)
∂
∂u
w [k(y) + tπ(t)st(y), k(z) + tζ(t)st(z)] f(y, z)dG(y)
+
∫ z
0
st(z)
∂
∂v
w [k(y) + tπ(t)st(y), k(z) + tζ(t)st(z)] f(y, z)dG(y)
=: It + IIt.
Now, we have to show that as t→ 0,
It −→ I =
∫ z
0
s(y)
∂
∂u
w [k(y), k(z)] f(y, z)dG(y)
IIt −→ II =
∫ z
0
s(z)
∂
∂v
w [k(y), k(z)] f(y, z)dG(y).
We only establish the first result as the other can be handled with the same techniques. By
assumption (A.1) the function w and its first-order partial derivatives are bounded on (0, z]
and one has :
|It − I| ≤ sup
y≤z
∣∣∣st(y) ∂
∂u
w [k(y) + tπ(t)st(y), k(z) + tζ(t)st(z)]
−s(y) ∂
∂u
w [k(y), k(z)]
∣∣∣f(y, z) ∫ z
0
dG(y).
Adding and substracting appropriate terms and observing that both k and s are bounded by
1, one has :
|It − I| ≤ sup
y≤z
∣∣∣st(y)− s(y)∣∣∣× sup
y≤z
{∣∣∣ ∂
∂u
w [k(y) + tπ(t)st(y), k(z) + tζ(t)st(z)]
∣∣∣f(y, z)}
+ sup
y≤z
{∣∣∣ ∂
∂u
w [k(y) + tπ(t)st(y), k(z) + tζ(t)st(z)]− ∂
∂u
w [k(y), k(z)]
∣∣∣f(y, z)}.
The fact that st −→ s, as t→ 0 entails that |st(y)−s(y)| −→ 0, as t→ 0. Consequently, the
first term in the right-hand side of the above inequality tends to 0, as t tends to 0. The second
term also tends to 0, as t goes to 0. This is due to the continuity of w and its first-order partial
derivatives. It results from above that, φ is Hadamard-differentiable at k ∈ K, tangentially
to K′, with derivative φ′w,f [k], given for all s ∈ K by
φ′w,f [k](s) =
∫ z
0
{
s(y)
∂
∂u
w[k(y), k(z)] + s(z)
∂
∂v
w[k(y), k(z)]
}
f(y, z)dG(y).
Since
√
n[Gn − G] converge weakly to B ◦ G, where B stands for the standard Brownian
bridge, it follows from the functional delta method (see, e.g., [20]) that
√
n[φw,f(Gn) −
φw,f(G)] =
√
n[Phw,f,Gn − Phw,f,G] = Wn(w, f) converges in distribution to the Gaussian
variable
φ′w,f [G](B ◦G) =
∫ z
0
{
B ◦G(y) ∂
∂u
w[G(y), G(z)] + B ◦G(z) ∂
∂v
w[G(y), G(z)]
}
f(y, z)dG(y)
=: W(w, f).
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Since the class of functionsW ×F is shown to be Donsker according to Part I , we can infer
that the process {Wn(w, f) : w ∈ W, f ∈ F} converge in distribution to W(w, f) which is
a zero-mean Gaussian process, with covariance kernel given, for all (w, f) and (w˜, f˜), by
cov(W(w, f),W(w˜, f˜)) =
∫ z
0
∫ z
0
a1(x, y)[G(x) ∧G(y)−G(x)G(y)]dG(x)dG(y),
+[1−G(z)]
∫ z
0
∫ z
0
a2(x, y)G(y)dG(x)dG(y)
+[1−G(z)]
∫ z
0
∫ z
0
a3(x, y)G(x)dG(x)dG(y)
+G(z)[1 −G(z)]
∫ z
0
∫ z
0
a4(x, y)dG(x)dG(y),
where
a1(x, y) =
∂w
∂u
[G(x), G(z)]f(x, z)
∂w˜
∂u
[G(y), G(z)]f˜(y, z)
a2(x, y) =
∂w
∂u
[G(x), G(z)]f(x, z)
∂w˜
∂v
[G(y), G(z)]f˜(y, z)
a3(x, y) =
∂w
∂v
[G(x), G(z)]f(x, z)
∂w˜
∂u
[G(y), G(z)]f˜(y, z)
a4(x, y) =
∂w
∂v
[G(x), G(z)]f(x, z)
∂w˜
∂v
[G(y), G(z)]f˜(y, z).
5.5 Part IV
Here we show that the couple of processes (Gn,Wn) converges weakly to joint process
(G,W) which is a zero-mean Gaussian process. To this end, we show that it is tight and that
its finite marginal distributions converge to those of a Gaussian process.
The tightness follows immediately from Parts I and III where, it is proved that Gn
converges weakly to a tight Gaussian process G ∈ l∞(Hz,G), andWn converges weakly to a
tight Gaussian processW ∈ l∞(W ×F).
For the study of the finite dimensional distributions, we have to show that for allα1, . . . , αm,
β1, . . . , βℓ ∈ R and (wl, fl), (w˜i, f˜i) ∈ W ×F , l = 1, . . . , m, i = 1, . . . , ℓ, the linear combi-
nation
m∑
l=1
αlGn(hwl,fl,G) +
ℓ∑
i=1
βiWn(w˜i, f˜i) (12)
is asymptotically Gaussian. For this, we make use of the asymptotic linearity of the two
processes Gn and Wn. For larger values of n, the latter can be expressed in terms of the
former. Indeed for all (w, f) ∈ W ×F denote by Lw,f the Hadamard derivative of φw,f at
G ; that is Lw,f = φ
′
w,f [G]. Then for larger values of n one has
Wn(w, f) =
√
n(Phw,f,Gn − Phw,f,G) = Lw,f(
√
n[Gn −G]) + oP (1).
Since Gn(·) = n−1
∑n
j=1 I(Yj ≤ ·) = n−1
∑n
j=1 I[Yj ,∞)(·), using the linearity of Lw,f , we
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obtain for n large enough that
Wn(w, f) =
1√
n
n∑
j=1
[
Lw,f(I[Yj ,∞)(·)− Lw,f(G)
]
+ oP (1)
= Gn
(
Lw,f(I[Yj ,∞)(·)
)
+ oP (1).
Combining this with the linearity of Gn we obtain, for all α1, . . . , αm, β1, . . . , βℓ ∈ R and
(wl, fl), (w˜i, f˜i) ∈W ×F , l = 1, . . . , m, i = 1, . . . , ℓ, that
m∑
l=1
αlGn(hwl,fl,G) +
ℓ∑
i=1
βiWn(w˜i, f˜i)
=
m∑
l=1
αlGn(hwl,fl,G) +
ℓ∑
i=1
βiGn
(
Lw˜i,f˜i(I[Yj ,∞)(·)
)
+ oP (1)
= Gn
(
m∑
l=1
αlhwl,fl,G +
ℓ∑
i=1
βiLw˜i,f˜i(I[Yj ,∞)(·)
)
+ oP (1).
Recall thatGn is the empirical process and that the function
∑m
l=1 αlhwl,fl,G+
∑ℓ
i=1 βiLw˜i,f˜i(I[Yj ,∞)(·)
belongs to L2(P ). Then it follows that the random variable defined in (12) is asymptotically
Gaussian, and hence the finite marginal distributions of the process (Gn,Wn),(
Gn(hw1,f1,G), · · · ,Gn(hwm,fm,G),Wn(w˜1, f˜1), · · · ,Wn(w˜ℓ, f˜ℓ)
)
are asymptotically Gaussian too. Combining this with the tightness argument enable us to
conclude that the joint process (Gn,Wn) converges weakly to the process (G,W) which is
Gaussian and centered.
References
[1] Atkinson, A.B. (1987). On the Measurement of Poverty. Econometrica, 55, 749-764.
[2] Bishop, J.A., Formby, J.P. and Zheng, B. (1997). Statistical inference and the Sen index
of poverty. International Economic review. Vol. 38, No 2, pp. 381-387.
[3] Davidson, R., and Duclos, J.-Y. (2000). Statistical inference for stochastic dominance
and for the measurement of poverty and inequality. Econometrica, 68, 6 , 1435-1464.
[4] Foster, J.E. and Shorrocks, A.F. (1988). Poverty Orderings and Welfare Dominance.
Social Choice Welfare, 5, 179-198.
[5] Foster, J. (1984).On Economic poverty : a survey of aggregate measures. In: Basmann,
R.L., Rhodes, G.F. (Eds.), Advances in Econometrics, Vol. 3. JAI Press, Connecticut.
[6] Foster, J. E., Greer, J. and Thorbecke, E. (1984). A class of decomposable Poverty
Measures, Econometrica, vol. 52, No 3, 761-766.
18
[7] Kakwani, N.C. (1980) : On a class of poverty measures, Econometrica, Vol. 48, No.2,
pp 437-446.
[8] Kakwani, N. (1993). Statistical inference in the measurement of poverty", Review of
Economics and Statistics 75, 632-639.
[9] Preston, I. (1995). Sampling Distributions of Relative Poverty Statistics, Applied Statis-
tics, 44(1), 91-99.
[10] Sall, S.T. and Lo, G.S. (2009). Uniform Weak Convergence of the Time-dependent
Poverty Measure for Continuous Longitudinal Data. Braz. J. Probab. Statist. 24, 457-
467.
[11] Seck, C.T. and Lo, G.S. (2015). Robust ordering of two income distributions by means
of poverty indices.Far East Journal of Statistics. vol. 50(3), 203-230.
[12] Lo, G.S., Sall, S.T. and Seck, C.T. (2009). Une théorie asymptotique générale des
mesures de pauvreté. C. R. Math. Rep. Acad.Sci. Canada. Vol. 31(2), pp 45-52.
[13] Rongve, I. (1997). Statistical Inference for Poverty Indices with fixed Poverty lines.
Applied Economics 29, 387-392.
[14] Sen, A.K. (1976). Poverty : An ordinal approach to measurement. Econometrica 44,
219-231.
[15] Simler, K. R. and Arndt, C. (2007).Poverty comparisons with absolute lines estimated
from survey data. Review of Income and Wealth, Series 53, Number 2, June 2007. doi:
10.1111/j.1475-4991.2007.00228.x
[16] Shorrocks, A. (1995): Revisiting the Sen Poverty Index.Econometrica 63, 1225-1230.
[17] Thuysbaert, B. and Zitikis, R. (2005). Consistent Testing for Poverty Dominance. Re-
search Paper No. 2005/64, UNU-WIDER.
[18] Thon, D. (1979). On Measuring Poverty. Review of Income and Wealth,25, 429-439.
[19] van de Geer, S. (2000). Empirical Processes in M-estimation. Cambridge Univerity
Press, New York.
[20] van der Vaart, A. W. and Wellner, J. A. (1996). Weak Convergence and Empirical Pro-
cesses, Springer Verlag, New-York.
[21] van der Vaart, A. W. (1998). Asymptotic Statistics, Cambridge University Press.
[22] Zheng, B. (2001). Statistical inference for poverty measures with relative poverty lines.
Journal of Econometrics, 101, 337-356.
19
