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Abstract
We consider real orthogonal n × n matrices whose diagonal entries are zero and off-
diagonal entries nonzero, which we refer to as OMZD(n). We show that there exists an
OMZD(n) if and only if n 6= 1, 3, and that a symmetric OMZD(n) exists if and only if
n is even and n 6= 4. We also give a construction of OMZD(n) obtained from doubly
regular tournaments. Finally, we apply our results to determine the minimum number
of distinct eigenvalues of matrices associated with some families of graphs, and consider
the related notion of orthogonal matrices with partially-zero diagonal.
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1 Introduction
An n×n real matrixA is orthogonal if and only ifAAT = cI for some positive constant c ∈ R+.
(We do not insist that c = 1, i.e. thatAAT = I .) A number of papers, such as [3, 5, 8, 19], have
studied the pattern (or the support) of a matrix, i.e. the arrangement of its zero and nonzero
entries, and which patterns admit matrices with given algebraic properties (for instance,
orthogonal, positive definite, etc.). In this vein, a pattern is called an orthogonal pattern if
it admits an orthogonal matrix. A seemingly natural pattern to consider is where the zero
entries are precisely those on the main diagonal; orthogonal matrices with this pattern are
the subject of this paper. For brevity, we make the following definition.
Definition 1.1. Let A be an n × n real matrix. We say that A is an orthogonal matrix with zero
diagonal, or an OMZD(n), if and only if it is orthogonal, its diagonal entries are all zero, and
its off-diagonal entries are all nonzero.
A matrix where all diagonal entries are zero is sometimes called a hollow matrix (see [14,
Section 3.1.3], for instance); we will not use this term as it also allows for off-diagonal zero
entries. A conference matrix of order n is an OMZD(n) whose off-diagonal entries are all ±1.
(For further details see [6, Section V.6], [15] or [16, Section 4.3].)
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Example 1.2. The following are conference matrices of orders 2, 4 and 6 (taken from [6,
Example V.6.4]):
[
0 1
1 0
]
,


0 1 1 1
−1 0 −1 1
−1 1 0 −1
−1 −1 1 0

 ,


0 1 1 1 1 1
1 0 1 −1 −1 1
1 1 0 1 −1 −1
1 −1 1 0 1 −1
1 −1 −1 1 0 1
1 1 −1 −1 1 0


.
There are known necessary conditions for the existence of conference matrices, and ow-
ing to the constraint on their entries it is not surprising that they are difficult, in general, to
construct. From the definition one can show that n must be even. Two conference matrices
are equivalent if one can be obtained from the other by multiplying rows or columns by −1,
or by simultaneously permuting rows and columns; if n ≡ 2 mod 4, a conference matrix is
equivalent to a symmetric matrix, while if n ≡ 0mod 4, a conference matrix is equivalent to
a skew-symmetric matrix (see, for instance, [9] or [7]). However, n being even is not a suffi-
cient condition: Belevitch [4] showed that if a symmetric conference matrix of order n exists
(and thus n ≡ 2 mod 4), then n − 1 must be the sum of two squares; consequently, there do
not exist conference matrices of orders 22, 34 or 58. It is unknown if there exists a conference
matrix of order 66 (see [6, Table V.6.10]. However, the following result, implied by the main
construction of Paley’s classic 1933 paper [20], gives an infinite family of examples.
Theorem 1.3. Let q be an odd prime power. If q ≡ 1 mod 4 then there exists a symmetric conference
matrix of order q + 1; if q ≡ 3 mod 4 then there exists a skew-symmetric conference matrix of order
q + 1.
The purpose of this article is to investigate what happens when the requirement that the
nonzero entries are ±1 is removed. For odd orders, it is not difficult to see that neither an
OMZD(1) nor anOMZD(3) can exist. However, as the following two examples demonstrate,
OMZDs with odd orders do exist.
Example 1.4. The following matrix is an OMZD(5):


0 1 1 1 1
1 0 a 1 b
1 b 0 a 1
1 1 b 0 a
1 a 1 b 0


where a = −1+
√
3
2
and b = −1−
√
3
2
.
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Example 1.5. The following matrix is an OMZD(7) (found with the help of MAPLE):

0 1 1 1 1 1 1
1 0 a b c 1 d
1 d 0 a b c 1
1 1 d 0 a b c
1 c 1 d 0 a b
1 b c 1 d 0 a
1 a b c 1 d 0


where a = − 1√
6
(1 − R) − 1
3
R, b = −1 +
√
6
2
, c = − 1√
6
(1 + R) + 2
3
R and d = − 1√
6
− 1
3
R, and
where R =
√
9 + 4
√
6.
The paper is organized as follows. In Sections 2 and 3, we prove that there exists an
OMZD(n) if and only if n 6∈ {1, 3}, and also consider the existence of symmetric OMZD(n),
proving that these exist if and only if n is even and n 6= 4. In Section 4 we give an alternative,
combinatorial construction of OMZD(n) for certain n ≡ 3 mod 4. Finally, in Section 5 we
give some applications of OMZDs to spectral graph theory, to the problem of determining
the minimum number of distinct eigenvalues for a class of real, symmetric matrices obtained
from a bipartite graph. This also leads us to consider the existence of orthogonal matrices
with partially-zero diagonal (OMPZDs).
2 Existence of OMZDs
To demonstrate the existence of OMZDs, we make use of the following construction.
Lemma 2.1. Suppose that there exist an OMZD(m + 1) and an OMZD(n + 1). Then there exists
an OMZD(m+ n).
Proof. LetM and N be an OMZD(m + 1) and an OMZD(n + 1) respectively, each scaled so
thatMMT = Im+1 and NN
T = In+1. We express these in the following form:
M =
[
0 uT
v B
]
, N =
[
0 xT
y C
]
where B and C are m × m and n × n, respectively (known as the cores of M and N ). By
construction, we have that
MMT =
[
uTu uTBT
Bu vvT +BBT
]
=
[
1 0
0 Im
]
and
NNT =
[
xTx xTCT
Cx yyT + CCT
]
=
[
1 0
0 In
]
.
Now let
Q =
[
B vxT
yuT C
]
.
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Then
QQT =
[
BBT + vxTxvT BuyT + vxTCT
yuTBT + CxvT yuTuyT + CCT
]
=
[
Im 0
0 In
]
= Im+n,
so Q is orthogonal. By construction, Q has all diagonal entries zero and all off-diagonal
entries nonzero. Therefore Q is an OMZD(m+ n).
As an example of the usefulness of Lemma 2.1, we construct an OMZD(9) from the
OMZD(6) and OMZD(5) we saw in Examples 1.2 and 1.4 respectively.
Example 2.2. After rescaling, we obtain the following OMZDs from Examples 1.2 and 1.4:
1√
5


0 1 1 1 1 1
1 0 1 −1 −1 1
1 1 0 1 −1 −1
1 −1 1 0 1 −1
1 −1 −1 1 0 1
1 1 −1 −1 1 0


,
1
2


0 1 1 1 1
1 0 a 1 b
1 b 0 a 1
1 1 b 0 a
1 a 1 b 0


(where a = −1+
√
3
2
and b = −1−
√
3
2
). Using the notation in the proof of Lemma 2.1, we have
B =
1√
5


0 1 −1 −1 1
1 0 1 −1 −1
−1 1 0 1 −1
−1 −1 1 0 1
1 −1 −1 1 0

 , C =
1
2


0 a 1 b
b 0 a 1
1 b 0 a
a 1 b 0

 .
By construction, we have vxT = 1
2
√
5
K and yuT = 1
2
√
5
KT (whereK denotes the 5×4 all-ones
matrix). After rescaling by a factor of 2
√
5, we obtain the following OMZD(9):

0 2 −2 −2 2 1 1 1 1
2 0 2 −2 −2 1 1 1 1
−2 2 0 2 −2 1 1 1 1
−2 −2 2 0 2 1 1 1 1
2 −2 −2 2 0 1 1 1 1
1 1 1 1 1 0 a
√
5
√
5 b
√
5
1 1 1 1 1 b
√
5 0 a
√
5
√
5
1 1 1 1 1
√
5 b
√
5 0 a
√
5
1 1 1 1 1 a
√
5
√
5 b
√
5 0


.
The main result of this paper is the following.
Theorem 2.3. There exists an OMZD(n) if and only if n 6∈ {1, 3}.
Proof. We proceed by induction on n. As observed earlier, an OMZD(1) and OMZD(3) do
not exist, while OMZD(n) for n = 2, 4, 5 are given in Examples 1.2 and 1.4. Assume that
n ≥ 6, and suppose that there exist OMZD(m) for all m < n (exceptm = 1, 3). In particular,
there exist an OMZD(n − 2) and an OMZD(4), so by Lemma 2.1 there exists an OMZD(n).
The result follows by induction.
4
3 Existence of symmetric OMZDs
In this section, we settle the existence question for symmetric OMZDs. In Example 1.2, we
have already seen a symmetric OMZD(2); however, for the next possible order we are less
fortunate.
Proposition 3.1. A symmetric OMZD(4) does not exist.
Proof. We give a proof by contradiction. LetM be a symmetric OMZD(4), which must have
the following form:
M =


0 a b c
a 0 d e
b d 0 f
c e f 0


where a, b, c, d, e, f are all nonzero. By the definition of orthogonality the row norms of M
must all be equal, so the first two rows give a2+b2+c2 = a2+d2+e2, and thus b2+c2 = d2+e2.
Similarly, the remaining two rows give b2 + d2 = c2 + e2. Adding the two relations gives
b2 = e2. Negating the last row and column if necessary, we may assume that b = e. Then
(considering that the first two rows are orthogonal) d = −c and (from rows 1 and 4) f = −a.
But then rows 1 and 3 have inner product ad+ cf = −2ac 6= 0, a contradiction.
However, as the main result of this section shows below, this is the only possible even
order with no such matrix. (As is standard, we denote the square all-ones matrix by J .)
Theorem 3.2. There exists a symmetric OMZD(n) if and only if n is even and n 6= 4.
Proof. First, we suppose that n is even and let n = 2m. Since there is a symmetric OMZD(2)
(Example 1.2) but no symmetric OMZD(4) (Proposition 3.1), we assume thatm ≥ 3.
Define A = J − I and B = αI + βJ , where α = √m2 − 1 and
β =
−√m2 − 1 +√2m− 1
m
.
Now consider the matrix
M =
[
A B
B −A
]
.
Clearly,M is symmetric; we shall show thatM is an OMZD(2m). Now,
MMT =
[
A2 +B2 AB −BA
BA−AB A2 +B2
]
;
by construction, A and B commute, so AB −BA = BA−AB = 0, while
A2 +B2 = (J − I)2 + (αI + βJ)2
= (α2 + 1)I + (mβ2 + 2αβ +m− 2)J
= m2I + (mβ2 + 2β
√
m2 − 1 +m− 2)J
= m2I
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since our choice of β is a solution to the quadratic equationmβ2 + 2β
√
m2 − 1 +m− 2 = 0.
Therefore,M is orthogonal.
It remains to show that M has the desired pattern of zero entries: in order for M to be
an OMZD(2m), it suffices to show that B has no zero entries. Now, the off-diagonal entries
of B are all β, and β = 0 if and only if m2 − 1 = 2m − 1, which happens precisely when
m = 2. The diagonal entries of B are all α + β, and we have that α + β = 0 if and only if
(m− 1)√m2 − 1 +√2m− 1 = 0; sincem ≥ 3 this is impossible.1 Thus we have a symmetric
OMZD(n) for any even n (except n = 4).
Now suppose that n is odd, and for a contradiction suppose that M is a symmetric
OMZD(n). Since M is symmetric, its eigenvalues are real. Without loss of generality, we
may assume that MMT = In, so therefore its eigenvalues are ±1. Since M has trace 0, it
follows that the eigenvalues 1 and −1 have the same multiplicity. But since n is odd, this
is impossible. Hence, by contradiction, a symmetric OMZD(n) does not exist when n is
odd.
As a symmetric OMZD(4) does not exist, and conference matrices only yield symmetric
OMZD(n) for n ≡ 2mod 4, the first case where Theorem 3.2 needs to be applied is to obtain
a symmetric OMZD(8).
Example 3.3. We consider the construction of Theorem 3.2 for the case n = 2m = 8, som = 4,
α =
√
15 and β =
√
7−√15
4
. Then we obtain the following symmetric OMZD(8):

0 1 1 1 α+ β β β β
1 0 1 1 β α+ β β β
1 1 0 1 β β α+ β β
1 1 1 0 β β β α+ β
α+ β β β β 0 −1 −1 −1
β α+ β β β −1 0 −1 −1
β β α+ β β −1 −1 0 −1
β β β α+ β −1 −1 −1 0


.
4 A construction using doubly regular tournaments
In this section, we present an alternative construction of OMZDs for certain orders congruent
to 3modulo 4. This differs from our earlier approach by being more combinatorial in nature,
making use of the following class of objects.
Definition 4.1. A doubly regular tournament of order q, denoted DRT(q), is an orientation of
the complete graph on q vertices, where each vertex has out-degree k, and for any pair of
distinct vertices u,w there are exactly λ vertices with arcs from both u and w.
1If we had chosen the other solution to the quadratic equation in β, we would always have β 6= 0, but would
have α+ β = 0 when m = 2 instead. Choosing α = −√m2 − 1 does not yield a solution for β which works for
m = 2 either.
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If follows from the definition that k = (q − 1)/2 and λ = (q − 3)/4, and thus that q ≡
3mod 4. Furthermore, if A is the adjacency matrix of a DRT(q), then A+AT = J − I and
AAT =
q + 1
4
I +
q − 3
4
J.
It was shown by Reid and Brown in 1972 [21] that aDRT(q) is equivalent to a skew-Hadamard
matrix of order q + 1: this is a matrix H with entries ±1 which satisfies HHT = (q + 1)I
and H + HT = 2I . We note that H is a skew-Hadamard matrix if and only if H − I is
a skew-symmetric conference matrix. It also follows that if A is the adjacency matrix of a
DRT(q), then it is the incidence matrix of a skew-Hadamard 2-design; the relationship between
Hadamard matrices and symmetric designs is discussed in detail in [16, Chapter 4].
The relevance of doubly regular tournaments to this paper is demonstrated in the next
result.
Theorem 4.2. Suppose that q 6= 3 and there exists a doubly regular tournament of order q. Then
there exists an OMZD(q).
Proof. Suppose that there exists a doubly regular tournament of order q with adjacency ma-
trixA. LetM = αA+J − I : our aim is to choose a suitable α so thatM is an OMZD(q). First,
we note thatM has zero diagonal; the off-diagonal entries are either 1 or 1 + α, so provided
α 6= −1 these are all nonzero. So we choose α such thatMMT = cI for some c. Since A has
(q − 1)/2 entries of 1 in each row and column, it follows that
AJ = JAT =
q − 1
2
J.
From this, we obtain
MMT = (αA+ J − I)(αAT + J − I)
= α2AAT + α(q − 1)J − α(A +AT) + (q − 2)J + I
= α2
(
q + 1
4
I +
q − 3
4
J
)
+ α(q − 1)J − α(J − I) + (q − 2)J + I
=
(
α2
q + 1
4
− α+ 1
)
I +
(
α2
q − 3
4
+ α(q − 2) + q − 2
)
J.
By the quadratic formula, the coefficient of J in the above will be zero precisely when
α =
−2
q − 3
(
q − 2±
√
q − 2
)
.
Since q ≡ 3mod 4 and q 6= 3we have that q ≥ 7, so these values of α are real numbers. Hence
the matrixM = αA+ J − I is an OMZD(q).
There are several constructions of doubly regular tournaments in the literature, usu-
ally presented in terms of skew-Hadamard matrices: see the survey by Koukouvinos and
Stylianou [18] for details. A conjecture of Seberry Wallis [22] (in terms of skew-Hadamard
matrices) asserts that a DRT(q) exists if and only if q ≡ 3mod 4; the smallest value for which
no example is known is q = 275 (see [18]). Two important constructions are in the following
lemmas.
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Lemma 4.3. Let q be a prime power such that q ≡ 3 mod 4. Then there exists a doubly regular
tournament of order q.
Because of the equivalence between skew-symmetric conference matrices and skew-
Hadamard matrices, Lemma 4.3 is implied by Theorem 1.3, and thus by Paley’s 1933
paper [20].
Lemma 4.4 (SeberryWallis [23]; Reid and Brown [21]). Suppose that there exists a doubly regular
tournament of order q. Then there exists a doubly regular tournament of order 2q + 1.
By applying Theorem 4.2 to the doubly regular tournaments obtained from Lemma 4.3,
then recursively applying Lemma 4.4 to that, we obtain the following result.
Corollary 4.5. Let q be a prime power such that q ≡ 3 mod 4 and q ≥ 7. Then for any t ≥ 0, there
exists an OMZD(2t(q + 1)− 1).
Example 4.6. We show how to obtain an OMZD(7) using the approach of Theorem 4.2. The
following matrix is the adjacency matrix of the unique doubly regular tournament of order 7:
A =


0 1 1 0 1 0 0
0 0 1 1 0 1 0
0 0 0 1 1 0 1
1 0 0 0 1 1 0
0 1 0 0 0 1 1
1 0 1 0 0 0 1
1 1 0 1 0 0 0


.
(We remark that the corresponding skew-Hadamard 2-design is the Fano plane.) Now let
α = −1
2
(5−√5). Then the matrixM below is an OMZD(7):
M = αA+ J − I =


0 α+ 1 α+ 1 1 α+ 1 1 1
1 0 α+ 1 α+ 1 1 α+ 1 1
1 1 0 α+ 1 α+ 1 1 α+ 1
α+ 1 1 1 0 α+ 1 α+ 1 1
1 α+ 1 1 1 0 α+ 1 α+ 1
α+ 1 1 α+ 1 1 1 0 α+ 1
α+ 1 α+ 1 1 α+ 1 1 1 0


(one can verify thatMMT = cI , where c = (27 − 9√5)/2).
By applying the “doubling construction” of Lemma 4.4, we can also obtain anOMZD(15)
starting from the same matrix A as in Example 4.6.
5 Application: distinct eigenvalues of graphs
SupposeA is an n×n real symmetric matrix. The graph of A is the simple graph on n vertices
labelled 1, . . . , n, with i adjacent to j if and only if Aij 6= 0 (for i 6= j). Conversely, for any
simple graph G with n vertices, one can associate with G the class of n × n matrices S(G),
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consisting of all real symmetric matrices whose graph is G. We note that the definition of
the graph of A ignores its diagonal entries, so the diagonal entries of any matrix in S(G) are
arbitrary.
Much recent research has been devoted to such classes of matrices (see, for instance, the
surveys by Fallat and Hogben [11, 12]). In particular, in [1, 2, 10, 13, 17] the following ques-
tion is considered: for a given graphG, what is the minimum number of distinct eigenvalues
of a matrix in S(G)? This parameter is denoted q(G).
It is not difficult to see that q(G) = 1 if and only if the graph G has no edges (see [1,
Lemma 2.1]). So a natural question is to ask which graphs G have q(G) = 2. Various results
on this question were obtained by Ahmadi et al. in [1]: for instance, they showed that com-
plete graphs Kn, complete bipartite graphs Kn,n and hypercubes Qn all have q(G) = 2. As
observed in [1, Section 4], the property that q(G) = 2 for a non-null graph G is equivalent to
the existence of an orthogonal matrix in S(G).
The parameter q(G) is not necessarily well-behavedwhen it comes to deleting edges from
a graph G. For instance, for a cycle Cn on n vertices we have q(Cn) = ⌈n/2⌉ (see [1, Lemma
2.7]); if we delete an edge to obtain the path Pn on n vertices, we then have q(Pn) = n (see
[13, Theorem 3.1]). However, the deletion of an edge can also cause the minimum number
of distinct eigenvalues of a graph to decrease: compare the examples in [1, Figs. 6.1, 6.2]).
In fact, the difference between q(G) and q(G − e) can be made arbitrarily large in either
direction.
5.1 Bipartite graphs
For a bipartite graph G with bipartition X ∪ Y , where X = {1, . . . ,m} and Y = {1′, . . . , n′},
we let B(G) be the class of m × n real matrices B, whose rows and columns are indexed by
X and Y respectively, and where Bij 6= 0 if and only if {i, j′} is an edge of G. Clearly, if
B ∈ B(G), then the matrix
A =
[
0 B
BT 0
]
is in S(G). In [1, Section 6], Ahmadi et al. showed the following, which provides a connection
with orthogonal matrices.
Theorem 5.1 (Ahmadi et al. [1]). Suppose G is a bipartite graph with bipartition X ∪ Y . Then
q(G) = 2 if and only if |X| = |Y | and there exists an orthogonal matrix B ∈ B(G).
A straightforward consequence of this theorem is the following.
Corollary 5.2 (Ahmadi et al. [1]). For the complete bipartite graph Kn,n, q(Kn,n) = 2.
Proof. Since B(Kn,n) consists of all n× nmatrices with no zero entries, all one requires is an
orthogonal matrix with no zeroes; for n ≤ 2 this is trivial, while for n ≥ 3, the matrix I − 2
n
J
is orthogonal.
The main result of this subsection gives an application of OMZDs to the following class
of graphs. We denote byGn the bipartite graph obtained by deleting a perfect matching from
Kn,n.
Theorem 5.3. Where Gn is as above, q(Gn) = 2 unless n = 1 or n = 3.
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Proof. Suppose that Gn has bipartition X ∪ Y , where X = {1, . . . , n} and Y = {1′, . . . , n′},
and that the perfect matching that was deleted was the canonical one, i.e. {i, i′} for 1 ≤
i ≤ n. Then any matrix in B(Gn) has zero diagonal and nonzero entries elsewhere, so any
orthogonal matrix in B(Gn) is an OMZD(n). By Theorem 2.3, such a matrix exists for all
n 6= 1, 3. The result then follows from Theorem 5.1.
Note that the graphG1 has no edges and thus q(G1) = 1, while the graphG3 is a cycle on
six vertices C6, and the non-existence of an OMZD(3) corresponds to the known result that
q(C6) = 3 (cf. [1, Lemma 2.7]).
By Corollary 5.2, we know that q(Kn,n) = 2; thus Theorem 5.3 gives examples of graphs
where deleting a set of edges does not change the value of q(G). However, to obtain Gn
from Kn,n one must delete several edges simultaneously; a natural question is to ask what
happens to q(G) if one deletes these edges sequentially, one at a time. In this situation,
to show that q(G) remains equal to 2 each time an edge is deleted, the following class of
matrices may be used.
5.2 Orthogonal matrices with partially-zero diagonal
We define an orthogonal matrix with partially-zero diagonal, OMPZD(n, k), to be an n × n or-
thogonal matrix with exactly k zero entries, all of which are on the main diagonal. Clearly an
OMZD(n) is an OMPZD(n, n). On the other hand, an OMPZD(n, 0) is an orthogonal matrix
with no zero entries, which we observed in Corollary 5.2 exists for all n ≥ 1. The connection
with bipartite graphs is given by the following result, whose proof is essentially the same as
that of Theorem 5.3.
Theorem 5.4. Let Gn,k denote the bipartite graph obtained by deleting a matching of size k from
Kn,n. Then q(Gn,k) = 2 if and only if there exists an OMPZD(n, k).
So it remains to show how to construct OMPZDs. One can easily show that there is no
OMPZD(2, 1) or OMPZD(3, 2), while Theorem 2.3 shows that there is no OMPZD(1, 1) or
OMPZD(3, 3). Some small examples are given below.
Example 5.5. The followingmatrices are anOMPZD(3, 1), anOMPZD(4, 3) and anOMPZD(5, 4):

 1 1
√
2
1 1 −√2√
2 −√2 0




1 1 1 1
1 0 α β
1 β 0 α
1 α β 0

 ,


1 1 1 1 1
1 0 ϕ β ψ
1 ψ 0 ϕ β
1 β ψ 0 ϕ
1 ϕ β ψ 0


(where α = −1+
√
5
2
, β = −1−
√
5
2
, and ψ,ϕ are the roots of 2x2 + (1−√5)x− 1 = 0).
In fact, most OMPZDs can be obtained from OMZDs, using the approach of Cheon et
al. [5] for reducing the number of zero entries in an orthogonal matrix, which gives the fol-
lowing result.
Lemma 5.6. Suppose that n ≥ 4. Then, for any k such that 0 ≤ k ≤ n − 2, there exists an
OMPZD(n, k).
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Proof. Let R(θ) denote the following matrix (where −pi < θ ≤ pi):
R(θ) =

 cos θ − sin θsin θ cos θ 0
0 In−2

 .
It is clear that R(θ) is an orthogonal matrix. Furthermore, for any orthogonal matrix A, the
product AR(θ) must also be orthogonal. Also, the columns of AR(θ) are identitical to those
of A = (aij) apart from the first two, which have the form

a1,1 cos θ + a1,2 sin θ
...
an,1 cos θ + an,2 sin θ

 and


−a1,1 sin θ + a1,2 cos θ
...
−an,1 sin θ + an,2 cos θ

 .
Let A be an OMZD(n), which exists by Theorem 2.3 since n ≥ 4. Then we may choose an
arbitrarily small value of θ > 0 to ensure that all entries of these two columns are nonzero,
and thus AR(θ) is an OMPZD(n, n − 2). By permuting rows and columns, and repeatedly
applying this process, we may obtain an OMPZD(n, k) for any k where 0 ≤ k ≤ n− 2.
We remark that this approach does not work to obtain an OMPZD(n, n − 1). However,
our methods for constructing OMZDs from Section 2 can easily be adapted to this situation.
Lemma 5.7. There exists an OMPZD(n, n− 1) if and only if n 6= 2, 3.
Proof. AnOMPZD(1, 0) is trivial to construct. As already observed, neither an OMPZD(2, 1)
nor an OMPZD(3, 2) can exist. Examples of an OMPZD(4, 3) and an OMPZD(5, 4) were
given in Example 5.5 above. So we assume that n ≥ 6. LetM be an OMPZD(4, 3), scaled so
thatMMT = I4, and arranged so that the (1, 1) entry is zero. LetN be anOMZD(n−2), which
exists by Theorem 2.3, also scaled such that NNT = In−2. As in the proof of Lemma 2.1, we
suppose that these have the form
M =
[
0 uT
v B
]
, N =
[
0 xT
y C
]
,
and then define
Q =
[
B vxT
yuT C
]
.
It follows—using the same method as Lemma 2.1—that Q is an OMPZD(n, n− 1).
Combining Theorem2.3, Example 5.5, Lemmas 5.6 and 5.7, and the existence ofOMPZD(n, 0)
from Corollary 5.2, we have proved the following.
Theorem 5.8. Let n ≥ 1 and 0 ≤ k ≤ n. Then there exists an OMPZD(n, k) if and only if
(n, k) 6∈ {(1, 1), (2, 1), (3, 2), (3, 3)}.
Immediately, we have the following result for graphs.
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Corollary 5.9. Suppose that n ≥ 1 and 1 ≤ k ≤ n, and let Gn,k be the bipartite graph obtained
by deleting a matching of size k from Kn,n. Then, unless (n, k) ∈ {(1, 1), (2, 1), (3, 2), (3, 3)}, we
have q(Gn,k) = 2.
The two exceptions which we have not already encountered are when (n, k) = (2, 1) and
(n, k) = (3, 2). In the former case, the graph G2,1 is a path with 4 vertices, so q(G2,1) = 4 by
[13, Theorem 3.1]. In the latter case, the graph G3,2 is a Cartesian product P3  K2; by [1,
Theorems 3.2 and 6.7] we have 3 ≤ q(G3,2) ≤ 4.
5.3 Complete multipartite graphs
The existence of symmetric OMZDs of even order can be used to demonstrate that that
q(G) = 2 for yet another family of graphs. We use Knm to denote the complete multipar-
tite graph withm parts of size n.
Theorem 5.10. Let Knm be the complete multipartite graph with m parts of size n, where m is even
and m 6= 4. Then q(Knm) = 2.
Proof. Since m is even, we have m > 1 which ensures that the graph is non-null, and thus
q(Knm) > 1. Also, since an orthogonal matrix has exactly two distinct eigenvalues, it suffices
to demonstrate the existence of an orthogonal matrix in S(Knm). Let A = (aij) be a sym-
metric OMZD(m), which (since m is even and m 6= 4) exists by Theorem 3.2, and let B be a
nowhere-zero symmetric orthogonal matrix of order n (as observed earlier, this is trivial to
find for n ≤ 2, and B = I − 2
n
J works for n ≥ 3). Now consider the Kronecker product of A
and B, which has the form
A⊗B =


0 a12B · · · a1mB
a21B 0 · · · a2mB
...
. . .
...
am1B am2B · · · 0

 .
By standard properties of Kronecker products, we have thatA⊗B is symmetric and orthogo-
nal. Also, the all-zero blocks on the diagonal and nowhere-zero blocks off the diagonal show
that A⊗B ∈ S(Knm). Hence, whenm is even andm 6= 4, q(Knm) = 2.
In the case m = 2, we have a complete bipartite graph Kn,n, and the matrix obtained
here is exactly the matrix described in [1, Corollary 6.5]. We note that, as matrices in S(G)
can have arbitrary diagonal entries, the matrices in the proof of Theorem 5.10 have more
structure than is necessary. Also, the assumptions that m is even and m 6= 4 do not appear
to be natural; we suspect that for any complete multipartite graph Knm where n ≥ 1 and
m ≥ 2, we will always have that q(Knm) = 2.
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