Abstract: Classically, optical systems are considered to have a fundamental resolution limit due to wave nature of light. This article presents a novel method for observing sub-wavelength features in a conventional optical microscope using linear optics. The operation principle is based on a random and time varying flow of nanoparticles moving in proximity to the inspected sample. Those particles excite the evanescent waves and couple them into harmonic waves. The sub-wavelength features are encoded and later on digitally decoded by proper image processing of a sequence of images. The achievable final resolution limit corresponds to the size of the nanoparticles. Experimental proof of principle validation of the technique is reported. optical microscopy on a nanometric scale," Science 251(5000), 1468-1470 (1991). 11. S. W. Hell, and J. Wichmann, "Breaking the diffraction resolution limit by stimulated emission: stimulatedemission-depletion fluorescence microscopy," Opt. Lett. 19(11), 780-782 (1994). 12. V. Westphal, and S. W. Hell, "Nanoscale resolution in the focal plane of an optical microscope," Phys. Rev. Lett. Sentenac, "Experimental demonstration of quantitative imaging beyond Abbe's limit with optical diffraction tomography," Phys.
Introduction
In 1873, Ernst Abbe discovered that a lens-based optical system cannot distinguish between details having lateral separation smaller than half the optical wavelength (λ) divided by the numerical aperture (NA) [1] . Hence, the observation of details beyond the bounds imposed by Abbe's diffraction theory has been of unquestionable interest in the life sciences and engineering [2] . One can distinguish between two different directions when surpassing the diffraction limit, or in other words, to achieve super resolution. The first one is related with improving the resolution limit provided by the Abbe's theory up to the maximum value imposed by the diffraction of light. On the other hand, the second direction is aimed to achieve spatial resolution far beyond the barrier imposed by the diffraction of light. In the former case, propagating (harmonic) waves can be collected up to a maximum spatial frequency value of NA/λ or 2NA/λ (depending on the use of coherent or incoherent illumination, respectively), while the latter case implies the obtaining of sub-wavelength features incoming from evanescent (non propagating) waves.
Regarding the first type of methods, super resolved techniques capable of beating the Abbe's diffraction limit while scoping with harmonic waves are based on the invariance theorem provided by information theory about the number of degrees of freedom (domains) in imaging systems [3] . Essentially, the encoding of the spatial-frequency object information (spatial degree of freedom) into another domain allows its transmission through the optical system and, thus, the reconstruction of a super resolved image by proper decoding process. Some examples for that can be found in the bibliography [4] [5] [6] . In that sense, time multiplexing is one of the most applicable approaches for achieve super resolution imaging in microscopy [7] [8] [9] .
On the other hand, different methods had been proposed mainly throughout the past two decades to beating the diffraction barrier while allowing nanometric scale imaging. Near-field scanning optical microscopy [10] uses an ultra sharp tip in the vicinity of the object to scan and collect point by point the sub-wavelength information. Instead of a physical tip, stimulated emission depletion (STED) microscopy [11, 12] and non-linear (saturated) structured illumination microscopy (SSIM) [13] utilize a tiny light spot or line as excitation pattern to scan the samples, respectively. Sub-wavelength information can be attainable because the excitation pattern becomes sharper than in conventional fluorescence microscopy due to stimulated emission and nonlinearity effect in the fluorophore. Another similar method is based on reversible saturable optically linear fluorescence transition (RESOLFT) microscopy in which the fluorescent molecules can be reversibly photo-switched between a fluorescent and a dark state [14] . Other examples of approaches capable of beating the diffraction barrier in fluorescence microscopy are based on single fluorescent molecule localization allowing nanometer resolution of individual molecules [15] [16] [17] [18] . Using this kind of strategies, the lateral resolution limit can be reduced down to 20-50 nm.
However, all of those methods [11] [12] [13] [14] [15] [16] [17] [18] are based on labelling the sample with some special (photoswitchable or photoaactivated or reversible) fluorophore. Thus, they are dependent on the photophysics or photochemistry of the fluorophore. On the contrary, there are other methods that can be applied under general imaging purposes such as confocal [19] and multiphoton [20] microscopy, 4Pi [21] and I5M (image interference microscopy combined with incoherent interference illumination microscopy) [22] , structured illumination microscopy [23] , standing wave illumination [24] , total internal reflection fluorescence microscopy [25] , and combinations between them [26] [27] [28] [29] . Such methods have enabled lateral resolutions in the 100 nm scale.
In the last years, new microscopic approaches have emerged to provide sub-wavelength resolutions [30] [31] [32] . Here, we present a novel approach capable of sub-wavelength nanoscopic imaging working outside the fluorescent field and using a standard far-field microscope. It is based on a time multiplexing encoding-decoding process realized through a random sparse dynamic flow of nanoparticles. The nanoparticles provide the encoding of sub-wavelength features by coupling the evanescent waves into harmonic ones in such a way that can be detected in the far field regime. Although the proposed numerical manipulation was previously reported in the frame of super resolution by beating the Abbe's diffraction limit for general imaging systems [33, 34] , now it is demonstrated for the first time as microscopy super resolution method surpassing the diffraction barrier of light where the final resolution improvement approaches the diameter of the nanoparticles used in the experiment. Thus, super resolved nanoscale optical imaging is achieved without the need of labeling with fluorophores the inspected sample and without any non-linear effect. The proposed approach fills the gap existing in the applicability of optical methods for the analysis and quality control of semiconductor industry samples such as lithographic masks, integrated circuits, thin film nanopatterning etc.
Theoretical description
Qualitatively, the proposed methodology starts when capturing a set of diffraction limited images from the input object having a given random nanoparticles distribution that changes from one image to the immediately following one. To allow this, we use an upright microscope and a water immersion microscope objective with the nanoparticles in water suspension. Thus, the random nanoparticles distribution is modified due to the Brownian motion of the particles in the fluid and plays the role of encoding mask. Then, the decoding mask is numerically estimated having no a priori assumption on the generated random flow of nanoparticles and according to the following procedure: the diffraction limited image of the object is subtracted from each single image and the centers of the blurred spots are allocated. This operation is possible since the random distribution of the nanoparticles is sparse. Note that, since the nanoparticles are beyond the diffraction limit of the microscope lens, they will appear as blurred spots in the recorded images. Moreover, only such nanoparticles in close contact with the input sample are taken into account in the digital process because those ones at different axial distances will appear misfocused (outside the depth of field of the microscope lens) and not blurred. As a result, a decoding mask is synthesized for each recorded image corresponding with a given nanoparticles distribution where the gray level representative of each nanoparticle is proportional to the input sample transmittance at that point. After that, we multiply each image by its corresponding decoding mask and sum all the images. Finally, we subtract the diffraction limited image of the object from that summation and obtain the super resolved reconstruction having sub-wavelength details.
Assuming for simplicity a one-dimensional (1-D) mathematical treatment in our theoretical analysis (the expansion for the two-dimensional (2-D) case is straightforward) and denoting by s(x) the original high resolution distribution of the input sample containing subwavelength features which we wish to resolve, by p(x) the PSF of our microscope system, and by f(x,t) the randomly dynamic sparse distribution of flowing nanoparticles (x and t are the spatial and the temporal coordinates, respectively), each diffraction limited image in the sequence that is captured by the camera equals to the formulation of Eq. (1):
where the nanoparticles distribution f(x,t) varies in time according to its Brownian motion. Then, the decoding pattern is numerically extracted according with the previously explained procedure and the reconstruction r(x) is obtained by applying the following calculation
where ( , ) f x t ɶ is the digitally estimated decoding pattern. Since the nanoparticles distribution is random, we can assume that the encoding/decoding pattern verifies
being κ a constant and σ a coefficient that when it goes to zero the first term in the right wing of Eq. (1) becomes the delta function of Dirac (denoted as δ):
By changing the integration order in Eq. (2) and using Eq. (3) we finally can write:
where * denotes convolution operation. Making an analysis of Eq. (5) shows that the resulted reconstruction r(x) equals to the high resolution input sample distribution s(x) blurred by a function having spatial width of σ (thus σ is the coefficient determines the final reconstructed resolution) and summed with its diffraction limited (low band pass filtering) version. In the ideal case when σ goes to zero one obtains
here the first term of the reconstruction r(x) equals to the high resolution input sample distribution s(x) multiplied by a constant p(0) and thus indeed in this case the reconstruction of the high spatial frequencies is ideal. Note that several factors determine the final resolution of the reconstruction. However, the size of the nanoparticles is one of the main factors to determine the final resolution limit. The size of those particles correspond to the spatial width denoted by σ.
What Eq. (5) suggests is that theoretically unlimited reconstructed resolution is achievable by subtracting the diffraction limited version from the obtained reconstruction. By "unlimited" we mean down to the size of the nanoscale particles used in the encoding process. And since we apply a flow of nanoscale particles, the proposed technique may be used to construct an optical nanoscope.
Experimental validation
The proposed optical nanoscope has been tested in our laboratory validating its working principle. In this Section, we show proof of principle validation of the proposed approach. We used a standard Olympus BX51 upright microscope with a 60X water immersion Olympus microscope objective with a NA equal to 1. We have selected a microscope lens having a 1.0NA to directly ascribe all the new resolvable object details when performing the proposed approach with subwavelength object information. Figure 1 shows a picture of the experimental setup. As illumination light we use broad band white light incoming from the halogen lamp of the own microscope illumination system. However in order to adjust the experimental setup, we insert in the microscope embodiment a broad band interference filter (Edmund Optics 950nm with 50nm of FWHM bandwidth). Indeed using shorter wavelength will produce better resolution limit as well as better sensitivity of the imaging camera. However, due to practical limitations of the equipment we had in our lab (the type of interference filters we had) and since for the purpose of proof of principle the exact wavelength is not critical, we used in our experiments the wavelength of 950nm. As input sample we use specially manufactured resolution test target: a silicon wafer containing spatial features larger as well as smaller than the optical wavelength that were fabricated using focused ion beam (FIB) system. The opaque details of the test target are divided in 4 groups, each one of them having 3 different elements, and each element composed by 3 different horizontal and vertical bars having the same width. The gap between the bars varied from 100 to 200nm in steps of 20nm at the 6 bars groups appearing in the upper two lines of the target and 250-500nm in steps of 50nm at the 6 bars groups appearing in the third and the fourth line of the target. Nevertheless, the distance between opaque bars does not equals with the bar width. An image of the resolution test target taken with scanning electron microscopy (SEM) is presented in Fig. 2 .
In the experiments we used 30µl SPI-Mark unconjugated gold particles with diameter of 200nm. A set of 400 images were captured in the whole sequence. The camera we used was Pixelink PL-A741-E (PixeLINK, Ottawa, ON, 6.7µm square pixels) in a frame rate of 130 frames per second, approximately. In each image the random distribution of the particles varied due to their Brownian flow in the medium. The number and the positions of the particles in each captured frame are estimated numerically from the set of diffraction limited images. The average number of particles for each frame was approximately 240 which means that we had approximately 1.2 particles/µm 2 . The algorithm included digital allocation of the center of each particle in every frame and construction of a decoding pattern with spots corresponding to the locations of those centers. Then each low resolution frame was multiplied by the corresponding decoding pattern. Low resolution diffraction limited image (the second term in the right wing of Eq. (6) was subtracted from each single image. All processed images were summed together to yield the reconstructed high resolution image. Note that increasing the number of the frames provides better quality of the image not in the sense of resolution improvement but rather in the obtainable coverage of the field of view, i.e. in obtaining the super resolved image in more regions of the field of view. The larger the number of frames the higher is the mean area of coverage. The dependence is as follows: if we denote by η (N) the accumulative percentage for the coverage of the field of view by the nanoparticiples after accumulating N frames (and thus the region in the field of view where the super resolved reconstruction is obtained) and by β the percentage of coverage in a single frame then we have: 
The plot of the accumulative portion for the coverage of the field of view versus the number of frames that were in use is seen in Fig. 3 while in this simulation β was chosen to be 0.005 (approximately corresponding to the coverage obtained by 240 nanoparticles per frame). Figure 5(a) presents the diffraction limited image of the target which averaged the entire set of captured images. This image is important as part of the numerical process for extracting the decoding pattern and corresponds with the conventional resolution image provided by the microscope lens. According to the theoretical prediction, the resolution limit R provided by the system is 475 nm incoming from the relation: R = λ/(2NA). As one may see, the last resolved element is marked with a white rectangle and corresponds to bars having a pitch of 600nm coming from a width of 350nm and separated by a gap of 250nm. Element S6 is just in the limit of resolution (pitch equal to 471.3nm) but not resolved. Finally, Fig. 5(b) depicts the super resolved reconstruction when performing the proposed approach. One may see that subwavelength features corresponding with the elements labeled as S6-S5-S4, which cannot be seen in Fig. 5(a) , become now distinguishable in Fig. 5(b) . In order to further demonstrate the resolution improvement in the lower part of the Fig. 5(a) This situation is clearer in Fig. 6 where a comparison of the averaged plot along the horizontal lines of elements S4-S5-S6 in both, the conventional and the super resolved image is presented. Note that some of the nanoparticles were glued to the resolution test target [see Fig. 5(a) and (b) ]. This is the reason why those nanoscale particles are not removed in the final reconstruction.
Note that as previously explained using smaller nanoparticles is better in the sense of resolution improvement. However, smaller particles are also lighter and thus they will not flow in sufficient proximity to the object and thus will not produce the required encoding. In addition, since the proposed nanoscope uses conventional diffraction limited lenses, the image of the nanoparticles becomes as much blurred as lower the size is. This problem defines a more sparse distribution of nanoparticles, as the particles decrease in size, in order to allocate their centers. Also, their contrast and visibility is reduced and consequently the task of allocating their centers and constructing the decoding pattern is becoming more complex. This fact also increases the time to achieve a wide field super resolution image. 
Conclusions
In summary, proof of principle validation of a linear optical nanoscope capable of provide sub-wavelength super resolution allowing nanoscopic imaging has been presented. The main advantages of the proposed system are related with: first, a conventional transmission optical working principle; second, a variable, adjustable and unlimited resolution gain depending on the critical size of the inspected sample by only selecting the diameter of the nanoparticles; third, no complex hardware are required since the random nanoparticles movement is provided by Brownian flow motion; fourth, no intense illumination of external laser for imaging the sample; and fifth, it is simple and although validation using silicon based resolution target has been presented, more complex studies including biological samples are in process.
The main trade off concerning the proposed method is the selection of the size of the nanoparticles. There is no problem concerning nanoparticles diameters in the range of 50 nm. However, since the proposed nanoscope uses conventional diffraction limited lenses, the image of the nanoparticles becomes as much blurred as the lower the size is. This problem defines a more sparse distribution of nanoparticles as the particles decrease in size in order to allocate the centers. Consequently, this fact increases the time to achieve a wide field super resolution image.
