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Abstract
This is an expository study of continued fractions collecting ideas from several different
sources including textbooks and journal articles. This study focuses on several applica-
tions of continued fractions from a variety of levels and fields of mathematics. Studies
begin with looking at a number of properties that pertain to continued fractions and then
move on to show how applications of continued fractions is relevant to high school level
mathematics including approximating irrational numbers and developing new ideas for
understanding and solving quadratics equations. Focus then continues to more advanced
applications such as those used in the studies of number theory and abstract algebra.
One such application explores patterns found in the convergents of the infinite continued
fraction for
√
d to find solutions to Pell’s equation. We can use those patterns to look at
the connections between finding solutions to Pell’s equation and the convergents of the
infinite continued fraction of
√
d. Another application involves using continued fractions
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When I was exploring my number theory book [Bur11] with my advisor, Dr.
Laura Wallace, Ph.D., Professor of Mathematics CSU, San Bernardino, for my indepen-
dent class during my undergraduate studies, she drew my attention to continued fractions.
I was immediately intrigued. At that time, I had never heard of continued fractions before.
This intrigue led me to do my undergraduate independent study in Fibonacci numbers
and continued fractions. Later, in a master’s level abstract algebra class with Dr. Jeffrey
S. Meyer, Ph.D., Professor of Mathematics California State University, San Bernardino,
I had the opportunity to work with two wonderful classmates, Andrew Lavengood-Ryan
and Joel Salazar, on a paper exploring patterns found in the convergents of the infinite
continued fraction for
√
d and the associated group of units in the ring of integers of the
field Q(
√
d) for values of d mod 4, specifically d ≡ 1, 2, 3 (mod 4). It seemed natural to
continue that work here.
I will explore interesting properties and applications of continued fractions. The
exploration begins with the correlation of continued fractions and the Euclidean Algo-
rithm and Diophantine equations. I then will see how we can use continued fractions to
find a rational number with the smallest denominator given a probability. Continuing on
I will discover how we can use continued fractions to help solve quadratic equations. I




2 = [1; 2, 2, 2, 2, 2, ...]
e = [2; 1, 2, 1, 1, 4, 1, 1, 6, 1, 1, 8, 1, 1, 10, 1...]
φ = [1; 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, ...]









and how we can use continued fractions to approximate irrational numbers. We will
discover that continued fractions can be used to solve equations commonly known as Pell’s
equation. I will explore the fact that the continued fraction for a quadratic irrational is
periodic and symmetrical, such as, 3+
√
7
5 = [1; 7, 1, 2, 1, 8, 13, 8, 1, 2, 1, 8, 13, ...]. We will
also discover that we can find the length of the period of an irrational continued fraction
of a quadratic irrational. Many of these properties are needed for us to then look at how
we can use continued fractions to find the group of units in the ring of integers for Q(
√
d).
Special attention is then given to the Golden Ratio, the fundamental unit of Q(
√
5).
1.2 A Brief History
We can find examples of continued fractions throughout mathematics as far
back as 2000 years ago. However, there is no systematic development of the subject,
and because of this the origin of continued fractions is hard to pin down. Much of this
historical section is gleaned from the book Continued Fractions by C.D. Olds [Old63,
Ch.1]. If the reader so desires to learn more please refer to Olds’ book.
The origin of continued fractions is traditionally placed at the time of the discov-
ery of the Euclidean Algorithm [Old63, Ch.1]. The Euclidean Algorithm is used to find
the greatest common divisor (gcd) of two integers say a and b. We will soon show in this
paper that we can find the continued fraction of some rational number ab in the process of
completing the Euclidean Algorithm on ab . It is unknown whether Euclid acknowledged
this or not. Either way, this was an important step in the development of the concept of
continued fractions.
3
For more than a thousand years, any work that used continued fractions was
restricted to specific examples. The Indian mathematician Aryabhata (d. 550 AD) used a
continued fraction to solve a linear indeterminate equation [Old63, Ch.1] (equations that
have more than one solution such as ax+ by = c). Rather than generalizing this method,
his use of continued fractions was used solely in specific examples. Others that used con-
tinued fractions are Rafael Bombelli (b. c.1530) and Pietro Cataldi (1548-1626)[Old63,
ch.]. Bombelli expressed the square root of 13 as a repeating continued fraction. Cataldi
did the same for the square root of 18. Besides these examples, however, neither mathe-
matician investigated the properties of continued fractions. Daniel Schwenter (1585-1636)
found approximations to 177233 by finding the gcd of 177 and 233, and from these calculations









In the late 1600’s, continued fractions became a field in its right through the
work of John Wallis (1616-1703) [Old63, Ch.1]. It was Wallis who first used the name
“continued fractions.” In his book Arithemetica Infinitorium (1655), he developed and




3 · 3 · 5 · 5 · 7 · 7 · 9...
2 · 4 · 4 · 6 · 6 · 8 · 8...
.














Wallis then began to lay the foundation for some of the properties that we know today.
He developed these properties in his book Opera Mathematica (1695).
Moving on to the 1700’s following Wallis’s foundation, Euler (1707-1783), Lam-
bert (1728-1777), and Lagrange (1736-1813) all explored continued fractions. A large
share of the theory on continued fractions we know today was developed by Euler in his
work De Fractionlous Continious (1737). Among many theorems, he showed that every
rational number can be written as a simple continued fraction. We explore this idea in
Chapter 2. Euler also gave a continued fraction representation for the number e and used
4
it to show that e is an irrational number [Old63, Ch.1], explored in Chapter 3. One of La-
grange’s theorems states that all quadratic irrationals have a periodic continued fraction
representation; we will explore this theorem in Chapter 4. In 1770, Lambert developed a









7− . . .
[Old63, APPX II].
The field of continued fractions continues to grow, and is useful in a variety of
fields. Rob Corless analyzed the connection between continued fractions and chaos theory
in his paper “Continued Fractions and Chaos” [Cor92, Pg.213]. Additionally, continued
fractions are used in computer algorithms for computing rational number approximations
to real numbers, and as we discover in Chapter 3, can be used to solve equations for which
there is more than one solution. Continued fractions have also made their way into the
fields of cryptography and hyperbolic geometry. There is also a strong connection between
continued fractions and quadratic irrationals, which we will also explore in more detail




2.1 What is a Continued Fraction?
We can place continued fractions into one of two basic categories, finite continued
fractions (FCF) and infinite continued fractions (ICF). In general, a continued fraction is
an expression of a number as the sum of an integer and a quotient, the denominator of
which is the sum of an integer and a quotient, and so on.












where a0, a1, ..., an are real numbers, all of which except possibly a0, are positive. The
numbers a1, a2, ..., an are the partial denominators of this fraction. Such a fraction is
called simple if all of the ai are integers [Bur11, Ch.15].
For the remainder of this paper we will be dealing mainly with simple finite continued
fractions. An infinite continued fraction varies slightly in that values in the numerator
can take on values other than 1 and the infinite continued fraction has the form such that
the fraction does not terminate.
6










where a0, a1, a2... and b1, b2, b3... are real numbers. If it happens to be the case that all
the ai are integers and all the bi = 1, then we refer to this as a simple infinite continued
fraction.
For the remainder of this paper, when we refer to ICF we are dealing mainly with simple
infinite continued fractions. For ease of notions, it is common practice to write the finite
continued fraction or infinite continued fraction as [a0; a1, a2, a3, ..., an] or [a0; a1, a2, a3, ...]
respectively.
Any rational number can be expressed as a FCF. For example, consider the







































































= [3; 3, 1, 1, 3, 2].
7











and working the above process in
reverse end up with 18757 .
2.2 Continued Fractions and the Euclidean Algorithm
As stated above, any rational number can be expressed as a FCF. We will prove
this shortly. The best way to show this is by using the Euclidean Algorithm for finding the
greatest common divisor of two integers. The algorithm is described as follows: Let a and
b be two integers. Since gcd(a, b) = gcd(b, a) = gcd(|a|, |b|) we can assume that a ≥ b > 0
[Bur11, Ch.2]. When we apply the division algorithm multiple times we will eventually
reach 0 since we have a decreasing sequence of remainders, b > r1 > r2 > ... ≥ 0. Let us
proceed in the following manner:
a = q1b+ r1, where 0 < r1 < b
b = q2r1 + r2, where 0 < r2 < r1
r1 = q2r2 + r3, where 0 < r3 < r2
...
rn−2 = qnrn−1 + rn, where 0 < rn < rn−1
rn−1 = qnrn + 0 [Bur11, Ch.2].
The last nonzero remainder rn is the gcd(a, b). However, we are more interested in the
process of finding the gcd with the algorthm, rather than the gcd itself. Every quotient
(q1, q2, ..., qn) is an entry in the FCF representation [q1; q2, ..., qn] = [a0; a1, a2, ..., an].
Let us apply the algorithm to a couple of examples. First, we will use the
Euclidean Algorithm with 18757 , where a = 187 and b = 57:
187 = (3)57 + 16
8
57 = (3)16 + 9
16 = (1)9 + 7
9 = (1)7 + 2
7 = (3)2 + 1
2 = (2)1 + 0.
We knew from above that the FCF of 18775 = [3; 3, 1, 1, 3, 2]. We can get these entries from
the quotients in the algorithm. Note that in this example, gcd(187, 75) = 1. Let us look
at one more example where the gcd(a,b)6= 1; consider ab where a = 147, b = 69:
147 = (2)69 + 9
69 = (7)9 + 6
9 = (1)6 + 3
6 = (2)3 + 0.









Below is a pictorial representation of this.
Figure 2.1: Pictorial Representation of 147/69
9
We first start with a 147 by 69 rectangle and see how many 69 by 69 squares
(tan) we can obtain; there are 2 such squares with a linear remainder of 9. This is where
the first 2 in [2; 7, 1, 2] comes from. Since the first remainder is 9, we next see how many 9
by 9 squares (green) we can get from what is left over; there are 7 with a linear remainder
of 6. Notice that 7 is the next number in the FCF. Next, we see how many 6 by 6 squares
(blue) there are in the little bit that is left, and that is 1, which you can see is the next
entry in the FCF, with a linear remainder of 3. Last we see how many 3 by 3 squares
(pink) there are in the last part that is remaining, and there are 2, with nothing left over.
Every un-reduced fraction will have the same FCF representation as the reduced
fraction, because of this fact we will assume that the fractions that we are working with
from here on out will be in their simplest form. For example, let us look at a reduced
fraction and an equivalent, un-reduced fraction.”













= [2; 7, 1, 2].
The pictorial representation for 14769 will look the same as that for
49
23 .
Figure 2.2: Pictorial Representation of 147/69 and 49/23
Take note that in the example in Figure 2.2, the rectangles are geometrically
similar with the dimensions of the smaller rectangle scaled by a factor of 3. The first tan
squares for the 14769 fraction are 69 by 69, while the tan squares for the
49
23 fraction are
23 by 23. The green squares in the un-reduced fraction are 9 by 9, whereas the green
squares in the reduced fraction are 3 by 3. In like manner, the blue squares are 6 by 6
and 2 by 2 respectively. while the last pink is a 3 by 3 verses a 1 by 1.
Let us now write this as a formal proof as shown in [Bur11, Ch.15] with some
added details.
10
Theorem 2.3. Any rational number can be written as a finite simple continued fraction.
Proof. Let ab , where b > 0, be any rational number. The Euclidean Algorithm for finding
the greatest common divisor of a and b gives us the equations:
a = a0b+ r1, where 0 < r1 < b
b = a1r1 + r2, where 0 < r2 < r1
r1 = a2r2 + r3, where 0 < r3 < r2
...
rn−2 = an−1rn−1 + rn, where 0 < rn < rn−1
rn−1 = anrn + 0 [Bur11, Ch.15].
In the above algorithm, we have replaced qi with ai to fall in line with the FCF repre-
sentation. Notice that since each remainder rk is a positive integer, a1, a2, ..., an, are all






































































2.3 Convergents and an Application to Diophantine
Equations
Definition 2.4. The continued fraction that we obtain from [a0; a1, a2, ..., an] by cutting
off the expansion after the kth partial denominator ak is called the k
th convergent of the
given FCF and is denoted as Ck = [a0; a1, a2, ..., ak] where 1 ≤ k ≤ n.

















We will truncate this fraction in order to obtain all of the convergents Ck for this FCF:




















































Each successive convergent gets us closer to x where C5 = x.
It is worth noting here, since we will need this bit of information in the next




, then the convergent Ck will become Ck+1. Refer to the example above; the
last denominator of C4 is a4 = 3. If we replace a4 with a4 +
1
a5
= 3 + 12 , we get the next
convergent, C5. We can then write:[




= [a0; a1, a2, ..., ak−1, ak, ak+1] = Ck+1.
There is another way to determine the convergents of a continued fraction. We
can find the numerators and denominators of the convergents recursively. In particular,




, where we define pk and qk as follows: [Bur11, Ch.15]
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p q
p0 = a0 q0 = 1
p1 = a1(p0) + 1 q1 = a1
p2 = a2(p1) + p0 q2 = a2(q1) + q0
p3 = a3(p2) + p1 q3 = a3(q2) + q1
...
...
pk = ak(pk−1) + pk−2 qk = ak(qk−1) + qk−2
Table 2.1: Numerators and Denominators of a FCF Defined Recursively
For example, let us find the convergents of 4923 and its reciprocal
23
49 . From the example
earlier we know that 4923 = [2; 7, 1, 2], and hence using the recursive sequences defined
above we get:
p q c decimal
















Table 2.2: Convergents of the ICF of 49/23.
Notice that as the convergents are approaching 4923 they alternate less than or greater than
49
23 . Also, the FCF of
23
49 is the same as
49
23 except for starting with a leading 0.
14
Now we will find the convergents of the reciprocal of 4923 :
23
49











p q c decimal




















Table 2.3: Convergents of the ICF of 23/49.
In general, if a rational number ab , where a > b, has the FCF representation of [a0; a1, a2, ..., an]
then ba = [0; a0, a1, a2, ..., an]. A quick look into the Euclidean Algorithm will show why
this is true. First consider 4923 as we did earlier:
49 = (2)23 + 3
23 = (7)3 + 2
3 = (1)2 + 1
2 = (2)1 + 0.
Now consider 2349 :
23 = (0)49 + 23
15
49 = (2)23 + 3
23 = (7)3 + 2
3 = (1)2 + 1
2 = (2)1 + 0.
When we begin with a fraction such as ab , where a > b, our first quotient q1 in a = (q1)b+r1
will be a nonzero integer. However, when we consider the reciprocal, ba , the quotient q1 is
zero and b = (0)a+ r1. When the Euclidean Algorithm is then applied to
b
a , the second
equation becomes that of the first equation for the algorithm on ab .
Let us now prove that the convergents Ck of a continued fraction can be gener-
ated using pkqK [Bur11, Ch.15].
Theorem 2.5. The kth convergent of the simple continued fraction [a0; a1, ..., an] has the
value Ck = pk/qk, (0 ≤ k ≤ n), where :
pk = ak(pk−1) + pk−2, qk = ak(qk−1) + qk−2.
Proof. We will prove by means of induction that Ck = pk/qk, where pk = ak(pk−1)+pk−2
and qk = ak(qk−1) + qk−2. First, we will test that Ck = pk/qk is true for the first three
terms for k = 0, 1, 2. We must test the first three terms due to the recursive nature of the
sequences:




















Let k = m, where 2 ≤ m < n. Assume that the above is true for k = m; we will show
that it is true for k = m+ 1 So we will have:




As shown above, we can replace am with am +
1
am+1
to obtain the convergent Cm+1.
Therefore, [a0; a1, a2, a3, ..., am] becomes [a0; a1, a2, ..., am−1, am+
1
am+1
], and we can write:
Cm+1 =
[















am+1(ampm−1 + pm−2) + pm−1





Therefore, we have shown by induction that for k ≥ 1, Ck = pk/qk, where, pk = ak(pk−1)+
pk−2, qk = ak(qk−1) + qk−2.
Now that we can express the convergents in terms of integers pk and qk, we can
show a relationship between these integers to help solve a linear Diophantine equation
of the form ax + by = c. First, we start with showing how to find solutions to such an
equation when c = 1 or c = −1. In particular, we will show that for k ≥ 1:
pkqk−1 − qkpk−1 = (−1)k−1, proven below in Theorem 2.6.
For example, to find a particular solution to 364x+227y = 1, we start with the Euclidean
Algorithm:
364 = (1)227 + 137
227 = (1)137 + 90
137 = (1)90 + 47
90 = (1)47 + 43
47 = (1)43 + 4
43 = (10)4 + 3
4 = (1)3 + 1
3 = (3)1 + 0.
The digits in the continued fraction representation are the quotients from the
Euclidean Algorithm above. So, the FCF of 364227 = [1; 1, 1, 1, 1, 10, 1, 3]. Organizing the
information into a table, we get the following values for pk and qk:
17
k 0 1 2 3 4 5 6 7
ak 1 1 1 1 1 10 1 3
pk 1 2 3 5 8 85 93 364
qk 1 1 2 3 5 53 58 227
Ck 1.0000 2.0000 1.5000 1.6666... 1.6000 1.6037... 1.6034... 1.6035...
Table 2.4: pk and qk for 364/227
Referring to Table 2.4 when k = 7, we obtain
pkqk−1 − qkpk−1 = pkqk−1 + qk(−pk−1) = p7q6 + q7(−p6)
= 364(58) + 227(−93)
= 1.
This reveals that a particular solution to 364x + 227y = 1 is x = 58 and y = −93. We
found the solution by looking at the last two columns of the table which correspond to
k = 6 and k = 7. Note that when k = 7, the values for the p and q correspond to the
coefficients in the equation. In addition, there are similar patterns in the other columns.
For example, when k = 6:
pkqk−1 − qkpk−1 = pkqk−1 + qk(−pk−1) = p6q5 + q6(−p5)
= 93(53) + 58(−85)
= −1.
It appears that when the subscript k alternates between even and odd, the expression
pkqk−1 − qkpk−1 alternates between −1 and 1. The following theorem and proof develop
this idea [Bur11, Ch.15].
Theorem 2.6. If Ck =
pk
qk
is the kth convergent of the simple finite continued fraction
[a0; a1, ..., an], then:
pkqk−1 − qkpk−1 = (−1)k−1.
Proof. The proof is straight forward with induction.
For k = 1, p1q0 − q1p0 = a1a0 + 1− a1a0 = 1 = (−1)1−1.
18
Let k = m. Assume pm(qm−1)− qm(pm−1) = (−1)m−1. Then:
pm+1qm − qm+1pm = (am+1pm + pm−1)qm − (am+1qm + pm−1)qm
= am+1pmqm + pm−1qm − am+1pmqm − pmqm−1
= −(pmqm−1 − qmpm−1)
= −(−1)m−1
= (−1)m.
Let us look at another example for solving a Diophantine equation, this time
omitting the steps of the Euclidean Algorithm and going straight to continued frac-
tions. Consider the equation 843371x + 379525y = −1. We will look at convergents of
the number 843371379525 . Since the FCF of
843371
379525 is [2; 4, 1, 1, 261, 2, 1, 2, 1, 2, 5], then C10 =
157150
70719 and C11 =
843371
379525 . Therefore:
pkqk−1 − qkpk−1 = pkqk−1 + qk(−pk−1) = p11q10 + q11(−p10)
= 843371(70719) + 379525(−157150)
= −1.
Therefore, we found a solution to the equation 843371x+ 379525y = −1 to be x = 70719
and y = −157150.
The convergents form a specific pattern as the they approach a given number.
Notice in the example above (Table 2.4) of the convergents of 364227 , C6 is larger than C4
which is larger than C2 finding C0 to be the smallest. Also, C1 is larger than C3, and so
on. The convergents with even subscripts (in blue, in Figure 2.3) approach 364227 however,
they are all an underestimate, and the convergents with odd subscripts (in red) approach
364
227 with an overestimate. Let us get a visual of this. Figure 2.3 shows the convergents
on a number line of 364227 (in purple).
19
Figure 2.3: Convergents of 364/227 on a Number Line.
This leads us to the following theorem.
Theorem 2.7. (1) The convergents with even subscripts form a strictly increasing se-
quence; that is,
C0 < C2 < C4 < ...
(2) The convergents with odd subscripts form a strictly decreasing sequence; this is,
C1 > C3 > C5 > ...
(3) Every convergent with an odd subscript is greater that every convergent with an even
subscript.
We can prove this theorem with the help from Theorem 2.3 and Theorem 2.6. The
following proof is from [Bur11, Ch.15] with added details for clarification.
Proof. Consider the difference between Ck+2 and Ck for any value of k > 0:



































Recalling that qi > 0 for all i ≥ 0 and the recursive nature of qk = akqk−1+qk−2,




, the result will either be positive or negative depending on the value
of k. Therefore, if (−1)k is positive or negative, then Ck+2 − Ck will be also. Then if k
is an even integer, say k = 2j, then C2j < C2j+2; hence,
C0 < C2 < C4 < ... .
Similarly, if k is an odd integer, say k = 2j − 1, then C2j−1 > C2j+1; hence,
C1 > C3 > C5 > ... .
Now to finish the proof, we show that any odd-numbered convergent C2r−1 is greater
that any even-numbered convergent C2r. Consider the difference between two consecutive
convergents,









As shown in Theorem 2.6, we know the numerator pkqk−1−qkpk−1 = (−1)k−1, and hence,




When k is even, k − 1 is odd and (−1)k−1 = −1, and so Ck − Ck1 < 0, which implies
C2j < C2j−1 for each j. Therefore, every even convergent is less than the one that follows,
and every odd convergent is greater that any even convergent and greater than the next
odd convergent. That is,
C2s < C2s+2r < C2s+2r−1 < C2r−1.
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Let us look again at the table of convergents from above for 364227 highlighting the even
and odd convergents to help solidify the reasoning from the above proof. Note that from
the values in the table, C0 < C2 < C4 < C6 < C7 < C5 < C3 < C1.
k 0 1 2 3 4 5 6 7
ak 1 1 1 1 1 10 1 3
pk 1 2 3 5 8 85 93 364
qk 1 1 2 3 5 53 58 227
Ck 1.0000 2.0000 1.5000 1.6666... 1.6000 1.60377... 1.60344... 1.60352...





3.1 Rational Number Approximations to a Given
Probability or Percentage
There are many uses of continued fractions; one such application is finding a
fraction with a small denominator that well approximates a given probability, percentage,
or average rate. For example, one could use this idea when considering the possible “at
bats” a baseball player could have given a certain batting average [Sta14]. A batting
average is computed as (number of hits)/(at-bats) rounded to 3 digits. If a baseball
player’s batting average is listed as 0.334, we might assume that there were 1000 at
bats, since 0.334 = 3341000 . We can reduce this fraction to its lowest terms as
167
500 and feel
fairly certain that 500 must be the fewest “at bats” possible. But is that correct? Is
it possible for there to be even fewer “at bats” than 500 with the same batting average
of 0.334? Continued fractions can help us find that. Consider a rational number x
that when rounded to the third digit is 0.334. Then x will be such that 0.3335 < x <
0.3345. Let us look at the continued fraction representation of 333510000 = [0; 2, 1, 666] and
3345
10000 = [0; 2, 1, 94, 1, 1, 3]. We then need to choose the continued fraction α such that
[0; 2, 1, 666] < α < [0; 2, 1, 94, 1, 1, 3]. Notice that the FCFs are the same until a3; 666
in the smaller fraction and 94 in the larger factions. Hence the FCF of α is such that,
94 < a3 < 666. Since we want a rational number with a small denominator we will choose
23
94 + 1 = 95 to be a3. Let α = [0; 2, 1, 95]. This will give us a fraction with the smallest
denominator between 333510000 and
3345
10000 :

























≈ 0.3344947735 ≈ 0.334
Therefore, the fewest at-bats possible is 287. As a comparison, let us look at a FCF that
is closer to [0; 2, 1, 666], say [0; 2, 1, 600]

























≈ 0.333518313 ≈ 0.334.
In this case the “at bats” are 1802, much larger that 287. We can see that if the last
denominator in the FCF is large, then the denominator in the final rational number will
also be large.
Let us look at another batting average of y = 0.428, then 0.4275 < y < 0.4285,
where 0.4275 = [0; 2, 2, 1, 18, 3] and 0.4285 = [0; 2, 2, 1, 285]. So, we need a continued
fraction β so that [0; 2, 2, 1, 18, 3] ≤ β < [0; 2, 2, 1, 285]. These continued fractions differ at
a4, 18 in the smaller fraction and 285 in the larger fraction. Therefore, 18 < a4 < 285. We
choose a4 = 19 and let β = [0; 2, 2, 1, 19] =
59
138 = 0.42753623190 ≈ 0.428. We looked at
this second example to highlight another property of continued fractions. Given two FCF,
where ai are the same in each up to a certain point, [a0; a1, a2, ..., a] < [a0; a1, a2, ..., b]
when a > b and a and b are in an odd position. On the other hand, [a0; a1, a2, ..., a] <
[a0; a1, a2, ..., b] when a < b and a and b are in an even position.
Let us look at another example of using FCF to find a rational number with the
smallest possible denominator that approximates a given average rate. The media often
reports opinion polls as a percentage. For example, it could be reported that 70.37% of
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people voted yes on a certain issue. The general population might think that means 7037
out of 10, 000 people voted yes, after all the fraction 703710000 is in the lowest form. However,
this could be far from the truth. Let us find what the smallest possible amount of people
that could have voted and yielded a result of 70.37%. Obtaining 70.37% most likely
came from rounding a number. Therefore, the actual percentage let us call it β, could
have been anywhere between 70.365% and 70.374%. As we did earlier with the batting
average problem, we will find the FCF that is represented by the two fractions on the
ends of this range: 70365100000 = [0; 1, 2, 2, 1, 2, 25, 5, 1, 4] and
70374
100000 = [0; 1, 2, 2, 1, 1, 1, 37, 6, 8].
These FCF are the same up when a5 = 1 in one and a5 = 2 in the other. Since we are
looking for a small fraction, we will use the smaller of the two plus 1 for β’s a5, and let
β = [0; 1, 2, 2, 1, 2]. Then:














≈ 0.7037 = 70.37%.
This shows as few as 27 people could have been surveyed with 19 people voting yes to
obtain a percentage rate of 70.37%.
3.2 Solutions to Diophantine Equations, Revisited
A linear Diophantine equation ax + by = c only has a solution if d =gcd(a, b)
divides c. We will define the variables and state this more formally in the next theorem.
One bit of information is needed before we can prove that theorem and that is, given
integers a and b, both not zero, there exist integers x and y such that gcd(a, b) = ax+ by;
the theorem and proof for this can be found in [Bur11, Ch.2].
Theorem 3.1. A linear Diophantine equation ax+ by = c where a, b, and c are integers,
a and b both not zero, has a solution if and only if d =gcd(a, b) divides c.
Proof. Assume that ax+ by = c where a, b, and c are integers, a and b not both zero, has
a solution. We can assume that there are integers r, s such that a = dr and b = ds. By
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substitution, c = drx + dsy = d(rx + sy), showing that d|c. Conversely, let us assume
that d|c, this would imply there is some integer t such that c = dt. Using the fact that the
gcd(a, b) = ax+ by, we can find integers x0 and y0 to satisfy d = ax0 + by0. Multiplying
throughout by t yields dt = (ax0 + by0)t = a(tx0) + b(ty0) = c. Therefore, the equation
ax+ by = c has a particular solution, x = tx0 and y = ty0.
Let us look at a real world situation. A school held a fundraiser that charged
$11.00 for each adult and $7.00 for each child to attend. The school took in a total of
$1, 700.00. How many adults and children could have attended? They figured there were
more children than adults, but other then that they do not know how many attended.
We then have the following equation representing the total amount of money, where a is
the number of adults and b is the number of children: 11a+7b = 1700. We know this has
a solution since gcd(11, 7) = 1|1700. From Theorem 2.6 we know that pkqk−1 − qkpk−1 =
(−1)k−1, so we will begin by solving the equation 11a+ 7b = 1. As was shown earlier, all
the ai in a continued fraction are the quotients from the Euclidean Algorithm. Therefore,
we can bypass the Euclidean Algorithm and go straight to using continued fractions to









Hence, p3 = 11, q3 = 7 p2 = 3, and q2 = 2. Then, pkqk−1 − qkpk−1 = 11(2) − 7(3) = 1.
Multiplying throughout by 1700 yields 11(3400) + 7(−5100) = 1700, so x0 = 3400, and
y0 = −5100. Now this x0, y0 certainly is a solution to the equation, but this is just a
particular solution. We need a solution that will give us positive values for a and b,
since these represent numbers of people, and take into account that b > a. If x0, y0 is a
particular solution, then the general solution is given by x = x0 + (
b
d)t, y + y0 − (
a
d)t,
where d = gcd(a, b), for varying integers t. Proof for this is found in Burton’s textbook
[Bur11, Ch.2]. Then, x = 3400 + 7t > 0 and y = −5100 − 11t > 3400 + 7t. Solving the
inequalities implies t > −485.71 and t < −472.3. Since the values of t are integers then
















Table 3.1: 11x+ 7y
3.3 Solutions to Quadratic Equations
Perhaps one of the earliest uses for continued fractions was to solve quadratic
equations [Bur11, Ch.15][Old63, Ch.1]. As discussed in Connecting Quadratics, Line Seg-
ments, Continued Fractions, and Matrices by Peralta, L. [Per19, Pg.546], it is something
that can easily be brought back into the high school math classroom. In so doing stu-
dents could grasp a deeper understanding of quadratic equations. For example, consider
a student first encountering quadratic equations and trying to solve for x,
x2 − 5x− 14 = 0.
A student, relying on previous knowledge, might begin to solve this problem as follows;
x2 − 5x− 14 = 0
x2 = 5x+ 14.
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To them it is natural to add both 5x and 14 to both sides as they are building on their
experience of solving linear equations. This could be thought of as a misconception on
the student’s part and they will likely be redirected to start over and try to factor and
use the zero-product property. However, one could use continued fractions as a way to
continue to solve problems like this without starting over. So, let us go back and consider
the equation
x2 = 5x+ 14
by dividing throughout by x we obtain




Here is where the magic happens. Since we know what x is, we can replace 5+ 14x for x in
























































7.8 6.7948... 7.0603... 6.9829... 7.0049...
Table 3.2: Convergents of x = 5 + 14x
Based off the values in Table 3.2 we can make a conjecture that this continued fraction will
converge to 7, which happens to be one of the solutions to the given quadratic equation.
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By taking reciprocals and finding common denominators we can create a rule to find
any convergent given the previous convergent. From the example above, let p0 = 5 and
q0 = 1. Then the nth convergent Cn = pn/qn, where pn = 5pn−1 + 14qn−1 and qn = pn−1
[Per19, Pg.546]. Table 3.3 shows the first several convergents defined in terms of pn and
qn.




























Table 3.3: Convergents of x = 5 + 14x with pn and qn
The following Table 3.4 shows that the convergents can be rewritten in the form
7± d. The convergents alternate between numbers that are less than and greater than 7.
















































Table 3.4: Convergents of x = 5 + 14x with Ck
More generally, given a monic quadratic equation of the form x2 − bx− c = 0, where the








, then pnqn is the nth convergent where pn = bpn−1 + cqn−1 and
qn = pn−1. This converges to the positive solution x = b+
√
b2 + 4c as n tends to ∞.
Now, let us consider the second root of the equation x2 − 5x − 14 = 0. When
we are dealing with roots of a quadratic equation of the form x2 + bx+ c, if the roots are
x1 and x2, then −x1 + −x2 = b and (−x1)(−x2) = x1x2 = c. With this knowledge we
can find the second root of the equation x2 − 5x− 14 = 0. So we will have 7(x2) = −14








was one of the roots, x1 = 7. Let us use continued fractions to









+ (−x2) = −5. Adding 5 and x2 to
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. In Table 3.5 we can see that the convergents



































































−2.8−1.7948... −2.0603... −1.9829... −2.004... −1.9986...
Table 3.5: Convergents of x2
Let us look at another example; consider the equation x2 − 3x − 1 = 0. Using
continued fractions to solve, we will have x = 3 + 1x . Substituting in for x gives us







. The roots to the given quadratic equation are 3±
√
13
2 . Since the





As a last example for this section, we will begin with the continued fraction and
find the quadratic equation and the roots associated with it. Consider the fraction given
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by:





























. Solving for x we obtain the








3 = [2; 3]. This example and the one above are each
referred to as an infinite continued fraction (ICF); we will explore ICF in more detail in
the next section.
3.4 Approximations for Irrational Numbers
We ended the last section by using continued fractions to solve quadratic equa-
tions. This led us to the concept of a continued fraction that does not terminate. We
refer to these fractions as infinite continued fractions. An infinite continued fraction has
a similar structure to that of a finite continued fraction, except the fraction representa-
tion does not terminate (refer to Definition 2.2). We also need another definition that
will define the limit of an ICF. Recall from Theorem 2.7, given a real number x, the
convergents with even subscripts approach x from below, and the convergents with odd
subscripts approach x from above. Therefore, the convergents with even subscripts are
increasing and the convergents with odd subscripts are decreasing. These even and odd
subscripts are then converging upon x. We then have the following definition.
Definition 3.2. If a0, a1, a2, ... is an infinite sequence of integers, all positive except
possibly a0, then the infinite simple continued fraction [a0; , a1, a2, ..., an] has the value:
lim
n→∞
[a0; , a1, a2, ..., an].
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One of the main uses of an ICF is to find approximations for irrational numbers
[Bur11, Ch.15]. We showed earlier that every finite continued fraction can be represented
as a rational number. We will now show the value of an infinite continued fraction is an
irrational number.
Theorem 3.3. The value of any infinite continued fraction is an irrational number.
Proof. [Bur11, Ch.15] Let x denote the value of the ICF [a0; a1, a2, ...]. Then by Definition




pk = ak(pk−1) + pk−2 and qk = ak(qk−1) + qk−2 as laid out in Theorem 2.5. Since
Cn+1 < x < Cn, then we have:
0 < |x− Cn| < |Cn+1 − Cn| =
∣∣∣∣∣∣pn+1qn+1 − pnqn
∣∣∣∣∣∣ = 1qnqn+1.
By way of contradiction, let us assume x = ab , where a, b > 0 are integers. Then:
0 < |ab −
pn
qn




If n is chosen large so that b < qn+1, the result is 0 < |aqn − bpn| < 1. This says that
there is a positive integer between 0 and 1, which is an impossibility. Therefore x must
be irrational.
A corollary to Theorem 3.3 says that if Ck =
pk
qk
is the kth convergent to the
irrational number x, then: ∣∣∣∣x− pkqk
∣∣∣∣ < 1qkqk+1 ≤ 1q2k
where pk = ak(pk−1) + pk−2 and qk = ak(qk−1) + qk−2 for all k ≥ 1. This corollary gives
us a way to approximate irrational numbers using rational numbers with good accuracy.
Here is an example of this corollary to find a close approximation for
√
15. Let us first
































Notice the last denominator is the same as we had obtained earlier for the first remainder
part, therefore the ICF will begin to repeat. So,
√
15 can be written as:
√












= [3; 1, 6].
Organizing the convergents into a table, we get the following values:
k 0 1 2 3 4 5 6 7
ak 3 1 6 1 6 1 6 1
pk 3 4 27 31 213 244 1677 1921
qk 1 1 7 8 55 63 433 496
Ck 3.0000 4.0000 3.8571... 3.8750 3.8727... 3.8730... 3.8729... 3.8729...
Table 3.6: Convergents of
√
15
If we needed to find the rational number that approximates
√
15 to 4 decimal
places we would look at the following:
n = 2 −→ |
√





n = 3 −→ |
√





n = 4 −→ |
√





n = 5 −→ |
√





So, 24463 ≈ 3.8730 is the rational number that approximates
√
15 to 4 decimal places.
Now is a good time to stop and ask a question. Can all irrational numbers be
expressed as an infinite continued fraction? We proved in Theorem 3.3 that any infinite
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continued fraction is an irrational number. We can also say that any irrational number
can be expressed as an infinite continued fraction.
Theorem 3.4. If x is an irrational number, then x has a infinite continued fraction
representation [a0; a1, a2, ...], for some integers ai, i ≥ 0.
An algorithm for finding the ICF given an irrational number comes out of the
proof. In the proof we will use a bracket notation, bxc, to indicate the largest integer less
or equal to x.
Proof. [Bur11, Ch.15] Let
a0 = bx0c, a1 = bx1c, a2 = bx2c, ...
where










In general, for k ≥ 0:




Since x is an irrational number, then x1 is irrational; by induction all the xis are irrational.
Thus:
0 < xk − ak = xk − bxkc < 1,





Hence, the integer ak+1 = bxk+1c ≥ 1 for all k ≥ 0. This process then leads to an infinite
sequence of positive integers a0, a1, a2, ... with the exception that a0 could be zero or
negative. Then by induction, xk = ak +
1
xk+1
. We then will have this finite continued
fraction:



















= [a0; , a1, a2, ..., an, xn+1],
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for every positive n. Now we need to show that x0 = [a0; a1, a2, ...]. By Theorem 2.5, for
any fixed integer n, we know that the first n+1 convergents are Ck =
pk
qk
, where ≤ k ≤ n.
This convergent is the same if we are dealing with a finite or infinite continued fraction.
If we look at the ICF and denote the next convergent as Cn+1, then by Theorem 2.5 we








With help from Theorem 2.6.












Now, xn+1 > an+1, therefore:










Since the sequence of qk is an increasing sequence, this implies:
x0 = lim
n→∞
Cn = [a0, a1, a2, ...].
Now let us use the algorithm described above in Theorem 3.4 and take another
look at finding the ICF for
√
15. Let x0 =
√
15. Then a0 = b
√
15c = 3, and we have the
following:
x0 = 3 + (
√












































Since x3 = x1 then we will begin to repeat, x4 = x2 and so on. In this way we
have found all the ai, and
√
15 = [3; 1, 6].






x0 = 1 + (
√
























Since x2 = x1 then we will begin to repeat, x3 = x2 and so on. In this way we
have found all the ai, and
√
2 = [1; 2]
So far we have been examining algebraic numbers, however transcendental num-
bers can also be approximated in this same manner. Most transcendental numbers do not





there are a few exceptions, Euler’s number e being one of them. Let us examine e now:























































, a5 = 4, and so on.
Euler showed that e does exhibit an interesting pattern [Bur11, Ch.15]. Beginning with
a2 = 2 followed by 2 ones, then the next even number 4, followed by 2 ones, and so on:
e = [2; 1, 2, 1, 1, 4, 1, 1, 6, 1, 1, 8, 1, 1, 10, 1...].
Another transcendental number that we will look at is π. We will use π to help set the




approximation of an irrational number x in the sense that it gives the closest approxima-
tion to x among all rational numbers with a denominator less than or equal to qn [Bur11,
Ch.15]. Let us look at the example and then we will prove this. Since we are now familiar
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with the algorithm for finding the ICF of a given number we will let the programming
platform Sage find the ICF and the convergents of π for us.
Figure 3.1: ICF of π
Figure 3.2: Convergents of π
We see in Figure 3.1, the beginning ICF for π = [3; 7, 15, 1, 292...] and in Figure






33102 . The so called “Archimedean
value” of π is 227 [Bur11, Ch.15], which given its small denominator is not a bad approx-
imation: ∣∣∣∣x− 227
∣∣∣∣ ≈ 0.0012645.
Archimedes also used the value 22371 which is not a convergent of π:∣∣∣∣x− 22371
∣∣∣∣ ≈ 0.0007476.
Comparing this to a convergent 333106 ,∣∣∣∣x− 333106
∣∣∣∣ ≈ 0.0000832
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we see that 333106 is a better approximation of π. Following the result of the next theorem,
we can say that there is no fraction with a denominator smaller than 106 which will give
a better approximation for π [Bur11, Ch.15]. Now for the theorem and proof.
Theorem 3.5. Let pq be a convergent for the non-negative real number α. If
p′
q′ is a closer
rational approximation to α, then q′ > q.
Proof. Recall from Theorem 2.6 that pkqk−1− qkpk−1 = (−1)k−1, and from Theorem 2.7,
consecutive convergents get closer to α by being less than or greater than α depending















We will show that d > qk, d > qk+1. The case when k is odd is similar.
We will begin by considering the first part of the inequality 0 < pkqk <
c
d . Then:
0 < cd −
pk
qk























Since cqk − dpk > 0 and is an integer, then d > qk+1. To show that d > qk is very similar.
First consider 0 < cd <
pk+1
qk+1



























Since pk+1d− cqk+1 > 0 and is an integer, then d > qk.
39






















which does have a pattern. The sequence of integers ai = 6 for i ≥ 1, and the sequence
bi, for i ≥ 1, is the sequence of squares of odd integers. However, we would have to
expand this ICF to b595 = 1189
2 to get the approximate value 3.141592652402970, which
is only accurate to 8 decimal places; whereas, the fraction [3; 7, 15, 1, 292] approximates




4.1 Period of a Quadratic Irrational
Another application of continued fractions is that we can use them to find the
units in the ring of integers of a quadratic number field. However, we must first explore
Lagrange’s Theorem that states any quadratic irrational number has a continued frac-
tion expansion which is periodic from some point onward. There are many proofs of
Lagrange’s Theorem and the version that is included here is paraphrased from an un-
published manuscript written by Bruce Ikenaga, of Millersville University found on his
university’s web page, [Ike19]. Before we get to that proof let us first start with some
needed preliminaries.
Definition 4.1. A quadratic irrational is an irrational number which is a root of a
quadratic equation of the form ax2 + bx+ c = 0, where a, b, c ∈ Z and a 6= 0.




r . Let us state this more for-
mally and then provide a proof.





r , where p, q, r ∈ Z and r 6= 0, and q is positive and not a perfect square.
Proof. [Ike19]
Suppose x is a quadratic irrational. Then x is a root of ax2 + bx+ c = 0 where a, b, c ∈ Z


















where −b, b2 − 4ac, and 2a are integers, and 2a 6= 0, since a 6= 0. Since x is irrational,
then b2− 4ac > 0 and not a perfect square; otherwise, x is a rational or complex number.




r , where p, q, r ∈ Z and r 6= 0, and q is positive and
not a perfect square. Then:
rx− p = √q
(rx− p)2 = q
r2x2 − 2rpx+ (p2 − q) = 0.
This is a quadratic equation with integer coefficients, and r2 6= 0 since r 6= 0. Therefore,
x is a solution to a quadratic equation.




r we can move
on to the first part of proving Lagrange’s Theorem. We will show that periodic continued
fractions represent quadratic irrationals. We will need a few lemmas to help us with this.
Let us first look at an example that will help us understand the need for the lemmas.
Consider x = [3; 2, 1, 4, 1, 1, 4, 1, 4, 1, 4, 1...] = [3; 2, 1, 4, 1], so:















Let y equal the repeating part of the ICF, i.e. y = [1, 4, 1]. Taking a closer look at y, we
have the equation:
























4(y + 1) + y
=
(4(y + 1) + y) + y + 1






Rewriting this equation leads to 5y2− 2y− 5 = 0. Then y = 1±
√
26
5 . In the ICF above all






























=⇒ 11x− 42 = −
√
26
=⇒ (11x− 42)2 = 26
=⇒ 112x2 − 924x+ 1738 = 0
=⇒ 11x2 − 84 + 158 = 0.
The algebra above leads us to the first lemma.
Lemma 4.3. If x is quadratic irrational and a0, a1, a2, ..., an are integers, then the fol-
lowing expression [a0; a1, a2, ..., an, x] is a quadratic irrational.
Proof. Proof by induction. By Theorem 4.2 we let x = a+
√
b
c , where a, b, c ∈ Z and c 6= 0,



































a2−b which is a quadratic irrational by Theorem 4.2.
Note that a2− b 6= 0, because b is not a perfect square. Now suppose n > 0, and suppose
that the result is true for n − 1 integers. Consider the expression [a0; a1, a2, ..., an, x].
Let m = [a1; a2, ..., an, x]. By hypothesis, this m is a quadratic irrational. We now have
a0 +
1
m is a quadratic irrational which we have shown in the first case. This shows by
induction that [a0; a1, a2, ..., an, x] is a quadratic irrational.
Lemma 4.4. Let a0, a1, ..., an ∈ Z, and let y = [a0; a1, a2, ..., an, x]. Then y can be written
as ax+bcx+d , where a, b, c, d ∈ Z and x is a quadratic irrational.





is in the desired form. Let n > 0, and assume the result is true for n − 1. Consider
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[a0; a1, a2, ..., an, x]. By induction, [a1; a2, a3, ..., an, x] =
ax+b










(a0a+ c)x+ (a0b+ d)
ax+ b
which is in the desired form. Therefore, if y = [a0; a1, a2, ..., an, x] then y can be written
as ax+bcx+d , where a, b, c, d ∈ Z.
Now we are ready to prove that periodic continued fractions are quadratic ir-
rationals. We will start with the specific case of ICF that are referred to as purely




5 = [1; 4, 1]. Then we will move on to prove the more general case of a period
beginning sometime after the first entry.
Lemma 4.5. If a0, a1, ..., an ∈ Z and x = [a0, a1, ..., an], then x is a quadratic irrational.
Proof. [Ike19]
By Theorem 3.3, we can begin by saying that x is irrational since it is an infinite continued
fraction. By Lemma 4.4, for some a, b, c, d ∈ Z, x = [a0, a1, ..., an] = [a0, a1, ..., an, x] =
ax+b
cx+d . Hence, cx
2 + dx = ax+ b, and cx2 + (d− a)x− b = 0. Therefore, x is a quadratic
irrational.
For the general case, as described by Langrange’s theorem for continued frac-
tions, we need some additional properties to prove. We explore these properties first and
then proceed to the more general case. Most of this work will come out of an algorithm
for computing the continued fraction for the quadratic irrational which is very similar to
Theorem 3.4. First we need to be able to write a quadratic irrational in a standard form
[Ike19].
Lemma 4.6. Every quadratic irrational can be written in the form m+
√
d
s , where m, s, d ∈
Z s 6= 0 d > 0, and d is not a perfect square as described in Theorem 4.2, and s|(d−m2).
Let us look at an example and then we will prove this: 2+
√
11
5 is not in the form laid

















25 . This is in the desired form since 25|(275− 10
2).






c be a quadratic irrational, where a, b, c ∈ Z, c 6= 0, b > 0, and b is not a perfect








s = c|c|,m = a|c|, and d = bc2. Then, d−m2 = bc2 − (a|c|)2 = (b− a2)c2, revealing that
c2 is a factor of bc2− (a|c|)2. So, c|c| divides (bc2− (a|c|)2 which implies s|(d−m2). Since
a, b, c ∈ Z and Z is closed under multiplication, it follows that a|c|, bc2, c|c| ∈ Z. Since
c 6= 0, then s = c|c| 6= 0. Since b > 0, then d = bc2 > 0, and since b is not a perfect
square, d = bc2 is not a perfect square. Thus, every quadratic irrational can be written
in the form m+
√
d
s , where m, s, d ∈ Z s 6= 0 d > 0, and d is not a perfect square, and
s|(d−m2).
Now that we know any quadratic irrational can be expressed in the standard
form, we can construct an algorithm for computing the ICF for that quadratic irrational.
Theorem 4.7. Quadratic Irrational Algorithm [Ike19]
Let x = m+
√
d
s be a quadratic irrational, where s|(d−m
2),m, s, d ∈ Z, s 6= 0, d > 0, and d
is not a perfect square. Then there are infinite sequences of integers mk, sk, and ak and
an infinite sequence of irrational numbers xk defined by:
m0 = m, s0 = s, x0 = x, a0 = bx0c,










for k ≥ 0,
ak+1 = bxk+1c for k ≥ 0.
These sequences satisfy:
(1) sk 6= 0, sk|(d−m2k+1) and sk+1|(d−m2k+1) for k ≥ 0.
(2) x = [a0, a1, ...]
Proof. Proof by induction. [Ike19]
Part 1: We need to verify that mk, sk, and ak are integers for k ≥ 0. Further, we need
to show sk 6= 0 and sk|(d−m2k+1) and sk+1|(d−m2k+1) for k ≥ 0. It is clear the ak is an
integer for k ≥ 0, and m0 and s0 are integers by definition. We also have s0 = s 6= 0. In
the case when k = 0:
d−m21 = d− (a0s0 −m0)2
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= d− (a0s−m)2
= d− a20s2 + 2a0sm−m2
= (d−m2)− s(a20s− 2a0m).




is an integer, and we have s0s1 = d−m21. This shows that s1|(d−m21). Hence
the statements are true for k = 0. Suppose the statements hold for k, and thus mk and
sk are integers and sk 6= 0. Then mk+1 = aksk −mk is an integer. If sk + 1 = 0, then
d−m2k+1
sk
= 0 which implies d−m2k+1 = 0 hence, d = m2k+1. This contradicts the statement
that d is not a square. Hence, sk+1 6= 0. Next:
d−m2k+1 = d− (aksk −mk)2
= d− a2ks2k + 2akskmk −m2k
= (d−m2k) + sk(2akmk − a2ksk)
= sk−1sk + sk(2akmk − a2ksk)
= sk(sk−1 + 2akmk − a2ksk).
This proves that sk|(d −m2k+1), so sk+1 =
d−m2k+1
sk




we get sksk+1 = d−m2k+1, so sk+1|(d−m2k+1). Hence the statements in part 1 hold.
Part 2: We need to show that x = [a0, a1, ...]. For each k ≥ 0. The proof is similar to
that of Theorem 3.4.










































xk−ak . Since ak+1 = bxk+1c, this shows that the sequence ak are




s is a quadratic irrational, where s|(d −m
2),m, s, d ∈ Z, s 6= 0, d > 0, and d is
not a perfect square, then there are infinite sequences of integers mk, sk, and ak and an
infinite sequence of irrational numbers xk defined above.








−11 . Note that 11|(26 − 42
2) so this quadratic irrational is in





11 ≈ 3.3549 which means a0 = 3. Then,















−5 ≈ 2.8198, so that a1 = 2.
Continuing in this manner we get the sequence of numbers in the following table:
n mn sn xn an
0 −42 −11 3.35463459... 3
1 9 5 2.819803903... 2
2 1 5 1.219803903... 1
3 4 2 4.549509757... 4
4 4 5 1.819803903... 1
5 1 5 1.219803903... 1
6 4 2 4.549509757... 4
7 4 5 1.819803903... 1
8 1 5 1.219803903... 1
9 4 2 4.549509757... 4




Notice that m2 and s2 is the same as m5 and s5. Once we see this we know that
the list of an will start to repeat. This is what we are referring to when we talk about
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ICF being periodic. This observation leads us to a proposition [Ike19].
Proposition 4.8. Let x = m+
√
d
s is a quadratic irrational where s|(d − m
2),m, s, d ∈
Z, s 6= 0, d > 0, and d is not a perfect square. Suppose the Quadratic Irrational Algorithm
is applied to x, yielding sequences mk, sk, and xk as described in theorem 4.7. Then
xi = xj if and only if mi = mj and si = sj.










. This would imply that
misj + sj
√
d = mjsi + si
√
d. Equating rational and irrational parts on the two sides, we
have: misj = mjsi and sj = si. Since s0 = si 6= 0, we have mi = mj , thus mi = mj , and
si = sj .
We have one last item of business to take care of before we can prove Lagrange’s
theorem and that is to define the conjugates of quadratic irrationals and consider prop-
erties of those conjugates.
Definition 4.9. Let a, b, c ∈ Z where c 6= 0. Let d ∈ Z+, and suppose d is not a perfect












Proposition 4.10. Let x = a+b
√
u




f . Assume that a, b, c, d, e, f ∈ Z,
c, f 6= 0, u ∈ Z+, and u is not a perfect square. Then:
(a) x+ y = x+ y.







The proof of these properties is straight forward using algebraic reasoning. The
proofs are very similar to that of proving the properties of complex numbers and can be
found in Ikenaga’s manuscript [Ike19].
Theorem 4.11. (Lagrange) A real number x is a periodic continued fraction if and
only if x is a quadratic irrational.
Proof. To prove the first part, suppose b0, b1, , ..., bm, a0, a1, ..., an ∈ Z, and let x =
[b0; b1, ..., bm, a0, a1, ..., an]. By Lemma 4.5, [a0, a1, ..., an] is a quadratic irrational. Then
by Lemma 4.3 x = [b0, b1, ..., bm, x] is a quadratic irrational.
The idea for the converse is to show that for large values of n, the sequences sn
and mn, for n ≥ 1, attain only finitely many values. This will imply that the same is true
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for the sequences xn and hence that the continued fraction for x is periodic [Ike19]. We




is a quadratic irrational, where s|(d−m2),m, s,∈ Z, s 6= 0, d ∈ Z+, and d is not a perfect
square. The sequences mn, sn, xn, and an are defined recursively by the algorithm. The
first step is to show that the sequences sn are eventually positive.
Step 1: We will show sn > 0 for sufficiently large n.
By Theorem 3.3, recall that if x0 = [a0, a1, ..., an−1, xn], then the n
th convergent of this
continued fraction is equal to x = x0 (since this is a finite continued fraction), and Theo-








b ; but the Quadratic Irrational Algo-




f . That is, x0 and xn are
quadratic irrationals with the same radical term
√
d. Therefore. we can apply the prop-








x0(qn−1xn + qn−2) = pn−1xn + pn−2
x0qn−1xn + x0qn−2 = pn−1xn + pn−2
x0qn−1xn − pn−1xn = pn−2 − x0qn−2












As n −→ ∞, the convergents pn−2qn−2 and
pn−1
qn−1







approaches 1. Since for large n qn, qn−1 > 0. So for large n, xn ≈ − qn−2qn−1 < 0.
Since xn > 0, then xn − xn > 0 for large n. Now using the notation of the Quadratic



















> 0, so, sn > 0.
Step 2: We will show the sequences sn attain only finitely many values for




snsn+1 = d − m2n+1 ≤ d. For large n we know sn+1 is a positive integer, so sn+1 ≥ 1.
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Hence, d ≥ snsn+1 ≥ sn. For sufficiently large n we know sn is positive, and therefore,
the sequences sn attains only finitely many values, between 0 and d.
Step 3: We will show that mn attains only finitely many values for sufficiently




n+1 + snsn+1 = d.
Thus, 0 ≤ |mn+1| <
√
d. So, mn+1 attains only finitely many values for sufficiently large
n. The same is true for mn as well.
Step 4: The final part is to show that the continued fraction for x is periodic.
Steps 2 and 3 show that for sufficiently large n the mn and sn sequences assume only
finitely many values. Therefore, there are distinct integers i and j, where i < j, such that










= xj . Thus, ai = bxic = bxjc = aj .
In addition, the Quadratic Irrational Algorithm from Theorem 4.7 shows that, if mi = mj
and si = sj , then mi+1 = mj+1 and si+1 = sj+1, and successive terms in the sequence
continue to be equal. So, x = x0 = [a0, a1, ..., ai−1, ai, ai+1, ..., aj−1]. Therefore, the
continued fraction for x is periodic.
4.2 Period Length of a Quadratic Irrational
√
d
Now we know that quadratic irrationals are periodic. Next we need to be able
to find out how long that period is. We will discover why we need to know this once we
get into exploring continued fractions and the group of units in the ring of integers of
Q(
√
d). In particular we will be interested in finding the length of the period for continued
fractions of
√





19 = [4; 2, 1, 3, 1, 2, 8, 2, 1, 3, 1, 2, 8, 2, 1, 3, 1, 2, 8, 2, ...].
Notice that the period is 2, 1, 3, 1, 2, 8; therefore, the length of the period is 6. Here is




67 = [8; 5, 2, 1, 1, 7, 1, 1, 2, 5, 16, 5, 2, 1, 1, 7, 1, 1, 2, 5, 16, 5, 2, 1, ...].
In this example the period is 5, 2, 1, 1, 7, 1, 1, 2, 5, 16, and has length 10. When I first
started examining these ICF, I began to notice a of couple things. First, I noticed as soon
as an an in the ICF representation [a0; a1, a2, ...] is twice that of the first term then the
period will end. Looking back at
√
19 = [4; 2, 1, 3, 1, 2, 8, 2, 1, 3, 1, 2, 8, 2, 1, 3, 1, 2, 8, 2, ...],
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notice that the period ended with an 8, which is twice that of a0 = 4. Same for
√
67,
the period ended with 16 which is twice that of a0 = 8. The second thing to notice is
that the period is symmetric. In particular, if the period is [a1, a2, a3, a4, a5, a6], then,
a1 = a5, a2 = a4, as in the example above with 2, 1, 3, 1, 2, 8. We do not need this
piece of information to find the group of units, but it is still quite intriguing, and we will
include that in the proof.
Theorem 4.12. [Bec03]: Consider the period of the continued fraction expansion of
√
d,
where d is square-free; if the period consists of p terms a1, a2, ..., ap, then ap = 2b
√
dc and
the sequence a1, a2, ..., ap−1 is symmetric.




, where mn and sn are
defined as in the proof of Theorem 4.7 as follows: m0 = m, s0 = s, x0 = x, a0 = bx0c,










for k ≥ 0,
ak+1 = bxk+1c for k ≥ 0.






d = a0 +
1
x1
and take the conjugate of both sides. Then:
√





















































= ap + x
′
















. . . a1 + x′1
.
(2)
Since x′1 < 1, both fractions in (1), (2) are portions of the continued fraction expansion
of 1
x′1
, and therefore they must coincide. By identifying the coefficients we obtain that
2a0 = ap, a1 = ap−1, ..., ak = ap−k.
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Chapter 5
Continued Fractions and Pell’s
Equation
In this section we will discover how Pell’s equation, x2 − dy2 = 1 and infinite
continued fractions are linked. We will show that if the equation x2 − dy2 = 1 has a






d. The period of the continued fraction expansion of
√
d provides the
information we need to show that x2 − dy2 = 1 actually does have a solution in integers;




Even though the equation x2−dy2 = 1 is often referred to as “Pell’s Equation,”
John Pell (1611 – 1685) had very little to do with this equation. The mathematician
Leonhard Euler named the equation after Pell because he mistakenly attributed a solution
method discovered by Lord Brouncker as Pell’s work [Bur11, Ch.16]. Some authors will
refer to this equation as Fermat’s Equation. It was in February of 1657 that Fermat
issued a challenge, “find a number y which will make dy2 + 1 a perfect square.” In other
words, find a number y so that dy2 + 1 = x2 for some number x. However, work on
such an equation dates back much further than any of these mathematicians. There is
evidence dating back to Archimedes when he challenged Alexandrian scholars with the
“cattle problem”.
The problem is to find the number of bulls and cows that the sun god has under
the following nine conditions: one part of the herd was white, a second black, a third
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spotted, and a fourth brown.
Among the bulls,
(1) the number of white ones was one half plus one third the number
of the black plus all of the brown;
(2) the number of the black, one quarter plus one fifth the number of
the spotted plus all of the brown;
(3) the number of the spotted, one sixth and one seventh the number
of the white plus all of the brown.
Among the cows,
(4) the number of white ones was one third plus one quarter of the
total black cattle;
(5) the number of the black, one quarter plus one fifth the total of
the spotted cattle;
(6) the number of spotted, one fifth plus one sixth the total of the brown cattle;
(7) the number of the brown, one sixth plus one seventh the total of
the white cattle;
(8) White bulls + black bulls = a square number;
(9) Dappled bulls + yellow bulls = a triangular number.
What was the composition of the herd?
It is beyond the scope of this paper to complete any work on this cattle problem,
but in the end these conditions involve the solution to the Pell’s equation
x2 − 4729494y2 = 1;
where one of the unknown quantities is 206,545 digits in length [Bur11, Ch.16].
Let us look at a much simpler example: x2 − 19y2 = 1. As stated above we
will find a solution to x, y among the convergents of
√
19. Using parameters laid out in
Theorem 2.5, the kth convergent of the simple continued fraction [a0; a1, a2, ...] has the
value Ck = pk/qk where pk = ak(pk−1)+pk−2 and qk = ak(qk−1)+qk−2. Consider the ICF
representation of
√
19 = [4; 2, 1, 3, 1, 2, 8, 2, 1, 3, 1, 2, 8, 2, 1, 3, 1, 2, 8, 2, ...]. The convergents
are given by:
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k 0 1 2 3 4 5 6
ak 4 2 1 3 1 2 8
pk 4 9 13 48 61 170 1421
qk 1 2 3 11 14 39 326
p2k − dq2k −3 5 −2 5 −3 1 −3
Table 5.1: Convergents of
√
19.
Notice that when k = 5, then p5 = 170, q5 = 39, and p5 − 19q5 = 1 . We let p5 = x and
q5 = y and by substitution, x
2 − 19y2 = 1 becomes 1702 − (19)392 = 1. So a solution x,
y is x = 170, y = 39.
Let us look at another equation: x2 − 67y2 = 1. The infinite continued frac-
tion for
√
67 = [8; 5, 2, 1, 1, 7, 1, 1, 2, 5, 16, 5, 2, 1, 1, 7, 1, 1, 2, 5, 16, 5, 2, 1, ...]. The conver-
gents are given by:
k 0 1 2 3 4 5 6 7 8 9 10
ak 8 5 2 1 1 7 1 1 2 5 16
pk 8 41 90 131 221 1678 1899 3577 9053 48842 790525
qk 1 5 11 16 27 205 232 437 1106 5967 96578
p2k − dq2k −3 6 −7 9 −2 9 −7 6 −3 1 −3
Table 5.2: Convergents of
√
67.
When k = 9 we get 488422− (67)59672 = 1. So a solution x, y for x2−67y2 = 1
is x = 48842, y = 5967.
When we looked at the ICF of
√
19 we found the length of the period to be 6,
and we found the solution x, y for x2 − 19y2 = 1 by looking at the convergent C5. Also,
when we looked at the ICF of
√
67 we found the length of the period to be 10, and we
found the solution x, y for x2 − 67y2 = 1 from the convergent C9. In both cases the
solution was found at the convergents Cn−1 where n is the length of the period. In fact,
we will discover that infinitely many solutions can be obtained at the convergents Ckn−1.
This brings us to the next theorem.
Theorem 5.1. Let the convergents of a continued fraction expansion of
√
d be pkqk . If n
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is the length of the period of the expansion of
√
d, then:
p2kn−1 − dq2kn−1 = (−1)kn (k = 1, 2, 3, ...).
Proof. [Bur11, Ch.16] For k ≥ 1, the continued fraction expansion of
√
d can be written in
the form,
√
d = [a0; a1, a2, ..., akn−1, xkn], where xkn = [2a0; a1, a2, ...an−1, 2a0] = a0+
√
d.






By substituting xkn = a0 +
√
d and simplifying we get
√
d(a0qkn−1 + qkn−2 − pkn−1) = a0(pkn−1) + pkn−2 − dqkn−1.
Since the right-hand side is rational and
√
d is irrational, the foregoing relation requires
that a0qkn−1 + qkn−2 = pkn−1 and a0pkn−1 + pkn−2 = dqkn−1. We will now multiply the
first equation be pkn−1 and the second by −qkn−1 and then adding them we get:
p2kn−1 − dq2kn−1 = pkn−1qkn−2 − qkn−1pkn−2.
We also proved in Theorem 2.6 that:
pkn−1qkn−2 − qkn−1pkn−2 = (−1)kn,
and hence,
p2kn−1 − dq2kn−1 = (−1)kn.
Another interesting fact is that if the period length n of
√
d is even, then p2n−1−
dq2n−1 = 1. If the period length n is odd, p
2
n−1 − dq2n−1 = −1. In the case of the latter
when n is odd p22n−1 − dq22n−1 = 1. It is best to see this in an example. Let us examine√
70 that has an even period length, and
√
74 that has an odd period length. Tables 5.3
and 5.4 are snippets from an Excel spreadsheet where both of their recursive formulas
were entered along with the express p2kn−1 − dq2kn−1.
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k 0 1 2 3 4 5 6 7 ... 10 11
ak 8 2 1 2 1 2 16 2 1 2
pk 8 17 25 67 92 251 4108 8467 46192 126001
qk 1 2 3 8 11 30 491 1012 5521 15060
p2 − dq2 -6 9 -5 9 -6 1 -6 9 -6 1
Table 5.3: pk, qk for
√
70, Even Period Length
k 8 1 2 3 4 5 6 7 8 9 10
ak 8 1 1 1 1 16 1 1 1 1 16
pk 8 9 17 26 43 714 757 1471 2228 3699 61412
qk 1 1 2 3 5 83 88 171 259 430 7139
p2 − dq2 -10 7 -7 10 -1 10 -7 7 -10 1 -10
Table 5.4: pk, qk for
√
74, Odd Period Length.
Notice in Table 5.3 for the convergents of
√
70, which has an even period length n =
6, the solution p5, q5, to the expression p
2
5 − dq25 = 2512 − (70)302 = 1, and p11, q11
implies p211 − dq211 = 1260012 − (70)150602 = 1, and so on. All expressions of the form
p2kn−1−dq2kn−1 where
√
d has an even period length, will yield 1. Whereas, in Table 5.4 for
the convergents of
√
74, which has an odd period length n = 5, the solution p4, q4, to the
expression p24−dq24 = 432−(74)52 = −1, and p9, q9 implies p29−dq29 = 36992−(74)4302 = 1.
When the period length n is odd, and the solutions pkn−1, qkn−1 progress from k ≥ 1, the
expression p2kn−1 − dq2kn−1, alternates between 1 and −1. The proof of the above can be
found in [Bur11, Ch.16].
In moving forward from here let us first define a fundamental solution.
Definition 5.2. The fundamental solution of the equation x2−dy2 = 1 is the smallest
positive integer solution x, y. That is to say it is the positive integer solution x1, y1 such
that x1 < x
′ and y1 < y
′ for any other positive solution x′, y′. [Bur11, Ch.16]
One way of finding a fundamental solution is by successively substituting y =
1, 2, 3, ... into the expression 1+dy2 until we obtain a perfect square. This can become very
tedious rather quickly as d increases in size and n, the length of the period, increases in
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length. Take for example x2−79y2 = 1 and x2−86y2 = 1. The ICF for
√
79 is [8; 1, 7, 1, 16]
with a period length of 4, whereas the ICF for
√
86 is [9; 3, 1, 1, 1, 8, 1, 1, 1, 3, 18] with a
period length of 10. The value y for the fundamental solution of x2 − 79y2 = 1 is y = 9;
which could easily be computed by hand. However, the value y for the fundamental
solution of x2 − 86y2 = 1 is y = 1122, much more cumbersome to calculate by hand.
Taken to the extreme, x2 − 1000099y2 = 1 has the smallest positive integer x such that
x is 1118 digits in length [Bur11, Ch.16].
We are now ready to find infinitely many solutions x, y using the fundamental
solution.
Theorem 5.3. Let x1, y1 be the fundamental solution of x
2 − dy2 = 1. Then every pair
of integers xn, yn defined by the condition,
(x1 + y1
√
d)n = xn + yn
√
d, (n = 1, 2, 3...)
is also a positive solution.
Let us look at an example to better understand this before we get to the proof.
Consider x2 − 79y2 = 1. By Theorem 5.1 we know that a solution to x2 − 79y2 = 1 can
be found at Ckn−1; therefore, since the period of the ICF of
√
79 is n = 4, the smallest
convergent that gives a solution to the equation is C3. We find that x = 80, y = 9
to be the fundamental solution. We can verify this to be a solution: 802 − 79(92) =
6400 − 6300 = 1. To find the next solution, use the fundamental solution as follows;
(80 + 9
√
79)2 = 6400 + 2(80)9
√
79 + 79(81) = 12799 + 1440
√
79. Therefore, x = 12799,
y = 1440 is the next solution, x, y to the equation x2 − 79y2 = 1. It is worth noting that
12700





therefore, x = 2047760 and y = 230391. The fraction 2047760230391 = C11 = C3(4)−1 will be the
next solution.
Now let us continue on with the proof of Theorem 5.3. We are proving that if
we have the fundamental solution x1, y1 to x
2 − dy2 = 1, then xn, yn is also a solution
where xn and yn are given by (x1 + y1
√
d)n = xn + yn
√
d. Meaning that we can take the
fundamental solution, use it in the expression (x1 + y1
√
d)n, and generate another pair
of solutions, xn, yn.
Proof. [Bur11, Ch.16] First note that any power of x1 +y1
√
d will be of the form a+b
√
d,
meaning any higher power of x1 + y1
√
d will always yield an integer plus an integer times
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√
d. Since powers of
√
d are either integers or integer multiples of
√
d, and since the





d for some integers xn, yn for each n ≥ 1. By properties of conjugates, we can
see that (x1 + y1
√
d)n = xn + yn
√
d and hence, (x1 + y1
√
d)n = xn + yn
√
d. This implies
that (x1 − y1
√
d)n = xn − yn
√
d. Now, because x1, y1 are positive, then xn, yn are also
both positive. Since x1, y1 is a solution of x
2 − dy2 = 1, then, by a difference of squares,
we obtain:










= (x21 − dy21)n
= 1n = 1.
Therefore, xn, yn is another solution to x
2 − dy2 = 1.
It can also be said that all solutions can be found in the manner described above.
Theorem 5.4. If x1, y1 is the fundamental solution of x
2 − dy2 = 1, then every positive




d = (x1 + y1
√
d)n, n ∈ Z+
Proof. Refer to [Bur11, Ch.16] Burton’s Elementary Number Theory book for the proof.





that when d has an odd period length then the expression x2−dy2 will alternate between
1 and −1, and therefore will have a solution x2 − dy2 = −1. However when the period
length is even there will be no solution to x2 − dy2 = −1. Therefore, we should say,
assuming that x2 − dy2 = −1 is solvable, let x1, y1 be the least positive solution. Then
all positive solutions xn, yn of x









Continued Fractions and The
Ring of Integers of Q(
√
d)
Now we are ready to explore patterns found in the convergents of the infinite
continued fraction for
√
d and the associated group of units in the ring of integers of a
quadratic number field. In this section we will continue to let d be a square-free integer.
Here are a few more definitions that will help us in this next section.
Definition 6.1. A quadratic number field is an extension field K of degree 2 over the
rational numbers Q.





d | a, b ∈ Q} for some square-free integer d. Also, any element of Q(
√
d) is
a root of a quadratic polynomial of the form ax2+bx+c. Indeed, if x = u+v
√
d where u, v
are rational numbers, we can write u = u1w and v =
v1
w . Then w
2x2−2u1wx+u21−v21d = 0,
where a = w2, b = −2u1w, c = u21 − v21d, and a, b, c, u1, v1, w ∈ Z, w 6= 0.
Definition 6.2. An integral element of Q(
√
d)is a root of a monic polynomial with
integer coefficients.
It can be shown that the set of all integral elements of Q(
√
d) is a sub-ring of the
field Q(
√
d). This ring is called the ring of integers of the field Q(
√
d). This is analogous
to the ring of integers Z in the field Q.
Definition 6.3. The ring of integers is the ring of all integral elements contained in
Q(
√
d). We denote this ring A.
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In the next theorem, we will describe the elements in the ring of integers A.
Theorem 6.4. [Sam70, Ch.2]
Let K = Q(
√
d) be a quadratic field with d ∈ Z square-free.
(a) If d ≡ 2, 3 (mod 4), the ring of integers A of K consists of all elements
of the form a+ b
√
d with a, b ∈ Z
(b) If d ≡ 1 (mod 4), the ring of integers A of K consists of all elements of the
form 12(u+ v
√
d) with u and v ∈ Z of the same parity.
Proof. We know that elements of K = Q(
√
d) are of the form x = a+ b
√
d with a, b ∈ Q.




d. If x ∈ A, then x is the
root of a monic polynomial of degree 2 with integer coefficients; i.e p(x) = x2 + bx+ c = 0
for some integers b and c. Now consider the conjugate x. We need to determine if it too is
in A. Consider p(x) = x2 + bx+ c = 0. By Proposition 4.10, we know that the conjugate
of an integer is the integer, so p(x) = (x)2 + bx + c = x2 + bx+ c = 0 = 0. Therefore,
x ∈ A.
Since all the elements in A form a ring, then A is closed under multiplication
and addition. Therefore, x + x ∈ A and xx ∈ A. Then, x and x ∈ Q(
√
d); and a, b and
d ∈ Q, then:
x+ x = (a+ b
√
d) + (a− b
√
d) = 2a ∈ Q
and




d) = a2 − db2 ∈ Q.
Since x + x and xx ∈ A we need to show that 2a ∈ Z and a2 − db2 ∈ Z; i.e. we need
to show that the only rational numbers that satisfy a monic polynomial with integer
coefficients are integers. Let us take a side step and do that right now.
Consider α ∈ Q and α ∈ A, then f(α) = αn+an−1αn−1+...+a1α+a0 = 0, ai ∈ Z.
We need to show that α ∈ Z. Assume that α = pq is a rational number and that p and q






q +a0 = 0. Multiplying
throughout by qn we have:
pn + q(an−1p









This implies that q divides p. Since p and q are relatively prime, this implies that q = 1.
Hence, α = p1 = p. Therefore, α ∈ Z. It follows that 2a ∈ Z and a
2 − db2 ∈ Z. Since
a2 − db2 ∈ Z, then (2a)2 − d(2b)2 ∈ Z. Since 2a ∈ Z then d(2b)2 must also be an element
of Z.
Next we will show that 2b ∈ Z. We have set d to be square-free. That means
d is a product of distinct primes. By way of contradiction assume 2b = p
′



















∈ Z then d must have at
least one of its factors to be (q′)2. This is a contraction since d is square-free. Therefore,
2b ∈ Z.
Since 2a ∈ Z and 2b ∈ Z, let u = 2a and v = 2b where u, v ∈ Z. This implies
that a = u2 and b =
v
2 . Then by substitution a
2 − db2 ∈ Z becomes (u2 )
2 − d(v2 )
2 ∈ Z
which implies
u2 − dv2 ∈ 4Z.
Now we will look at two cases. Case 1 when v is even and case 2 when v is odd.
Case 1: If v is even then v2 is even. Any number multiplied by an even number
yields an even number, so dv2 is even. We know that u2 − dv2 is a multiple of 4 so this
will force u2 to be even, implying that u is even. In this case a, b ∈ Z.
Case 2: If v is odd then v2 is odd. Not only is v2 odd, but we can say that
v2 ≡ 1 (mod 4), since v2 = (2k+ 1)(2k+ 1) = 4(k2 + k) + 1, which a multiple of 4 plus 1.
What can be said about u2? For any perfect square x2, we either have x2 ≡ 0 (mod 4)
or x2 ≡ 1 (mod 4). We have already shown above that the square of an odd number
is congruent to 1 mod 4. If we have x2 = (2k)(2k) = 4k2, then the perfect square is a
multiple of 4 so it is congruent to 0 (mod 4). We know that u2− dv2 ≡ 0 (mod 4). Since
v2 ≡ 1 (mod 4) then u2 − dv2 ≡ u2 − d (mod 4). So, u2 − d ≡ 0 (mod 4) implies that
u2 ≡ d (mod 4). Since d is square-free it cannot be congruent to 0 (mod 4). Therefore,
d ≡ 1 (mod 4) this implies that u2 ≡ 1 (mod 4).
Let us now summarize all of the above. We have the ring of integers,
A = {x ∈ Q(
√
d)|p(x) = 0 for some monic polynomial p over Z}.




d, u, v ∈ Z for all d ≡ 1, 2, 3 (mod 4). When we looked at the
different cases for u and v, we found that when v is even that implied u is even. When
this is the case v2 ,
u
2 ∈ Z. If it is the case that v is odd, then u is odd. This only happens
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when d ≡ 1 (mod 4). Therefore, if d ≡ 2, 3 (mod 4), the ring of integers of K consists of
all elements of the form a+ b
√
d with a, b ∈ Z. If d ≡ 1 (mod 4), the elements of the ring
take on the form 12(u+ v
√
d) with u and v ∈ Z of the same parity.
Now we would like to know which of these elements are units in the ring of
integers of the quadratic number field. For the ring of integers as a sub-ring of the
rationals, the only units are 1 and −1. However, in the ring of integers for the quadratic
number field, there are other units as we will show.




5). We can find the quadratic polyno-







(x− 2)2 = 5
x2 − 4x− 1 = 0.
Since x2 − 4x − 1 = 0 is a monic polynomial, and x = 2 −
√
5 is one of its roots, then
x = 2−
√




5) and so has the structure
outlined in the previous theorem. It is also a unit in the ring of integers of Q(
√
5); its







Let us look an example of an integral element that is not a unit. Consider
x = 4+
√
5 which is a root to the quadratic equation x2−8x+11 = 0. The multiplicative
inverse of x = 4 +
√















is not of the form 12(a+ b
√
5), and so is not in the ring of integers of Q(
√
5). Therefore,
x = 4 +
√
5 is not a unit in the ring of integers of Q(
√
5).
Definition 6.5. The norm of x, denoted N(x), is N(x) = xx = a2 − db2.
Whether or not an element is a unit depends on the value of the norm as














Proposition 6.6. Let K be the quadratic number field Q(
√
d) and let x ∈ K. Then x is
a unit of K if and only if x is an integer of K such that N(x) = ±1.
Proof. [Sam70, Ch.4] If x is a unit of K, then N(x) and N(x−1) ∈ Z as shown in Theorem
6.4. We have N(x)N(x−1) = N(xx−1) = 1. So, N(x) = ±1. Conversely, let x be an
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integer of K with N(x) = ±1. That means that xx = ±1. This implies that x−1 is either
x or −x. Therefore x is a unit.
The set of units form a multiplicative group called the group of units as noted
in the following definition.
Definition 6.7. The group of units, denoted by A∗, consists of precisely the elements
u in A such that u is a unit, i.e. u has a multiplicative inverse in A.
The positive units of the ring of integers, which we denote by A∗+, form a cyclic
group as stated in the next proposition. Therefore, all positive units can be expressed as
powers of a single element called a fundamental unit.
Proposition 6.8. The positive units of the ring of integers of Q(
√
d) form a cyclic group
which contains one and only one generator larger than 1 [Sam70, Ch.4].
Definition 6.9. The fundamental unit of Q(
√
d) is the unique generator larger than
1 for the cyclic group of positive units (as described in Proposition 6.8).
If u is the fundamental unit of Q(
√
d), then the group of positive units is given
by A∗+ = 〈u〉 = {un|n ∈ Z}.
Let us now bring all of this together. Elements in Q(
√
d) are of the form a+b
√
d.





(a2−db2).] The units of the ring of integers A of Q(
√
d) are those elements for which the
norm is equal to 1 or −1, so we have a2− db2 = ±1. From the work with Pell’s Equation
in Chapter 5, we know that positive integer solutions to these equations can be found by
using the convergents of continued fractions (See Theorem 5.1).
First let us find the group of positive units of the ring of integers of Q(
√
7). We
will use the programming platform Sage to help us with the computations.
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Figure 6.1: Finding Units of Q(
√
7) Using ICF
Notice that the ICF of
√
7 is [2; 1, 1, 1, 4] and the length of the period is 4.
By Theorem 5.1, we know that the convergents of a continued fraction expansion of
√
d is pkqk . If n is the length of the period of the expansion of
√
d, then we will have
p2kn−1 − dq2kn−1 = (−1)kn. We can use this fact to find all the convergents of the form








12192 . Therefore, the first four units
greater than 1 are:
8 + 3
√
7, 127 + 48
√
7, 2024 + 765
√
7, 32257 + 12192
√
7.
The group of all positive units is given by A∗+ = 〈8 + 3
√
7〉.
Notice the time that it took Sage to find these first four units, just 0.0079
seconds. We want to make note of this because when Sage is asked to find the units by
entering the equation a2 − 7b2 = ±1, it can take considerably longer. Here is the code
that was used in Sage for that.
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Figure 6.2: Finding Units of Q(
√
7) Using a2 − 7b2 = ±1
Verifying the units with Excel in Figure 6.1.
k 0 1 2 3 4 5 6 7 8 9 10 11 12
ak 2 1 1 1 4 1 1 1 4 1 1 1 4
pk 2 3 5 8 37 45 82 127 590 717 1307 2024 9403
qk 1 1 2 3 14 17 31 48 223 271 494 765 3554
p2 − dq2 -3 2 -3 1 -3 2 -3 1 -3 2 -3 1 -3
Table 6.1: Excel: Convergents of
√
7 and the Units of Q(
√
7)
Notice in Figure 6.2 it took 1,235.21 seconds (20.58 minutes) just to find the first 4 units!
When the fundamental solution to a2 − 94b2 = ±1 was sought with Sage by
entering the equation, Sage ran for 2.5 days and produced a memory error. When we use
the convergents of continued fractions for
√
94 the first six units are found in just 0.03
seconds. See Sage code in Figure 6.3. Notice that the first unit greater than 1 is 2143295+
221064
√
94, and so the group of positive units is given by 〈2143295 + 221064
√
94〉. In
order for Sage to produce this first unit we had to set the range out to a = 2, 143, 296 and
b = 221, 065. That range was more than Sage could handle. The larger the period length
the faster units grow in size. The ICF of
√
94 has a period length of 16. The sixth unit
for
√
94 has values that are 40 digits long (refer to the last line of code in Figure 6.3).
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Figure 6.3: Finding Units of Q(
√
94) Using ICF.
The previous two examples were when d ≡ 2, 3 (mod 4). Let us look at an
example with
√
5 since 5 ≡ 1 (mod 4). It was shown that for values of d such that
d ≡ 1 (mod 4) the integers of Q(
√
d) consists of elements of the form 12(u+ v
√
d) where
u and v are both even or both odd. When we find the norm of these elements and set




d) = ±1 which implies u2 − dv2 = ±4.
Because of this fact we need to adjust the Sage code accordingly.
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Figure 6.4: Finding Units of Q(
√
5) Using a2 − 5b2 = ±4
We can see that the first several units of Q(
√




























































5) = 9 + 4
√
5.
Hence, A∗+ = 〈12(1 +
√
5)〉.





Figure 6.5: Finding Units of
√
5 Using ICF
Take note, when we try to find the positive units using continued fractions, it
appears that the convergents only reveal every third positive unit. Notice the first unit
given by this method is 2 +
√
5, which is the third unit in the list given above for finding
the units using the other method. There is a reason for this that we will get to shortly.
First, we should look at one more example of d ≡ 1 (mod 4) where the above is not the
case. Take for example when d = 17. See Figure 6.6.
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Figure 6.6: Finding Units of
√
17 Using ICF
Using the convergents of the ICF of
√
17 we see that the first few units greater than 1 are:
4 +
√
17, 33 + 8
√
17, 268 + 65
√
17.
Now let us look at the first few units using Sage to find solutions to a2− 17b2 = ±4, refer
to Figure 6.7. The first few units are indeed:
4 +
√
17, 33 + 8
√
17, 268 + 65
√
17
and the group of all positive units is given by A∗+ = 〈4 + 3
√
17〉.
As shown in Theorem 6.4, the form that the units take on is contingent on if
d ≡ 2, 3 (mod 4) or d ≡ 1 (mod 4). Table 6.1 shows columns for the first three units
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of several square-free integers, the remainder of d modulo 4, the period length n of the
continued fraction for
√
d, and the corresponding convergent, Cn−1, .
Figure 6.7: Finding Units of Q(
√
17) Using a2 − 17b2 = ±4
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d mod 4 n u1 u2 u3 Cn−1 of
√
d
2 2 1 1 +
√
2 3 + 2
√





3 3 2 2 +
√
3 7 + 4
√


















6 2 2 5 + 2
√
6 49 + 20
√





7 3 4 8 + 3
√
7 127 + 48
√


















15 3 2 4 +
√
15 31 + 8
√





17 1 1 4 +
√
17 33 + 8
√


















Table 6.2: Units of Q(
√
d)
Observe that when d ≡ 1 (mod 4), the convergents of the ICF will sometimes
give the first unit, as in the case when d = 17, and sometimes it will give the third unit,
as in the case when d = 5. Let us formalize this idea.
In the case d ≡ 1 (mod 4), the integer solutions of the Pell’s Equation, a2−db2 =
±1 correspond to units a + b
√





d], is a sub-ring of the ring A of integers of Q(
√
d), and the positive units of Z[
√
d]
form a sub-group B∗ of the group of positive units of A∗. Hence, B∗ is a subgroup of
A∗+ = 〈u〉, where u is the fundamental unit.
Proposition 6.10. Let u = 12(a + b
√
d) be the fundamental unit of Q(
√
d), where d ≡
1(mod 4).
(1) If a, b are both even, then u ∈ Z[
√
d], so that B∗ = 〈u〉 = {un|n ∈ Z}.
(2) If a, b are odd, then u3 ∈ Z[
√
d], so that B∗ = 〈u3〉 = {u3n|n ∈ Z}.
Proof. If a and b are both even, then 12a and
1
2b are in Z, and hence u ∈ Z[d]. So, 〈u〉 is
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a subgroup of B∗, and therefore, B∗ = 〈u〉. If a and b are both odd; using the binomial


















[(a3 + 3ab2d) + (3a2b+ b3d)
√
d)]
8u3 = a(a2 + 3b2d) + b(3a2 + b2d)
√
d.
Now look at the numbers a2 + 3b2d and 3a2 + b2d. We know that a2 − b2d = ±4, so add
4b2d to both sides which yields a2 + 3b2d = 4 + 4b2d = 4(b2d± 1), which is a multiple of 8
since b and d are odd. Considering again that a2−b2d = ±4 this implies that b2d = a2±4
adding 3a2 to both sides yields, 3a2 + b2d = 4(a2 ± 1), which is a multiple of 8 because
a is odd. In this case, u3 ∈ Z[
√
d]. Note, u2 6∈ Z[
√






B∗ = 〈u3〉 [Sam70, Ch.4].
When d = 5, B∗ = 〈2 +
√




5)3〉, which is a proper subgroup of








5 is the fundamental unit of Q(
√
5). When d = 17,
B∗ = 〈4 +
√
17〉 = A∗+, where 4 +
√





The Fundamental Unit of Q(
√
5)
and The Golden Ratio
Let us begin this chapter by reviewing a few facts about the Fibonacci sequence
of numbers. We pause to do this because it is from the Fibonacci sequence of numbers
that we obtain the Golden Ratio, which we refer to as φ. The first two numbers in
this sequence are both 1. The third number is the sum of the first two. The fourth
number is the sum of the second and third numbers, and so on. The first several terms
of this sequence are: 1, 1, 2, 3, 5, 8, 13, 21, 34, 55. Let us denote the kth term in
the sequence as Uk, where U0 = 1, U1 = 1, and by following the recursive nature of the
sequence described above we then have Uk+2 = Uk+1+Uk. Let us consider the ratio of any
two consecutive numbers in this sequence as k tends to infinity. Since Uk+2 = Uk+1 +Uk,







































The positive solution to this equation is known as the Golden Ratio, φ = 1+
√
5
2 . We found
this number to be the fundamental unit of the ring of integers of Q(
√
5).
In Theorem 3.5, we learned that the convergent Cn =
pn
qn
is the best approxima-
tion of an irrational number x in the sense that it gives the closest approximation to x
among all rational numbers with a denominator less than or equal to qn. An intriguing
bit of information is that φ (and its reciprocal) are the hardest irrational numbers to
approximate with continued fractions. It has been said that because of this, φ can be
referred to as the “most irrational” number of all irrationals. To help explain this let us
look at an example of an irrational number that is easier to approximate with contin-
ued fractions. We will consider π = 3.141592653589793...; earlier we found the ICF for








33102 . Let us

















Table 7.1: Approximation of π
Notice the 5th convergent has a large number in the denominator compared to the prior
convergent; because of this C5 is quite close to π, being accurate to 9 decimals places.
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Therefore, if an ICF has large numbers in the ai entries, then the convergents will do a
better job at approximating the irrational number.
Taking this example into consideration, if we are looking for a number that is
hardest to approximate with continued fractions, we would want an ICF [a0; a1, a2...] to
be composed of the smallest integers possible, either [1; 1, 1, 1, 1, ...] or [0; 1, 1, 1, 1, ...]. The
convergents approach their respective irrational number in similar fashion, therefore, we
will only focus on [1; 1, 1, 1, 1, ...]. We will then consider the continued fraction,











We know by Definition 3.2 this ICF has a limit, let us find it. Since everything in the
denominator is equal to x, then we have x = 1 +
1
x
. Multiplying throughout by x yields
the quadratic, x2 − x− 1 = 0. Solving for x, the positive solution is 1+
√
5
2 = φ, which is
the Golden Ratio.
Now let us look at a table for the convergents of φ by looking at several digits













Table 7.2: Approximation of φ
For the 5th convergent, we are only within 1 decimal point of accuracy. To get to the 9th
decimal point of accuracy as we did with π we would have to go out to the 22nd convergent,
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46368
28657 ≈ 1.61803398821. This convergent is the best rational approximation to phi for all
rational numbers with denominator less than 28657. Since we have to calculate many





8.1 Bringing It All Together
We examined and proved a number of properties that pertain to continued
fractions. We discovered that any rational number can be expressed as an finite contin-
ued fraction (FCF) and any irrational number can be expressed as an infinite continued
fraction (ICF). We discovered the connections between the solutions to Pell’s equation,
a2−db2 = ±1, and the convergents of the infinite continued fraction of
√
d. With further
studies in ICF we proved that all irrationals of the form a+b
√
d
c have a periodic ICF rep-
resentation. We also learned that the length of the period can be found. These concepts
allowed us to see patterns found in the convergents of the infinite continued fraction for
√
d and the associated group of units in the ring of integers for values of d such that
d ≡ 1, 2, 3 (mod 4). Finding the group of units by way of the convergents of continued
fractions is by far a more efficient way rather than trying to find them by looking for
the solutions to a2 − db2 = ±1. Recall that Sage could not even find the first unit for
a2− 94b2 = ±1. However, Sage was able to find the convergents of
√
94 very quickly, and
from there we were able to obtain the units.
8.2 Further Study
I used Sage to find the group of units in the ring of integers of Q(
√
d). If it
were not for continued fractions giving us the convergents in a timely matter, how would
we know how far out to set the range for a and b? Is there any connection between n,
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the length of the period, and
√
d where d is square-free? For example, we looked at ICF
of
√
94, where n = 16. We discovered that Sage could not find solutions for a and b of
a2 − 94b2 = ±1 because the digits are too large (40 digits in length). Knowing what we
now know about the length of the period and units we might have expected that, since
the period length is 16. In contrast, the ICF of
√
95 is [9; 1, 2, 1, 18] with a period length
of only 4. Sage easily found the first solutions to a2 − 95b2 = 392 − (95)42 ± 1 in 0.01 of
a second. So, the thought is if we could tell the length of the period, we might be able to
give an educated guess as to how many digits long the a and b will be.
My focus in this study has been quadratic number fields. I would like to expand
my knowledge of continued fractions and their relationship, if any, to other number fields
such as a cubic number field, Q( 3
√




25|a, b, c ∈ Q}. A brief investigation
into this idea has revealed that the ICF representation has no discernible period. For
example, in my study I found the ICF of
√
5 = [2; 4], but the ICF representation of
( 3
√
5) = [1; 1, 2, 2, 4, 3, 3, 1, 5, 1, 1, 4, 10, 17, 1, ...].
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