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Abstract: Canonical forms of positive geometries play an important role in revealing hidden
structures of scattering amplitudes, from amplituhedra to associahedra. In this paper, we
introduce “stringy canonical forms”, which provide a natural definition and extension of
canonical forms for general polytopes, deformed by a parameter α′. They are defined by
real or complex integrals regulated with polynomials with exponents, and are meromorphic
functions of the exponents, sharing various properties of string amplitudes. As α′ → 0,
they reduce to the usual canonical form of a polytope given by the Minkowski sum of the
Newton polytopes of the regulating polynomials, or equivalently the volume of the dual of
this polytope, naturally determined by tropical functions. At finite α′, they have simple
poles corresponding to the facets of the polytope, with the residue on the pole given by the
stringy canonical form of the facet. There is the remarkable connection between the α′ → 0
limit of tree-level string amplitudes, and scattering equations that appear when studying the
α′ →∞ limit. We show that there is a simple conceptual understanding of this phenomenon
for any stringy canonical form: the saddle-point equations provide a diffeomorphism from
the integration domain to the interior of the polytope, and thus the canonical form can be
obtained as a pushforward via summing over saddle points. When the stringy canonical form
is applied to the ABHY associahedron in kinematic space, it produces the usual Koba-Nielsen
string integral, giving a direct path from particle to string amplitudes without an a priori
reference to the string worldsheet. We also discuss a number of other examples, including
stringy canonical forms for finite-type cluster algebras (with type A corresponding to usual
string amplitudes), and other natural integrals over the positive Grassmannian.
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1 Introduction
Tree level n-point open superstring amplitudes are defined as integrals over a component
M+0,n of the real points of the moduli space of n-points z1, z2, . . . , zn on the Riemann sphere,
associated with the Koba-Nielsen factor [1]1:
In({s}) = (α′)n−3
∫
M+0,n
dn−3z
z1,2 · · · zn,1
∏
a<b
(za,b)
α′sa,b , (1.1)
where the z’s are ordered, so za,b := zb − za > 0 for a < b. The integral In is a function of
the Mandelstam invariants sa,b. For n = 4, the open-string amplitude reduces to the beta
function (with s := α′s1,2, t := α′s2,3):
B(s, t) =
∫ 1
0
dy
y(1− y)y
s(1− y)t = Γ(s)Γ(t)
Γ(s+ t)
(1.2)
whose properties were first studied by Euler and Legendre, and whose relevance to physics
was discovered by Veneziano [2]. String amplitudes satisfy numerous remarkable properties
that have been explored from many perspectives in the last fifty years (c.f. [3]).
In this work, we initiate the study of a vast generalization of string amplitudes, that we
call stringy canonical forms, or stringy integrals:
I{p}(X, {c}) = α′d
∫
Rd>0
d∏
i=1
dxi
xi
xα
′Xi
i
∏
I
pI(x)
−α′cI , (1.3)
where pI(x) = pI(x1, . . . , xd) are Laurent polynomials with positive coefficients. We will show
shortly that the string amplitude (1.1) can be written in the form (1.3). The integral I{p}
analytically continues to a meromorphic function of X := (X1, . . . , Xd) and the c’s. We call it
1Depending on the states that are scattering there are additional factors that depend on external momenta
and polarization, but in this paper we are focusing on the non-trivial structure of the worldsheet integral itself,
and in the rest of the paper will refer to these as “string integrals” or more loosely as “string amplitudes”.
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a stringy canonical form because by putting an overall measure ddX := ∧di=1dXi it becomes
a (top-dimensional) differential form in X. We find that our stringy integrals have properties
analogous to those of open string amplitudes 2. Before we explain these in detail, we first
discuss the notion of positive geometry that underlies both (1.1) and (1.3).
A positive geometry [6] is a real, closed geometry that is a generalization of a convex
polytope. The defining property of a positive geometry is the existence of a unique, complex,
top-dimensional differential form called the canonical form, defined to have simple poles only
on the boundaries of the positive geometry, with the residue on each boundary in turn given
by the canonical form for that boundary. In recent years, positive geometries have been found
to produce scattering amplitudes from a new geometric viewpoint. In this way, locality and
unitarity are seen to emerge as derived concepts from the positive geometry, rather than
taken as fundamental principles. This was first seen with the amplituhedron [7] that produces
all-loop scattering amplitudes for planar N = 4 SYM; originally defined via a map in terms of
the positive Grassmannian [8, 9], it has been reformulated directly [10] in momentum-twistor
space [11], and more recently in momentum space [12, 13]; another example is the cosmological
polytopes that produce the wave function of the universe for a class of scalar theories in FRW
cosmology [14].
Of the most direct interest to us is the associahedron, which is a convex polytope and thus
a positive geometry. Recently a realization of the associahedron has been given, naturally
defined in the kinematic space of Mandelstam invariants. The canonical form produces the
tree-level S-matrix of bi-adjoint φ3 theory [15]. While usual Feynman diagrams correspond
to a particular way of computing the form, the geometry of such ABHY associahedra reveals
hidden properties of amplitudes obscured by the Feynman diagrams.
It is also well known that compactifying the moduli space of the open-string worldsheet,
M+0,n, we obtain an (n−3)-dimensional (“curvy”) associahedron, which is again a positive
geometry. This positive geometry underpins three remarkable properties of the open-string
amplitude, (1.1), that we highlight here. First, (a) as α′ → 0, the field-theory limit of In is
the canonical function of the ABHY associahedron, which is the bi-adjoint φ3 amplitude; also
(b) for finite α′, In factorizes as the product of lower-point amplitudes, on any massless pole
which corresponds to a facet of the associahedron.
There is also a deep connection between ABHY associahedron andM+0,n which has been
revealed in [15]. The scattering equations of the Cachazo-He-Yuan (CHY) formulas [16, 17]
are the saddle-point equations of the Koba-Nielsen factor [1] in In in the α
′ → ∞, “Gross-
Mende” limit [18]; it is fascinating that these equations underpin field-theory amplitudes in
the opposite limit! The third remarkable property of In is a novel, geometric origin of the CHY
formula for bi-adjoint φ3 amplitudes, conjectured in [15]: (c) scattering equations provide a
diffeomorphism from M+0,n to the ABHY associahedron, and thus the canonical form of the
latter is given by the pushforward of that of M+0,n, by summing over the saddle points of In.
2We remark that such stringy integrals have appeared in the literature, e.g. in relation to Euler-Mellin
integrals and A-hypergeometric functions [4] and very recently in the study of the Hepp bound for Feynman
integrals [5].
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In this paper we will see that all these remarkable features (and some further ones as
well) are properties of general stringy canonical forms. Indeed, understanding these features
even for ordinary string amplitudes is most easily and conceptually done in this more general
setting. To begin with, let’s see how to write (1.1) in the form of (1.3). Recall that one can
remove the SL(2,R) redundancy of M+0,n by fixing three points, e.g. (z1, z2, zn) = (0, 1,∞):
M+0,n = {z1 < z2 < · · · < zn}/SL(2,R) = {0 < 1 < z3 < · · · < zn−1 <∞} , (1.4)
The Koba-Nielsen factor
∏
i<j(zj − zi)α
′si,j is SL(2,R)-invariant due to the momentum con-
servation equations
∑
j 6=i si,j = 0 for i = 1, 2, . . . , n. The key for the rewriting is a positive
parametrization ofM+0,n by Rn−3>0 , and a particularly simple way for doing this is the following:
z3 = 1 + x2 , z4 = 1 + x2 + x3, . . . , zn−1 = 1 + x2 + · · ·+ xn−2 , (1.5)
with xi > 0 for i = 2, 3, . . . , n−2. With this change of variables, In takes the form of (1.3):
In({s}) = (α′)n−3
∫
Rn−3>0
n−2∏
i=2
dxi
xi
x
α′si,i+1
i
∏
i,j
pi,j(x)
α′si,j . (1.6)
where pi,j :=
∑j−1
a=i xa for non-adjacent i, j in the range 1 ≤ i < j ≤ n−1 (we define x1 =
1); the Koba-Nielsen factor splits into two parts: the n−3 monomial factors xα′Xii with
Xi = si,i+1, for i = 2, . . . , n−2, and the remaining (n−2)(n−3)2 polynomials ones p
−α′ci,j
i,j with
exponents −ci,j = si,j , for non-adjacent pairs i, j.
Now we are ready to summarize the main results of the paper. With the string amplitude
in the new form (1.6) as our motivating example, we show that its remarkable properties
mentioned above generalize to all stringy canonical forms (1.3).
Convergence and Minkowski sums. In Sections 2 and 4, we show that the integral (1.3)
converges absolutely when the point X lies in the polytope P that is the Minkowski sum of
the Newton polytopes of the pI(x) (weighted by cI). For example, for the beta function (1.2),
we recover the domain of convergence s, t > 0. In the case of the string amplitude rewritten
as (1.6), this Minkowski sum is exactly the kinematic associahedron of [15].
Leading order (field-theory limit) and tropical function. The leading order in α′
of I{p}, namely, limα′→0 I{p}(X, {c}), is equal to the volume of the dual polytope to P, or
equivalently, the canonical function of the positive geometry P. In the same vein, the dual
polytope of P can be obtained as a halfspace cut out by the tropicalization of the integrand.
Factorization, recurrence relations and stringy properties. Stringy canonical forms
are natural α′ deformations of the canonical form of a polytope P: at finite α′, the residue
on any pole corresponding to a facet of P is given by a stringy canonical form for that facet.
This “factorization” property becomes manifest after we present recurrence relations that the
integrals satisfy at finite α′. Furthermore, stringy canonical forms exhibit analytic properties
similar to open-string amplitudes. Any stringy integral is exponentially suppressed in the
limit that all exponents become large (“high energy limit”); moreover, it satisfies the analog
of “channel duality” and “Regge behavior” as we comment on in Section 3.
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Scattering equations and twisted (co-)homology In Section 7 we show that for any
stringy integral (1.3), the saddle-point equations for the α′ → ∞ limit, provide a diffeomor-
phism from the integration domain to the interior of the polytope P. Applying the results
of [6], the canonical form of P is obtained via pushforward by summing over saddle points.
This reproduces scattering equations and CHY formulas when applied to M0,n. We also ex-
plain that the number of saddle points equals the dimension of d-dim twisted (co-)homology,
or the number of independent integral functions.
Closed stringy integrals. Closed string amplitudes are complex analogues of (1.1) where
the integral overM+0,n is replaced by an integral overM0,n(C). We study a similar analogue
for (1.3). The integration domain Rd>0 is replaced by Cd, and the new integrand is given
by mod-squaring the integrand of (1.6), and more generally the exponents can be shifted by
integers. We study the leading order etc. for such closed stringy integrals in Section 8.
Dual u-variables. The convergence of (1.3) is usually a complicated condition on the
exponent variables X and c. In Section 9, we show how to find dual u-variables uA and
UA so that (1.3) can be rewritten as
∫
Rd>0
∏ dxi
xi
∏
A(uA)
α′UA and the convergence condition
becomes simply UA > 0. In the case of the open-string amplitudes (1.1), the uA become the
cross-ratios ui j of [15, 19], given in (9.9).
Tropical compactification. The moduli spaceM0,n(R) of n-points on the Riemann sphere
has a well-known (Deligne-Knudsen-Mumford) compactification M0,n(R) [20]. Taking only
the boundary strata of M0,n(R) \ M0,n(R) that “touch” the positive component M+0,n, we
obtain an intermediate partial compactification M′0,n(R) sitting in between M0,n(R) and
M0,n(R). The space M′0,n(R) is an affine variety with the same combinatorics as the associ-
ahedron (whereas M0,n(R) has a more complicated stratification). Starting from an integral
(1.3), we synthetically construct spaces U and U◦, called tropical compactifications, that are
analogues of M′0,n and M0,n, respectively.
Finally, we remark that stringy canonical forms provide a new intrinsic definition for the
canonical form of any polytope3, which comes naturally deformed with a “string scale” α′.
Given a polytope P, such stringy integrals are not unique: while their α′ → 0 limit gives the
same canonical function Ω(P), they differ at finite α′ as the integral of course depends on the
coefficients of the polynomials in the integrand. However, some polytopes are presented in a
specific way that dictates the presentation of the stringy canonical form. For instance, the
ABHY associahedron in kinematic space is naturally presented as a Minkowski sum of simple
pieces. Remarkably, the stringy canonical form associated with this presentation precisely
yields (1.6) with Koba-Nielsen factor, giving a path from kinematic space to string amplitudes,
making no reference either to bulk spacetime nor the string worldsheet as auxiliary constructs
(see Section 5). Furthermore, for more general classes of polytopes, we know of choices for the
integrand that produce stringy canonical forms with extra special properties. In Section 6, we
introduce the cluster string integrals and Grassmannian string integrals. The cluster string
integrals IΦ, defined for any cluster algebra A(Φ) of finite type, are stringy canonical forms for
3More precisely, for any polytope that can be realized with rational vertices.
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the generalized associahedron of the dual Dynkin diagram, P(Φ∨) [21, 22]. 4 The integrals
IΦ have special factorization properties, particularly elegant dual u-variables and tropical
compactifications, and will be explored further in [23, 24]. The Grassmannian string integrals
Ik,n produces the combinatorics of the tropical positive Grassmannian [25], and for k = 4 has
potential applications for non-perturbative geometries for N = 4 SYM amplitudes [26].
2 Stringy canonical forms and Newton polytopes
In this section, we define the stringy canonical form of a (rationally realizable) polytope
P. As an integral, I(X) depends on variables X and a new parameter α′, whose α′ → 0
limit recovers the canonical function Ω(P; X) of P. This provides a new way of computing
the canonical form of the polytope P. We refer to Appendices A for background material on
canonical forms, and to Section 4.1 for a more leisurely introduction to normal fans.
2.1 Newton polytopes and stringy integrals
The coordinate simplex ∆d ⊂ Pd in projective space is the basic example of a positive ge-
ometry. The (interior of the) simplex ∆d can be parametrized as Rd>0, and the canonical
form is simply Ω(∆d) =
∏d
i=1 d log xi. The integral
∫
∆d
Ω(∆d) =
∫
Rd>0
∏d
i=1 d log xi does not
converge: it has logarithmic divergences as xi → 0 and xi → ∞, and thus it needs to be
regulated. A natural way to regulate such divergences is to consider
Ip(X, c) = α′d
∫ ∞
0
d∏
i=1
dxi
xi
xα
′Xi
i p(x)
−α′c , (2.1)
where we denote x := (x1, x2, . . . , xd) ∈ Rd>0 and introduce into the integrand the “regulator”(∏d
i=1 x
α′Xi
i
)
p(x)−α′c: for xi → 0 the divergence is regulated by the factor xα′Xii if Xi > 0,
and the divergence at infinity is regulated if the factor p(x)−α′c is chosen suitably. For the
regulator to not have any branch cut in the integration domain, let’s assume that p(x) is a
subtraction-free (Laurent) polynomial, i.e.
p(x) =
∑
α
aαx
nα , xnα := x
nα,1
1 · · ·xnα,dd (2.2)
where aα > 0 and α labels terms in the polynomial: for each term we have a d-dim exponent
vector nα ∈ Zd with the exponent of xi denoted as nα,i. The integral is a function of
X := (X1, X2, . . . , Xd) and c, and the factor α
′d is for normalization.
Both the convergence region of the integral, and its α′ → 0 limit is controlled by the
Newton polytope N[p(x)] of the polynomial p(x). The Newton polytope N[p(x)] of a
Laurent polynomial p(x) is defined to be the convex hull of the exponent vectors nα in (2.2),
N[p(x)] :=
{∑
α
λαnα|λα ≥ 0,
∑
α
λα = 1
}
. (2.3)
4The appearance of the dual Dynkin diagram is an important subtlety for non-simply laced cases, and we
will discuss it in detail in [23].
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Note that the definition does not depend on coefficients aα’s (which we assumed to be pos-
itive), and thus the Newton polytope remains the same if we set all coefficients of p(x) to
be unity. For example, for d = 1, we obtain intervals N[
∑n
i=−m aix
i] = N[x−m + · · · +
xn] = [−m,n]. Some more examples include: N[ 1xy + x + y] is a triangle with vertices
(−1,−1), (1, 0), (0, 1) and N[1 + 3xy2 + xy4 + 5x3y+ 2x3y4 + x4y2] is the following pentagon:
x
y
The main result of this section is the following Claim for the integral Ip(X, c). Let us
call the limit limα′→0 Ip(X, c) the leading order of Ip(X, c).
Claim 1. The integral (2.1) converges if and only if the Newton polytope is top-dimensional
(that is, d-dimensional) and X is in the interior5 of the polytope P = c N[p(x)]; the leading
order of Ip(X, c) is given by the canonical function of c N[p(x)]:
lim
α′→0
Ip(X, c) = Ω(c N[p(x)]; X) . (2.4)
Equivalently, the condition for convergence is that the origin 0 must be inside the polytope
cN[p(x)] −X, and the leading order is given by the volume Vol((N[p(x)] −X)◦) of the dual
polytope.
Now let p(x) be a Laurent polynomial and P = N[p(x)] denote its Newton polytope in
Rd. Let P◦ ⊂ Rd denote the dual polytope of P. To show Claim 1, it suffices to show that
Vol(P◦) = lim
α′→0
(α′)d
∫
Rd>0
d∏
i=1
dxi
xi
p(x)−α
′
(2.5)
if 0 belongs to the interior of P (and then the integral is absolutely convergent), and the
integral does not converge if 0 /∈ P.
2.2 Volumes of dual polytopes as limits of stringy integrals
Let P be a full-dimensional polytope in a vector space Rd. The normal fan N = N (P) is a
collection of cones {CF | F a face of P} in Rd that completely tile space. For a face F of P,
5More generally, if we allow X and c to be complex, the condition is that Re(X) lies in the interior of
Re(c) N[p(x)]. For simplicity, we state our results assuming that X and c are real.
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1 2
34
5
C2
C3 C4
C5
C1
F4
F5
F1
F2
F3
Figure 1: A pentagon P containing the origin, its normal fan N (P) with maximal cones
labeled by vertices of P, and the dual polytope P◦ with facets labeled by vertices of P.
the cone CF consists of those λ ∈ Rd such that the linear function u 7→ u·λ on Rd is minimized
when u ∈ F . The maximal dimensional cones of N (P) are the cones {Cv ⊂ Rd | v ∈ Vert(P)}
associated to vertices of P, given explicitly by
Cv := {λ ∈ Rd | v · λ ≤ u · λ for all u ∈ P}. (2.6)
Here, we write v when we consider the vertex v as a vector in Rd. These cones Cv have
pairwise disjoint interiors, and tile Rd. All these cones are top-dimensional and pointed, that
is, do not contain a line. (This may no longer be true if P is not full-dimensional.) The rays
of N (P) are exactly the inward-pointing normals of P. Also, define the dual cone
C∨v := {y ∈ Rd | y · λ ≥ 0 for all λ ∈ Cv} ⊂ Rd. (2.7)
Now assume that P contains 0 in its interior. Let P◦ ⊂ Rd denote the dual polytope:
P◦ := {λ ∈ Rd | u · λ ≥ −1 for all u ∈ P}. (2.8)
The dual polytope P◦ is again full-dimensional and contains 0 in its interior. The normal fan
N (P) is equal to the cone over P◦. The facets Fv of P◦ are in bijection with the vertices
v ∈ Vert(P), and furthermore Cv is the cone over Fv. The convex hull Av := Conv(Fv∪{0}) is
given by the intersection of Cv with the half-space {λ ∈ Rd | v ·λ ≥ −1}. These constructions
are illustrated in Figure 1. The volume of Av is given by
Vol(Av) = lim
α′→0
(α′)d
∫
Cv
eα
′v·λdλ, (2.9)
noting that v · λ takes values in [−1, 0] in Cv. The formula (2.9) is immediate if the cone Cv
is simplicial (that is, it is generated by d rays). In general, we obtain (2.9) by triangulating
Cv into simplicial cones.
Now we turn to the proof of (2.5). Our integration domain is Rd>0, and we identify Rd with
logRd>0. The decomposition of Rd into the union
⋃
v Cv of cones Cv, gives the decomposition
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xy
exp(C2)
exp(C3) exp(C4)
exp(C5)
exp(C1)
Figure 2: The regions exp(Cv) for the normal fan of Figure 1. The curve separating exp(C1)
from exp(C5) is xy = 1.
Rn>0 =
⋃
v exp(−Cv) where we ignore measure-zero overlaps. Thus∫
Rn>0
(integrand) =
∑
v∈Vert(P)
∫
exp(−Cv)
(integrand). (2.10)
Let y1,y2, . . . ,yt be minimal generators of C
∨
v . Then
x ∈ expCv ⇐⇒ log x · ys ≥ 0 for s = 1, 2, . . . , t ⇐⇒ xys ≥ 1, for s = 1, 2, . . . , t (2.11)
In other words, each region (− expCv) is given by monomial conditions xys ≤ 1. See Figure
2.
Triangulate Cv into pointed simplicial cones C1, C2, . . . , Cr, and let C be one of these
cones. Let y1,y2, . . . ,yd be a basis of C
∨. By allowing rational entries and reordering, we
may assume that det(yi) = 1. Setting wi = x
yi , we have
Ω :=
∏
i
dxi
xi
=
∏
i
dwi
wi
and thus
∫
exp(−C)
Ω =
∫
[0,1]n
∏
i
dwi
wi
. (2.12)
Since u− v ∈ C∨ for u ∈ P, we have
p(w) = wY
−1v(c+ higher order terms) (2.13)
where Y is the matrix consisting of columns y1,y2, . . . ,yd, and c is a constant, and the higher
order terms have no constant term and belong to R[w1, w2, . . . , wd]. It follows that we have
lim
α′→0
(α′)d
∫
exp(−Cv)
Ω p(x)−α
′
=
∑
k
lim
α′→0
(α′)d
∫
[0,1]n
Ω w−α
′Y −1k v = lim
α′→0
(α′)d
∫
exp(−Cv)
Ω x−α
′v
(2.14)
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since the contribution of higher order terms vanishes in the limit. Applying (2.9), we get
lim
α′→0
(α′)d
∫
exp(−Cv)
Ω p(x)−α
′
= lim
α′→0
(α′)d
∫
exp(−Cv)
Ω x−α
′v = Vol(Av). (2.15)
Summing over v, and using Vol(P◦) = ∑v Vol(Av), we obtain (2.5).
Remark 2.1. Much of the analysis carries through even if p(x) has negative coefficients for
lattice points in the interior of N[p(x)]. The main difference is that the polynomial p(x) (and
thus the factor (c+ higher order terms) in (2.13)) may have zeros on Rd>0, which may affect
the convergence of the integral. The form Ω has no poles at these extra zeros, so as long as
α′ > 0 is sufficiently small, the integral IP (X, c) will still converge. The leading order remains
the same and is given by (2.4).
2.3 First examples
We consider some simple examples.
Example 2.1 (Interval). Let’s consider the simplest case, which is a 1-dimensional integral
Iinterval = α′
∫ ∞
0
dx
x
xα
′X(1 + x)−α
′c, (2.16)
where the Newton polytope is the interval cN[1 + x] = [0, c]. The integral converges for
0 < X < c and the leading order can be easily obtained as cX(c−X) , which is Ω([0, c];X). Note
that in this case the integral can be easily computed to give Γ(α
′X) Γ(α′(c−X))
Γ(α′c) . Of course the
integral is not unique: using instead (1 + px)−α′c or (1 + p1x + · · · + pmxm)−α′ cm does not
change the Newton polytope, which gives identical leading order.
The beta function (1.2) can be recovered from this example. We have∫ ∞
0
dx
x
xα
′X(1 + x)−α
′c =
∫ 1
0
dy
y(1− y)y
α′X(1− y)α′(c−X) = B(α′X,α′(c−X)). (2.17)
Thus the condition 0 < X < c agrees with the known convergence of the beta function. Also
note that∫ ∞
0
dx
x
xα
′X(1 + 2x+ x2)−α
′c =
∫ ∞
0
dx
x
xα
′X(1 + x)−2α
′c = B(α′X,α′(2c−X)) (2.18)
Replacing the polynomial (1 + 2x+x2) in the integrand by (1 +x+x2) gives an integral with
the same leading order as α′B(α′X,α′(2c−X)). However, the integral itself is some variant
of the beta function.
Example 2.2 (Triangle, quadrilateral and pentagon). We consider some examples of d = 2
integrals. One possible integral for a triangle reads
Itriangle = (α′)2
∫
R2>0
dxdy
xy
xα
′Xyα
′Y (1 + x+ y)−α
′c , (2.19)
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where the Newton polytope cN[1 + x+ xy] gives the triangle with vertices (0, 0), (0, c), (c, 0).
The integral converges (X,Y ) is inside the triangle (or X > 0, Y > 0, X + Y < c), and the
canonical function at (X,Y ) reads
lim
α′→0
Itriangle = 1
XY
+
1
X(c−X−Y ) +
1
Y (c−X−Y ) . (2.20)
Similarly we can consider integrals for quadrilateral. For example, one choice is to use the
polynomial (1+x)(1+y) = 1+x+y+xy; a slightly more general choice is to use 1+xp+yq+xsyt
where (0, 0), (p, 0), (s, t), (0, q) form a convex quadrilateral. The first choice is special in that
the integral factorizes into two beta functions:
Iquadrilateral = (α′)2
∫
R2>0
dxdy
xy
xα
′Xyα
′Y (1 + x+ y + xy)−α
′c
= B(α′X,α′(c−X))B(α′Y, α′(c− Y )) , (2.21)
while for more general choices the result is more complicated. The leading order of (2.21) is
Ω([0, c]2; (X,Y )) = cX(c−X)
c
Y (c−Y ) .
Finally, let’s consider a pentagon example. We choose the polynomial to be 1 +x2 +y2 +
x2y + xy2, and the integral
Ipentagon = (α′)2
∫
R2>0
dxdy
xy
xα
′Xyα
′Y (1 + x2 + y2 + x2y + xy2)−α
′c (2.22)
converges if and only if (X,Y ) is inside the pentagon
P = Conv((0, 0), (2c, 0), (2c, c), (c, 2c), (0, 2c)), (2.23)
which holds exactly when X > 0, Y > 0, 2c−X > 0, 3c−X − Y > 0 and 2c− Y > 0. The
LHS of these 5 inequalities are the linear functions of the 5 edges, and the canonical function
is given by
lim
α′→0
Ipentagon = 1
XY
+
1
Y (2c−X) +
1
(2c−X)(3c−X−Y ) +
1
(3c−X−Y )(2c−Y ) +
1
(2c−Y )X .
(2.24)
3 Stringy canonical forms at finite α′
Throughout the paper we will mostly focus on the α′ → 0 limit (and consider saddle points
for the opposite, α′ → ∞ limit) of stringy canonical forms, but in this section we initiate
some preliminary investigations about these integrals at finite α′. More detailed discussions
will be left for future works.
A remarkable feature of stringy canonical forms is that they exhibit various properties
that are reminiscent of string amplitudes, not only as α′ → 0, but also at finite α′. To start
with, when α′ → 0, we recover the canonical function of the Newton polytope, Ω(cN[p(x)]; X):
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it is a rational function where poles correspond to facets of the polytope, and the residue on
a pole is given by the canonical function of the corresponding facet. This is usually referred
to as the “factorization” property of canonical forms, which is crucial in its interpretation as
a scattering amplitude, e.g. when the positive geometry is the amplituhedron (planar N = 4
SYM) or the associahedron (bi-adjoint φ3-theory).
3.1 Recurrence relations and residues at massless poles
Essentially the identical statement applies to the stringy canonical form Ip(X, c) at finite α′
when we consider the behavior near the poles of the leading order, which we will refer to as
massless poles. We show that for any massless pole, which corresponds to a facet F of the
Newton polytope P = cN[p(x)], the residue of Ip(X, c) is given by the stringy canonical form
for that facet. Note that any stringy canonical form Ip(X, c) has an infinite number of poles;
this factorization phenomenon occurs on massless poles.
A particularly nice way to study these poles and residues is by studying recurrence re-
lations for stringy canonical forms. These are linear relations satisfied by Ip(X, c) with
arguments shifted. For every direction Xi, we define the translation operator Tˆi so that
Tˆi Ip(. . . , Xi, . . . , c) = Ip(. . . , Xi+1, . . . , c). Similarly, we define Cˆ Ip(. . . , c) = Ip(. . . , c+1).
We have two types of recurrence relations connecting integrals at shifted arguments. The
first type is essentially trivial; it says a shift induced by Cˆ amounts to a polynomial of shifts
by Tˆ ’s:
I = Cˆ p(T)I := (Cˆ
∑
α
aα Tˆ
nα) I . (3.1)
where we use the notation of (2.2). The second type is given by total derivative identities;
for each direction i, the total derivative with respect to xi gives the following relation:
Xi I = c Cˆ(
∑
α
nα,i aαTˆ
nα) I . (3.2)
The recurrence relations are important for many reasons. For now, a simple consequence of
them is that it gives the location of massless poles and residues of the integrals at finite α′.
These poles are given by facets of the Newton polytope P = cN[p(x)].
To begin, let us study the special case when Xi = 0 is a facet of P. We may then take
the limit Xi → 0, staying within the interior of P for which we know I converges. Looking
at (3.2) and taking Xi → 0, we see that the LHS is 0 unless I has a pole. But the RHS is
the sum of shifted integrals (evaluated at a convergent point) with positive coefficients, so it
must be positive. Thus the LHS must have a pole as Xi → 0. The residue can be computed
from the RHS in the limit and gives
ResXi→0I = lim
Xi→0
c Cˆ(
∑
α
nα,i aαTˆ
nα) I =
∫
Rd−1>0
∏
j 6=i
dxj
xj
x
α′Xj
j p(xi = 0)
−α′c . (3.3)
The Newton polytope of p(xi = 0) is exactly the facet of P corresponding to Xi = 0, so
we have shown that the residue of Ip along Xi = 0 is the stringy canonical form for the
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corresponding facet. (Note that Xi = 0 is not always a facet of P. When it is not, the
argument breaks because we cannot take the limit Xi → 0 while staying inside the domain
of convergence.) A very similar argument applies for facets of P of the form X ·µ = 0, where
µ is a normal vector for that facet.
Now let us consider a facet of P given by X · µ − c = 0, where µ is an inward pointing
normal vector for the facet. We take an arbitrary linear combination of the relations (3.2),
which can be done by dotting it into the vector µ ∈ Rd:
(X · µ)I = c C(
∑
α
(nα · µ) aα Tnα) I , (3.4)
and by using (3.1), we can rewrite this as
(X · µ− c)I = c C
∑
α
(nα · µ− 1) aα Tnα I (3.5)
Again, taking the limit X ·µ−c→ 0 from inside P, the RHS is a sum of shifted integrals with
positive coefficients (evaluated at a convergent point), so the LHS must have a pole when
X · µ − c → 0. Let pµ(x) be the sum of of all monomials aαxnα where nα · µ = m takes
minimum value m. Letting Y1, . . . , Yd−1 be coordinates on the codimension one subspace
X · µ = c, and yi = xnβ be appropriate monomials satisfying nβ · µ = m we have
ResX·µ−c→0I =
∫
Rd−1>0
d−1∏
j=1
dyj
yj
y
α′Yj
j pµ(y)
−α′c , (3.6)
the stringy canonical form for the facet X · µ− c = 0.
3.2 Stringy properties
Stringy canonical form integrals have a number of important qualitative features in common
with usual string amplitudes. As we have already mentioned, they are meromorphic functions
of the “kinematic” exponent variables. A standard saddle-point analysis also tells us that in
the “high-energy” limit where all the variables are large compared to 1/α′, or equivalently,
in the α′ →∞ limit, the integral is exponentially suppressed.
In addition, we also have interesting analogs of “Regge behavior” and“channel duality”.
Consider first the Regge behavior of usual string amplitudes, say open string amplitudes for
massless colored. The full tree amplitude is s2Γ(−s)Γ(−t)/Γ(1 − s − t). Now, in the field
theory limit, the amplitude from gluon exchange behaves as s/t as t becomes small, and the
residue on the t = 0 pole is simply s. Regge behavior implies that the residue of the full
string amplitude as t → 0 is exactly s, independent of α′ , and in particular for any s no
matter how large compared to 1/α′.
This is a simple general feature of all stringy canonical forms, which follows from the self-
factorization properties of the residues we have highlighted, that are true even at finite α′. In
particular, if we take a residue of the canonical form localizing to a vertex of the polytope,
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obtained by setting some set of kinematic variables to zero, the corresponding residue is
fixed to unity, independent of α′. Regge behavior extends this to small but finite values of
the kinematic variables, again for four-particle scattering by saying that the behavior of the
amplitude at fixed t is bounded by a further suppressed polynomial in s. This extends to
general stringy canonical forms as well: keeping the kinematic variables approaching a vertex
small but non-zero only further suppresses the amplitude.
Regge behavior is also important in establishing another intrinsically “stringy” feature
of string amplitudes, that also extends to stringy canonical forms associated with most poly-
topes. Consider again the familiar case of four-particle scattering. Regge behavior says that
for fixed t, the amplitude is bounded in s. Cauchy’s theorem then allows one to expand the
amplitude as a sum over poles in the s-channel, but only when t is small. Similarly, we can
expand as a sum over poles in the t channel when s is small, but there is no regime where there
is a double expansion in both channels. This extends to general n particle scattering. Here,
Regge behavior tells us that if we hold the compatible variables associated with the poles of
a given cubic graph C1 fixed, the amplitude thought of as a function of the other variables
is bounded. We can then choose some other channel C2, all of whose poles are incompatible
with the first one. We can consider the Taylor expansion of the string amplitude integrand
in the vicinity of the vertex of the associahedron associated with C2; this yields an expansion
of the integral as a sum over massive poles over the C2 channel.
Precisely the same things happen for general stringy canonical form integrals. Suppose
we can find two vertices of the polytope, v1 and v2, with the property that the facets meeting
at the vertex v1 are all distinct from those meeting at vertex v2. Then we can use the Regge
behavior in the v1 channel to argue that we can give an expansion in the sum over poles in
the v2 channel. Thus “channel duality” is a general property of any stringy canonical form
for polytopes satisfying this mild restriction. Amusingly, some extremely simple polytopes,
such as simplices, or a quadrilateral in two dimensions, don’t satisfy this property, but most
interesting polytopes do.
4 Minkowski sums and tropical functions
4.1 Stringy integrals with many polynomials
Now we proceed to more general stringy canonical forms, which are generalizations of (2.1)
to the case where in addition to the factor
∏
i x
α′Xi
i , there are multiple polynomials. We
consider the integral
I{p}(X, {c}) = α′d
∫
Rd>0
d∏
i=1
dxi
xi
xα
′Xi
i
∏
I
pI(x)
−α′cI , (4.1)
where all the polynomials pI(x) are subtraction-free Laurent polynomials.
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Claim 2. Assuming that Xi ≥ 0 and cI ≥ 0, the integral (4.1) converges if and only if X is
inside the Minkowski sum of the polytopes cIN[pI(x)] defined as
P :=
∑
I
cIN[pI(x)] =
{∑
I
cIuI |uI ∈ N[pI(x)]
}
, (4.2)
and the leading order is given by its canonical function of P at X:
lim
α′→0
I{p}(X, {c}) = Ω(P; X) . (4.3)
For example, the Minkowski sum of any polytope P with a point X is the translation
of the polytope P by the vector X. Note that the point X is itself the Newton polytope of
the monomial
∏
i x
Xi
i , so Claim 2 agrees with the sentence after (2.4). For (1 + x)
a(1 + y)b,
we get the Minkowski sum of two intervals in the x and y directions, aN[1 + x] + bN[1 + y],
which is a quadrilateral. Below are two more examples of Minkowski sums:
Mink. Sum−−−−−−−→
Mink. Sum−−−−−−−→
To prove Claim 2 from Claim 1, we first consider two polynomials p1, p2 with rational
exponents, c1 = r1/s1, c2 = r2/s2. We have
pc11 p
c2
2 = (p
r1s2
1 p
r2s1
2 )
1/(s1s2) , (4.4)
which corresponds to (2.1) with a single (subtraction-free) polynomial p := pr1s21 p
r2s1
2 and
c = 1/(s1s2). The convergence and the leading order is controlled by the Newton polytope
1
s1s2
N[p], and by definition this is exactly the Minkowski sum r1s1N[p1] +
r2
s2
N[p2]. The result
clearly generalizes to more polynomials with rational exponents, and by continuity it holds
for any real exponents as well. We conclude that for any factor of the form pc11 · · · pcrr , we
need the Minkowski sum c1N[p1] + · · ·+ crN[pr]. Thus Claim 2 follows from Claim 1.
Just as in Claim 1, we can also consider the monomial factor
∏
i x
α′Xi
i as additional
polynomials, instead of separating them. Explicitly, we have the following statement. Define
I{p}(S) := α′d
∫
Rd>0
d∏
i=1
dxi
xi
r∏
J=1
pJ(x)
−α′SJ . (4.5)
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where we assume that SJ ≥ 0 for all j. Then the integral I{p}(S) converges if and only if 0
is in the interior of the Minkowski sum S1P1 + · · ·SrPr (where PJ = N[pJ(x)] is the Newton
polytope) and we have the formula
lim
α′→0
I{p}(S) = Vol((S1P1 + · · ·SrPr)◦). (4.6)
Having seen that the leading α′ → 0 order behavior of the stringy canonical form is
controlled by the Minkowski sum of the Newton polytopes of the polynomials pJ(x), let us
illustrate how these Minkowski sums can be computed in practice, in some examples. Consider
first the n = 5 case of string amplitude (1.6):
I5 = (α
′)2
∫
Rn−3>0
dx2
x2
dx3
x3
xα
′X24
2 x
α′X35
3 p
−α′c13
1,3 p
−α′c14
1,4 p
−α′c24
2,4 . (4.7)
where, to be consistent with the notation of [15], we have used Xi,j :=
∑
i≤a<b<j sa,b thus
X24 = s23, X35 = s34 and ci,j = −si,j for non-adjacent i, j.
This involves taking the Minkowski sum of the Newton polytopes P1,3,P1,4,P2,4 associ-
ated with the polynomials p1,3 = 1 + x2, p1,4 = 1 + x2 + x3, and p2,4 = x2 + x3. The Newton
polytopes for p1,3 and p2,4 are line segments, while that of p1,4 is a triangle. In this case, it is
easy to perform the Minkowski sum directly and obtain a pentagon, as in the figure
a b
+
d
c e
+
g
h
=
a+c b+e
a+d b+d
+
g
h
=
a+c+h b+e+h
a+c+g
b+d+ga+d+g
(4.8)
But let us illustrate some general facts about Minkowski sums already in this example, which
will be useful in more general situations where we can’t easily draw a picture.
Suppose we have two polytopes A and B, we would like to characterize the vertices the
facets of the Minkowski sum (A + B) in terms of those of A and B. For instance, we know
that (A + B) is the convex hull of all points of the form vA + vB where vA,B range over the
vertices of A, B. But not all pairs vA + vB will be vertices of (A+B); some might be in the
interior of (A + B), so we’d like to know which pairs do end up as vertices of (A + B). To
understand this it is useful to use the cones Cv (2.6) in the dual space to a polytope P. Recall
this is the space of all λ in Rd, such for all u in P, the function u · λ attains its minimum
value at u = v, or equivalently, that v · λ ≤ v′ · λ for all other vertices v′ in P. Note that
we might try to define this cone associated with any point y in the P, i.e. can look for all λ
such that u · λ is minimized exactly at u = y. But this space is obviously empty unless y is
one of the vertices of P. Indeed, v is a vertex of P precisely when the cone Cv is non-empty
and top-dimensional. The normal fan N (P) of P is the collection of all the cones Cv, and
these tile all of λ space. Every point λ belongs to one or more of the Cv. A generic point
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λ will belong to just one Cv, but on some co-dimension one surfaces it can belong to two
cones, and so on for intersections on low-dimensional faces of the cones. Indeed the way in
which the cones intersect on their lower-dimensional faces determines the face structure of
the polytope: if some collection of cones Cv1 , . . . , Cvp meet along a q-dimensional cone, the
corresponding vertices v1, . . . , vp lie on a face of P of co-dimension q.
Now, let’s turn to understanding whether vA + vB is a vertex of A + B. For this to be
the case, we must be able to find some λ for which (vA + vB) · λ ≤ (uA + uB) · λ for all
uA ∈ A and uB ∈ B. But this means that λ must be in the cones of both CvA and CvB , so we
learn that (vA + vB) is a vertex if and only if the cones have CvA , CvB have top-dimensional
intersection. The general statement is that the normal fan of the Minkowski sum (A+B) is
the “common refinement” of the normal fans N (A) and N (B), given by intersecting all the
cones in N (A) with those in N (B).
There is a closely related way of thinking about the cones and normal fan of a polytope.
Suppose v is the vertex of a top-dimensional polytope. Then all the points in the cone Cv
can be written as a positive linear combination some generators, λ =
∑p
i=1wiλi where p ≥ d.
The vectors λi are nothing but the inward-pointing normal vectors to the p ≥ d facets of P,
meeting at v. So we can think of the normal fan of P as being determined by giving all the
normal vectors to the facets of P. 6
Thus we see that the problem of finding the Minkowski sum (A+B) is reduced to finding
the common refinement of the normal fans of A,B, or what is the same, to intersecting the
cones in these normal fans. Let’s illustrate how this happens in our pentagon example. Let’s
put λ = (X,Y ). As an example, the cone associated with the vertex (1, 0) of p1,4 is the region
determined by x ≤ 0, x− y ≤ 0. We can determine all the rest of the cones in the same way,
and find the common refinement just by drawing all the pictures on top of each other
a b
d
c e
g
h
b a
d
e f h
g
Common Refinement a+c+g
a+d+g
b+d+g
b+g+h
a+c+h
λ1
λ2
λ3
λ4
λ5
(4.9)
6The notion of a cone is however more natural and flexible when working with polytopes of different
dimensionality, where the “normal directions to facets” are ambiguous. Consider for instance a line segment
between (0, 1) on the X-axis, but embedded in three-dimensional (X,Y, Z) space. There is no canonical way
to speak of the “inward pointing normals to the faces” of this line segment in three dimensions. But we can
perfectly well speak of the cones associated with the vertices. The cone associated with the point (0, 0, 0) is just
the half-space X ≤ 0, while that associated to (1, 0, 0) is the half-space X ≥ 0. These cones are not associated
with generators. But now consider the Minkowski sum of three such intervals in the X,Y, Z directions. The
common refinement of the three fans just break up the space into octants, and each octant is associated with
three generators, giving us a cube, with 8 vertices and 6 facets.
– 16 –
We have thus determined the vertices of the resulting pentagon, and also determined the
inward normal vectors to the facets, which are λ1 = (0, 1),λ2 = (1, 1),λ3 = (1, 0),λ4 =
(0,−1),λ5 = (−1, 1).
Note that having determined the normals to the facets of P = c1P1 + · · · + cjPj , it
is trivial to obtain the linear equations associated with a given normal λ, that collectively
cut out P. Since every u in P is of the form u = c1u1 + · · · + cjuj with ui in Pi, then
u · λ = c1(u1 · λ) + · · ·+ cj(uj · λ). But for each j, the function (uj · λ) has some minimum
value mj as uj ranges inside the polytope Pj , which is just the minimum value of v ·λ where
v ranges over all the vertices of Pj . Thus, we find that the equation for the facet with normal
λ is u · λ ≥ c1m1 + · · ·+ cjmj . Applying this simple algorithm to our example, we find that
the five equations cutting out the pentagon c13P1,3 +c14P1,4 +c24P2,4, associated with λ1,...,5,
as (note the exponents for x2 and x3 are X2,4 and X3,5, respectively)
X2,4 ≥ 0, X2,4 +X3,5 ≥ c24, X3,5 ≥ 0,−X3,5 ≥ −c14 − c24,−X2,4 −X3,5 ≥ −c13 − c14 − c24 .
(4.10)
Let’s follow the same steps for the n = 6 string amplitude
I6 = (α
′)3
∫
R3>0
dx2
x2
dx3
x3
dx4
x4
xα
′X24
2 x
α′X35
3 x
α′X4,6
4 p
−α′c13
1,3 p
−α′c14
1,4 p
−α′c14
1,5 p
−α′c24
2,4 p
−α′c25
2,5 p
−α′c35
3,5
(4.11)
whose leading oder, or the n = 6 particle scattering amplitude is given by in terms of the
three-dimensional associahedron; the latter is given by
∑
ci,jPi,j , where Pi,j are the Newton
polytopes for the polynomials p1,3 = 1+x2, p1,4 = 1+x2+x3, p1,5 = 1+x2+x3+x4, p2,4 =
x2+x3, p2,5 = x2+x3+x4, p3,5 = x3+x4. The sum of the three line segments P1,3,P2,4,P3,5
gives a parralelohedron, with 6 rays ±(0, 0, 1),±(1, 1, 1),±(0, 1, 1) in it’s normal fan. P1,5 is
just a simplex, with four vectors in its normal fan, (−1,−1,−1), (0, 0, 1), (0, 1, 0), (1, 0, 0).
Finally, the sum of the two triangles P1,4 and P2,5 can easily be seen to have a normal
fan generated by (1, 0, 0), (0, 1, 0),±(0, 0, 1),±(1, 1, 1). Interestingly, the intersection of these
cones generate a single new ray (1, 1, 0) in the common refinement, giving us a total of
9 rays; (1, 0, 0), (0, 1, 0),±(0, 0, 1),±(1, 1, 1),±(0, 1, 1), (1, 1, 0). From these, we derive the 9
facet equations cutting out the polytope:
X2,4 ≥ 0, X3,5 ≥ 0, X4,6 ≥ 0, X4,6 ≤ c15 + c25 + c35
−X2,4 −X3,5 −X4,6 ≥ −c13 − c14 − c15 − c24 − c25 − c35,
X2,4 +X3,5 +X4,6 ≥ c24 + c25 + c35, X3,5 +X4,6 ≥ c35,
−X3,5 −X4,6 ≥ −c14 − c15 − c24 − c25 − c35, X2,4 +X3,5 ≥ c24
(4.12)
We can do a simple consistency check on this result. If we set a single cij → 1 and set all
the rest to zero, this polytope must degenerate to the Minkowski summand Pij . Obviously
for this to happen many of the equations must become redundant in the limit. Let’s see how
this works when we set c1,4 → 1 and the rest to 0. Note the fourth equation forces that
X4,6 → 0, and the equations for (X2,4 + X3,5 + X4,6), (X3,5 + X4,6), (X2,4 + X3,5) become
– 17 –
trivially satisfied. We are then left only with 0 ≤ X2,4 ≤ 1, 0 ≤ X3,5 ≤ 1, X2,4 + X3,5 ≤ 1,
which gives exactly the triangle P1,4.
4.2 Tropical functions
When we considered the integral (4.5), we assumed that all SJ ≥ 0. However, as we have
already seen in some examples, it is also possible for I{p}(S) to converge when some SJ -s
are negative. Minkowski subtraction is a somewhat subtle operation, so instead we formulate
the general condition for convergence and the leading order in terms of tropical functions, for
which the result is most elegant.
Let P = S1P1+· · ·SrPr be the Minkowski sum of the Newton polytopes, and let N (P) be
its normal fan, consisting of the maximal cones (2.6). Any subtraction-free rational function
R(x) gives rise to a piecewise-linear function Trop(R(x)) on Rd = (X1, X2, . . . , Xd), obtained
by formally substituting
xi 7→ Xi (+,×,÷) 7→ (min,+,−). (4.13)
The tropicalization procedure makes sense even if factors in R(x) have real exponents. For
example, for real numbers s and t we have
Trop
(
xsyt
1 + x+ y
)
= sX + tY −min(0, X, Y ) (4.14)
as a function on (X,Y )-space. Note that for any R(x) =
∏r
J=1 pJ(x)
−SJ , the piecewise-
linear function Trop(R(x)) has domains of linearity that is a coarsening of the normal fan
N (P). We call Trop(R(x)) nonnegative if it takes nonnegative values everywhere on Rd. We
call Trop(R(x)) positive if Trop(R(x)) > 0 everywhere on Rd \ {0}. In (4.14), we see that
Trop(R(x)) is nonnegative exactly when (s, t) is inside the (closed) triangle with vertices
(0, 0), (1, 0), (0, 1), and it is positive exactly when (s, t) is in the interior of this triangle. We
call an integrand R(x) convergent if Trop(R(x)) is positive and we call R(x) nearly convergent
if Trop(R(x)) is nonnegative.
Claim 3. The integral I{p}(S) := α′d
∫
Rd>0
∏d
i=1
dxi
xi
∏r
J=1 pJ(x)
−α′SJ is absolutely convergent
exactly when R(x) =
∏r
J=1 pJ(x)
−SJ is convergent, and in that case the leading order is given
by
lim
α′→0
I{p}(S) = Vol({Trop(R(x)) ≤ 1}). (4.15)
The proof of Claim 3 is essentially the same as that of (2.5).
Example 4.1. Let us consider the integrand R(x) = xy(1+x)(1+y)(1+x+xy) . The reciprocal
1/R(x) is a Laurent polynomial whose Newton polytope is the pentagon of Figure 1. The
tropical function Trop(R(x)) is given by
Trop(R(x)) = X + Y −min(0, X)−min(0, Y )−min(0, X,X + Y ). (4.16)
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−X − Y
Y −X X + Y
X
−Y
Figure 3: The domains of linearity of X + Y −min(0, X)−min(0, Y )−min(0, X,X + Y ).
The maximal domains of linearity of this piecewise linear function is the normal fan in Figure
1. In Figure 3, we show which linear function Trop(R(x)) is equal to in each maximal cone.
One sees that Trop(R(x)) is positive, and the region {Trop(R(x)) ≤ 1} is the dual polytope
P◦ in Figure 1. In particular, the integral ∫R2>0 ΩR(x) converges.
4.3 Applications to positive parametrizations
A positive reparametrization or positive coordinate-change is an invertible coordinate change
x = (x1, . . . , xd) → x′ = (x′1, . . . , x′d) satisfying
∏d
i=1
dxi
xi
=
∏d
i=1
dx′i
x′i
, and such that each x′j
(respectively, each xj) is a subtraction-free rational expression in terms of the xi (respectively,
the x′i). We call a positive reparametrization Laurent if in addition the rational expressions
are all Laurent polynomials with positive coefficients. The typical source of Laurent posi-
tive reparametrizations are coordinate changes between seeds of a cluster algebra, which are
compositions of mutation transformations. Note that while the Laurent-ness of cluster coor-
dinate changes was known since the initial discovery of cluster algebras, the positivity of such
coordinate changes is a much deeper result [27].
An immediate consequence of (2.5) is the following statement: let p(x) be a subtraction-
free Laurent polynomial and x → x′ a positive Laurent coordinate-change, so that p(x′) is
also a Laurent polynomial. Then N[p(x)] contains the origin in its interior if and only if
N[p(x′)] contains the origin in its interior7. More generally, let p(x) be a subtraction-free
rational function and x→ x′ be a positive coordinate change. Then Trop(p(x)) is positive if
and only if Trop(p(x′)) is positive.
Let us now consider a collection {p1(x), p2(x), . . . , pr(x)} of subtraction-free Laurent
polynomials. We call the sequence standard, if each xi is equal to a monomial
∏
J pJ(x)
−SJ
for some choice of SJ -s. Thus the collection {p1(x), p2(x), . . . , pr(x)} is standard if (4.5)
can be put in the form (4.1). Now let x → x′ be a positive Laurent coordinate-change,
and assume that {p1(x′), p2(x′), . . . , pr(x′)} is also standard. Then we have the following
7Instead of integrating over Rd>0, we could instead integrate over a compact (complex) torus around the
origin. We deduce that the constant term of p(x) is equal to the constant term of p(x′), see [28, Corollary 2.9].
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statement concerning the two Minkowski sums of Newton polytopes
P =
r∑
J=1
N[pJ(x)] and P ′ =
r∑
J=1
N[pJ(x
′)] are combinatorially isomorphic. (4.17)
To see (4.17), we first note that I{p(x)}(S) = I{p(x′)}(S) and by Claim 2, the two rational
functions Ω(P) and Ω(P ′) are the same. (Here, we consider these as rational functions in all
S-s, instead of fixing the cI -s and varying the X.) The combinatorial isomorphism type of
P is completely reflected in the poles and repeated residue structure of the rational function
Ω(P), and thus we obtain (4.17).
5 From kinematic associahedra to open-string integrals
We have motivated stringy canonical forms as a way to produce the canonical form for a
polytope, as well as generalizing the notion of a canonical form endowed with a parameter
α′ giving it stringy properties. From the discussion in the previous section it is evident that
stringy canonical forms should be especially interesting for polytopes that are naturally built
as Minkowski sum of a number of simpler pieces. In this section, we will see that this observa-
tion applies perfectly to the ABHY construction of the associahedron in kinematic space [15].
Recall that the ABHY associahedron was motivated by finding “the amplituhedron” for the
bi-adjoint φ3 theory, directly in kinematic space. Quite remarkably, this construction natu-
rally presents the associahedron as a Minkowski sum, and when these summands are used in
the construction of the stringy canonical form, the result is precisely the open-string Koba-
Nielsen integral. Thus, beginning with the desire for a picture of particle scattering associated
with a geometry in kinematic space making no reference to unitary evolution in the bulk of
spacetime as an auxiliary construct, we are directly led to it’s generalization to string ampli-
tudes, without referring to the worldsheet as an auxiliary construct!
Recall that the ABHY construction describes the associahedron A by intersecting the
positive region in kinematic space Xij ≥ 0, with a particular subspace
Xij +Xi+1j+1 −Xij+1 −Xi+1j = cij (5.1)
for 1 ≤ i < j − 1 < n− 1, with cij > 0.
Now, this form is already suggestive that the polytope might be expressed as a Minkowski
sum
∑
cijAij , where each Aij is the degeneration of the polytope where cij → 1 and all the
other c’s are set to zero. Indeed consider a much more general problem, where we have
variables ZI , and we construct some polytope Q by intersecting the positive region ZI ≥ 0
with the subspaces Li(Z) = ci where each Li is linear in the ZI , with ci > 0. Let QI be
the degeneration of the polytope where ci → 1 with all other c’s set to zero. Clearly, the
Minkowski sum Q˜ ≡ ∑ ciQi lies inside Q, since ZI are positive in Q˜, and for all Z in Q˜,
Li(Z) = ci. But in general, Q˜ will not cover all of Q.
This is associated with another observation. In general, the shape of the polytope Q –
it’s facet structure – will not be independent of the specific choice of the positive constants
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Figure 4: The ABHY associahedron A2 (pentagon) as a Minkowski sum.
ci. Consider a simple example where we cut out a two-dimensional space by X,Y, Z,W > 0,
with the equations X + Y + Z = c1 and 2X + Y +W = c2. In the (X,Y ) plane, the region
is cut out by X,Y > 0 and X + Y < c1, 2X + Y < c2. But the shape of this region is not the
same for all positive c1, c2: if c2 > 2c1, the second inequality is immediately implied by the
first and we get a triangle, while for c2 < 2c1 we get a quadrilateral.
On the other hand, the shape of a Minkowski sum of polytope
∑
ciPi for positive ci is
manifestly independent of the ci. Indeed in this example we can see that if we set either
c1 → 0 or c2 → 0, the resulting polytopes are just the point at the origin, and so adding these
summands just gives us a point and not the full polygon.
But the ABHY associahedron An−3 is much more special. It’s shape is completely inde-
pendent of the cij , so long as they are positive, and it is given as a Minkowski sum
An−3 =
∑
1≤i<j−1<n−1
ci j Aij (5.2)
Both facts can be deduced inductively, as following from the remarkable, defining feature of
the associahedron, that on its boundaries it factors into the product of lower associahedra.
Let’s determine what the summands Aij look like for the case of n = 5, and proceed from
there to determining the stringy canonical form in this case. We work with the coordinates
X25, X35 and solve for the remaining X’s in terms of these. The pentagon we obtain in
this way is cut out by X25 ≥ 0, X35 ≥ 0, together with X14 = c14 + c24 − X35 ≥ 0, X13 =
c13 + c14 −X25 ≥ 0, X24 = c24 + X25 −X35 ≥ 0. Let’s determined the summand A13 when
c13 → 1 with the rest set to zero. The X13 inequality forces X35 → 0, and we are left just
with an interval, 0 ≤ X25 ≤ 1. Similarly, A24 is the interval 0 ≤ X35 ≤ 1. Finally, A14 is the
triangle bounded by 0 ≤ X35 ≤ X25 < 1. The pentagon and the three summands are shown
in Figure 4. The polynomials associated with these Newton polytopes are
p13 = 1 + y2, p24 = 1 + y3, p14 = 1 + y2 + y2y3 . (5.3)
We can now immediately write the stringy canonical form integral associated with this
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polytope as
I5 =
∫
dy2
y2
dy3
y3
yα
′X25
2 y
α′X35
3 (1 + y2)
−α′c13(1 + y2 + y2y3)−α
′c14(1 + y3)
−α′c24 (5.4)
On the hand other hand, the Koba-Nielsen integral (1.6) for n = 5 is given by (4.7), and we
can easily see the equality between these forms upon making the simple change of variable
x2 = y2, x3 = y2y3! Note that beginning from the Koba-Nielsen form, after the change of
variable to (y2, y3) the power of y2 becomes X24 + X35 − c24 = X25, matching what we get
from the y integral.
This result generalizes to all n in the obvious way. The Minkowski summands Aij are
just simplices, and, defining the variables (y2, . . . , yn−2) to cover (X2,n, . . . , Xn−2,n) space, the
Newton polynomials for Aij are just 8
pij = 1 + yi+1 + yi+1yi+2 + · · ·+ yi+1 · · · yj−1 (5.5)
The stringy canonical form integral associated with this Minkowski sum
In = IAn−3 =
∫ n−2∏
i=2
dyi
yi
yα
′Xin
i
∏
ij
pij(y)
−α′cij (5.6)
exactly matches the Koba-Nielsen n-point integral, as manifested by the variable change
x2 = y2, x3 = y2y3, . . . , xj = y2 · · · yj .
A remarkable property of the integral In is that it factorizes nicely at massless poles, or
the n(n−3)/2 planar poles, Xij = 0, in a much more special way than for a general stringy
canonical form. On any massless pole, the residue is the product of two open-string integrals
for the left and right associahedra (which correspond to two polygons divided by (i, j)):
ResXij=0IAn−3 = IAL × IAR . (5.7)
Note that if we had chosen some other polynomials that give An−3, e.g. polynomials different
from pij but whose Newton polytopes still give Aij , although it produces the correct leading
order, we’d not have these perfect factorizations at massless poles. This will become more
transparent in Section 9 when we talk about dual variables for such integrals.
6 Further examples
We have seen that there are at least two interpretations of the open-string integrals (1.6): (a)
stringy canonical forms for the ABHY associahedron, and (b) natural regulated integrals over
G+(2, n)/T . In this section, we generalize open-string integrals along these two directions. We
define and study (a) cluster string integrals which are stringy canonical forms of generalized
associahedra, and (b) and Grassmannian string integrals which are natural regulated integrals
over G+(k, n)/T .
8We remark that the fact that the ABHY associahedron is given by the Minkowski sum of these simplices
is a special case of the construction of generalized permutohedra in [29].
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6.1 Cluster string integrals
We define a special class of stringy canonical forms for the generalized associahedron of a
finite type cluster algebra, called cluster string integrals. Let Φ be a crystallographic root
system of rank d, and thus belonging to one of the infinite families Ad, Bd, Cd, Dd or equal
to one of the exceptional types E6, E7, E8, F4, G2. Let A(Φ) denote a cluster algebra of type
Φ, with a full rank choice of coefficients9. Let xγ , γ ∈ Γ denote the cluster variables of A(Φ)
and let A(Φ)+ denote the positive part of the cluster variety. The cluster string integral is
defined to be
IΦ = (α′)d
∫
A(Φ)+/T
(ω/T )
∏
γ∈Γ
x
α′cγ
γ , (6.1)
where T is the (positive part of the) torus of cluster automorphisms of A(Φ), and ω is the
natural top-form on a cluster algebra, defined to be ω =
∏
i dxi/xi in any cluster (x1, . . . , xr).
Equivalently, ω/T is a dlog-form for a positive parametrization of A(Φ)+/T .
Let P(Φ) denote the corresponding generalized associahedron, which is a d-dimensional
simple polytope [21, 22]. The facets Fγ of the generalized associahedron P(Φ) are in bijection
with cluster variables xγ of A(Φ). Each vertex of P(Φ) corresponds to a seed with d cluster
variables (the d facets adjacent to it). We let N(Φ) = |Γ| denote the number of facets. The
formula for N(Φ) for all finite types reads:
N(Ad) = d(d+3)/2 , N(Bd) = N(Cd) = d(d+1) , N(Dd) = d
2 ,
N(E6) = 42 , N(E7) = 70 , N(E8) = 128 , N(F4) = 28 , N(G2) = 8 . (6.2)
As will be explained in [23], there are many positive parametrizations of the cluster string
integral. For concreteness, let us formulate the integral by choosing A(Φ) to be the prin-
cipal coefficient cluster algebra, with principal coefficients y = (y1, . . . , yd) giving a positive
parametrization of A(Φ)+/T . After picking an initial seed, for each cluster variable γ, we
have an F -polynomial Fγ(y), which is a polynomial in y with positive integer coefficients.
The F -polynomials for the initial cluster variables are trivial, and the remaining ones we
denote FI(y), for I = d+ 1, . . . , N = N(Φ). For the open-string integrals, i.e. the Φ = An−3
case, the F -polynomials for a suitable initial cluster are nothing but the pij(y)’s in (5.6). The
cluster string integral can thus be written as
IΦ(X, {c}) = (α′)d
∫
Rd>0
d∏
i=1
dyi
yi
yα
′Xi
i
N∏
I=d+1
FI(y)−α′cI , (6.3)
where we have denoted exponents of y’s as X’s and those for F -polynomials as c’s. As we will
show in [23], the Minkowski sum
∑
I cIN[FI(y)] is the generalized associahedron P(Φ∨, c) of
9We work with skew-symmetrizable cluster algebras with geometric coefficients. The coefficients are chosen
so that the extended exchange matrix has full rank. For example, A(Φ) can be chosen to have principal
coefficients.
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Figure 5: The generalized associahedron (or cyclohedron) for A(B2) as a Minkowski sum.
the dual Dynkin diagram Φ∨. For example, if Φ = Bn then Φ∨ = Cn. Thus the leading order
of (6.3) is the canonical function of the generalized associahedron:
lim
α′→0
IΦ(X, {c}) = Ω(P(Φ∨, c); X). (6.4)
Note that similar to ABHY associahedron (which is for type A), here we obtain the very
special realizations of generalized associahedra, which was first proposed in [30] and will be
discussed more in [31] where the relevance for scattering amplitudes etc. is discovered. For
type B and C, the canonical function gives the sum of all one-loop tadpole diagrams, while
for type D, it gives the integrand of one-loop bi-adjoint φ3 amplitude [31]. Similar to the
open-string integral of Section 5, the cluster string integral satisfies a number of remarkable
properties not satisfied by a general stringy canonical form for the same general associahedron
P(Φ). Some of these properties depend crucially on the exact coefficients of Fγ(y), and not
just their Newton polytopes.
Let’s present the simplest example beyond type A, namely the stringy canonical form for
the hexagon P(B2) = P(C2). We have N = 6 and thus m = 4 non-trivial FI polynomials,
and denoting the principal coefficients by x, y, the cluster string integral IB2=C2 is given by
(α′)2
∫
R2>0
dx dy
x y
xα
′Xyα
′Y (1+x)−α
′c1(1+y)−α
′c2(1+x+xy)−α
′c3(1+x+2xy+xy2)−α
′c4 . (6.5)
As shown in Figure 5, the generalized associahedron P(B2) is thus given by the Minkowski sum
of two line intervals and two triangles,
∑
I cIN[FI ]. Remarkably, just as for the type A case,
we see that for finite α′, the residue at any edge of the hexagon gives the A1 integral, i.e. the
beta function, which would not be true if we change the coefficients of these polynomials. It
is remarkable that exactly as string amplitudes, the cluster string integral factorizes perfectly
at “massless” poles corresponding to facets of the generalized associahedron. As will be
elaborated in [23], these integrals can be viewed as generalized open-string amplitudes with
factorizations correspond to removing a node of the corresponding Dynkin diagram. For
example, for finite α′ and Φ = An the residue of IAn at a massless pole is equal to IAr×IAn−r−1
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for some r. Similarly, for finite α′ and Φ = Bn or Φ = Cn, the residue of the cluster string
integral at any facet of the cyclohedron (the generalized associahedron P(Bn)) is given by
(corresponding to removing a node of type Bn or Cn Dynkin diagram)
IBn → IAm × IBn−m−1 , ICn → IAm × ICn−m−1 ; (6.6)
the residues for a type Dn integral on a facet of P(Dn) can be of the following types:
IDn → IAm × IDn−m−1 , IAn−3 × IA1 × IA1 , IAn−1 , (6.7)
which correspond to removing a node of the type Dn Dynkin diagram.
Finally, let’s list the f -vectors of generalized associahedra for the three cases Φ =
D4, E6, E8 that are closely related to the Grassmannian string integrals that we study shortly.
We have m = 12 for D4 and the f -vector reads (1, 50, 100, 66, 16, 1); for E6 we have m = 36
and the f -vector is (1, 833, 2499, 2856, 1547, 399, 42, 1); finally for E8, we have m = 120 and
the f -vector reads (1, 25080, 100320, 163856, 1440488, 67488, 17936, 2408, 128, 1).
6.2 Grassmannian string integrals
The positive component M+0,n of the moduli space of n-points on a Riemann sphere is also
isomorphic to the quotient space G+(2, n)/T of the positive Grassmannian G+(2, n) by the
positive torus T . More generally, it is natural to define integrals over G+(k, n)/T , which
has dimension d := (k−1)(n−k−1). These integrals are studied in more detail in [26]. They
are closely related to cluster string integrals and for k = 4, to possible non-perturbative
geometries for N = 4 SYM amplitudes. The canonical form of G+(k, n)/T is given by [9, 32]
ωk,n = Ω(G+(k, n)/T ) =
dk×nC
volSL(k)×GL(1)n
1
(12 · · · k) · · · (n1 · · · k−1) . (6.8)
The open-string integral corresponds to k = 2, which has been regulated by all the
(
n
2
)
minors. For the Grassmannian string integral, we regulate the integral with all
(
n
k
)
minors, (a1, a2, . . . , ak) for a1 < a2 < · · · < ak, with exponents denoted as sa1,a2,...,ak
Rk,n :=
∏
a1,a2,...,ak
(a1, a2, . . . , ak)
α′sa1,a2,...,ak . (6.9)
Under the torus action, there are n linear constraints on the exponents similar to the “mo-
mentum conservation” equations (in our notation, sa1,...,ak is symmetric with respect to the
k indices): ∑
a2,...,ak 6=a1
sa1,a2,...,ak = 0 , for a1 = 1, . . . , n , (6.10)
and thus only D :=
(
n
k
) − n of the exponents are independent. Explicitly by choosing a
positive parametrization of G+(k, n)/T (see [26]), we have
Ik,n(X, {c}) := (α′)d
∫
G+(k,n)/T
ωk,nRk,n =
∫
Rd>0
d∏
i=1
dxi
xi
xα
′Xi
i
D−d∏
I
FI(x)−α′cI (6.11)
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where we have used the fact that in Rk,n we have m = D−d minors which contain non-trivial
polynomials FI , and we denote their exponent as −cI = sI , while the remaining d minors
are monomials of x’s, and we collect the product as
∏d
i=1 x
α′Xi
i with X being the sum of
certain s variables. For example, in the parametrization of G+(2, n)/T coming from (1.6),
the non-trivial minors are (ab) for 2 < a < n < n−1, and we have n−3 planar variables Xi.
In the α′ → 0 limit, the leading order of Ik,n gives the canonical function of a polytope,
which we denote as P(k, n) := ∑I cIN[FI ]. Beyond the k = 2 case P(k, n) is not a simple
polytope (i.e. there are vertices that do not belong to exactly d facets). Let’s denote the
facets as Fa for a = 1, 2, . . . , N and for k > 2 we have N > d+m = D. In addition to
the facets with Fi = Xi for i = 1, 2, . . . , d, the remaining F ’s are linear combinations of
X’s and c’s (equivalently each of them is a sum of certain s variables). The computation
of the Minkowski sum is straightforward but tedious as k and n increases. The normal fan
N (P(k, n)) is combinatorially isomorphic to the tropical positive Grassmannian, which was
originally studied in [25] and revisited more recently in [26, 33], see also [34].
It is particularly interesting to compute P(k, n) for k = 3, n = 6, 7, 8 since they are
known to be related to the generalized associahedra P(D4), P(E6), and P(E8) respectively.
In fact, both the polytopes and the Grassmannian string integrals are degenerations of those
of the cluster case. The cluster variables for D4, E6 and E8 can be written in terms of
the minors of G+(3, 6), G+(3, 7) and G+(3, 8). In particular, for D4 the 16 mutable cluster
variables can be expressed in terms of D = 14 (non-cyclic) minors, together with 2 additional
“cross-products” of the form (1× 2, 3× 4, 5× 6), and (2× 3, 4× 5, 6× 1)10. There is a very
simple motivation for adding these extra factors. The positive Grassmannian G+(k, n) has a
remarkable symmetry under the “twist map” related to the parity duality of amplitudes [35]:
given a positive matrix [C1, . . . , Cn], we get a new positive matrix [C˜1, . . . , C˜n] where C˜i is the
dual vector C˜i = (Ci+1 · · ·Ci+k) made from wedging the k columns to the right of Ci. It is
natural to define a stringy integral to preserve this symmetry. For G+(3, 6), the twist of most
of the minors simply give other minors (up to cyclic minors). There are just two exceptions:
the minors (135) and (246) are mapped to (1×2, 3×4, 5×6) and (2×3, 4×5, 6×1) respectively.
Thus it is natural to add these factors to the stringy canonical form integral; this turns out
to yield the cluster string integral for D4.
If we denote the exponents of the two cross-products as c and c′, then to go from the D4
integral to that for G+(3, 6)/T , we simply set c = c
′ = 0,
I3,6 = ID4(c = c′ = 0) . (6.12)
We will defer a more detailed discussion of the polytopes for D4 and G+(3, 6)/T to Section
9, where we can use a more powerful and insightful language to describe it.
Similarly, the 42 factors for E6 include D = 28 independent (unfrozen) minors and 14
additional ones: 7 of them are the cyclic rotations of (1× 2, 3× 4, 5× 6) and the other 7 are
cyclic rotations of (2× 3, 4× 5, 6× 1). Let’s denote their (negative) exponents to be ci and c′i
10Recall the definition (1× 2, 3× 4, 5× 6) = (134)(256)− (234)(156).
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for i = 1, . . . , 7, respectively. The relation between the E6 and G+(3, 7)/T integrals is simply
I3,7 = IE6(c1 = · · · = c7 = c′1 = · · · = c′7 = 0) . (6.13)
The 128 factors for E8 can be written in terms ofD = 56 independent minors and 72 additional
ones which we do not write explicitly here. Again we have that the Grassmannian case is
given by the cluster case by setting 72 of the exponents to zero.
Therefore, the Minkowski sum for the Grassmannian string integral is given by that of
the cluster string integral with Minkowski summands removed, and thus P(3, 6), P(3, 7), and
P(3, 8) are degenerations of the generalized associahedron for D4, E6 and E8, respectively.
Further degenerations are studied in [26]. These polytopes are no longer simple, and the facet
structure becomes very different. Let’s record the f -vectors for these three cases. The f -vector
for P(3, 6) is (1, 48, 98, 66, 16, 1), that for P(3, 7) is (1, 693, 2163, 2583, 1463, 392, 42, 1), and
for P(3, 8) it is (1, 13612, 57768, 100852, 93104, 45844, 14088, 2072, 120, 1).
7 Scattering equations and pushforward
In this section we move to the study of saddle-point equations for stringy canonical forms.
The saddle-point equations for the string amplitudes In (1.1), namely the vanishing of d log
of the Koba-Nielsen factor, give the CHY scattering equations
∂
∂za
log
(∏
a<b
z
α′sa,b
a,b
)
=
∑
b 6=a
sa,b
za − zb = 0 , for all a . (7.1)
Equivalent to CHY formulas for bi-adjoint φ3 amplitudes, it has been shown in [15] that by
summing over (n−3)! solutions of the canonical form of M+0,n, we obtain the canonical form
of ABHY associahedron. In this section, we show that it is a completely general phenomenon
(for which the string amplitude is a special example) that the leading order of any stringy
canonical form can be obtained as a pushforward using saddle point equations.
The idea that the canonical form of a polytope can be obtained as a pushforward was pro-
posed in [6], where it was called the Newton-polytope map (see Appendix A). It is based on the
following general claim: suppose one is given a map φ which restricts to a diffeomorphism from
the interior of a positive geometry A(X) to another positive geometry B(Y ), then Ω(B;Y )
is given by the pushforward of Ω(A;X) by summing over all pre-images X = φ−1(Y ) [6].
For open-string amplitudes (1.6), the scattering equations can be rewritten to give a diffeo-
morphism from M+0,n to the interior of ABHY associahedron, thus the canonical form of the
latter is obtained as a pushforward by summing over saddle points of the integral.
The saddle points are of course important for many reasons. We will argue that the
number of saddle points equals the dimension of the space of integral functions as the contour
varies, or the dimension of d-dim twisted (co-)homology group. An interesting observation
is that for any stringy canonical forms for the associahedron, the string amplitude In seems
to have the smallest number of saddle points, which is the well-known (n−3)! (the number
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of independent open-string integrals [36–38]). We conjecture that it is true for generalized
associahedra as well, and we briefly comment on the number of saddle points for these cases.
7.1 Saddle point equations as a diffeomorphism
The scattering equations are the saddle-point equations of the integral (4.1) in the limit
α′ → ∞. Let us denote the regulator of the integral as R(x) = ∏di=1 xXii ∏I pI(x)−cI (with
α′ suppressed) and the equations read
d logR = 0 ; or
Xi
xi
=
∑ cI
pI(x)
∂pI(x)
∂xi
, for i = 1, 2, . . . , d . (7.2)
These are d equations for d variables x1, x2, . . . , xd and it is natural to rewrite (7.2) as a map
from x-space to X-space.
Claim 4. Denote by ∆d := {0 < xi <∞|i = 1, . . . , d} the interior of a (projective) simplex,
and by Int(P) the interior of the polytope P from (4.2). The scattering-equation map Φ :
∆d → Int(P) defined as
Xi =
∑
I
cI
∂ log pI(x)
∂ log xi
=
∑
I
cI
pI(x)
xi∂pI(x)
∂xi
, (7.3)
is a diffeomorphism, and we have the pushforward formula for the canonical form of P:
Ω(P) = Φ∗
(
d∏
i=1
dxi
xi
)
, (7.4)
where Φ∗ involves a sum over solutions of (7.2). This is equivalent to the following formula
for the canonical function:
Ω(P;X) =
∫ d∏
i=1
dxi
xi
δ
(
Xi − xi
∑
I
cI
pI
∂pI
∂xi
)
. (7.5)
Similar to the proof of Claim 2, it suffices to prove this for the case with single polynomial
p, (2.1), where the map is a diffeomorphism from ∆d to the interior of the Newton polytope
cN[p(x)]. At this point we remark that in fact such a map has been studied in [6, Section
7.3.3] as the Newton polytope map, reviewed in Appendix A. Let’s now connect our result for
a single polynomial to the Newton polytope map. Consider the map Φ : ∆d → Int(P):
Xi =
c
p(x)
xi∂p(x)
∂xi
, for i = 1, 2, . . . , d (7.6)
Recall that the polynomial reads p(x) =
∑
α aαx
nα , thus the map can be written as Xi =
c
p(x)
∑
α aαnα,ix
nα . By combining these two equations projectively, it is natural to define
Y I = (p, p X) (Y 0 = p and Y i/Y 0 = Xi) and we have
Y I =
∑
α
aα(1, c nα)x
nα =
∑
α
yIαx
nα , yIα := aα(1, c nα) . (7.7)
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Thus we have seen that the projectivized map gives a projective polytope Y I ∈ Pd, which is
the convex hull of all points yIα, with coefficients given by x
nα . This is nothing but eq. (7.95)
and (7.96) of [6] (see also (A.8)): yIα are the vertices of a projective polytope which has the
same oriented matriod as the integer matrix given by nIα with n
I := (1,n). It has been proven
in [6] that it provides a diffeomorphism from ∆d to Int(P), and thus our scattering-equation
map (7.6) is just a rewriting of the Newton polytope map. The generalization to multiple
polynomials proceeds as before, and this completes the proof of Claim 7.2.
Example 7.1 (Interval). We consider the 1-dim integral, (2.16). The scattering-equation
map X = c x1+x indeed provides a diffeomorphism from 0 < x < ∞ to 0 < X < c, and the
pushforward, which gives the canonical form, is given by:
Φ∗
(
dx
x
)
= d log x|x= X
c−X
= d log(
X
c−X ) =
c dX
X (c−X) , (7.8)
and the canonical function is given by Ω =
∫
dx
x δ(X − c x1+x) = 1X + 1c−X .
Example 7.2 (Pentagon). We can consider a pentagon integral similar to the n = 5 string
amplitude (4.7):
Ipentagon = α′2
∫ ∞
0
dx dy
x y
xα
′Xyα
′Y (1 + x)−α
′a(1 + y)−α
′b(1 + x+ y)−α
′c . (7.9)
By Claim 2, we need the Minkowski sum of the intervals 0 < X < a, 0 < Y < b and the
triangle 0 < Y < X < c, which gives a pentagon P2 bounded the 5 facets X1 := X > 0,
X2 := Y > 0, X3 := a+ c−X > 0, X4 := a+ b+ c−X − Y > 0, and X5 := b+ c− Y > 0.
The scattering-equation map reads
X = x
(
a
1 + x
+
c
1 + x+ y
)
, Y = y
(
b
1 + y
+
c
1 + x+ y
)
, (7.10)
which, as one can check, is a diffeomorphism from ∆2 to the pentagon P2, and the canonical
form Ω(P2) is given by summing over two solutions
Φ∗
(
dxdy
xy
)
= dXdY
(
1
X1X2
+
1
X2X3
+
1
X3X4
+
1
X4X5
+
1
X5X1
)
. (7.11)
In general, the scattering-equation map, (7.3) (related to α′ → ∞), always provides
a pushforward formula for the canonical form (related to α′ → 0)! In the special case of
ABHY associahedron, they become literally the scattering equations and pushforward/CHY
formula. Let’s take a look at the CHY scattering equations, (7.2), which give saddle points of
(the Koba-Nielsen factor in) open-string amplitude In. By writing a basis of planar variables,
e.g. Xi,n as a function of x’s of the positive parametrization (and the c’s), indeed we find the
CHY scattering-equation map from M+0,n to An−3:
Xi,n = xi
∑
a,b
ca,b
pa,b
∂pa,b
∂xi
. (7.12)
– 29 –
By our claim, this is a diffeomorphism when restricted to the interior, which proves the
conjecture in [15]. It is well known (but quite non-trivial) that there are (n−3)! solutions; by
summing over these saddle points, the pushforward of ω gives Ω(An−3)
∑
sol.
ωn = Ω(An−3) =
n−2∏
i=2
d logXi,n mn . (7.13)
For example for n = 5, we see that the pentagon A2 (see Figure 4), which we have obtained
as a Minkowski sum in the α′ → 0 limit, is also given by the image of the map
X2,5 = x
(
c1,3
1 + x
+
c1,4(1 + y)
1 + x+ xy
)
, X3,5 = y
(
c2,4
1 + y
+
c1,4x
1 + x+ xy
)
, (7.14)
thus pushforward by summing over two solutions give
∑
sol.
dxdy
xy = d
2X m5 as expected.
Before proceeding, let’s comment about the number of solutions for “scattering equa-
tions” for general stringy canonical forms, and those for string amplitudes. It is well known
that for a single polynomial, the number of solutions for the polynomial equation, p(x)Xi =
cxi∂p(x)/∂xi is given by the normalized volume of N[P], when the coefficients of the polyno-
mial are generic. For example, for the 1-d integral, (2.16), we have one solution, which is the
length of the interval [0, 1]; if we generalize to the degree-m polynomial, we have m solutions
for the interval [0,m] of length m.
On the other hand, when the coefficients of the polynomial are special, the number of
solutions can be different. Let’s see how this works for our pentagon integral (7.9). We can
consider first the simplified case with a = b = c, in which case the factors reduces to a single
polynomial p(x) = (1+x)(1+y)(1+x+y) = 1+2x+x2+2y+y2+x2y+xy2+3xy. The Newton
polytope has (normalized) volume 7, and we expect 7 solutions to the polynomial equations.
However, it is easy to see that 5 of the 7 solutions are spurious since they are also solutions of
p(x) = 0, thus there are 2 solutions to (7.2) as mentioned above. The interesting observation is
that we do have more solutions for general polynomials with the same Newton polytopes. For
example, we can consider p(x)′ = 1+2a1,0x+a2,0x2+2a0,1y+a0,2y2+a2,1x2y+a1,2xy2+3a1,1xy,
or p(x)′′ = (1 + a1x)(1 + a2y)(1 + a3x + a4y). For P ′ with generic coefficients a > 0, the
number of solutions to (7.2) is indeed 7 which agrees with the volume of Newton polytope,
while for p(x)′′ with generic coefficients, we see that 3 solutions are spurious thus we have 4
solutions to (7.2). It is interesting to note that (7.9) gives the minimal number of solutions,
just 2.
The same argument applies to the scattering equations of string amplitudes, and we con-
jecture that In has the smallest number of saddle points, (n−3)!, among all stringy canonical
forms for ABHY associahedron. Just as in the above n = 5 example, the number of solutions
is (much) bigger than (n−3)! for higher n. If we consider more general positive coefficients
of the polynomials pa,b (but still in a factorized form like p(x)
′′), or even put a single poly-
nomial with arbitrary positive coefficients like p(x)′, we see that the number of solutions
undergoes huge reductions from the single-polynomial p(x)′ case to the factorized p(x)′′ case,
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and further reductions to the (n−3)! for (7.12). It is remarkable that M+0,n gives the “most
efficient” stringy canonical form and pushforward formula in that it has the smallest number
of solutions.
It is of great interests to study in more detail the “scattering equations” and pushforward
for cluster string integrals, and Grassmannian string integrals. Here let’s briefly comment on
the number of solutions, which is related to the topology of the underlying spaces. We leave
the more extensive discussions, which involves counting the number of points over a finite
field, to [23, 24], and content with listing the counting of solutions for some cases. Beyond
type An−3 or equivalently G+(2, n)/T , the simplest cases are type Bn and Cn. We find that
the number of saddle points is nn and (2n)!!/2, respectively. The former can be obtained
(just as that for type A) from a hyperplane arrangement for Bn, and the latter has been
studied also in [39] with a worldsheet picture. Beyond that, we have computed the point
count for certain cluster cases, and e.g. we find the number of solutions is 13 for G2, 55 for
D4 and 674 for D5. We have studied scattering equations for certain G+(k, n)/T cases (which
was also considered recently in [34]). For example, for k = 3, and n = 6, 7, 8, we find the
number of solutions to be 26, 1272 and 188112, respectively. The counting for G+(3, n)/T
with n = 6, 7, 8 have been verified very recently from studying solutions under soft limits [40].
7.2 Dimension of the space of integral functions
In this subsection we explain that the number of solutions of scattering equations (or saddle
points) equals the dimension of the space of integral functions as the contour varies. Consider
the integral
Ip(c) =
∫ d∏
i=1
dxi
xi
p(x)−c =
∫ d∏
i=1
dxi
xi
exp(F (x)) (7.15)
where F (x) = −c log p(x). We would like to understand the dimension of the vector space of
such integrals as the integration cycle (or contour) varies. By using duality between homology
(cycles) and cohomology (forms), we can instead consider all integrals of the form∫ d∏
i=1
dxi
xi
Q(x)p(x)−c =
∫ d∏
i=1
dxi
xi
Q(x) exp(F (x)) (7.16)
where Q(x) is a Laurent polynomial. If ω is a holomorphic (d − 1)-form on (C×)d, then by
Stoke’s theorem the integral∫
d(exp(F (x))ω) =
∫
(dF ∧ ω + dω) exp(F (x)) (7.17)
vanishes for all appropriate integration cycles. This leads us to consider the following twisted
algebraic deRham complex. Let Ωr denote the space of algebraic holomorphic r-forms on
(C×)d. Then we have the twisted algebraic deRham complex
Ω0
d+dF∧−−−−→ Ω1 d+dF∧−−−−→ · · · d+dF∧−−−−→ Ωd. (7.18)
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The space of integrals (7.16) is equal to the twisted cohomology group Hd((C×)d, d + dF∧)
where
Hr((C×)d, d+ dF∧) := ker(d+ dF ∧ on Ω
r)
(d+ dF∧)Ωr−1 . (7.19)
When F depends on transcendental parameters such as c, or if we assume c is a generic
complex number, then we expect that the Hr((C×)d, d+dF∧) is 0 unless r = d (c.f. [41, 42]).
To understand the relation to critical points of F (x), let us consider the operator ~d+dF∧
(where ~ = 1/α′), which corresponds to replacing exp(F (x)) by exp(F (x)/~) or p(x)−c by
p(x)−α′c. Naively, we expect that for a small ~, we have
dimHd((C×)d, ~d+ dF∧) = dimHd((C×)d, dF∧). (7.20)
Suppose that F (x) has m isolated multiplicity-free critical points q1, . . . , qm in (C×)d. We
now argue that dimHd((C×)d, dF∧) = m. Writing
Ωd−1 =

d∑
j=1
Qj(x)
d∏
i 6=j
dxi
xi
 , (7.21)
we see that
Hd((C×)d, dF∧) = Laurent polynomials on (C
×)d
( ∂F∂x1 ,
∂F
∂x2
, . . . , ∂F∂xd )
(7.22)
where the ( ∂F∂x1 ,
∂F
∂x2
, . . . , ∂F∂xd ) is the subspace consisting of all Laurent polynomials of the form
d∑
j=1
Qj(x)
∂F
∂xj
. (7.23)
To see that dimHd((C×)d, dF∧) = m, we consider the linear map Hd((C×)d, dF∧) → C
given by
Q(x) 7−→ (Q(q1), . . . , Q(qm)) ∈ Cm. (7.24)
This is well-defined since ∂F∂xj is 0 at pi for any i, j and under the isolated and multiplicity-free
assumptions it gives an isomorphism between Hd((C×)d, dF∧) and Cm. Thus the dimension
of the space of integrals is equal to the number of critical points.
Example 7.3. Suppose that F (x, y) = x + y + 1/xy. Then F has three critical points,
(1, 1), (ω, ω), (ω2, ω2) where ω is a primitive cube root of unity. Let us check directly that
the quotient Q = C[x±1, y±1]/(xy2 − 1, x2y − 1) has dimension three, where the ideal is
obtained from the components of the gradient of F . A basis for C[x±1, y±1] is given by
{xiyj | (i, j) ∈ Z2}. The relations xy2 = 1 and x2y = 1 say that the basis element (i, j)
is equivalent to both (i + 2, j + 1) and (i + 1, j + 2) inside Q. Thus, (i, j) is equivalent to
(0, j − 2i). Also, (0, j) is equivalent to (2, j + 1) which is equivalent to (0, j − 3). Thus
every (i, j) ∈ Z2 is equivalent to one of the three basis elements (0, 0), (0, 1), (0, 2). Since
the equivalence relations preserve the quantity i+ j mod 3, these three elements are linearly
independent, and form a basis for Q. Thus dim(Q) = 3.
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8 Complex closed-stringy integrals
The beta function (1.2) has a complex analogue
BC(s, t) =
∫
C
dzdz¯
|z|2|1− z|2 |z|
2s|1− z|2t = (−2pii) Γ(s)Γ(t)Γ(1− s− t)
Γ(s+ t)Γ(1− s)Γ(1− t) . (8.1)
We now consider various complex analogues of our stringy integral.
8.1 Mod-squared stringy canonical forms
We first consider the complex integral obtained by taking the mod-squared of the integrand
of (4.1):
I |·|2{p}(X, {c}) = α′d
∫
Cd
d∏
i=1
dzidz¯i
|zi|2 |zi|
2α′Xi
∏
I
|pI(z)|−2α′cI (8.2)
and let P be given by (4.2). As in Section 2.2, we decompose the integration domain Cd into
regions
Rv := {z ∈ Cd | log |z| ∈ −Cv} (8.3)
for each vertex v of the polytope P. Now, even if pI(z) has positive coefficients, it will still
have zeroes in Cd, but as long as α′ is sufficiently small, these zeros will not affect the absolute
convergence or leading order of the integral (see Remark 2.1). The analysis in Section 2.2 can
be repeated, where we note that
α′
∫
|z|≤1
dzdz¯
|z|2 |z|
2α′c = −2iα′
∫ 1
0
∫ 2pi
0
drdθ r2α
′c−1 = −2pii1
c
= −2pii
(
α′
∫ 1
0
dx
x
xα
′c
)
. (8.4)
Thus
lim
α′→0
I |·|2{p}(X, {c}) = (−2pii)d limα′→0 I{p}(X, {c}) = (−2pii)
dVol((P −X)◦) (8.5)
with absolute convergence when X ∈ Int(P ) and α′ > 0 is sufficiently close to 0.
8.2 Volumes of duals of unbounded polyhedra
As a warmup, we first consider a simple generalization of stringy canonical forms, by “shifting”
some factors in the regulator:
I{p}({c, n}) = α′d
∫
Rd>0
Ω
∏
J
pJ(x)
−α′cJ
∏
I
pI(x)
−(α′cI+nI) (8.6)
where some of the exponents cI have been shifted by integers nI > 0 (without the prefactor
α′). Applying (4.6) and Claim 3, we have
lim
α′→0
I{p}({c, n}) = lim~→∞Vol((
∑
J
cJPJ +
∑
I
(cI + ~nI)PI)◦) (8.7)
= lim
~→∞
Vol({−
∑
J
cJTrop(pJ)−
∑
I
(cI + ~nI)Trop(pI) ≤ 1}) (8.8)
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where ~ = 1/α′. Note that it is important in the formula above to consider the limit
lim
~→∞
∑
I
(cI + ~nI)Trop(pI) =
∑
I
cITrop(pI) + lim
~→∞
~
∑
I
nITrop(pI) (8.9)
Instead of the simpler limit limcI→∞
∑
I cITrop(pI). This is because in certain directions
the sum
∑
I nITrop(pI) could be 0, and then the term
∑
I cITrop(pI) (and thus the whole
function) would take a finite value.
The polytope
∑
J cJPJ +
∑
I(cI +~nI)PI is typically unbounded as ~→∞, but the dual
polytope (
∑
J cJPJ +
∑
I(cI +~nI)PI)◦ can still have a finite non-zero volume. For example,
let us consider the Minkowski sum of intervals inside R:
lim
b→∞
c[−1, 0] + b[0, 1] = c[−1, 0] +∞[0, 1] = [−c,∞). (8.10)
The dual of this polyhedron (unbounded polytope) is [−1/c, 0] which has volume 1/c.
In general, the function f = lim~→∞(−
∑
J cJTrop(pJ) −
∑
I(cI + ~nI)Trop(pI)) is a
piecewise-linear function on Rd that takes values in R∪ {∞}, and for convergence we require
that it takes positive (or infinite) values on Rd \ {0}. The function f is determined by its
values on the rays of the normal fan N (P). If f takes value ∞ on any of the bounding rays
of a cone Cv of N (P), then the cone Cv contributes 0 to the volume Vol({f ≤ 1}). But if the
value of F is finite on all the bounding rays of a cone Cv, then that cone will contribute the
volume of a corresponding cone (obtained by intersecting Cv with {f ≤ 1}.
Example 8.1. Consider P1 = Conv((0, 0), (1, 0), (0, 1)), P2 = Conv((0, 0), (−1, 0)) and P3 =
Conv((0, 0), (0,−1)), and the Minkowski sum P =∞P1 + aP2 + bP3 is the unbounded region
pictured in Figure 6. It is bounded by the line segment joining (−a, 0) and (0,−b), and
two rays R1 = {(−a, t) | t ≥ 0} and R2 = {(t,−b) | t ≥ 0}. The dual P◦ is the triangle
Conv((0, 0), (1/a, 0), (0, 1/b)) which has volume 1/ab. Thus the integral
I = α′2
∫
Rd>0
Ω
(
1 +
1
x
)−α′a(
1 +
1
y
)−α′b
(1 + x+ y)−(α
′c+1) (8.11)
converges when a, b > 0 and has leading order equal to 1/ab.
We repeat the computation using piecewise linear functions. Let
f(X,Y ) = lim
~→∞
Trop((1 + x+ y)−~(1 + 1/x)−a(1 + 1/y)−b)
= −∞min(0, X, Y )− amin(0,−X) + bmin(0,−Y ).
(8.12)
The tropical function f is positive and takes value ∞ if one of X or Y is negative. In the
positive quadrant, it takes value aX + bY . The region {f ≤ 1} is exactly the dual polytope
P◦, see Figure 6.
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(−a, 0)
(0,−b)
(1/a, 0)
(0, 1/b)
∞
aX + bY
Figure 6: The polyhedron P = ∞P1 + aP2 + bP3, its dual P◦, and the piecewise linear
function −∞min(0, X, Y )− amin(0,−X) + bmin(0,−Y ).
8.3 Complex stringy integrals
We now consider the complex stringy integral
IC{p}(X, {c, n}) = α′d
∫
Cd
d∏
i=1
dzidz¯i
|zi|2
d∏
i=1
zα
′Xi
i z¯
α′Xi+ni
i
∏
I
pI(z)
−α′cIpI(z¯)−α
′cI−nI (8.13)
where the exponents have been shifted by parameters ni, nI . For simplicity, we assume that
ni, nI are nonnegative integers. (The integrand is multi-valued unless the shifts are integers.)
The integral (8.13) has a number of convergence issues, and usually does not absolutely
converge. One issue is that the polynomials pI(z) typically have zeros in Cd. We shall assume
that the these are renormalized to make no contribution to the leading order when we take
the limit limα′→0. Next, let us decompose the integration of domain as in (8.3). Instead of
the integral
∫
|z|≤1
dzdz¯
|z|2 |z|2α
′c of Section 8.1, we are faced with higher-dimensional versions of
integrals of the form ∫
|z|≤1
dzdz¯
|z|2 |z|
2α′czn(1 +O(z)) (8.14)
where the integer n is equal to a linear combination of the ni and nI . These integrals do not
converge absolutely. Nevertheless, let us compute∫
|z|≤1
dzdz¯
|z|2 |z|
2α′czn = (−2i)
∫ 1
0
∫ 2pi
0
drdθ eniθr2α
′c+n−1 = (−2i)
∫ 1
0
dr r2α
′c+n−1
∫ 2pi
0
dθ eniθ
(8.15)
and note that
∫ 2pi
0 dθ e
niθ = 0 if n 6= 0. We define the integral IC{p}(X, {c, n}) so that this
phase cancellation occurs in every integration region Rv where the integral has an integer
shift (i.e. n 6= 0), thus contributing 0. In the remaining integration regions, the analysis is
the same as for the mod-squared integral I |·|2{p}(X, {c}). With this regularization, we conclude
that
lim
α′→0
IC{p}(X, {c, n}) = (−2pii)d lim
α′→0
α′d
∫
Rd+
Ω
∏
i
xα
′Xi+ni
i
∏
I
pI(x)
−(α′cI+nI) (8.16)
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which is in the form of the integral studied in Section 8.2. The leading order of the com-
plex stringy integral IC{p}(X, {c, n}) is thus the canonical form of a (possibly unbounded)
polyhedron.
8.4 Closed-string amplitudes
Last but not least, let’s go back to M0,n and consider closed-string amplitudes with two
Parke-Taylor forms of different orderings and similarly open-string ones where the Parke-
Taylor form and integration domain have different orderings. The real moduli spaceM0,n(R)
is known to have (n−1)!/2 connected components corresponding to different orderings (up to
the dihedral symmetry), and we denote each such component with ordering α by M+0,n(α).
We denote the canonical form for it to be ω(α), and it is natural to consider integrating
ω(β) over M+0,n(α). Similarly we consider ω(α), ω∗(β) in the integral over M0,n(C) (with
Koba-Nielsen factor mod squared):
In(α|β) := (α′)n−3
∫
M+0,n(α)
ω(β)
∏
ab
|(ab)|α′sab , (8.17)
Iclosedn (α|β) := (−
α′
2pii
)n−3
∫
M0,n(C)
ω(α)ω∗(β)
∏
a,b
|(ab)|2α′sab , (8.18)
Let’s apply our general discussion to such “off-diagonal” open-string integrals and closed-
string integrals11. We have seen that for the same shifts the leading order for closed-string
integrals is identical to the open case, so we will focus on the closed-string case.
We fix α = (12 · · ·n), and consider all possible β. This correspond to the formula above
with d = n−3, and we choose zi’s to be positive parametrization for ordering α, introduced
in Section 5; the shifts in z¯i’s and polynomials Pa,b(z¯), which we denote as ni and na,b, are
determined by the ordering β:
I(α|β) = (− α
′
2pii
)n−3
∫
Cn−3
n−2∏
i=2
dzidz¯i
|zi|2
n−2∏
i=2
z
α′Xi,n
i z¯
α′Xi,n+ni
i
∏
a,b
pa,b(z)
−α′ca,bpa,b(z¯)−α
′ca,b−na,b
(8.19)
where we recall that Pa,b(z) = 1 +
∑b−1
j=a+1
∏j
i=a+1 zi. If we have β = α, i.e. the mod-squared
integral considered above, then all shifts are zero, ni = na,b = 0. For β 6= α, the shifts can be
easily read off from the ratio of Parke-Taylor forms, ω(β)/ω(α), which is a SL(2)-invariant
function of z¯i’s. It is straightforward to see that ni and na,b and take values only in {0, 1}.
Let’s spell out some explicit examples for n = 4, 5.
Example 8.2. For n = 4 there is essentially only one non-trivial example different from
the mod-squared integral. However, we can get slightly different presentations as an integral
of the form (8.13). Let us take α = (1234) where M0,4 is parametrized as (z1, z2, z3, z4) =
11The open-string integals have appeared in the context of Z theory [38, 43, 44], and both have appeared
in the study of single-valued projection [45, 46].
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(0, 1, z,∞) as in Section 1, with Parke-Taylor form ω(α) = dz/z. For β = (1324), we have
ω(β) = dzz(1+z) =
1
1+zω(α), and
I(1234|1324) = (− α
′
2pii
)
∫
C
dzdz¯
|z|2 z
α′X z¯α
′X(1 + z)−α
′c(1 + z¯)−α
′c−1. (8.20)
By (8.7) and (8.16) the leading order of the integral is given by the canonical function of a
ray X ∈ [0,∞); equivalently, the Minkowski sum in question is ∞[0, 1]−X = [−X,∞), and
the dual is [− 1X , 0] which has volume 1/X.
For β = (1342), we have ω(β) = − dz1+z = − z1+zω(α), and
I(1234|1342) = ( α
′
2pii
)
∫
C
dzdz¯
|z|2 z
α′X z¯α
′X+1(1 + z)−α
′c(1 + z¯)−α
′c−1. (8.21)
The Minkowski sum we should consider is lim~→∞−(X+~)+(c+~)[0, 1] which is somewhat
subtle because of the presence of both ~ and −~. It is simpler to consider the piecewise linear
function on Z-space,
f(Z) = lim
~→∞
((X + ~)Z − (c+ ~) min(0, Z)) (8.22)
which takes the value (X − c)Z when Z < 0 and the value ∞ when Z > 0. Thus, with our
regularization, the integral (8.21) converges when (X − c) < 0 and the leading order is equal
to 1/(X − c).
Example 8.3. For n = 5, things get even more interesting. To be explicit, let’s write (8.19)
again for n = 5 (omitting the factor of ( α
′
2pii)
2):∫
C2
d2z2d
2z3
|z2|2|z3|2 z
α′X2,5
2 z
α′X3,5
3 (1 + z2)
−α′c1,3(1 + z3)−α
′c2,4(1 + z2 + z2z3)
−α′c1,4 (8.23)
× z¯α′X2,5+n22 z¯α
′X3,5+n3
3 (1 + z¯2)
−α′c1,3−n1,3(1 + z¯3)−α
′c2,4−n2,4(1 + z¯2 + z¯2z¯3)−α
′c1,4−n1,4 ,
where the shifts n2, n3, n1,3, n2,4, n1,4 depend on β.
We first consider β = (12435). Then ω(β) = 11+z¯3ω(α), so the only non-zero shift is
n2,4 = 1. In the Minkowski sum (see Figure 7) we see the interval in X3,5 direction becomes
a ray, while the other two pieces remain finite, thus the resulting shape is an unbounded
quadrilateral with vertices (0, 0) and (0, c1,3 +c1,4) (the other two vertices are sent to infinity).
The canonical function at (X2,5, X3,5) is given by
lim
α′→0
I(12345|12435) = − 1
X3,5
(
1
X2,5
+
1
c1,3 + c1,4 −X2,5
)
. (8.24)
Equivalently, the dual polytope after translating by −(X2,5, X3,5), is given by the product of
intervals [−1/X3,5, 0] and [−1/X2,5, 1/(c1,3 + c1,4 −X2,5)]. Its area gives the same result.
For some other orderings, such as β = (13245) or (12354) etc., we also end up with an
unbounded quadrilateral which has two vertices at infinity, though the shifts look different.
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X35
X25
c1,3+c1,4
X35
X25
Figure 7: Unbounded polyhedra appearing for β = (12435) and β = (13425).
A distinct type of ordering is given by e.g. β = (13425), for which we have n1,3 = n2,4 = 1
and others vanish. The Minkowski sum involves the finite triangle with two rays in the X2,5
and X3,5 directions, and the result is the first quadrant in X2,5, X3,5 space, see Figure 7. The
canonical function at (X2,5, X3,5) is
lim
α′→0
I(12345|13425) = 1
X2,5X3,5
. (8.25)
Equivalently we can translate it by −X2,5 and −X3,5, and the dual of the cone is given by
the product of [0, 1/X2,5] and [0, 1/X3,5], whose area gives the same result.
Similarly if we consider β = (12534), the shifts are different but the Minkowski sum of
all factors again gives a cone, and the dual is given by [−1/(c1,3+c1,4−X2,5), 0]× [−1/X3,5, 0].
The area gives the correct leading order, 1X3,5(c1,3+c1,4−X2,5) .
Finally, let’s consider the ordering β = (13524), which has all shifts one, n2 = n3 =
n1,3 = n2,4 = n1,4 = 1. It is clear that the Minkowski sum of all factors give the entire space,
thus the volume of the dual vanishes. This is the only ordering for n = 5 (out of 12 in total),
for which the leading order of the integral vanishes.
We remark that both the leading order of In(α|β) and that of Iclosedn (α|β) is given by
m(α|β). More importantly, these (unbounded) polyhedra are identical to the ABHY realiza-
tion for α 6= β which has facets at infinity. They have been discussed in Section 3 of [15], and
their dual volumes has also been studied in [47]. Here, we see that these unbounded polytopes
and their dual volumes naturally appear as limits of Minkowski sums and their duals.
9 Big polyhedron and dual u-variables
Let us return to our general integral of the form
I(X, {c}) =
∫
Rd>0
d∏
i=1
dxi
xi
xα
′Xi
i
m∏
I=1
pI(x)
−α′cI (9.1)
We would like to re-express this integral in a way which makes the convergence properties
completely manifest. We will first describe this in a completely pedestrian way, recognizing
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the role of an important “big polyhedron” in the large (d + m)-dimensional space of all the
variables (X, {c}), before giving a much more elegant treatment in terms of tropical functions.
9.1 Big polyhedron and u-variables
We know that I(X, {c}) is convergent when X is contained inside the Minkowski sum P =∑
cIPI where PI = N[pI(x)] are the Newton polytopes of the polynomials pI(x). This
enforces N linear inequalities on the (Xi, cI), where F is the number of facets of P. Let’s
define SJ to be the r = (d + m)-dimensional vector SJ = (−X1, . . . ,−Xd, c1, . . . , cm). The
polytope P is cut out by equations of the form W Ja SJ ≥ 0 for a = 1, . . . , N ranging over all
facets of P. For ease of notation we will write the above integral as
I(S) =
∫
Rd>0
d∏
i=1
dxi
xi
∏
J
pJ(x)
−α′SJ (9.2)
and for the integral to be convergent, we must have W Ja SJ ≥ 0 for all a.
Now, so far our polytopal discussions have focused on the d-dimensional polytope associ-
ated with Minkowski sums etc. But we now see there is another natural polytope, in a larger
space. This “big polytope” B or more properly, big polyhedron, since it is unbounded,
lives in r = d+m dimensions, and we have just described how to cut it out with inequalities
W Ja SJ ≥ 0. As always, it is also natural to think of the dual, vertex-based description of B,
as the convex hull of a collection of v ≥ r vertices V AJ , for A = 1, · · · v. Any S inside B can be
written as SJ = UAV
A
J with UA ≥ 0. Thus, we have a way of parameterizing our integral as∫
Rd>0
∏ dxi
xi
∏
A
(uA)
α′UA whereuA =
∏
J
p
V AJ
J , and UA > 0 (9.3)
In this way, we have traded the variables SJ , which satisfy complicated conditions for con-
vergence of the integral, for a new set of variables UA, which must merely be positive for
convergence. These are also associated with the new “u-variables” uA defined above.
In general, the big polyhedron B is not a simplex, which means that there is no unique
way of writing SJ as a positive linear combination of the vertices V
A
J . In this case the uA
variables are not independent, and satisfy multiplicative (monomial) relations. But there
do exist special situations where B is a simplex (or more precisely, a simplicial cone). Note
this is quite non-trivial: in the language of our usual d-dimensional polytope P written as a
Minkowski sum of m summands, we must have that the number of summands m is equal to
N−d, where N is the number of facets of the Minkowski sum P. This turns out to happen for
the ABHY realizations of all generalized associahedra associated with all finite-type cluster
algebras. In this case, the variables uA are all independent, and furthermore, every facet of
P can be associated with a single uA going to zero, giving a “binary” geometry associated
with these cluster algebras we will describe in [23, 24].
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9.2 The u-variables for the open-string amplitude
Let us illustrate the construction of u-variables and the big polyhedron for the n = 5 ABHY
associahedron described in Section 5. To begin with the integral is parametrized by the five
variables (X25, X35, c13, c14, c24). The five facets of the polygon are cut out by X25 > 0, X35 >
0 as well as X13 := c13 +c14−X25 ≥ 0, X14 := c14 +c24−X35 ≥ 0, X24 := c24 +X25−X35 ≥ 0.
We have the special situation where the number of variables in the exponents of the integral
(5) exactly matches the number of faces of the Minkowski sum polytope (also 5). The U -
variables in this case are nothing but all the Xij , and to determine the associated uij , we
must simply invert and solve for (X25, X35, c13, c14, c24) in terms of (X25, X35, X13, X14, X24).
Of course this inversion is directly what is given by the ABHY subspace, that tells us cij =
Xij +Xi+1j+1 −Xij+1 −Xi+1j ! Thus we find
In=5 =
∫
R2>0
dy2
y2
dy3
y3
∏
u
α′Xij
ij (9.4)
with
u13 =
1
p13
=
1
1 + y2
, u14 =
p13
p14
=
1 + y2
1 + y2 + y2y3
, u24 =
p14
p13p24
=
1 + y2 + y2y3
(1 + y2)(1 + y3)
,
u25 =
y2p24
p14
=
y2(1 + y3)
1 + y2 + y2y3
, u35 =
y3
p24
=
y3
1 + y3
(9.5)
Quite beautifully, each of the massless poles of I5 where some Xij → 0, is associated with
a region in integration space where the corresponding uij → 0. Indeed, the uij have a striking
property of providing a perfect binary representation of the geometry of the pentagon, which
can be verified from the relations
u13 + u24u25 = 1, + cyclic (9.6)
Note all the uij are positive functions on R2>0 and by the above they are also smaller than
one. But then when e.g. u13 → 0, the u′s associated with the incompatible facets X24, X25
of the pentagon, are forced to go to 1.
The same analysis holds for all n, where we begin with the integral
In =
∫
Rn−3>0
dy2
y2
· · · dyn−2
yn−2
∏
i
yα
′Xin
i
∏
pij(y)
−α′cij (9.7)
Writing cij = Xij +Xi+1j+1 −Xij+1 −Xi+1j , and recognizing ω = dy2y2 · · ·
dyn−2
yn−2 as the usual
Parke-Taylor canonical form, we can write this more invariantly as
In =
∫
Rn−3>0
ω
∏
1≤i<j−1<n
u
α′Xi j
i j (9.8)
where the uij can be written gauge-invariantly as the cross-ratios
ui j =
(i−1 j)(i j−1)
(i−1 j−1)(i j) (9.9)
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The uij satisfy the remarkable equation:
ui j +
∏
(k l) crossing (i j)
uk l = 1 (9.10)
where the product is over all chords (k l) crossing (i j). Once again, given ui j > 0 these
equations also tell us that all the u’s are bounded between 0 and 1. But if a single ui j → 0,
we learn that the u variables associated with the incompatible chords of the polygon that
cross (i j) must be sent to 1! As already mentioned, this phenomenon generalizes to all the
integrals associated with finite-type cluster algebras–there are a set of “u” variables that
provide a perfect, binary realization of the geometry of the polytope, see also Section 10.3.
The u-presentation of the string integral is in every way superior to the usual Koba-
Nielsen presentation. It is completely gauge-invariant, while the Koba-Nielsen formula has
an SL(2) gauge redundancy. Furthermore, the convergence properties as well as the structure
of the poles, and in particular the crucial factorization of the integral on massless poles, even
for finite α′, is made completely obvious in the u-presentation, but takes a bit more analysis
to see in the usual Koba-Nielsen form. We will discuss cluster-generalization of the u-space,
called the cluster configuration space (see Section 10.3), and associated generalized particle
and string amplitudes in [23, 24].
Note that the most basic phenomenon we needed for the u-variables to all be independent,
is that the big polyhedron B is a simplex. This is a very special requirement, but can be
satisfied more widely than in our favorite illustrative examples. For instance, let’s return to
our n = 5 integrand, and slightly modify the polynomials p13, p14, p24 without changing the
shape of their Newton polytope. For instance, we can just change p13 = 1+y2 to p13 = 1+ay2
for a general positive constant a. We still have 5 independent u’s that we denote as uˆij ’s, and
indeed the expressions for the uˆij expressed in terms of y2, y3 and the pij ’s are unchanged
and the B will still be a simplex. But the magical “binary” property is deformed for a 6= 1.
For instance we find that
uˆ13 + uˆ24uˆ25 =
1 + 2y2 + ay
2
2
(1 + (a+ 1)y2 + ay22)
(9.11)
As a → 1, the right hand side becomes exactly equal to one, but not for general a. Note
interesting that the right-hand side is “almost” equal to one, in the sense that it is given by
a ratio of polynomials P/Q, whose Newton polytopes are identical, so that in all extremes of
the domain of integration the ratio is indeed equal to one12. Thus, we see that the u-variables
can exists in a more general setting than (generalized) associahedra, but there is something
extra special about the perfectly binary character of the u equations in the case of cluster
polytopes.
12Equivalently, we can say that the piecewise-linear functions Trop(P ) and Trop(Q) are equal.
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9.3 Example: G+(3, 6)/T vs. D4
Let us further illustrate these ideas by giving the u-variable description of the stringy canonical
form for the D4 cluster polytope, which can be specialized to give the form for the G+(3, 6)/T
polytope.
We follow the same steps described above in finding the D4 polytope and the u variables:
we choose a positive parametrization of G+(3, 6)/T and perform the Minkowski sum of the
summands associated with minors and the two cross-products. Doing this yields a simple
polytope with 16 facets, exactly as needed for the big polyhedron B to be a simplex. We then
invert to solve for the 16 u-variables. The integral is then given as
ID4 = α′4
∫
R4>0
ω
16∏
J=1
uα
′XJ
J (9.12)
where ω is the canonical form for G+(3, 6)/T and the 16 uI are given as
u13 =
(2× 3, 4× 5, 6× 1)
(245)(136)
, u24 =
(246)(345)
(245)(346)
, u31 =
(1× 2, 3× 4, 5× 6)
(125)(346)
, u42 =
(126)(135)
(125)(136)
u1 =
(135)(456)
(145)(356)
, u2 =
(2× 3, 4× 5, 6× 1)
(146)(235)
, u3 =
(123)(246)
(124)(236)
, u4 =
(1× 2, 3× 4, 5× 6)
(134)(256)
u˜1 =
(135)(234)
(134)(235)
, u˜2 =
(2× 3, 4× 5, 6× 1)
(145)(236)
, u˜3 =
(156)(246)
(146)(256)
, u˜4 =
(1× 2, 3× 4, 5× 6)
(124)(356)
u12 =
(235)(145)(136)
(135)(2× 3, 4× 5, 6× 1) , u23 =
(236)(146)(245)
(246)(2× 34× 56× 1) ,
u34 =
(124)(256)(346)
(246)(1× 2, 3× 4, 5× 6) , u41 =
(134)(356)(125)
(135)(1× 2, 3× 4, 5× 6) (9.13)
The labels ui, u˜i, uij for i, j = 1, . . . , 4 have been give for ease of comparison with the D4
cluster algebra, which manifest a cyclic rotation i→ i+ 1; the reader unfamiliar with cluster
algebras can just ignore this and treat them as dummy indices for the sixteen u’s.
The u-variables further remarkably satisfy a set of 16 non-linear equations, giving a
“binary” representation of the D4 cluster polytope [24]:
u1 + u˜4u˜3u˜2u23u34u24 = 1 , +cyclic
u˜1 + u4u3u2u23u34u24 = 1, +cyclic
u42 + u13u31u23u34u3u˜3 = 1, +cyclic
u12 + u23u
2
34u41u24u31u3u˜3u4u˜4 = 1 , +cyclic
(9.14)
These equations capture all the mutual compatibilties between the facets of the polytope.
For instance, from the first equation, we learn that the exponent variable X1 is incompatible
with X˜3, X˜2, X23, X34, X24 but compatible with the rest of the X variables.
From here we can immediately write the expression for α′ → 0 limit of the integral
(the canonical function of the D4 polytope): since the polytope is simple, it is just given by
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∑
a,b,c,d
1
XaXbXcXd
for all quadruplets of mutually compatible (Xa, Xb, Xc, Xd), giving a sum
of 50 terms, one for each vertex of the polytope:
1
X1X2X3X4
+
1
X13X31X1X3
+
1
X24X42X2X4
+
(
1
X31X3X4X1
+ cyclic
)
+
(
1
X1X2X12X13
+
1
X1X2X12X42
+ cyclic
)
+ (Xi ↔ X˜i)
+
1
X1X˜1
(
1
X31X41
+
1
X31X13
+
1
X12X42
+
1
X41X42
+
1
X12X13
)
+ cyclic (9.15)
From here, it is easy to get the canonical form for the polytope P(3, 6) from the G+(3, 6)/T
integral. Note that the power of (1 × 2, 3 × 4, 5 × 6) in the integral is given by X31 + X4 +
X˜4 −X41 −X34, while that of (2 × 3, 4 × 5, 6 × 1) is given by X13 + X2 + X˜2 −X12 −X23.
Thus to obtain the form for G+(3, 6)/T , we simply take the above expression for D4, and
substitute X31 → X41 +X34 −X4 − X˜4 and X13 → X12 +X23 −X2 − X˜2.
Note that the polytope P(3, 6) is smaller than the D4 polytope, with 48 vertices and 98
edges in place of the 100 edges and 50 vertices of D4. Furthermore, while the D4 polytope
is simple, the polytope P(3, 6) is not: two pairs of vertices connected by an edge in D4 have
been contracted to a point. See [48] for further related discussion.
9.4 Big polyhedron from tropical functions
We consider a general integral of the form
I(S) :=
∫
Rd>0
d∏
i=1
dxi
xi
r∏
J=1
pJ(x)
−SJ (9.16)
where pJ(x) are subtraction-free Laurent polynomials. Let P = P1 + P2 + · · · + Pr be the
Minkowski sum of the Newton polytopes PJ = N[pJ(x)], and we assume that P is full-
dimensional. Let N (P) denote the normal fan of P and let r1, . . . , rN denote the lattice
generators of the rays of N (P), where N is also equal to the number of facets of P.
Let us consider the vector space
V{pJ (x)} = V{p} :=
{
r∑
J=1
−SJTrop(pJ(x)) | SJ ∈ R
}
(9.17)
of piecewise-linear functions that are linear combinations of the functions Trop(pJ(x)). Since
each f(X) ∈ V{p} is linear when restricted to a maximal cone Cv ∈ N (P), the function f is
uniquely determined by its value f(rA) on each of the ray generators rA. Thus V{p} ⊆ RN is
naturally embedded in a vector space of dimension N . Let us call the set {pJ(x)} of Laurent
polynomials a complete set for N , or simply complete, if V{p} = RN , and irredundant if
r = dim(V{p}). (If {pJ(x)} is redundant, we can always replace {pJ(x)} by an irredundant
subset without changing V{p}.)
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Now define the big polyhedron as the cone of nonnegative tropical functions
C{pJ (x)} = C{p} :=
{
f ∈ V{p} | f ≥ 0
}
= V{p} ∩ RN≥0. (9.18)
The cone C{p} is exactly the cone of functions Trop(R(x)) for nearly convergent integrands
R(x), as in Section 4.2. When {pJ(x)} is complete, the cone C{p} is simply the simplicial cone
RN≥0. For each generator rA, let us denote by δA the piecewise-linear function determined by
δA(rB) =
{
1 if A = B,
0 otherwise.
(9.19)
The functions δA form a basis for C{p} when {pJ(x)} is complete. In this case, we denote by
uA for the product of pJ(x)-s satisfying Trop(uA) = δA. (In our examples, uA is a rational
function, but this is not true in all cases.)
9.5 Simple polytopes and complete integrands
Let N be the normal fan of a (full-dimensional) lattice polytope. We now prove that a
complete set of subtraction-free Laurent polynomials {pJ(x)} can be found for N exactly
when N is the normal fan of a simple polytope. Suppose first that N is not simplicial, so
that it has a maximal cone Cv which has extremal rays with lattice generators rA1 , . . . , rAc ,
where c > d. A function f is linear on Cv if and only if the values f(rA1), . . . , f(rAc) satisfy
the same linear relations that rA1 , . . . , rAc do. This shows that V{p} can never be equal to
RN .
Conversely, let us suppose that N is simplicial. If {pJ(x)} is not complete, then all
vectors g ∈ V{p} satisfy some linear relation, say L · g = 0. Let Q be a lattice polytope
with normal fan equal to N (Q) = N . After replacing Q by kQ for some large integer k,
we can find a lattice polytope Q′ such that all but one chosen facet of Q′ and Q are in the
same position. Denote by Trop(Q) the tropicalization of some monic Laurent polynomial
q(x) satisfying Q = N[q(x)]. If L ·Trop(Q) = 0, it is easy to find such a deformation Q′ such
that L · Trop(Q′) 6= 0. Thus, including q′(x) in our integrand will increase the dimension of
V{p}. Repeating, this allows us to construct a complete set {pJ(x)}.
We know of some natural examples of complete integrands. First, any lattice polygon in
R2 is simple, and thus we can always find a complete (and irredundant) integrand. Next, as
explained in Section 9.2, the open-string integrals are complete and the functions uA are the
uij given in (9.9). We shall further show in [23] that for any Φ, the cluster string integral IΦ
is complete and irredundant. Here, we work out two examples, one cluster, and one not.
Example 9.1 (Cluster string integral for B2). We consider the integral (6.5). As mentioned
in Section 6.1, the Minkowski sum P is the hexagon drawn in Figure 5. The tropicalizations
of the six rational functions x, y, 1/(1+x), 1/(1+y), 1/(1+x+xy), and 1/(1+x+2xy+xy2)
are:
f1 = X f2 = Y f3 = −min(0, X)
f4 = −min(0, Y ) f5 = −min(0, X,X + Y ) f6 = −min(0, X,X + 2Y ). (9.20)
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The lattice generators of the rays of N are the following six vectors:
r1 = (1, 0) r2 = (0, 1) r3 = (−1, 0)
r4 = (0,−1) r5 = (1,−1) r6 = (2,−1). (9.21)
The 6 × 6 matrix M = (fi(rj)) has determinant 1 and thus our integral is complete and
irredundant as claimed. M and its inverse are given by
M =

1 0 −1 0 1 2
0 1 0 −1 −1 −1
0 0 1 0 0 0
0 0 0 1 1 1
0 0 1 1 0 0
0 0 1 2 1 0

M−1 =

1 0 0 −2 0 1
0 1 0 1 0 0
0 0 1 0 0 0
0 0 −1 0 1 0
0 0 1 0 −2 1
0 0 0 1 1 −1

. (9.22)
Reading the columns of M we obtain the facet inequalities of the hexagon in Figure 5:
X ≥ 0 Y ≥ 0 c1 + c3 + c4 −X ≥ 0
c2 + c3 + 2c4 − Y ≥ 0 X − Y + c2 + c4 ≥ 0 2X − Y + c2 ≥ 0 (9.23)
Reading the rows of M−1 we obtain the u-variables:
u1 =
x(1 + y)2
1 + x+ 2xy + xy2
u2 =
y
1 + y
u3 =
1
1 + x
u4 =
1 + x
1 + x+ xy
u5 =
(1 + x+ xy)2
(1 + x)(1 + x+ 2xy + xy2)
u6 =
1 + x+ 2xy + xy2
(1 + y)(1 + x+ xy)
(9.24)
Thus for example Trop(u1) = X + 2 min(0, Y )−min(0, X,X + 2Y ) = δ1 takes value 1 on r1
and 0 on the other rA-s. A direct calculation shows that we have
u1 + u3u
2
4u5 = 1 and u2 + u4u5u6 = 1 (9.25)
and the same identity cyclically shifting indices by two. These equations are the B2 = C2-
analogues of (9.10) and will be established for general cluster string integrals in [23, 24].
Example 9.2 (Heptagon). We give a non-cluster example that is complete and irredundant.
Consider the integral
I =
∫
R2>0
dx
x
dy
y
xAyB(1 + x)C(1 + y)D(1 + x+ y)E(1 + x+ xy)F (1 + y + xy)G. (9.26)
The normal fan N is drawn in Figure 8. The tropicalizations of the seven polynomials are
the following seven functions:
f1 = X f2 = Y f3 = min(0, X) f4 = min(0, Y )
f5 = min(0, X, Y ) f6 = min(0, X,X + Y ) f7 = min(0, Y,X + Y ). (9.27)
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Figure 8: The normal fan of the heptagon.
The lattice generators of the rays of N are the following vectors:
r1 = (1, 0) r2 = (0, 1) r3 = (−1, 1) r4 = (−1, 0)
r5 = (−1,−1) r6 = (0,−1) r7 = (1,−1). (9.28)
The 7× 7 matrix
(fi(rj)) =

1 0 −1 −1 −1 0 1
0 1 1 0 −1 −1 −1
0 0 −1 −1 −1 0 0
0 0 0 0 −1 −1 −1
0 0 −1 −1 −1 −1 −1
0 0 −1 −1 −2 −1 0
0 0 0 −1 −2 −1 −1

(9.29)
is non-singular with determinant −1 and thus our {pJ(x)} is complete and irredundant.
Inverting this matrix and reading the rows, the rational functions uA, A = 1, 2, . . . , 7 are
given by the following subtraction-free rational functions:
u1 =
x(1+y)
1+x+xy u2 =
y(1+x)
1+y+xy u3 =
1+y+xy
(1+x)(1+y) u4 =
(1+x)(1+y)2
(1+x+y)(1+y+xy)
u5 =
1+x+y
(1+x)(1+y) u6 =
(1+x)2(1+y)
(1+x+y)(1+x+xy) u7 =
1+x+xy
(1+x)(1+y) . (9.30)
Thus for example Trop(u3) = min(0, Y,X + Y )−min(0, X)−min(0, Y ) = δ3 takes the value
1 on r3 and 0 on all other rA.
10 Tropical compactification
The moduli space M0,n(R) of n-points on the Riemann sphere has a well-known (Deligne-
Knudsen-Mumford) compactification M0,n(R), which is smooth with normal-crossing divi-
sors, the latter being an algebro-geometric avatar of the fact that the associahedron is a
simple polytope. The complementM0,n(R) \M0,n(R) consists of 2n−1−n−1 boundary com-
ponents, of which only n(n−3)/2 (those that touch M+0,n in codimension one) are associated
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to the facets of the associahedron An−3. The union of M0,n(R) and these n(n−3)/2 is a
space M′0,n(R) satisfying
M0,n(R) (M′0,n(R) (M0,n(R). (10.1)
The space M′0,n(R) has a stratification with the same combinatorics as that of the associ-
ahedron An−3, and was studied in [19]. In this section, we construct two spaces U◦ ⊂ U ,
associated to any stringy canonical form which are analogues of the two spacesM0,n (M′0,n.
In particular, we obtain purely “synthetic” constructions of M0,n and M′0,n with only the
string integral In as input.
10.1 U , U◦ and U≥0
We consider a general integral of the form (9.16). Let P = P1+P2+· · ·+Pr be the Minkowski
sum of the Newton polytopes, and we assume P to be full-dimensional. The integrand
R(x) =
∏
J pJ(x)
−SJ is called convergent (respectively, nearly convergent) if Trop(R(x)) is
positive (respectively, nonnegative), and it is called integral if R(x) belongs to the ring of
rational functions C(x). For example, if p(x) = x2, then R(x) = p(x)1/2 would still be
integral. We now define two subrings C[U ] ⊂ C[U◦] inside the ring of rational functions C(x):
C[U ] := C[R(x) | R(x) is integral and nearly convergent] ⊂ C(x)
C[U◦] := C[R(x) | R(x) is integral] ⊂ C(x). (10.2)
And let U = Spec(C[U ]) and U◦ := Spec(C[U◦]) be the corresponding affine schemes.
For simplicity, we now suppose that pJ(x) = xJ for J = 1, 2, . . . , d. Then we have
C[U◦] = C[U ][x±11 , . . . , x
±1
d ]. In particular, U
◦ is an open subset of the torus (C×)d whose
coordinates are x1, . . . , xd, and both U and U
◦ are irreducible. Since we assumed pJ(x) to
be subtraction-free, any monomial R(x) is defined on the positive part Rd>0 ⊂ (C×)d. We
conclude that
Rd>0 ⊂ U◦(R) ⊂ U(R). (10.3)
Let U≥0 denote the closure of Rd>0 in U(R). We call U≥0 the tropical compactification. As
we shall show in Section 10.4, the affine variety U is an affine open subset of the projective
toric variety XP and U≥0 is diffeomorphic to the polytope P . The rings C[U ] and C[U◦] are
finitely-generated integral domains.
Example 10.1. Let I = In be the open-string integral. As explained in Section 9, the nearly
convergent integrands in this case form a simplicial cone, with generators given by the uij of
(9.9). In this case, we have C[U ] = C[ui j ] and C[U◦] = C[u±1i j ], and the two spaces U and U◦
are M′0,n and M0,n respectively. The tropical compactification U≥0 is equal to the closure
of M+0,n in M0,n(R) and is diffeomorphic to an associahedron An−3. The ring C[U ] has the
presentation
C[U ] = C[ui j ]/(ui j +
∏
(k l) crossing (i j)
uk l − 1) (10.4)
where the ideal is generated by the relations (9.10).
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10.2 Stratification
The space U≥0 has a stratification
U≥0 =
⊔
F a face of P
UF (10.5)
indexed by faces F of P. The strata UF are defined as follows. Recall the cones CF of the
normal fan N (P) defined in Section 2.2. A point u belongs to UF if it satisfies the following
condition for any nearly convergent monomial R(x),
R(u) is
{
0 if Trop(R(x)) > 0 on the relative interior of the cone CF
> 0 if Trop(R(x)) = 0 on the relative interior of the cone CF .
(10.6)
Here, we consider P to be a face of P with CP = {0}, and we have UP = U>0 = Rd>0. We can
think of the points in UF as follows. Let λ = (λ1, . . . , λd) be an integer point in the relative
interior of CF . Then u = limt→∞(tλ1 , . . . , tλd) ∈ U≥0 belongs to UF . In the other direction,
suppose that we are given a point in u ∈ U≥0. Then we can find an analytic curve γ : [1,∞)→
U>0 such that limt→∞ γ(t) = u. Then γ(t) = (c1tλ1 + O(tλ1+1), . . . , cdtλd + O(tλd+1)) where
ci > 0 and if λ = (λ1, . . . , λd) lies in the relative interior of CF , we have u ∈ UF . Another
description of this same stratification will be explained in Section 10.4.
10.3 The cluster configuration space
Let us now take I = IΦ to be the cluster string integral (6.3). We obtain two spacesM′Φ = U
andMΦ = U◦ that we call cluster configuration spaces, generalizing the construction ofM′0,n
and M0,n of Example 10.1. These spaces will be studied in [23], but here we list some of
the main properties. BothMΦ andM′Φ are affine algebraic varieties, with the latter being a
partial compactification of the former. The space M′Φ is equipped with a stratification that
is indexed by faces of the generalized associahedron P(Φ): the top-dimensional open strata is
simply MΦ and there are N(Φ) codimension one strata, indexed by the facets of P(Φ). The
space M′Φ is smooth, and the boundary stratification is simple normal-crossing.
The ring C[M′Φ] = C[U ] is generated by distinguished variables uγ , for γ ∈ Γ (in bijection
with the cluster variables xγ of A(Φ)). The uγ take values in [0, 1] on U≥0 and satisfy relations
of the form
uγ +
∏
δ
u
aγδ
δ = 1 (10.7)
generalizing (9.10) and (9.25). Here, aγδ ∈ Z≥0 is the compatibility degree. The stratification
(10.5) follows from (10.7): if uγ = 0 then uδ = 1 for all δ ∈ Γ such that aγδ 6= 0. Thus, if we
have both uγ = 0and uγ′ = 0 then γand γ
′ must index compatible cluster variables. A face
F ⊂ P(Φ) of the generalized associahedron corresponds to a set {γ1, γ2, . . . , γc} of compatible
cluster variables; the stratum UF is then given by uγ1 = uγ2 = · · · = uγc = 0.
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10.4 Proof of properties of U and U≥0
Associated to any lattice polytope Q is a projective toric variety XQ that depends only on
the normal fan of Q. In particular, XQ = XrQ for any integer r > 0. A lattice polytope Q
is called very ample if for sufficiently large integers r > 0, every lattice point in rQ is a sum
of r (not necessarily distinct) lattice points in Q. When Q is very ample with lattice points
v1,v2, . . . ,vr, we can describe XQ as the closure of the image of the map
(C×)d → Pr−1 given by (x1, . . . , xd) 7→ [xv1 : xv2 : · · · : xvr ] (10.8)
inside Pr−1. It is known that if Q is any lattice polytope, then kQ is very ample for some k.
Thus by replacing Q by kQ, any projective toric variety can be described as the closure of a
monomial map in the above way.
Now suppose that Q is very ample and fix Q(x) to be a subtraction-free Laurent poly-
nomial with Newton polytope equal to Q. The equation Q(x) = 0 cuts out a hypersurface
in XQ, which is given by the intersection of XQ and a hyperplane HQ inside Pr−1. Let us
denote by X ′Q := XQ \HQ the open subset of XQ where Q(x) does not vanish. The variety
X ′Q is affine: it is a closed subvariety of the affine space Cr−1 ⊂ Pr−1 given by HQ 6= 0. If
y1, . . . , yr denote the homogeneous coordinates of Pr−1, the coordinate ring of the affine space
{HQ 6= 0} ' Cr−1 is given by C[y1/HQ, . . . , yr/HQ] (these generators satisfy a single linear
relation). Thus the coordinate ring of X ′Q is given by
C[X ′Q] = C
[
xv1
Q(x)
, . . . ,
xvr
Q(x)
]
⊂ C(x), (10.9)
where v1,v2, . . . ,vr are the lattice points in Q.
Let p(x) be the product of all the Laurent polynomials pJ(x). Its Newton polytope is P.
Let r be such that rP is very ample. We claim that
C[U ] = C
[
xu
p(x)r
| u is a lattice point in rP
]
. (10.10)
Since xu/p(x)r is clearly a nearly convergent monomial, the RHS of (10.10) is contained
in the LHS. Now suppose that R(x) = A(x)/B(x) is any nearly convergent integrand. The
denominator B(x) divides p(x)kr for sufficiently large k, so we may write R(x) = A˜(x)/p(x)kr
for some polynomial A˜(x). Let xu be some monomial appearing in A˜(x). Then u is a lattice
point in krP, and since rP is very ample, we have u = u1 + u2 + · · · + uk where ui are
lattice points in rP. Thus xu/p(x)kr = (xu1/p(x)r)(xu2/p(x)r) · · · (xuk/p(x)kr) belongs to
the RHS, and summing over monomials in A˜(x), we obtain the equality of (10.10).
Setting Q = rP, we conclude from (10.9) that U is isomorphic to the affine open subva-
riety X ′P of XP = XrP given by p(x)
r 6= 0. Furthermore, U◦ ⊂ U is the intersection X ′P ∩ T
where T denotes the open subtorus in XP . We have shown that U is an affine open subvariety
of the toric variety XP .
The nonnegative part XP,≥0 of XP is the closure of Rd>0 ⊂ T inside XP . Since p(x)
is subtraction-free with Newton polytope equal to P, the function p(x) does not vanish on
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XP,≥0. Thus under the isomorphism U ' XP , the tropical compactification U≥0 is identified
with the positive part XP,≥0. It is well known (see [6, 49]) that XP,≥0 is diffeomorphic to
the polytope P, and is in particular compact. The faces of P correspond to the strata UF
described in Section 10.2.
11 Conclusion and Discussion
We have proposed for any (rationally-realizable) polytope, a class of integrals which provide
a new intrinsic definition of it’s canonical form, naturally deformed by a “string scale” α′,
with many properties reminiscent of string amplitudes. Both the convergence properties and
the leading order in α′ expansion of the stringy canonical form (1.3) are controlled by the
Minkowski sum of the Newton polytopes of its regulating polynomials. The integral shares
properties of ordinary string amplitudes at finite α′, and the α′ → 0 limit gives the canonical
form of the polytope we are interested in. This is equivalently computed as the volume of
the dual polytope, which is a halfspace cut out by the tropicalization of the integrand. The
“scattering equations” from α′ → ∞ provide a diffeomorphism from the integration domain
to the polytope, and thus a pushforward formula for its canonical form. Among the new
integrals we propose are the cluster string integrals that will be studied further in [23, 24],
and the Grassmannian string integrals [26].
There are numerous unanswered questions and new avenues for explorations exposed by
our preliminary investigations. To begin with, while we provide a geometric understanding
for the leading order of any stringy integral, there is an obvious question about higher orders
in the Laurent expansion in α′. As familiar from string amplitudes, the higher order terms in
the expansion involve periods and are transcendental rather than rational numbers. Unlike
the leading order, they depend on coefficients in the integrands and cannot be determined
by convex geometry alone: we expect that these higher orders have both a combinatorial
component and a transcendental component. It would be fascinating to understand how the
number-theoretic structure in the α′-expansion of the integral is encoded in the polynomials.
For example, for what polynomials do we have multiple zeta values only (similar to the case
of string amplitudes)? Of particular interests are the cluster string integrals, and preliminary
results indicate that this is the case at least for the type Bd and Cd cluster string integrals.
One can study even simpler situations, such as (2.5) (just one polynomial and no
∏
xα
′X
factors), then the integral is simply a function of α′ (one can set S = 1) and at each order in
the α′ expansion we have a transcendental number that depends on the polynomial. It is an
intriguing question to determine these numbers.
Our investigations of closed stringy integrals, (8.13), as well as open-stringy integrals
with shifts, (8.6), are also preliminary. It would be instructive to write general open- and
closed-stringy integrals in this way. Indeed even for the usual string integrals over M0,n
this rewriting is useful. For example, (8.13) and (8.6) also apply to open and closed-string
integrals onM0,n where we integrate a form (or both forms for closed-string case) that is not
the Parke-Taylor form, e.g. those for Cayley polytopes [50, 51].
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Another fascinating question is if we can understand the geometric structures under-
lying the open superstring amplitudes with n gluons, which are linear combinations of our
open-string integrals. Also since closed string amplitudes can be obtained as single-valued
projection of open-string ones at all order in α′ [45, 46], it would be interesting to study
possible generalizations to any stringy integrals, as we have seen that they agree at leading
order (trivial case of the projection).
We have shown that the most basic and fundamental phenomena related to scattering
equations are easily conceptually understood in the most general setting of stringy canonical
forms, but there is still a great deal to be understood about the special cases of interest in
physics. While the CHY formula computing the leading order of open- and closed-string
amplitudes is a special case of this general phenomenon, there is still something even more
special about the string integral: the number of solutions of the scattering equations for
the “real” string integrals–given by (n−3)!–are strikingly smaller than the number obtained
from more generic realizations of the associahedron. We conjecture that this number is in
fact the smallest possible for any stringy canonical forms reproducing ABHY associahedron
(bi-adjoint φ3 amplitudes). It is plausible that the same is true for cluster string integrals,
and it would be interesting to prove this. We leave the discussion of topological properties
for cluster configuration space to [23, 24], and only listed the number of saddle points (or the
dimension of twisted (co-) homology group) for certain cases (including Grassmannian cases).
Moreover, the pullback of the pushforward formula to a subspace gives CHY-like formulas,
which is closely related to intersection theory [52]. The latter has been successfully applied
to the study of Feynman integrals (c.f. [53, 54]), and there are likely applications of stringy
canonical forms in that setting.
Another obvious set of questions concerns the behavior of stringy integrals as meromor-
phic functions at finite α′. We have understood the residues of the integral for any massless
pole at finite α′. However, it remains an important open question to determine the locations
and residues of all the infinite poles. For the open-stringy case, we expect that the poles are
of the form X = m for m ∈ Z (where X = 0 is a massless pole corresponding to a facet F
of P) [4] and it would be interesting to study the residues at these “massive” poles. For the
closed-stringy cases, even the locations of the poles need to be investigated. We have presented
recurrence relations for (open) stringy integrals (there are similar relations for closed stringy
integrals), and it would be very interesting to study them further, and perhaps even solve
them in closed form. These relations are not only important conceptually, but they provide
an extremely useful way for evaluating the integrals, both analytically and numerically.
Finally returning to the underlying physical motivations of this work, what is the physical
meaning of stringy canonical forms, beyond string amplitudes? Given that the cluster inte-
grals for type B, C and D factorize nicely at finite α′, and produce the integrands for one-loop
tadpole diagrams and one-loop planar φ3 diagrams as leading order respectively, it would be
fascinating to see if they have any direct relationship to ordinary string amplitudes at genus
one. Other potential applications include stringy integrals for cosmological polytopes [14]
(which are naturally associated with an especially simple Newton polynomial), and also those
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for unbounded polyhedra for bi-color amplitudes with particles in (anti-)fundamental repre-
sentations [55]. It would be also be interesting to study the stringy integrals apply to Stokes
polytopes for φ4 interactions [56] and find a physical interpretation at finite α′.
Finally, we have defined stringy canonical forms for polytopes, but some of the most
interesting examples of positive geometries and canonical forms go beyond polytopes, as with
the amplituhedron. It is natural to ask how to write string-like integrals with leading order
given by canonical form of a positive geometry in this most general setting. A fascinating
possibility would be a “stringy integral” or α′ deformation for the N = 4 SYM amplitude,
starting at tree level; the latter is naturally written as a differential form which can be
obtained as pushforward from G+(2, n) to the momentum space [12]. A natural conjecture is
to write an integral over G+(2, n), with regulators whose saddle-point equations correspond
to the four-dimensional scattering equations [57].
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A Canonical forms of polytopes
In this Appendix, we show how to compute the canonical form in various ways for a quadri-
lateral, which serves as a simple toy model to illustrate the main ideas of [6] (more details
can be found in Section 7 of the reference).
Let’s first recall the definition and a few simplest examples of the canonical form. The
canonical form of a d-dim positive geometry P (for example, a polytope) is defined to be
the unique rational d-form Ω(P) whose only singularities are logarithmic singularities on the
boundaries of P; each boundary component of P, ∂P, is a positive geometry of dimension
d−1 and the recursive definition requires the residue to be
Res∂PΩ(P) = Ω(∂P ) . (A.1)
The simplest example of positive geometry is a line segment (or interval) [a, b] ⊂ RP1.
The canonical form is
Ω([a, b]) =
dx
x− a −
dx
x− b =
(b− a)dx
(b− x)(x− a) = d log
x− a
x− b , (A.2)
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which (only) has logarithmic singularities at x = a and x = b, with residues ±1; the latter
is the canonical form of a point (0-form) depending on the orientation. For a projective
d-simplex, ∆ ⊂ RPd which can be cut out by d+1 inequalities as
∆ = {Y ∈ RPd | Y ·Wi ≥ 0 for i = 1, 2, . . . , d+1} (A.3)
where the d+1 dual vectors W1, . . . ,Wd+1 are the facets of simplex. It is straightforward to
see that the canonical form can be written as
Ω(∆) =
〈W1W2 · · ·Wd+1〉 〈Y ddY 〉
d! (Y ·W1)(Y ·W2) · · · (Y ·Wd+1) . (A.4)
Equivalently we can write the form in terms of the d+1 vertices of ∆, which we denote as
Z1, Z2, . . . , Zd+1. If the facet Wi contains the vertices Zi+1, Zi+2, . . . , Zi+d , then we find that,
up to an overall sign that depends on d, the canonical form Ω(∆) reads
[1, 2, . . . , d+1] :=
〈Z1Z2 · · ·Zd+1〉d 〈Y ddY 〉
d! 〈Y Z1 · · ·Zd〉〈Y Z2 · · ·Zd+1〉 · · · 〈Y Zd+1 · · ·Zd−1〉 . (A.5)
Here we have introduced a notation for the canonical form of the simplex with vertices
Z1, . . . , Zd+1. For convenience we will also define e.g. 〈12 · · · d+1〉 = 〈Z1Z2 · · ·Zd+1〉.
Now let’s turn to the example of a (projective) quadrilateral, which we denote as A =
A(Z1, Z2, Z3, Z4), where Zi ∈ R3 for i = 1, 2, 3, 4 are the vertices, and we have 〈i j k〉 > 0 for
i < j < k. The quickest way to compute its canonical form is by triangulating the quadrilat-
eral. For example, A can be triangulated into two triangles using one of the diagonals, say,
one with vertices Z1, Z2, Z3 and the other with vertices Z3, Z4, Z1. The canonical form for
the quadrilateral is given by the sum Ω(A) = [1, 2, 3] + [3, 4, 1] of the canonical forms of the
two triangles,
Ω(A) = 〈Y d
2Y 〉
2
( 〈123〉2
〈Y 12〉〈Y 23〉〈Y 31〉 +
〈341〉2
〈Y 34〉〈Y 41〉〈Y 13〉
)
, (A.6)
where the pole 〈Y 13〉 is spurious and should be cancelled in the sum. By putting the denom-
inator together we see that indeed it is cancelled, and we find
〈Y d2Y 〉〈Y (12) ∩ (34)(23) ∩ (41)〉
2〈Y 12〉〈Y 23〉〈Y 34〉〈Y 41〉 , (A.7)
where in the numerator we have the intersection (12)∩(34) := Z1〈234〉−Z2〈134〉 and similarly
for (23)∩(41). Indeed, the numerator is the unique combination to kill the residue at spurious
singularities at the two intersections where the form should not have a pole.
Moreover, in terms of the dual vectors, W1 = (12), . . . ,W4 = (41) (equivalently, the edges
of the quadrilateral), the denominator factors are (Y ·W1)(Y ·W2)(Y ·W3)(Y ·W4) and the
numerator reads (W1−W3)×(W2−W4) (where × denotes the cross-product). It is interesting
that by going to affine space with Y at infinity as Y = (1, 0, 0) and Wi = (1, wi), we find that
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the canonical function becomes the familiar formula for the volume of the dual quadrilateral
with vertices w1, w2, w3, w4.
Another way to compute the canonical form is via a pushforward based on the Newton-
polytope map [6]. This map is a rational map from a simplex to a convex (projective) polytope
A, and it restricts to a diffeomorphism on the interiors Int(∆) → Int(A). Let’s denote the
vertices of A by Z1, . . . , Zn, and let z1, . . . , zn ∈ Zd+1 be an integer matrix with the same
oriented matroid as Z1, . . . , Zn, i.e. 〈Zi0 · · ·Zid〉 and 〈zi0 · · · zid〉 have the same sign. Assuming
zi = (1, z1i, . . . , zdi), the Newton-polytope map is the rational map Φ given by
Φ(X) =
n∑
i=1
x
z1,i
1 x
z2,i
2 · · ·xzd,id Zi . (A.8)
Here, the polytope with integer vertices zi is called the Newton polytope, which is N[p(x)] for
any polynomial of the form p(x) =
∑n
i=1 aix
z1,i
1 · · ·xzd,id . For the square, we may take the New-
ton polytope to be the square with vertices (0, 0), (1, 0), (1, 1), (0, 1) (we denote coordinates
as x, y) and the Newton polytope map is given by
Y = Φ(x, y) = Z1 + xZ2 + xyZ3 + yZ4 , (A.9)
and it is easy to see that it indeed provides a diffeomorphism from R2>0 to the interior of
the quadrilateral A(Z1, Z2, Z3, Z4). As shown in [6], this implies that the pushforward of the
form dxdyxy is the canonical form Ω(A):
Φ∗
(
dxdy
xy
)
= d log
〈Y 12〉
〈Y 34〉d log
〈Y 23〉
〈Y 41〉 = Ω(A) . (A.10)
This identity can be checked directly by choosing a parametrization of Zi and Y , where the
pushforward involves summing over the two roots from solving the 2 equations from (A.9).
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