We study canonical correlation analysis (CCA) as a stochastic optimization problem. We show that regularized CCA is efficiently PAC-learnable. We give stochastic approximation (SA) algorithms that are instances of stochastic mirror descent, which achieve -suboptimality in the population objective in time poly( 1 , 1 δ , d) with probability 1 − δ, where d is the input dimensionality.
Introduction
Canonical Correlation Analysis (CCA) (Hotelling, 1936 ) is a ubiquitous statistical technique for finding linear components of two sets of random variables that are maximally correlated. CCA is often posed as a dimensionality reduction problem about a fixed dataset of n paired data points. In this paper, we take a stochastic optimization view of CCA, rather than thinking of it as a dimensionality reduction technique for a given finite data set. Following Arora et al. (2012) , we pose CCA as the following stochastic optimization problem: given a pair of random vectors (x, y) ∈ R dx × R dy , with some (unknown) joint distribution D, find matrices U ∈ R dx×k and V ∈ R dy×k that solve maximize U∈R dx×k , V∈R 
The advantage of viewing CCA as a stochastic optimization problem is two-fold. First, from a learning perspective, we argue that unlike typical unsupervised learning problems where notion of learnability is poorly understood, we can describe generalization error, and therefore define learnability, in terms of -suboptimality of the solution to stochastic CCA problem in equation (1). Second, from a computational perspective, we argue that in a big data setting, where we have as much data as we would like, and the goal is to find a "good" enough subspace in terms of capturing correlation rather than a "true" subspace, the stochastic optimization view motivates stochastic approximation algorithms that can easily scale to very large datasets. Roughly speaking, a Stochastic Approximation (SA) algorithm is an iterative algorithm, where in each iteration a single sample from the population is used to perform an update, as in stochastic gradient descent (SGD), the classic SA algorithm. There are several computational challenges associated with solving Problem 1 when viewed as a stochastic optimization problem. A first challenge stems from the fact that Problem 1 is non-convex whereas most learning problems that we can learn efficiently are convex; in fact, further constraints such as smoothness or Lipshcitz-boundedness are necessary even for efficiently learning convex problems (Shalev-Shwartz and Ben-David, 2014) . Fortunately, like several related problems such as principal component analysis (PCA), the solution to Problem 1 can be given as a generalized eigenvalue problem. Numerical techniques based on power iteration method and its variants can be applied to these problems to find globally optimal solutions. Therefore, much of the recent work has focused on analyzing optimization error for power iteration method for the generalized eigenvalue problem (Ge et al., 2016; Wang et al., 2016; Allen-Zhu and Li, 2016) . Note, however, that these works give guarantees on numerical optimization error for finding left and right singular vectors of a fixed given matrix based on empirical estimates of the covariance matrices. It is not immediately clear how one would give generalization error bounds for Problem 1 using existing techniques.
A second computational challenge is somewhat unique to the CCA optimization problem. The main difficulty here, compared to PCA, and most other learning problems, is that the constraints also involve stochastic quantities and depend on the unknown distribution D. An alternative formulation would be to normalize the objective with product of the standard deviations, instead of including the uncorrelated-ness constraints; e.g., for k = 1, we can consider the objective ρ(u T x, v T y) = E x,y u xy v / E x [u xx u] E y [v yy v] . This yields an unconstrained optimization problem. However, the objective is no longer an expectation, but is instead a ratio of expectations. This departs significantly from the typical stochastic approximation scenario. Crucially, it is not at all clear how to obtain unbiased estimates of the gradient of the objective ρ(u T x, v T y). A possible, though not completely satisfying, approach might be to consider prewhitened data in each view (or add a normalization pre-processing step). In fact, in many applications of CCA to genomics and NLP, it is often assumed that data is pre-normalized (Witten et al., 2009; Lykou and Whittaker, 2010; Balakrishnan et al., 2012; Cohen et al., 2012) . Under such an assumption the CCA problem reduces to partial least squares (PLS) and we can use SA approaches discussed in (Arora et al., 2016) .
Finally, it can be shown that the CCA problem given in Problem 1 is non-learnable, i.e. there exists distributions on which we may incur small empirical error on the training sample but arbitrary large generalization error. This is not surprising since linear regression even in one-dimensional setting is known to be non-learnable unless we consider some form of regularization, e.g. 2 regularization as in ridge regression. Similarly, we consider the regularized CCA problem (see Section 2), unlike previous work which focus on the numerical optimization view of the problem rather than stochastic optimization (Ge et al., 2016; Allen-Zhu and Li, 2016) .
Main contributions
The main contributions of the paper are as follows.
• Previous works on CCA can be classified as instances of Sample Average Approximation (SAA), where the focus is on optimizing the empirical objective. The runtime for these approaches scales poorly with sample size making them intractable for large datasets. We study CCA as a stochastic optimization problem. The goal here is to optimize a "population objective" based on i.i.d. draws from the population rather than capturing the sample, i.e. the training error. This justifies stochastic approximation approaches that are far from optimal on the sample but are essentially as good as the SAA approach on the population. Such a view has been advocated in supervised machine learning (Bousquet and Bottou, 2008; Shalev-Shwartz and Srebro, 2008) ; here, we carry over the same view to the rich world of unsupervised learning.
• We give a convex relaxation of the CCA optimization problem. Furthermore, we present two stochastic approximation algorithms for solving the resulting problem -these algorithms are instances of stochastic mirror descent with the choice of potential function being Frobenius norm and von Neumann entropy, respectively. We emphasize that these algorithms work in a streaming setting, i.e. process one sample at a time, requiring only a single pass through the data, and can easily scale to large datasets.
• We give precise sample complexity and iteration complexity bounds for our algorithms. In other words, we give upper bounds on samples needed and overall runtime needed to guarantee a user-specified generalization error for CCA. These bounds are gap-free and to the best of our knowledge first characterization of CCA as a stochastic optimization problem.
• We analyze the generalization error incurred by the current state of the art methods for solving the empirical problem (Wang et al., 2016; Ge et al., 2016; Allen-Zhu and Li, 2016) . In particular, we show that the error decays as O
, where t is the number of samples.
• We show empirically that the proposed algorithms compare well and in certain cases outperform existing state-of-the-art methods for stochastic optimization of CCA on both synthetic and real datasets. We will make our implementation of the proposed algorithms and existing techniques available online 1 .
Notation
Scalars, vectors and matrices are represented by normal, Roman and capital Roman letters respectively, e.g. x, x, and X. I k denotes identity matrix of size k, where we drop the subscript whenever the size is clear from the context. 2 -norm of a vector x is denoted by x . For any matrix X, spectral norm, nuclear norm, and Frobenius norm are represented by X 2 , X F , and X * respectively. Trace of a square matrix X is denoted by Tr (X). Given two matrices X ∈ R k×d , Y ∈ R k×d , the standard inner-product between the two is given as X, Y = Tr X Y . For self-adjoint X and Y, we say X Y if X − Y is positive semi-definite (PSD). Let singular value decomposition (SVD) of arbitrary X be given as X = UΣV . Then R → R functions such as power, logarithm and exponential are extended to X by acting point-wise on diagonal elements of Σ. Let x ∈ R dx and y ∈ R dy denote two sets of centered random variables jointly distributed as D with corresponding auto-covariance matrices C xx = E x [xx ], C yy = E y [yy ], and cross-covariance matrix C xy = E (x,y) [xy ] . We denote the regularized auto-covariance matrices by C x = C xx + r x I and C y = C yy + r y I, where r x , r y ∈ R + are regularization parameters. We denote the empirical estimates from t points of the auto and cross-covariance operators as C xx,t , C yy,t and C xy,t . The regularized versions of the empirical auto-covariance operators are denoted as C x,t and C y,t . X ∈ R dx×t and Y ∈ R dy×t denote the matrices with t observed i.i.d. samples from the two views stacked as columns.
Problem Definition
The regularized version of Problem 1 can be formulated as follows. Given a pair of random vectors x ∈ R dx and y ∈ R dy , distributed according to some unknown distribution D, find the k-dimensional subspaces where the projections of x and y are maximally correlated. With this notation, we can write the regularized CCA problem as follows. yṼ to get the equivalent problem
Let Φ ∈ R dx×k and Ψ ∈ R dy×k denote the top-k left and right singular vectors of C
y . Then, the optimum of Problem 2 is achieved atŨ = C 
Previous work
An approximate iterative least squares algorithm is proposed in (Lu and Foster, 2014) . Their algorithm is based on alternating approximate projections of each view onto a k-dimensional subspace of the other using a least squares iteration. The paper does not provide any guarantee that the approximate solution will converge to the empirical risk minimizer. In (Ma et al., 2015) , the authors propose AppGrad which is an alternating gradient descent procedure on Problem 4 followed by projection onto the constraint set. Their algorithm converges when initialized within a local neighborhood of the empirical estimates. Two recent papers (Wang et al., 2016; Ge et al., 2016) propose very related approaches to solving the empirical problem in the batch setting and give global convergence guarantees for the resulting empirical risk minimization problem. Wang et al. (2016) consider an alternating least squares (ALS) procedure with appropriate normalization at each iteration. They leverage recent advances in designing fast algorithms for least squares regression based on accelerated first-order methods like SVRG (Johnson and Zhang, 2013) . Ge et al. (2016) study CCA as a generalized eigenvalue problem. They consider a power iteration method which requires computing matrix inverse at each iteration. The update is reformulated as a convex optimization problem which is then solved approximately using an accelerated gradient descent method.
Finally, another recent paper by Allen-Zhu and Li (2016) proposes iterative algorithms for solving the empirical k-component CCA problem, which attain global convergence. The paper provides a first gap-free convergence result as well as improve on previous gap-dependent results. We would like to emphasize that none of the papers above give generalization bounds.
Proposed Method
Problem 3 is not a convex optimization problem -not only is the objective non-convex, the constraint set of orthogonal matrices is also non-convex. Here, we re-parametrize Problem 3 via the following variable substitute: M = UV . Furthermore, we take the convex hull of the constraint to give us the following convex relaxation:
Similar relaxations have been previously considered to design stochastic approximation (SA) algorithms for principal component analysis (PCA) and partial least squares (PLS) (Arora et al., 2016) . These SA algorithms are instances of stochastic gradient descent -a popular choice for convex learning problems. Designing similar updates for the CCA problem is challenging since the gradient of the CCA objective (see Problem 5) w.r.t. M is g := C
y , and it is not at all clear how one can design an unbiased estimator of the gradient g unless one knows the marginal distributions of x and y. If we knew the marginals, an unbiased estimator of the gradient would be
y . We try to alleviate this problem by considering an "inexact" first order oracle
which we show in Lemma 1 to converge in expectation to g t , for the choice of W x,t := C We design stochastic approximation algorithms for solving Problem 5 where in each update we try to minimize the instantaneous loss measured on a single data point while trying to stay close to the previous iterate. In particular, at each iterate, we minimize the sum
, over all feasible M, where ∆(·, ·) is a divergence function between the successive iterates, is the instantaneous loss, and η is the learning-rate parameter controlling the tradeoff between loss and divergence. Often, the divergence function is defined in terms of a potential function. Here, we consider two different potential functions that lead to fundamentally different updates. Setting the potential function to be the Frobenius norm gives rise to divergence defined in terms of the Euclidean distance and yields additive updates (e.g. MSG in Section 2.1). Whereas, choosing the potential function to be von Neumann entropy gives rise to divergence function being quantum relative entropy resulting in multiplicative updates (e.g. MEG in Section 2.2). This is the standard approach to solving convex stochastic optimization problems with different variants subsumed in a common framework of stochastic mirror descent; see (Nedic and Lee, 2014; Nemirovskii et al., 1983; Tsuda et al., 2005) for more details. The focus here is to study the inexact versions of these algorithms for the CCA stochastic optimization problem which is non-convex.
Matrix Stochastic Gradient (MSG)
In this section, we consider stochastic mirror descent with the choice of potential function as the Frobenius norm. This yields an instance of matrix stochastic gradient (MSG) , except with an "inexact" gradient update:
Algorithm 1 provides the pseudocode for the proposed inexact MSG for CCA. At each iteration of the algorithm, we update the empirical estimates of the covariance matrices which define the inexact gradient ∂ t . Lemma 1 guarantees that ∂ t (see steps 2-4 of Algorithm 1 for precise definition) converges in expectation to the unbiased estimator g t . This is followed by projection onto the set of constraints in Problem 5 with respect to the Frobenius norm through the operator P F (·). We note that since the gradient ∂ t is a rank-1 matrix this update can be performed efficiently.
x,t 3:
y,t 4:
First, we show how to bound the error E t = g t − ∂ t in spectral norm between the inexact gradient and g t .
Lemma 1 Assume that for all (x t , y t ) ∼ D we have max{ x t 2 , y t 2 } ≤ B. There exists a constant κ independent of t such that for all t the following holds in expectation:
Proof of lemma 1 is given in the Appendix. We are ready to state the main result of this section:
Theorem 2 After T iterations of MSG (Algorithm 1) with step size η =
, and starting at
where κ is a universal constant given by lemma 1, M * is the optimum of (5), expectation is with respect to the i.i.d. samples and rounding, and G is given by Lemma 16 such that ∂ t F ≤ G for all the iterates t = 1, · · · , T .
Matrix Exponentiated Gradient (MEG)
In this section, we consider matrix multiplicative weight updates for CCA. Multiplicative weights method is a generic algorithmic technique in which one updates a distribution over a set of interest by iteratively multiplying probability mass of elements (Kale, 2007) . In our setting, the set is that 
We can now formulate regularized CCA as
Problem 7 is not a convex optimization, but it admits the following convex relaxation by setting
Following our discussion at the beginning of this section at each step of our algorithm we would like to update our current estimate of the projection matrix M t−1 by solving
where C t is the self-adjoint dilation of g t and ∆ (x, y) is the quantum relative entropy between x and y. Setting the Lagrangian to 0 and solving we get the following update
where P denotes the projection onto the convex set of constraints in (9). In practice we replace the self-adjoint dilation of g t by self-adjoint dilation of ∂ t which is denoted byC t .
2. If the optimal subspace has objective of the same size as , we get a convergence rate of O(
Algorithm 2 MEG for CCA Tr
where M * is the optimal solution to (8) and r is chosen so thatC t − λ min C t I rI.
Proof of lemma 3 is given in Appendix. Next we are going to give a bound on the quantity
To do so, however, we need to give a bound in expectation of
Lemma 4 With the same assumptions as in lemma 20 we have
We are finally ready to state and proof the main result of this section. , we have that
where the expectation is taken with respect to the distribution and the internal randomization of the algorithm, C = E D [C t ],M is the output of Algorithm 2, r is chosen such that 0
The proof of Theorem 5 is in the Appendix.
Computational Aspects
In this section we describe computational aspects and efficient implementation of both algorithms. The t-th iterations of both algorithms begins by updating the eigen-decomposition of C x,t−1 and C y,t−1 . This can be done "efficiently" as follows. Let the ranks of C x,t−1 − r x I and C y,t−1 − r y I be rk x,t−1 and rk y,t−1 . When we receive a new pair of points (x t , y t ) we first do a rank-1 update of the eigen-decomposition of C x,t−1 − r x I and C y,t−1 − r y I which takes respectively O(rk 2 x,t−1 d) and O(rk 2 y,t−1 d). We can then add back the regularization by r x I and r y I. Having the updated eigendecomposition of both auto-covariance operators it is now easy to compute W x,t and W y,t quickly by just inverting and taking the square roots of the eigenvalues of C x,t and C y,t . These operations are done in O(rk x,t ) and O(rk y,t ) time respectively. Next we discuss the updates of the crosscovariance operators for MSG and MEG separately. For MSG the inexact stochastic gradient ∂ t is rank-1 so we can do a rank-1 SVD update on the estimate of the projection matrix. The projection P F for MSG can also be efficiently done in O(d log (d)) as discussed in Arora et al. (2016) . For MEG we have the rank-2 self-adjoint dilation of ∂ t denoted by C t , however, the update is a bit trickier as our initial projection matrix M 0 was set to a multiple of the identity which is a rank-d matrix. At every iteration one can keep the correct multiple of I which to subtract from M t−1 before doing the update making M t−1 a rank-rk t matrix. Since M t and log (M t−1 ) + ηC t are symmetric matrices taking the logarithm and exponent amounts to just taking the logarithm and exponent of their eigenvalues. Also since C t is a rank-2 matrix the update log (M t−1 ) + ηC t takes O(drk 2 t ) time. 
Generalization bounds for other CCA algorithms
We posed the CCA problem as maximizing the correlation objective. In this section, we try to better understand the computational tradeoffs offered by SAA by decomposing the "excess risk" -we therefore consider the equivalent problem of minimizing the negative of the correlation objective. In particular, we denote the true risk by R(M) = − M, C x,t C xy,t C − 1 2 y,t . We consider the hypothesis class M := {M : Rank (M) = k, M * = k, M 1 = 1}. Let M * and M * , respectively, be optimizers of R and R in M. Let the output of an approximation algorithm based on n samples be M n . We can then decompose the excess risk as follows:
where the first inequality holds because M * is the minimizer of R, in particular R( M * ) ≤ R(M * ). While MSG and MEG directly bound the excess risk, the previous works only bound optimization error R( M * )− R( M n ) as they are considering optimization of the empirical problem. In this section, we first provide uniform bounds on E D |R(M) − R(M)| . Subsequently, we give bounds on excess risk of methods presented in Wang et al. (2016), Ge et al. (2016) and Allen-Zhu and Li (2016) .
In what follows, we let X t ∈ R dx×t and Y t ∈ R dy×t denote view-specific data matrices with data points stacked as columns, and C xy,t = 1 t X t Y t gives the empirical cross-covariance matrix. Our results will depend crucially on spectral properties of the following symmetric dilation matrices:
Without loss of generality, we assume that each of the methods works with regularized empirical auto-covariance matrices; Note that regularization has no effect on the convergence results and time complexity. First, we present a result that follows simply from Lemma 6 of Fukumizu et al. (2007) .
Lemma 6 Under the same assumptions as Lemma 1, we have that
whereκ is a constant that does not depend on the number of samples t.
Furthermore, this gives a bound on the spectral norm of the difference of the self-adjoint dilations:
Corollary 7 Under the same assumptions as Corollary 6, we have
The proof follows from relating the spectrum of a matrix with the spectrum of its self-adjoint dilation as discussed in section 2.2. Corollaries 6 and 7 yield the following uniform bound for all M ∈ M:
What follows are corollaries which give bounds on excess risk for Wang et al. (2016), Ge et al. (2016) and Allen-Zhu and Li (2016) . In the bounds we provide we only show dependencies on the eigengap, combined dimensionality d and number of components. Note that we intentionally omit dependence on the conditional number as it is always bounded from above by B min{rx,ry} and we consider it a constant. We begin with Wang et al. (2016) where we provide a bound for the top-1 setting as the algorithms in the paper are not specifically tailored for the top-k setting.
Corollary 9 Using the ALS algorithm in Wang et al. (2016) with a least squares solver either AGD or SVRG we have E
where we hide logarithmic factors in .
It is worth noting that we only consider the ALS algorithm with AGD and SVRG as a linear solver since ALS with ASVRG is only faster when t < B min{rx,ry} (a setting which we do not consider) and the algorithms based on shift-and-invert preconditioning all give worse running time when considering generalization bounds. Next we give a generalization bound for Ge et al. (2016) , however, since their results do not directly reflect what the relation between R( M * ) and R( M t ) is we need the following lemma first.
Lemma 10 If u ∈ R dx and v ∈ R dy are the approximate j-th canonical directions for the empirical CCA problem on matrices C x,t , C y,t , C xy,t returned by some algorithm and u * ∈ R dx and v * ∈ R dy are the exact j-th canonical directions for the empirical CCA problem and u C x,t u
We also need to introduce some notation given in Ge et al. (2016) . First define the angle in the B-norm between two subspaces spanned by the columns of matrices W, V to be θ (W, V) = arcos σ min V BW . Now given two matrices W, V the authors say that W achieves an error of if W BW = I and sin (θ (W, V)) ≤ . Denote the approximate solutions to the empirical CCA problem recovered by the algorithms in Ge et al. (2016) asŨ ∈ R dx×k ,Ṽ ∈ R dy×k , s.t. U C x,tŨ = I,Ṽ C y,tṼ = I. If we denote the exact solutions by U ∈ R dx×k and V ∈ R dy×k then the authors claim that their algorithm achieves an error of if θ U,Ũ ≤ in the C x,t norm and θ V,Ṽ ≤ in the C y,t norm.
Corollary 11 Using the CCALin algorithm in Ge et al. (2016) with a least squares solver either AGD or SVRG we have
Finally we consider the work of Allen-Zhu and Li (2016) . The results in their paper are given in a similar way to Ge et al. (2016) , however, they consider the spectral norm between the k-dimensional approximate spaces spanned by the canonical directions and the complement of the k-dimensional exact spaces spanned by the canonical directions. It can be shown that this is equivalent to the way the results in Ge et al. (2016) are reported.
Corollary 12 Using the LazyCCA algorithm in Allen-Zhu and Li (2016) , the excess risk is bounded
We omit the proof as it is similar to corollary 11.
Experiments
We provide experimental results for our proposed methods, MSG (Algorithm 1) and MEG (Algorithm 2), on a synthetic dataset and a real dataset, Mediamill (Snoek et al., 2006) , consisting of paired observations of videos and corresponding commentary. We compare our algorithms against CCALin of Ge et al. (2016) and ALS CCA of Wang et al. (2016) 3 . All of the comparisons are given in terms of the CCA objective as a function of either CPU runtime or number of iterations 4 . Note that this puts MSG and MEG at a disadvantage when comparing in terms of the number of iterations as each iteration of CCALin and ALS CCA performs several passes over the data seen so far. The target dimensionality in our experiments is k ∈ {1, 2, 4, 8}. For regularization we fix r x = 0.01, r y = 0.01. For both MSG and MEG we set the step size at iteration t to be η t =
Synthetic dataset
Our synthetic dataset is constructed as follows. We sample a random vector z ∈ R 100 with the standard normal distribution, N (0, I). We generate a pair of observations (x i , y i ) for each sample z i , i = 1, . . . , n, using the following Gaussian noise model: x = U z + x and y = V z + y , for fixed orthogonal matrices U ∈ R 100×dx and V ∈ R 100×dy , and x ∼ N 0, σ 2 x I , y ∼ N 0, σ 2 y I are random Gaussian noise with σ x = σ y = 0.2 . We set d x = 100, d y = 150, and n = 5000. We note that canonical coefficients decay linearly in this setting which favors CCALin and ALS CCA. Experiments reveal that for k = 1, CCALin and ALS CCA exhibit worse performance when it comes to the per-iteration objective. ALS CCA has the worst performance in terms of CPU runtime and MEG, MSG, and CCALin have comparable performance. As k grows we see that the runtime performance drops significantly for CCALin compared to MSG and MEG, even for k = 4. As expected, MSG has worse per-iteration performance as k grows but in terms of CPU runtime it is the fastest. The plots are shown in Figure 1 . 
Mediamill
Mediamill is a multiview dataset consisting of n = 10, 000 corresponding videos and text annotations with labels representing semantic concepts (Snoek et al., 2006) . The image view consists of d x = 120-dimensional visual features extracted from representative frames selected from videos, and the textual features are d y = 100-dimensional. The estimated canonical coefficients have an exponential decay thereby favoring CCALin and ALS CCA as their convergence rates crucially depend on the eigengap. Therefore, as expected, both CCALin and ALS CCA outperform MEG and MSG when recovering the top CCA component, in terms of progress per-iteration and runtime. As k grows, we observe that the per-iteration progress of MEG starts matching the one of CCALin. For the CPU runtime comparison we notice that even when k = 2, MSG already matches the perfor-mance of CCALin and as k grows we see that both MSG and MEG outperform CCALin. The plots are shown in Figure 2 . 
Discussion
We study CCA as a stochastic optimization problem. We show that regularized CCA is efficiently PAC-learnable by providing analysis for two stochastic approximation algorithms. In particular, the proposed algorithms achieve -suboptimality in time O( 1 2 ). We provide generalization error bounds for existing state-of-the-art sample average approximation techniques. These bounds are either gap-dependent or are pessimistic 5 .
Our work has implications to deep multiview representation learning, in particular deep variants of CCA (Andrew et al., 2013; Wang et al., 2015) . These techniques have recently been applied successfully to numerous real-world problems. Stochastic approximation has been a key technology in the development of deep learning techniques that can leverage large volumes data; Unfortunately, deep CCA models, and its various extensions, depend on batch techniques such as LBFGS, which has been an impediment to their scalability to large datasets. The algorithms presented in this paper will pave the way to scalable deep learning techniques in the multiview setting. 
Appendix A. MSG
First we introduce a structural result for perturbations of matrix square roots which is used in the proof of lemma 1.
Lemma 13 (Perturbation Bounds for Matrix Square Roots Schmitt (1992)) Let A j ∈ R n×n with A j µ 2 j I in the positive semi-definite order where j = 1, 2. Then A j has a square root satisfying A 1 2 j µ j I and A
Proof [Proof of lemma 1] Let A = W x x t , B = W y y t , A = W x,t x t , B = W y,t y t . Notice that by regularization we have
We first bound A 2 and B 2
This implies that 13 is bounded by
We now bound
Where the last inequality follows from lemma 13. By lemma 14
and thus by equation 15
Finally 14 together with 16 implies that
Lemma 14 Under the assumptions of lemma 1
. Proof We bound the quantity by applying the Matrix Bernstein Inequality (Tropp (2015), Theorem 6.6.1). Set
To apply the inequality we need to verify that E [X k ] = 0 and X k 2 ≤ R and bound
t . By Matrix Bernstein's Inequality we have
which completes the proof.
Lemma 15
Proof We note that
dt + 1. Substituting z = √ t and noting dt = 2z dz we get
Lemma 16 With the same assumptions as in Lemma 1, we have ∂ t F ≤ B dxdy rxry .
Proof [Proof of Theorem 2] We start the analysis by measuring the distance between the t-th iterate and the optimum,
Where the first inequality is due to projection onto a convex set in a Hilbert space being contractive and the third one is by Holder's inequality. The last inequality follows from M t −M * * ≤ M t * + M * * ≤ 2k. Rearranging and dividing both sides by 2η we get
We average over T iterates, and note that
, where the initial distance is bounded as follows:
taking the expectation from both sides, we get
where we used lemma 15 to bound
√ T , and choosing optimal learning rate
we get the desired results.
Appendix B. MEG
Throughout our analysis we will need the following lemmas from Tsuda et al. (2005) Lemma 17 For any PSD matrix A and symmetric B, C, B C implies Tr (AB) ≤ Tr (AC)
Lemma 18 For any symmetric A such that 0 A I and any ρ 1 , ρ 2 ∈ R the following holds
We also need the following lemma
Lemma 19 For x = 1 + R L the following holds
Proof This is a simple consequence of the fact that log (x) ≥ (x − 1) − (x − 1) 2 for x ≥ 1
Proof [Proof of Lemma 3] First we note that the update step 10 (after substituting C t withC t ) is invariant under perturbing theC t 's by a multiple of the identity Warmuth and Kuzmin (2006b) so we can assume that eachC t 0. Also since max x t 2 , y t 2 ≤ B, W x,t 1 √ rx I and W y,t 1 √ ry I
we can set r = B √ rxry . We begin by considering the difference ∆ (M, M t−1 ) − ∆ M, M t for any M satisfying the constraints 8. y,t v and T t := W x,t C xy,t W y,t . Let also a i and b i denote the left and right singular vectors of T t so that a j = C 1 2 x,t u * , b j = C 1 2 y,t v * . We have u C xy,t v = φ T t ψ = σ j (T t ) (φ a j )(ψ b j ) + i =j
Where the second inequality follows from Cauchy-Schwarz inequality, the third follows from the fact
where r is the rank of T t .
Proof [Proof of Corollary 11] By theorem 7 in Ge et al. (2016) we have that the proposed algorithm solves the empirical CCA problem on t points up to error as defined above in timẽ O tdk |σ k (Tt)| |σ k (Tt)−σ k+1 (Tt)| (hiding logarithmic factors and factors involving the conditional number). Using the definition above this implies that in the same time we have σ min Ũ C x,t U ≥ √ 1 − 2 and σ min Ṽ C y,t V ≥ √ 1 − 2 . If we denote the i-th column ofŨ, U,Ṽ, V by respectivelỹ u i , u i ,ṽ i , v i and use the fact √ 1 − 2 ≥ 1− for ≤ 1, we get that for 1 ≤ i ≤ k,ũ i C x,t u i ≥ 1− andṽ i C y,t v i ≥ 1− . By lemma 10 we have for 1 ≤ i ≤ k, u i C xy,t v i −ũ i C xy,tṽi ≤ 2 B. Consequently we have that R( M t ) − R( M * ) ≤ 2k B. By corollary 8 the generalization error is bounded by 2 in time O( kκ 2 ) and thus the claim of the corollary follows.
