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We theoretically investigate collective modes of a one-dimensional (1D) interacting Bose gas in
harmonic traps at finite temperatures, by using a variational approach and local density approxima-
tion. We find that the temperature dependence of collective mode frequencies is notably different
in the weakly and strongly interacting regimes. Therefore, the experimental measurement of col-
lective modes could provide a sensitive probe for different quantum phases of a 1D trapped Bose
gas, realized by tuning the interatomic interaction strength and temperature. Our prediction on
the temperature dependence of the breathing mode frequency is in good qualitative agreement with
an earlier experimental measurement for a weakly interacting 1D Bose gas of rubidium-87 atoms in
harmonic traps [Moritz et al., Phys. Rev. Lett. 91, 250402 (2003)].
PACS numbers: 03.75.Kk, 67.85.-d
I. INTRODUCTION
One-dimensional (1D) systems interacting via a delta-
function pairwise interparticle interaction are of funda-
mental importance to many-body physics [1, 2]. Due to
the geometric confinement in one dimension, the intrin-
sic strong correlation between particles may give rise to a
number of unusual phenomena, such as effective fermion-
ization, spin-charge separation, prethermalization and
non-trivial quench dynamics. The recently realized 1D
Bose gas of neutral atoms provides unique opportuni-
ties for quantitatively testing and understanding of these
unusual phenomena [3–5]. In addition to having the ad-
vantage of high degree of control, a 1D atomic Bose gas
can be described by the integrable Lieb-Liniger model at
arbitrary interaction strengths and finite temperatures
[6, 7], which is also exactly solvable with powerful numer-
ical techniques [8] or fundamental mapping theorems [9].
To date, various physical properties of a 1D atomic Bose
gas have been investigated both theoretically and exper-
imentally, including the equation of state [10–12], pair
correlations [13–16], the momentum distribution [5, 17]
and quench dynamics [18].
The purpose of this paper is to provide a system-
atic theoretical study of collective density oscillations
of a 1D trapped Bose gas at finite temperatures. Low-
energy collective density modes of a many-particle sys-
tem are known to give valuable information about its
underlying physics, at both zero temperature and fi-
nite temperatures. In three dimensions, the measure-
ments of collective density oscillations have verified the
superfluid hydrodynamics at the crossover from Bardeen-
Cooper-Schrieffer superfluids to Bose-Einstein conden-
sates [19, 20], and have revealed the second sound propa-
gation in strongly interacting unitary Fermi gases [21]. In
two dimensions, such measurements may be used to ex-
∗Electronic address: xiajiliu@swin.edu.au
amine the scale invariance satisfied by interatomic inter-
actions [22, 23]. For a 1D Bose gas in harmonic traps with
trapping frequency ωz, collective modes at zero tempera-
ture have been extensively investigated and the breathing
mode frequency has been shown to increase from
√
3ωz
to 2ωz [3, 24–26], when the cloud crosses from the weakly
interacting quasicondensate regime to strongly correlated
Tonks-Girardeau (TG) regime. However, surprisingly,
less is known about collective modes at finite tempera-
tures, although the first measurement was provided more
than ten years ago [3].
In this paper, by using a variational approach [27, 28]
together with the exact Yang-Yang equation of state [7],
we predict the mode frequency of low-lying collective
modes of a 1D trapped Bose gas, at arbitrary interaction
strengths and finite temperatures. We show that the tem-
perature dependence of mode frequencies provide a useful
means to characterize the different quantum regimes of
the 1D Bose cloud. Our exact results allow for a strin-
gent parameter-free comparison with future experimental
measurements.
The rest of paper is organized as follows. In the next
section, we briefly describe the exact Yang-Yang ther-
modynamics of a 1D trapped Bose gas within the local
density approximation. In Sec. III, we outline the vari-
ational approach for the calculation of mode frequencies
of low-lying collective modes. In Sec. IV, we first discuss
our theoretical results (see, for example, Fig. 3) and then
compare the prediction of the breathing mode frequency
with the existing experimental measurement (see Fig. 7).
Finally, in Sec. V we draw our conclusion.
II. YANG-YANG THERMODYNAMICS OF A
1D TRAPPED BOSE GAS
We consider an atomic gas of N bosons interacting via
a pairwise δ-function potential in one dimension in har-
monic traps. In the first quantization representation, it
can be described by the following Lieb-Liniger Hamilto-
2nian [6],
HLL =
∑
i
[
− ~
2
2m
∂2
∂z2i
+ Vext (zi)
]
+
∑
i<j
g1Dδ (zi − zj) ,
(1)
where m is the mass of bosons,
Vext (z) =
1
2
mω2zz
2 (2)
is the harmonic trapping potential with frequency ωz,
and g1D (> 0) is the only coupling constant used to char-
acterize the short-range repulsive interaction between
bosons. In cold-atom laboratory, the 1D configuration
can now be routinely realized for atomic gases confined
in highly elongated traps or two-dimensional optical lat-
tices, provided that the transverse degrees of freedom are
frozen out [3–5].
In the absence of harmonic traps (Vext = 0), the Lieb-
Liniger Hamiltonian is integrable. In 1960s, it was ex-
actly solved by Lieb and Liniger at zero temperature [6]
and by Yang and Yang at finite temperatures [7]. By nu-
merically solving two coupled integral equations for the
density of quasimomenta and the excitation spectrum [7],
all the equations of state, including the number density n,
entropy s, energy E and pressure P , can be determined
as functions of the chemical potential µ and temperature
T , at a given coupling constant g1D. Different quantum
phases of the system can be conveniently characterized
by using the pair correlation function [13, 14],
g(2) (z, z) = − 1
n2
(
∂P
∂g1D
)
µ,T
. (3)
For an extensive discussion of the Yang-Yang integral
equations and finite-temperature pair correlations, we re-
fer to the previous work by Kheruntsyan and his col-
leagues [14].
With the harmonic trapping potential Vext(z) 6= 0, it is
convenient to use the local density approximation, which
amounts to describing the system locally as a uniform
gas with chemical potential equal to the local effective
chemical potential,
µ (z) = µ− 1
2
mω2zz
2, (4)
where µ is the global equilibrium chemical potential at
the trap center and is determined by the number equation
N =
´ +∞
−∞
dzn(z). All the thermodynamic variables can
then be obtained by integrating the corresponding local
quantity over the whole atomic cloud. In particular, the
trap-averaged pair correlation is given by,
g(2) =
´ +∞
−∞
dzg(2) (z, z)n2 (z)´ +∞
−∞
dzn2 (z)
, (5)
which can be used to characterize quantum phases in the
presence of harmonic traps. We note that the local den-
sity approximation is applicable for a large system. For
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FIG. 1: (Color online) Phase diagram of a trapped 1D inter-
acting Bose gas at finite temperatures. According to the dif-
ferent behavior of the averaged pair correlation function g(2),
the system can be in the Tonks-Girardeau, Gross-Pitaevskii,
or decoherent classical (DC) regime [14]. The transition be-
tween different regimes is continuous.
the case of a 1D atomic gas, with typical experimental pa-
rameters, a number of atoms N ∼ 100 is often sufficiently
large to ensure the validity of local density approximation
[1, 2].
In Fig. 1, we show a contour plot of the averaged pair
correlation function g(2) as functions of the dimensionless
interaction parameter N(a1D/aho)
2 and reduced temper-
ature T/TF , in the logarithmic scale. Here, according to
the standard notation for a trapped 1D gas, we have used
the 1D scattering length
a1D =
2~2
mg1D
(6)
and aho =
√
~/(mωz) [29–31]. We have also defined
the Fermi temperature TF = N~ωz of an ideal, non-
interacting Fermi gas with the same number of atoms
as the unit of temperature [29–31]. At low tempera-
tures, in the weakly-interacting Gross-Pitaevskii (GP)
and strongly-interacting TG regimes, the trapped Bose
gas is characterized by g(2) ≃ 1 and g(2) ≃ 0, respectively
[13]. With increasing temperature, the weakly interact-
ing Bose cloud quickly turns into a classical Boltzmann
gas, which has g(2) ≃ 2 [14]. In contrast, the pair cor-
relation function of the strongly interacting Bose gas is
less affected by temperature, although the system will fi-
nally enter a decoherent (quantum) regime at sufficiently
high temperatures, in which the pair correlation will also
increase to g(2) ≃ 2 [14].
In Fig. 2, we present the typical density profiles (a,
d) and the local pair correlation functions (b, e) in dif-
ferent quantum phases, as a function of the axial coor-
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FIG. 2: (Color online) Density profile (a, d), local pair corre-
lation (b, e), and local sound velocity (c, f) in different regimes
of temperature and interaction strength. The left and right
panels show the results at low (T = 0.05TF ) and high temper-
atures (T = 5TF ), respectively. The solid and dashed lines re-
fer to the results at the weak and strong interaction strengths:
N(a1D/aho)
2 = 102 (solid lines) and N(a1D/aho)
2 = 10−2
(dashed lines). The density and position are taken in units
of the Fermi density and Fermi radius of an ideal, spinless
Fermi gas with the same number of atoms, nF =
√
2N/(piaho)
and ZF =
√
2Naho, respectively. In the panels (c) and (f),
vF (z) = pi~n(z)/m is the local Fermi velocity.
dinate normalized to the Fermi radius ZF =
√
2Naho.
At low temperature (T = 0.05TF ), the density profiles
and local pair correlation are significantly different in the
weak and strong coupling regimes. At high temperature
(T = 5TF ), while the density profiles of weakly interact-
ing and strongly interacting Bose gases are more or less
the same, their local pair correlations differs by about a
factor of 40 in magnitude.
III. THEORETICAL FRAMEWORK
At zero temperature, collective density oscillations are
governed by the following hydrodynamic equation for the
density fluctuation δn(z),
mω2δn (z) +
∂
∂z
{
n (z)
∂
∂z
[(
∂µ
∂n
)
δn (z)
]}
= 0, (7)
which has been solved by using sum-rule approach [24] or
by deriving analytical or quasi-analytical solutions [25].
At finite temperatures, it is difficult to find a closed equa-
tion for the density fluctuation. Instead, collective modes
are better described in terms of a displacement field u(z),
m
(
ω2 − ω2z
)
nu (z) +
∂
∂z
[
n
(
∂P
∂n
)
s¯
∂u (z)
∂z
]
= 0, (8)
where the derivative of the pressure with respect to den-
sity is taken at a fixed entropy per particle s¯ = s/n.
The above equation - first derived by Griffin, Wu and
Stringari for a collisionally hydrodynamic Bose gas above
Tc [32] - can be derived from the standard Landau two-
fluid hydrodynamic equations [28]. By using the thermo-
dynamic identity (
∂P
∂n
)
s¯
= n
(
∂µ
∂n
)
(9)
that is valid at zero temperature and applying the defi-
nition of the density fluctuation
δn (z) = − ∂
∂z
[nu (z)] , (10)
it is easy to check that at zero temperature Eq. (8) indeed
reduces to the equation for density fluctuation Eq. (7).
In the absence of harmonic traps, the solution of Eq.
(8) is a plane wave of wave vector q with dispersion ω =
cq, where the sound velocity c is given by,
c =
√
1
m
(
∂P
∂n
)
s¯
. (11)
To numerically calculate (∂P/∂n)s¯, we note that(
∂P
∂n
)
s¯
=
(PµsT − PT sµ)− s¯ (PµnT − PTnµ)
(nµsT − nT sµ) , (12)
where we have used the notations such as Pµ ≡ (∂P/∂µ)T
and sT ≡ (∂s/∂T )µ. All these first-order derivatives can
be obtained numerically by solving the Yang-Yang inte-
gral equations [33].
In Figs. 2(c) and 2(f), we report the local sound ve-
locity in units of the local Fermi velocity vF (z) for dif-
ferent quantum phases of a 1D interacting Bose gas. At
low temperatures (T = 0.05TF ), sound velocity is dra-
matically different in the weakly and strongly interacting
regimes. However, the difference is washed out quickly
by increasing temperature. As a result, far above the de-
generate temperature (T = 5TF ), sound velocity becomes
nearly the same, regardless of the strength of interatomic
interactions.
A. Variational approach
In the presence of harmonic traps, the finite-
temperature hydrodynamic equation for the displace-
ment field can be solved by using a variational approach
[27, 28]. For this purpose, we reformulate it using Hamil-
ton’s variational principle and introduce a hydrodynamic
4action,
S =
ˆ
dz
[
m
(
ω2 − ω2z
)
nu2 − n
(
∂P
∂n
)
s¯
(
∂u
∂z
)2]
.
(13)
All the collective modes can be obtained by minimizing
S. Therefore, we consider the following variational (poly-
nomial) ansatz for the displacement field u (z):
u (z) =
Np−1∑
i=0
Aiz
i. (14)
The precision of our variational calculations can be im-
proved with increasing Np, which is the number of the
expansion basis {A0, A1, · · · , ANp−1}. Inserting the vari-
ational displacement field into the action (13), after some
straightforward algebra we find that,
S = [A∗0, ..., A
∗
i , ...]S (ω) [A0, ..., Aj , ...]T , (15)
where the superscript “T ” stands for the transpose of
vector and S (ω) is a Np ×Np matrix with elements
Sij (ω) = ω2Mij −Kij . (16)
Here,
Mij = m
ˆ
dzn (z) zi+j (17)
and
Kij = mω
2
z
ˆ
dzn (z) zi+j + ij
ˆ
dzn
(
∂P
∂n
)
s¯
zi+j−2
(18)
are the weighted mass moments and the spring constants,
respectively. It is readily seen that the minimization of
the action S is equivalent to solving
S (ω) [A0, ..., Aj , ...]T = 0 (19)
or
detS (ω) = 0. (20)
B. Dipole mode and breathing mode
It is easy to see that, the dipole mode - for which the
displacement field u(z) is a constant - is decoupled from
other modes, as a result of the fact that Kij = ω
2
zMij
if i = 0 or j = 0. This is consistent with Eq. (8), in
which the second term involving the equation of state
vanishes for a constant displacement field. Hence, the
dipole mode is an exact solution of the hydrodynamic
equation, with a temperature independent frequency ωz.
In the literature, this is known as Kohn’s theorem, which
holds for any Galileo transformation invariant systems.
The next mode, the so-called breathing mode, is not
an exact solution of the hydrodynamic equation and its
mode frequency relies on the equation of state of the
system, through the speed of sound (∂P/∂n)s¯. How-
ever, at zero temperature it is known that the displace-
ment u(z) = A1z provides an excellent variational ansatz,
which essentially becomes exact in the deep weakly in-
teracting GP or strongly interacting TG regimes [24, 25].
As a result, the breathing mode frequency ωB can be well
approximated by,
ω2B ≃
K11
M11
= ω2z +
´ +∞
−∞
dz [n (∂P/∂n)s¯]
m
´ +∞
−∞
dzn (z) z2
. (21)
Indeed, at zero temperature this sum-rule approach
works extremely well [24]. The resulting breathing mode
frequency differs very slightly from the exact theory, with
a relative error at the order of 0.1% [25].
IV. RESULTS AND DISCUSSIONS
Our variational approach converges very quickly with
increasing the number of the variational parameter Np.
The results presented below are calculated with Np = 8,
for any given temperature T/TF or dimensionless inter-
action parameter N(a1D/aho)
2.
A. Asymptotic behavior of mode frequencies in
some limits
Before discussing our numerical results, it is useful
to briefly summarize the known asymptotic behavior of
mode frequencies in the low and high temperature limits.
At zero temperature, the local chemical potential takes
the form µ(r) ∝ n(r) in the weakly interacting GP limit
and µ(r) ∝ n2(r) in the strongly interacting TG limit,
respectively. As a result, the hydrodynamic equation at
zero temperature Eq. (7) admits exact polynomial solu-
tions with mode frequency [24, 25]
ωn =
√
n (n+ 1)
2
ωz (22)
in the GP limit and with frequency [34]
ωn = nωz (23)
in the TG limit, where the integer n = 1, 2, · · · is the
index of collective modes. At large temperatures, the
equation of state of the Bose gas is well-approximated by
the Boltzmann distribution and the density profile takes
a gaussian distribution. In this case, the finite temper-
ature hydrodynamic equation Eq. (8) can again admit
polynomial solutions. The mode frequency is given by,
ωn =
√
3n− 2ωz. (24)
It is clear that in all cases ωn=1 = ωz as required by the
Kohn theorem. The breathing mode is the first mode
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FIG. 3: (Color online) Contour plot of the square of the
breathing mode frequency (ωB/ωz)
2 in different regimes.
With increasing temperature or interaction strength, the
breathing mode frequency increases from
√
3ωz to 2ωz.
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For a weakly interacting Bose gas at N(a1D/aho)
2 = 100,
the breathing mode frequency obtained by the sum-rules ap-
proach is also shown by a thin line in (b).
that has non-trivial temperature dependence. It takes
the mode frequency ωB =
√
3ωz in the low-temperature
mean-field regime and ωB = 2ωz in either the strongly
interacting limit or high-temperature regime.
B. Breathing mode frequency
In Fig. 3, we present a three-dimensional contour plot
of the breathing mode frequency. In Figs. 4(a) and 4(b),
we plot respectively the coupling constant and temper-
ature dependence of the breathing mode frequency in
greater detail. Here, in both figures we show (ωB/ωz)
2
rather than ωB/ωz, following the sum-rule convention
used in the previous theoretical studies [24].
For the coupling constant dependence, see for exam-
ple Fig. 4(a), the mode frequency at zero temperature
decreases monotonically from the asymptotic strongly in-
teracting value 2ωz at N(a1D/aho)
2 ≪ 1 to the weakly
interacting value
√
3ωz at N(a1D/aho)
2 ≫ 1, in agree-
ment with the analytic analysis mentioned earlier. At
finite temperatures, however, this monotonic decrease no
longer persists. At sufficiently weak coupling, we find
that the mode frequency will finally turn up due to a
nonzero temperature, whatever how small it is. As a re-
sult, a broad minimum appears in the mode frequency,
with its position shifting to the strong coupling regime
when temperature increases.
For the temperature dependence as shown in Fig.
4(b), we find instead that the mode frequency always
increases with increasing temperature at arbitrary in-
teraction strength. In the strongly interacting regime,
the trend of increasing becomes very weak, as the zero
temperature mode frequency itself shifts to the same
value of 2ωz as in the high temperature limit. We note
that, at finite temperatures the sum-rule result Eq. (21)
still works excellently well. At the coupling constant
N(a1D/aho)
2 = 100, the sum-rule result and the full vari-
ational prediction for (ωB/ωz)
2 differ in relative by 1%
at most, indicating that the breathing mode is indeed
well-approximated by the displacement field u(z) ∝ z.
C. Higher mode frequency
We now consider the mode frequency of higher collec-
tive modes. Although these modes are technically more
difficult to excite than the breathing mode, their excita-
tions in quasi-1D configuration has been recently demon-
strated for a unitary Fermi gas [35]. In Fig. 5, we report
the contour plot of the third and fourth compressional
modes. The temperature dependence of the frequency of
higher modes is presented in Fig. 6.
The qualitative behavior of the frequency of higher col-
lective modes is very similar to what we have observed
in the breathing mode. The most remarkable difference
is that the mode frequency at zero temperature may sig-
nificantly be larger than the frequency at high tempera-
tures. As a result, the mode frequency no longer increases
monotonically with increasing temperature. Nonethe-
less, it is clear that all the mode frequencies could have
distinct behavior in different quantum phases and hence
could provide a useful way to characterize the phase dia-
gram, in addition to the pair correlation characterization.
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FIG. 5: (Color online) Contour plot of the mode frequency
for the third (upper panel, ω3/ωz) and fourth (lower panel,
ω4/ωz) collective modes.
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FIG. 7: (Color online) Comparison between our theoretical
predictions (solid line) and the experimental data (solid cir-
cles with error bars) [3], for the temperature dependence of
breathing mode frequency. Experimentally, the temperature
is characterized by the rms cloud size Rz =
√
〈z2〉 measured
after 15 ms of time-of-flight [3]. In the experiment, the cou-
pling constant N(a1D/aho)
2 ≃ 18.
D. Comparison with the experiment
Experimentally, the temperature dependence of the
breathing mode frequency of a 1D interacting Bose gas
at a particular interaction strength was measured by the
Esslinger team over ten years ago. The temperature
of the atomic cloud is tuned by varying the hold time
prior to excitations of the breathing mode and is indi-
rectly characterized by measuring the axial width of the
cloud after 15 milliseconds of time-of-flight expansion [3].
Therefore, it is not possible to directly compare our the-
oretical result of the breathing mode frequency with the
experimental data.
In Fig. 7, we compare the theory and experiment by
assuming that the normalized cloud size, given by the
ratio between the rms axial width at temperature T and
at zero temperature Rz(T )/Rz(0), is not affected by the
time-of-flight expansion. The agreement between the-
ory and experiment is qualitative good, without any free
adjustable parameters. The discrepancy is due to the
assumption of invariant ratio Rz(T )/Rz(0) during the
time-of-flight expansion as well as the fact that the Bose
cloud prior to excitations may not be fully in thermal
equilibrium [3]. Refined experimental measurements are
required, in order to fully understand the temperature
dependence of the breathing mode frequency.
V. CONCLUSIONS
In conclusion, we have investigated the finite-
temperature collective modes of a one-dimensional inter-
acting Bose gas in harmonic traps, which are described
7by the Landau hydrodynamic equation. We have used
Hamilton’s variational principle and have derived a vari-
ational action for solving the hydrodynamic equation.
By taking a polynomial variational ansatz, we have ac-
curately calculated the frequency of collective modes at
arbitrary temperature and interaction strength.
The mode frequency of collective modes, particularly
the breathing mode frequency, is found to have pro-
nounced temperature dependence in different quantum
phases in the weak and strong coupling regimes. As
a result, experimental measurement of collective modes
could provide a sensitive probe of the phase diagram of
a one-dimensional trapped Bose gas, complementing the
proposed characterization of pair-correlation functions at
finite temperatures [13, 14]. We have shown that our the-
oretical prediction on the temperature dependence of the
breathing mode frequency is in good qualitative agree-
ment with an earlier experimental measurement for a
weakly interacting 1D Bose gas of rubidium-87 atoms
in harmonic traps [3]. Quantitative test of our theory
could be obtained in the near future with high-precision
measurements for collective modes.
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Note added. — In completing our numerical calcula-
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been theoretically calculated by directly solving the cou-
pled hydrodynamic equation for small density fluctua-
tions.
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