Abstract. The existence and uniqueness of nonnegative strong solutions for stochastic porous media equations with noncoercive monotone diffusivity function and Wiener forcing term is proven. The finite time extinction of solutions with high probability is also proven in 1-D. The results are relevant for self-organized critical behaviour of stochastic nonlinear diffusion equations with critical states.
Introduction
The phenomenon of self-organized criticality is widely studied in Physics from different perspectives. (We refer to [1] , [2] , [18] , [22] , [9] , [15] , [17] , [12] , [8] [13] , [10] , [16] , [14] for various studies). Roughly speaking it is the property of systems to have a critical point as attractor.
The purpose of this paper is to analyze this phenomenon in the frame work of stochastic evolution equations. To the best of our knowledge this is the first time this is done in the presence of a stochastic force and in such generality in a mathematically strict way. Let us introduce our framework.
Let where x is an initial datum and Ψ : R → 2 R is a maximal monotone (possibly multivalued) graph with polynomial growth and random forcing term
where {e k } is an orthonormal basis in L 2 (O), {µ k } is a sequence of positive numbers and {β k } a sequence of independent standard Brownian motions on a filtered probability space (Ω, F , {F t } t≥0 , P).
We note that σ(X) is defined by
where ·, · 2 is the scalar product in L 2 (O). The equation models the dynamics of flows in porous media and more generally the phase transition (including melting and solidification processes) in the presence of a random forcing term σ(X)dW .
Existence for stochastic equations of the form (1.1) with additive and multiplicative noise was studied in [6] under the main assumption that Ψ is monotonically increasing, continuous and such that where α 1 ≥ 0, α 3 > 0, α 2 , α 4 ≥ 0 and m ≥ 1. (See also [7] and [21] for general growth conditions on Ψ.) Here we shall study equation (1.1) under the following assumptions.
Hypothesis 1.1 (i) Ψ is a maximal monotone multivalued function from
R into R such that 0 ∈ Ψ(0).
(ii) There exist C > 0 and m ≥ 1 such that sup{|θ| : θ ∈ Ψ(r)} ≤ C(1 + |r| m ), ∀ r ∈ R.
(iii) The sequence {µ k } is such that
where λ k are the eigenvalues of the Laplace operator −∆ in O with Dirichlet boundary conditions.
We recall that the domain of ∆ is
Since for x ∈ H −1 (O)
and hence 4) it follows by (iii) that σ(x) ∈ L 2 (L 2 (O), H −1 (O)) (the space of all HilbertSchmidt operators from L 2 (O) into H −1 (O)) and that it is Lipschitz con-
, then there is a unique strong solution to equation (1.1) which is nonnegative if so is the initial data x. With respect to the situation considered in [7] , in the present case one does not assume that the range of Ψ is all of R, which is quite unusual for porous media equations. Also Hypothesis 1.1(i) allows monotonically increasing functions Ψ with a finite number of discontinuities (jumps), r 1 , ..., r N . One must, of course, fill the jumps by taking Ψ(r j ) = [Ψ(r j + 0), Ψ(r j − 0)], j = r 1 , ..., r N .
It should be mentioned that several physical problems with free boundary and with phase transition can be put into this functional setting. For instance if
with a, ρ, α 1 , α 2 ∈ (0, +∞), then (1.1) models the phase transition in porous media or in heat conduction (Stefan problem). If Ψ(x) = ρ sign x where ρ > 0 and 6) then (1.1) reduces to the nonlinear singular diffusion equation
where δ is the Dirac measure concentrated at the origin.
Other examples such as the Heavside step function
or Ψ(x) = |x| α sign x with 0 < α ≤ 1 also satisfy Hypothesis 1.1. In particular the equation
where λ > 0, represents the continuous, stochastic version of the Bak, Jang, Wiesenfeld sand pile model [1] . (See [1] for a deterministic presentation of the model.) This is a diffusion problem with free boundary driven by a random forcing term proportional to X(t) − x c where x c is the critical density and X(t) is the density at the moment t. Taking into account the numerical simulation in 1-D (see [2] ), one might expect that the time evolution of the system displays self-organized criticality, i.e. the supercritical region {X(t) > x c } is absorbed asymptotically in time by the critical one {X(t) = x c }. Here we shall prove that, e.g. in all examples (1.5)-(1.7) above, this indeed takes places with high probability under appropriate assumptions on the parameters and more precisely that the supercritical region "vanishes" into the critical one in finite time with high probability, at least if µ k = 0 for all k ≥ N + 1 for some N ∈ N. We emphasize that this is in particular true when the noise is zero. In this case one gets an explicit bound for the time when this happens (cf. Remark 4.4 below).
The plan of this paper is the following. The main results are presented in Section 2 and are proven in Section 3. In Section 4 we prove a finite time extinction type result for solutions to (1.1) which displays a self-organized criticality behaviour.
The following notations will be used. In the following by H we shall denote the distribution space
′ endowed with the scalar product and norm defined by
(1.8)
Its exact meaning will be precised later (see Definition 2.1 below).
It should be recalled, however, that the operator x → AΨ(x) with the domain
is maximal monotone in H := H −1 (O) (see e.g. [3] ) and so the distribution space H offers the natural functional setting for the porous media equation (1.1) or its abstract form (1.8). However, the general existence theory of infinite dimensional stochastic equations in Hilbert space with nonlinear maximal monotone operators (see [11] , [20] ) is not applicable in the present case and so a direct approach must be used.
Fnally, in this paper we use the same letter C for several different positive constants arising in chains of estimates.
2 Existence, uniqueness and positivity
Below for simplicity we often write X(t) instead of X(t, x). From the stochastic point of view the solution X given by Definition 2.1 is a strong one, but from the PDE point of view it is a solution in the sense of distributions since the boundary condition Ψ(X) / ∈0 on ∂O is satisfied in a weak sense only. Theorem 2.2 below is the main existence result. 
As mentioned earlier, Theorem 2.2 was proven in [6] for a differentiable Ψ satisfying conditions (1.2) and for p ≥ max{m + 1, 4}. It should be said, however, that in contrast with what happens for coercive functions Ψ arising in [6] , here it seems no longer possible to extend the existence result to all
Proof of Theorem 2.2
We shall consider the approximating equation
where λ > 0 and
is the Yosida approximation of Ψ. We recall that Ψ λ is Lipschitzian and monotonically increasing and so x → Ψ λ (x) + λx is strictly monotonically increasing and bounded by 
We note that since
Proof. We know from [6, Lemma 3.4] (with m = 1) that as
where X ε λ is the solution to the approximating equation
and (A λ ) ε is the Yosida approximation of A λ ,
. As a matter of fact the results of [6] were proven for smooth nonlinear functions while Ψ λ is only Lipschitz; but the extension to lipschitzian functions Ψ satisfying (1.2) is immediate. In fact, one might take a smoother approximation of Ψ, for instance the mollifier Ψ λ * ρ λ (ρ λ (r) = 1 λ ρ(λ/r), ρ ∈ C ∞ 0 (R), ρ ≥ 0, ρdr = 1) which still remains monotonically increasing and has all properties of Ψ λ .
Next we apply Itô's formula (3.6) for the function ϕ(x) = 
since by Sobolev embedding
where C is independent of x, λ and t. Now one obtains (3.4) by letting ε tend to 0 and taking into account (3.5).
From now on let us assume that p ≥ max{4, 2m} and x ∈ L p (O). From Lemma 3.1 it follows that for a subsequence {λ} → 0 we have
because by Hypothesis(ii),
(Ψ 0 is the minimal section of Ψ). By(3.4) we have for λ → 0
Clearly X and η are adapted processes. On the other hand, we have
and therefore once again applying Itô's formula (cf. (3.2)) we obtain for
10) where
is a real local valued martingale. To derive (3.10) we used that x = λΨ λ (x) + (1 + λΨ) −1 (x) and thus for all x, y ∈ R
and that the first summand on the right hand side is nonnegative because Ψ is monotonically increasing and Ψ λ (x) ∈ Ψ((1 + λΨ) −1 (x)). Hence for α > 0 large enough we obtain for all λ, µ ∈ (0, 1) and
Hence by the Burkholder-Davis-Gundy inequality (for p = 1) we get for all λ, µ ∈ (0, 1), r ∈ [0, T ],
(3.13) Taking into account that by Hypothesis 1.1(ii)
and that by (3.4) {X λ } is bounded in L p (Ω×(0, T )×O) for p ≥ max{4, 2m}, we infer by (3.12), (3.13) and Gronwall's lemma that {X λ } is a Cauchy net in
In order to complete the proof of the existence part of Theorem 2.2 it suffices to show that
Since the operator
in the duality pair
is maximal monotone, it suffices to show that (see e.g. [3] )
To prove (3.16) we first note that by (3.2) we have 17) because by (1.3), |(X λ − X)e k | −1 ≤ Cλ k |X λ − X| −1 and so by Hypothesis
Next letting λ tend to zero in (3.1) and using (3.8) we see that P-a.s., for all t ∈ [0, T ],
Note that by continuity the P-zero set does not depend on t ∈ [0,T ], since
In order to get (3.18) we have used the fact that by (3.14) we have
and therefore
Therefore (3.18) follows and this yields, via Itô's formula (applied to X(t), e j 2 2 , t ∈ [0, T ]) and summation over j that
Comparing (3.17) and (3.19) we get (3.16). Hence X is a solution to (1.1) as claimed.
To prove uniquenss we take two solutions X (1) and X (2) with corresponding η (1) and η (2) . Repeating the argument above we obtain
Since, because Ψ is monotone, the second term on the left is positive, by (1.3), Hpothesis 1.1(iii) this implies X (1) = X (2) by Gronwall's lemma. Finally, if x ≥ 0 a.e. in O we know by [6, Theorem 2.2] that X λ ≥ 0 P-a.s. and so by (3.14) it follows that X ≥ 0, a.e in Ω × (0, T ) × O as desired. This completes the proof of Theorem 2.2. 
The proof is exactly the same and so, it will be omitted. 
Proof. A simple calculation reveals that
r, r ∈ R, is increasing and so by Itô's formula we have
As a matter of fact, we shall apply Itô's formula not directly to equation (3.1) but to equation (3.6) (cf. the proof of Lemma 3.1 to obtain (3.7)). Thus we get
Next we have
. Taking into account that A λ = ∆(Ψ λ + λI) and that r → Ψ λ (r) − δr/2 is monotonically increasing we get
ds ≤ C and letting ε → 0 we get (3.22) and the first assertion (taking also into account (3.5)).
To prove the second part we note that
Hence exactly the same arguments to derive (3.11) lead to
for α large enough and λ, µ ∈ (0, 1), t ∈ [0, T ]. Since m = 1, we have |Ψ λ (x)| ≤ C(1 + |x|) for all x ∈ R, λ ∈ (0, 1), hence taking expectation we get
By Lemma 3.1 with p = 2 and (3.8) this implies (3.21).
Besides Hypothesis 1.1, we shall now assume the following (iv) Ψ(r) = ρ sign r + Ψ(r), for r ∈ R, where ρ > 0, Ψ : R → R is Lipschitzian, Ψ ∈ C 1 (R \ {0}) and for some δ > 0 it satisfies Ψ ′ (r) ≥ δ for all r ∈ R \ {0}.
Here the signum is defined by (1.6). Below we shall use an approximation to Ψ which is slightly different from Ψ λ defined before. Namely, below we consider
where (sign) λ is the Yosida approximation of the sign, i.e. We shall use the symbol Ψ λ also for this approximation and denote also by X λ the corresponding solution of (3.1). This approximation in the special case of condition (iv) is much more convenient. We emphasize that all previous results remain true for this modified approximation. The proofs are the same and some parts even simplify. We therefore shall use all previous results for Ψ λ and X λ as above without further notice. 
Proof. We set
and choose ϕ λ ∈ C 2 (R) such that
It is easily seen that such a function exists and can be constructed simply by smoothing the function (sign) λ . Let us denote the resulting function by f λ . Then define ϕ λ (r) :
As mentioned above the arguments of the previous proofs extends to the present situation in order to prove that {X λ } is convergent to the solution X to (1.1). Now we shall apply Itô's formula to equation (3.1) (or, more exactly, to (3.6) and then let ε → 0 as in the proof of Proposition 3.4) with Ψ λ defined as above and to the function O ϕ λ (X λ )dξ.
Arguing as in the proof of Lemma 3.1 to obtain (3.7), we get (recall that
where 1 λ is the characteristic function of the set {(s, ξ) : 0 ≤ |X λ (s, ξ)| ≤ 2λ}.
Concerning the first line we note that, since ϕ ′ λ andΨ are monotonically increasing while as seen earlier X λ (t) ∈ H 1 0 (O), we have by the Green formula that
This yields
Taking into account that
Then we get the desired estimate and since also by (3.22)
Extinction in finite time and self-organized criticality
In this section we shall prove a finite extinction property for solutions of (1.1) in 1-D for a special density dependent diffusion coefficient function Ψ. However, Lemma 4.1 below can be proved without restriction on dimension. So, for the moment we remain in our general framework. For simplicity we choose the Wiener process 1) where N ∈ N. Besides Hypothesis 1.1, we shall assume Hypothesis (iv) (see page 16), i.e.
(iv) Ψ(r) = ρ sign r + Ψ(r), for r ∈ R, where ρ > 0, Ψ : R → R is Lipschitzian, Ψ ∈ C 1 (R \ {0}) and for some δ > 0 it satisfies Ψ ′ (r) ≥ δ for all r ∈ R \ {0}.
Here the signum is defined by (1.6). Now let τ be the stopping time
where X(t, x), t ≥ 0, is the solution to (1.1) given by Theorem 2.2 for x ∈ L p (O), p ≥ max{4, 2m}.
Lemma 4.1 Under assumptions (i)-(iv) we have
Let D(A) be equipped with the graph norm of A and let D(A) ′ be its dual space, hence
It is easy to see that for all ω ∈ Ω, t ∈ [0, T ] the function e µ(t,ω) is a multiplier both in D(A) and in H, hence e µ(t,ω) ∆z ∈ D(A) ′ is well defined for all z ∈ L 2 (O) and Y (t) ∈ H.
Claim. We have
where the fist integral on the right hand side is a Bochner integral in D(A) ′ , the second by
In particular a posteriori the first integal is in H, continuous in H as a function of t ∈ [0, T ], P-a.s.
Proof of the Claim. Let ϕ ∈ D(A). As before we shall use ·, · 2 also for the extended dualizations with pivot space L 2 (O) as the ones in (4.2).Then 
After summing over j ∈ N the two stochastic terms cancel and the claim follows since ϕ ∈ D(A) was arbitrary.
Below we work for P-a.s. ω ∈ Ω, ω fixed. Hence all constants C appearing below may depend on ω.
Consider the solution
On the other hand,we have as in (4.3) 
where
and therefore for some sequence λ n → 0
Below we simple write λ instead of λ n . Next we have by (4.4) that
(4.7) Also we have (for simplicity we take ρ = 1)
Hence (4.7) and Gronwall's lemma imply
Now taking into account (4.6) and letting λ → 0 we get
a.e. t > s. For proving our extinction result we need O ⊂ R, i.e. d = 1. To be more
, be such that
Then, for each n ∈ N,
where by Lemma 4.1 we have
Proof. By condition (iv) we see that rΨ(r) ≥ ρ|r|, ∀ r ∈ R. (4.14) 
we find
(4.15) Here C N is given by (4.12) and
Integrating over t and letting λ → 0 we see that the right hand side of (4.15) converges to the right hand side of (4.16) below in L 2 (Ω; C([0, T ]; H)). But by (3.5),(3.8), (3.12), (3.13) and by Proposition 3.4 the same is true for the left hand side with limit Taking expectation and multiplying by (ργ) −1 e −C N t , we obtain t 0 e −C N s P(τ > s)ds ≤ |x| −1 ργ .
Writing P(τ > s) = 1 − P(τ ≤ s) we deduce that P(τ ≤ t) ≥ 1 − |x| −1 ργ Here the function Ψ is as in assumption (iv) and x c ∈ R. We note that equation (1.7) reduces to (4.18) by shifting the Heavside function with x c .
One must notice that if x > x c , i.e. if the initial state is in the supercritical region then by positivity result in Theorem 2.2 we have X(t) ≥ x c , P-a.s. for all t ≥ 0. This means that the state remains in the supercritical-critical region for all the time. However, by (4.19) if
is small, it reaches the critical state x c with high probability in a finite time i.e. the supercriticalcritical region is completely absorbed by the critical one in a finite time. . But this, of course, also follows directly from (4.17), since we assume C N = 0.
