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A REDUCED MODEL FOR SOLUTE TRANSPORT IN COMPLIANT
BLOOD VESSELS WITH ARBITRARY AXIAL VELOCITY PROFILE
RAMI MASRI∗, CHARLES PUELZ † , AND BE´ATRICE RIVIE`RE †
Abstract. We derive a reduced model of solute transport in blood based on the center manifold
theory. The derivation is carried out on a convection diffusion equation with general axial and radial
velocity profiles in a blood vessel of varying cross section. We couple the resulting one dimensional
equation to a reduced model for blood flow in a compliant vessel. In the special case of a no–
slip axial velocity profile, we study the dependence of the diffusion coefficient and corresponding
numerical solutions on the shape of the profile.
Key words. solute transport, reduced model, one dimensional blood flow, center manifold
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1. Introduction. Modeling and computer simulation of solute transport in a
fluid, like oxygen in blood, can provide critical insight on the planning of cardiovascu-
lar surgeries. These simulations remain computationally challenging due to the com-
plexity of hemodynamics in vascular networks. Furthermore, the solute is transported
by the blood, which is mathematically modeled by a coupled system of equations. The
numerical solution of the transport equation requires knowledge of the blood velocity
field. The prohibitive cost of numerically solving the three dimensional Navier Stokes
equations for the velocity field in large vessel networks has motivated the development
of reduced blood flow models as a computationally efficient alternative [14, 16].
Our work derives a reduced model for the coupled flow and transport problem.
Flow in the blood vessel is approximated along its axial dimension by a one dimen-
sional nonlinear hyperbolic system. The reduced model employs the radially averaged
concentration of the solute, the cross–sectional area of the vessel and the radially av-
eraged velocity. The main contribution of our work is a derivation of the reduced
model in the general case where the radial component of the velocity is not neglected
and the shape of the axial velocity profile is not known in a vessel with impermeable
boundary. We employ the streamline boundary condition at the walls of the vessel,
which is a condition also needed in the derivation of the reduced blood flow model
[4, 6]. We note that the resulting one dimensional equation does not require specifi-
cation of a concentration profile. However, it is necessary to assume such a profile to
provide closure to the equation derived using scaling and averaging arguments in [10].
Reduced models for blood flow without solute transport have been extensively
studied in the literature. The reduced blood flow model is derived by performing an
asymptotic analysis of the axisymmetric incompressible Navier Stokes equations [4, 6].
This reduction yields a one dimensional nonlinear hyperbolic system that describes
the dynamics of the vessel cross–sectional area and the blood velocity averaged over
a cross section. The reduced model has been tested against measured physiological
data and has produced similar qualitative and quantitative features [15]. Further,
this model is popular due to its low computational cost [17].
For solute transport, several reduced models have been proposed under certain
conditions. The reduction of a convection diffusion equation to a one dimensional
model for the radially averaged concentration was first studied by Taylor in the case
of a pipe of constant radius and steady state Poiseuille flow [20, 21]. Taylor assumed
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that diffusion renders the concentration of the solute radially uniform on a time scale
that is faster than the convective transport. Several mathematicians worked on pro-
viding a theoretical basis for this seminal paper [20]. Aris calculated moments of the
concentration using Fourier–Bessel analysis [1]. We refer the reader to the review
of the different approaches to derive Taylor’s equation, see [23]. More recent work
by Azer generalized Taylor’s result to time dependent flow in a rigid pipe [2]. The
center manifold theory provides another mathematical basis for Taylor’s model. The
description of the center manifold theory is given in [7] and its application to Taylor’s
dispersion problem was introduced by Mercer and Roberts for the case of Poiseuille
flow [12]. The authors presented the method for the case of a straight channel and
generalized it for a channel with varying radius based on a procedure given in [18]. A
numerical verification of the resulting equation for the case of laminar and turbulent
flow was carried out in [13]. Marbach and Alim recently used the generalized center
manifold method to the case of a general velocity profile in a straight pipe, where the
radial component of the velocity is neglected. Further, the authors derived a reduced
model in a channel of varying radius for the specific case of Poiseuille flow [11]. In
this work, we apply the center manifold method to a more general case where we do
not assume a shape for the axial velocity profile, and we do not neglect the radial
component of the velocity. To the best of our knowledge, such a derivation has not
been carried before.
Different choices for the axial velocity profile have been described in the literature.
For example, Womersley theory was used to iteratively construct a time dependent
velocity profile rather than specifying a steady state profile [3]. Alternatively, a steady
state profile may be specified. Common choices are the no–slip and the flat velocity
profiles. Puelz et al. performed a comparison of different no–slip profile shapes
determined by the Coriolis coefficient, α [17]. The value of α appears in the viscous
and convective terms of the blood flow model, and the authors concluded that it has
a non–negligible impact on solutions. In our paper, for the specific case of a no–slip
velocity profile, we specify a relation between the diffusion coefficient for the reduced
transport equation and α. Further, we perform numerical experiments to study the
impact of different no–slip velocity profiles on the solute concentration.
The outline of this paper is as follows. In Section 2, the transport problem and
the center manifold method are described. The main contribution of the paper is in
Section 3, where the reduced model for a general axial and radial velocity profile is
obtained. Particular cases are considered in Section 4: flat velocity profile, no-slip
velocity profile and Poiseuille flow. The reduced flow and transport model is applied
to simulate momentum and concentration in a vessel in Section 5. Conclusions are
presented in Section 6.
2. Transport Model Problem and Center Manifold Method. We con-
sider an axisymmetric vessel and cylindrical coordinates (x, r, θ), where x denotes the
direction along the axis of symmetry of the vessel. We let R(x, t) denote the inner
vessel radius. Let (Vx, Vr, Vθ) denote the velocity field of blood, where Vθ is assumed
to be zero. We have the following equation modeling the concentration of a solute,
c(x, r, t),
(2.1)
∂c
∂t
+ Vx
∂c
∂x
+ Vr
∂c
∂r
= D
(
∂2c
∂r2
+
1
r
∂c
∂r
+
∂2c
∂x2
)
,
where D is a constant diffusion coefficient. We introduce the following characteristic
quantities: inner vessel radius R0, length λ, concentration c0, axial velocity U0 and
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radial velocity V0. The non-dimensional variables are defined such that [6]:
(2.2) r = R0r¯, x = λx¯, t =
λ
V0
t¯, c = c0c¯, Vx = V0V¯x, Vr = U0V¯r,
where the following holds
(2.3)
U0
V0
=
R0
λ
= 0.
Since the vessel’s length is assumed to be much larger than its radius, 0  1. This
assumption is required in the derivation of the reduced blood flow model from the
axially symmetric incompressible Navier Stokes equations in [6].
By substituting (2.2) in (2.1), the non-dimensional transport equation for the
concentration c¯ reads
(2.4)
V0
λ
∂(c0c¯)
∂t¯
+
V0
λ
V¯x
∂(c0c¯)
∂x¯
+
U0
R0
V¯r
∂(c0c¯)
∂r¯
=
D
(
1
R20
∂2(c0c¯)
∂r¯2
+
1
R20
1
r¯
∂(c0c¯)
∂r¯
+
1
λ2
∂2(c0c¯)
∂x¯2
)
.
Multiplying (2.4) by λ/V0, and noting from (2.3) that U0λ = V0R0, we obtain
∂(c0c¯)
∂t¯
+ V¯x
∂(c0c¯)
∂x¯
+ V¯r
∂(c0c¯)
∂r¯
= D
λ
V0R20
(
∂2(c0c¯)
∂r¯2
+
1
r¯
∂(c0c¯)
∂r¯
+
R20
λ2
∂2(c0c¯)
∂x¯2
)
.
(2.5)
Neglecting the terms of order 20, equation (2.5) in non-dimensional form is reduced
to
(2.6)
∂(c0c¯)
∂t¯
+ V¯x
∂(c0c¯)
∂x¯
+ V¯r
∂(c0c¯)
∂r¯
= D
λ
V0R20
(
∂2(c0c¯)
∂r¯2
+
1
r¯
∂(c0c¯)
∂r¯
)
.
We rewrite this equation in dimensional variables and obtain
(2.7)
∂c
∂t
+ Vx
∂c
∂x
+ Vr
∂c
∂r
= Lc,
where L is the following operator:
(2.8) Lc = D
(
∂2c
∂r2
+
1
r
∂c
∂r
)
.
We note that this scaling argument was also employed by D’Angelo, where averaging
arguments and assumptions on the concentration profile were subsequently used [10].
We will use the center manifold method to arrive at a reduced model of (2.7) without
a priori assuming a profile for the concentration: a relation between c and its radial
average. This model will depend on the area of the vessel and the radially averaged
quantities of c and Vx. In order to carry out the derivation, we make several assump-
tions. First, we assume that the wall of the vessel is impermeable. This condition is
also used in [12, 20, 11], and reads
(2.9)
∂c
∂r
∣∣∣∣
r=R(x,t)
= 0.
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We also assume blood is an incompressible fluid. This condition in cylindrical coor-
dinates reads
(2.10)
∂(rVr)
∂r
+ r
∂Vx
∂x
= 0.
Further, we assume the streamline boundary condition:
(2.11)
∂R
∂t
+ Vx|r=R ∂R
∂x
= Vr|r=R.
Conditions (2.10) and (2.11) are also essential in the derivation of the reduced blood
flow model [6].
2.1. Application of the Center Manifold Method. This section presents
the center manifold theory applied to (2.7) in the general case where the radial velocity,
Vr, is not neglected. Let the partial Fourier transform of a function f be denoted by
fˆ :
(2.12) fˆ(k, r, t) =
∫ ∞
−∞
eikxf(x, r, t)dx.
Taking the Fourier transform of (2.7), we obtain
(2.13)
∂cˆ
∂t
+ Vˆx ∗ (−ikcˆ) + Vˆr ∗ ∂cˆ
∂r
= Lcˆ.
Following [12], we supplement (2.13) with
(2.14)
∂k
∂t
= 0.
The strategy of adding equation (2.14) is similar to the approach used in dynamical
systems [22]. Mohammed et al. and Roberts argue that this equation represents the
physical assumption that the concentration is slowly varying along the channel after a
certain period of time [13, 19]. This equation allows us to view (2.13) and (2.14) as a
dynamical system in the variables (k, cˆ) with a stationary point at (0, 0). Hence, the
center manifold method can be applied [12]. More specifically, we can write equations
(2.13) and (2.14) as
(2.15)
∂
∂t
u = Au + F (u),
where
(2.16) u =
(
k
cˆ
)
, A =
(
0 0
0 L
)
, F (u) =
(
0
−Vˆx ∗ ∂cˆ∂x − Vˆr ∗ ∂cˆ∂r
)
.
The operator A has two zero eigenvalues and all the other eigenvalues are negative.
An application of Theorem 1 from [7] implies the existence of a center manifold S.
The following ansatz is chosen:
(2.17) cˆ(k, r, t) = Wˆ (k, r, t; 〈cˆ〉),
where 〈cˆ〉 is the radial average of cˆ. In the remainder of the paper, we will denote by
〈f〉 the radial average of a function f defined by
(2.18) 〈f〉(x, t) = 2
R2
∫ R
0
f(x, r, t)rdr.
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We take the inverse Fourier transform of (2.17) and assume that it depends on the
average of 〈c〉:
(2.19) c(x, r, t) = W (x, r, t; 〈c〉).
We substitute (2.19) in (2.7) and obtain the following equation:
(2.20)
∂W
∂t
+
∂W
∂〈c〉
∂〈c〉
∂t
+ Vx
∂W
∂x
+ Vr
∂W
∂r
= LW,
where W is to be determined. The following ansatz for the flow on the center manifold
is also considered:
(2.21)
∂〈c〉
∂t
= G(x, t; 〈c〉).
Equation (2.17) and (2.21) represent the ansatz employed in [12, 9]. If the zero solution
of the equation describing the flow on S is stable, then Theorem 2 from [7] asserts
that a solution u of (2.15) approaches a solution on the center manifold exponentially
fast in time.
The objective is to solve for W and G from (2.20). Thus, we consider the following
expansions [12]:
W =
∞∑
i=0
Wi
[
r, t;
(
∂j〈c〉
∂xj
)
j=0,...,i
]
,(2.22)
∂〈c〉
∂t
=
∞∑
i=1
Gi
[
t;
(
∂j〈c〉
∂xj
)
j=0,...,i
]
.(2.23)
We substitute (2.22) and (2.23) in (2.20) and decouple the equation in the following
way [12]:
LW0 = 0,(2.24)
LW1 = ∂W0
∂t
+
∂W0
∂〈c〉G1 + Vx
∂W0
∂x
+ Vr
∂W0
∂r
,(2.25)
LWn+1 = ∂Wn
∂t
+
n+1∑
l=1
n−l+1∑
p=0
∂Wn+1−l
∂〈c〉p
∂pGl
∂xp
+ Vx
∂Wn
∂x
+ Vr
∂Wn
∂r
, n > 1(2.26)
where 〈c〉p = ∂p〈c〉/∂xp. In order to find an explicit solution of equations (2.24),
(2.25) and (2.26), we impose the following conditions [11, 12].
∂Wi
∂r
|r=R(x,t) = 0,(2.27)
〈W0〉 = 〈c〉,(2.28)
〈Wi〉 = 0, i ≥ 1.(2.29)
Equation (2.27) ensures the impermeability condition of the solute at the wall of the
vessel (2.9) is satisfied. Conditions (2.28) and (2.29) ensure consistency in the sense
that 〈c〉 = 〈W 〉.
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3. Model Reduction. This section contains our main result, namely a deriva-
tion of the reduced convection diffusion equation for the solute. The objective is to
find an expression for Gn from (2.24), (2.25) and (2.26). We first solve for W0. We
multiply (2.24) by r, integrate with respect to r and use conditions (2.27) and (2.28).
Thus, we obtain
(3.1) W0 = 〈c〉.
We substitute (3.1) in (2.25) and (2.26) for n = 1. This yields:
LW1 = G1 + Vx ∂〈c〉
∂x
,(3.2)
LW2 = ∂W1
∂t
+G2 +
∂W1
∂〈c〉G1 +
∂W1
∂〈c〉′
∂G1
∂x
+ Vx
∂W1
∂x
+ Vr
∂W1
∂r
.(3.3)
The notation 〈c〉′ is used for ∂〈c〉/∂x. We multiply (3.2) by r and integrate once with
respect to r.
Dr
∂W1
∂r
=
∫ r
0
G1sds+
∂〈c〉
∂x
∫ r
0
Vx(x, s, t)sds+K(x, t),(3.4)
where K(x, t) is a function independent of r. Under the assumption that ∂W1/∂r is
bounded at r = 0, we must have:
(3.5) K(x, t) = 0.
Using the impermeability condition (2.27), we note that:
(3.6) 0 = DR
∂W1
∂r
∣∣∣∣
r=R
=
R2
2
(
G1 +
∂〈c〉
∂x
〈Vx〉
)
, ∀x, t
We conclude that G1 is the following:
(3.7) G1 = −∂〈c〉
∂x
〈Vx〉.
We substitute (3.7) in (3.2), multiply by r and integrate with respect to r to obtain
(3.8) Dr
∂W1
∂r
=
∂〈c〉
∂x
∫ r
0
(Vx(x, s, t)− 〈Vx〉(x, t))sds.
We solve for W1 by integrating over r and using (2.29). We obtain
(3.9) W1 =
∂〈c〉
∂x
η˜, with η˜ = η − 〈η〉,
and η is defined by
(3.10) η(x, r, t) =
1
D
∫ r
0
1
z
∫ z
0
(Vx(x, s, t)− 〈Vx〉(x, t))sdsdz.
We substitute (3.9) and (3.7) in (3.3) and obtain the following equation for G2.
LW2 = ∂
∂t
(
∂〈c〉
∂x
η˜
)
+G2 − η˜ ∂
∂x
(
∂〈c〉
∂x
〈Vx〉
)
+ Vx
∂
∂x
(
∂〈c〉
∂x
η˜
)
+ Vr
∂〈c〉
∂x
∂η˜
∂r
.
(3.11)
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We multiply (3.11) by r and write it in the following way
(3.12) rLW2 = r ∂
∂t
(
∂〈c〉
∂x
η˜
)
+ rG2 − rη˜ ∂
∂x
(
∂〈c〉
∂x
〈Vx〉
)
+ r
∂
∂x
(
∂〈c〉
∂x
Vxη˜
)
− rη˜ ∂〈c〉
∂x
∂Vx
∂x
+ rVr
∂〈c〉
∂x
∂η˜
∂r
.
Using the incompressibility condition (2.10), we have
rVr
∂η˜
∂r
=
∂(rVrη˜)
∂r
− η˜ ∂(rVr)
∂r
=
∂(rVrη˜)
∂r
+ rη˜
∂Vx
∂x
.(3.13)
Substituting (3.13) in (3.12), we obtain:
(3.14)
rLW2 = r ∂
∂t
(
∂〈c〉
∂x
η˜
)
+ rG2− rη˜ ∂
∂x
(
∂〈c〉
∂x
〈Vx〉
)
+ r
∂
∂x
(
∂〈c〉
∂x
Vxη˜
)
+
∂〈c〉
∂x
∂(rVrη˜)
∂r
.
We rewrite the third term in the right-hand side of the equation above by using the
chain rule:
−η˜ ∂
∂x
(
∂〈c〉
∂x
〈Vx〉
)
= − ∂
∂x
(
∂〈c〉
∂x
〈Vx〉η˜
)
+
∂〈c〉
∂x
∂η˜
∂x
〈Vx〉.(3.15)
With (3.15), equation (3.14) becomes:
rLW2 = ∂
∂t
(
∂〈c〉
∂x
rη˜
)
+ rG2 +
∂
∂x
(
∂〈c〉
∂x
rη˜V˜x
)
+
∂〈c〉
∂x
∂(rVrη˜)
∂r
+ r
∂〈c〉
∂x
∂η˜
∂x
〈Vx〉,
where the function V˜x is defined by:
V˜x = Vx − 〈Vx〉.
We integrate the equation above from r = 0 to r = R. Due to the impermeability
condition (2.27), the integral of rLW2 vanishes. Using Leibniz rule, we obtain:
0 =
∂
∂t
(
∂〈c〉
∂x
∫ R
0
rη˜dr
)
− ∂〈c〉
∂x
∂R
∂t
Rη˜|r=R + R
2
2
G2 +
∂
∂x
(
∂〈c〉
∂x
∫ R
0
rη˜V˜xdr
)
−∂〈c〉
∂x
∂R
∂x
Rη˜|r=RV˜x|r=R + ∂〈c〉
∂x
RVr|r=Rη˜|r=R + ∂〈c〉
∂x
〈Vx〉
∫ R
0
r
∂η˜
∂x
dr(3.16)
By construction, the radial average of η˜ is zero, which means the first term above
vanishes. We also note that
(3.17)
∫ R
0
rη˜V˜xdr =
∫ R
0
rηV˜xdr − 〈η〉
∫ R
0
rV˜xdr =
∫ R
0
rηV˜xdr.
Finally by integration by parts, the last term in (3.16) is rewritten as
∂〈c〉
∂x
〈Vx〉
∫ R
0
r
∂η˜
∂x
dr =
∂〈c〉
∂x
〈Vx〉
(
∂
∂x
∫ R
0
rη˜dr − ∂R
∂x
Rη˜|r=R
)
= −∂〈c〉
∂x
〈Vx〉∂R
∂x
Rη˜|r=R.(3.18)
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With (3.17) and (3.18), equation (3.16) becomes:
0 =
R2
2
G2 +
∂
∂x
(
∂〈c〉
∂x
∫ R
0
rηV˜xdr
)
− ∂〈c〉
∂x
Rη˜|r=R
(
∂R
∂t
+ Vx|r=R ∂R
∂x
− Vr|r=R
)
.
We use the streamline condition (2.11) and obtain the following expression for G2.
(3.19) G2 = − 2
R2
∂
∂x
(
∂〈c〉
∂x
∫ R
0
rηV˜xdr
)
= − 1
R2
∂
∂x
(
∂〈c〉
∂x
〈R2ηV˜x〉
)
.
We seek a second order approximation to (2.23). Thus, we justify the truncation of
the series (2.22) and (2.23) by the following lemma.
Lemma 3.1. We can write Wn and Gn in the following way.
Wn =
(
R20V0
λD
)n
c0W¯n, n ≥ 0,(3.20)
Gn =
(
R20V0
λD
)n−1
V0c0
λ
G¯n, n ≥ 1,(3.21)
where G¯n and W¯n are functions in the non-dimensional variables and λ, V0, R0 and c0
are the characteristic variables given in (2.2). If we assume that the ratio of diffusion
time to advection time is small, we have
(3.22)
R20V0
λD
= O(),  1
then by neglecting the terms of order O(n), n ≥ 2, expressions (2.22) and (2.23) are
reduced to
(3.23) c = W0 +W1,
∂〈c〉
∂t
= G1 +G2.
For the sake of completeness, we prove Lemma 3.1 in Appendix A. Taylor derived
assumption (3.22) as a condition for the radial variation of concentration to decay
much faster than its longitudinal convection [20]. This derivation was for the case of
a rigid pipe and Poiseuille flow. Mercer and Roberts used this assumption to justify
the truncation of the series in the case of a rigid pipe, with Vr neglected and Vx
assumed to depend only on r [12]. Equation (3.22) was also used as an assumption
by Azer in the case of a rigid pipe and Vx assumed to depend on r and time t [2].
Marbach and Alim also used this assumption to arrive at their reduced models [11].
According to (3.23), (3.7) and (3.19), a second order approximation for equation
(2.23) describing the averaged concentration of the solute 〈c〉 is:
(3.24)
∂〈c〉
∂t
= −〈Vx〉∂〈c〉
∂x
− 1
R2
∂
∂x
(
∂〈c〉
∂x
〈R2ηV˜x〉
)
.
Averaging the incompressibility condition (2.10) yields [6]:
(3.25)
∂R2
∂t
+
∂(R2〈Vx〉)
∂x
= 0.
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We multiply (3.24) by R2 and use (3.25). This leads to the following final form of the
equation in averaged quantities:
(3.26)
∂(R2〈c〉)
∂t
+
∂(R2〈Vx〉〈c〉)
∂x
+
∂
∂x
(
∂〈c〉
∂x
〈R2ηV˜x〉
)
= 0.
We are now ready to present the reduced flow and transport model. For readability,
we simplify notation and let U and C denote the averaged quantities:
(3.27) U = 〈Vx〉, C = 〈c〉.
Next, we define the scaled cross-sectional area, A, and the momentum, Q:
(3.28) A = R2, Q = AU.
The reduced model for the flow involves the unknowns A and Q [6, 4]. The coupled
reduced flow and transport model is:
∂A
∂t
+
∂Q
∂x
= 0,(3.29)
∂Q
∂t
+
∂
∂x
(
α
Q2
A
)
+
A
ρ
∂p
∂x
= 2piνR
∂Vx
∂r
∣∣∣∣
r=R
,(3.30)
∂(AC)
∂t
+
∂(QC)
∂x
+
∂
∂x
(
∂C
∂x
〈Aη(Vx − 〈Vx〉)〉
)
= 0.(3.31)
We recall that η is defined by (3.10). The parameters in the blood flow model
are the density ρ, the kinematic viscosity ν, and the Coriolis coefficient α = α(x, t).
The Coriolis coefficient is a correction parameter resulting from asymptotic analysis
of the Navier–Stokes equations [6]. This parameter depends on the axial velocity Vx
as follows:
(3.32) α(x, t) =
2
R2U2
∫ R
0
V 2x rdr.
To provide closure to the system, a state equation for the pressure p and a profile for
the axial velocity must be specified. The following section will further specialize the
model by considering several velocity profiles.
4. Particular Cases.
4.1. Flat Velocity Profile. In the case of inviscid flow (ν = 0), a flat velocity
profile may be assumed [6, 17]. This choice means the axial velocity is independent
of r. In other words, it is equal to its radial average. Therefore, we have
(4.1) Vx = 〈Vx〉 = U.
which results in α = 1. Clearly, this implies the reduced model for the transport
equation is purely hyperbolic. This model has been derived in [10]. For completeness,
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we write the resulting reduced flow and transport model for the flat velocity profile.
∂A
∂t
+
∂Q
∂x
= 0,(4.2)
∂Q
∂t
+
∂
∂x
(
Q2
A
)
+
A
ρ
∂p
∂x
= 0,(4.3)
∂(AC)
∂t
+
∂(QC)
∂x
= 0.(4.4)
4.2. No-Slip Velocity Profile. The no–slip velocity profile is widely used for
modeling blood flow. This profile takes the form:
(4.5) Vx(x, r, t) =
γ + 2
γ
U(x, t)
(
1−
( r
R
)γ)
.
We note that if γ = 2, (4.5) reduces to the profile for Poiseuille flow. The case γ = 9
has been shown to produce results that are good fits with experimental data [6, 17].
The expression for V˜x can be explicitly defined:
(4.6) V˜x(x, r, t) =
U(x, t)
γ
(
2− (γ + 2)
( r
R
)γ)
.
With this choice, we compute the expression for the function η:
(4.7) η(x, r, t) =
U(x, t)
γD
(
r2
2
− r
γ+2
(γ + 2)Rγ
)
.
We evaluate the diffusion coefficient in (3.31) when the no-slip velocity profile (4.5)
is chosen to close the system. We find that
(4.8) A〈η(Vx − 〈Vx〉)〉 = − β
D
Q2,
where β is a function of γ:
(4.9) β(γ) =
1
2(γ + 2)(γ + 4)
.
Substituting (4.5) in (3.32), we obtain an expression for the Coriolis coefficient that
depends on γ. In this case, α is independent of x and t and is given by:
(4.10) α =
2 + γ
γ + 1
.
Equivalently, we have
γ =
2− α
α− 1 .
The function β is rewritten as a function of α:
(4.11) β(α) =
(α− 1)2
2α(3α− 2) .
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We now state the reduced flow and transport model for the no–slip velocity profile.
∂A
∂t
+
∂Q
∂x
= 0,(4.12)
∂Q
∂t
+ α
∂
∂x
(
Q2
A
)
+
A
ρ
∂p
∂x
= −2piν α
α− 1
Q
A
,(4.13)
∂(AC)
∂t
+
∂(QC)
∂x
− (α− 1)
2
2α(3α− 2)D
∂
∂x
(
Q2
∂C
∂x
)
= 0.(4.14)
We note that when α = 1, β = 0. In this case, (4.14) has no diffusion and we recover
equation (4.4) for the flat velocity profile. In the remainder of the paper, the case
“α = 1” refers to the flat velocity profile model (4.2)-(4.4). Figure 1a shows the
diffusion parameter, β, as a function of the Coriolis coefficient α and Figure 1b plots
different shapes of the velocity profile, Vx(r;α), for several values of α when U = 1.
1 1.2 1.4 1.6
0
0.01
0.02
0.03
0.04
0.05
(a) Diffusivity constant β
-1 -0.5 0 0.5 1
0
0.5
1
1.5
2
(b) Axial velocity profile Vx
Fig. 1. Plot of the diffusivity constant β and the velocity profile Vx(r;α) for different values of
the Coriolis coefficient α.
4.2.1. Poiseuille Flow. If γ = 2, or equivalently α = 4/3, in (4.5), we have a
Poiseuille flow given by
(4.15) Vx(x, r, t) = 2U(x, t)
(
1−
( r
R
)2)
.
The value of the diffusivity constant (4.11) in this case is β = 1/48, which is the
same diffusivity constant obtained by Taylor [21]. The reduced transport equation
becomes:
(4.16)
∂(AC)
∂t
+
∂(QC)
∂x
− 1
48D
∂
∂x
(
Q2
∂C
∂x
)
= 0,
which is the same model derived in [11]. The authors in [11] use the center manifold
method for the case when Vx takes the form (4.15) and Vr is derived from the incom-
pressibility equation. If we further assume that the channel is of constant radius and
that U is constant, we recover the equation derived in [21, 1]:
(4.17)
∂C
∂t
+ U
∂C
∂x
− U
2A
48D
∂2C
∂x2
= 0.
Finally, we remark that equations (4.17) and (4.16) agree with those derived in [21, 11]
when the diffusion in the longitudinal direction is neglected in (2.1), see (2.7).
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5. Numerical Experiments. In this section, we apply models (4.2)–(4.4) and
(4.12)–(4.14) to simulate flow and transport of a solute in a blood vessel. To close the
system, we choose the following equation of state for the pressure [17]
(5.1) p(A) = p0 + κ(A
1/2 −A1/20 ),
where A0 is a given reference area and p0 is a given reference pressure.
5.1. Sinusoidal pressure waveform. In the first numerical example, we im-
pose a sinusoidal pressure waveform at the inlet of the vessel.
(5.2) p(0, t) = 2× 104 sin(2pit) + p0.
We consider a vessel of length L = 1cm and set κ = 4.5 × 105 g/s2cm2, p0 = 75
mmHg, A0 = 1cm, ν = 3.2× 10−2cm2/s and the diffusion coefficient D = 0.02cm2/s.
The inlet values for the area A are determined from (5.1). The momentum Q at the
inlet is specified by extrapolating the Riemann invariants of the A-Q system [17]. We
consider the following initial and boundary conditions for (4.14) when the direction
of the flow is positive:
C(x, 0) = 0.01, 0 ≤ x ≤ L,(5.3)
C(0, t) =
{
0.45t+ 0.01 t ≤ 0.2,
0.1 t > 0.2,
(5.4)
∂C
∂x
(L, t) = 0.(5.5)
When the flow direction reverses, the value of the concentration at the outlet node is
extrapolated and the inlet node (x = 0) is treated like an outflow node. We numer-
ically solve the A-Q system, (4.12) and (4.13), using the Runge Kutta discontinuous
Galerkin scheme with the local Lax Friedrichs numerical flux [17]. After obtaining
numerical solutions for A and Q, we solve (4.14) for C using the non–symmetric in-
terior penalty discontinuous Galerkin method and the local Lax Friedrichs numerical
flux. The final simulation time is T = 4 seconds. We choose three different values
for α that have been used in the literature for blood flow: 1 and 4/3 are common
values and the value 1.1 was shown to produce an accurate model when compared
to experimental data [6, 17]. We recall that the model used for α = 1 is (4.2)-(4.4).
For this particular case, we employ the min-mod slope limiter to further stabilize
the discrete approximation of the concentration [8]. Figure 2 and Figure 3 show the
evolution of the averaged concentration and momentum at the midpoint of the vessel
for different values of α. We observe the momentum behaves as a sinusoidal function:
when Q is positive, the flow direction is from left to right and when Q is negative the
flow direction reverses from right to left. The momentum profiles are nearly identical
for the three values of the Coriolis coefficient. The situation is very different for the
concentration profiles. We observe that the concentration profile dips much lower in
the case of no diffusion (α = 1) than in the case of Poiseuille flow (α = 4/3) or the
case α = 1.1. After a transition regime, all concentration profiles are periodic. We
also observe that the change of flow direction has a direct impact on the value of the
concentration as time evolves.
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Fig. 3. Momentum, Q, evaluated at the midpoint of the vessel as a function of time for different
values of the Coriolis coefficient α
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Fig. 2. Concentration, C, evaluated at the midpoint of the vessel as a function of time for
different values of the Coriolis coefficient α
5.2. Flow and transport in ascending aorta with physiological bound-
ary data. This second example simulates flow and transport in the ascending aorta.
The input data for the reduced model is obtained from physiological data of the mo-
mentum, Q [5]. The physiological parameters are L = 4 cm, A0 = 5.983 cm
2, p0 =
75 mmHg, and κ = 9.7 × 104 g/cm2. We consider the same initial and boundary
conditions for the concentration equation as in the previous example. Figure 4 and
Figure 5 show the concentration, C, and the momentum, Q, evaluated at the mid-
point of the ascending aorta. Figure 6 shows the maximum and minimum values of
the momentum, Q, for the different values of α. We observe that the momentum
profiles are periodic and attain different maximum values for the different Coriolis
coefficients. The minimum values for α = 1 and α = 1.1 are nearly identical whereas
the Poiseuille case is shifted a little to the right. Similarly, after a transition period,
the concentration profiles are periodic. We observe significant differences between
the three concentration profiles. These simulations show the significant impact of the
different reduced models on the solute concentration.
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Fig. 4. Concentration, C, evaluated at the midpoint of the ascending aorta as a function of
time for different values of the Coriolis coefficient α
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Fig. 5. Momentum, Q, evaluated at the midpoint of the ascending aorta as a function of time
for different values of the Coriolis coefficient α
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Fig. 6. Momentum, Q, evaluated at the midpoint of the ascending aorta as a function of time
for different values of the Coriolis coefficient α
6. Conclusion. This paper contains a derivation of a reduced model for solute
transport in a compliant vessel which allows for varying radius and arbitrary axial
velocity profile. We recover well known models in the particular cases of Poiseuille
flow or a flat velocity profile. We show that the Coriolis parameter has a significant
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impact on the concentration profiles, in particular for problems with physiological
data. Further work is needed to validate the various models with experimental data
for blood flow and transport.
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Appendix A. Justifying the Series Truncation. In this section, we provide
a proof by induction for Lemma 3.1.
Proof. We note that (3.20) holds for n = 0, W0 = 〈c〉 = c0〈c¯〉 = c0W¯0. We write
the computed value of G1, (3.7), in non-dimensional form:
G1 = −∂〈c〉
∂x
〈Vx〉 = V0c0
λ
G¯1,
where G¯1 = (∂〈c¯〉/∂x¯)〈V¯x〉. Thus, (3.21) holds for n = 1. Assume that (3.20) and
(3.21) hold for 1 ≤ n ≤ N . We show that (3.21) and (3.20) hold for n = N + 1. The
equation for WN+1 and GN+1 is the following [12].
LWN+1 = ∂WN
∂t
+GN+1 +
N∑
l=1
N−l+1∑
p=0
∂WN+1−l
∂〈c〉p
∂pGl
∂xp
+ Vx
∂WN
∂x
+ Vr
∂WN
∂r
.(A.1)
We multiply (A.1) by r, average it radially and multiply by 2/R2. We use the imper-
meability condition (2.27) and obtain the following.
0 =
〈
∂WN
∂t
〉
+GN+1 +
N∑
l=1
N−l+1∑
p=0
〈
∂WN+1−l
∂〈c〉p
∂pGl
∂xp
〉
+
〈
Vx
∂WN
∂x
〉
+
〈
Vr
∂WN
∂r
〉
.
(A.2)
We note the following relation
〈c〉p = ∂
p〈c〉
∂xp
=
c0
λp
∂p〈c¯〉
∂x¯p
=
c0
λp
〈c¯〉p.
Thus, we use the above equality, (3.20) for n = N + 1− l and (3.21) for n = l, where
l = 1, ..., N . We obtain:
∂WN+1−l
∂〈c〉p
∂pGl
∂xp
=
(
R20V0
λD
)N
V0c0
λ
∂W¯N+1−l
∂〈c¯〉p
∂pG¯l
∂x¯p
, l = 1, ..., N.(A.3)
Then, (A.2) in non-dimensional form reads:
0 =
(
R20V0
λD
)N
V0c0
λ
〈
∂W¯N
∂t¯
〉
+
(
R20V0
λD
)N
V0c0
λ
N∑
l=1
N−l+1∑
p=0
〈
∂W¯N+1−l
∂〈c¯〉p
∂G¯l
∂x¯
〉
+GN+1 +
(
R20V0
λD
)N
V0c0
λ
〈
V¯x
∂W¯N
∂x¯
〉
+
(
R20V0
λD
)N
U0c0
R0
〈
V¯r
∂W¯N
∂r¯
〉
.
We note that by (2.3), U0/R0 = V0/λ. We simplify notation and define G¯N+1 as:
(A.4)
G¯N+1 = −
〈
∂W¯N
∂t¯
〉
−
N∑
l=1
N−l+1∑
p=0
〈
∂W¯N+1−l
∂〈c¯〉p
∂G¯l
∂x¯
〉
−
〈
V¯x
∂W¯N
∂x¯
〉
−
〈
V¯r
∂W¯N
∂r¯
〉
.
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Thus, GN+1 has the following form:
GN+1 =
(
R20V0
λD
)N
V0c0
λ
G¯N+1.(A.5)
We use (A.5) and write (A.1) in non-dimensional variables. We obtain the following:
(A.6)
D
R20
(
∂2WN+1
∂r¯2
+
1
r¯
∂WN+1
∂r¯
)
=
(
R20V0
λD
)N
V0c0
λ
(
H¯N+1
)
.
where H¯N+1 is a function in non-dimensional variables given by:
H¯N+1 =
∂W¯N
∂t¯
+ G¯N+1 +
N∑
l=1
N−l+1∑
p=0
∂W¯N+1−l
∂〈c¯〉p
∂G¯l
∂x¯
+ V¯x
∂W¯N
∂x¯
+ V¯r
∂W¯N
∂r¯
.
Then, we multiply (A.6) by r¯, integrate with respect to r¯ and enforce boundedness of
∂WN+1/∂r at r = 0:
r¯
∂WN+1
∂r¯
=
(
R20V0
λD
)N+1
c0
∫ r¯
0
H¯N+1(s)sds.
We note that the impermeability condition (2.27) is satisfied due to the value of G¯N+1
and the definition of H¯N+1. We solve for WN+1:
(A.7)
WN+1 =
(
R20V0
λD
)N+1
c0
(∫ r¯
0
1
z
∫ z
0
H¯N+1(s)sdsdz +K
)
:=
(
R20V0
λD
)N+1
c0W¯N+1.
where the constant K is chosen to ensure that (2.29) is satisfied. Thus, we have shown
that (3.20) and (3.21) hold for n = N + 1. Writing (2.23) in non-dimensional form
and using (3.20) and (3.21) yield the following.
V0c0
λ
∂〈c¯〉
∂t¯
=
∞∑
n=1
(
R20V0
λD
)n−1
V0c0
λ
G¯n.(A.8)
Thus, in non-dimensional variables (3.20) reads
(A.9)
∂〈c¯〉
∂t¯
=
∞∑
n=1
(
R20V0
λD
)n−1
G¯n.
We define  := (R20V0)/(λD). Using assumption (3.22) and neglecting O(n), n ≥ 2
terms, we obtain
(A.10)
∂〈c¯〉
∂t¯
= G¯1 +
(
R20V0
λD
)
G¯2.
Rewriting (A.10) in dimensional variables, we obtain the following.
∂〈c〉
∂t
= G1 +G2.
Similarly, we write (2.23) in non-dimensional variables and neglect O(n), n ≥ 2 terms.
We conclude that
c0c¯ = c0W¯0 +
R20V0
λD
c0W¯1,
which implies that c = W0 +W1.
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