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Abstract
This paper presents an iterative estimation procedure that estimates and
corrects for serial correlation of the disturbances in short panels. Controlling
for error autocorrelation is a prerequisite for consistent estimation in mod-
els with lagged dependent variables. In addition it allows to discern between
different behavioural mechanisms underlying state persistence. The basic phi-
losophy of iterative estimation is to assume some information on the basis of
which the parameters of the postulated structural model are easily estimated.
These estimates subsequently allow to update the assumed information and
the complete cycle is repeated until convergence. The unobserved or latent
variables considered here are the residuals from previous periods.
While the main result is valid for models that allow for the explicit cal-
culation of Cox and Snell's (1968) generally defined residuals, which in turn
are allowed to exhibit a very general temporal dependence structure, attention
is subsequently restricted to AR correlated disturbances, since an MA error
process would require strong assumptions on the initial values for consistency
when N →∞, with T fixed. The method is finally applied to short panel data
models with fixed effects and lagged dependent variables as well.
Keywords: Serial correlation, panel data, iterative estimation, true state
dependence
JEL classification: C23
1 Introduction
Controlling for error autocorrelation is a prerequisite for consistent estimation in
models with lagged dependent variables. In addition it allows to discern between dif-
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ferent behavioural mechanisms underlying state persistence. Indeed, observed state
persistence can either be driven by persistence in the states determinants (whether
observed or unobserved), or it can be caused by an alteration of the persons char-
acteristics. The latter situation is termed true state dependence in the econometrics
literature, while the former dependence is called spurious (Heckman (1978a)). The
same issue is called the distinction between true and apparent contagion in the
biostatistics literature (Aitkin and Alfò (2003)).
Unobserved individual-specific characteristics are an extreme form of error per-
sistence, and thus, when not controlled for, an important source of spurious state
dependence. In addition, personal characteristics that remain relatively stable, like
intelligence or ambition, are suspect of being correlated with almost every economi-
cally interesting phenomenon and, thus, when they remain unobserved, a potential
source of bias, both in static and in dynamic models. Not surprisingly, large efforts
in the dynamic panel data literature are devoted to the development of estimators
that accommodate these individual effects.
When we are willing to postulate an error distribution, any kind of error depen-
dence can be modelled using the method of maximum likelihood (ML). Considering
an error components model, ML estimation is suggested by Bhargava and Sargan
(1983), who treat the individual effects as random, and by Hsiao et al. (2002),
treating the individual effects as fixed.
Without having to specify an error distribution, Liang and Zeger (1986) estimate
the parameters of interest via generalized estimating equations1 (GEE ) and the nui-
sance parameters modeling the error dependence by moment estimates in terms of
the residuals. Chaganty (1997) adapts the GEE by improving the estimation of
the nuisance parameters. Hansens (1982) generalized method of moments (GMM )
estimator in conjunction with predetermined instruments, permits the disturbances
to be serially correlated. Keane and Runkle (1992) adapt Hayashi and Sims (1983)
forward filtered estimator (FFE ) to panel data. This estimator eliminates serial
correlation by linearly combining the observations for period t and later, thus pre-
serving the models orthogonality conditions with respect to predetermined instru-
ments. While this estimator can be applied to first-differenced fixed-effects models,
it relies on a consistent estimate of the variance matrix of the serially correlated
disturbances, making it unsuitable when lagged dependent variables are included as
regressors.
Ahn and Schmidt (1995, 1997), Anderson and Hsiao (1981), Arellano and Bond
(1991), Arellano and Bover (1995) all explicitly consider the lagged dependent vari-
1The GEE are the quasi score functions of the quasi-likelihood.
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able error component model
yit = αyi,t−1 + β′xit + uit (1)
uit = µi + εit (2)
While Anderson and Hsiao (1981) suggested estimating the first-differenced model
using either yi,t−2 or 4yi,t−2 as instruments for 4yi,t−1, Arellano and Bond (1991)
remark that the former choice of instrument is merely a subset of the vector all
feasible instruments (yi,t−2, . . . , yi1). Arellano and Bover (1995), on the other hand,
recommend estimating the model in levels using the instruments (4yi,t−2, . . . ,4yi1)
for yi,t−1. While Ahn and Schmidt (1995, 1997) improve the efficiency of these
GMM estimators by considering additional moment conditions reflecting covariance
restrictions and initial conditions, Doran and Schmidt (2006) improve their finite
sample properties by using principal components of the weighting matrix.
The error component specification (2) can be extended to either
uit = µi + ρui,t−1 + εit, (3)
or
uit = µi + ρεi,t−1 + εit. (4)
Lillard and Willis (1978) consider (1) with α ≡ 0 and with error specification (3),
treating µi as random effects. Bhargava et al. (1982) adapt the Durbin-Watson
(DW ) and the Berenblut-Webb statistics to panel data with fixed effects by basing
them on LSDV residuals. On the basis of the DW statistic, they construct an
estimator of the AR(1) error serial correlation. However, this approach relies on
the N → ∞ consistency of the LSDV estimator and is thus not applicable in the
presence of lagged dependent variables. Baltagi and Li (1995) present different LM
tests to discern (2), (3) and (4), both when µi are random or fixed. Arellano and
Bonds (1991) GMM estimator retains its consistency in the presence of fixed effects
and MA (q) errors when 4yit is instrumented by (yi,t−q−1, . . . , yi1). What seems
missing in the literature, is an estimator for fixed effects and AR (p) errors for the
pure lagged dependent variable model, i.e. model (1) with β ≡ 0, without relying
on strictly exogenous instruments.
Indeed, none of the above estimators is trivially modifiable such that it is con-
sistent under the error specification (3) without making extra assumptions on the
exogeneity of the xit, since E [yisuit] 6= 0, for all s, t, and thus lagged values of yit
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can not be used as instruments. One feasible option out of this stalemate is the
recourse to iterative estimation, the basic philosophy of which is to assume some
information on the basis of which the parameters of the postulated structural model
are easily estimated. These estimates subsequently allow to update the assumed
information and the complete cycle is repeated until convergence. The best-known
iterative algorithm is the expectation-maximization (EM ) algorithm (Dempster et
al. (1977), Hartley (1958)), which accommodates incomplete data in a ML context.
In the context of this paper, the latent variables are either the lagged residuals ui,t−j
or the lagged innovations εi,t−j. The iterative approaches of Dominitz and Sher-
man (2005) and of Pastorello et al. (2003) both encompass the EM algorithm and
provide us with an asymptotic theory.
In the next section, the general principle is formulated, which is subsequently
applied to lagged dependent variable models with autoregressive idiosyncratic error
components in section 3. Section 4 presents some Monte Carlo results, while section
5 concludes. Proofs of consistency and asymptotic normality are relegated to the
appendix.
2 Iterative Estimation
2.1 General principle
Consider the general model
yit = g (xit, uit; β0) , (5)
where i = 1, . . . , N , t = 2, . . . , T , g (·) is a known function, yit is an observed
outcome, xit is a vector of observed determinants, uit a scalar error term and β0 the
true parameter vector. Suppose now that the equation
yit = g
(
uˆit;xit, βˆ
)
has a unique solution for uˆit, i.e.
uˆit = g
(−1)
(
yit;xit, βˆ
)
, (6)
which is Cox and Snell's (1968) general definition of a residual. Evidently, it holds
that uit = g
(−1) (yit;xit, β0). Suppose further that there is some form of temporal
dependency between the disturbances, such that uit is a known function h (·) of
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previous disturbances, contemporaneous innovation εit, and previous innovations,
uit = h (εit;ui,t−1, ui,t−2, . . . , ui,t−p, εi,t−1, εi,t−2, . . . , εi,t−q, ρ0) (7)
that has a unique solution for εit, i.e.
εit = h
(−1) (uit;ui,t−1, ui,t−2, . . . , ui,t−p, εi,t−1, εi,t−2, . . . , εi,t−q, ρ0) .
The innovation εit can thus be expressed in function of observed contemporaneous
information, lagged disturbances and/or innovations and a finite vector of parame-
ters θ0 = (β
′
0, ρ
′
0)
′, as
εit = h
(−1) (g(−1) (yit;xit, β0) ;ui,t−1, ui,t−2, . . . , ui,t−p, εi,t−1, εi,t−2, . . . , εi,t−q, ρ0)
= h˜(−1) (yit;xit, ui,t−1, ui,t−2, . . . , ui,t−p, εi,t−1, εi,t−2, . . . , εi,t−q, θ0) .
Two common error structures are the autoregressive AR (p)
uit = εit +
p∑
s=1
ρ0;sui,t−s
and the moving average MA (q) type
uit = εit +
q∑
s=1
ρ0;sεi,t−s.
Consider now the hypothetical situation where the past disturbances uis and
innovations εis, s < t, are known and suppose that following assumption holds
2 .
Assumption 1. Given that uis and εis, 1 < s < t, are observed, there exists an
estimator θˆN =
(
βˆ′N , ρˆ
′
N
)′
for which
1. plim
N→∞
θˆN = θ0,
2.
√
N
(
θˆN − θ0
) d
−→ N (0; Σθˆ).
I thus explicitly consider the panel data case with finite time dimension and a large
number of observational units, a configuration prevalent in many micro-economic
2For the more general case of N δ-consistency, see Dominitz and Sherman (2005). The extension
to asymptotic bias-corrected θˆ will not be undertaken in the context of this paper.
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panels. The innovations εit can then be estimated consistently by
εˆit = h˜
(−1)
(
yit;xit, ui,t−1, ui,t−2, . . . , ui,t−p, εi,t−1, εi,t−2, . . . , εi,t−q, θˆN
)
. (8)
The basic idea is now to iterate the following algorithm.
Algorithm 1 Iterative estimation
Use some initial estimate θˆ
(0)
N to predict εˆ
(0)
it and uˆ
(0)
it .
Iterate until convergence:
1. Given εˆ
(k)
it and uˆ
(k)
it , execute the chosen estimator and obtain θˆ
(k+1)
N .
2. Predict εˆ
(k+1)
it and uˆ
(k+1)
it , using θˆ
(k+1)
N .
Starting from some initial estimate θˆ
(0)
N , iteration of both steps ad infinitum
results in the series of estimates θˆ
(1)
N , θˆ
(2)
N , . . . , θˆ
(∞)
N . It is this last estimate I propose
to use as an estimator for θ0.
While Assumption 1 includes assumptions on the initial conditions neccessary for
consistency and asymptotic normality, it is worthwile to discuss them here explicitly.
A first way to treat initial conditions is to assume that uis = εis = 0, s ≤ 0. All
cross-sections can be used in both the estimation step and the prediction step of
algorithm 9. When q = 0, i.e. no past innovations are explicitly present in h (·),
it is possible to discard any assumption on the disturbances prior to the window
of observation 1 ≤ t ≤ T , by treating the p initial cross-sections different from the
later ones. Only the last T − p cross-sections are used to estimate the parameter
vector θ0, and the disturbances are estimated by (6). The first p cross-sections are
thus only used to predict the disturbances ui,s, 1 ≤ s ≤ p.
In case of a model with additive errors various other options are possible. Con-
sider for instance an AR (p) error structure with initial conditions uis = 0, s ≤ 0,
then the treatment of the initial conditions can still be refined. In the first cross-
section, only β0 is estimated and the disturbances ui1, are obtained by (6). The
rth cross-section (r ≤ p) is used in the estimation of β0 as well as the first r − 1
components of ρ0, since ui1, . . . , ui,r−1 can be estimated. The remaining error terms
in this cross-section are given by vir = εir +
∑p
s=r ρ0;sui,r−s. From cross-section
p+ 1 onwards, the full vector θ0 is estimated and the innovations are estimated by
(8). While such a cross-section dependent error definition will result in cumbersome
likelihood functions, it is easily accommodated in a regression framework.
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2.2 Asymptotic properties
In order to study the asymptotic properties of θˆ
(∞)
N , I define the equations that iden-
tify the unfeasible θˆN as UN (θ;ψ) = N
−1∑
i,t Uit (θ;ψ) = 0 and their probability
limit for N → ∞ as U (θ;ψ) = 0. These identifying equations or estimating func-
tions (McCullagh and Nelder (1999)) are here not only functions of the parameters
of interest, θ, but of some nuisance parameters ψ as well. The latter are not esti-
mated, but are present in the identifying equations but are present in these equations
through their influence on the latent variables, i.e. the unobserveds uis, s < t. In
the context of ML estimation UNT are the likelihood (or efficient score) equations
(Cox and Hinkley (1982, p.283)), while in the context of GMM estimation, the UN
are the weighted sample moment restrictions3 (Hansen (1982)). Assuming that θˆN
consistently estimates θ0 for N →∞ when uis, s < t , would have been observed, is
tantamount to saying that the solution θˆN of UN (θ;ψ0) converges in probability to
the solution of U (θ;ψ0), which is θ0 by assumption. All assumptions for consistency
and asymptotic normality of the considered unfeasible estimator are implicitly made
in Assumption 1. In addition, it is assumed that εit ∼ IID (0, σ2ε).
To the first order, UN (θ;ψ) is given by
UN
(
θˆN ;ψ
)
= UN (θ0;ψ0) +
∂UN (θ;ψ)
∂θ′
∣∣∣∣ θ = θ0
ψ = ψ0
(
θˆN − θ0
)
+
∂UN (θ;ψ)
∂ψ′
∣∣∣∣ θ = θ0
ψ = ψ0
(ψ − ψ0) + op
(
N−
1
2
)
, (9)
which, after taking probability limits, results in(
θˆ − θ0
)
= M (ψ − ψ0) , (10)
with
M = −J−1K, (11)
J =
∂U (θ;ψ)
∂θ′
∣∣∣∣ θ = θ0
ψ = ψ0
. (12)
3An expression is provided in section 3.
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and
K =
∂U (θ;ψ)
∂ψ′
∣∣∣∣ θ = θ0
ψ = ψ0
(13)
∂U (θ;ψ)
∂ (u′, ε′)
∣∣∣∣ θ = θ0
ψ = ψ0
∂ (u′, ε′)′
∂ψ′
∣∣∣∣
ψ=ψ0
.
Define MN , respectively JN as the sample analogs of these matrices.
In the context considered here, the vector ψ represents the parameter estimate
θˆ(j−1) from the previous iteration and θˆ in (10) gives the new parameter estimate θˆ(j).
A sufficient condition for the asymptotic bias of this new estimate to be smaller than
the asymptotic bias of the previous estimate can be stated in terms of the spectral
radius of M .
Definition 1. The spectral radius τ (A) of a square matrix A is defined by τ (A) =
max {|λ| : λ ∈ σ (A)}, where σ (A) denotes the spectrum, or set of all eigen-
values λ of A (Horn and Johnson (1994)).
Assumption 2 (consistency). For the matrix M as defined in (11), it holds that
τ (M) < 1.
For any vector x and any square matrix A, we have that ‖y‖ = ‖Ax‖ ≤ τ (A) ‖x‖.
Under Assumption 2 it thus holds that
∥∥∥θˆ(j) − θ0∥∥∥ ≤ ∥∥∥θˆ(j−1) − θ0∥∥∥ and the mapping
θˆ(j−1) → θˆ(j) is called a contraction mapping (Pastorello et al. (2003)). For the
iteration to converge in finite samples as well, we have to impose the same restriction
on MN , the sample analog of M .
Premultiplication of (9) by
√
N , and iteratively applying the considered estima-
tor, results in
√
N
(
θˆ
(k)
N − θ0
)
= −J−1N
√
NUN (θ0;ψ0) +M
k
N
√
N
(
θˆ
(0)
N − θ0
)
+ op (1) .
For
√
N
(
θˆ
(∞)
N − θ0
)
to converge to a zero mean normal variate independent of the
initial estimator θˆ
(0)
N , we need to impose that the second term above is also op (1),
which holds under following Assumption.
Assumption 3 (asymptotic normality). The number of iterations k satisfies
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the inequality4
k (N) >
− lnN
2 ln τ (M)
. (14)
When Assumption 2 holds, the inconsistency of the initial estimate θˆ
(0)
N becomes neg-
ligibly small at a fast enough rate to have no impact on the asymptotic distribution
of θˆ
(∞)
N .
The variance of
√
N
(
θˆ
(∞)
N − θ0
)
is derived by noticing that ui,t−1, . . . , ui,t−p,
εi,t−1, . . . , εi,t−q are not observed, but are estimated. The variance of estimators ob-
tained by using synthetic regressors are well-known (see Murphy and Topel (1985),
Parke (1986), Pierce (1982) and Randles (1982)). Reorganization of (9) premulti-
plied by
√
N , considered after infinitely many iterations results in
√
N
(
θˆ
(∞)
N − θ0
)
= − (I −MN)−1 J−1N
√
NUN (θ0;ψ0) + op (1) ,
which, together with the Lyapunov CLT proves following Theorem.
Theorem 1. Under the assumption that (14) holds, the iterative estimator θˆ
(k)
N
based on the unfeasible estimator θˆN for which Assumption 1 holds has an
asymptotic distribution given by
√
N
(
θˆ
(∞)
N − θ0
) d
−→ N (0; (I −M)−1Σθˆ (I −M)−1) ,
where M is defined in (11).
Theorem 1 is follows immediately from Pastorello et al. (2003) and is consistent
with Oakes (1999).
Example 2. Consider a linear model with AR (1) disturbances, i.e. a structural
model of the form
yit = α
′
0xit + ρ0ui,t−1 + εit
and the sample identifying equations of the unfeasible OLS -estimation of yit
on xit and ui,t−1 are given by
UN =
∑
it
(yit − α′0xit − ρ0ui,t−1)
(
xit
ui,t−1
)
= 0.
4In the more general case that the unfeasible θˆ is N δ-consistent the equivalent of (14) becomes
k (N) > δ lnN/ ln τ (M) (Dominitz and Sherman (2005)).
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In this context, ∂UN (θ;ψ)
∂θ′
∣∣∣
θ = θ0
ψ = ψ0
is nothing more than the matrix of cross-
products of (unfeasible) regressors (x′it, ui,t−1). Now, we have that
∂UN (θ;ψ)
∂ψ′
∣∣∣∣ θ = θ0
ψ = ψ0
= −ρ0
∑
it
(
xit
ui,t−1
)
∂ui,t−1
∂ψ′
+
∑
it
εit
(
0
1
)
∂ui,t−1
∂ψ′
with
∂ui,t−1
∂ψ′
= −
(
x′i,t−1 0
)
,
since uit = yit − α′0xit. Consequently, it holds that
M = −ρ0
(
E [xitx
′
it] 0
0 σ
2
ε
1−ρ20
)−1(
E
[
xitx
′
i,t−1
]
0
0 0
)
= −ρ0
(
Π0 0
0 0
)
,
with Π0 = (E [xitx
′
it])
−1 E
[
xitx
′
i,t−1
]
and where I have assumed that the AR (1)
process defining the disturbances started at t = −∞. Sufficient conditions for
plim
N→∞
θˆ
(∞)
N → θ0 are that the xit are stationary and that |ρ0| < 1.
The proposed estimator θˆ
(∞)
N has the advantage that it only requires
E [xitεit] = 0,
i.e. it only requires contemporaneous uncorrelatedness. If we simply ignore the
first cross-section during estimation, no other conditions are required. Other
assumptions leading to consistency are uis = 0, s ≤ 0. The feasible OLS -
estimation of yit on xit requires the much stronger assumption that the regres-
sors are strictly exogenous, i.e. E [xisεit] = 0, ∀s, t.
Remark 1. Convergence of the iterative estimator is only proved locally, i.e. close
to θ0. If the likelihood has multiple local maxima, the parameter space can
be divided into domains of convergence, one per local maximum (Arslan et al.
1993)).
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In the next section, the proposed iterative procedure will be applied to panel data
models with lagged dependent variables with and without fixed effects.
3 Lagged dependent variables
3.1 No fixed effects
The simplest autoregressive linear model is the specification without exogenous co-
variates
yit − µy = α (yi,t−1 − µy) + uit, |α| < 1, (15)
where i = 1, . . . , N , t = 2, . . . , T and the disturbances follow the AR (1) process
uit = ρui,t−1 + εit, |ρ| < 1, (16)
with (εi2, . . . , εiT ) ∼ IID (0;σ2εIT−1). The variable yi,t−1 is clearly correlated with
the disturbance uit, which results in biased parameter estimates when the serial
correlation is neglected. Remark, however that
E [yit − µy | yi,t−1, ui,t−1] = α (yi,t−1 − µy) + ρui,t−1,
which suggests that application of OLS, ML, GMM, . . . on model (15)-(16) would
result in a consistent estimator of (α, ρ)′, if ui,t−1 would have been observed. Again,
given some initial estimate, algorithm 1 provides an estimator.
Example 3. The iterative estimator based on the infeasible OLS estimator(∑N
i=1
∑T
t=t0
zitz
′
it
)−1 (∑N
i=1
∑T−1
t=t0
zityit
)
, (17)
where zit = (1, yi,t−1, uit), would be consistent for N → ∞, when t0 = 2,
under the condition that ui1 = 0. However, for t0 = 3 no conditions on the
disturbances are needed, since period t = 2 is not used in the estimation step
but only to predict ui1.
Remark 3. The parameters of structural model (15)-(16) can be estimated consis-
tently by OLS estimation of the reduced form
yit = pi0 + pi1yi,t−1 + pi2yi,t−j−1 + εit, (18)
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where pi0 = (1− α) (1− ρ)µy, pi1 = α + ρ and pi2 = −αρ. A disadvantage of
this procedure is that
√
N (αˆ− α0, ρˆ− ρ0)′, with αˆ, ρˆ =
(
pˆi1 ±
√
pˆi21 + 4pˆi2
)
/2
is non-normally distributed. Furthermore it is unclear which root corresponds
to αˆ and which to ρˆ.
3.2 Fixed effects
In the presence of individual-specific intercepts
yit = µi + αyi,t−1 + uit, |α| < 1 (19)
uit = ρui,t−1 + εit, |ρ| < 1, (20)
I suggest to consider model (19)-(20) in first-differences
4yit = θ4 wi,t−1 +4εit, t = 2, . . . , T,
with wit = (yit, uit)
′, and to estimate θ = (α, ρ)′ using the modified Arrelano-Bond
(1991) instruments Zit =
(
z′i1, z
′
i2, . . . , z
′
i,t−2
)′
, with zit = (yit,4uit)′, t > 1 and
zi1 = yi1. Define now the matrix of stacked observations X = (X
′
1, . . . , X
′
i, . . . , X
′
N)
′,
where the observations for person i are stacked as Xi = (x
′
i3, . . . , x
′
it, . . . , x
′
iT )
′ for all
variables except the instruments. The set of instruments for person i are stacked as
Zi = diag
[
Z ′i1, . . . , Z
′
i,T−2
]
((T − 2)× L)
=

zi1 0 0 · · · 0 · · · 0 0 · · · 0
0 zi1 zi2 · · · 0 · · · 0 0 · · · 0
...
...
...
. . .
...
...
...
...
. . .
...
0 0 0 · · · zi1 · · · zi,T−3 0 · · · 0
0 0 0 · · · 0 · · · 0 zi1 · · · zi,T−2

with L = (T − 2) (T − 1) /2. We can now write the modified Arrelano-Bond (1991)
GMM estimator as
θˆABn = argmin
θ
N−1 (4E ′Z)AN (Z ′4 E)
= J−1N
{4W ′−1ZANZ ′4 Y } , (21)
where
JN = 4W ′−1ZANZ ′4W−1,
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AN is any positive definite matrix independent from θ and X−j denotes the matrix
X with all entries lagged j periods. The identifying equations for (21) are given by
UN = (W
′Z)AN (Z ′4 E) = 0. A feasible one-step estimator θˆABn;1 has
AN = N
−1

Z ′

IN ⊗

2 1 0 0
1 2
. . . 0
. . . . . . . . .
0
. . . 2 1
0 0 1 2


Z

−1
(22)
and the optimal two-step estimator θˆABn;2 has
AN = V
−1
N ,
which can be estimated using θˆABn;1. Using one of the (infeasible) estimators θˆABn;x,
the innovations 4εit can then be estimated by
4εˆit = 4yit − αˆABn4 yi,t−1 − ρˆABn4 ui,t−1 (23)
and the disturbances 4uit as
4uit = 4yit − αˆABn4 yi,t−1. (24)
Since the iterative estimator θˆ
(∞)
ABn;x based on θˆABn;x satisfies Assumption 1, following
theorem follows immediately from Theorem 1.
Theorem 2. Under Assumptions 1-2, it holds that
√
N
(
θˆ
(∞)
ABn;x − θ0
)
∼ N (0; ΣABn;x) ,
with
ΣABn;x = (I −M)−1 J−1
{4W ′−1ZAV AZ ′4W−1} J−1 (I −M ′)−1
13
and
M = −J−1K
J = plim
N→∞
 ∂UN (θ;ψ)∂θ′
∣∣∣∣ θ = θ0
ψ = ψ0

= plim
N→∞
[4W ′−1ZAZ ′4W−1]
K = plim
N→∞
 ∂UN (θ;ψ)∂ψ′
∣∣∣∣ θ = θ0
ψ = ψ0

= −ρplim
N→∞
[
4W ′−1ZAZ ′
(
4Y−2 0
)]
.
The proposed estimator θˆ
(∞)
ABn;x extends the well-known Arellano-Bond (1991) estima-
tor, which only allows moving average disturbances, to autoregressive disturbances.
The first difference operator removes the fixed effects from yit, while at the same
time it preserves the autoregressive structure of the disturbances. As an alternative
set of instruments one could define zit as (yit, µi + uit)
′, since the quantity µi+uit is
directly predictable from the equation in levels (19) and µi + ui,t−2 is independent
from 4εit.
As an alternative, one could think of estimating (µ, α, ρ) using model (19)-(20)
in levels
yit = µ+ αyi,t−1 + ρui,t−1 + (µi − µ) + εit,
using the Arrelano-Bover (1995) instruments (1,4yi,t−1, ui,t−1, . . . ,4yi2, ui2). The
disturbances uit could then be estimated by
uˆit = yit − αˆyi,t−1 − (T − 1)−1
T∑
s=2
(yis − αˆyi,s−1) . (25)
However, an iterative estimator based on this (unfeasible) Arrelano-Bover (1995) es-
timator would be inconsistent forN →∞, since uˆit converges to uit−(T − 1)−1
∑T
s=2 uis.
The iterative Arrelano-Bond estimator is also applicable when other explanatory
variables xit are included in (15). Then the vector of instruments is expanded to
Zit =
(
z′i1, z
′
i2, . . . , z
′
i,t−2, x
′
i1, . . . , x
′
i,t−1
)′
in case of predetermined regressors and to
Zit =
(
z′i1, z
′
i2, . . . , z
′
i,t−2, x
′
i1, . . . , x
′
iT
)′
in case of strictly exogenous xit.
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4 Monte Carlo
In order to study the behaviour of the proposed estimator, some small Monte Carlo
simulations were carried out, for which the DGP was specified as follows
yit = αyi,t−1 + β0 + β1xit + µi + uit
uit = ρui,t−1 + εit
xit = φxi,t−1 + ξit
for i = 1, . . . , N and t = 1, . . . , T , with initial values generated by
yi0 = (β0 + β1xi0 + µi + ui0) /
(
1− α2)
ui0 = εi0/
(
1− ρ2)
xi0 = ξi0/
(
1− φ2) ,
where (µi, εi0, . . . , εiT , ξi0, . . . , ξiT )
′ ∼ NID (0, [σ2µ, IT+1, IT+1]). I focus on the be-
haviour of θˆ
(∞)
N in function of the autoregressive coefficients of both the outcome
and the errors and thus I let these parameters take on the values α, ρ = 0.2, 0.5, 0.8.
The other parameters remain fixed: β0 = β1 = 1 and φ = 0.8. This design is compa-
rable to the DGP from Arellano and Bond (1991). Every Monte Carlo experiment
consisted of 1000 replications.
In a first set of experiments, the iterated OLS estimator (17), with t0 = 3, is
studied, using the above DGP with σ2µ = 0. As a starting point, the inconsistent
OLS estimate of yit on (yi,t−1, 1, xit), ignoring the term ρui,t−1, was used. The results
are quite satisfactory and are represented in table 1, with standard errors given in
parentheses. The iteration allways converged (C = 100%) and the mean number
of iterations till convergence is represented by R. The maximum relative errors
are 2.25% for ρˆ, 2.95% for αˆ and (1.21, 1.43)% for
(
βˆ0, βˆ1
)
, with no clear pattern
apparent from the results. The standard errors are fairly accurately estimated, with
relative errors smaller than 5%, except for ρ = 0.8, α = 0.2, 0.5 where the relative
error for σˆρˆ is about 15.67% and for σˆαˆ about 7.46%.
A second set of experiments included fixed effects, with σ2µ = 1. The iterated
GMM estimator based on (21) with AN given by (22), i.e. the one-step GMM
estimator, was studied. In table 2 a comparison is made with Arellano and Bonds
one-step GMM estimator (21), for the DGP with ρ = 0. All parameter esimates
estimated by both estimators are close to each other and to the true value. Except
for the autoregressive parameter α, the iterative procedure does not seem overly
costly in terms of variance. With respect to the one-step GMM, the variance of
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Table 1: Monte Carlo results for iterated OLS
N
,T
,φ
1
0
0
,
7
,
0
.8
ρ
0
.2
0
.5
0
.8
α
0
.2
0
.5
0
.8
0
.2
0
.5
0
.8
0
.2
0
.5
0
.8
ρˆ
0
.1
9
6
9
(0
.0
5
8
1
)
0
.1
9
5
5
(0
.0
5
2
7
)
0
.1
9
5
6
(0
.0
4
6
8
)
0
.4
9
4
9
(0
.0
5
4
9
)
0
.4
9
3
7
(0
.0
5
1
0
)
0
.4
9
5
1
(0
.0
4
5
2
)
0
.7
8
4
6
(0
.0
5
5
2
)
0
.7
9
0
4
(0
.0
5
6
4
)
0
.7
9
2
0
(0
.0
4
5
5
)
αˆ
0
.1
9
8
8
(0
.0
3
9
4
)
0
.4
9
9
2
(0
.0
2
6
7
)
0
.7
9
9
0
(0
.0
1
3
4
)
0
.1
9
9
2
(0
.0
4
9
1
)
0
.4
9
9
3
(0
.0
3
5
0
)
0
.7
9
9
7
(0
.0
1
7
9
)
0
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0
5
9
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.0
8
9
8
)
0
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9
7
2
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.0
7
4
7
)
0
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9
8
8
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.0
3
7
9
)
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1
1
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0
1
1
(0
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4
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9
)
1
.0
0
2
6
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6
0
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6
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5
)
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4
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9
)
1
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9
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4
)
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0
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9
)
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2
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0
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4
)
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0
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1
1
)
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9
1
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4
)
1
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2
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5
5
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8
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)
0
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6
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1
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2
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6
6
)
0
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7
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8
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5
4
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1
1
2
)
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1
8
6
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9
1
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8
8
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7
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5
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2
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4
1
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9
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1
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0
%
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7
.2
8
9
1
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%
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7
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8
4
1
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%
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1
3
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4
8
1
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%
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1
3
.8
2
2
1
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0
%
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1
4
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7
8
1
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%
,
3
8
.5
5
3
1
0
0
%
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4
1
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1
5
1
0
0
%
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4
1
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3
8
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Table 2: Monte Carlo results for iterated GMM
N, T, φ 100, 7, 0.8
ρ 0
α 0.2 0.5 0.8
ρˆ -0.0201 (0.1394) / -0.0057 (0.1171) / -0.0315 (0.0880) /
αˆ 0.1974 (0.1058) 0.1832 (0.0630) 0.4581 (0.1073) 0.4625 (0.0890) 0.7601 (0.0836) 0.7620 (0.0816)
βˆ1 1.0042 (0.0651) 1.0042 (0.0603) 1.0001 (0.0652) 1.0017 (0.0575) 0.9811 (0.0750) 0.9832 (0.0689)
βˆ0 -0.0008 (0.0351) -0.0008 (0.0279) -0.0014 (0.0365) 0.0018 (0.0295) 0.0172 (0.0496) 0.0168 (0.0470)
σˆρˆ 0.1699 (0.1492) / 0.1233 (0.0657) / 0.0850 (0.0116) /
σˆαˆ 0.1347 (0.1020) 0.0623 (0.0061) 0.1068 (0.0528) 0.0828 (0.0161) 0.0781 (0.0300) 0.0787 (0.0160)
σˆβˆ1 0.0666 (0.0046) 0.0594 (0.0035) 0.0654 (0.0052) 0.0578 (0.0038) 0.0725 (0.0070) 0.0673 (0.0070)
σˆβˆ0 0.0361 (0.0126) 0.0272 (0.0013) 0.0360 (0.0094) 0.0278 (0.0022) 0.0458 (0.0110) 0.0451 (0.0087)
C,R 91.3%, 14.387 / 98.9%, 7.319 / 99.9%, 6.248 /
αˆ is inflated with 67.94% when α = 0.2, but this increase diminishes to a mere
2.45% when α = 0.8. This extra variance stems from both the extra cross-section
that is lost by the iterative procedure and from the fact that an estimated regressor
is used. The results for values of ρ different from zero, inform us that the small
sample performance of the iterated one-step GMM estimator are not fantastic. More
extensive simulations are called for, both to gain insight into the parameter ranges
for which the behaviour becomes acceptable, and to assess its relative performance
with respect to the maximum likelihood estimator.
5 Conclusion
The presented iterative estimation procedure correcting for serial correlation of the
disturbances gives a promising first impression. It will be usefull in the presence of
lagged dependent variables and fixed effects when the error distribution is unknown.
The results in this paper, although promising, call for a more thorough investigation.
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