Quasienergies and dynamics of superconducting qubit in time-modulated
  field by Abovyan, Gor A. & Kryuchkyan, Gagik Yu.
ar
X
iv
:1
30
5.
50
39
v2
  [
qu
an
t-p
h]
  2
 O
ct 
20
13
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We analyze the dynamics of a superconducting qubit and the phenomenon of multiorder Rabi
oscillations in the presence of a time-modulated external field. Such a field is also presented as
a bichromatic field consisting of two spectral components, which are symmetrically detuned from
the qubit resonance frequency. This approach leads to obtaining qualitative quantum effects be-
yond those for the case of monochromatic excitation of qubits. We calculate Floquet states and
quasienergies of the composite system ”superconducting qubit plus time-modulated field” for vari-
ous resonant regimes. We analyze the dependence of quasienergies from the amplitude of an external
field, demonstrating the zeros of difference between quasienergies. We show that, as a rule, pop-
ulations of qubit states exhibit aperiodic oscillations, but we demonstrate the specific important
regimes in which dynamics of populations becomes periodically regular.
PACS numbers: 85.25.-j, 03.65.-w, 03.67.-a
I. INTRODUCTION
Superconducting circuits based on Josephson junc-
tions are promising candidates for studying fundamental
physics and implementing qubits and controllable quan-
tum two-level systems for quantum computing (see, for
example, [1–4] for reviews). The simplest Josephson-
junction (JJ) qubit consists of a small superconducting
island with n excess Cooper-pair charges connected by a
tunnel junction with capacitance CJ and Josephson cou-
pling energy EJ to a superconducting electrode and the
single-electron charging energy EC . In the case of a qubit
only two charge states with n = 0 and 1 play a role while
all other charge states, having a much higher energy,
can be ignored. Thus, a superconducting charge qubit
[5] behaves as an artificial two-level atom in a Cooper
box, which is well described by two charge states, and
the electrostatic energy difference between these states is
controlled by the normalized gate charge.
When a qubit is driven by an external periodically
time-dependent electromagnetic field, it has given rise
to new quantum effects such as Rabi oscillations and co-
herent control [6–9], which are the bases for quantum
operations. In a series of experiments many fundamental
effects from quantum optics have been demonstrated [10–
16], including a lasing effect with a Josephson-junction
charge qubit embedded in a superconducting resonator
[12]. Superconducting qubits usually have short coher-
ence time; therefore, to decrease the time for performing
gate operations a large-amplitude external field should
be applied. The dynamics of a qubit driven by large-
amplitude external fields in the case of driving around
the region of avoided level crossing has been also studied
(see, [17] and [18] for reviews).
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Most studies of qubit dynamics assume the driving
field to be monochromatic or a single cavity mode. In
the present paper we investigate dynamics of a qubit and
the phenomenon of Rabi oscillations for an artificial two-
level atom interacting with a monochromatic field with
time-modulated amplitude. Such an external field can be
also presented as a bichromatic field that consists of two
components of equal amplitudes which are symmetrically
detuned from the qubit resonance frequency. In this case,
the modulation frequency is displayed as the difference
between frequencies of two spectral components. This
approach, involving modulation of the energy splitting
of a qubit in complicated form due to interaction with
an external bichromatic field, is different from the stan-
dard scheme of laser physics in which the bichromatic
field leads to dipole transitions between two states of
atoms. This approach can be also applied for investiga-
tion of a wide variety of interesting phenomena including
tunneling dynamics of time-dependently driven nonlin-
ear quantum systems. In addition, this problem offers
an ideal testing ground for studying the fundamental in-
teractions between qubits and multi-spectral component
light. Note, that the scheme of the Josephson-junction
qubit considered in this paper seems to be close to the
experimental scheme on the frequency-modulated trans-
mon qubit performed most recently in Ref. [19].
The other goal of this paper is application of
the method of quasienergies and quasienergetic states
(QESs) (or the so-called Floquet states) for the qubit
in a bichromatic field. Note that, at first, the QESs of
the composite system consisting of an atom and time-
periodic e.m. field have been considered in [20–22].
These states provide a classical counterpart to well-
known atomic-dressed states [23] in which the coupling to
the laser is described by a classical field, whereas the cou-
pling to the vacuum must be described in second quan-
tization. However, one may still hope that in the limit
of a macroscopically relevant laser field, both approaches
lead to the same results. On the other hand, a certain
2advantage of the classical treatment implied by the Flo-
quet approach lies in the fact that laser pulses can be
handled more easily than in a fully quantized approach
to the field (see, e.g., [24]). In the Floquet picture the
QESs of the composite system are formed in a strong
external field, and the radiation processes and spectral
lines are described by transitions between them due to
the interaction of the composite system with an electro-
magnetic vacuum or with a weak probe field. In this way,
the master equations in the QES basis were obtained in
[25, 26] and in the dressed-state basis in Ref. [27]. Thus,
the method of QESs is a powerful theoretical framework
for the study of bound-bound multiphoton transitions
driven by periodically time-dependent fields (see, for re-
view [28]). There have been several experiments on non-
linear and quantum optics that have been interpreted in
terms of quasienergy levels including basic experiments
on the resonance fluorescence and the probe absorption
spectroscopy for a two-level atom in a strong laser field.
QESs and dressed states have also been used in areas
of radiation corrections to atomic levels in the presence
of a strong laser field, including the calculation of the
Lamb shift [29–34]. The dressed-state approach includ-
ing atomic motion was introduced in Ref. [35], while the
QES method was used for strongly confined ions in Refs.
[36, 37] for multiphoton processes with laser-cooled and
trapped ions, for the scheme of an ion-trap laser [38, 39],
and for investigations of photons correlation in an ion-
trap system [40].
Applications of QESs and quasienergies to Josephson
qubits in a driving field have been done in several papers
[18, 41–43], including a review paper on Landau-Zener-
Stu¨ckelberg interferometry [18], probe spectroscopy of
QESs [42], application of the Floquet theory to Cooper
pair pumping [41], and observation of the Stark effect and
generalized Bloch-Siegert shift in the experiment with a
superconducting qubit probed by resonant absorption via
a cavity [43]. The experiments on the Rabi oscillations
in monochromatically driven Josephson qubits have been
performed and interpreted on the basis of dressed states
[7, 8].
QESs for a two-level atom in the bichromatic field have
also been studied in a series of papers (see, for example,
[26, 44–47]). Note that investigations of bichromatically
driven natural two-level systems have a long history in
areas of laser physics, nonlinear optics, and quantum op-
tics. The corresponding Hamiltonians of such systems
involve the coupling of a bichromatic field to the transi-
tion dipole moment between two states of atoms in con-
trast to the case of a superconducting qubit in a Cooper
box in which an external field only drives the atomic en-
ergetic levels. The spectrum of resonance fluorescence
(RF) of a two-level atom in a bichromatic field was cal-
culated in [26, 44, 48]. The fluorescence spectrum for
the general case of arbitrary detuning was obtained in
Refs. [49, 50] and was observed experimentally in Ref.
[51] in agreement with the theoretical results. Effects of
cavity-modified dynamics were also found in Ref. [52]
for two-level Rydberg atoms in a microwave cavity under
the influence of a bichromatic field. In a series of papers
it has been demonstrated that photon correlation and
quadrature squeezing induced by a bichromatic field are
drastically different from the case of RF in a monochro-
matic field [45–47, 53]. We especially focus on unusually
strong superbunching effects in the second-order correla-
tion function as a result of strongly correlated two photon
emissions at the frequency of atomic transition [45, 46]
in applications for two-photon lasing.
We believe that the results of forming atomic spec-
tral lines with strongly different frequencies under
bichromatic radiation are important also for the su-
perconducting qubit inducing additional Rabi oscilla-
tions on quasienergetic states of the qubit. Addition-
ally, we demonstrate below that quasienergetic states
and quasienergies of the bichromatically driven supercon-
ducting qubit under consideration differ drastically from
the analogous well-known states of the standard two-level
atom in a bichromatic field, and due to this difference un-
usual field-dependence effects appear for the qubit.
Note, that time modulation of quantum dynamics for
some systems allows effective control of dissipation and
decoherence effects, essentially improving the quantum
effects. Indeed, it has been shown that the time mod-
ulation in an optical parametric oscillator leads to im-
provement of squeezing and continuous-variable entan-
glement of generated modes [54, 55], and application of
such an approach to an anharmonic oscillator leads to
preparation of oscillatory Fock states’ superpositions in
the presence of decoherence [56, 57]. Thus, we expect
that this approach applied to artificial atoms, particu-
larly superconducting qubits, will lead to obtaining new
qualitative quantum effects involving control of supercon-
ducting qubits and improvement of decoherence. Never-
theless, in this paper, as the first part of these investi-
gations, we only consider nondissipative dynamics of a
qubit in a time-modulated field for short time intervals.
In this paper, we present analytical results for non-
trivial dynamics of a qubit in a time-modulated field
(a bichromatic field), particularly, considering in detail
time-dependent populations of qubit states. We calculate
QESs and quasienergies of the composite system ”super-
conducting qubit plus time-modulated field” in resonance
approximation by using the Furry picture.
The paper is arranged as follows. In Sec. II we derive
the Hamiltonian of the system in the resonance approxi-
mation. In Sec. III we consider the tunneling amplitude
of transitions between states of a qubit in the presence
of a time-modulated (or bichromatic) field and calcu-
late corresponding QESs as well as quasienergies. Then,
in Sec. IV we investigate the properties of quasiener-
gies as well as compare two systems with different time-
dependent components along x and z axes. In Sec. V the
Rabi oscillations physics of the qubit driven by a time-
modulated field is considered. We summarize our results
in Sec. VI.
3II. FURRY PICTURE FOR QUBIT IN
TIME-MODULATED FIELD
The qubit is realized if the charging energy of a super-
conducting electron box is much larger than the Joseph-
son coupling energy. In the regime of low-level excitation
the system is formed by two charge states: | ↓ 〉 and | ↑ 〉
which have either zero Cooper pairs or one Cooper pair.
Thus, the system that we consider here is a qubit cou-
pled to a time-modulated field (or a bichromatic field)
with the Hamiltonian
Hˆ(t) = Hˆ0 + HˆV , (1)
where
Hˆ0 = −1
2
(ε0 + f(t))σˆz , HˆV = −∆
2
σˆx. (2)
Here, the external field reads
f(t) = 2A cos (ω0t) cos (δt) , (3)
where ω0 and δ are the central and modulation frequen-
cies, provided that δ << ω0. This external field can be
presented as a bichromatic field of the form
f(t) = A[cos(ω1t) + cos(ω2t)] (4)
with equal amplitudes of two spectral components at the
frequencies ω1 = ω0 − δ and ω2 = ω0 + δ.
Here, ε0 = EQ(1 − 2ng) is the electronic energy dif-
ference between the ground and excited states of the
qubit and ∆ = Ej is the Josephson coupling energy
or the tunneling amplitude between the basis states.
The operators σˆx, σˆz denote the Pauli spin matrices:
σˆz = | ↑ 〉〈 ↑ | − | ↓ 〉〈 ↓ |, σx = | ↑ 〉〈 ↓ | + | ↓ 〉〈 ↑ |. The
Hamiltonian Eq. (1) describes various physical systems
in addition to the JJ artificial atom [58]. In general, it de-
scribes the tunneling dynamics of bichromatically driven
nonlinear quantum two-level systems.
It should be noted that very often in area
”atom+laser” interaction the other Hamiltonian is used,
in which the coupling of a time-dependent electromag-
netic field to the transition dipole moment between two
states of atoms takes place in contrast to the case of a
superconducting qubit, where an external field drives the
atomic energetic levels Eqs. (1) and (2). The correspond-
ing Hamiltonian Hˆat describing interaction along the x
axis can be related to the Hamiltonian Eq. (1) with the
time-dependent component along the z axis by a rotation
around the y axis. The result reads
Hˆat = e
−ipi
4
σˆy Hˆ(t)ei
pi
4
σˆy = −1
2
∆σˆz− 1
2
(ε0+f(t))σˆx. (5)
The later Hamiltonian is typical for a natural two-level
atom interacting with a bichromatic field. In this case,
the parameter ∆ describes an energy difference and the
interaction term is responsible for the transitions between
two atomic states. See also Sec. IV.B.
We describe the dynamics of the system in the Furry-
state representation |Ψ(t)〉 = U(t)|ΨU (t)〉, in which the
equation for the vector state of the full system is
i
∂
∂t
|ΨU (t)〉 = HˆI |ΨU (t)〉. (6)
The interaction Hamiltonian is given by
HˆI(t) = Uˆ
−1(t)HˆV Uˆ(t) = −∆
2
Uˆ−1(t)σˆxUˆ(t) (7)
while the unitary operator Uˆ(t) obeys the equation of
motion
i
∂
∂t
Uˆ(t) = Hˆ0Uˆ(t). (8)
It is easy to realize that operator U(t) has a simple form
Uˆ(t) = exp
[
−i
∫ t
0
Hˆ0(t
′)dt′
]
= exp(iϕ(t)σˆz), (9)
where
ϕ(t) =
1
2
[
ε0t+
A
ω1
sin(ω1t) +
A
ω2
sin(ω2t)
]
. (10)
Thus, the interaction Hamiltonian is calculated in the
following form
HˆI(t) = −∆
2
e−iϕ(t)σˆz σˆxe
iϕ(t)σˆz
= −∆
2
(
0 e−2iϕ(t)
e2iϕ(t) 0
)
. (11)
In the σ-matrix form this Hamiltonian can be written as
HI(t) = −∆
2
[
σ+e
−2iϕ(t) + σ−e
2iϕ(t)
]
. (12)
For simplification of the Hamiltonian we use the following
formulas with the Bessel functions
exp
[
i
A
ω1
sin(ω1t)
]
=
∑
n1
Jn1
(
A
ω0 + δ
)
ein1(ω0+δ)t,
(13)
where Jn(x) is n-th order Bessel function of the first kind.
In the result we can obtain
e2iϕ(t) =
∑
n1
∑
n2
Jn1
(
A
ω0 + δ
)
Jn2
(
A
ω0 − δ
)
× ei[ε0+(n1+n2)ω0+(n1−n2)δ]t. (14)
We also add that e−2iϕ = (e2iϕ)∗.
The resonance condition is formulated using the re-
quirement that the oscillating terms in time have van-
ished. Thus, this condition is formulated for the cen-
tral frequency ω0 and the electronic energy difference as
4ε0 − Nω0 = ∆N << ε0, where n1 + n2 = −N . In this
approximation we obtain
e2iϕ = ei∆N t
∑
n1+n2=−N
Jn1(z1)Jn2(z2)e
i(n1−n2)δt
= ei∆N t
∑
n1
Jn1(z1)J−N−n1(z2)e
i(2n1+N)δt
= ei(∆N+Nδ)t−iNpi
∑
n1
Jn1(z1)JN+n1(z2)e
in1γ ,(15)
where z1 =
A
ω0+δ
, z2 =
A
ω0−δ
and γ = 2δt + pi. In the
following we use the well-known formulas of summing
the Bessel functions for the further transformation of the
Hamiltonian. The result reads
e2iϕ = ei(∆N+Nδ)t−iNpiJN (w(t))
(
z2 − z1e−iγ
z2 − z1eiγ
)N
2
,(16)
where w(t) =
(
z21 + z
2
2 − 2z1z2 cos(γ)
)1/2
, |z1e±iγ | < z2.
We rewrite the exponent in the following form
e±2iϕ(t) = JN (w(t))e
±iα(t), (17)
introducing the function
α(t) = (∆N +Nδ)t−Npi − iN
2
ln
[
z2 − z1e−iγ
z2 − z1eiγ
]
. (18)
Equation (18) can be simplified easily if δ ≪ ω0. Indeed,
in this case z1 ≈ z2 when δ ≪ ω0, and we can check that
the logarithm in Eq. (18) is simplified as
ln
[
z2 − z1e−iγ
z2 − z1eiγ
]
≈ ln
(
1− e−iγ
1− eiγ
)
= ln
[
e−
iγ
2 (e
iγ
2 − e− iγ2 )
e
iγ
2 (e
−iγ
2 − e iγ2 )
]
= ln
(−e−iγ)
= i(pi − γ) = i(pi − 2δt− pi) = −2iδt. (19)
Then, in the lowest approximation of δ/ω0 we obtain
α(t) = ∆N t−Npi and
w(t) ≈ 2 A
ω0
|cos(δt)| . (20)
In this approximation and for the case of exact resonance,
∆N = 0, the interaction Hamiltonian is written in the
following form
HˆI(t) = (−1)N+1∆
2
JN (w(t))σx. (21)
This Hamiltonian, describing the effects of time mod-
ulation on qubit dynamics, is nonstationary and T peri-
odic, HI(t+ T ) = HI(t), with the period T = pi/δ; thus,
QESs and quasienergies can be introduced in this rep-
resentation. The Hamiltonian is derived for the general
case that involves one-quantum resonance process N = 1
as well as high-order processes with N > 1. Below we
concentrate on consideration of two cases, N = 1 and 2,
in detail.
III. AMPLITUDES OF THE TUNNELING AND
QES
The different regimes of qubit dynamics in the presence
of a time-modulated field are formulated in the adiabatic
and diabatic bases in analogy to the case of a monochro-
matic field [18, 58]. The diabatic basis states | ↓ 〉 and | ↑ 〉
are the eigenstates of the Hamiltonian Eq. (1), if ∆ and
f(t) have vanished.
Let us consider the case ε ≫ ∆. We assume that
states of a qubit are formed in the presence of a driving
field and the tunneling process is described by transitions
between these states. Then, in the lowest order of the
perturbation theory on the basis of Eqs. (6) and (7) the
tunneling amplitude in the transition | ↓ 〉 → | ↑ 〉 reads
A1→2 = 〈 ↑ |HˆI(t)| ↓ 〉 = 〈 ↑ (t)|HˆV (t)| ↓ (t)〉, where | ↑
(t)〉 = Uˆ(t)| ↑ 〉, | ↓ (t)〉 = Uˆ(t)| ↓ 〉 are the diabatic states
in the Uˆ representation. In the limit of a weak driving
we have | ↑ (t)〉 = e−iεt/2| ↑ 〉 and | ↓ (t)〉 = eiεt/2| ↓ 〉. For
the amplitude we obtain
A1→2 = (−1)N+1∆
2
JN (w(t)). (22)
This amplitude describes the tunneling transition in the
presence of a time-modulated external field that shifts
the energetic levels. It is interesting to compare this
result with the analogous one for the case of an exter-
nal monochromatic field. It is known that in the latter
case the amplitude of the transition | ↓ 〉 → | ↑ 〉 with
parameters satisfying the resonance does not depend on
time intervals, while the amplitude Eq. (22) contains
time-dependent periodic oscillations at the modulation
frequency. In Fig. 1 and 2 we depict the corresponding
probabilities of the tunneling transition in dependence on
dimensionless time for two resonant conditions: N = 1
and 2. As we see, the transition amplitudes are not con-
stants and are periodic in time, while for the case of
a one-monochromatic driving field these quantities have
constant values.
In the case of a weak driving field A≪ ε0 and ω0 ∼ ε0,
we can use the following approximation for the Bessel
function: Jn(x) ∼ xn2nn! , x≪ 1; therefore,
JN (w(τ)) =
1
N !
(
A
ω0
)N
| cos(δt)|N . (23)
Thus, the amplitude of tunneling for a weak driving field
is calculated as
A1→2 = (−1)N+1∆
2
1
N !
(
A
ω0
)N
| cos(δt)|N . (24)
This result is in accordance with the results of numeri-
cal calculations corresponding to first-order and second-
order resonances presented in Fig.1(a) and 2(a).
Below we turn to the general case of qubit dynamics
considering the state of the full system in the | ↓ 〉, | ↑ 〉
basis as
|ΨU (t)〉 = C1(t)| ↓ 〉+ C2(t)| ↑ 〉. (25)
5FIG. 1. Transition probabilities for first-order (N = 1) reso-
nance. The parameters are: (a) ∆/δ = 34, A/ω0 = 10
−1, (b)
∆/δ = 34, A/ω0 = 4.5.
FIG. 2. Transition probabilities for second-order resonance
(N = 2). The parameters are: (a) ∆/δ = 34, A/ω0 = 10
−1;
(b) ∆/δ = 34, A/ω0 = 4.5.
In this case, the Schro¨dinger equation is reduced to
two coupled first-order equations for the amplitudes in
the following form
iC˙1(t) = −∆
2
JN (w(t))e
−iα(t)C2(t), (26a)
iC˙2(t) = −∆
2
JN (w(t))e
iα(t)C1(t). (26b)
The coefficients of these equations have a nontrivial de-
pendence on time, nevertheless we demonstrate that for
the resonance case, ∆N = 0, the solution of these equa-
tions can be found in a simple analytical form as follows:
C1(t) = cos(γN (t)), (27a)
C2(t) = ie
iα sin(γN (t)), (27b)
while the function γN (t) is calculated from Eqs. (26a)
and (26b) as
γN (t) =
∆
2
∫ t
0
JN (w(τ))dτ (28)
and α(t) = −Npi.
This solution is presented for the concrete initial con-
ditions assuming that the system is initially in the lower
state; therefore, C1(0) = 1 and C2(0) = 0. The popula-
tions of the initial and excited states (if the system was
initially in the lower state) as a function of time are then
given by
P1(t) = |C1(t)|2 = cos2(γN (t)), (29a)
P2(t) = |C2(t)|2 = sin2(γN (t)). (29b)
To calculate these quantities further we need to analyze
the function γN (t) that involves integration of a periodic
function JN (w(τ)) with period T = pi/δ. It is easy to
represent the function γN (t) as
γN (t) =
∆
2
JN t+ΦN (t), (30)
where
JN ≡ JN (w(t)) = 1
T
∫ t0+T
t0
JN (w(τ))dτ, (31)
Φ(t) is a periodic function defined for t ∈ [t0, t0 + T ] as
ΦN (t) =
∆
2
∫ t
t0
(JN (w(τ)) − JN )dτ, (32)
and for other t ∈ [0,∞] through periodicity relation Φ(t+
T ) = Φ(t) (see the Appendix).
The above formulas allow us to introduce the QES of
a qubit in a time-modulated driving field. Indeed, it is
easy to check that the solution of Eq. (6) with periodic in
time Hamiltonian (21) can be expressed in the adiabatic
basis as
|ΘN,±(t)〉 = e±i(−1)
NγN (t)|ϕ±〉, (33)
where
|ϕ±〉 = | ↓ 〉 ± |↑ 〉. (34)
Then, by using the formula Eq. (30), these states can be
presented in the form of a QES
|ΘN,±(t)〉 = eiE
±
N
tUN,±(t)|ϕ±〉, (35)
where
UN,±(t) = e
±i(−1)NΦN (t) (36)
6are periodic in time; UN,±(t + T ) = UN,±(t), and E
±
N =
±EN , where
EN = (−1)N∆
2
JN (37)
are the quasienergies. In the Ψ representation we obtain
|Ψ±,N 〉 = eiE
±
N
tUN,±(t)
(
e−iϕ(t)| ↓ 〉 ± eiϕ(t)| ↑ 〉
)
. (38)
IV. QUASIENERGIES OF THE QUBIT IN
BICHROMATIC FIELD
In this seciton we study properties of the quasiener-
gies. Note that some experiments recently realized in
the field of superconducting Josephson qubits have been
interpreted in terms of the probe absorption spectroscopy
of the quasienergy levels (see, for example, [42]). In this
way, the frequencies of probe field absorption or ampli-
fication are determined by the matrix elements of tran-
sition between QESs. We briefly discuss this problem,
considering the transition |ΘN,+〉 → |ΘN,−〉 between
quasienergetic states ΘN,±(t) due to a weak interaction
of the system with a probe field. Such an interaction
with a probe field at the frequency ωp can be added as
weak perturbation term λEp cos(ωpt)σz in the Hamilto-
nian (1). Thus, the matrix element of this transition is
calculated as
〈ΘN,−|σz|ΘN,+〉
= 2
∑
n,m
Jn
(
A
ω0
)
Jm−n
(
A
ω0
)
exp(iΩm,nt), (39)
where m = 0,±1,±2, ...; n = 0,±1,±2, ...; and Ωm,n =
ε0+mω0+(E
+−E−)+ (2n−m)δ are the frequencies of
spectral lines corresponding to the absorption (for ωp =
Ωm,n > 0) and the amplification (for ωp = Ωm,n < 0) of
a probe field. As we can see, the spectral lines separated
by the central frequency and modulation harmonics and
contain a field-dependent Stark shift due to the input of
the quasienergies. In Sec. V we demonstrate that the
quasienergies in Eq. (37) also play an essential role in
occupation populations of states.
As we see, the sum of two quasienergies obeys the re-
lation E+N + E
−
N = 0. This result is in accordance with
the exact result taking place for a two-level atom in a
monochromatic field. According to [20] the sum of two
quasienergies equals the sum of atomic energetic levels,
that is zero for the case of the truncated Hamiltonian Eq.
(1), in which the half of the sum of qubit energetic levels
has been omitted.
The difference between quasienergies reads E+N−E−N =
2EN in this case. In this representation quasiener-
gies contain only a field-dependent part and equal zero
in the limit of small driving. Dependences of the
quasienergy E±N on the parameter A/ω0 as a function
E±N = E
±
N (A/ω0) for two types of resonances, for the
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FIG. 3. Quasienergy for (N = 1) first-order resonance (solid
curve); (N = 2) second-order resonance (dashed curve).
first order as well as for the second order, are shown in
Fig.3. As we demonstrate, the quasienergies E1 and E2
for both types of resonances have zeros for the definite
values of A/ω0. The lower zeros are at A/ω0 = 3.13, 6.3,
and 9.45 for N = 1 and are at A/ω0 = 3.8, 7.05, and 10.2
for N = 2. Below, we also analyze the quasienergies for
the regime of a weak external field.
A. Quasienergies and phase function at the regime
of weak driving
In this subsection we derive approximative analytical
results for the quasienergies and the phase function Eq.
(30) using the formula Eq. (23), which describes the weak
driving limit. Integration of the formula (31) leads to
JN =
δ
pi
∫ pi/δ
0
JN (w(τ))dτ =
F[0;pi],N (pi/δ)
N !pi
(
A
ω0
)N
=
2Γ
(
3+N
2
)
+ (1 +N)Γ
(
1+N
2
)
2
√
piN !(1 +N)Γ
(
3+N
2
) ( A
ω0
)N
.(40)
In this formula, we introduce a function, which also de-
termines the periodic part of the phase function Eq. (32),
F[0;pi],N(t) =
√
pi
2
Γ
(
1+N
2
)
Γ
(
1 + N2
)
− 2F1
(
1
2 ,
1+N
2 ;
3+N
2 ; cos
2(δt)
)
1 +N
cos(δt)| cos(δt)|N (41)
which is defined in [0;pi/δ]. Here, 2F1(a, b; c; z) is a hyper-
geometric function. The final result for the quasienergy
reads as follows:
EN = (−1)N∆
2
2Γ
(
3+N
2
)
+ (1 +N)Γ
(
1+N
2
)
2
√
piN !(1 +N)Γ
(
3+N
2
) ( A
ω0
)N
,(42)
7while the periodic part of the phase function is calculated
as
ΦN (t) =
∆
2
∫ t
0
(JN (w(τ)) − JN )dτ
=
∆
δ
1
2N !
(
A
ω0
)N
[F[0;pi],N (t)− F[0;pi],N(pi/δ)δt]. (43)
Note, that the results of this section on the quasiener-
getic states of the qubit in a time-modulated driving field
are essentially different from the analogous results for the
states obtained for a two-level atomic system driven by a
bichromatic field with the Hamiltonian Eq. (5) [26, 44–
47]. We demonstrate this point below.
B. System with time-dependent component along
x axis
In this subsection we briefly discuss the system with
the Hamiltonian Eq. (5), which is typical for problems
that involve an atom in a bichromatic laser field. Our
goal is to show the differences of the behaviors for the
cases of superconducting qubits [see Hamiltonian Eq.(1
with the time-dependent component along zaxis] and
two-level atomic system [see Hamiltonian Eq.(5) with the
time-dependent component along x axis) in bichromatic
field.
We now take the system described by the Hamiltonian
Eq. (5) in new denotations that are more standard in
this area:
Hˆ = −∆E
2
σˆz + V cos(ω0t) cos(δt)σˆx. (44)
We make a transformation to a rotating frame |Ψ(t)〉 =
Wˆ (t)|ΨW (t)〉, where
Wˆ (t) = exp
(
i
2
∆Etσˆz
)
. (45)
For this system we can formulate only a one-quantum
condition of the resonance, ∆E = ω0, in contrast to the
system with the time-dependent component along the z
axis in which multiquantum resonances take place. In
the resonance approximation we obtain
i
∂
∂t
|ΨW (t)〉 = V cos(δt)σˆx|ΨW (t)〉. (46)
The solution of this equation in the adiabatic bases can
be obtained as
|Φ±(t)〉 = exp
(
i
V
δ
sin(δt)
)
|ϕ±〉. (47)
Comparing the results of Eqs. (35) and (47) we con-
clude that the quasienergies corresponding to QES Eq.
(47) are equal to zero for all ranges of the parameters in
the rotating wave approximation in contrast to the re-
sults of Eqs. (35), (37). Besides this, the periodic wave
function exp
[
iVδ sin(δt)
]
strongly differs from the peri-
odic wave function UN,±(t) that corresponds to QES Eq.
(35). This situation is displayed also in the frequencies
of spectral lines corresponding to the transitions between
QES |Φ±(t)〉. Indeed, it is easy to realize that these fre-
quencies are at ωp = ω0 + nδ, n = 0,±1,±2, ... and do
not involve field-dependent shifts of energetic levels. This
effect is in accordance with calculation of the spectrum
of resonance fluorescence and Autler-Townes splitting in
a bichromatic field [46, 47].
At the end of this section, for completeness, we present
the QES in the Ψ representation:
|Ψ+(t)〉 = Wˆ (t)|Φ+(t)〉
=
1√
2
exp
(
i
V
δ
sin(δt)
)(
e−i
∆Et
2 | ↓ 〉+ ei∆Et2 | ↑ 〉
)
,(48)
|Ψ−(t)〉 = Wˆ (t)|Φ−(t)〉
=
1√
2
exp
(
−iV
δ
sin(δt)
)(
e−i
∆Et
2 | ↓ 〉 − ei∆Et2 | ↑ 〉
)
.(49)
It should be noted that the Floquet basis derived here
for a qubit in a bichromatic field is useful for studying the
Rabi oscillation physics as well as for writing the master
equation governing the dynamics of the reduced density
matrix of a driven system, which is in contact with an
external environment.
Note that Hamiltonians Eq. (1) and (44) are the par-
ticular cases of a more general Hamiltonian:
Hˆ(t) = −1
2
Bz(t)σˆz − 1
2
Bx(t)σˆx, (50)
which can be realized on a properly designed supercon-
ducting circuit. In particular, a simple design of the
charge qubit with tunable effective Josephson coupling
can be shown schematically (see Fig.4) as with time-
FIG. 4. A charge qubit with tunable effective Josephson cou-
pling. It is controlled by Vg gate voltage and Φx magnetic
field.
dependent coefficients Bx(t) and Bz(t) that allow com-
plete control of the system through the gate voltage Vg
and the external magnetic flux Φx (see, for example [1]).
8The relations between these quantities are expressed as
Bx(t) = EJ (Φx(t)) = 2E
0
J cos
(
pi
Φx(t)
Φ0
)
, (51)
Bz(t) = δEch(Vg(t)) = 4EC
(
1− 1
e
CgVg(t)
)
, (52)
where EC is the the single-electron charging energy, E
0
J
is the Josephson coupling energy, and Cg is the gate ca-
pacitor. Practical realizations of an analogous scheme
have been done in a series of papers (see, for example,
[59, 60]). We believe that the schemes considered here
with a time-dependent component along the z or x axis
driven by bichromatic external fields can be constructed
in the same way (see [19], in which multisideband com-
ponents of qubit energy splitting are observed).
V. APERIODIC AND PERIODIC RABI
OSCILLATIONS
In this section, time-dependent populations of states
are investigated for various regimes. We investigate dy-
namics of the driven qubit in a time domain for various
resonance conditions. Thus, we consider the occupation
probability as a function of time in dimensionless units,
assuming that the system was initially in the state | ↓ 〉
and the Rabi frequency is given by
ΩN (t) = γ˙N (t). (53)
According to the formulas Eqs. (27) and (29) this dy-
namics is determined by the function γN (t), that involves
both the quasienergy and the periodic function ΦN (t)
with period T = pi/δ. To present this statement in a
clear form we rewrite the formula Eq. (30) as
γN (t) = (−1)NEN t+ΦN (t). (54)
The function γN (t) is an increasing function in time but it
grows also periodically due to its ”linear+periodic” struc-
ture. Therefore, the dynamics of populations Eq. (29)
seems to be aperiodic in time. Indeed, the typical results
for the phase function as well as the populations are de-
picted in Figs.5,6 and 7. The dynamics of populations for
the case of a weak external field is shown in Figs.5 for two
resonance regimes. In Fig.5(a) we compare two curves of
the occupation probabilities for N = 1 (solid curve) and
for N = 2 (dashed curve). We can see here fast oscilla-
tions of the population for the regime N = 1 and slow
oscillations for the case of N = 2 (for consideration in
details, see the curve corresponding to the case N = 2
for large time intervals in Fig.5(b)). The results for the
second-order resonance regime are also demonstrated in
Fig.5(c) for the other parameter ∆/δ. Analyzing these
results, we note that dynamics of populations strongly
depends on the value of the ratio ∆/δ. It can be seen
from the formulas Eqs. (40) and (43) that population
behavior shown in Fig.5(b) for N = 2 is mainly governed
by the linear in time term in the phase function Eq. (43);
thus, we can see that the dynamics looks like cosinu-
soidal oscillations. The periodic in time part ΦN (t) only
slightly modulated these oscillations. This part of the
phase function increases with increasing the parameter
∆/δ that leads to increasing the role of periodic mod-
ulations giving rise to a nontrivial time dependence of
occupation probability [see, Fig.5(c) for the case N = 2].
The typical examples of occupation probabilities cor-
responding to the large-amplitude regime are depicted in
Figs. 6 and 7. In order to illustrate the role of phase
function in the development of aperiodic dynamics we
also show here the time dependence of this function.
FIG. 5. Populations of the ground state for both resonance
conditions: (N = 1) and (N = 2). The parameters are: (a)
first (solid curve) and second (dashed curve) order resonances,
∆/δ = 40, A/ω0 = 10
−1; (b) second order resonance (N = 2)
for the same values of ∆/δ and A/ω0 as in (a); (c) second
order resonance (N = 2), ∆/δ = 370, A/ω0 = 10
−1.
It is obvious that the dynamics of populations can be
periodic if the quasienergy becomes equal to zero at defi-
nite values of the parameter A/ω0 (see, Fig.3). However,
9as it can be seen, this situation also takes place for the
other wide ranges of the parameters, if the shift of the
phase function during m periods T = pi/δ
γ(t+mT ) = (−1)NEN (t+mT ) + ΦN (t)
= γ(t) + (−1)N ENpi
δ
m (55)
becomes equal to npi, that is the period of square cos(x)
or sin(x) in the formulas Eq. (29). Such a consideration
leads to the following formula:
mδ = n|EN |, (56)
where m and n are positive integers. The physical means
of this formula is very simple. The population of the
states depends on γN (t) as a square of the cosine, for
example P1 = cos
2[γN (t)]. Thus, if during m periods its
growth is equal to any period of cos2(x), which can be
written as npi, the population will repeat its behavior.
FIG. 6. (a) Phase-function γN (t) and (b) population prob-
ability for the first-order resonance condition (N = 1). The
parameters are: ∆/δ = 12, A/ω0 = 1.
Thus, the populations could be made periodic by
choosing the values of parameters δ/∆ and A/ω0 to sat-
isfying the following condition:
δ
∆
=
n
m
1
2pi
∫ pi
0
JN
(
2
A
ω0
| cos(τ)|
)
dτ, (57)
that follows from the formulas Eqs. (37) and (56). For
the case of a weak driving field this condition is simplified
and reads
1
N !
∆
2δ
(
A
ω0
)N
∗ √pi Γ
(
1+N
2
)
Γ
(
1 + N2
) = pim
n
. (58)
The typical results for Rabi oscillations with regular,
periodic dynamics are depicted in Fig.8 for the N = 2
FIG. 7. (a) Phase-function γN(t) and (b) population proba-
bility for the second-order resonance condition (N = 2). The
parameters are: ∆/δ = 34, A/ω0 = 1.
FIG. 8. The periodically regular dynamics of population
probabilities for the second-order resonance. The parameters
are: (a) ∆/δ = 401, A/ω0 = 10
−1; (b) ∆/δ = 31, A/ω0 = 1.
resonance condition. Here, the parameters A/ω0 and two
used parameters, ∆/δ = 401 [see Figs.8(a)] and ∆/δ = 31
[see Figs.8(b)], satisfy the periodicity condition Eq. (57).
We compare the results shown in Fig.8(a) with the re-
sult depicted in Fig.5(c). Both results are obtained for
the second-order resonance condition and for the same
parameter A/ω0 = 10
−1; however, using the parameter
10
∆/δ satisfying the condition of periodicity Eq. (57) in
Fig.8(a) leads to the periodic dynamics of the popula-
tions. These regimes in which quantum dynamics of oc-
cupation probabilities becomes periodically regular can
be useful, for example, in applications where one is deal-
ing with logic operations on qubits.
VI. CONCLUSION
In conclusion, we have analyzed dynamics of a su-
perconducting qubit interacting with an electromagnetic
wave with time-modulated amplitude (or a bichromatic
field) for two basic configurations that involve time-
dependent components along z or x axes. In the case of
the z configuration, the external bichromatic field drives
the qubit’s energetic levels, while in the case of x con-
figuration (describing also the standard problems of a
two-level atom in a bichromatic field) the coupling with
the bichromatic field leads to the transition dipole mo-
ment between two states of atoms. We have calculated
quasienergetic states and quasienergies of the compos-
ite system ”superconducting qubit plus time-modulated
field” in an adiabatic basis of the system analyzing the
quasienergies numerically for arbitrary intensities of the
external field as well as analytically in detail for the
regime of weak driving. Considering the dependence
of quasienergies from the intensity parameter A/ω0 we
have shown oscillation-type behavior of quasienergies for
the case of a strong bichromatic field. In this way, we
demonstrate the drastic difference between QESs of two
schemes. Particularly, for the standard two-level model
in a bichromatic field (the x configuration) the quasiener-
gies are equal to zero for all ranges of the parameters
that are displayed in the spectral line of RF and Autler-
Townes splitting [26, 44–47]. In contrast to this case, the
QES for the scheme involving time-dependent z-axis cou-
pling has a more complicated structure. On the whole,
the spectral lines of QES transitions contain also field-
dependent Stark shifts due to the input of the quasiener-
gies.
We have considered time dependence of the occupa-
tion probabilities of qubit states and Rabi physics for
both first-order (N = 1) and second-order (N = 2) res-
onance regimes, when the central frequency ω0 and the
electronic energy difference obey rules ε0 = Nω0. Con-
sidering Rabi oscillations between qubit states we have
shown that these oscillations are aperiodic in time due to
effects of time-dependent modulation. Nevertheless, fur-
ther, we have demonstrated new regimes in which dynam-
ics of populations becomes periodically regular. These
regimes can be realized if the ratio of quasienergy to the
detuning is positive integer EN/δ = r for an arbitrary
order of resonances. Together with the recent advance-
ments in the engineering of various schemes of supercon-
ducting qubits, these results seem to be important for
further studies of quantum phenomena in this area.
Appendix
The formula Eq. (30) can be derived by using the
Fourier expansion
JN (w(t)) =
∞∑
n=−∞
G(n)ei
2pin
T
t. (A.1)
Then, the integral from Eq. (28) is transformed to
∫ t
0
JN (w(τ))dτ =
∞∑
−∞
G(n)
∫ t
0
e−i
2pin
T
t′dt′
=
∞∑
|n|=1
G(n)
T
i2pin
(ei
2pin
T
t − 1) +G(0)t. (A.2)
Here, it is easy to realize that
GN (0) = JN (w(t)) = JN , (A.3)
and thus the formula Eq. (30) is obtained. In this rep-
resentation the second term of the function Eq. (30) is
written in the following form:
ΦN (t) =
∆
2
∞∑
|n|=1
G(n)
T
i2pin
(ei
2pin
T
t − 1). (A.4)
[1] Y. Makhlin, G. Scho¨n, and A. Shnirman, Rev. Mod.
Phys. 73, 357 (2001).
[2] J. Q. You and F. Nori, Phys. Today 58, 42 (2005).
[3] J. Clarke and F. K. Wilhelm, Nature 453, 1031 (2008).
[4] R. J. Schoelkopf and S. M. Girvin, Nature 451, 664
(2008).
[5] Y. Nakamura, Yu. A. Pashkin, and J. S. Tsai., Nature
398, 786 (1999).
[6] D. Vion, A. Aassime, A. Cottet, P. Joyez, H. Pothier,
C. Urbina, D. Esteve, and M. H. Devoret, Science 296,
886 (2002).
[7] J. Johansson et al., Phys. Rev. Lett. 96, 127006 (2006).
[8] Y. Nakamura, Yu. A. Pashkin, and J. S. Tsai, Phys. Rev.
Lett. 87, 246601 (2001).
[9] Y. Yu, S. Han, X. Chu, S. I. Chu, and Z. Wang, Science
296, 889 (2002).
[10] D. I. Schuster, A. A. Houck, J. A. Schreier, A. Wallraff,
J. M. Gambetta, A. Blais, L. Frunzio, J. Majer, B. John-
son, and M. H. Devoret et al., Nature 445, 515 (2007).
[11] A. Fragner, M. Goppl, J. M. Fink, M. Baur,
R. Bianchetti, P. J. Leek, A. Blais, and A. Wallraff,
Science 322, 1357 (2008).
[12] O. Astafiev, K. Inomata, A. O. Niskanen, T. Yamamoto,
Yu. A. Pashkin, Y. Nakamura, and J. S. Tsai, Nature
449, 588 (2007).
[13] M. Neeley, M. Ansmann, R. C. Bialczak, M. Hofheinz,
E. Lucero, A. D. O’Connell, D. Sank, H. Wang, J. Wen-
ner, and A. N. Cleland et al., Science 325, 722 (2009).
11
[14] O. Astafiev, A. M. Zagoskin, A. A. Abdumalikov Jr., Yu.
A. Pashkin, T. Yamamoto, K. Inomata, Y. Nakamura,
and J. S. Tsai, Science 327, 840 (2010).
[15] O. Astafiev, A. A. Abdumalikov Jr., A. M. Zagoskin, Yu.
A. Pashkin, Y. Nakamura, and J. S. Tsai, Phys. Rev.
Lett. 104, 183603 (2010).
[16] A. A. Abdumalikov Jr., O. V. Astafiev, A. M. Zagoskin,
Yu. A. Pashkin, Y. Nakamura, and J. S. Tsai, Phys. Rev.
Lett. 104, 193601 (2010).
[17] S. Ashhab, J. R. Johansson, A. M. Zagoskin, and F. Nori,
Phys. Rev. A 75, 063414 (2007).
[18] S. N. Shevchenko, S. Ashhab, and F. Nori, Physics Re-
ports 492, 1 (2010).
[19] Jian Li, M. P. Silveri, K. S. Kumar, J.-M. Pirkkalainen,
A. Vepsa¨la¨inen, W. C. Chien, J. Tuorila, M. A. Sillanpa¨a¨,
P. J. Hakonen, E. V. Thuneberg, and G. S. Paraoanu,
Nat. Commun. 4, 1420 (2013).
[20] J. H. Shirley, Phys. Rev. 138, B979 (1965).
[21] Ya. B. Zeldovitch, Sov. Phys. JETP 24, 1006 (1967); Zh.
Eksp. Teor. Fiz. 51, 1492 (1966).
[22] V. I. Ritus, Sov. Phys. JETP 24, 1041 (1967); Zh. Eksp.
Teor. Fiz. 51, 1544 (1996).
[23] C. Cohen-Tannoudji, in Aux Frontie‘res de la Spectro-
scopie laser/Frontiers in Laser Spectroscopy, edited by
R. Balian, S. Haroche, and S. Liberman (Science, North-
Holland, Amsterdam, 1977) pp. 4–104.
[24] B. Glushko and B. Kryzhanovsky, Phys. Rev. A 46, 2823
(1992).
[25] G. Yu. Kryuchkyan, Zh. Eksp. Teor. Fiz. 109, 116 (1996);
Sov. Phys. JETP 82, 60 (1996).
[26] G. Yu. Kryuchkov, Opt. Commun. 54, 19 (1985).
[27] C. Cohen-Tannoudji and S. Reynaud, J. Phys. B: At.
Mol. Phys. 10, 345 (1977).
[28] Shih-I Chua and D. A. Telnov, Physics Reports 390, 1
(2004).
[29] G. Yu. Kryuchkov, Zh. Eksp. Teor. Fiz. 83, 1992 (1982);
Sov. Phys. JETP 56, 1153 (1982).
[30] G. Yu. Kryuchkyan, Journal of Contemporary Physics
44, 120 (2009); 44, 178 (2009).
[31] U. D. Jentschura, J. Evers, M. Haas, and C. H. Keitel,
Phys. Rev. Lett. 91, 253601 (2003).
[32] J. Evers, U. D. Jentschura, and C. H. Keitel, Phys. Rev.
A 70, 062111 (2004).
[33] U. D. Jentschura and C. H. Keitel, Ann. Phys. 310, 1
(2004).
[34] G. Yu. Kryuchkyan, U. Jentschura, J. Evers, and C. H.
Keitel, Journal of Modern Optics 54, 1481 (2007).
[35] C. Cohen-Tannoudji and J. Dalibard, J. Opt. Soc. Am.
B 2, 1707 (1985).
[36] G. Yu. Kryuchkyan, Opt. Commun. 151, 247 (1998).
[37] M. Jakob, B. Kneer, and G. Yu. Kryuchkyan, Phys. Rev.
A 58, 4728 (1998).
[38] G. Yu. Kryuchkyan and B. Kneer, Phys. Lett. A 259,
178 (1999).
[39] G. Yu. Kryuchkyan and B. Kneer, Phys. Rev. A 60, 5019
(1999).
[40] M. Jakob and G. Yu. Kryuchkyan, Phys. Rev. A 59, 2111
(1999).
[41] A. Russomanno, S. Pugnetti, V. Brosco, and R. Fazio,
Phys. Rev. B 83, 214508 (2011).
[42] M. Silveri, J. Tuorila, M. Kemppainen, and
E. Thuneberg, Phys. Rev. B 87, 134505 (2013).
[43] J. Tuorila, M. Silveri, M. Sillanpa¨a¨, E. Thuneberg,
Y. Makhlin, and P. Hakonen, Phys. Rev. Lett. 105,
257003 (2010).
[44] H. Freedhoff and Z. Chen, Phys. Rev. A 41, 6013 (1990);
46, 7328 (1992).
[45] M. Jakob and G. Yu. Kryuchkyan, Phys. Rev. A 58, 767
(1998).
[46] G. Yu. Kryuchkyan, M. Jakob, and A. S. Sargsian, Phys.
Rev. A 57, 2091 (1998).
[47] M. Jakob and G. Yu. Kryuchkyan, Phys. Rev. A 57, 1355
(1998).
[48] S. P. Tewari and M. K. Kumari, Phys. Rev. A 41, 5273
(1990).
[49] Y. Zhu, Q. Wu, A. Lezama, D. J. Gauthier, and T. W.
Mossberg, Phys. Rev. A 41, 6574 (1990).
[50] Z. Ficek and H. S. Freedhoff, Phys. Rev. A 48, 3092
(1993).
[51] G. S. Agarwal, Y. Zhu, D. J. Gauthier, and T. W. Moss-
berg, J. Opt. Soc. Am. B 8, 1163 (1991).
[52] G. S. Agarwal, W. Lange, and H. Walther, Phys. Rev.
A 48, 4555 (1993).
[53] M. Jakob and G. Yu. Kryuchkyan, Phys. Rev. A 61,
053823 (2000).
[54] H. H. Adamyan and G. Yu. Kryuchkyan, Phys. Rev. A
74, 023810 (2006).
[55] N. H. Adamyan, H. H. Adamyan, and G. Yu.
Kryuchkyan, Phys. Rev. A 77, 023820 (2008).
[56] T. V. Gevorgyan, A. R. Shahinyan, and G. Yu.
Kryuchkyan, Phys. Rev. A 79, 053828 (2009).
[57] T. V. Gevorgyan, A. R. Shahinyan, and G. Yu.
Kryuchkyan, Phys. Rev. A 85, 053802 (2012).
[58] M. Grifoni and P. Ha¨nggi, Physics Reports 304, 229
(1998).
[59] W. D. Oliver, Y. Yu, J. C. Lee, K. K. Berggren, L. S.
Levitov, and T. P. Orlando, Science 310, 1653 (2005).
[60] D. M. Berns, W. D. Oliver, S. O. Valenzuela, A. V. Shy-
tov, K. K. Berggren, L. S. Levitov, and T. P. Orlando,
Phys. Rev. Lett. 97, 150502 (2006).
