This paper presents three hyperspectral mixture models jointly with Bayesian algorithms for supervised hyperspectral unmixing. Based on the residual component analysis model, the proposed general formulation assumes the linear model to be corrupted by an additive term whose expression can be adapted to account for nonlinearities (NL), endmember variability (EV), or mismodelling effects (ME). The NL effect is introduced by considering a polynomial expression that is related to bilinear models. The proposed new formulation of EV accounts for shape and scale endmember changes while enforcing a smooth spectral/spatial variation. The ME formulation takes into account the effect of outliers and copes with some types of EV and NL. The known constraints on the parameter of each observation model are modeled via suitable priors. The posterior distribution associated with each Bayesian model is optimized using a coordinate descent algorithm which allows the computation of the maximum a posteriori estimator of the unknown model parameters.
I. INTRODUCTION
Spectral unmixing (SU) of hyperspectral images has been the subject of intensive interest over the last two decades. This is a source separation problem consisting of recovering the spectral signatures (endmembers) of the materials present in the scene, and quantifying their proportions within each hyperspectral image pixel. The linear mixture model (LMM) is the widely used model for SU mainly because of its simplicity. However, this model can be inappropriate for some hyperspectral scenarios, namely if there are volumetric scattering, or terrain relief, or intimate mixtures of materials [1] . Nonlinear mixture models (NLMM) appear then as an alternative to better account for those effects [2] , [3] . There exists two main families for NLMMs: the first family is signal processing based and seeks to construct flexible models that can represent a wide range of nonlinearities. The second family is the physical based and includes the intimate mixture models [1] and those accounting for multiple scattering such as polynomial [4] or bilinear models [5] - [9] . This paper considers physical based nonlinearity while focusing on polynomial/bilinear models.
In both LMM and NLMM, the endmembers are generally assumed fixed in the whole image. This appears as a clear simplification since in many cases, the endmember spectra vary along the image causing what is known as spectral variability or endmember variability (EV) [10] , [11] . Spectral variability has been identified as a relevant source of error in abundance estimation and is attracting growing interest in the hyperspectral community [10] - [12] . Many algorithms have been proposed in the literature to describe this variability and they can be gathered into two main classes. The first class considers each physical material as a set or bundle of spectra that are assumed known [13] , [14] or estimated from the data [15] , [16] . In this class, we find parametric representation of the endmembers such as the multiplication of each endmember by a pixel dependent constant to account for a change of illumination in the observed scene [17] - [19] . The second class of methods relies on a statistical representation of the endmembers that are assumed to be random vectors with given probability distributions.
Two main statistical models of the endmembers have been considered in the literature. The normal compositional model (NCM) assuming Gaussian distributions for the endmembers [20] - [22] and the Beta compositional model [23] that exploits the physically realistic range July 20, 2016 DRAFT of the endmember reflectances by assigning them a Beta distribution. This paper introduces a spectral smooth EV that can be expressed by a Gaussian distributed endmembers resulting in a model that is closely related to NCM.
Mismodelling effects (ME) are also a concern when processing hyperspectral images.
These effects can be due to the presence of some physical phenomena such as nonlinearity or endmember variability. However, they can also be due to the propagated errors in the signal processing chain. Indeed, SU is generally performed using three steps: (i) estimating the number of endmembers, (ii) identifying the endmembers using an endmember extraction algorithm (EEA) such as vertex component analysis (VCA) [24] , and N-FINDR [25] and (iii) estimating the abundances under physical non-negativity and sum-to-one constraints using algorithms such as the fully constrained least squares [26] . Many studies consider a supervised unmixing scenario which aims at estimating the abundances while assuming that the two first unmixing steps were successfully implemented [26] - [29] . However, an error on the estimated number of endmembers or in their spectra may lead to bad abundance estimates. This problem is considered by some new robust unmixing algorithms that aim at reducing the effect of outliers or mismodelling effects [30] , [31] . In this paper, the ME is considered by reducing the effect of smooth spatial/spectral outliers that can be due to the presence of NL, EV or to signal processing chain errors.
The first contribution of this paper is the introduction of a general formulation for the mixture model to account for three phenomena: (i) nonlinearity, (ii) endmember variability or (iii) mismodelling effects. Based on the residual component analysis model [32] , the proposed general formulation assumes the linear model to be corrupted by an additive term whose expression can be adapted to account for the studied phenomenon. This residual term is expressed as a combination of the abundances or the endmembers depending on the studied EV or NL effects. Indeed, the first model studies NL effect which can be modeled by considering a modification to the polynomial term proposed in [28] , that depends only on the endmember spectra. The second model considers EV effect by introducing a smooth additive deviation of each endmember from known spectra. Thus, contrary to the NCM described in [12] , [20] , [21] , the proposed model takes into account the smooth spectral and spatial variation of the endmembers in presence of EV. Moreover, and to account for ME, a third model is introduced for the residual term while accounting for the spatial and spectral smooth properties of the corrupting term. The proposed formulation is therefore general, covers many physical phenomena and can be related to many NL [4] , [5] , [7] - [9] , [33] and EV models [12] , [18] , [20] , [21] .
The second contribution of this paper is the introduction of three hierarchical Bayesian models associated with each observation model. These hierarchical models introduce prior distributions that enforce known physical constraints on the estimated parameters such as the sum-to-one and positivity of the abundances, positivity of the nonlinear coefficients and the smooth spectral behavior of EV and ME. Moreover, the spatial correlation of the residual term has been introduced by considering Markov random fields [34] , [35] . Using the likelihood and the considered prior distributions, the joint posterior distribution of the unknown parameter vector is then derived for each model. The minimum mean square error (MMSE) and maximum a posteriori (MAP) estimators of these parameters cannot be easily computed from the obtained joint posteriors. In this paper, the MAP estimator is evaluated by considering a coordinate descent algorithm (CDA) [36] - [38] that sequentially updates the abundances, the noise variances and the residual terms. The proposed Bayesian models and estimation algorithms are validated using synthetic and real hyperspectral images. The obtained results are very promising and show the potential of the proposed mixture and Bayesian models and their associated inference algorithms.
The remainder of this paper in organized as follows. Section II introduces the proposed general formulation for the mixture model and its variants to deal with NL, EV and ME effects.
The proposed hierarchical Bayesian models and their estimation algorithms are introduced in Sections III and IV. Section V is devoted to testing and validating the proposed techniques using synthetic images with known ground truth. Section VI shows results obtained using real hyperspectral images. Conclusions and future work are finally reported in Section VII.
II. PROBLEM FORMULATION

A. Notations
The variables used in this paper are described as follows: 
pixel located at the ith row and jth column
abundance vector of the pixel (i, j)
noise vector of the pixel (i, j)
nonlinear coefficients of the pixel (i, j)
spectrum of the rth fixed endmember
pixel dependent spectrum of the rth endmember
smooth vector for endmember r
smooth outlier vector
residual term of the pixel (i, j)
diagonal of the noise covariance matrix
spectra of the pixels
variance of the residual terms (or their energy)
B. Mixing model: nonlinearity, endmember variability and mismodelling effects
The proposed formulation is based on a residual component analysis model [32] that is expressed as the sum of a linear model and a residual term. The general observation model for the (L × 1) pixel spectrum y i,j is given by
where a i,j is an (R × 1) vector of abundances associated with the pixel (i, j), R is the number of endmembers, e i,j ∼ N (0, Σ) is an additive centered Gaussian noise with a diagonal
T is an (L × 1) vector containing the noise variances, L is the number of spectral bands, S i,j (M ) = S i,j is the endmember matrix July 20, 2016 DRAFT that depends on each pixel to introduce EV effect, M is a fixed endmember matrix that is assumed known (extracted using an EEA) and φ i,j (S i,j , a i,j ) is a residual term that might depend on the endmembers or the abundances to model NL or EV effects. Due to physical constraints, the abundance vector a i,j = (a r,i,j , · · · , a R,i,j ) T satisfies the following positivity and sum-to-one (PSTO) constraints a r,i,j ≥ 0, ∀r ∈ {1, . . . , R} and R r=1 a r,i,j = 1.
Eq.
(1) shows a general model that can be adapted to account for different physical phenomena. In this paper, we consider three variants dealing with NL, EV or ME. The NL model is designed to deal with the multiple scattering effect that appears in presence of terrain relief, and/or trees. The EV model accounts for the deviation of the endmembers that is commonly observed in presence of vegetation (such as trees or grass), and shadow. It is common to observe the NL and the EV effects simultaneously when analyzing a scene. Therefore, a ME model has been proposed to account for both effects. The next sections provide details regarding each of these models.
1) Nonlinearity effect:
Nonlinear mixing models provide a useful alternative for overcoming the inherent limitations of the LMM. Indeed, LMM can be inappropriate for some hyperspectral images, such as those containing trees, vegetation or urban areas. Bilinear/polynomial models have shown useful results for these scenes by addressing the problem of double scattering effects. In addition to the LMM terms, these models consider second order interactions between endmembers and neglects the effect of the higher order terms [5] , [7] , [8] . This paper considers the following polynomial/bilinear nonlinear model
where the residual component are similar to [28] as follows
, denotes the Hadamard (termwise) product, s r,i,j = c i,j m r , ∀i, j, with c i,j a pixel dependent illumination coefficient. The model (3) generalizes the model [28] by including an EV illumination parameter c i,j that accounts for the main spectral variation of endmembers as shown in [18] , [19] . Contrary to the RCA model [33] , model (3) considers physical positive γ i,j (the RCA model [33] can be obtained by marginalizing unconstrained γ i,j as shown in [28] ). Note also that (3) generalizes the LMM (obtained when γ i,j = 0, and c i,j = 1∀, i, j) and has a polynomial-like form as for the bilinear models (GBM [5] , PPNMM [4] , Nascimento [7] , Fan [8] and Meganem [9] models). Note finally that model (3) (with no illumination variation) has been studied in [28] when considering a Markov chain
Monte-Carlo (MCMC) approach and have shown good performance for processing hyperspectral images. However, the MCMC estimation algorithm was computationally expensive, and we consider in this paper a faster algorithm based on a coordinate descent algorithm.
2) Endmember variability effect: Due to the low spatial resolution of hyperspectral images, the image might represent very large scenes. Therefore, it makes sense to assume that the same material (such as vegetation) might differ with respect to (w.r.t.) the image regions resulting in what it is known as EV. This variability introduces a modification in the shape and the scale of the endmembers spectrum in each pixel, i.e., s i,j depends on the pixel location. As an example, Fig. 1 (top) presents spectra associated with the Topaz physical element and extracted from the USGS library. Even though these spectra are associated with the same material, they show some differences which is known as EV effect. To highlight this effect, we compute the average spectrum in each spectral band, and assume that EV is obtained by computing the difference between the spectra of Fig. 1 (top) and the average spectrum. An example of the obtained differences is shown in Fig. 1 (bottom) . This figure clearly shows that the difference between the spectra (which represents the EV effect) can be approximated by smooth functions (see the dashed lines). Therefore, to account for the shape variability of each endmember, each endmember can be approximated by the sum of a fixed spectrum and a smooth spectral function representing EV. This smooth function can be modeled by a parametric approach such as spline, or a statistical approach as Gaussian process (which will be studied in section III-B3). In this paper, we consider the following model for endmember variability
where k r,i,j is a smooth spectral function. This model leads to
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Note that (7) does not consider an illumination parameter c i,j since its effect can be included in the smooth function k r,i,j . Model (7) relates to state-of-the-art models as follows: (i) it generalizes the LMM that can be retrieved for k r,i,j = 0 L , ∀i, j, (ii) it generalizes the model [18] by including the effect of shape variability, and (iii) it has a similar formulation as in [39] while accounting for the spectral smoothness of the residuals. Note finally that in the special case where k r,i,j is Gaussian distributed (Gaussian process), the model (6) will improve the GNCM introduced in [12] by including the smooth behavior of EV (model (6) is closely related to the GNCM that can be obtained by marginalizing s i,j when considering a Bayesian approach).
3) Mismodelling effects (ME) or outliers: The linear model is widely used because of its simplicity. As previously shown, there is a lot of situations where the linear model is not valid because of the presence of variability, nonlinearity or mismodelling effects due to the signal processing chain errors. This section accounts for mismodelling effects or the presence of outliers by considering a residual term that shows spatial and spectral correlations. The observation model is given by
where d i,j is a smooth spectral function. Similarly to the previous models, (8) reduces to the LMM when d i,j = 0 L , and c i,j = 1, ∀i, j. Note that other models have been introduced in the literature to account for the effect of outliers such as [30] that proposed spatial/spectral correlated outliers by considering discrete MRF and [31] which proposed a positive sparse outliers that has no spatial or spectral correlation. Note that (8) can be seen as a special case of the EV model (7) when k r,i,j = k r ,i,j , ∀r, r and c i,j = 1, i.e., the same variability is affecting the different endmembers. Note also that the NL model (4) reduces to (8) if
more flexible since it does not consider the positivity constraint (mainly to account for EV).
The next section introduces the proposed hierarchical Bayesian models associated with each observation model.
III. HIERARCHICAL BAYESIAN MODEL
This section introduces a hierarchical Bayesian model for the unknown parameters of models (3), (6) and (8) which consider different residual terms. The common unknown parameters of these models include the (L×1) diagonal covariance matrix of the noise denoted by Σ = diag (σ 2 ), the (R × N ) abundance matrix A, the (N × 1) vector of illumination variability c for the NL (3) and ME (8) models, and finally the (1×N ) variance of the residual terms (or their energy). The remaining parameters depend on the considered residual term as follows:
• the (D × N ) matrix of nonlinear coefficients Γ for (3)
• the (R × L × N ) matrix of endmember variability coefficients K for (6) • the (L × N ) matrix of mismodelling coefficients D for (8) . Table I presents the parameters (and their dimensions) related to each algorithm. It also shows when a spatial correlation (sc) or a spectral smoothing (ss) is introduced.
A. Likelihood
Using the observation model (1), the Gaussian properties of the noise sequence e n , and exploiting independence between the observations in different spectral bands, yield the following Gaussian distribution for the likelihood
The joint likelihood of the observation matrix Y is obtained by considering the independence between the observed pixels as follows 
Since there is no additional information about this parameter vector, we propose to assign a uniform prior in the simplex S to the abundances [5] , [40] .
2) Prior for c: The variation in illumination is introduced by the parameter c i,j that is pixel-dependent. In many works, this parameter has been fixed to the value 1, which represents the absence of illumination variability [5] , [26] , [27] . In this paper, we allow this parameter to fluctuate around the value 1 to include the effect of illumination. Therefore, we assign the following conjugate Gaussian distribution as a prior for c i,j
where ∼ means "is distributed according to", η 2 is a fixed variance that ensures the value of c i,j to be located around 1, thus, avoiding negative values for this parameter in practice (η 2 = 0.01 in the rest of the paper). For simplicity, we denote "x|θ ∼ ...", by "x ∼ ..." when the parameter θ is a user fixed parameter. Note finally that the joint prior of c is obtained by assuming a priori independence between the coefficients c i,j , as follows f (c) = i,j f (c i,j ).
3) Prior for the residual terms: a) Nonlinear coefficients γ i,j : Due to physical constraints, the nonlinear coefficients should satisfy the positivity constraint. Similarly to [28] , γ i,j are assigned the following truncated Gaussian prior
where I D denotes the D × D identity matrix and 2 i,j is a variance parameter that is pixel dependent. From (13) , it is clear that this variance is related to the strength of the nonlinearities at the pixel (i, j) (via the norm ||γ i,j || 2 ). Moreover, as in [28] , we assume the nonlinear energies to vary smoothly from one pixel to another which will be introduced by considering a specific prior for 2 i,j , as explained in Section III-B5. Note finally that the joint prior of Γ is obtained by assuming a priori independence between the nonlinear coefficients, as follows
As previously explained, k r,i,j is a smooth spectral vector. This property can be satisfied by considering a parametric expression for k r,i,j (such as spline), or a statistical approach such as Gaussian process. In this paper, we assign a Gaussian Markov random field prior [34] for K r = {k r,i,j , ∀i, j} that ensures both spectral smoothness and spatial correlation between the residuals. The prior is given by
where || · || denotes the standard l 2 norm, ν(i, j) is the neighborhood of the pixel (i, j) (an eight neighborhood structure is considered), and H is an (L × L) matrix 2 representing the squared-exponential covariance function given by H( ,
2 , which introduces the spectral smoothness on k r,i,j . The conditional distribution of k r,i,j given its neighbors is a conjugate Gaussian distribution that can be expressed as follows 
The spectral vector d i,j should also be smooth. This property is satisfied by considering a Gaussian prior for d i,j ensuring smoothness as follows
where H is the squared-exponential covariance function described in the previous section. As for the nonlinear coefficients, spatial correlation is introduced by enforcing a smooth variation of the residual energies d
. This is achieved by considering a specific prior for 
4) Noise variances:
The noise variances are assigned a conjugate inverse gamma distri-
where σ 2 are assumed a priori independent. The hyperparameters ϕ and ψ are fixed to approximate the Hysime estimated variances [41] . Indeed, Hysime estimates the noise by subtracting the spectral correlated (smooth) signal from the observed data. This is in agreement with the considered model (1) that represents the observations as a sum of a smooth part (linear mixture and residuals) and an independent Gaussian noise. Note finally that the parameters can also be set to ϕ = ψ = 0 in absence of prior knowledge about σ 2 , leading to a noninformative Jeffreys' prior.
5) Energy of the residual term:
Due to the spatial organization of hyperspectral images,
we expect the energies of the nonlinear coefficients γ i,j and the mismodelling coefficients d i,j to vary smoothly from one pixel to another. This behavior is obtained by introducing an auxiliary variable w (of size N row × N col ) and assigning a gamma Markov random field prior (GMRF) for the couple ( , w) given by (see [28] , [35] for more details regarding this prior)
where Z(ζ) is a normalizing constant, the partition ν (resp. ν w ) denotes the collection of variables (resp. w), the edge set E consists of pairs (i, j) representing the connection between the variables and ζ is a fixed coupling parameter that controls the amount of spatial smoothness enforced by the GMRF. This prior ensures that each 2 i,j is connected to four neighbor elements of w and vice-versa. Note that the energies 2 i,j are conditionally independent and that a 2nd order neighbors (i.e., the spatial correlation) is introduced via the auxiliary variables w. An interesting property of this joint prior is that the conditional prior distributions of and w reduce to conjugate inverse Gamma (IG) and gamma (G) distributions as follows
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C. Posterior distributions
The proposed Bayesian models associated with each observation model are summarized in the directed acyclic graphs (DAGs) displayed in Fig. 2 . The parameters of interest are
, and Θ ME = (A, D, σ, c, , w). The joint posterior distribution of these Bayesian models can be computed from the following Bayes'
with
where ∝ means "proportional to" and we have assumed a priori independence between the parameters of each model. The MMSE and MAP estimators associated with the posterior (21) are not easy to determine. In this paper, and akin to [38] , we propose to evaluate the MAP estimator by using an optimization technique maximizing the posterior (21) w.r.t.
the parameters of interest (or equivalently, minimizing the negative log-posterior F(Θ) = −log[f (Θ|Y )] denoted as "cost function" in the rest of this paper).
IV. COORDINATE DESCENT ALGORITHMS
This section describes the optimization algorithms maximizing the posteriors (21) associated with the NL, EV and ME models w.r.t. the parameters of interest. This provides the MAP estimator of Θ NL , Θ EV , and Θ ME . Because of the large number of parameters to estimate for each model, we propose three coordinate descent algorithms [36] - [38] that sequentially update the different parameters associated with each model, denoted as, CDA-NL, CDA-EV and CDA-ME. For each algorithm and in each step, the posterior distribution is maximized w.r.t. one parameter, the other being fixed. Thus, the algorithm iteratively updates each parameter by maximizing its conditional distribution as follows (see also the Appendix): • Conditional of : inverse gamma distribution (analytical expression of the maximum)
• Conditional of w : gamma distribution (analytical expression of the maximum)
• Conditional of σ 2 : inverse gamma distribution (analytical expression of the maximum)
• Conditional of c ME : Gaussian distribution (analytical expression of the mean)
• Conditional of c NL : uncommon distribution (see the Appendix).
Regarding the sequence generated by the coordinate descent algorithm, the proposition 2.7.1
in [36] asserts that its limit points are stationary points of (21) provided that the maximum of that function w.r.t. Θ along each coordinate is unique. This is easily checked for all the parameters except for c NL . Indeed, the cost function writes as a 4-order polynomial w.r.t. is involved in a specific algorithm, it will begin by its name. For example, line 11 is only executed when considering the algorithms CDA-NL and CDA-ME. The cost function is not convex, thus, the solution obtained might depend on the initial values that should be chosen carefully. Therefore, the abundances A are initialized with SUNSAL-FCLS [27] , the residual terms are initialized by 0, the noise variance is initialized by HYSIME [41] , the illumination coefficient c is initialized by considering the sum of the abundances that are estimated using only the positivity constraint with SUNSAL-CLS [27] . With these initializations, the proposed algorithm reached minima of "good quality" in the considered simulations (see Sections V and VI). Therefore, the CDA algorithms constitute a good balance between computational efficiency (obtained by solving the simple problems associated with each descent step) and the quality of the solution (experimentally observed when considering a good initialization).
Finally, we have empirically observed that the algorithm is less sensitive to the initialization when beginning the decent with an abundance update (as in Algo. 1). CDA-NL and CDA-ME: Update ( , w) (t) (analytical expression) 12: Update Σ (t) (analytical expression)
13:
CDA-ME: Update c (t) by a standard least squares (analytical expression) 14: CDA-NL: Update c (t) by the resolution of a 3rd order polynomial 15: Set conv= 1 if the convergence criteria are satisfied smaller than a given threshold, i.e., 
where . 
A. Evaluation criteria
For synthetic images, the abundances are known and the unmixing quality can be evaluated by using the root mean square error: RMSE (A) = 
B. Performance of the proposed algorithms
This section evaluates the performance of the proposed unmixing algorithms when considering different mixture models. Four synthetic images of size 100 × 100 pixels and L = 207 spectral bands have been generated using R = 3 endmembers corresponding to spectral signatures available in the ENVI software library [43] . All images have been corrupted by i.i.d. Gaussian noise (with SNR=25 dB) for a fair comparison with SU algorithms using this assumption. The images have been generated using different mixture models as follows • Nonlinearity: the image I 2 has been generated according to 4 linear/nonlinear models. Finally, to make the SU even more challenging, we have considered a highly mixed scenario by generating the abundance using a Dirichlet distribution whose parameters are selected randomly in the interval [1, 20] .
• Endmember variability: the image I 3 has been partitioned into 4 classes (the same classification map as for I 2 ). In each class, we have generated a set of endmembers by considering the model (5) and k r,i,j ∼ N (0 L , α 2 H), with α 2 = 0.005, ∀r, i, j.
Therefore, the image will be composed by four sets of endmembers, each one associated with a spatial region. To make the SU even more challenging, we have considered a highly mixed scenario by generating the abundance using a Dirichlet distribution whose parameters are selected randomly in the interval [1, 20] .
• Mismodelling effects: the image I 4 has been partitioned into 2 classes (by merging class 1 with 2, and 3 with 4 of the classification map of I 2 ). Pixels of the first class have been generated according to the ME model (8) with 2 = 0.002. The pixels of class 2 have been generated with 4 endmembers to simulate the effect of a bad estimation of the number of endmembers that will be fixed to R = 3 for all unmixing algorithms. The illumination coefficient increases linearly from the left of the image to its right in the interval [0.9, 1.15]. Finally, to make the SU even more challenging, we have considered a highly mixed scenario by generating the abundance using a Dirichlet distribution whose parameters are selected randomly in the interval [1, 20] .
These images are processed using different unmixing strategies that are compared to the proposed algorithms. For all algorithms, we have assumed the endmembers to be known and we have considered the ENVI spectra used to create the images. The studied unmixing algorithms are
• Linear unmixing: the abundances are estimated using the FCLS algorithm [26] and the July 20, 2016 DRAFT SUNSAL-CLS 4 algorithm [27] .
• Nonlinear unmixing: the abundances are estimated using the MCMC-RCA algorithm [33] and the SKHYPE algorithm [29] • Endmember variability: we have considered the automated endmember bundles (AEB) algorithm proposed in [16] . In addition to the ENVI spectra, the endmember library includes endmembers extracted using VCA in 10% (resp. 20%) image subset when processing synthetic (resp. real) images. For each pixel, the R endmembers that provide the smallest RE are selected.
The next sections analyse the obtained results w.r.t. each synthetic image. Table II 2) Nonlinearity: Table III shows the obtained results when considering image I 2 . This table also provides the obtained RMSE associated with each spatial class, i.e., each nonlinear mixture model (the results of class 1 are similar to those obtained for I 1 ). As expected, the linear based algorithms provide poor results which highlights the need for more elaborated algorithms to deal with the NL effect present in the image. However, it can be seen that removing the sum-to-one constraint in SUNSAL-CLS improves considerably the performance w.r.t. FCLS especially for GBM and PPNMM. This suggest that part of the nonlinearity can be interpreted as a variation of illumination, which is in agreement with [9] , [33] that suggest removing this constraint when considering NL models. The best performance are obtained by considering nonlinear-based algorithms. More precisely, CDA-NL is robust to the different nonlinearities affecting the data and provides the best RMSEs for I 2 . Note also that CDA-ME
1) Linear model:
shows an intermediate performance between the NL models and the linear/EV based models.
Regarding the computational times, CDA-NL requires less times than SKhype to achieve the unmixing, and again outperforms RCA-MCMC (by a factor of 20) that shows expensive computational cost. These results confirm the good behavior of CDA-NL when considering NL images. They also show that CDA-ME is an intermediate solution between NL and LMM based algorithms since it requires less computational times than NL algorithms while it shows better results than LMM algorithms.
3) Endmember variability:
The results associated with I 3 are summarized in Table II .
Again, LMM based algorithms suffer from the presence of EV effect. As expected, the best performance in terms of abundance RMSE and RE are obtained with the CDA-EV algorithm that is especially designed to deal with the EV effect. Similar good performance are obtained by CDA-ME algorithm which confirms its robustness with respect to the observed mixture model (LMM, NL or EV). Note that AEB provides bad RMSE results even though it shows a reduced RE. This result shows that a reduced RE does not ensure a good estimation of the abundances. Note finally that apart from the LMM based algorithms, the CDA algorithms show competitive computational times when compared to the remaining algorithms. These results confirm the good performance of the CDA-EV and the robustness of CDA-ME when processing images with EV.
4) Mismodelling effects: This section analyses the obtained results when processing image
I 4 that is corrupted by mismodelling effects (presence of outliers and a fourth endmember).
For this scenario, CDA-ME provides the best results in term of abundance RMSEs, RE and SAM as shown in Table II . Note that CDA-EV also shows interesting results with a reduced computational cost. Nonlinear algorithms suffer from this corruption and show high abundance RMSEs. These results confirm the good performance of CDA-ME in terms of unmixing quality and computational times.
To summarize, the proposed CDA algorithms show reduced computational cost for all images. The best results associated with an image are obtained when considering the corresponding CDA algorithm (for example, CDA-EV is best for EV-based images). CDA-ME is robust to the different mixture models that can affect hyperspectral images.
C. Robustness of the proposed algorithms
This section evaluates the robustness of the proposed CDA algorithms when varying the parameters (R, L, N, SNR). Synthetic images have been generated according to the proposed RCA models (NL, EV and ME) with the following configurations:
• The illumination coefficient increases linearly from the left of the image to its right in the interval [0.9; 1.15].
• The abundances are uniformly distributed in the simplex.
• The NL coefficient is fixed to 2 = 0.1 in (13), the EV coefficient is fixed to α 2 = 0.005, ∀r, i, j in (15), and the ME coefficient is fixed to 2 = 0.002 in (16) .
Each CDA algorithm has been run on its corresponding image, i.e., CDA-NL for the NL image, CDA-EV for the EV image and CDA-ME for the ME image. Table IV Table IV shows that the performance decreases when increasing the number of endmembers R. This result is similar to [12] , [44] , since increasing R leads to an increase in the number of the estimated parameters which reduces the RMSE performance. In addition, Table IV highlights the decrease in performance when reducing the observations either by reducing the number of bands #L or the number of pixels #N . Note, however, that the results are still acceptable for L ≥ 52 bands and N ≥ 625 pixels. As expected, the obtained results show that the higher the SNR, the better the RMSE performance is. These results are in good agreement with the literature and confirm the good behavior of the CDA algorithms for different parameter configurations. Note finally that more results are provided in the technical report [45] and are not shown here for brevity.
VI. SIMULATION RESULTS ON REAL DATA
This section illustrates the performance of the proposed algorithms when applied to two real hyperspectral images. The first hyperspectral image has received much attention in the remote sensing community [5] , [40] . This image was acquired over Moffett Field, CA, in 1997 by the AVIRIS. The considered dataset contains 100 × 100 pixels, L = 152 spectral bands (after removing water absorption bands) acquired in the interval 0.4−2.5µm, has a spatial resolution of 100m and is mainly composed of three components: water, soil, and vegetation (see Fig. 3 (left)). For this image, three endmembers were extracted using VCA [24] . The second image, denoted as Madonna, was acquired in 2010 by the Hyspex hyperspectral scanner over Villelongue, France (00 03'W and 4257'N). The dataset contains L = 160 spectral bands recorded from the visible to near infrared (400 − 1000nm) with a spatial resolution of 0.5m [46] . It has already been studied in [12] , [44] and is mainly composed of forested areas (see Fig. 3 (right) ). This image contains 100 × 100 pixels and is composed of R = 4 components:
tree, grass, soil and shadow (see Fig. 3 (right) ). The Bayesian UsLMM algorithm [47] was used to estimate R = 4 endmembers.
A. Unmixing performance
The abundances of each image have been estimated by the considered unmixing algorithms. Table V . Considering the Moffett image, the best RE and SAM results are obtained by CDA-ME followed by CDA-EV and CDA-NL. These results suggest the presence of both EV and NL in the Moffett image which requires the use of a robust unmixing algorithm such as CDA-ME (a detailed study of NL and EV will be provided in the next sections). The best performance on the Madonna image are obtained by the CDA-EV algorithm, while we obtain good results when considering the algorithms including EV such as AEB, CDA-ME and SUNSAL-CLS. These results suggest the presence of a higher variability effect than nonlinearity in the Madonna image. Note finally that the proposed CDA algorithms show a reduced computational cost while providing many details regarding the physical effects corrupting the images as shown in the next sections.
B. Residual components
This section analyses the obtained residual energies for the considered real images. Fig. 5 shows the energies of the difference between the reconstructed signal and the linear model (i.e., ||ŷ i,j − Mâ i,j ||) for the Moffett image. For RCA-MCMC, the reconstructed spectrum is not available and we only show the estimated nonlinearity levels. Fig. 5 shows a good agreement between the results of the proposed CDA algorithms where mismodelling effects are mainly located in the coastal zone, and in the right area (composed of ≈ 90% soil and ≈ 10% vegetation). Similarly to RCA-MCMC, the three CDA algorithms show some mismodelling effects in the left zone of the water area. However, the energy location shows some differences between RCA-MCMC and CDA-algorithms mainly because of the presence of both NL and EV in the Moffett scene as shown in the previous section (see Table V ).
Indeed, all CDA algorithms account for EV illumination effect while RCA-MCMC only account for NL effect.
The same energies were displayed when considering the Madonna image in Fig. 6 . This figure shows a good agreement between the results of RCA-MCMC and CDA algorithms where the high deviation from the linear model is mainly located in the tree and shadow areas (as in [44] ). This makes sense since multiscattering effects (i.e., nonlinear interactions)
are generally located in these areas. Note finally that for both CDA-NL and CDA-ME, the displayed maps in Figs. 5 and 6 include the effect of the illumination variation (introduced by c i,j ) and that of the residual term φ. These two terms are studied separately in the next section.
C. Nonlinearity and illumination
As previously noticed, the Moffett image includes both NL and EV effects. Fig. 7 separates the residual energies into two components: the first one is related to illumination parameter c and the second one to the term φ. Considering CDA-NL, it can be seen that the nonlinearity captured by φ N L is mainly located in the coastal region and areas comprising multiple physical components (as in [5] ). This algorithm also captures a high variation in illumination in the left of the water area which has also been captured by RCA-MCMC (see Fig. 5 ), however, it has been interpreted as a nonlinear effect. These results show that there is a close relation between the effects of illumination variation and nonlinearity. This remark can be further justified by considering the results of CDA-ME which captures both EV and NL effects. Fig. 7 (left-bottom) shows that most of the NL effect can be interpreted as a variation of illumination while the remaining effects can be approximated by a residual smooth term φ M E . Therefore, in presence of nonlinearity, a great unmixing improvement can be obtained by allowing an illumination variation, which also justifies the great improvement of SUNSAL-CLS with respect to FCLS for the Moffett image (see Table V ).
Considering Madonna image, Fig. 8 (top) shows a reduced NL effect and most of the residuals can be interpreted as a variation in illumination. Similarly to CDA-NL, CDA-ME captures an illumination variation that is mainly located in the region of trees. In addition, Fig.   8 (right-bottom) shows that CDA-ME also captures the shape EV as for CDA-EV. Indeed, CDA-ME is an intermediate algorithm that For the Madonna image, the tree variability appears in the forest region while the shadow variability is located in the shadowed regions. These results show the ability of CDA-EV to provide both the spectral behavior and the spatial location of EV.
We conclude this section by providing some comments regarding the proposed algorithms and their use in practice. It has been shown in this section that CDA-ME can capture both NL and EV in presence of vegetation, terrain relief or multiple physical components. In July 20, 2016 DRAFT addition to this flexibility, CDA-ME is generally fast, which encourages its use as a first step to analyze a scene. The obtained results can then be analyzed to highlight the presence of EV or NL. As a second step, CDA-NL or CDA-EV can be used to focus on the phenomenon of interest. CDA-EV is designed to highlight the sensitive spectral bands as well as the shape of the spectral variation and the regions of spatial variation of each materiel. CDA-NL is designed to highlight the region of interaction of the physical components as well as the active bilinear components. Finally, we provide Table VI that summarizes some characteristics and differences between the proposed models.
VII. CONCLUSIONS
This paper introduced three hyperspectral mixture models and their associated Bayesian algorithms for supervised hyperspectral unmixing. The three models were introduced under a general formulation that can be adapted to account for nonlinearity, endmember variability or mismodelling effects. A hierarchical Bayesian model was proposed for each model to introduce the known constraints on their parameters. Those parameters were estimated using a coordinate descent algorithm that showed a reduced computational cost when compared to state-of-the-art algorithms. The proposed algorithms showed good performance when processing synthetic data generated with the linear model or other more sophisticated models.
Results on real data confirmed the good performance of the proposed algorithms and showed their ability to extract different features in the observed scenes. These results showed that most of the nonlinearity can be interpreted by a variation in illumination, that endmember variability is mainly located in vegetation areas, and that residual effects (such as nonlinearity or endmember variability) appears in presence of multiple physical components. Future work includes the estimation of the hyperparameters associated with the proposed algorithms, since they control the degree of smoothness of the obtained results (see for instance Figs. 10 and 12). It also includes the estimation of the endmember number using a model selection criteria such as the Akaike information criterion (AIC) [48] , the minimum description length (MDL) [49] , or other methods such as [41] , [50] . Adapting the proposed algorithms to include a dimension reduction step is an interesting issue which should further reduce their computational cost. Finally, detecting the presence of endmember variability and nonlinearity using hypothesis tests is also an interesting issue which would deserve to be investigated.
APPENDIX CONDITIONAL DISTRIBUTIONS
This appendix provides the conditional distributions of the estimated parameters where S i,j and φ i,j depend on the considered observation model (NL, EV or ME). The conditional distributions are given by
NL:
where
is given by (19) . The independence between the parameters leads
, and f w|Θ \w = i,j f w
. Note finally that the matrix K is updated iteratively using a checkerboard scheme. 
