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Abstract
Maxwell–Chern–Simons models in the presence of an instanton–anti-instanton background are studied. The saddle-point
configuration corresponds to the creation and annihilation of a vortex localized around the Dirac string needed to support the
nontrivial background.
This configuration is generalized to the case in which a nonlocal Maxwell term is allowed in order to fulfill the finite action
requirement.
Following ’t Hooft procedure, we compute the vortex correlation functions and we study the possibility of obtaining spin 1/2
excitations. A possible connection with the bosonization of interacting three-dimensional massive fermionic systems is also
discussed.
 2002 Elsevier Science B.V.
1. Introduction
Bosonization is an important tool to study interact-
ing fermionic systems. Concerning the case of parity
breaking models in (2 + 1)D, many efforts are being
undertaken in order to improve this program. In partic-
ular, it is well established that the correlation functions
of U(1) fermionic currents correspond to correlation
functions of topological currents in the dual bosonized
theory [1,2]. This feature holds for both (1+ 1)D and
(2+ 1)D models and has a universal character [3], as
stated by the following formula
(1.1)KF [ψ] + I
[
jF
]↔KB [λ] + I [ε∂λ],
E-mail address: sorella@uerj.br (S.P. Sorella).
where KF stands for the free fermionic action and
KB is the corresponding bosonized version. The term
I [jF ], with jFµ = ψ¯γµψ, represents a generic current
interaction. The bosonizing field λ is a scalar field φ
in (1 + 1)D, and a vector field Aµ in (2+ 1)D. Ac-
cordingly, ε∂λ has to be read as εµν∂νφ or εµνρ∂νAρ ,
respectively. It is worth mentioning here that the map-
ping (1.1) provides a unifying framework to derive
universal transport properties of both one and two-
dimensional interacting fermionic systems [4].
Similarly to the (1 + 1)D case, where fermions
can be associated to soliton configurations in the
dual massive sine-Gordon theory [5], one would like
to understand the elementary fermionic modes in
(2 + 1)D in terms of topological excitations in the
bosonized dual theory. The latter is a gauge theory
whose quadratic part is given by a nonlocal Maxwell–
Chern–Simons (MCS) term [1–3]. In particular, when
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a large mass expansion is performed, the dominant
term reduces to the usual local MCS action, namely
(1.2)S(A)=
∫
d3x
(
1
2m
F2µ +
i
2η
AµFµ
)
,
where m is proportional to the fermion mass and
η is the Chern–Simons coefficient in the fermionic
effective action.
In (2 + 1)D, it is a common wisdom to believe
that fermions should be related to vortices in the
dual theory. The aim of this Letter is to pursue
this investigation. Combining ’t Hooft approach [6]
to the quantization of extended objects in euclidean
spacetime with the Hennaux–Teitelboim work [7] on
instantons in MCS theory, we shall be able to show
that vortices may appear as excitations with definite
mass and spin in a generalized MCS model. The
relationship among vortices in MCS and fermionic
excitations will be analysed through Polyakov’s spin
action for Bose–Fermi transmutation in (2+ 1)D [8].
’t Hooft framework is particularly adapted whenever
the Mandelstam operators are not known. As an
example, it has been successfully used to obtain a
covariant quantization for the soliton excitations of
the Skyrme model [9]. We also point out that the
finite action requirement for vortex configurations is
fulfilled by introducing a suitable nonlocal Maxwell
term.
The present Letter is organized as follows. In
Section 2 we study MCS vortex solutions in the
presence of an instanton–anti-instanton background.
Section 3 is devoted to the vortex quantization through
the corresponding correlation functions and to the
analysis of Polyakov’s term. In Section 4, the nonlocal
MCS case is discussed.
2. Vortices in Maxwell–Chern–Simons
In recent works [10,11] the existence of vortex
solutions in Maxwell–Chern–Simons (MCS) in the
presence of singularities has been discussed. These
singularities turn out to be related to the continuum
limit of a compact lattice version of the theory.
The resulting classical solution to the equations of
motion displays the behavior of a vortex. Although
this configuration could be interpreted as a kind of
energy lump due to its fast decay given by the MCS
topological mass, the corresponding total energy has a
mild logarithmic divergence in the ultraviolet region
[11]. In addition, the vortex is pinned around the
position of the singularity, which is introduced as an
external fixed source. In order to promote this field
configuration to a particle-like excitation we have to
give translational degrees of freedom to the vortex and
render its energy finite. Also, the vortex propagator
should be well behaved, without unphysical modes.
Following ’t Hooft procedure, the vortex propa-
gation in euclidean space is obtained by integrating
over configurations where a vortex excitation is cre-
ated out of the vacuum at a spacetime point x1 and
after an intermediate propagation is annihilated at x2.
Before x1 and after x2 the topological charge van-
ishes, while it is nonvanishing in between due to the
existence of the vortex. Therefore, suitable instanton–
anti-instanton singularities have to be introduced at x1
and x2 in order to match these inequivalent topolog-
ical configurations. In the present three-dimensional
case these singularities can be seen as a monopole–
anti-monopole pair [7,12] for the dual field strength
configuration Fµ = (1/2)εµνρF νρ , located at x1 and
x2, respectively. One possible action describing the
coupling of this pair with the MCS field is given by
(2.3)
S(A,J )=
∫
d3x
(
1
2m
(Fµ + Jµ)2 + i2ηAµF
µ
)
,
with
(2.4)Jµ(x)=
∫
γ
dyµ δ3(x − y),
where γ is an open smooth string running from x1
to x2
(2.5)∂µJµ = δ3(x − x1)− δ3(x − x2).
The equations of motion are easily worked out and
yield [10]
Fclµ =−Jµ +Rµ,
(2.6)
Rµ = 14π
(
m2
η2
δµα − i m
η
εµαβ∂
β
)∫
γ
dyα
e
−m
η
|x−y|
|x − y| .
The term Rµ in the above expression represents
a vortex configuration propagating from x1 to x2,
having both magnetic and electric field. We observe
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that, due to the presence of the exponential factor
in Eq. (2.6), Rµ is localized around the curve γ ,
on a scale of the order of 1/m. We also note that
the Bianchi identity ∂µFclµ = 0 implies that ∂µRµ =
δ3(x − x1)− δ3(x − x2). Therefore, the flux Φ of the
nonsingular part Rz of the magnetic field, computed
through any constant time plane Σ located between
x1 and x2, is
(2.7)Φ =
∫
Σ
d2xRz =
∮
dSµRµ = 1,
where the second equality follows by closing Σ
with the addition of a surface at infinity giving no
contribution due to the exponential decay of Rµ.
The static limit corresponds to a configuration
where the vortex is created in the far past and anni-
hilated in the far future, and it always sits at the same
position, that is, the associated string γ is an infinite
straight line along the euclidean time-axis, identified
with the z-axis. In this case, Eq. (2.6) reproduces the
vortex profile discussed in Ref. [11]. In particular, for
the magnetic field we get
(2.8)Fclz =−δ(2)(x)+
1
2π
K0
(
m
η
ρ
)
,
with K0 being the Bessel function and ρ the radial
coordinate in the (x, y)-plane. Also, the point-like
singularity introduced in [11], where the vortex is
pinned, is nothing but the intersection of the string
with the constant time plane Σ .
3. Quantization of the MCS vortices
Following ’t Hooft prescription [6], in order to
compute the vortex propagator we have to path in-
tegrate over all physical inequivalent configurations
representing the creation, propagation and annihilation
of the vortex. Therefore, we integrate over the gauge
fields and all possible strings, and define the two-point
vortex correlation function as
G(x1 − x2)=
∫
Dγ
∫
DAe−S(A,J )
(3.9)=
∫
Dγ e−Γγ ,
where Γγ represents the effective action obtained by
integrating over all gauge configurations in a fixed
string background. The presence of the measure Dγ
is natural in a path integral approach [8], being in
fact needed in order to ensure the string independence
of G(x1 − x2). This prescription should guaranty the
locality of the quantum vortex field operators whose
expectation value has to be identified with G(x1− x2),
although, in general, a closed form for these operators
is not known.
In the pure Maxwell case, corresponding to the
limit m→ 0, Γγ turns out to be independent from the
particular Dirac string joining the singularities [6]
(3.10)Γ Maxγ ∝
1
|x1 − x2| ,
meaning that here the string is not observable. The
integration over the paths is now trivial and results
in a pure normalization factor. The path-independence
of Γ Maxγ allows us to deform the original γ into two
strings γ1, γ2, where γ1 goes from x1 to ∞ and γ2
from ∞ to x2. In this case, the vortex correlation
function in Eq. (3.9) can be written in terms of
Mandelstam variables µ(γ1), µ¯(γ2), according to
GMax(x1 − x2)=N
∫
DAµ(γ1)µ¯(γ2)e
− 12m
∫
d3xF2,
µ(γ1)= e−
1
m
∫
γ1
dxµFµ
,
(3.11)µ¯(γ2)= e−
1
m
∫
γ2
dxµFµ .
The string independence of the effective action (3.10)
corresponds to the well-established locality properties
of the Mandelstam operators, in models containing
pure Maxwell terms [13]. Coming back to the MCS
case, it is easy to convince oneself that the effective
action Γγ in Eq. (3.9) has a nontrivial dependence
on γ . Therefore, as the string is now observable,
we have to integrate over all paths, according to the
general definition (3.9). On physical grounds, this
amounts to take into account all possible intermediate
processes representing the vortex propagation. We
underline that in this case an explicit expression for
the vortex operators is not available. However, the
knowledge of the vortex propagator is sufficient to
characterize the physical properties of the vortex at the
quantum level.
As the integration over the gauge fields in Eq. (3.9)
is quadratic, we obtain
(3.12)Γγ = S
(
Acl, J
)
,
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where Acl is a vector potential for the saddle point
configuration Fcl in Eq. (2.6). After performing the
spacetime integral, Γγ can be cast in the form of a
double-line integral over the curve γ , with a kernel
which is found to be localized on a scale of the order of
1/m (see Eq. (4.22) in Section 4). For well separated
x1 and x2, and smooth strings, the effective action Γγ ,
up to order 1/m, is
(3.13)Γγ ∼ λmL+ const
m
L∫
0
ds
deα(s)
ds
deα(s)
ds
,
where L is the length of the curve γ, eα(s) is the
tangent vector dyα/ds and the parameter s is defined
through the relation eα(s)eα(s) = 1. The factor λ is
logarithmic divergent [11], and will be discussed in the
next section.
Notice that the presence of the second term in
(3.13) is in fact already known [8] and takes into ac-
count velocity correlations at different points along γ .
In order to obtain the vortex propagator G(x1 − x2)
it remains to perform the integration over all possible
paths γ with fixed end-points. This integration can be
found in [8], yielding as final result the Klein–Gordon
propagator.
The spinless character of this excitation is due to
the complete cancellation of all imaginary terms of the
kind
(3.14)Sγ = 14π
∫
γ
dxα
∫
γ
dyβ εµαβ∂
x
µ
1
|x − y| ,
arising from the presence of the Chern–Simons action.
Observe that, for closed γ , this expression is known as
the self-linking of the curve.
It is worth underlining that, depending on the
coupling between the string and the MCS gauge
potential, different kinds of correlation functions will
be obtained, leading to different quantum numbers
for the corresponding vortex excitations. For instance,
if instead of (2.3) one considers the more general
coupling
S(A,J )=
∫
d3x
(
1
2m
(Fµ + Jµ)2
(3.15)+ i
2η
AµFµ + iϑAµJµ
)
,
for the leading terms of the effective action Γγ one
gets
(3.16)Γγ ∼ λmL+ i2ηϑ
2Sγ .
In particular, for ηϑ2 = 2π , Polyakov’s Bose–Fermi
transmutation occurs and the vortex propagator turns
out to be that of a spin one-half fermionic excitation
[8,14]
(3.17)
∫
d3p
1
σµpµ + λme
ip(x1−x2),
where σµ are the Pauli matrices. With respect to the
spinor index structure of this propagator we refer
the reader to the original work [8]. In this regard,
it is useful to point out that the functional integra-
tion in Eq. (3.9) should be equipped with appropri-
ate fixed boundary conditions around the monopole–
anti-monopole singularities, carrying a representation
of the rotation group. At the locations of these singu-
larities vortices with given quantum numbers will be
created and destroyed. This will lead to the correct in-
dex structure for the final expression of the propagator.
This framework has been worked out in Ref. [9] in the
case of skyrmions.
4. Vortices in nonlocal MCS models
So far, we have seen that vortex configurations are
present in MCS theory when a nontrivial instanton–
anti-instanton background is introduced. Depending
on the coupling with the string, the vortex quantum
numbers may correspond to a bosonic or a fermionic
excitation. However, as it has been already pointed
out in [11], the energy of this configuration displays
an ultraviolet logarithmic divergence. The aim of this
section is to face this problem. One possibility in
order to have a finite action configuration is that
of introducing nonlocal terms in the action, whose
effect is that of properly regularizing the ultraviolet
region. For instance, this can be done by modifying
the Maxwell term in (3.15) according to
S(A,J )=
∫
d3x
(
1
2
(Fµ + Jµ)Ô
(Fµ + Jµ)
(4.18)+ i
2η
AµFµ + iϑAµJµ
)
,
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where Ô is a nonlocal operator associated with a
kernel O(x − y)
[ÔF ](x)=
∫
d3y O(x − y)F(y).
We also require that the Fourier transform
(4.19)O˜(k)=
∫
d3x e−ikxO(x)
is positive definite.
The local Maxwell term is recovered by taking
O(x − y) = (1/m)δ(3)(x − y). We remark here that
nonlocal MCS models appear in a natural way in
the context of bosonization [2]. Indeed, these terms
arise from the evaluation of the massive fermionic
determinant in a generic background. We also observe
that the presence of a current–current interaction in the
starting fermionic action will produce in the bosonized
action an additional nonlocal Maxwell term, which
follows from the universal bosonization rule (1.1),
namely
1
2
∫
d3x d3y jFµ (x)G(x − y)jFµ (y)
(4.20)↔ 1
2
∫
d3x d3yFµ(x)G(x − y)Fµ(y).
Coming back to the nonlocal MCS action (4.18),
the corresponding classical vortex profile gets modi-
fied according to
(4.21)
F clµ =−Jµ +
(1− ηϑ)
1− η2Ô2∂2 (Jµ + iηÔεµνρ∂νJρ).
Upon substitution of this expression in Eq. (4.18) one
obtains
S
(
Acl, J
)
= i
2
ηϑ2Sγ + 12 (1− ϑη)
2
∫
d3xJµ
Ô
1− η2Ô2∂2 Jµ
(4.22)
+ i
2η
(1− ϑη)2
∫
d3x Jµ
Ô2
1− η2Ô2∂2 εµνρ∂νJρ.
We note that the real part of the action is positive. Also,
in the static limit in which γ is an infinite straight line
coinciding with the z-axis, the action per unit length
turns out to be
(4.23)1
2
(1− ϑη)2
∫
d2k
(2π)2
O˜
1+ η2O˜2k2 ,
where the quantities in boldface correspond to the
two-dimensional projection k → (k,0). In the local
case (O˜ = 1/m) this expression contains a mild
logarithmic ultraviolet divergence [11]. However, in
the case where O˜ behaves in the uv region as kα
(α > 0), the action per unit length is rendered finite,
no matter how small α is.
5. Conclusions
Following ’t Hooft procedure, we have studied vor-
tex correlation functions in MCS models consider-
ing different couplings between the gauge fields and
the string associated with the instanton–anti-instanton
pair. This string arises in the continuum limit of a com-
pact lattice version of the theory [10,11].
With the exception of the pure Maxwell type case,
the string is observable. Therefore, we have defined
vortex correlation functions by path integrating over
both the gauge fields and the string. This corresponds
to take into account the vortex translational degrees
of freedom. It is the integration over the string which
finally leads to a well behaved propagator, without
unphysical poles.
Concerning the bosonization of (2+1)D fermionic
systems we remind that, for large m, the dominant
term in the bosonized action corresponds to the local
MCS [1]. Furthermore, we have been able to see
that the coupling in Eq. (3.15) leads to a vortex
excitation with spin 1/2, whenever the condition
ηϑ2 = 2π is satisfied. Although a direct derivation
of the bosonization formula for fermion propagators
has not yet been obtained, this result gives a strong
indication that the elementary fermionic excitations
correspond indeed to vortices in the dual theory.
These vortex configurations have been generalized
to the case in which a nonlocal Maxwell term is
present. We have shown that this kind of term could
improve the ultraviolet behavior so as to render the
vortex energy finite.
On the other hand, for ηϑ2 = 2π , the possibility of
identifying vortex and fermionic correlation functions
together with the universal bosonization rule (4.20)
could give a useful framework to analyse the spectrum
of the excitations for interacting fermionic systems.
While in the local MCS case the localization of
the vortex on a scale of the order 1/m leads to
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the existence of a pole in the vortex propagator
due to Eq. (3.16), in the nonlocal case, depending
on the fermionic interaction kernel G(x − y) in
Eq. (4.20), the vortex profile (4.21) could spread out.
This would imply the breaking of the validity of the
long distance approximation (3.16). This may result
in the absence of the pole in the propagator, meaning
that the quasiparticle picture could be destabilized by
the interaction among fermions.
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