This paper discusses the numerical solution of 1-D convection-diffusion-reaction problems that are singularly perturbed with two small parameters using a new mesh-adaptive upwind scheme that adapts to the boundary layers. The meshes are generated by the equidistribution of a special positive monitor function. Uniform, parameter independent convergence is shown and holds even in the limit that the small parameters are zero. Numerical experiments are presented that illustrate the theoretical findings, and show that the new approach has better accuracy compared with current methods.
Introduction
The numerical solution of singularly perturbed perturbed convection-diffusion-reaction is an important problem in many applications [20, 21] . The presence of small perturbation parameters makes the numerical analysis difficult for these problems, see e.g. [6, 22, 27, 28] . To obtain efficient methods, adaptive mesh generation in finite element or finite difference methods is necessary, since for singularly perturbed problems boundary layers arise in the solution that can only be resolved by very fine meshes in these layers. Singular perturbation problems often have as limiting case differential-algebraic equations, which require consistency of the boundary conditions to avoid jumps in the solution. For differential-algebraic equations the theoretical and numerical analysis have been studied in detail in recent years, see e.g. [3, 13, 19] . In order to adapt to the boundary layers, the number of mesh points has to proportional to the inverse power of perturbation parameters. Hence, to avoid uniformly fine meshes in many approaches, see e.g. [4, 16] , the use of a priori refined meshes is suggested to capture the solution behavior in the boundary layers numerically. For steady state problems, see e.g. [16, 18, 24] , the a priori defined meshes lead to a successful approach even for problems involving two singular perturbation parameters. However, if a priori information about the solution is not available, then an automatically generated adaptive mesh is desirable.
In this paper we propose an adaptive finite difference method for the numerical solution of 1-D parabolic convection-diffusion-reaction initial-boundary value problems with two small parameters, where a priori information about the solution is not needed. The space adaptive mesh within the numerical integration of the dynamics is constructed by moving a fixed number of mesh points in a way which can automatically detect the layers.
We consider as a model problem the following 1-D singularly perturbed initial-boundaryvalue problem (IBVP) on a domain Ω = Ω x × (0, T ] with Ω x = (0, 1),
and we use the abbreviation
Lu(x, t) := −ε u xx − µ b(x, t)u x + c(x, t)u, (1.2)
where u xx = ∂ 2 u ∂x 2 , u x = ∂u ∂x , and u t = ∂u ∂t . Here 0 ≤ ε ≪ 1 and 0 ≤ µ ≪ 1 are two small parameters, and the coefficient functions b(x, t), c(x, t) and f (x, t) are assumed to be sufficiently smooth and to satisfy constraints β 1 > b(x, t) > β 2 > 0 and c(x, t) ≥ 1 on the closure Ω x = [0, 1]. To simplify our analysis, we assume that the parameters ε and µ satisfy the relation µ 2 ≤ ε, but similar results can be obtained without this extra assumption. Under sufficient smoothness and suitable compatibility conditions on the data, the IBVP (1.1) has a unique solution u(x, t), which exhibits boundary layers in the neighborhood of both spacial boundaries x = 0 and x = 1, see [16] .
For the adaptive mesh generation we will employ the idea of equidistribution, see e.g. [15] . A space-mesh Ω n x ≡ {0 = x n 0 < x n 1 < · · · < x n M = 1} in the n-th time-step of a space-time finite-difference method is said to be equidistributed, if
where Φ ( s, u(s, t) ) > 0 is a given monitor function. Mesh equidistribution can be viewed as a mapping x n = x n (ξ) from a computational coordinate ξ ∈ [0, 1] to the physical coordinate
Adaptive moving mesh methods based on the idea of equidistribution were proposed in [2] for steady state singularly perturbed convection-diffusion problems and [14] for non-stationary partial differential equations. Parabolic singularly perturbed initial boundary problems which only involve a diffusion parameter were considered in [11, 12, 22, 23] , where several kind of numerical techniques were developed for uniform convergence. In [11, 12] a curvature based and in [25] , an arc-length based monitor function is suggested to generate the boundary layer-adapted meshes for parabolic problems. Numerical methods using two-step backward difference time discretization can be found in [7, 8, 9] , see also [30] for a detailed survey on time dependent singularly perturbed problems and appropriate efficient numerical methods.
In the present work, we consider a monitor function for a parabolic initial-boundary-value problem with small convection as well as diffusion parameters that generalizes the work of [11] . The outline of the paper is as follows. Section 2 introduces a decomposition of the analytical solution into its regular (interior) and singular (layer) components, and provides a priori bounds for the solution and its derivatives. The fully discrete problem and the behavior of the equidistributed meshes corresponding to (1.1) are also addressed. In Section 3 we show the first-order, parameter uniform, space-time convergence and derive a stability estimate for the discrete problem. Finally, in Section 4 we present several numerical experiments that illustrate the theoretical results.
Throughout this paper C denotes a generic positive constant independent of ε, µ, N , and M , which can take different values at different places. We use ||ϕ(x)|| D = max η∈D |ϕ(η)| to define the infinity norm for a function ϕ defined on a domain D. When the domain is obvious, or of no particular significance, we simply use || · || instead of || · || D . For any domain Ω, we denote Ω as the closure of Ω and by ∂Ω its boundary. For a function U that is defined on a discrete mesh x 0 , . . . , x M in Ω n x , we define U as the piecewise linear interpolant, i.e. U is continuous on Ω n x , and linear on each [
The space-time continuous problem
In this section, we recall some analytical properties of the solution u(x, t) of (1.1). For this, we decompose the analytic solution u(x, t) into two components, a regular component v(x, t) which characterizes the solution behavior outside the boundary layers, and a singular component w(x, t) which characterizes the solution behavior inside the boundary layers such that u(x, t) = v(x, t) + w(x, t) where the regular component v(x, t) satisfies
with the required boundary conditions at the end points. We further decompose the singular component w into the sum of its left and right singular part w = w l + w r , associated with left and right boundary layers, such that
and
For the analysis, we first perform a semi-discretization of the parabolic IBVP (1. In the (n + 1)-st time step, the semi-discrete solution u n+1 (x) of the IBVP (1.1) will satisfy 
where
It is well-known [12] that the implicit Euler method ensures the stability of the solution of (2.5) and if we denote the local truncation error in the (n + 1)-st time-step at a point 
and the global error satisfies
with a constant C that is independent of ε, µ, x, and t.
Lemma 2.1 implies that the semi-discretized scheme is first-order uniformly convergent in time.
For the further analysis, we use the characteristic equation
associated with (2.6), which has two real roots ψ l (x) < 0 and ψ r (x) > 0. The quantity ψ l (x) is associated with the boundary layer at x = 0 and ψ r (x) with the boundary layer at x = 1. Let us define the bounds
The following lemma gives upper bounds for the regular and singular components of the solution. 
with 0 ≤ k ≤ q, for a prescribed q and a fixed number 0 < p < 1. In particular, one has the following derivative bound
where the constant C is independent of ε, µ.
Finite difference discretization in space
In this subsection we consider the finite difference approximation of (1.1) on a nonuniform
, where n denotes the time level and the step-sizes are defined by
, where D
(2.7) For problem (2.4) we use an upwind scheme of the form
where L M is the discrete operator associated to the continuous operator L in (1.2), given by
We again rearrange (2.9) to the form
where the coefficients are given by
where U is the linear interpolant of U .
Similarly, the discretized problem for the regular component will be constructed via
where V is the linear interpolant of V.
From the a priori analysis [24] it can be observed that the boundary layers arise from the left and right singular components of the solution. This motivates us to consider a particular monitor function that involves derivatives of the layer parts, and is given by
Here, α n+1 is a positive constant that is introduced so that the mesh does not degenerate inside the boundary layers. Similar monitor functions involving the derivatives of a singular component of the solution have been introduced also in convection dominated problems, see e.g. [2, 5] .
To approximate the second derivative w xx , we use the leading terms in the Taylor expansion of w (see Lemma 2.2) which implies that
where κ l and κ r are constants that are independent of ε, µ and x. Hence, we obtain an approximation of the monitor function given
Substituting this approximation of w xx (x, t n+1 ) into the mapping (1.4) defining the equidistribution principle, for the left side of the interval with x n+1 (ξ) ≤ 1/2, we obtain 15) and for the right side of the interval with x n+1 (ξ) ≥ 1/2, the mapping (1.4) leads to
(2.16) Considering (1.4) as a mapping from the physical non-uniform coordinates {x n+1 m } M m=0 to the computational coordinates of a uniform meshes {ξ n+1 17) and from (2.16) for x n+1 m ≥ 1/2, we obtain
From this construction, it is clear that the adaptively equidistributed mesh that is generated in this way will satisfy both the nonlinear algebraic equations (2.17) and (2.18). The following lemma provides the structure of the mesh distribution and also presents a choice for α n+1 .
Lemma 2.3
Suppose that a nonuniform mesh is generated with α n+1 = K in (2.17) and (2.18) . Then the mesh points are distributed as
where z l , z r denote the integer parts of
respectively.
Proof The next lemma provides insight in the resulting mesh spacing.
Lemma 2.4 Inside the boundary layers, the mesh satisfies the bounds
Proof. The bounds for the mesh spacing can be obtained by using upper and lower bounds on the location of 
Therefore,
and, hence
The other bound for h n+1 m follows analogously. One also obtains the following upper bound for the mesh spacing in the whole domain.
Lemma 2.5 The equidistribution of monitor function (2.14) generates a mesh that satisfies
Proof. It is easy to see that the monitor function (2.14), satisfies Φ(x, u(x, t n+1 )) ≥ α n+1 = K. Again, the estimates for the derivative of the solution in Lemma 2.2, imply that
with a constant C 1 that is independent of ε, µ and n. Hence, the equidistribution principle (1.3) leads to
which implies that h n+1 m ≤ CM −1 , with a constant C that is independent of ε and µ.
Convergence Analysis
In this section we derive the convergence analysis for the presented fully discrete scheme applied to the IBVP (1.1) by using the Lax Equivalence Theorem [10] and showing that the scheme is consistent and stable. To obtain the error estimate for (2.8), consider first the difference equation 
Proof. The stiffness matrix associated with the discrete operator (I +∆tL M ) at every time level t n+1 is an irreducibly diagonally dominant M-Matrix [26] and thus it has a nonnegative inverse. As a consequence, the assertion follows from the monotonicity of the inverse of (I + ∆tL M ).
Lemma 3.1 also shows that the difference equation (3.1) has a unique solution in every step.
For the error analysis, we again decompose the discrete solutionŨ n m of (3.1) into its regular componentṼ n m and singular componentW n m associated to the boundary layers, so thatŨ n m =Ṽ n m +W n m , where
Hence, the local error can be calculated by evaluating the error of the regular and singular component separately, and using the triangle inequality we obtain
In the following we denote the approximation error of the function g at x = x n m and t = t n by τ n m (g).
The error of the regular component
In this subsection we estimate the error of the solution in the regular component, i.e. outside the boundary layers. The following lemma gives an estimate for the local errors ofṼ n+1 m .
Lemma 3.2 The local error of the regular componentṼ
Proof. By the Peano kernel theorem [1] , the local error ofṼ n+1 m at time t = t n+1 can be determined from
where the derivative bounds from Lemma 2.2 and the step-size bounds from Lemma 2.5 are used. Now, since by Lemma 3.1 the discrete operator (I + ∆tL M ) is invertible with nonnegative inverse, we have
at time t = t n+1 , where n = 0, · · · , N − 1 and C is independent of ε, µ.
The error in the singular component
In the following two lemmas the local error in the singular componentW n+1 m associated with the two boundary layers is analyzed. 
Proof. The analysis of the truncation error for the singular componentW n+1
where we have used our assumption that µ 2 ≤ ε. Again, from (2.17) we have that
by using Lemma 2.3. Therefore, for z l ≤ m and x n+1 m ≤ 1/2, we have
Hence, Lemma 3. 
Proof. We only consider the left boundary layer, the proof for the right boundary layer is analogous. A direct calculation using the Taylor series expansion shows that
we obtain
By Lemma 2.4 we have that Ψ
). An analogous calculation shows that
A straight calculation shows that
where A 1 > 0 and
since c(t, x) > 1 and 2 ≥ p 2 Ψ l √ ε for sufficiently small ε and µ. Therefore, we have
With the function λ n+1
which completes the proof. 
where C is independent of ε, µ, M and the mesh points x n+1 m .
Proof. The assertion follows from Lemmas 3.2-3.4 and the inequality
As a corollary we have the following estimate.
Corollary 3.6 Let u(x, t n+1
) and U n+1 be the solution of (1.1) and its fully discretized problem (2.8) , respectively, in Ω n+1
x and in the (n + 1)st time step t n+1 = (n + 1)∆t. If we assume that M −q ≤ C∆t with 0 < q < 1, then
With the help of Corollary 3.6, we can prove the main theorem of this paper, which shows that the solution of the fully discrete scheme (2.8) converges to the solution u(x, t) on the final layer adapted mesh obtained by the equidistribution via the monitor function (2.14).
Theorem 3.7 Let u(x, t n+1 ) and {U n+1 } be the solution of the IBVP (1.1) and its fully discretized problem (2.8), respectively, in Ω n+1
x at the (n + 1)st time step t n+1 = (n + 1)∆t. If we assume that M −q ≤ C∆t with 0 < q < 1, then the error of the fully discrete scheme in each time step t n+1 satisfies The solution of the fully discrete problem is stable. Therefore,
for some k, we have
Now, it is shown in [2] that the interpolation error is bounded by
. Therefore, we have the following recurrence relation
from which the required result follows.
Remark 3.8 The described adaptive method and also the error estimates can also be used to solve (1.1) in the case that ε = 0.
Numerical Experiments
In this section we present several numerical experiments to illustrate the theoretical results, derived in the previous section. The generation of the adaptive finite difference solution requires two steps. First the equidistributed mesh and the corresponding solution have to be determined by a mesh generation algorithm at each time step, and then the final mesh and the final solution will be calculated using the solution at previous time steps.
Adaptive mesh generation algorithm
We use the following iterative algorithm to generate the layer adapted mesh by the equidistribution of the monitor function (2.14). A similar algorithm was suggested for steady state convection-diffusion type problems in [5, 17] . The convergence of this algorithm is addressed in [29] . Here, our aim is to construct a mesh that solves the following equidistribution problem
where Φ n m is the discrete approximation of the monitor function Φ(x, u(x, t n )) in the subinterval (x n m−1 , x n m ). Observe that instead of solving the discretized equidistribution problem (1.3) exactly, it is enough to stop the algorithm when
= 1} and return to Step 3.
, where U n, * is the layer adapted solution at nth time step.
8. If n = N , then U n, * is the solution on the adapted mesh x n, * at the final time. Otherwise, set n = n + 1, go to Step 2., and repeat the process to find the required solution U n, * at x n, * .
Numerical examples
To illustrate the accuracy of the method and the theoretical results of error analysis, we present two numerical examples, where the meshes are equidistributed by the monitor function (2.14). For these two test problems, the errors and the corresponding rates of convergence are displayed in several tables. 
Example 4.1 Our first example is the parabolic IBVP
Since the exact solution of Examples 4.1 and 4.2 are not known, the accuracy of the numerical solutions will be determined by using a twice refined mesh, which for the computed mesh = max 
respectively. We also compare the uniform error (let us denote it by E M Equi ) obtained by the mesh equidistribution technique with the error E M Shish obtained on a Shishkin mesh (see [24] ) over all time steps. The Shishkin mesh is defined as a piecewise uniform mesh in the intervals Tables 1 and 2 and for Example 4.2 Tables 4 and 5 display the maximum ε-uniform errors and the corresponding orders of convergence for the numerical solution computed with our proposed monitor function using C 0 = 2 in the algorithm. The results show that the numerical solution is first-order uniformly accurate. The monotonically decreasing behavior of the errors can be observed from these tables as M increases. These tables also show the maximum number of iterations for both examples over all time levels which indicates the convergence of the algorithm. Tables 3 and 7 uniform errors between the Shishkin meshes and the proposed equidistributed meshes. These tables show that the order of convergence for the equidistributed mesh is better than that for Shishkin mesh. As a consequence, in general the uniform error obtained on the Shishkin mesh is larger than that on the equidistributed mesh. One can also note that a priori information of boundary layer location and its width is not required to generate the equidistributed mesh. From Table 6 , one can see that the error E M red and the order of convergence r M red of the reduced problem (by taking ε = 0) is also first-order accurate for the Example 4.2.
The loglog error plot in Figure 1 (error vs M plot) shows that the predicted order of convergence holds. The same predicted convergence order is observed also for Example 4.2, see Figure 3 (error vs M plot). For this example, Figure 4 (each iteration vs x plot) demonstrates the mesh movement towards the boundary points in each iteration. Figure 2 (x vs position of mesh points plot) for Example 4.1 shows that the layer adapted meshes are becoming dense towards the boundary points as the perturbation parameters ε and µ are becoming small. In particular, the numerical experiments show that the parameter uniform convergence corresponding to both the parameters is ensured for the singularly perturbed parabolic IBVP as M increases.
Remark 4.3
It should be noted, that the numerical experiments suggest that the condition M −q ≤ C∆t with 0 < q < 1 does not play any role in getting parameter uniform first-order accuracy of the proposed method.
Conclusions
In this paper, a computational method has been proposed for solving singularly perturbed parabolic initial boundary value problems for singularly perturbed 1D convection-diffusionreaction equations containing two small parameters. The proposed method uses the moving mesh technique by the equidistribution of a positive monitor function to generate the meshes. This method leads to first-order accurate numerical solution. A theoretical analysis is provided which shows that the numerical approximation is insensitive to the magnitude of the perturbation parameters. Numerical experiments illustrate the theoretical findings.
