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Abstract
This thesis explains the importance of degradation processes of materials under space con-
ditions. Studies of materials used in the space technology play a crucial role in each planned
space mission. A large number of specialists, institutes, and facilities located all around the
world indicate the importance of the subject.
A new degradation process has been proposed: formation of molecular hydrogen bubbles
on metallic surfaces under proton irradiation. The process originates from recombination
of solar protons with metallic free electrons into neutral hydrogen atoms. For solar protons
three processes lead the recombination: the Auger-, the resonant-, and the Oppenheimer-
Brinkman-Kramers (OBK) -process, respectively. Therefore, a detailed mathematical de-
scription of these processes is presented. The cross section of the OBK-process for the special
case of light incident ions (here protons) has been calculated.
A thermodynamical model of bubble growth has been developed. The model is based
on the assumption that the process is quasistatic. This means that the growth of bubbles
proceed much slower then the Hydrogen recombination. As a result of that process, the
irradiated metal is covered with hemispherical bubbles. A quantitative relation between the
reflectivity of metal, and the bubbles surface density and radii has been derived. It is worth
mentioning that the maximum decrease of the reflectivity of the irradiated sample was 26.5%.
Such a decrease leads to changes of the thermo-optical properties of irradiated metal surfaces.
Results available from laboratory irradiation experiments have been compared with the
presented model of bubble growth. The results of the model calculations coincide very well
with observations of bubble growth in terrestrial laboratories. It has been shown that the
conditions in the near vicinity of the Sun are favorable for the bubble grow process. There-
fore, the model presented in this thesis provides a useful tool for well-founded forecast of
degradation effects under space conditions.
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Chapter 1
Introduction
The importance of degradation processes of materials used in space technology is undeniable.
All of the materials planned for space applications in which they will be exposed to the ra-
diation in space have to be evaluated for their behavior under particle and electromagnetic
irradiation [6, 28]. It is known from many of these evaluation tests that particle and elec-
tromagnetic radiation can significantly degrade materials and, e.g. lead to changes in their
mechanical behavior or thermo-optical properties (see e.g. [3, 45, 65, 96]). These changes
can cause early failures of satellite components or even failures of complete space missions
[21].
The thermo-optical properties of materials are defined by a pair of parameters: the solar
absorption coefficient αS, and the thermal emission coefficient t, respectively. According
to the ECSS standard (European Cooperation for Space Standardization) αS is defined as
ratio of the solar radiant flux absorbed by a material (or body) to that incident upon it [29],
while t is the ratio of the radiant intensity of the specimen to that emitted by a black body
radiator at the same temperature and under the same geometric and wavelength conditions
[29].
Especially sensitive for any changes of thermo-optical properties are those materials which
are exposed directly to the solar wind. That is the case for instance with solar sails. A solar
sail is basically a large sheet of highly reflecting material bound to the deploying system by
composite materials. The propulsion system of the sail is based on the momentum transfer
made by solar photons. First concepts of sail-crafts have been made by several authors
including the father of Astronautics, Konstanty Cio lkowski, also by Fridrikh Tsander and
Herman Oberth [72]. Due to technological reasons the sail concept has vanished for more
than 30 years. The idea has returned to the scientific and engineering arena after the article of
Richard Garwin [32] has been published. After that, a significant amount of both theoretical
and practical work has been performed to establish solar sailing as a propulsion technology,
considering its astrodynamics, mission applications and technological requirements [72].
The revitalization of the solar sail propulsion technology at the DLR-Institute of Space
Systems is one of the motivations for the thesis presented here. Within the 3-step DLR-ESA
project ”GOSSAMER” [33] extensive degradation studies of solar sail materials have been
performed. It was decided to organize the project in three steps with increasing complexity.
GOSSAMER-1 is a sail of a 5m × 5m in a 320 km Earth orbit. The planned start of the
mission is 2015. GOSSAMER-2 will be a sail of a 20m × 20m in a 500 km Earth orbit.
The sail will be launched in 2017. GOSSAMER-3 will be a sail of a 100m × 100m in a
>10000 km Earth orbit. The start of this sail-mission is planned in 2019. Since sails will
operate in different orbits, their materials will be exposed to slightly different environmental
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effects. Each sail mission requires specific investigation according to the erosion processes
which may happen. Laboratory tests have proven that surface destroying effect of particle
and electromagnetic irradiation. However, no samples of materials that have been exposed to
irradiation with solar protons in the interplanetary space have ever been returned to Earth.
The real process of material degradation in space is yet unexplored. Therefore, this thesis is
intended to provide some theoretical tools for estimates how much materials can suffer from
the solar wind under space conditions.
Degradation may be caused by charge particles, electromagnetic radiation, atomic oxygen
as well as space debris and micro-meteorites. In this thesis special attention is devoted to
effects of irradiating protons. In Low Earth Orbits (LEOs) atomic oxygen is the main source
of degradation, while in the interplanetary medium the solar wind and solar electromag-
netic radiation dominates the degradation effects. Solar wind consists of charged particles
especially protons and electrons. They originate from coronal mass ejections and solar flares.
Electrons with energies from about 0.01 eV up to a few hundreds of eV originate from coronal
mass ejections. Flares are the sources of electron with energies from 1 MeV up to hundreds
of MeV. The solar protons carry energies from 0.2 keV to a few tens of keV in the solar wind
and in coronal mass ejections and up to a few GeV when produced in solar flares [53].
The structure of the thesis is as follows. In Section 2 the interaction of the incident par-
ticles with matter is reviewed. The main content of this section is focused on recombination
processes of incident protons. Protons penetrating metallic targets lose their energy and con-
tinuously bound and loss an electron. At rest all of the incident protons recombine with free
electrons present in any metal. Depending on the kinetic energy of incident protons, one can
distinguish four recombination processes: Auger- (2.4.1), resonant- (2.4.2), Oppenheimer-
Brinkman-Kramers- (2.4.3), and the Radiative Electron Capture - process. For solar protons
first three phenomenon dominate the recombination. A modification of the Oppenheimer-
Brinkman-Kramers process will be presented. This modification is an original contribution
of the thesis presented here. That modification assumes that the mass of the incident ion is
much smaller than the mass of target’s atoms. That is the situation when metallic samples
are bombarded by Hydrogen ions.
Section 3 is devoted to degradation processes of materials under space conditions. A
short overview of the most important erosion processes is presented. The possibility to
charge metallic foils by solar wind is investigated (Subsection 3.1.1). Then the sputtering,
an important degradation process which describes a removal of target’s atoms by incident
particles, is shortly described (Subsection 3.1.2). The process leads to mass loss of irradiated
materials and is important for long term space missions. Next the effects of Atomic Oxygen
(ATOX) is discussed (Subsection 3.1.3). ATOX is highly concentrated in the Low Earth
Orbits regions. The concentration depends on altitude as well as on the activity of the
Sun. Then a few experimental facts of exposure of a collection of materials used in space
technology to the electromagnetic radiation are presented in Subsection 3.1.4.
Section 3.2 presents a new degradation process which may appear in the interplanetary
medium: a formation of molecular hydrogen bubbles on metallic surfaces exposed to solar
protons. Hydrogen is created in the sample by incident protons which recombine with its
free electrons. Surfaces covered with bubbles will change its thermo-optical properties. The
proposed blistering phenomenon would play a crucial role in the planned solar sail missions,
since any change of the properties of its material leads to changes of the propulsion of the
sail-craft or even to a failure of the entire mission. The theoretical description of dynamics
of bubble growth is shown in the Subsection 3.2.1. It is a thermodynamic approach. The
theory is based on the assumption that the bubbles grow in a quasistatic way, i.e. during
3each time step a small portion of H2 molecules is merged to the bubbles and an equilibrium
is established. Subsection 3.2.2 presents a collection of experimental facts about bubble
formation. Many materials have been investigated, for instance: Aluminum, Cooper, Iron,
Tungsten, Palladium, Tantalum, and Vanadium. H+ and H+2 ion fluxes have been taken into
account. Then the possibility of bubble formation under space conditions is investigated.
Characteristic temperatures as well as proton fluxes necessary for the formation are present
in the interplanetary medium. Then a few numerical models of bubble formation and growth
are presented. The reflectivity of Aluminum samples covered with different surface densities
and different sizes of bubbles is studied in Subsection 3.2.3. The relation between bubble
size and density to the reflectivity of irradiated materials provides a direct link to the solar
sail propulsion efficiency, since the acceleration of the sail-craft is directly proportional to the
reflectivity of used sail material. Finally in the Chapter 4 the Conclusions & Outlooks are
presented.
It is planned that the blistering process will be validated by use of the Complex Irradiation
Facility, located at DLR Bremen, Germany. The facility simulates complex space environ-
mental conditions, i.e. high vacuum, simultaneous irradiation with protons and electrons as
well as the full spectrum of electromagnetic radiation. With its uniqueness, flexibility and
validated radiation sources, the facility is one of the best in Europe and will suited to test
in the near future the predictions made by the thermodynamical approach presented here in
this thesis.
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Chapter 2
Interaction of the incident particles
with matter
One can distinguish three types of interactions of incident particles with matter. First, elastic
scattering - it takes place when the kinetic energy of the collision partners is conserved. Elastic
scattering is also a source of heating of metallic foils, because there is a transfer of kinetic
energy from the incident particle to the ions of the target [66]. Second, non-elastic scattering
- where the internal energy of particles is changed. It is not a creation process of new particles
but a source of destruction of crystals and molecular chains [66]. This phenomenon will be
considered in Section 3. Third, nuclear reactions - in the result new particles are created
[5, 86]. These physical processes will not be considered in this thesis.
If one wants to study irradiation processes and its properties, one has to consider the total
and differential cross section. One can estimate energy loss per unit length by ionization
and excitation when thin materials are bombarded with charged particles. These physical
processes are described by the Bohr formula, and will be studied in detail in the following
sections.
2.1 Total and differential cross section
The thicker the irradiated metallic foil, the smaller the number of the incident particles at
a constant energy that will penetrate it and leave the foil at its back side. Thus the initial
particle number decreases with increasing depths.
Let’s study the concept of the total cross section Σtotal. The basic assumption is that
each target ion represents a total cross section. If an incident particle strikes such an area, it
will be scattered. Otherwise it will not interact [23]. If the foil has a thickness of ∆x, which
is called the penetration length parameter measured in gcm−2 and n0 is the number of lattice
ions in the unit volume, the probability P (x) that incident particle scatters in ∆x is [23]:
P (x) =
Σtotaln0
ρ
∆x, (2.1)
where ρ is the density of the material. Whenever a particle scatters, number of particles
Nparticles at distance x decreases by the value of dNparticles:
dN = −NparticlesP (x). (2.2)
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By use of the so-called attenuation coefficient µ = Σtotaln0
ρ
one integrates Eq. 2.2, and get
a simple formula between an initial intensity Iparticles,0 and the intensity Iparticles at a given
depth x, where intensity is the number of incident particles in unit time Iparticles = Nparticles/t,
Nparticles,0 is the number of incident particles [53, 54, 59, 86]:
Iparticles = Iparticles,0e
−µx. (2.3)
The attenuation coefficient depends on the physical properties of foils and on the energy of
the incident particles [53]. The Eq. 2.3 is correct under the following assumptions:
1. The decrease of the incident particle intensity is proportional to the number of collisions
centers in the foil, where kinetic energy can be dissipated.
2. The character of interactions does not depend on the thickness of a metallic foil [5, 86].
The total cross section is a great theoretical tool to study many physical problems. How-
ever, it will be insufficient if one wants to find the angular distribution of scattered particles.
In that situation the concept of the differential cross section is used [86].
The initial path of inflowing particles is bended by metallic foil ions. The deflection angle
δ is gradually different from zero. The impact parameter ξ is defined as closest distance
of the incident particle with respect to the ion [66, 85, 86]. The range of deflection angles
corresponds to a ring of impact parameters. The inner and outer radius is ξ and ξ + dξ,
respectively. The equation for the differential cross section is:
dΣ = 2piξdξ. (2.4)
By determining two independent relations for the change in the momentum ∆q of the
scattered initial particle, it is possible to find a general relation between the impact param-
eter ξ and the scattering angle δ [85]. δ varies from 0 to pi. From the classical theory of
electrodynamics the force FC acting between two charges ze and Ze, being in a distance r
to each other is:
FC =
zZe2
4pi0r2
. (2.5)
The geometry of the phenomenon allows to write F = FCcosφ.
Now the momentum transfer ∆q may be written as the time integral of the force F [85]:
∆q =
∫ ∞
−∞
Fdt =
zZe2
4pi0
∫ pi−δ
2
−pi−δ
2
cosφ
ω0r2
dφ, (2.6)
where ω0 is the angular frequency, φ is the angle between radius vector r and the bisector
[85]. As seen in Fig. 2.2, the angular momentum ~L = ~r×m~v at points A and B is given by:
Lpoint A = rmv sin
pi
2
= mω0r
2, (2.7)
Lpoint B = rmv sinψ = rmξ. (2.8)
The conservation of angular momentum in an elastic scattering process, Lpoint A = Lpoint B,
returns for the angular frequency:
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Figure 2.1: Scattering of an incident particle on a metallic foil ion, where ∆p is the change in
the particle momentum. The ion is located in the outer focus of the hyperbolic trajectrotry
of the particle [85].
Figure 2.2: Geometry of the phenomenon. Point A is the apex of the hyperbola - trajectory
of incident particle. Point B is assumed to be at large distance from the ion [85].
ω0 =
vξ
r2
, (2.9)
where m and v are the mass and velocity of the incident particle, respectively. After inserting
Eq. 2.9 into Eq. 2.6 and solving the integral, the momentum transfer in the collision process
is [85]:
∆q = 2
zZe2
4pi0vξ
cos
δ
2
. (2.10)
Suggested from Fig. 2.1, if qf = mvi the momentum transfer ∆q may be written also as:
∆q = 2mv sin
δ
2
. (2.11)
The required relation for the impact parameter ξ is obtained after combining Eq. 2.10 and
Eq. 2.11 [85]:
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ξ =
zZe2
8pi0EK
cot
δ
2
, (2.12)
where z and Z are the atomic numbers of a incident particle and a foil ion respectively. EK
is the kinetic energy of an incident particle. One can now write the Eq. 2.4 in a different
form:
dΣ = 2pi
ξ
sinδ
sinδ
∣∣∣∣dξdδ
∣∣∣∣ dδ. (2.13)
Calculating dξ
dδ
and using the solid angle dΩ = 2pisinδ dδ one has:
dΣ
dΩ
=
(
zZe2
16pi0EK
)2
1
sin4 δ
2
. (2.14)
Equation 2.14 describes the differential cross section for scattered particles. It is called
the Rutherford formula [85, 86]. The cross section depends on two factors:
1. If the kinetic energy of incident particles increases, then the differential cross section
will decrease. Therefore, the incident particles with the lower kinetic energy will have
a higher probability to be scattered off by ions of the foil.
2. For a given target foil (Ze) and given incident particle (ze, EK), a large differential
cross section implies a small scattering angle δ.
3. In the process of continuous irradiation of the foil with electrons and/or ions, the degree
of ionization of the foil atoms (see Section 2.2) grow, hence, the degradation process
may be characterized by the increase of the differential cross section.
2.2 Energy loss per unit length by ionization and exci-
tation
Collisions with ions of the metallic foil are caused by incident particles which penetrate the
material, hence ions can get additional energy. Atoms can be excited or ionized, while the
incident particles lose their energies simultaneously [86]. If the energy loss per unit length per
ion is known, one can calculate the energy loss per unit length of an incident particle, which
travels through the foil: −dE/dx. It is proved experimentally, that this quantity depends
on the type and on the energy of the incident particle and on the physical properties of the
metallic foil [5, 86]. The required formula is obtained by use of the principle of conservation
of energy and momentum, taking into account also the geometry of the phenomenon. Only
perpendicular forces act on the incident particle. Forces parallel to the line of flight are
canceled out by the symmetry [66]:
F =
zZe2
4pi0r2
sinψ, dt =
dx
v
, (2.15)
where dx is the path of the incident particle which moves in unit time dt. Now, using the
geometry of the collision process (Fig. 2.2):
ξ
x
= tanψ, r =
ξ
sinψ
, dx = − ξ
sin2 ψ
dψ. (2.16)
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The momentum transfer ∆q of the incident [66] is:
∆q =
∫ ∞
−∞
Fdt = − zZe
2
4pi0ξv
∫ pi
0
sinψdψ. (2.17)
The energy transfered to the metallic foil nuclei is [66]:
∆q2
2M
=
1
2M
(
zZe2
2pi0ξv
)2
. (2.18)
The energy loss rate per unit length dx is the product of Eq. 2.18 and the number of collisions
in the metallic foil with impact parameter in range ξ to ξ + dξ:
dE
dx
= −
∫ ξmax
ξmin
n02piξdξ
1
2M
(
zZe2
2pi0ξv
)2
. (2.19)
Finally, after integration, one finds:
dE
dx
= − n0
piM
(
zZe2
20v
)2
ln
(
ξmax
ξmin
)
, (2.20)
where M is the mass of an ion of the metallic foil material, v is the velocity of the incident
particle. The energy loss per unit length depends on:
• the velocity of the incident particle ∼ v−2. The higher the kinetic energy, the lower
loss rate.
• the square of the incident and ion number, z2 and Z2, respectively. It means that if
z increases by a factor of two, the energy loss rate per unit length will increase by a
factor of four, hence, Eq. 2.20 is very sensitive for changes of the atomic numbers and
ionization process.
• the logarithm of ratio of the upper and lower limits of the impact parameter, i.e. its a
weak dependency.
The evaluation of ξmax and ξmin will be studied in next subsections, for the protons as incident
particles. The case of relativistic protons as the incident particles will be considered as well.
2.3 Interactions of protons with matter
The previous subsection discusses the general problem of the energy loss per unit length by
an incident particle. According to the experimental data [102] protons lose energy while
penetrating a target mainly by collisions with electrons. Target atoms are then ionized
additionally. Therefore the relation 2.20 has to be modified. The mass of the target ion M
is replaced by the mass of an electron me:
dE
dx
= − n0
pime
(
zZe2
20v
)2
ln
(
ξmax
ξmin
)
, (2.21)
This subsection studies the integration limits of the impact parameter, Eq. 2.21 in two
cases: non - relativistic and relativistic, respectively.
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2.3.1 Non-relativistic case
Protons with kinetic energies not larger than 1 MeV are certainly non-relativistic. The
maximum value of the impact parameter ξmax is estimated under the assumption that the
metallic foil ion can be excited or ionized. Duration of the collision is equal or longer then
a circulation time of the electrons in the ion [66, 86]. Collecting these information together
one can calculate the physical quantity ξmax by use of the condition that the collision time
(time in which incident proton interacts with the electron) equals the circulation time of the
electron in the ion:
2ξmax
v
=
2pi
ω0
, (2.22)
where ω0 is the angular velocity of an electron in an ion, v is the velocity of the incident
proton.
The minimum value of the impact parameter can be estimated for two cases, using either
classical or quantum physics. First let’s consider the classical approach.
If the electrostatic potential interaction energy of the incident proton and the metallic
foil electron is equal to the maximum possible energy transfer (the maximum transfer of the
energy to the electron by the incident proton is possible if one assumes perfect elastic collision,
then the kinetic energy becomes 1
2
me (2v)
2 = 2mev
2), it corresponds to the minimum distance
of the approach [66]:
ze2
4pi0ξminC
≈ 2mev2, ξminC ≡ ξminClassical , (2.23)
where v is the velocity of the incident proton in the laboratory frame.
Now let’s calculate the quantum mechanical approach of the minimum impact parameter.
The maximum velocity transfer to the electron is 2v, hence change of its momentum is
∆q = 2mev. From the Heisenberg Uncertainty Principle it is known that ∆x > ~/4mev [66],
hence:
ξminQ =
~
4mev
, ξminQ ≡ ξminQuantum . (2.24)
It is important to find a criterion whether the classical or quantum approach is appropri-
ate. It can be done by studying the ratio of the two impact parameters:
ξminQ
ξminC
=
2pi0~v
zZe2
. (2.25)
By use of a fine structure constant αc = e
2/4pi0c~ ≈ 1/137, Eq. 2.25 receive a much simpler
form:
ξminQ
ξminC
=
1
2zZαc
v
c
. (2.26)
When the Eq. 2.26 is larger then unity, the quantum approach should be used, otherwise
classical one.
Finally the energy loss rate per unit length for non-relativistic energies of protons is [66]:
dE
dx
= − n0
pime
(
ze2
20v
)2
ln
(
8pi20mev
3
ω0ze2
)
. (2.27)
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The corresponding formula for quantum case is:
dE
dx
= − n0
pime
(
ze2
20v
)2
ln
(
4pimev
2
~ω0
)
. (2.28)
Equation 2.28 can be rewritten into a more simple and usable form. First step is to replace
~ω0 by its relation to the binding energy 12~ω0 of the electron in Bohr’s description [66]. The
binding energy is also the ionization potential Ip which should be a properly weighted mean
over all states of the electrons in the metallic foil ions I¯p that ionization potential has to be
found experimentally [66]. In a second step we put all this information together and find:
ln
(
2pimev
2
~ω0
)
≡ ln
(
2mev
2
I¯p
)
, (2.29)
In classical approach the energy loss per unit length depends almost on the same conditions
as in Eq. 2.21, because logarithm yields a relatively small correction only.
2.3.2 Relativistic case
For kinetic energy exciting 1 MeV protons have relativistic velocities. Also the flux of solar
protons for such energies is relatively small; this case will be considered here. The maximum
kinetic energy transfered to the metallic foil electron is estimated by use of the Lorentz trans-
formation of the four-momentum of the incident proton and the metallic electron. The frame
of reference moving with velocity vF will be indicated by upper coma symbol, laboratory
frame without any symbol (see Fig. 2.3).
Figure 2.3: The impression of the laboratory frame x−y and a reference frame x′−y′ moving
with the velocity vF . In the laboratory frame the incident proton with mass mp is moving
to the electron me with velocity v.
The four-momentum pα = (E, ~p) = (mpγ,mpγ~v) [44] in laboratory frame for the incident
proton and metallic foil electron is given by, respectively:
(mpγ,mpγv, 0, 0), (2.30)
(me, 0, 0, 0), (2.31)
here γ = (1− v2/c2)−1/2 is the Lorentz factor. Applying Lorentz transformation [44]:
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x′ = γF(x− vFt), (2.32)
t′ = γF
(
t− vF
c2
x
)
, (2.33)
where vF is the velocity of the moving reference frame, vF ||v, one can calculate the four-
velocity and the four-momentum in the reference frame of the incident proton and the metallic
electron, respectively [66] one finds:
v′ = γF(v − vF) ⇒ (γmpv)′ = γF(γmpv − γmpvF), (2.34)
v′e = γF(0− vF) ⇒ p′e = −γFmevF. (2.35)
In the center of momentum frame in which the center of mass is at rest (γmpv)
′+ p′i = 0 one
can calculate the velocity of the reference frame:
vF =
γmpv
me + γmp
. (2.36)
The 0-component of the four-momentum of the electron in the laboratory frame is:
p0 = γ
(
meγF +
v2F
c2
meγF
)
. (2.37)
Assuming that γmp  me and taking into account Eq. 2.36 it is vF ≈ v and γF ≈ γ, hence:
p0 = γ2me
(
1 +
v2
c2
)
. (2.38)
The total energy transfered to the electron is:
E = γ2mec
2
(
1 +
v2
c2
)
. (2.39)
Therefore its kinetic energy is:
EK = E −mec2 = mec2γ2
(
1 +
v2
c2
− 1
γ2
)
. (2.40)
The maximum kinetic energy transferred to the electron by the incident proton is then [66]:
EKmax = 2meγ
2v2. (2.41)
Now using Eq. 2.41 it is easy to write the logarithm for the energy loss per unit length Eq.
2.20:
ln
(
ξmax
ξmin
)
≡ ln
(
EKmax
I¯p
)
= ln
(
2γ2mev
2
I¯p
)
. (2.42)
The exact formula of the energy loss per unit length of incident proton in the quantum-
relativistic description is known as the Bethe-Bloch formula [113]:
− dE
dx
=
n0
pime
(
ze2
20v
)2 [
ln
(
2γ2mev
2
I¯p
)
− 2 ln γ + γ−2 − 1
]
. (2.43)
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The second and the third terms are correction factors that are neglected for low velocities of
the incident particles [113]. The Bethe - Bloch formula depends on:
• the velocity of the incident particle. The increase of that velocity decreases the energy
loss per unit length.
• charge z of the incident particle (here proton). With an increase of the charges, the
loss per unit length increases too.
2.4 Recombination of electrons and protons to Hydro-
gen
Rausch von Traubenberg and Hahn in 1922 have discovered for the very first time a proton
recombination process [116]; they used thin films as targets. Basic aspects of two-electron
Auger recombination of low energy ions at surfaces, originally proposed by Shekhter already in
1937, has been described extensively within a probability model by Hagstrum [43]. In 1987,
Taute considered variability of Auger recombination rate as a function of an ion velocity.
There have been considered small grazing angles [104, 116].
In solids one can distinguish four processes of recombination of incident H+ ions (protons)
with electrons to neutral Hydrogen atoms:
1. the Auger process,
2. the resonant process,
3. Oppenheimer-Brinkman-Kramers (OBK) process,
4. Radiative Electron Capture (REC) process.
Since the solar wind consists mainly of low (≤ 100 keV) energetic protons only the first
three processes will be considered in this thesis. The Auger process dominates the total cross
section [101]. According to Raisbeck and Yiou [87] for protons the REC process dominates
the recombination only above proton energies of about 300 MeV (for Al foil); therefore this
process will be not discussed here.
For each of these recombination processes one can calculate the rate Γ of capture (recom-
bination rate) or loss (ionization rate) of an electron. The cross section per atom for each
charge exchange process is defined by [84]:
Σ =
Γ
n0v
, (2.44)
where v is the ion speed and n0 is the number density of material ions.
The plan of this section is as follows: first a short introduction to the Hydrogen atom
in a classical and quantum approach is made. Next a description of conditions which have
influence to the number of free electrons in solids is made. Finally the recombination processes
are described.
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The Hydrogen atom - quasi-classical approach
The classical description of the Hydrogen atom is based on two assumptions:
1. An electron with mass me in an atom orbits with a radius re(n) and velocity ve(n) the
proton. n is a number of the shell. The angular momentum is defined as:
meve(n)re(n) = n~, n = {1, 2, 3, ...}. (2.45)
2. An atom emits a photon of electromagnetic radiation when an electron jumps to lower
shell. On the other hand it jumps to higher shell when it absorbs a photon. The energy
difference ∆E is proportional to the frequency of the electromagnetic radiation:
∆E = hν. (2.46)
Radius, velocity and energy of an electron at the n’th shell are calculated by use of both
Bohr’s assumptions and the balance of the centripetal and Coulomb forces:
re(n) =
n2~2
mee2
, ve(n) =
e2
n~
, E(n) = − 1
n2
mee
4
2~2
. (2.47)
For n = 1, the minimum radius (the Bohr radius) and the energy (the Bohr energy) for an
electron are:
rBohr =
~2
mee2
∼= 5.29× 10−9 cm, EBohr = −mee
4
2~2
∼= −13.6 eV. (2.48)
The Hydrogen atom - quantum approach
In quantumm physics the Hamiltonian of the Hydrogen atom and the Schro¨dinger equation
are:
H = − ~
2
2me
∇2 + V (r), Hψ(r, θ, φ) = Eψ(r, θ, φ), (2.49)
where V (r) is the potential energy, V (r) = − e2
r
. The state function is written in spherical
coordinates as [95, 103]:
ψ(r, θ, φ) =
Rn,l(r)
r
Yl,m(θ, φ), (2.50)
while its angular part is described by spherical harmonics. The radial part fulfills the following
ordinary secondary differential equation [95, 103]:
d2Rn,l(r)
dr2
+
{
2me
~2
(
En +
e2
r
)
− l(l − 1)
r2
}
Rn,l(r) = 0, l = {0, 1, 2, ...}. (2.51)
Here l is the orbital quantum number. The energy of an electron at the n’th shell is:
En = − 1
n2
mee
4
2~2
, (2.52)
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which is the same result obtained from classical approach (see Equation 2.47). The radial
part of the state function is:
Rn,l(r)
r
= e−iknrrlL2l+1n+1 (2knr), (2.53)
where kn =
√
−2meEn~2 and L2l+1n+1 (x) is the Laguerre polynomial:
L2l+1n+1 (x) =
d2l+1
dx2l+1
{
ex
dn+l
dxn+1
(
xn+le−x
)}
. (2.54)
A detailed derivation can be found in the standard text books [57, 95, 103].
Number of free electrons in solids
Each solid at given physical conditions (temperature, pressure) has an approximately con-
stant number of free electrons. A possibility to change the number is to irradiate the target
by incident particles.
The number of lattice ions per unit volume is:
n0 =
NAρ
Mu
, (2.55)
where NA is the Avogadro’s number (6.022× 1023 mol−1), ρ the density of a given material,
Mu is the molar mass, it is 27 g mol
−1 for Aluminum and n0 is 6.026× 1022 atoms cm−3.
According to [37] one can estimate a number of free electrons ne per one lattice atom as
a function of conductivity σ:
ne
n0
=
(
3
8pi
) 1
2 1
n0
h
3
2
e3
(σ
l¯
) 3
2
, (2.56)
Here l¯ is the mean free path. The conductivity which is related to the resistivity σ = 1/%
[37]. The resistivity obeys the Matthiessen’s rule (not satisfied for Noble metals: ruthenium,
rhodium, palladium, silver, osmium, iridium, platinum and gold) [115]:
%total = %(T ) + %impurities(x) + %crystal imperfections, (2.57)
where x is the concentration of impurities. The first term of this formula is given by the
Bloch - Gru¨neisen relation [115]:
%(T ) = %(0) + A
(
T
Θ
)∫ Θ
T
0
xni
(ex − 1)(1− e−x)dx. (2.58)
Here A is a constant number that depends on a velocity of the electrons at the Fermi surface
and the Debye radius and a density of electrons in the meta. Θ is the Debye temperature,
ni is an integer, where [13, 115]:
• ni = 2 means that resistivity is determined by electron - electron interactions,
• ni = 5 means that resistivity is determined by scattering of electrons by phonons.
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The second component of the Eq. 2.57, %impurities(x), depends on a type and the concentration
x of the impurities. If the target contains a mole fraction x of an element one element and
1− x of an another element. The relation %(x) can be described by Nordheim’s rule [115]:
%(x) ∼ x(1− x). (2.59)
The rule has been checked experimentally, see Fig. 2.4. One can see the quadratic relation
between the resistivity and the percentage of an impurity.
Figure 2.4: The Nordheim’s rule, resistivity as a function of the percentage of impurities
[115]. The open circles represent measurements; solid curve: the relation %(x) ∼ x(1− x).
The third component of the Eq. 2.57 describes the contribution to the resistivity from
dislocations:
%D ∼ 2.3× 10−19ND [Ωcm], (2.60)
where ND is the number of dislocations [115].
2.4.1 Auger recombination
According to [27, 41, 83, 84, 92, 100, 101] in the Auger process, an electron is captured (or
lost) by the incident ion to (or from) a bound state with incident ion assisted by a third
body, an electron-hole pair. A scheme of the electron-hole Auger process (electron capture)
is shown in the Fig. 2.5.
According to Fig. 2.5 one can write the energy conservation of the process as:
Einitial = Eion + E
′, (2.61)
Efinal = Eneutral + E
e
K, E
e
K = E
ion
pot − E ′ − E ′′. (2.62)
Here Einitial is the energy of the initial configuration of the system. At the initial state the
incident ion is penetrating the target having the total energy of Eion. To recombine it needs
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Figure 2.5: Energetic representation of the Auger process. Electrons in the conduction band
have energies between E0 and the Fermi’s energy EF. W denotes the work function, E
ion
pot is
the potential energy of the incident ion, and EeK is the kinetic energy of the Auger electron.
an electron from the conduction band. The electron has the energy of E ′. On the other hand
Efinal is the energy of the final configuration of the system, which is a neutral atom with an
energy of Eneutral and an ejected electron (an Auger electron) with the kinetic energy of E
e
K.
The plan of the section is as follows: first the Hamiltonian, eigenfunctions and eigenvalues
of the Auger process are presented. The probability per unit time of the Auger capture and
loss process is calculated by use of a semiclassical approach. Then the probability per unit
time will be used to calculate the cross section of the process.
Atomic units are used i.e. e2 = ~ = me = 1, the Bohr radius, r0, is the unit of length.
The energy is measured in Hartrees, 1Eh is 27.211 eV. Vector variables are denoted by use
of a bold font. The Hamiltonian of the system is:
H = H0 +HI +
∑
j
(
1
|rj − re| −
Z
|rj −RI|
)
, (2.63)
where H0 is the Hamiltonian of the electron gas, rj denotes the vector components of the
jth electron of the gas; RI are the vector components of the ion, and re denotes the vector
components of the electron in the ion-electron composite [26]. The schematic representation
of the system is shown in the Fig. 2.6.
HI is the Hamiltonian of the ion-electron composite:
HI = − 1
2M
∇2RI −
1
2
∇2re −
Z
|RI − re| . (2.64)
In Eq. 2.63 the term
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Figure 2.6: Graphical 2-D projection of the 3-D system: ion-electron and electron gas, RI is
the position of the incident ion, re the position of the captured electron, rj the position of
the jth electron in the gas, and ρ is the distance between the ion and the electron.
∑
j
(
1
|rj − re| −
Z
|rj −RI|
)
, (2.65)
describes the interaction between the electron gas and the ion-electron pair [26]. The eigen-
functions of HI are given by:
| i〉 = eik0·Ru0(ρ), (2.66)
with stationary Schroedinger equation:
HI | i〉 = Ei | i〉, (2.67)
and the eigenvalues
Ei =
k20
2(M + 1)
+ ω0, (2.68)
where
R =
re +MRI
1 +M
, (2.69)
represents the coordinates of the center of mass, k0 the total momentum of the composite,
and u0(ρ) the wave function describing the relative motion of the electron in the composite
with respect to the ion, i.e., ρ = re −RI with the binding energy of ω0 [26].
The physical description begins with the Poisson’s equation for the scalar electric potential
φ(r, t) generated at position r and time t by the charge density %c(r, t) in a medium, that is
characterized by a causal dielectric constant  [26]:
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∇2φ = −4pi%c(r, t). (2.70)
An incident particle with charge Z may be considered to give rise to a charge density
%c(r, t) = Zδ(r− vt) [26]. To write the equation in the momentum space, one has to use the
Fourier transformation:
f(q, ω) =
∫
d3q
(2pi)3
∫ ∞
−∞
dω e−i(q·r−ωt)fr,t, (2.71)
where q is the momentum and ω the energy. Thus the density is %q,ω = 2piZδ(ω−q · v). By
use of Eqs. 2.70 and 2.71 one can calculate the scalar potential:
φq,ω =
4pi%c(q, ω)
q2(q, ω)
. (2.72)
An incident particle moving through the target with velocity v induces an electric field,
whose scalar potential is given by [27]:
φindq,ω =
8pi2Z
q2
δ(ω − q · v)
(
1
(q, ω)
− 1
)
. (2.73)
When an incident particle is passing through the matter, the induced potential around
the moving ion deviates from the spherical symmetry. For a charge at rest this potential
is spherically symmetric, but as its velocity increases the potential loses this symmetry. A
strong modification of this type should create an important effect to the state of the electron
which is bound to the ion [41]. Additionally, at the end of the subsection this effect will
be presented by use of the wave function u0(ρ) which describes the relative motion of the
electron in the ion-electron composite .
The rate of energy loss per unit time of the incident particle dE
dt
is obtained from the
induced electric field Eind = −∇φind [26]:
dE
dt
= −Zv · Eind(r, t). (2.74)
According to [26] one can write the energy loss as:
dE
dt
=
∫
d3q
(2pi)3
∫ ∞
0
dω
2pi
2ωZIm(−φindq,ω) (2.75)
It is taken only the imaginary part of the potential, i.e. imaginary part of the dielectric
function: Im
(
− 1
(q,ω)
)
. According to Jackson [49] the imaginary part of  represents the
energy dissipation of an electromagnetic wave in the medium. If Im() < 0 then energy is
transfered from the media to the wave. dE
dt
can also be written in much more suitable form
[26]:
dE
dt
=
∫
dx ωΓ(q, ω),
∫
dx ≡
∫
d3q
(2pi)3
∫ ∞
0
dω
2pi
, (2.76)
where Γ(q, ω) is the probability per unit time that the initial ion loses energy ω and mo-
mentum q [26] (q and ω represent the momentum and energy transferred to the solid by an
incident particle [92]):
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Γ(q, ω) = 2ZIm(−φindq,ω) =
16pi2Z2
q2
Im
(
− 1
(q, ω)
)
δ(ω − q · v). (2.77)
Note that the energy loss per unit length dx can be written immediately by use of the Eq.
2.76:
dE
dx
=
1
v
∫
dx ωΓ(q, ω). (2.78)
To adopt the result of Eq. 2.77 to the Auger process one has to consider a few corrections:
1. When an incident particle captures an electron that lies inside the Fermi sphere |
k + v |< kF , where k is the momentum of the electron, kF is the Fermi’s wave number.
On the other hand when the particle loses an electron, an electron-hole pair is created,
and | k + v |> kF . One can clearly imagine this situation considering the Fig. 2.5.
Thus the first multiplication correction factor to Eq. 2.77 is:
Θ(±kF∓ | k + v |), (2.79)
where Θ(x) is the step function, Θ(x) = 1 when x ≥ 0, and Θ(x) = 0 when x < 0.
Upper signs (+/−) denote capture of an electron by incident ion, while lower signs
(−/+) loss of the electron.
2. If one looks carefully to the energy conservation of the process, Eqs. 2.61 and 2.62, it
is obvious that in each single process the energy of the ejected Auger electron could
be different, it mainly depends on the energy of the incident ions. Also the energy of
the bound to the incident ion-electron could be different because it is inside the Fermi
sphere having an energy waring in the range of E0 to EF.
The recombination will proceed more rapidly if the coupling between the initial and
final states is stronger. This coupling term is traditionally called the matrix element :
〈f | Aˆ | i〉. The matrix element can be placed in the form of an integral, where
the interaction which causes the process is expressed as an operator Aˆ which acts
on the initial state wavefunction. The recombination probability is proportional to
the square of the integral. This kind of approach using the wavefunctions is of the
same general form as that used to find the expectation value of any physical variable
in quantum mechanics [47]. Here the initial eigenstate |i〉 is described by use of the
u0(ρ) wave function; final eigenstate 〈f | by use of OPW (Orthogonal Plane Wave)
function | kOPW〉 =| eik·ρ〉 − 〈u0(ρ) | eik·ρ〉 | u0(ρ)〉 [26]. An OPW is defined as a plane
wave which has been made orthogonal to Bloch waves by use of the Schmidt process
[1, 16, 46]. OPW describes the state of an electron in the conduction band in solids
[26]; the method was proposed by Herring in 1940 [46]. In the literature one can find
also the method proposed by Wigner and Seitz [108] which gives good results for lower
states of the valence electron band of a metal, but the extension of this method to
states of higher energy becomes rapidly more unreliable as the energy increases [26].
Here Aˆ is an operator for the physical interaction which couples the initial and final
states of the system; Aˆ is here e±k·ρ. Thus the second multiplication correction factor
is:
| 〈kOPW | e±k·ρ | u0(ρ)〉 |2 . (2.80)
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Upper sign (+) denotes capture of an electron by the incident ion, while lower sign (−)
loss of the electron.
3. Also one has to modify the δ function. The correction takes into a account captured
or an ejected electron [26]:
δ(ω − q · v∓ k
2
2
± ω0) (2.81)
Upper signs (−/+) denotes capture of an electron by the incident ion, while lower signs
(+/−) loss of the electron.
Thus the probability per unit time of electron capture or loss in the Auger process is
[27, 83, 92, 100, 101]:
ΓC,LA =
∫
d3q
(2pi)3
∫ ∞
0
dω
2pi
∫
d3k
(2pi)3
Θ(±kF∓ | k + v |) (2.82)
16pi2Z2
q2
Im
(
− 1
(q, ω)
)
δ(ω − q · v∓ k
2
2
± ω0)
| 〈kOPW | e±k·ρ | u0(ρ)〉 |2 .
By use both Eqs. 2.44 and 2.82 one can easily calculate the cross section of the Auger
process, both for losing and capturing of an electron.
According to [26, 41] the bound state wave function (the wave function describing the
relative motion of the electron in the composite with respect to the ion) is assumed to be of
the form:
u0(ρ) =
(
a3
pi
) 1
2
exp(−aρ). (2.83)
Guinea et al. [41] have calculated the wave functions and the binding energies, ω, of the first
and second electron bound to H. Results are presented in the Table 2.1.
One can calculate the probability amplitude by use of well-known formula Π ∼| u0(ρ) |2.
Here Π predicts the position where the bound (to the incident ion) state is most probable.
Results are presented in Fig. 2.7 where the incident particle is a proton. The left plot shows
the situation where the first electron is bound to the proton; while in the right plot the
second electron is bound to the H atom. The amplitude | u0(ρ) |2 is plotted as a function of
the distance (Y axis, in a.u.) from the incident proton or H atom and of the energy of the
incident proton or H atom (X axis, in keV).
It is obvious that the smaller the distance to the incident proton or H atom, the higher
is the probability of a recombination event. While the kinetic energy energy of the incident
H is much smaller than for proton.
2.4.2 Resonant recombination
The incident ion is recombined with an electron which is tunneled to the metastable state
[43], see Fig 2.8. The inverse process is also possible. An electron which is in a metastable
state with respect to the metallic ion can populate one of the free electron states of the metal
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E First Electron Second Electron
keV a ω [a.u.] a ω [a.u.]
0 0.90 -0.106 0.76 -0.046
1.0 0.88 -0.096 0.072 -0.036
4.0 0.86 -0.075 0.76 -0.012
9.0 0.80 -0.048 0.54 -0.004
16.0 0.72 -0.027 0.52 -0.009
25.0 0.74 -0.027 0.58 0.010
36.0 0.82 -0.041 0.70 0.011
49.0 0.86 -0.063 0.74 0.011
64.0 0.90 -0.096 0.74 0.006
81.0 0.92 -0.125 0.72 0.005
100.0 0.94 -0.184 0.72 0.001
Table 2.1: Binding energies (ω in a.u.) and values of the parameter a defining the wave
function for proton (first column) and H atom (second column) as a function of the energy,
E, of the incidence ion. Binding energies are referred to the bottom of the conduction band
[26].
Figure 2.7: Left plot, first electron is bound to the H+. Right plot, second electron is bound
to the H atom. The density of probability is plotted as a function of the distance (Y axis,
in a.u.) and the kinetic energy E of the incident ion (X axis, in keV). The amplitude is
color-coded.
only if it become free (the Pauli exclusion principle). The shift of the energy levels is due to
the electric field.
The effect comes from the crystal structure itself. The resonant processes are due to the
potential seen by the moving ion i.e. they are described in a frame where the ion is at rest
[100]. From the point of view of the ion, there appears a moving periodic potential which
gives rise to transitions between bound states of the composite and free electron states [26].
The potential seen by the ion can be written as follows:
V (r, t) =
∑
G
V (G)eiG(r∓vt), (2.84)
here G is the reciprocal vector of the lattice, and V (G) is assumed to be the Hartree potential
created by all the charges of the crystal, the ∓ sign denotes that the periodic potential recedes
(+) from or approaches (−) to the ion [100]. The idea of the Hartree approximation and
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Figure 2.8: Energetic representation of resonant recombination. Electrons from the conduc-
tion band have energies between E0 and the Fermi energy EF. W is the work function, RR
denotes the resonant recombination and RI inverse ionization process.
potential is presented in Appendix A.1. By use of the Fourier transformation the Eq. 2.84
also could be written as [101]:
V (r, ω) = 2pi
∑
G
V (G)eiG·rδ(ω ±G · v), (2.85)
The potential V (r, ω) is seen by the moving ion as a frequency - dependent perturbation
which contributes to the capture and loss processes. The perturbation induces transitions
between the atomic bound state and the free-electron levels of the metal [101]. As in the
Auger recombination process one has to consider a few corrections to get the formula of the
probability per unit time of the process.
1. First of all, the probability per unit time is proportional to the square root of the matrix
element 〈f | Aˆ | i〉 of the process. Here the initial state of the system |i〉 is described
by use of the u0(ρ) wavefunction. An electron bound to the incident ion is considered
as the initial state. The valence electron state is described by an OPW wave function
|kOPW〉. In the rest frame of the ion, the momentum ke of the valence electron is given
by k′ − v, where k′ is the momentum in the laboratory frame. First of all one has to
find the correct form of the operator Aˆ:
〈u0(ρ) | 2pi
∑
G
V (G)eiG·ρδ(ω + G · v) | kOPW〉 = (2.86)
2pi
∑
G
〈u0(ρ) | V (G)eiG·ρ | kOPW〉 δ(ω + G · v).
The probability per unit time of the process is proportional to the square root of the
matrix element :
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ΓLR ∼ 2pi
∑
G
| V (G) |2| 〈u0(ρ) | eiG·ρ | kOPW〉 |2 δ(ω + G · v), (2.87)
The matrix element describe the electron loss only.
2. The δ function in Eq. 2.87 has to be modified. The correction should take into account
whether an electron is captured or ejected [27]:
δ(ω − 1
2
k2e ∓G · v) (2.88)
Upper sign (−) denotes the capture of an electron by the incident ion, while lower sign
(+) corresponds to the loss of an electron.
3. When an incident particle loses an electron, an electron-hole pair is created, thus |
ke + v |> kF. On the other hand, when an incident particle captures an electron it lies
inside the Fermi sphere, | ke + v |≤ kF. As in the Auger recombination process one has
to use the Θ(x) step function:
Θ(±kF∓ | ke + v |), (2.89)
Upper signs (+/−) denote capture of an electron by incident ion, while lower signs
(−/+) loss of the electron.
Collecting all these information together one can write the probability per unit time of
the resonant recombination process as [26, 27, 84, 92, 100, 101]:
ΓC,LR = 2pi
∫
d3k
(2pi)3
Θ(±kF∓ | ke + v |) δ(ω0 − 1
2
k2e ∓G · v) (2.90)∑
G
| V (G) |2| 〈u0(ρ) | eiG·ρ | kOPW〉 |2,
The cross section of this process as well as a comparison with other recombination pro-
cesses is presented in the Section 2.4.4.
2.4.3 Oppenheimer - Brinkman - Kramers (OBK) Process
The OBK process is a capture process, where an inner or outer shell electron of a target
atom is transferred to the moving ion [100]. In the literature one can find a lot of physical
approaches [4, 12, 15, 20, 24, 25, 31, 34, 35, 60, 63, 79]. Different results may be obtained
depending on the approximation applied to the wave functions and the energy levels involved
in the process [27].
This thesis presents one of them, the author’s modification of so-called model-potential
OBK approximation (MPOBK), the 1s-1s capture. The modification assumes that the mass
of the incident ion is much lower then the mass of the target’s atom. That is exact the
situation when the metal sample is bombarded by protons. The transition electron caught
by the incident proton is considered as the active electron. The other electrons are considered
to be the passive ones [27]. In the OBK process the outer-shell electrons of the metal ions
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experience a strong Coulomb field of the incident ion. The electronic wave function of the
electrons is distorted [55, 56]. For the inner-shell capture, the screening effect of the outer-
shell electrons of the metallic ions reduces the capture probability of an active electron by
the incident proton [10, 55, 109]. The geometry of the process is shown below. Note that
the vectors: r, r1, r2 and R are parallel shifted. This is done to show clearly the position of
each single vector.
Figure 2.9: Zp is the charge of the incident ion, Zt is the charge of the target atom, ξ is the
impact parameter, v is the velocity of the incident proton, r1 is the position of the active
electron relative to the target atom and r2 is the position of the electron relative to the
incident ion, r is the position vector of the electron relative to the mass center of the target
atom and the incident ion, R is the position vector of the incident ion relative to the target
atom, MC is the position of the center of mass.
The best choice of an effective potential, which is felt by the active electron, should be an
experimentally found ionization potential [25]. For the multielectron targets it is a standard
procedure to work with hydrogenic wave functions corresponding to an effective target charge
[25]. The effective potential is given by:
VS = − 1
r1
− (Zt − 1)
r1
exp(−Cr1). (2.91)
C is wavenumber tabulated specific for each element. The model-potential approximation
neglects the core-core interaction. Atomic units are used again. In the initial state, the active
electron is in the 1s orbital, the electronic wave function is:
φi(r1) = pi
− 1
2α
3
2 exp(−αr1), (2.92)
where α is the variation parameter which, in fact, contains the screening effect of the passive
electrons [55]. The Hamiltonian of the active electron is:
H = −1
2
∇2 − 1
r1
− (Zt − 1)
r1
exp(−Cr1). (2.93)
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By use of the concept of the average energy E(α,C) = 〈φi(r1) | H | φi(r1)〉 one can calculate
the experimental ionization potential IK of the K shell. The detailed derivation is given in
Appendix A.2. The potential is:
E(α,C) = −IK = 1
2
α2 − α− 4(Zt − 1) α
3
(C + 2α)2
(2.94)
One can compare the model with data which are available in the literature [97, 98]. In Fig.
2.10 the ionization energy of an electron in the 1s state is shown as a function of atomic
number Z of the target atom. One can see that for metals, e.g. Al(13) (± 0.023 keV), Fe(26)
(± 0.028 keV) or Cu(29) ( ± 0.045 keV), the here derived MPOBK result fit very well to the
experimental data.
Figure 2.10: Measured (x) and calculated (o) ionization energies of electron in 1s state as a
function of target atomic number Z [97, 98].
The procedure to get the model values looks as follows: for each nucleus one has to find
a pair α and C that the value of the Eq. 2.94 is comparable to the experimental one.
After the recombination, the electron is in the 1s orbital of the incident proton, the wave
function of the electron then is:
φf(r2) = pi
− 1
2Z
3
2
p exp(−Zpr2). (2.95)
After a transformation into the center of mass frame the initial and final state functions
are:
ψi(r1, t) = φi(r1) exp
(
−ipv · r− i1
2
p2v2t
)
, (2.96)
ψf(r2, t) = φ2(r2) exp
[
i(1− p)v · r− i1
2
(1− p)2v2t
]
. (2.97)
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Here r is the position of the electron relative to the center of mass, v is the velocity vector
of the incident ion in the laboratory frame, and p = mp/(mp −mt). It is assumed that the
incident ion moves along the path with the impact parameter ξ [55]. The relation between
the position vectors of the electron are: r1 = r + pR, r2 = r − (1 − p)R, where R is the
position vector of the incident ion to the target atom, R = ξ + vt.
Up to now the case of the incident ion (here proton) is much smaller than mass of ions
that form metal has not been considered in the literature. Therefore in this thesis the case of
a small parameter p (Eqs. 2.96 and 2.97) will be studied - the more because such a situation
is realized when metallic surfaces are exposed to the protons of the solar wind. For Aluminum
as a target and proton as an incident ion the parameter is p ≈ 0.036. Hence it could be set
to zero. Thus the wave functions are:
ψi(r1, t) ∼= φi(r1), (2.98)
ψf(r2 = r−R, t) ∼= φ2(r2 = r−R)× exp
[
iv · r− i
2
v2t
]
. (2.99)
By use of the scattering amplitude A [55] which is related to the effective potential VS
Eq. 2.91 one can calculate the cross section of the process [25]:
A(b) =
1
i
∫ ∞
−∞
dt 〈ψf | Vs | ψi〉, (2.100)
Σ ∼
∫ ∞
0
db | A(b) |2 b ∼ v−12. (2.101)
A detailed derivation of this relation is presented in Appendix A.3. The cross section depends
strongly on the velocity of the incident proton. Note that a similar velocity dependency of
the cross section has been evaluated by Kuang [55]. He has investigated a general model
where heavy ions can be used as incident particles. Therefore the p parameter cannot be set
to zero.
For too low kinetic energies of the incident proton the active electron at 1s state is
screened by a cloud of electrons, and the incident proton has not enough energy to pass
through a potential barrier. It is then neutralized by another recombination process, e.g.
Auger recombination. Also when the kinetic energy of the incident proton is too high, the
proton passes the electron cloud of the metal ion without a recombination event; the velocity
of proton is so large that it has no time to catch an electron.
2.4.4 Summary
To compare all of the capture (Auger, resonant and OBK) and loss (Auger, resonant) pro-
cesses one can imagine a simple experiment. Protons with the initial energy of Ep are
generated by a proton gun and shoot to a thin metallic foil. A detector which is located
behind the foil collects the ions: H+, H− and neutral hydrogen atoms H. To separate beams
the magnetic field B can be applied. The scheme of the experiment is shown in Fig. 2.11.
The selection of ions and neutral hydrogen atoms is collected by the detector correspond-
ing to the capture and loss processes that appear in the foil. The state of the charge fractions
of the three components of the beam after penetrating the foil, negative ions (H−) neutral
atoms (H) and protons (H+), can be described in terms of electron -capture an -loss rates Γ
(probabilities per unit time) [84]. The fractions are given by [84]:
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Figure 2.11: Thin metallic foil is irradiated by protons. Capture and loss processes take place
inside the foil. Ions and neutral hydrogen atoms are registered by the detector. Beams are
deflected by the magnetic field B.
φ+ = ΓL(H)ΓL(H−)D−1, (2.102)
φ0 = ΓL(H−)ΓC(H+)D−1,
φ− = ΓC(H+)ΓC(H0)D−1,
where:
D = ΓL(H)ΓL(H−) + ΓL(H−)ΓC(H+) + ΓC(H+)ΓC(H). (2.103)
They dynamics of capturing and loosing electrons during the incident proton penetrate of
foil is described in terms of rates ΓL,C. Here ΓL(H) and ΓL(H−) are the probabilities per unit
time for the first and second electron loss, while ΓC(H+) and ΓC(H) are the probabilities per
unit time for the first and second electron capture, respectively [84].
Now by use of Eqs. 2.44 and 2.102 theory and experiment can be compared: left hand
side of the set of Eq. 2.102 comes from experiment, while right hand side from theoretical
models. For experiments the fractions of protons, neutral Hydrogen atoms, and negative ions
are obtained. Then by use of Eq. 2.102 the corresponding rates are calculated. Having the
rates and knowing the velocity of incident protons the corresponding cross sections can be
calculated form Eq. 2.44.
Two plots in the Fig. 2.12 show the different cross sections both for capture and loss when
Aluminum is irradiated with protons H+/Al as a function of proton kinetic energy given in
keV [101]. One can see that for a capture of an electron (upper plot) that the Auger process
ΣA is a dominant one. The resonant process has negligible contribution to the total cross
section. The OBK process (in the literature it is often called the ”shell process”) gives the
main contribution to the total cross section beyond some MeV, depending on the material
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used as a target [87]. There is also one capture process which was not described in the
thesis, it is called the Radiative Electron Capture (REC). For Aluminum it predicts to be
the dominant cross section above a proton energy of ∼ 300 MeV and e.g. for Mylar above
∼ 125 MeV [87]. In this energy range a flux of solar protons at ∼ 1 AU is very small.
Figure 2.12: Top plot, cross sections for capture processes of H+ ion: Auger (ΣA), resonant
(ΣR) and OBK process (ΣOBK). Lower plot, cross sections for loss processes of Hydrogen
atom: Auger and resonant process. The dashed line represents the total cross section Σtotal
of all of the processes.
The theory presented in the previous subsections was tested by many scientific groups
e.g. [26, 27, 84, 87, 92, 100]. Experimental facts clearly show that considered capture and
loss processes adequately describe the nature of charge fluctuation phenomena which appear
inside bombarded material. For majority of the solar protons for which the kinetic energy is
lower than 100 keV, the Auger process leads the recombination. The maximum contribution
of the OBK process to the total cross section is located in a kinetic energy range exceeding
few MeV where solar proton flux is already smaller than that below 100 keV.
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Chapter 3
Degradation of materials under space
conditions
3.1 An overview of degradation processes
3.1.1 Positive electric charging of foils due to irradiation
The surface of the sail-craft will lose electrons and become positively charged by ionization.
This can be caused by the photoelectric effect, by Compton scattering and/or by electron -
positron pair production when high energy photons hit metallic surfaces [54]. For instance
electrons may be ejected from the surface by the Auger process (see Section 2.4.1). Part
of the electron flux will escape from the sail-craft, another part will be attracted back by
the positively charged sail and therefore partially neutralize it, and third part will produce
an electron cloud near the surface of the sail which will screen the electric field [54]. Also,
electrons from solar wind can partially neutralize the positively charged sail.
During the sail mission total surface charge density can be written as:
∆Qs = e
(
dNi
dt
− dNr
dt
)
∆t, (3.1)
where dNi/dt is the number of sail atoms ionized per second and square meter, dNr/dt is
the number of sail ions recombined per second and square meter, ∆t is the operation time
of the sail mission [54]. Now one can determine the rate of ionization. It is shown e.g. by
Kazerashvili and Matloff [54] that only a small fraction X% of sail atoms are ionized. X has
to be determined experimentally. In order to estimate the recombination rate of sail atoms
per unit area, first one has to calculate the number recombined sail ions per mass. In kg this
is [54]:
NA
A10−3
· X
100
, (3.2)
where NA is Avogadro’s number and A is the mass number. Multiplying this number by the
sail material density ρSail and the thickness of the sail Ls (see Fig. 3.1 [54]) one obtains the
number of recombined sail ions per unit area:
NAρSailLs
A10−3
· X
100
. (3.3)
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Figure 3.1: Schematic representation how solar wind electrons (black circles) bombard metal
ions (white circles), of a sail of thickness L [54].
The flux of incident electrons is ne × ve, where ne is the number density and ve the velocity
of the incident electrons, respectively. Hence the recombination rate per unit time and area
is:
dNr
dt
= neve
NAρSailLs
A · 10−3
X
100
ΣRR (3.4)
where ΣRR is the total cross section of radiative recombination processes. The cross section
decreases with increasing electron energy, as the Bethe-Bloch-equation for the interaction of
electrons with metal surfaces proves [66]. The recombination rate increases with:
• number density of incident electrons,
• velocity of incident electrons,
• thickness and density of the metallic foil,
• the total cross section of radiative recombination.
On the other hand it decreases with mass number of metallic foil. A charged sail can
cause a failure of the electrical equipment mounted in the sail-craft. Charged foils can cause
also distortions in a trajectory of the sail-craft, since solar ions are screened by the foil and
an additional pushing force may act. Therefore sophisticated methods have to be developed
to discharge the sail.
3.1.2 Sputtering - removal of the metallic foil ions by the incident
particles
Sputtering is defined as removal of material atoms by incident particles: neutral atoms,
neutrons, protons or electrons. The sputtering is a well investigated subject, there exist
many reviews [11, 17, 51, 73, 74, 99]. Sputtering as a physical process has many useful
applications:
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• the production of atomically clean surfaces in vacuum,
• analysis of surfaces,
• the production of the thin films.
The production of atomically clean surfaces was studied by Fransworth et al. [30]. They
have described, how impurities are removed from surfaces. The bombardment of surfaces of
neutral or charge particles has, however, some unwanted side effects: it damages the surfaces.
In this thesis it will be considered only the second point: the analysis of the surfaces and
their damages.
Methods to analyze materials by sputtering was studied e.g. by Liebl and Herzog [62].
The idea is to sputter a target, and the fraction of particles that leaves the material as ions is
accelerated and analyzed in a mass spectrometer. This technique is known as the secondary
ion mass spectrometry, the SIMS [74]. The idea is to measure the charged/neutral ratio of
the sputtered ions, which depends on the state of the surface and can vary from on element to
another. The SIMS method can provide useful information about the physical properties of
the metallic foil [74]. Castaing and Slodzian [19] used the secondary ion technique for spatial
surface analysis. Abdullayeva el al. [2] have used secondary ions from sputtered surfaces to
produce negative ions for particular applications [74].
An appropriate theory of sputtering was developed e.g. by Sigmund in 1969 [99]. Sig-
mund’s description is based on the collision processes, Boltzmann’s equations and general
transport theory. Sputtering takes place when the incident atoms that sputter off surface
ions have a larger kinetic energy then the surface binding energy of the metal ions. A collision
cascade can be initiated when the incident particle energy E is sufficient to transfer an energy
greater than the displacement energy of a lattice atom. Sigmund considered the amount of
energy per unit length F (x,E, κ) that is transferred to the lattice in a layer of a thickness dx
at x close to the surface by incident particles of an energy E; κ is the direction cosine. He
has shown that the number of low-energy atoms which are put in motion in an energy range
from E0 to E0 + dE0 (where E0 is the energy of sputtered ions) in the pre-defined layer is
[73, 74, 99]:
6
pi2
F (x,E, κ)
E20
dE0dx, E0  E. (3.5)
To calculate the number of surface atoms SY (E, κ) that acquired sufficient energy to over-
come the surface binding energy one has to integrate Eq. 3.5 over the surface [73, 74, 99].
The result is:
SY (E, κ) =
3
4pi2
F (0, E, κ)
n0U0C0
, (3.6)
The SY (E, κ) is also known as a Sputtering Yield. Here n0 is the number density of material
atoms in a unit volume, U0 is the surface binding energy, C0 is a constant value with a
dimension of an area [74, 99]. The energy loss per unit length F (x,E, κ) is in detail derived
in Winterbon et al. [110]. For the low incident particle energies up to 1 keV, Eq. 3.6 can be
approximated by:
SY (E, κ) = αm
3
4pi2
4mM
(m+M)2
E
U0
, (3.7)
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where m is the mass of the incident particle, M is the mass of the material ion, αm is
a dimensionless physical quantity which depends on the ratio M/m. For the high energy
incident particle energies greater or equal than 1 keV [74]:
SY (E, κ) = 0.042αm4piZmZM
ae2
U0
(
m
m+M
)
sn(m), (3.8)
where m = a
ME
m+M
/(ZmZMe
2), Zm, and ZM are charge numbers of the incident particle and
the material ion, respectively. sn(m) is a universal function tabulated by Lindhard et al.
[64], a = 0.8853r0(Z
2
3
mZ
2
3
M)
− 1
2 , and r0 is the Bohr radius.
The sputtering yield can also be defined as a function of an angle between the normal to
the irradiated surface and the path of the incident particles SY (θ):
SY (θ) =
SY (E, κ)
SY (E, 1)
= secf θ, (3.9)
where f is a function of the ratio of the mass of a material ion and a mass of the incident
particle M/m [74]. The coefficient is plotted in Fig. 3.2.
Figure 3.2: The sputtering yield as a function of angle θ [74].
The sputtering yield SY (θ) has its maximum at 70o ∼ 80o and then decreases to zero at 90o.
This fact cannot be explained by use of here presented theory, because according to the Eq.
3.9, SY (θ) is proportional to the secans of the angle θ [74]. However, the theory can explain
the phenomenon up to θ ≤ 80o, as it is seen in Fig. 3.2. For angles larger than 80o is not a
dominating degradation effect.
There exist many sputtering experiments. Karmakar et al. [52] investigated the sputtering
on to a variety of thin metallic foils: Co, Cu, Ag, Pt and Au. The thickness of films varied
in the range of 30 - 200 nm. The samples were exposed to ion fluences of 1× 1017 ions cm−2
for Co, Cu, Ag and Au and 5 × 1016 ions cm−2 for Pt of the 16.7 keV Ar+ ion beam. The
base pressure in the target chamber was less than 5× 10−8 mbar [52]. Results are presented
in Fig. 3.3.
The first column shows unbombarded surfaces, while the second, third and fourth columns
shows surface bombarded under θ = 60o, 70o and 80o with above mention fluxes, respectively.
At 60o riples appear for Co and Cu parallel to the ion beam direction. At 70o arrays of tiny
cones appear in the ion beam direction. At 80o characteristic ripples appear in all films [52].
By use of the SRIM software one can calculate the sputtering yield for a given angle
between normal to the target and a beam line. 7.5 µm Kapton foil covered on both sides
with 100 nm Al, a typical solar sail material, was examined. The sample was irradiated
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Figure 3.3: First column shows unbombarded surfaces, second, third and fourth 60o, 70o and
80o of the θ angle, respectively. Rows from top to bottom for: Co, Cu, Ag, Pt and Au [52].
perpendicular by incident protons. Fig. 3.4 shows the sputtering yield as a function of
energy of incident protons. Results are derived for 1000 incident particles.
Figure 3.4: sputtering yield as a function of the energy of incident protons. The data were
derived by use of the SRIM software [114].
The sputtering yield decreases with increasing energy. It is obvious because more energetic
particles penetrate the foil to higher depths, while low energy incident particles degrade only
the first few atomic layers of the foil. This causes the ejection of foil ions from the surface.
In the laboratory it is possible to measure the mass of a foil before and after irradiation.
The mass difference is proportional to the number of sputtered ions. It is worth studying both
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experimentally and theoretically the sputtering yield for a given configuration of: energy of
incident particles, angle between beam line and surface normal, type of target film, pressure
and temperature conditions in the vacuum chamber, where the sputtering processes are
observed.
3.1.3 Atomic Oxygen - ATOX
Atomic Oxygen (AO) in the Low Earth Orbits (LEOs) is known to cause severe damage
to organic-based materials as well as to polymers and metals. It is produced by the photo-
dissociation of molecular oxygen in the upper atmosphere by solar radiation of wavelength
of about 243 nm [8]. Fig. 3.5 shows the relation between the altitude and the concentration
of the AO (lower scale) [77]. For moderate solar activity and for an altitude of 500 km
the concentration of ATOX is 107 cm−3 and the flux is 1013 cm−2 s−1. In this altitude the
thermal energy of ATOX is about 0.1 eV [8]. At LEO space vehicles are orbiting the Earth
with velocities of 7.113 to 7.726 km s−1 [80]. Under such conditions the impact energy of
ATOX on the satellite is about 5 eV.
Figure 3.5: Atmospheric Atomic Oxygen density in Low Earth Orbit [90].
SASLab, the Laboratory of the Aerospace and Astronautics Engineering Department of
the University of Rome performed experiments with Kapton and Kapton-ge films. Kapton-
ge film is a germanium coated Kapton film [14]. The SAS (Space Environment Simulator)
facility simulates space conditions of the LEO in which the impacting kinetic energy between
the spacecraft moving with speed 7-8 km/h and incident particles is approximately 4.5 -
5 eV [14, 39, 112]. SAS facility used ATOX as incident particles. Degradation processes
manifest themselves as material’s mass loss, changes of chemical, electrical, thermo-optical
and mechanical properties of the irradiated foils [14, 38, 76].
Fig. 3.6 shows results of bombardment of Kapton (first columns) and Kapton-ge (second
column) films. The Kapton film looks very smooth before bombardment (upper left, magni-
fication 20000). After 1 h bombardment by ATOX ions with a fluence of 4.3×1018 ions cm−2
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(lowe left, magnification 60000) the surface is eroded and has a cone-like morphology [14].
Kapton-ge film before experiment (upper right) looks similar to the Kapton film. After 1 h
of bombardment with the same fluence of ATOX ions, it’s erosion looks very different (lower
right): there appears only a slightly visible roughness of the surface. Of course the differences
of the bombardment results are caused by structural differences between both films [14].
Figure 3.6: Two films, Kapton (first column) and Kapton-ge (second column) before (first
row) and after (second row) bombardment of 4.3×1018 ATOX ions cm−2 in 1 hour experiment
[14].
Degradation effects caused by ATOX are considered as one of the most serious hazard
to spacecraft materials and are effective at altitudes between 200 and 700 km [90]. They
change optical, mechanical, electrical and chemical properties of materials [40]. Fig. 3.7
shows the erosion of a Kapton foil covered with Aluminum. The picture has been taken by
the electronic microscope [9]. It givens an impression how a typical ATOX flux of 1013 cm−2
s−1 damages surfaces exposed to it over a few mission years.
3.1.4 Electromagnetic radiation
The contribution of all degradations encountered in space can be represented by a decrease
of the thermo-optical efficiency of investigated materials over the exposure time of materials
[21].
The most important defects in the free space originates from the complex influence of the
ultraviolet radiation at wavelength below 200 nm together and simultaneously with particle
radiation by protons and electrons [65].
The role of UV radiation in degradation processes of space materials have been studied
experimentally by many scientific groups. Selected results and conclusions are presented
below.
Simultaneous ultraviolet and ionizing radiations can give different results then those ob-
tained during an irradiation using only one type of irradiation, or two types of irradiations
sequentially carried out [93]. That has been shown by a series of experiments made at
ONERA/DESP. Various polymers and white paints have been used: Polyamide Kapton,
S13G/LO, PSG120, Z93 and PSZ 184 [93].
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Figure 3.7: The scanning electron microscope photography. The crack is caused by ATOX
bombarding an Aluminum covered with Kapton film [9].
Studies of solar absorption coefficient αS have been made by a DLR group in collaboration
with the Institute of Physics and Power Engineering, Russia. It has been shown that UV
radiation together with proton/electron irradiation causes a larger increase (about 131 %) of
αS, apposed to the exposure of the sample only to protons/electrons [3, 65]. The sample was
a 7.5 µm thick Kapton foil, its front side was covered with a 100 nm Al layer and its back side
with 30 nm Chrome layer [65]. The black chrome back side guarantied a fast thermalization.
The front side of the sample was exposed to the radiation sources.
According to the irradiation test performed in the SEMIRAMIS facility (ONERA), degra-
dation of silicate (white ceramic) and silicone paints is higher with electrons than with UV
light and proton irradiation [69]. The degradation of material was measured as a change
of solar absorption coefficient and reflectance of irradiated probes. The test duration of 5
months simulated eight years of flight in a Geostationary orbit (GEO) [69].
Another set of tests was made by Sharma et al. [96]. The group used the SEMIRAMIS
facility (ONERA). The goal was to simulate the radiative geostationary space environment.
Different kind of materials were examined: white paints, black paints, multilayer insula-
tion materials (MLI), varnish coated aluminized polyimide, germanium coated polyimide,
polyether ether katone (PEEK) and poly tetra fluoro ethylene (PTFE). The solar absorption
coefficient αS as well as the thermal emission coefficient t ware measured after 0.5, 1.0, 2.0
and 3.0 ESY (Equivalent Sun Years) of irradiation of the UV-light. Note that Equivalent
Sun Hour (ESH) is defined as a number of laboratory irradiation hours multiplied by the
number of used solar constants in a given spectral range. For instance for MLI after 3 ESY
of irradiation the αS increased by a factor of 32.5% after UV exposure. The αS increased
by a factor of 47.9% when MLI was exposed to UV radiation together with irradiation of
electrons and protons. For aluminized Polymide foil and 3 ESY the αS increased 46% after
the exposure only to UV light. It increased 58.73% after irradiation of the sample with
UV-light together with electrons and protons. On the other hand the emissivity t increased
by a factor of: 1.95% and 2.78% for MLI and aluminized Polyimide, respectively. This is a
significantly increase then observed for αs. Note that t was measured after the samples were
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exposed to UV-light and irradiated by electrons and protons together.
Unfortunately, the group used the sequential irradiation of the samples, which means
that the probe was first exposed to UV-light then αS was measured and after that the same
sample was irradiated by electrons and protons and again αS was measured. This method
does not allow to examine the true role of degradation of the probe due to electrons/protons
irradiation alone, because the optical properties of the sample were already changed by the
preceding UV irradiation.
The space mission BepiColombo to planet Mercury planned and prepared by ESA together
with JAXA, provides a great opportunity to check the role of UV radiation in the degradation
process of the protection shield of the spacecraft. Tests have been made in the ESA/ESTEC
laboratories [45]. The shield has been produced with various silicate paints (white ceramic).
Probes were irradiated by two types of UV radiation sources: a deuterium lamp (UV) and a
VUV source. The UV wavelength bandwidth is 200 to 400 nm, while the VUV bandwidth
is 115 to 200 nm. Probes were exposed at elevated (450oC) temperature to UV and VUV
radiation of approximately 17 Solar Constants (SC), accumulating a total UV dose of 52000
ESH [45]. Many types of white ceramic have been used (Astroquartz 2, Astroquartz 3 and
Nexel Refrex 1210), the increase of the solar absorptance αS varied from 353 % to 410% [45].
In summary, the optical properties (αS, t) of different kinds of surfaces are damaged
more by exposure to UV-light then by electron/proton irradiation at least relatively short
distances to the Sun [3, 65]. However, according to the studies accomplished by Marco
et al. [69] in a GEO orbit, electrons cause larger changes of optical properties of white
ceramic and silicone paints then UV-light together with proton irradiation. However in case
of aluminized Kapton and MLI blankets sequential irradiation with UV-light and charge
particles has shown then the UV-light causes the main contribution to changes of the solar
absorption and the thermal emission coefficient [96]. Extreme environmental conditions like
those which are present at Mercury distance to the Sun were carefully studied at ESA/ESTEC
[45]. The growth of the solar absorption coefficient of white ceramic due to UV radiation
was enormous. Unfortunately degradation effects due to particle irradiation were not taken
into account.
3.2 Blistering
H2 blisters are metal bubbles filled with hydrogen molecular gas resulting from recombination
processes in the metal lattice. Blistering occurs as an effect of irradiation damages. It changes
the physical properties of the irradiated surface and increases the erosion rate [7]. As it is
known from experiments, caps of blisters lose thermal contact with the target body and,
therefore, become overheated under intensive beams [7]. Growth of blisters on a flat surface
can be considered as the increase of surface roughness that causes the decrease of mirror
reflectivity [7].
Degradation of structural properties of solids, referred to as embrittlement caused by
Hydrogen, plays an important role in material physics [67]. Four general processes of the
embrittlement have been proposed: formation of a hydride phase, enhanced local plasticity,
grain boundary weakening, and blister/bubble formation [67, 81].
Blistering is caused by formation of pockets of hydrogen gas just below the metal sur-
face. The tendency to form bubbles depends on: proton energy, time - integrated proton
flux, temperature of the target, crystallographic orientation of the irradiated surface and on
impurities and defects in the sample [22]. The amount of Hydrogen retained in the sample
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is sensitive to the crystallographic orientation as well as to the diffusion rate [22].
Hydrogen atoms are much smaller then metal atoms, but they can introduce strain into
the metal lattice when absorbed as interstitial atoms [75, 89, 105]. They can also change
the electronic structure of near neighbor metal atoms [89]. That causes an increase of the
energy of the sample. The energy may be decreased by the aggregation of the interstitial
hydrogen atoms into hydrogen atom clusters, which then form molecular hydrogen bubbles
[89]. Hydrogen could not agglomerate into H2-clusters without the presence of vacancies in
the metal lattice. The final number of bubbles depends on the number of vacancies initially
placed in the metal lattice [77], i.e. it depends crucially on the production process of the
metallic surfaces. A single vacancy in Aluminum can trap up to twelve H atoms. For
comparison, a vacancy in Iron can trap only up to six H atoms [67].
Blistering takes place together with the so-called pitting formation. The pits are surface
micropores that occur during proton irradiation of materials. The distribution of pits was
found to be affected by particle energy, total flux, crystal orientation, and crystal substructure
[77]. The density of pits increase with decreasing energy of incident particles. Thus, even a
perfectly produced metallic surface that contains no vacancies will acquire a certain surface
roughness as soon as it is exposed to solar proton irradiation.
3.2.1 Time evolution of bubble formation
Figure 3.8: Schematic representation of a bubble. The dotted area is filled with hydrogen
molecular gas. The bubble has a radius of ri and the height of ai.
Fig. 3.8 shows the scheme of a cap of a sphere with a radius Ri. Here ai is the height
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of the cap, while ri is it’s radius. Hereafter the cap is named as the bubble. By use of the
spherical coordinates, the volume of the ith bubble is:
Vi =
2
3
pir3i , (3.10)
For simplicity in this thesis a half sphere is considered, i.e. ai = Ri = ri. The general equation
as well as the relation between the height and the radius of a cap of a sphere is presented in
Appendix B.1.
The differential growth of the radius of the ith bubble dri is caused by a small portion of
H2 molecules merged to the bubble in a period of time dt.
It is assumed that the gas inside the ith bubble behaves like an ideal gas:
piVi =
N∑
j
NH2,i,jkBT, (3.11)
where pi is the pressure of the gas, kB is the Boltzmann constant, T denotes the temperature
of the sample, NH2,i,j is the number of H2 molecules merged to the i
th bubble in the jth period
of time step ∆tj, N is the number of tiny time steps, hence N ×∆tj is the total irradiation
time of the sample. The number NH2,i,j is then given by:
NH2,i,j = 0.5
(
NTB
)−1
Np+,j η ξH2 (1−BS), NTB = NBAs, Np+,j = I∆tjAs. (3.12)
The factor 0.5 reflects that a single H2 molecule consists of two H atoms, N
T
B is the total
number of bubbles on the irradiated sample, NB is the number of bubbles per unit area, I
is the proton flux, As is the area of the sample, Np+,j is the number of protons sent to the
sample in the jth period of time step ∆tj. While 100% of protons recombine into H atoms in
the metal lattice, only a few percent of them recombine to H2 molecules [18]. Hence the η
factor is the relation between the number of H2 molecules and the H atoms in the lattice. Not
all of the H2 molecules will merge into a H2-clusters and finally to H2-bubbles, hence the ξH2
factor is the relation between the number of H2 molecules inside and outside the bubbles. BS
is the factor of backscattered ions. If BS is 1 then all of the incident ions are backscattered.
If BS is 0 then all of the incident ions penetrate into the target. BS depends on the proton
energy and on metal properties and can be estimated by use of the SRIM software [114].
The first step to estimate the radius of the ith bubble is to calculate the Helmholtz free
energy of the whole configuration Fconfig. Since the free energy is an additive quantity, the
total free energy of bubble formation is a sum of following constituents: free energy of H2
gas inside the ith bubble (Fgas,i), the metal deformation (Fmd,i) of the surface caused by the
bubble itself, the surface free energy (Fsurf,i) of the cap of the bubble, free energy of H2
molecules (FH2), and that of the H atoms (FH) placed outside the bubbles within the metal
lattice.
The Helmholtz free energy of the whole configuration described above is:
Fconfig = Fgas,i + Fmd,i + Fsurf,i + FH2 + FH. (3.13)
The next step is to estimate the free energy of the increase of the ith bubble. It consists of
the free energy of a gas filled in the bubble, the free energy of a metal deformation, and of
the surface free energy of the bubble cap.
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Using the well known thermodynamical relation between the pressure of the gas and the
Helmholtz free energy, p =
(
∂F
∂V
)
T
, together with Eq. 3.11, the free energy of a gas contained
in the ith bubble is:
Fgas,i = −
N∑
j
NH2,i,jkBT ln
(
Vmax,i
Vmin
)
, (3.14)
where Vmax,i is the maximum volume a bubble can reach before it breaks, while Vmin is its
minimum volume.
It is assumed that two H2 molecules form the smallest possible bubble. The radius of
such bubble is approximately 3.2 Bohr radius [88].
The bubble will crack if the pressure of the gas inside is higher then the pressure exerted
by the metal deformation of the cap. The relation between the pressure of the gas, the strain
σs of the metal, and the bubble radius corresponding to Vmax,i is [61]:
pgas, insite bubble − poutside bubble = 2σs
rmax,i
. (3.15)
Since it is assumed that the sample is placed in the space vacuum, the pressure outside the
bubble is set to zero. The strain is a function of the temperature and it is unique for a given
material. The maximum volume of the bubble is:
Vmax,i =
2
3
pi
[
3
∑N
j NH2,i,jkBT
4piσs(T )
] 3
2
. (3.16)
The free energy of a metal deformation Fmd,i caused by the bubble with radius ri can be
found in [58]. It is given by the following relation:
Fmd,i =
4pi
3
r3i (1 + γp)
EY
p2i . (3.17)
Here γp is the Poisson coefficient, i.e. the ratio of transverse to axial strain of the sample
material, EY is the Young module. In Appendix B.4 in Table B.2 some Poisson coefficients
and Young modules for common materials are listed.
The free energy of a surface of a cap of the ith bubble can be found in [70]. It is given by:
Fsurf,i = 4pir
2
i σs(T ). (3.18)
The Helmholtz free energy of H2 molecules located outside the bubbles at certain positions
within the metal lattice is expressed by the following relation:
FH2 =
NTH2 − N
T
B∑
i
N∑
j
NH2,i,j
H2 + kBT ln
NTH2 −∑NTBi ∑Nj NH2,i,j
N0
 , (3.19)
where NTH2 is the total number of H2 molecules inside the sample, N
T
B is the total number
of bubbles on the sample, H2 is the binding energy of the H2 molecule with a vacancy, and
N0 is the number of the lattice sites. The detailed derivation of the Eq. 3.19 is presented in
Appendix B.2.
Similarly, the Helmholtz free energy of H atoms located outside bubbles at certain posi-
tions within the metal lattice is described by:
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FH =
(
NTH − 2NTH2
) [
H + kBT ln
(
NTH − 2NTH2
N0
)]
, (3.20)
where H is the migration energy of the H atom in the metal lattice, and N
T
H is the total
number of H atoms in the sample. The detailed derivation of the Eq. 3.20 can be found in
Appendix B.3.
Since now each term of the Eq. 3.13 is determined, the next step is to estimate the radius
ri of the i
th bubble at a given time t. This will be performed by assuming that the process
of bubble growth is a quasistatic one, i.e. during each jth time step ∆tj a small portion
of H2 molecules is merged to the i
th bubble and the thermodynamic equilibrium is rapidly
established:
∂Fconfig
∂NH2,i,j
= 0. (3.21)
The condition leads to the following relation:
8piΞi,jσs(T )r
5
i −Hir4i +
3
pi
1 + γ
E
 N∑
j
NH2,i,j
 k2BT 2
2Nri − 3Ξi,j N∑
j
NH2,i,j
 = 0, (3.22)
Ξi,j is defined below in Eq. 3.25. Hi is an abbreviation of:
Hi = − ∂Fgas,i
∂NH2,i,j
− ∂FH
∂NH2,i,j
− ∂FH2
∂NH2,i,j
. (3.23)
The derivatives of the Helmholtz free energy of the gas inside the ith bubble, of metal defor-
mation caused by the bubble, of H2 molecules and of H atoms with respect to the number of
H2 molecules added at the j
th time step to the ith bubble are shown in the Appendix B.4.
Experimental facts, the possibility of formation of hydrogen molecular bubbles under
space conditions as well as the numerical solutions of Eq. 3.22 will be considered in Section
3.2.2. Finally in Section 3.2.3 the reflectivity of a foil coved with a certain hydrogen molecular
bubbles having different sizes will be presented.
3.2.2 Experimental facts, space environment, and numerical anal-
ysis of bubble formation
The plan of the Section is as follows: first the physical conditions under which bubble for-
mation is possible at all are explored and some numerical simulations that use proton fluxes
at Earth orbit will be shown. Then the possibility of growth of hydrogen molecular bubbles
on metallic surfaces under space conditions will be considered.
Experimental facts
According to experiments performed by many scientific groups, e.g. [22, 77, 78], there exist
two critical parameters for the bubble formation: the total dose of protons and the temper-
ature of a sample. The temperature range in which bubbles were observed on the foils is
288-573 K [22, 77]. Above 630 K, the diffusivity of H in Aluminum is so large that Hydrogen
atoms escape from the metal lattice before they can form bubbles [78]. Depending on the
experimental setup, the critical dose of protons above which the process occurs is 1016...1017
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H+cm−2. The blistering phenomenon was observed also after sample irradiation by H+2 ions.
In that case the critical dose of ions above which the process took place is ∼ 1018 H+2 cm−2.
A large set of proton irradiation tests has been made by Milacek et al. [77]. Rolled
99.999% Aluminum was used as target material. The energy range of incident protons varied
from 10 to 200 keV. Aluminum samples were exposed to a flux of 1.5×1012 and 11.8×1012 H+
cm−2 s−1 at room temperature. Some of the samples were annealed above 470 K. Depending
on the experimental setup, the total dose of protons varied from 1.0× 1016 H+ cm−2 to 3.5×
1017 H+ cm−2. Hydrogen molecular bubbles were observed at room temperature after proton
irradiation with energies lower then 70 keV. For higher proton energies bubbles appeared
after annealing of the samples to approximately 470 K.
The bubbles once formed, were elongated along the rolling of the samples. Typical lengths
of bubbles were 1.2 µm for samples irradiated at room temperature by 50 keV protons, and
117 µm for samples irradiated by 200 keV protons at 470 K. The higher the temperature of
the sample, the larger the observable size of the bubbles.
An energetic and temperature threshold of formation of molecular hydrogen bubbles was
measured by Daniels [22]. The Aluminum sample was irradiated by a flux of 100 keV protons.
The total dose of protons was 1017 H+ cm−2. The sample was irradiated at a temperature of
300 K. Under these conditions no bubbles were observed. Afterwards, the sample was heated
up to 570 K and a dense concentration of bubbles was observed.
It is worth mentioning that molecular hydrogen bubbles ware also observed on: Cooper,
Tungsten, Palladium, and Iron [7]. The samples were irradiated by protons, with energies
from 100 to 200 keV. The maximum dose sent to the samples was 7 × 1020 H+ cm−2. Two
temperatures of the samples were investigated: 297 and 370 K, respectively. The higher the
temperature, the larger diameters of bubbles were observed. Materials that do not exhibit
blistering are e.g. Tantalum and Vanadium. Proton doses up to 2.3 × 1020 H+ cm−2 did
not cause and blistering on these materials [7]. Perhaps these metals are well suited for
application in space technology.
The size distribution of molecular hydrogen bubbles was studied by Kamada et al. [50].
They irradiated Aluminum foils by a flux of 25 keV H+2 ions. The result is shown in Fig.
3.9, for a total fluence of 4× 1017 H+2 cm−2 (squares) and 1.6× 1018 H+2 cm−2 (cycles). The
temperature of the specimen hold at 300 K. Two samples have been irradiated. The first
sample had a dimension of 20× 20× 0.1 mm while the second one had a thickness of 5 µm.
The majority of bubbles have diameters below 400 A˚. The maximum number of bubbles,
about 30% of the population, have a diameter of 180 A˚.
Different results have been shown by Milcius et al. [78] they used as well H2+ ions as
incident particles. The Aluminum foil of thickness of 2− 5 µm has been irradiated by a flux
of 1 keV H+2 ions, when total fluence of incident ions was 10
18 H+2 cm
−2. As is seen in the
Fig. 3.10, the diameter of bubbles at room temperatures (left picture) is in µm range. The
largest bubble diameter is smaller then 10 µm. On the other hand, at 450 K it is seen that
the diameter of some bubbles is even larger then 100 µm.
Hemispherical bubbles have been observed by Rozenek [91]. Hydrogen was filled into
the samples by electrochemical charging. Current densities of 50 mA cm−2 were applied.
The method is based on the principle that the sample is negatively and the gas is positively
charged. Then a flux of ions is generated. Bubbles were observed on a surface of 99.999%
Aluminum samples with thickness of 2 mm. A wide variation in the size from large (tens of
micrometers in diameter) to very small sizes (nanometers in diameter), in the distribution, in
the density, and in the geometrical shapes of the surface bubbles were observed [91]. A single
bubble of Rozenek’s experiments is presented in Fig. 3.11. The picture is taken by use of the
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Figure 3.9: Diameter distribution of hydrogen molecular bubbles on a surface of Aluminum.
The target was irradiated by 25 keV H+2 ions with a fluence of 4 × 1017 H+ cm−2 (squares)
and 1.6× 1018 H+ cm−2 (cycles) [50].
Figure 3.10: An Aluminum sample at two different stages is considered. It was irradiated
with 1 keV H+2 ions. The left picture shows the sample at the temperature of 300 K, while
the right picture at 450 K [78].
SEM (Scanning Electron Microscope) method. The Aluminum sample was electrochemically
charged for 24h at room temperature. The method of electrochemical charging, however, can
serve as a model of bubble creation under space conditions.
Blistering under space conditions
To check rather the growth of molecular hydrogen bubbles is possible under space conditions
a simple model is considered. A cube of 1m satellite size located at 1 AU distance orbit from
the Sun. The idea is to estimate the temperature of the satellite when the rotation axis is
perpendicular to the orbit’s plane. It is assumed that the cube is made of 10 µm polished
Aluminum plates. The temperatures of the walls as a function of the rotation speed of the
cube are presented in the Table 3.1. The maximum temperature denotes the temperature
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Figure 3.11: A bubble of a diameter of 50 µm is presented. The temperature of a sample
was 300 K [91].
Table 3.1: The temperature of a cold wall and hot wall of a rotating cubic satellite with a
given RPM is presented. Three distances from the Sun are considered: 0.5, 1.0, and 1.5 AU,
respectively. The blue and red cases are not suited for bubble formation.
1.5 AU 1.0 AU 0.5 AU
RPM Temp. min [K] Temp. max [K] Temp. min [K] Temp. max [K] Temp. min [K] Temp. max [K]
0.0 3 423 3 518 3 733
0.01 100 423 101 518 101 733
0.05 165 421 168 517 170 732
0.10 202 415 207 515 213 732
0.50 278 358 316 476 346 703
1.00 300 335 350 443 418 673
5.00 314 321 382 397 524 593
10.0 320 319 385 393 535 567
50.0 317 318 388 390 547 553
100.0 318 318 389 389 549 552
of walls exposed to the Sun, while the minimum temperature is the temperature of the
walls in the shady side to the Sun. Additionally two distances of the satellite to the Sun
are considered: 0.5 and 1.5 AU, respectively. According to the experimentally found limits
[22, 77], below a sample temperature of 288 K and above 630 K no formation of bubbles
is possible. Hence values marked by blue color indicate that for the given rotational speed
of the satellite and the given distance to the Sun formation of bubbles is stopped. The red
color indicates that the temperature is to high to form bubbles. Therefore the temperature
criterion of bubble formation is fulfilled for those satellites which are located at distances of
1.0 and 1.5 AU to the Sun, and whose rotational speed is higher then 5 RPMs if they are
located at 0.5 AU distance orbits to the Sun.
The second criterion of bubble formation is to receive a minimum dose of incident protons
(∼ 1016 p+cm−2). Fig. 3.12 presents the solar proton flux at 1 AU distance. Assuming that
the Sun generates only monoenergetic 5 keV protons, then the sample will collect the critical
number of protons after 107 seconds, i.e. after 116 days. To estimate the flux of protons at
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Figure 3.12: The flux of solar protons as a function of energy is presented. The four on-line
databases were used: the SOHO, ACE, ONERE, and SPENVIS.
0.5 or 1.5 AU one can use the relation:
4pi(1AU)2 × I1AU = 4pir2 × Ir, (3.24)
where Ir is the flux at distance r. Therefore, for 0.5 AU distance orbits the bubble formation
will be possible after only 29 days, while at 1.5 AU it takes 260 days to collect the minimum
dose.
The presented requirements for total dose of protons as well as for temperatures clearly
show that the occurrence of blistering in space, at least in the vicinity of the Earth is highly
probable. Here it was assumed for simplicity that the Sun generates only monoenergetic
protons. Under real space conditions with a wide spectral distribution of the proton flux, the
bubble formation will proceed somewhat faster.
Numerical model of bubble formation
We consider the growth of the ith bubble located on the metal surface. It is assumed that
the Aluminum sample has an area of 1 cm2. At time t = 0, a ”seed” bubble is present that
contains only two H2 molecules in accordance with a assumption about Vmin. At each time
step ∆tj a number of H2 molecules NH2,i,j is merged to the bubble. Hence, Eq. 3.22 has to
be solved at each time step. At the beginning of the bubble growth process, the differential
increase of the bubble radius dri,j is higher then at its end. To realize that fact lets consider
a simple example. At time t = 0 the bubble consists of two H2 molecules. For simplicity it is
assumed that during each time step only two H2 molecules are merged to the bubble. After
∆t the bubble consists of 4H2 molecules, hence the number of molecules increases by 50%.
At the time 2∆t the bubble consists of 6H2 molecules, hence the number increase is now
33.3%, and so on. A realistic description of the H2 molecule number increase in a bubble
with time is:
Ξi,j =
∆ri
∆NH2,i,j
= j
1
3 ri,0. (3.25)
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The exponent 1
3
is a model parameter of a bubble growth. Increasing that exponent leads
to a reduction of the pressure in the bubble. However, 1
3
is a good guess accordance with
experimental data.
Six models are considered. In each model it is assumed that the sample has been irradiated
by a flux of protons of 6.24 × 1012 H+cm−2s−1 during more than 104 seconds. Hence the
criterion of the proton critical dose above which the bubble formation is observed is fulfilled.
Two different temperatures of the sample are realized: 300, and 550 K, respectively. The BS
coefficient is set to 10−2, which means that 1% of the incident protons are back scattered.
The value is taken from a set of experiments made by SRIM software [114]. The number
density of bubbles per cm2 is set to 100. The η parameter is set to 10−2. This value is taken
from the work of Canham et al. [18]. The free parameter ξH2 , which is the relation of H2
molecules inside and outside the bubbles, is set to 10−6, 10−4, and 10−2, respectively.
Results are presented in Fig. 3.13. The left plot shows time evolution of bubble growth
at 300 K while the right one at 550 K. Blue-, green- and red- line denotes models with ξH2
factor of: 10−6, 10−4, and 10−2, respectively. One can clearly see that the size of bubble is
higher at 550 K than at 300 K. There is a significant difference between the size of bubble
at three different ξH2 values. At time t = 10
4 s and temperature of 300 K the radius of the
bubble is 4.3-, 7.4-, and 11.7 -times smaller than its maximum radius (defined by Eq. 3.16)
for ξH2 = 10
−6, 10−4, and 10−2, respectively. For the temperature of 550 K the radius is
3.3-, 6.7-, and 10.8 -times smaller than its maximum one for ξH2 = 10
−6, 10−4, and 10−2,
respectively.
Figure 3.13: Two temperatures of the sample are considered: 300 K (left plot) and 550 K
(right plot), respectively. Three different ξH2 values have been used: 10
−6, 10−4, and 10−2,
respectively.
With here presented theory of bubble formation allows to predict of growth process of
small bubbles (tens of A˚ in a diameter), as well as of those whose radius is larger than 10
µm. The presented experimental results can be reproduced. Also it has been proven that
molecular hydrogen bubbles can be formed in the interplanetary medium, since both flux of
solar protons and temperatures are well suited for bubble formation.
3.2.3 Reflectivity of a metallic foil covered with bubbles
The momentum transfer of a photon to an ideal reflecting surface is given by the well known
relation ∆q = 2q cos θ, where θ is the angle between the surface normal and the path of a
light ray. A foil at two different surface qualities is considered. At time t = 0 the foil has not
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been exposed to the electromagnetic radiation and/or charged particles, and is considered
to be a perfect mirror with reflectivity factor R = 1. It means that all of the incident light
rays are reflected ideally, no light ray is absorbed by the target. The other state of the foil is
when it has been irradiated by a flux of protons and hydrogen molecular bubbles have been
formed on its surface. The reflectivity of the degraded foil is calculated in the following way.
It is assumed that the foil is covered by a grid with fixed size of a single cell. The cell has a
size of cell × cell, see Fig. 3.14.
Figure 3.14: A fraction of the foil with one spherical bubble is shown. The size of a single
cell of the grid is cell × cell.
The reflectivity of a single cell is:
Rcell =
∆q
∆qmax
, (3.26)
where ∆q is the momentum transfer of a photon to the degraded foil. ∆qmax is the momentum
transfer of a photon to a cell at t = 0. Taking in to account all cells, one has:
Rfoil =
∑Ncell
i ∆qi∑N
i ∆qmax,i
. (3.27)
Here Ncell is the number of cells. Assuming that the flux of photons irradiates parallel to
the foil surface normal, and that at time t = 0 the foil was a perfect mirror without surface
imperfections, Eq. 3.27 reduces to:
Rfoil =
∑Ncell
i 2q cos θi
Ncell × 2q =
∑Ncell
i cos θi
Ncell
. (3.28)
Where θi is the angle of deflection of a photon from a single i
th cell. Table 3.2 shows the
relation between the average radius of a bubble r¯ and the reflectivity of a foil. Note that the
size distribution of bubbles is considered to be as in Kamada et al.([50], see Fig. 3.9). Three
different bubble number densities NB are considered: 500, 1000 and 1500, respectively. The
ratio of the average radius of the bubbles r¯ to the size of the cell  is fixed, and is set to
100. Data from the table are plotted in Fig. 3.15. It turns out that the reflectivity is very
sensitive to the average radius and surface density NB of bubbles that cover the irradiated
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foil. For a small average radius of bubbles the change of reflectivity factor is negligibly small.
For bubbles with an average radius of 100 µm the change in the reflectivity with respect to
the initial state of the foil is: 7.3, 17.4, and 26.5% for 500, 1000 and 1500 NB, respectively.
Table 3.2: Relation between average radius of a bubble, and the reflectivity of a foil. Three
different number of bubbles per one cm2 NB are considered: 500, 1000, and 1500, respectively.
r¯ [µm] R: NB = 500 R: NB = 1000 R: NB = 1500
10.0 0.999 0.998 0.997
20.0 0.997 0.993 0.989
30.0 0.994 0.985 0.970
40.0 0.989 0.973 0.950
50.0 0.983 0.959 0.927
60.0 0.978 0.942 0.898
70.0 0.969 0.918 0.855
80.0 0.959 0.895 0.789
90.0 0.944 0.857 0.752
100.0 0.927 0.826 0.735
Figure 3.15: The reflectivity of a metallic foil covered with hydrogen molecular bubbles as a
function of average radius of a bubble. Three different number of bubbles per one cm2 are
considered: 500, 1000, 1500, respectively.
Chapter 4
Conclusions and Outlooks
This thesis explained the importance of degradation processes of materials under space con-
ditions. The space environment is highly rough for any technical equipment, since space is
filled with high speed charge particles and electromagnetic radiation. In this thesis the solar
sail technology was used as a reference example. The performance of sail-crafts is slightly
defected to any changes of thermo-optical properties of their materials, since their propulsion
abilities suffers from any degradation processes.
A short review of the most important degradation processes was given. A possibility of
charge of metallic foils under particle irradiation was investigated. The following degradation
processes that may appear in space have been discussed: the sputtering process, influence of
the Atomic Oxygen, and effects of electromagnetic irradiation.
Recombination processes of incident protons with metal free electrons were investigated
with special attention. A detailed mathematical description of the following three processes
was presented: the Auger-, the resonant-, and the Oppenheimer-Brinkman-Kramers (OBK)-
process, respectively. The author modified the OBK process that it is now suited for light
incident ions. That is the case when metallic targets are irradiated by solar protons.
The central topic of this thesis was the development of a thermodynamical model of
formation of molecular hydrogen bubbles on metallic surfaces under space conditions. The
here presented model allows the description of bubble grow on selected materials and under
well defined environmental conditions. The grow both of small bubbles (tens of A˚ in diameter)
and larger ones (tens in µm in a diameter) can be modeled. The reflectivity of the Aluminum
foil that is covered with different bubble surface densities and different radii was investigated.
A quantitative relation between the bubble growth, the bubble surface density, and the
reflectivity of the degraded foil has been derived. Therefore, bubble formation will reduce
the propulsion abilities of any sail-craft.
Thus up to now available results of laboratory experiments with respect to molecular
bubble growth under proton irradiation have been reviewed. A large set of different materials
has been investigated. The collected experimental results and the numerical model lead to
the conclusion that bubble growth processes may appear at least in the close vicinity of the
Sun.
In the near future the formation theory of molecular hydrogen bubbles on metallic surfaces
will be verified experimentally by use of the Complex Irradiation Facility (hereafter CIF) at
DLR, Bremen, Germany. This facility is designed to study the behavior of materials under
complex irradiation and to investigate their degradation in the space environment. With
the CIF it is possible to irradiate samples with three light sources (for the simulation of the
spectrum of solar electromagnetic radiation) simultaneously with protons and electrons.
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Further theoretical studies of the bubble growth process are planned. Different equations
of state of the hydrogen molecular gas will be tested. It would be interesting to study the
dynamics of bubble growth with different gas models. A more sophisticated mechanism of
bubble crack will be implemented. The idea is to take into account the dynamical thickness
change of a bubble cap. Also a broad variation of merging process of H2 molecules to a
bubble will be studied.
Since for the foreseeable future no sample returns of materials exposed to interplanetary
space is planned, both laboratory, and theoretical studies of degradation processes that are
based on Hydrogen recombination are considered. They are nevertheless necessary, since
bubble formation can be a serious problem for the success of space missions.
Appendix A
OBK recombination in metal lattices
A.1 The Hartree approximation
One can consider a multiparticle system described by a Hamiltonian (all particles are distin-
guishable) in the form:
H =
∑
i
Hi +
1
2
∑
i6=j
Vi,j, (A.1)
where Hi =
p2i
2m
+ Vs(ri) and Vi,j = Vint(| ri − rj |), here Vs is the single-particle potential and
Vint is the interaction potential [71].
In the Hartree approximation, one assumes that the wavefunction of eigenstates of the
Hamiltonian can be written as a product of wavefunctions of single particle states, thus [71]:
Φ = φ1(r1) φ2(r2) φ3(r3) ... (A.2)
The expectation value of the Hamiltonian will have the form:∫
d3r1d
3r2 ... φ
∗
1(r1)φ
∗
2(r2) ...
(∑
i
Hi +
1
2
∑
i 6=j
Vi,j
)
φ1(r1)φ2(r2) ... (A.3)
Thus one can realize that the sum over Hi and Vi,j reduces to one and two particle expectation
values [71]. Taking the functional derivative of the above equation with respect to φ∗m(rm)
for the mth partcile, one has:
∫
d3rm
(
Hmφm(rm) +
∑
i 6=m
∫
d3riφ
∗
i (ri)Vi,mφi(ri)φm(rm)− Eφ∗m(rm)
)
δφ∗m(rm) = 0 (A.4)
Thus one can write Eq. A.4 in the form:
Hmφm(rm) +
(∑
i 6=m
∫
d3riφ
∗
i (ri) Vi,m φi(ri)
)
φm(rm) = Eφm(rm). (A.5)
Stationary Schroedinger equation A.5 is called the Hartree equation [71]. Hartree approx-
imation reduces a N -particle problem to a set of single equations that one can solve. The
interaction between the particles is reduced to a single potential potential [71]:
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VH(rm) =
∫
d3ri
∑
i 6=m
| φi(ri) |2 Vint(ri − rm). (A.6)
Equation A.6 describes the interaction of the mth particle with all other particles. If one
consider a Coulomb interaction between the particles, the Hartree potential looks like the
interaction of one particle with the charge density of all other particles [71]:
VH(rm) =
∫
d3r
ZtZpρm(r)
| rm − r | . (A.7)
Here ρm(r) is the probability density that the m
th particle is located at position r. Zt and Zp
are a charge numbers of target ions and incident ions, respectively. The mth particle depends
on the states of all the other N − 1 particles.
A.2 The ionization energy of an electron in the 1s state
- the OBK process
The ionization energy of an electron in the 1s state is:
− IK = E(α,C) = 〈φi(r1) | H | φi(r1)〉, (A.8)
where the Hamiltonian and the wave function are:
H = −1
2
∇2 − 1
r1
− (Zt − 1)
r1
exp(−Cr1), (A.9)
φi(r1) = pi
− 1
2α
3
2 exp(−αr1). (A.10)
To calculate the ionization energy one can use the spherical coordinate system. For
simplicity one can consider each term of Eq. A.9 separately:
1. 〈φi(r1) | −12∇2 | φi(r1)〉:
〈φi(r1) | −1
2
∇2 | φi(r1)〉 = −1
2
〈φi(r1) |
[
−pi− 12α 52 2
r1
exp(−αr1) + pi− 12α 72 exp(−αr1)
]
.
(A.11)
The first term in the Eq. A.11 is:
−1
2
∫
V
pi−
1
2α
3
2 exp(−αr1)
[
−pi− 12α 52 2
r1
exp(−αr1)
]
dV = (A.12)
4α4
∫ ∞
0
r1 exp(−2αr1) dr1 = −α2 2αr1 + 1
exp(2αr1)
|∞0 =
−α2 1
1 + (2αr1)
2
2(1+2αr1)
+ (2αr1)
3
6(1+2αr1)
+ ...
|∞0 = α2,
and the second one is:
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−1
2
∫
V
pi−
1
2α
3
2 exp(−αr1)
[
pi−
1
2α
7
2 exp(−αr1)
]
dV = (A.13)
−2α5
[
exp(−2αr1)
(
r21
−2α −
2r1
4α2
− 1
4α3
)]
|∞0 = −
1
2
α2.
So the term 〈φi(r1) | −12∇2 | φi(r1)〉 = 12α2.
2. 〈φi(r1) | − 1r1 | φi(r1)〉:
〈φi(r1) | − 1
r1
| φi(r1)〉 = −4α3
∫ ∞
0
r1 exp(−2αr1) dr1 = (A.14)
α
2αr1 + 1
exp(2αr1)
|∞0 = α
1
1 + (2αr1)
2
2(2αr1+1)
+ (2αr1)
3
6(2αr1+1)
+ ...
|∞0 = −α
3. 〈φi(r1) | − (Zt−1)r1 exp(−Cr1) | φi(r1)〉:
〈φi(r1) | −(Zt − 1)
r1
exp(−Cr1) | φi(r1)〉 = (A.15)
−4(Zt − 1)α3
∫ ∞
0
r1 exp[−(C + 2α)r1] dr1 =
4(Zt − 1)α3 exp[−(C + 2α)r1]
(C + 2α)2
[(C + 2α)r1 + 1] |∞0 =
4(Zt − 1) α
3
(C + 2α2)2
1
1 + [(C+2α)r1]
2
2[1+(C+2α)r1]
+ ...
=
−4(Zt − 1) α
3
(C + 2α)2
Thus, ionization energy of the electron in the 1s state is the sum of three terms calculated
above:
− IK = 1
2
α2 − α− 4(Zt − 1) α
3
(C + 2α)2
(A.16)
A.3 Cross section of the OBK process
The initial and final wave functions of the active electron are:
ψi(r1, t) = φi(r1) exp
(
−ipv · r− i1
2
p2v2t
)
, (A.17)
ψf(r2, t) = φ2(r2) exp
[
i(1− p)v · r− i
2
(1− p)2v2t
]
, (A.18)
where:
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φi(r1) = pi
− 1
2α
3
2 exp(−αr1), (A.19)
φf(r2) = pi
− 1
2Z
3
2
p exp(−Zpr2). (A.20)
Here p = mp/(mp − mt), r1 = r + pR, and r2 = r − (1 − p)R, and R = b + vt. If the
mass of the incident ion is small compared to the mass of the target atom (p = 0.036 for
Al as a target and p+ as an incident ion) one can set the p parameter to zero. For that
approximation r1 and r2 are, respectively:
r1 ∼= r, (A.21)
r2 ∼= r−R. (A.22)
Thus the wave functions are:
ψi(r1, t) ∼= φi(r1), (A.23)
ψf(r2 = r−R, t) ∼= φ2(r2 = r−R)× exp
[
iv · r− i
2
v2t
]
. (A.24)
The Hamiltonian of the active electron is:
H = −1
2
∇2r −
α
r
+ Vs, (A.25)
where Vs is the effective potential felt by the active electron (see Eq. 2.91):
Vs = − Zp
r − b− vt +
1
r
[(α− 1)− (Zt − 1) exp(−Cr)] . (A.26)
To calculate the cross section of the process [25] one has first to evaluate the so-called tran-
sition amplitude [55]:
A(b) =
1
i
∫ ∞
−∞
dt 〈ψf | Vs | ψi〉, (A.27)
Σ ∼
∫ ∞
0
db | A(b) |2 b. (A.28)
The first step will be to calculate the 〈ψf | Vs | ψi〉 term:
〈ψf | Vs | ψi〉 = 〈ψf |
[
− Zp
r − b− vt +
α− 1
r
− Zt − 1
r
exp(−cr)
]
| pi− 12α 32 exp(−Cr)〉,
(A.29)
For simplicity one can consider each term separately:
1. The 〈ψf | − Zpr−b−vt | ψi〉
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〈ψf | − Zp
r − b− vt | ψi〉 = (A.30)
−4Z
5
2
p α
3
2 exp
[
Zp(b+ vt)− i
2
v2t
] ∫ ∞
0
r2
exp[r(iv − α− Zp)]
r − b− vt dr =
8Z
5
2
p α
3
2
exp(ZpR− i2v2t)
R(α + Zp − iv)3
2. 〈ψf | α−1r | ψi〉:
〈ψf | α− 1
r
| ψi〉 = (A.31)
4Z
3
2
p α
3
2 (α− 1) exp
(
ZpR− i
2
v2t
)∫ ∞
0
r exp[r(iv − Zp − α)] dr =
4Z
3
2
p α
3
2 (α− 1)exp(ZpR−
i
2
v2t)
(iv − Zp − α)2
3. 〈ψf | −Zt−1r exp(−cr) | ψi〉:
〈ψf | −Zt − 1
r
exp(−Cr) | ψi〉 =(A.32)
−4Z
3
2
p α
3
2 (Zt − 1) exp
(
ZpR− i
2
v2t
)∫ ∞
0
r exp [r(−Zp + iv − C − α)] dr =
−4Z
3
2
p α
3
2 (Zt − 1)
exp
(
ZpR− i2v2t
)
(Zp + C + α− iv)2
So, the matrix element i.e. the transition probability from the initial to the final state
〈ψf | Vs | ψi〉 is:
〈ψf | Vs | ψi〉 = 4Z
3
2
p α
5
2 exp
(
ZpR− i
2
v2t
)
× (A.33)
×
[
− 2Zp
αR(iv − Zp − α)3 +
1− α−1
(iv − Zp − α)2 +
Zt − 1
α(α + Zp + C − iv)2
]
.
The scattering amplitude is defined as the time integral over this matrix element:
A(b) =
1
i
∫ ∞
−∞
dt 〈ψf | Vs | ψi〉 =(A.34)
23Z
5
2
p α
3
2 exp(Zpb)
i(Zp − i2v)v
{
− 2
b(iv − Zp − α)3α
[
1− 1
b(Zp − i2v)
]
+
1− α−1
(iv − α− Zp)2 +
Zt − 1
α(α+ Zp + C − iv)2
}
.
From Eq. A.28 suggests that the cross section of the OBK process depends strongly on
the incident proton velocity Σ ∼ v−12. As it was mentioned in the Section 2.4.3, the OBK
process has an energetic threshold above which it occurs. It is efficient for high energy ions
with energies of some MeVs.
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Appendix B
Formation of hydrogen molecular
bubbles on metal surfaces
B.1 Volume of a cap of a sphere
Using the geometry shown in the Fig. 3.8 and the spherical coordinates, the volume of a cap
of a sphere (hereafter the bubble) is:
V =
∫ R
0
∫ θ
0
∫ 2pi
0
R′2 sin θ′ dR′dθ′dφ, (B.1)
V =
2pi
3
R3(1− cos θ). (B.2)
Given the relation between radius r and height a of the bubble, R = 1
2a
(r2 + a2), the volume
is:
V =
pi
12
[
r2 + a2
a
]3
(1− cos θ). (B.3)
The relation between the height and the radius of the bubble is:
a = r
(
1− cos θ
sin θ
)
. (B.4)
If θ is set to 0 then a = r = R = 0, on the other hand if the θ angle is pi/2 then a = r = R.
B.2 Helmholtz free energy of H2 molecules placed in
certain positions in the sample’s lattice
To get the relation of the Helmholtz free energy of the H2 molecules located at certain
positions in the sample but outside the bubbles, the definition of the free energy is used:
F = E − TS, S = kB ln Ω, (B.5)
here E is the internal energy of the H2 molecules located at certain positions in the metal
lattice, S denotes the entropy, while Ω represents the number of ways in which the H2
molecules can be arranged on the N0 lattice sites.
59
60APPENDIX B. FORMATIONOF HYDROGENMOLECULAR BUBBLES ONMETAL SURFACES
The number of lattice sites can be expressed by:
N0 = NAdCSDA
A2s
Mu
, (B.6)
where dCSDA is the CSDA range of the fastest incident proton [114], As is the irradiated area
of the sample, and Mu is the molar mass of the sample’s material.
The number of H2 molecules located outside the bubbles at certain positions in the metal
lattice is NTH2 −
∑NTB
i
∑Nit
j NH2,i,j. Where N
T
H2
is the total number of H2 molecules in the
sample, while
∑NTB
i
∑Nit
j NH2,i,j is the total number of H2 molecules within all bubbles. The
summation over the number of time steps j count the number of H2 molecules in the i
th bubble.
The second summation over the number of bubble ith, counts the number of H2 molecules
within all bubbles. Therefore, performing the subtraction one gets the total number of H2
molecules outside all bubbles, located at certain positions in the metal lattice. The entropy
kB lnW of the collection of the H2 molecules placed on a lattice site is [108]:
S = kB ln
N0!(
NTH2 −
∑NTB
i
∑N
j dNH2,i,j
)
!
[
N0 −
(
NTH2 −
∑NTB
i
∑N
j NH2,i,j
)]
!
, (B.7)
∼= −kB
NTH2 − N
T
B∑
i
N∑
j
NH2,i,j
 ln
NTH2 −∑NTBi ∑Nj NH2,i,j
N0
 .
The internal energy E is given by the following relation:
E = H2
NTH2 − N
T
B∑
i
N∑
j
NH2,i,j
 , (B.8)
where H2 is the binding energy of the H2 molecule to a vacancy [67]. The internal energy of
H2 molecules located in the metal lattice sites is a product of the binding energy of a single
H2 molecule and the number of molecules.
The Helmholtz free energy of the H2 molecules located outside the bubbles at certain
positions in the metal lattice is then:
FH2 =
NTH2 − N
T
B∑
i
N∑
j
NH2,i,j
+ kBT ln
NTH2 −∑NTBi ∑Nj NH2,i,j
N0
 . (B.9)
B.3 Helmholtz free energy of H atoms in the sample
The number of H atoms in the sample and outside the bubbles is:
NH = N
T
H − 2
(
NB∑
i
N∑
j
NH2,i,j +N
out. bubbles
H2
)
, (B.10)
where NTH is the total number of H atoms in the sample, so the number counts all of the
incident hydrogen ions which have recombined into hydrogen atoms. Some of the hydrogen
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atoms have recombined to H2 molecules and some of the molecules are forming the bubbles.
Hence to get the number of H atoms located on the lattice sites one has to subtract the total
the total number of hydrogen atoms NTH and those hydrogen atoms which build H2 clusters
and H2 bubbles. The reason of the factor 2 is that a single H2 molecule consists of two H
atoms.
The procedure to estimate the Helmholtz free energy of H atoms in the sample is the
same as in Eq. B.9. Hence the term is:
FH = NH
(
H + kBT ln
NH
N0
)
, (B.11)
where H is the migration energy of the H atom in the metal lattice. The migration energy
is defined as the minimum energy which one has bring to the H atom to move it from the
lattice site.
B.4 The derivatives of Helmholtz free energy of: gas
of the ith bubble, metal deformation caused by the
bubble, H2 molecules, and H atoms located outside
the bubbles.
The quasistatic condition of the process of bubble grow leads to the following relation:
∂Fconfig
∂NH2,i,j
= 0, (B.12)
The assumption is fulfilled when the time scale of bubble growth is longer then the
time scale of the formation of a H2 molecule out of two H atoms and the thermodynamic
equilibrium is rapidly re-established after merging a H2 molecule to a given bubble during
a given time step. Since the free energy of the system is given by the Eq. 3.13, the given
condition B.12 can be written as a sum:
∂Fgas,i
∂NH2,i,j
+
∂Fmd,i
∂NH2,i,j
+
∂Fsurf,i
∂NH2,i,j
+
∂FH2
∂NH2,i,j
+
∂FH
∂NH2,i,j
= 0. (B.13)
Derivatives of the free energy gas of the ith bubble, of metal deformation caused by the
bubble, and of H and H2 molecules located on the lattice sites with respect to the number
of H2 molecules that merge on each time step to a babble, will be calculated separately. By
use of the Helmholtz free energy of the gas, Eq. 3.14, the derivative is:
∂Fgas,i
∂NH2,i,j
= −NkBT ln
(
Vmax,i
Vmin
)
− 3
2
NkBT. (B.14)
The free energy of a metal deformation caused by expanding ith bubble is given by the Eq.
3.17, hence its derivative is:
∂Fmd,i
∂NH2,i,j
=
3
pi
1 + γ
E
k2BT
2
N∑
j
NH2,i,j
[
2r−3i N − 3r−4i
∂ri
∂NH2,i,j
N∑
j
NH2,i,j
]
. (B.15)
The derivative of the Helmholtz free energy of the H2 molecules (Eq. B.9) located outside
the bubbles at certain positions in the metal lattice is:
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∂FH2
∂NH2,i,j
= −H2NNTB −NNTB kBT ln
NTH2 −∑NTBi ∑Nj NH2,i,j
N0

− kBT
NTH2 − N
T
B∑
i
N∑
j
NH2,i,j
 N0
NTH2 −
∑NTB
i
∑N
j NH2,i,j
NNTB
N0
= −NNTB
H2 + kBT
1 + ln
NTH2 −∑NTBi ∑Nj NH2,i,j
N0
 . (B.16)
The derivative of the Helmholtz free energy of the H atoms (Eqs. B.10 and B.11) located at
certain positions in the metal lattice is (the procedure is the same as with Eq. B.16):
∂FH
∂NH2,i,j
= −2NNTB
[
H + kBT
(
1 + ln
NTH − 2NTH2
N0
)]
. (B.17)
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Table of Symbols
Symbol Description
a constant parameter
A scattering amplitude
As area of a sample
αc fine structure constant
αm constant parameter
αs solar absorption coefficient
BS backscattering coefficient
c speed of light
C constant parameter
C0 wavenumber
dCSDA Continuous Slowing Down Approximation (CSDA - range)
δ scattering angle
δ(x) Dirac delta
E total energy
E′ energy of an electron in the conduction band
E′′ energy of an Auger electron in the conduction band
EF Fermi energy
Eh Hartree energy
Eion total energy of an incident ion
EK kinetic energy
EKe kinetic energy of an Auger electron
Eionpot potential energy of an incident ion
Eind induced electric field
EY Young module
 permittivity
0 vacuum permittivity
H migration energy of H atom in the metal lattice
H2 binding energy of H2 molecule with a vacancy
m constant parameter
t thermal emission coefficient
η relation between the number of H2 molecules and H atoms in the sample
FC Coulomb force
Fgas,i Helmholtz free energy of gas filled i
th bubble
FH Helmholtz free energy of H atoms placed outside the bubbles within the metal lattice
FH2 Helmholtz free energy of H2 molecules placed outside the bubbles within the metal lattice
Fmd,i Helmholtz free energy of metal deformation caused by the i
th molecular hydrogen bubble
Fsurf,i Helmholtz free energy of a surface of the i
th molecular hydrogen bubble
F (x,E, κ) amount of energy per unit length
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G reciprocal vector of the lattice
γ Lorentz factor
γp Poisson coefficient
ΓC,L probability per unit time of electron capture (C) or loss (L)
H Hamiltonian
H0 Hamiltonian of an electron gas
Hi partial derivative sum
HI Hamiltonian of ion - active electron composite
~ Plank constant
|i〉 eigenfunction
I flux of particles
Ip ionization potential
IK experimental ionization potential of K shell
Iparticles intensity of particles
I¯p mean ionization potential
kB Boltzmann constant
κ direction cosine
|kOPW〉 Orthogonal Plane Wave
k0 total momentum of ion - active electron composite
l orbital quantum number
l¯ mean free path
L angular momentum
Ls thickness of a solar sail foil
L2l+1n+1 Laguarre polynomial
m mass of an incident particle
M mass of metallic foil ion
Mu molar mass of an element
me mass of an electron
mp mass of a proton
µ attenuation coefficient
n number of shell in atom
n0 number density of lattice ions
ne number density of incident electrons
ni integer number
N number of iterations
Nparticles number of incident particles
N0 number of lattice sites
NA Avogadro constant
NB number of molecular hydrogen bubbles per unit area
NTB total number of molecular hydrogen bubbles on irradiated sample
Ncells number of cells
ND number of dislocations in the metal lattice
NH2,i,j number of H2 molecules merged to the i
th bubble
NTH2 total number of H2 molecules in the sample
Np+,j number of protons sent to the sample in the j
th time step
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Ω number of ways in which H2 molecules can be arranged on lattice sites
p constant parameter
pi pressure inside the i
th bubble
P probability
Π probability amplitude
ψ(r, θ, φ) state function of Hydrogen atom
ψi,f wave function
φ(q, ω) scalar potential
φi,f wave function
q momentum
∆p momentum transfer
Qs total surface charge
r, R distance
r0 Bohr radius
re(n) radius of an electron on the n
th shell in an atom
ri radius of the i
th bubble
rmax,i maximum radius of the i
th bubble
Rcell reflectivity of a single cell
Rfoil reflectivity of a foil
Rn,l(r) radial part of state function of Hydrogen atom
ρ density of material
ρ distance between ion - active electron
% resistivity
%crystal imperfections contribution to resistivity from crystal imperfections
%D contribution to resistivity from dislocations in metal lattice
%impurities contribution to resistivity from impurities from dislocations in metal lattice
%c(r, t) charge density
S entropy
SY sputtering yield
σ conductivity
σs metal strain
dΣ differential cross section
ΣA cross section for Auger recombination process
ΣOBK cross section for OBK recombination process
ΣR cross section for resonant recombination process
ΣRR cross section of radiative recombination process
Σtotal total cross section
t time
∆tj time step
T temperature
Θ Debye temperature
Θ(x) step function
u0 plane wave
U0 surface binding energy
v velocity of incident particle
ve velocity of incident electrons
ve(n) velocity of electron on the n
th shell in an atom
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vF velocity of a reference frame
V (G) Hartree potential
V (r) potential energy
Vi volume of the i
th bubble
Vmax,i maximum volume of the i
th molecular hydrogen bubble
Vmin minimum volume of molecular hydrogen bubble
VS effective potential
ν frequency of the electromagnetic radiation
W work function
dΩ solid angle
ω binding energy
ω0 angular velocity of an electron in an ion
dx penetration length
ξ impact parameter
ξH2 relation between the number of H2 molecules inside and outside the molecular hydrogen bubble
ξmax maximum value of the impact parameter
ξmin minimum value of the impact parameter
Yl,m(θ, φ) spherical harmonics
ze, Ze charge
Table of Physical Constants
Table B.1: Physical constants
Physical constant value description
c 2.997925× 108 ms−1 speed of light
h 6.6261× 10−34 Js Planck constant
e 1.6022× 10−19 C elementary charge
me 9.109× 10−31 kg electron mass
mp 1.6726× 10−27 kg proton mass
0 8.8542× 10−12 C2m−2N−1 permittivity of free space
Al 0.05 emissivity of the Aluminium
NA 6.02214× 1023 mol−1 Avogadro constant
Table B.2: Young and Poisson values for common materials.
Material Young modulus ×109 [Nm−2] Poisson coefficient
Aluminum 69 0.33
Cooper 117.0 0.36
Platinum 146.86 0.39
Polyimide 2.5 -
Titanium 110.32 0.30
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