High-resolution Multi-spectral Imaging with Diffractive Lenses by Oktem, Figen S. et al.
1High-resolution multi-spectral imaging with
diffractive lenses
Figen S. Oktem, Member, IEEE, Og˘uzhan Fatih Kar, Farzad Kamalabadi, Member, IEEE
Abstract
Spectral imaging is a fundamental diagnostic technique with widespread application. Existing spectral
imaging approaches have intrinsic limitations on spatial and spectral resolutions due to the physical
components they rely on. To overcome these physical limitations, in this paper, we develop a novel
multi-spectral imaging modality that enables higher spatial and spectral resolutions. In the developed
computational imaging modality, we exploit a diffractive lens, such as a photon sieve, for both dispersing
and focusing the optical field, and achieve measurement diversity by changing the focusing behavior of
this lens. Because the focal length of a diffractive lens is wavelength-dependent, each measurement
is a superposition of differently blurred spectral components. To reconstruct the individual spectral
images from these superimposed and blurred measurements, a fast reconstruction algorithm is developed
with analysis priors using the alternating direction method of multipliers. Finally, the effectiveness and
performance of the developed technique is illustrated for an application in astrophysical imaging under
various observation scenarios in the extreme ultraviolet (EUV) regime. The results demonstrate that the
technique provides not only diffraction-limited high spatial resolution, as enabled by diffractive lenses,
but also the capability of resolving close-by spectral sources that would not otherwise be possible with
the existing techniques. This work enables high resolution multi-spectral imaging with low cost designs
for a variety of applications and spectral regimes.
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2I. INTRODUCTION
Spectral imaging, also known as multispectral or hyperspectral imaging, is a fundamental diagnostic
technique in the physical sciences with widespread application in physics, biology, chemistry, medicine,
astrophysics, astronomy, and remote sensing. In spectral imaging, images of a scene are formed as
a function of wavelength. Capturing this three-dimensional (3D) spectral data cube enables unique
identification of the biological, chemical, and physical properties of the scene. As a result, spectral
imaging is a useful diagnostic tool in diverse applications including remote sensing of astrophysical
plasmas, environmental monitoring, surveillance, biomedical diagnostics, and industrial inspection, among
many others.
The inherent challenge in spectral imaging is to capture the 3D spectral cube with the 2D detectors.
Conventional approaches perform scanning to form the spectral data cube from a series of 2D mea-
surements that are obtained simultaneously, or sequentially. Generally this data cube is measured using
an imager with a series of wavelength filters scanning the scene spectrally, or by using a spectrometer
with a slit scanning the scene spatially. An important drawback of these techniques is that the number of
measurements (hence scans) increases with the required spatial and spectral resolutions [1]. This generally
results in long acquisition and hardware complexity. Other limitations include low light throughput and
temporal artifacts in dynamic scenes [2], [3]. Furthermore, since the conventional techniques purely rely
on physical components, they have intrinsic physical limitations on their spatial, spectral, and temporal
resolutions. For example, for spectral imagers using wavelength filters, the spectral resolution is strictly
limited by the producible wavelength filters in the desired spectral range, and the spatial resolution is
limited by the quality and cost of the used imaging optics [4]–[7].
To overcome the limitations of conventional spectral imaging systems, computational spectral imaging
provides effective approaches by passing on some of the burden to a reconstruction algorithm. In these
approaches [8], [9], the 3D spectral cube is represented in terms of voxels and these voxel values
are estimated from multiplexed measurements acquired with a novel optical system. The additional
computational part provides flexibility to jointly incorporate multiple measurements and prior information
about the unknown spectral cube into the common image formation process. This is achieved by solving
an inverse problem that takes into account both the image formation model and the additional prior
information.
Over the last decade, different techniques have been developed for computational spectral imaging.
These techniques generally aim for fast or snapshot spectral imaging with reduced number of measure-
ments [1], [8], [9]. That is, rather than directly measuring every voxel, the spectral cube is estimated from
3fewer measurements using various optical systems and reconstruction approaches. For example, computed
tomography imaging spectrometry (CTIS) [10]–[14] uses a tomographic reconstruction approach with
an optical system similar to a slit spectrometer, where the main difference is to remove the slit (to
allow an instantaneous 2D field-of-view (FOV)) and simultaneously acquire measurements at multiple
diffraction orders. An optical system similar to CTIS is used also with a parametric reconstruction
approach which requires a parametric model to hold for the spectral dimension [3]. Moreover, there are
various computational spectral imaging techniques that are inspired by compressed sensing [15]–[17].
Instead of a parametric prior, these techniques exploit a sparsity prior, i.e. a sparse representation of the
spectral cube in some transform domain [2], [18]. The data cube can then be reconstructed from the
acquired compressive measurements with sparse recovery algorithms. The most popular compressive
spectral imaging technique is coded aperture snapshot spectral imaging (CASSI) [19], [20] and its
variants [8], [21]–[25]. A commonly used optical configuration in CASSI is similar to the CTIS system
where the major difference is the addition of a coded aperture. There are also many compressive spectral
imaging systems that are based on the single-pixel compressive camera [26], [27]. A detailed review of
these techniques is given in [8], [9], [28].
All of these computational spectral imaging approaches have been developed to enable fast or snapshot
imaging. Indeed, they have made possible to reconstruct the spectral data cube with significantly smaller
number of measurements than the conventional techniques, hence allowed much faster acquisition. How-
ever, in none of these approaches, the main goal was to improve the spatial and spectral resolutions of
the conventional spectral imaging systems. In fact, these approaches have similar physical limitations for
resolution. For example, for a CASSI system, the spatial resolution is limited both by the quality of the
used imaging optics and the pixel size of the coded aperture, whereas the spectral resolution is determined
both by the coded aperture and the spectral dispersion amount of the underlying disperser. In fact, for
the developed systems, it has been generally observed that the achieved resolutions are even worse than
these physical limitations [28]. This mainly results from the sensitivity of the reconstruction method to
the model errors as well as difficulty of calibration due to the large number of optical components used
in these systems [29].
In this paper, we develop a computational multi-spectral imaging technique with the goal of enabling
higher spatial and spectral resolutions than conventional techniques beyond their physical limitations.
While in the earlier computational spectral imaging techniques gratings or prisms are generally used
as disperser and many additional components as imaging optics, the developed technique exploits only
a diffractive lens for both dispersing and focusing the optical field. Figure 1 provides a schematic of
the imaging system involved. This simple optical system enables both diffraction-limited high spatial
4resolution and better spectral resolution than the conventional spectral imagers with wavelength filters.
The developed imaging modality takes advantage of the wavelength-dependent focal length of a
diffractive lens, hence its dispersive character. That is, the technique is developed by exploiting the
fact that diffractive lenses focus each wavelength to a different distance. Using a diffractive lens, the
idea is to focus each spectral component by a different amount and acquire measurements that are
superpositions of these spectral images (with each spectral component exposed to different amount of
blur). Hence each measurement is the superposition of differently blurred spectral components. To obtain
the needed information for decomposing this multiplexed data, multiple measurements are acquired
either successively with a moving detector (so measurements are taken from different distances) or
simultaneously with multiple diffractive lens designs (so each case a different wavelength is focused
onto the fixed detector). The latter may require additional optical components such as beam splitters and
a larger detector, or can be performed using a switchable diffractive lens through a commercial spatial
light modulator (SLM) or a digital micromirror device (DMD).
In both cases, measurements consist of superimposed spectral images, with each spectral component
being exposed to different amount of blur. To reconstruct the individual spectral images from these
multiple measurements, an inverse problem is solved. For this, we first formulate the continuous image-
formation model and then the discrete version. The resulting inverse problem can be viewed as a multi-
frame deconvolution problem where multiple images need to be deblurred from their superimposed
and blurred versions. To solve this inverse problem, we develop a fast reconstruction algorithm that
exploits analysis priors using the alternating direction method of multipliers (ADMM). Thanks to the
shift-invariance behavior of the system over space and the resulting convolutional forward model, each
update step in the developed algorithm has efficient computation using fast Fourier transforms (FFTs).
One of the most attractive properties of diffractive lenses (such as photon sieves, Fresnel lenses) is that
these lightweight and low-cost optical elements can provide diffraction-limited high spatial resolution
for a wide spectral range including UV and x-rays [6], [7], [30]–[32]. This is not true for the imag-
ing/collimating optics (such as mirrors and refractive lenses) used in the conventional spectral imaging
systems and other computational spectral imaging systems like CTIS and CASSI. In particular, at short
wavelengths such as UV and x-rays, refractive lenses are unrealizable due to the strong absorption of
available materials, and mirrors are costly to fabricate to achieve diffraction-limited resolution. In fact,
for reflective optics, surface roughness and figure errors cause substantially worse resolution than the
diffraction limit [33]. However, diffractive lenses can provide diffraction-limited high spatial resolution
with relaxed fabrication tolerances. Hence our approach can enable high spatial resolution with low cost
designs for a variety of applications and over a wide range of spectral regimes.
5Another important advantage of the developed technique is the unprecedented spectral resolution it
enables. The technique provides the capability of resolving close-by spectral components that would
not otherwise be possible by using physical wavelength filters [5], [34]. This is achieved with the
wavelength-dependent focal length of the diffractive lens and powerful image reconstruction method that
can computationally form the images of nearby spectral components from the acquired measurements. We
illustrate the high spatial and spectral resolutions enabled by the developed spectral imaging technique
for an application in astrophysical imaging of space plasmas in the extreme ultraviolet (EUV) regime. A
detailed conditioning-based analysis is also performed for the spatial resolution of the technique. Although
the presented results in this manuscript are for the UV regime, the developed imaging concept is equally
applicable to other spectral ranges as well.
Fig. 1: Schematic view of the diffractive lens based spectral imaging system
In the earlier imaging works, diffractive lenses have been mostly used with monochromatic sources [6],
[30], [33], [35] because of their wavelength-dependent focal length. To reduce chromatic aberration,
different techniques have also been developed to focus different wavelengths onto a common plane [7],
[36]–[42]. In contrast to these approaches, our approach exploits chromatic aberration to perform multi-
spectral imaging. Other works that take advantage of chromatic aberration include snapshot multispectral
imaging techniques involving a diffractive filter in close proximity to an image sensor [43], a diffractive
optical array after a pinhole array [44], and a Fresnel zone plate with a light-field detector [45]. These
imaging modalities also rely on simple reconstruction methods such as Tikhonov regularization.
Note that our technique does not involve compression or single-shot imaging as the main goal is to
overcome the resolution limitations of conventional techniques. Moreover, the technique is designed so
as to be also applicable for scenes whose spectra consist of discrete spectral lines, or equivalently lack
correlation. Such scenes are encountered in various applications including astrophysical imaging, and
preclude compression along spectral dimension. A compressive spectral imaging technique for spectrally
correlated scenes has been recently developed using diffractive lenses in [46].
6Many of the earlier computational spectral imagers, such as CASSI, are also developed specifically
for spectrally correlated scenes, and they do not enable spectral selectivity. In contrast, we can tailor
our imaging system to capture certain isolated spectral intervals of interest without covering the whole
spectral range with uniform steps. Moreover, unlike conventional imaging spectrometers and computa-
tional spectral imaging systems like CTIS and CASSI, our technique performs focusing and dispersion
with a single optical element (a diffractive lens). For example, in a conventional slit spectrometer, a
lens collimates the light before it passes through a disperser (such as a grating or prism), and then a
re-imaging lens maps the dispersed image onto a detector. In CTIS and CASSI systems, such collimating
and focusing optics are also needed. However, for our system, such additional elements are not required
as the diffractive lens can simultaneously disperse and focus the light. Because diffractive lenses are also
lightweight and low-cost to fabricate for a wide spectral range including UV and x-rays, our approach
enables low-cost and simpler designs.
The paper is organized as follows. We introduce the forward model of the developed imaging technique
in Section II. The inverse problem is discussed in Section III and the image reconstruction algorithm
that efficiently solves this inverse problem is presented in Section IV. The performance of the developed
imaging technique is illustrated for EUV solar imaging in Section V through computer simulations.
A detailed analysis is also performed to demonstrate the resolution of the technique. In Section VI,
conclusions and final remarks are provided.
II. FORWARD PROBLEM
A. Proposed multi-spectral imaging system
Fig. 1 depicts a schematic of the proposed spectral imaging system, which contains a diffractive
lens (such as a photon sieve) and a monochrome detector. Here the optical field is first passed through a
diffractive lens before recording with a monochrome detector. The diffractive lens performs both focusing
and dispersion of the field. Because the focal length of the diffractive lens varies with the wavelength,
each spectral component is focused at a different distance. As a result of this, when one of the spectral
components is in focus, on the same plane there also exists defocused images of the other spectral
components. Hence, if a measurement is taken from a plane where one spectral component is focused,
the focused image of this spectral component overlaps with the defocused images of the remaining
components.
The measurement diversity can be created in different ways. One possible approach is using a moving
detector along the axial direction to take successive measurements at different measurement planes. In
this case, the same diffractive lens can be used by only changing the distance dk between the diffractive
7lens and the measurement plane. Alternatively, one can fix the measurement plane, i.e. the distance dk,
and use different diffractive lens designs to focus a different wavelength onto the fixed held detector each
case. Hence in each measurement, a diffractive lens with a different focusing behavior is used. These
measurements can be simultaneously acquired in different ways such as by combining multiple diffractive
lenses in a single compound design possibly with beam splitters and a larger detector [47]–[49] or by
using a programmable diffractive lens through an SLM or a DMD. A total of K such measurements
are taken by the spectral imaging system. For the kth measurement, ds and dk respectively denote the
distances from the object and measurement planes to the plane where the diffractive lens lies, where
k = 1, . . . ,K.
From the input object, we consider a polychromatic incoherent illumination consisting of P different
wavelengths λp for p = 1, . . . , P . In general, the diffractive lens can form images either with spatially
coherent or incoherent illumination [50]. In this work, we consider the incoherent case where the
diffractive lens produces images in intensity, but similar concepts can also be applied to the coherent or
partially coherent case.
B. Continuous image-formation model
The first task is to mathematically relate the input spectral images to the multiple measurements
obtained. As explained before, each measurement is a superposition of differently blurred spectral images.
Mathematically, this can be formulated as follows:
tk(u, v) =
P∑
p=1
sp(u, v) ∗ gk,p(u, v). (1)
Here tk(u, v) is the intensity of the kth measurement, ∗ denotes convolution, and sp(u, v) = d
2
s
d2k
fp(− dsdku,− dsdk v)
is a scaled version of the pth spectral image fp(u, v) at the wavelength λp. Hence each measurement
contains P terms resulting from P different spectral components.
At distance dk the intensity of the spectral component at wavelength λp is convolved with the point-
spread function (PSF), gk,p(u, v), of the diffractive lens, given by [50]
gk,p(u, v) =
∣∣∣∣i λp∆k e−ipi u
2+v2
∆kλpd
2
k ∗Ak
(
u
λpdk
,
v
λpdk
)∣∣∣∣2 . (2)
Here ∆k = 1/ds+ 1/dk, and Ak(fu, fv) is the Fourier transform of the aperture (transmittance) function
of the diffractive lens used in the kth measurement. The aperture function of a diffractive lens is defined
as the ratio of the transmitted field amplitude to the incident field amplitude at every point on the lens. For
the commonly used diffractive lens designs with circular holes [30], Ak(fu, fv) is sum of jinc functions
8resulting from the Fourier transform of the circle functions corresponding to each hole. Note that this
incoherent PSF formula is derived under Fresnel approximation [50], which is valid in almost all practical
imaging scenarios of interest, and also has fast computation [51].
An approximate, but a simpler model can also be used for the PSF in Eq. (2) when the number of
zones in the diffractive lens design is large and the diffractive lens behaves like a conventional (refractive)
lens in its first diffraction order. This approximate PSF is given as follows [50]:
gk,p(u, v) =

(
1
pi2 (λpdk)
4D4kjinc
2( Dkλpdku,
Dk
λpdk
v)
)
, k = 0∣∣∣ 1pi (λpdk)2D2kjinc( Dkλpdku, Dkλpdk v)∗
iλp1 exp(−ipi u
2+v2
1λpd2k
)
∣∣∣2 , k 6= 0,
(3)
where Dk is the outer diameter of the diffractive lens, f1 = Dkwkλp is its first-order focal distance, wk
is the outer zone width of the lens, and k = 1/dk + 1/ds − 1/f1 is a parameter related to the amount
of defocusing. This approximate model provides easier computation as well as a simpler analysis of the
imaging system.
C. Discrete model
In practice, only a finite number of discrete measurements is available through a digital sensor such
as a CCD array. Since image reconstruction will be performed computationally on a computer, a discrete
representation of the spectral images is also necessary. Now, our goal is to obtain such a discrete-to-
discrete model between the unknown spectral images and measurements.
For this, we exploit the band-limitedness of the continuous functions involved. First note that each
PSF gk,p is band-limited to a circle of diameter 2Dk/(λpdk). This is because the argument inside the
magnitude sign in Eq.(2) has a circular frequency support with diameter Dk/(λpdk). The incoherent PSF
is the magnitude square of this function, and hence the frequency support of this PSF can be found by
convolving this circular support with itself, which results in a circular support with twice diameter [52].
Due to the band-limitedness of these PSFs gk,p in Eq. (1), each measurement tk is bandlimited.
Secondly, note that high frequencies of the spectral images, sp, that are outside the frequency support of
the PSF, gk,p, are not captured in the measurements, which is known as the inherent diffraction-limit [33].
As a result, the forward operator involving convolutions with these PSFs has a non-trivial nullspace. For
discretization, we restrict our attention to the band-limited version of each spectral image and aim for
recovering these band-limited versions, which are simply given by
xp(u, v) ≡ sp(u, v) ∗ jinc
(
2Dk
λpdk
u,
2Dk
λpdk
v
)
. (4)
9Here the jinc function jinc(u, v) = J1(pi
√
u2+v2)
2
√
u2+v2
where J1(u) is a Bessel function of the first kind.
The forward model in Eq. (1) is still valid when the unknown source intensities, sp, are replaced with
their band-limited versions, xp. Hence, we can treat all functions in the continuous forward model as
band-limited functions and represent them using the conventional sinc basis [52].
Now by representing each continuous band-limited function with sinc basis, the continuous convolution
operations in Eq. (1) reduce to discrete convolutions of the form
tk[m,n] =
P∑
p=1
xp[m,n] ∗ gk,p[m,n], (5)
where m,n = [0, . . . , N − 1]. Here tk[m,n], xp[m,n], and gk,p[m,n] are sampled versions of their
continuous counterparts, e.g. tk[m,n] = tk(m∆, n∆) for some ∆ smaller than the Nyquist sampling
interval (i.e. ∆ < λpdk2Dk ). Here the uniformly sampled observations, tk[m,n], are assumed to be equal to
the detector measurements, i.e. the averaged intensity over detector pixels of width ∆.
Let the PSF gk,p[m,n] has M ×M support, i.e. gk,p[m,n] ≈ 0 for m,n /∈ [0,M − 1]. We assume
that the supports of the spectral images, xp[m,n], are slightly smaller than the detector range covered
by N pixels, i.e. xp[m,n] = 0 for m,n /∈ [0, N −M − 1]. Then the linear convolution in Eq. (5) can
be replaced with a circular convolution of N points, which will be useful in the development of the fast
reconstruction method.
Due to the linearity of the convolution operator, the discrete model can be formulated in the following
matrix-vector form using appropriate lexicographic ordering:
tk =
P∑
p=1
Hk,pxp. (6)
Here Hk,p is an N2 × N2 block circulant matrix with circular blocks corresponding to the circular
convolution operation with the PSF gk,p[m,n]. Vectors tk and xp correspond to lexicographically ordered
versions of the observation, tk[m,n], and spectral image, xp[m,n], respectively. By combining all the
observation vectors into a single vector, t, and similarly concatenating all spectral image vectors vertically,
we obtain
t = Hx, (7)
H =

H1,1 . . . H1,P
...
...
HK,1 . . . HK,P
 , (8)
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where t = [tT1 | . . . |tTK ]T , x = [xT1 | . . . |xTp ]T , and H is a KN2 × PN2 matrix. The final observation
model can be expressed with noise as follows:
y = t + w = Hx + w (9)
where w = [wT1 | . . . |wTK ]T is the additive noise vector. Here, white Gaussian noise is assumed, where
(wk)i ∼ N(0, σ2k) is uncorrelated over different pixels i and measurements k, with σk representing the
noise standard deviation for the kth measurement. This white Gaussian noise assumption is generally
valid for practical multi-spectral imaging scenarios of interest.
III. INVERSE PROBLEM
In the inverse problem, the goal is to recover the unknown spectral images, x, from the measurements,
y, obtained with the proposed spectral imaging system. This inverse problem can be considered as a
multi-frame deconvolution problem where the measurements are in the form of superimposed blurred
images. That is, each measurement is a superposition of focused or defocused versions of different
spectral images. This problem is inherently ill-posed; if the PSFs, gk,p[m,n], of different wavelengths,
p, and measurements, k, become more similar (for example, when the difference between different
wavelengths or measurement distances decreases), the conditioning of the problem gets worse due to
increased dependency of the columns or rows of H, respectively.
There are various approaches for solving ill-posed linear inverse problems. A systematic approach to
regularization uses prior knowledge about the unknown solution and leads to the minimization of an
appropriately formulated cost function [53]. The prior information can be introduced in a determinis-
tic [54]–[56], or a statistical setting [57], with the latter related to the Bayes framework [58].
A general formulation of the inverse problem can be expressed as
min
x
ν||y −Hx||22 + Φ(Px). (10)
where the first term measures data fidelity, and the second term, Φ(Px), controls how well the solution
matches the prior knowledge, with the parameter ν trading off between these two terms. Here P is a
matrix representing an analysis operator. Equivalently, we can reformulate this problem as a constrained
problem:
min
x
Φ(Px) subject to ||y −Hx||2 ≤ , (11)
where  ≥ 0 is a parameter that depends on noise level. Note that if the problem in Eq. (11) is feasible for
some  ≥ 0, then it is equivalent to Eq. (10) for some ν ≥ 0. The formulation in Eq. (11) has advantage
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over Eq. (10) due to the fact that the parameter  is directly proportional to the noise standard deviation,
so it is easier to choose than the parameter ν [59].
There are popular and powerful choices for the regularizer Φ(.) [59]–[61]. One classical choice is
Tikhonov (quadratic) regularization [62], i.e. Φ(Px) = ‖Px‖22 with an appropriately chosen matrix P
(often a derivative operator), which results in an optimization problem with a stable and closed-form
solution. However, this generally provides globally smooth reconstructions. This results from the fact
that all the structures of the image are treated equally, and to suppress noise, edges or large gradients
are also penalized.
To avoid this and preserve sharp structures in reconstructions, `p-norm based regularization, i.e.
Φ(Px) = ‖Px‖pp with 1 ≤ p < 2, is often preferred over quadratic regularization. Unlike the quadratic
case, no closed-form solution exists in this case and iterative methods are required. Of particular interest is
the case with p = 1, leading to `1-norm, which is convex but non-smooth (non-differentiable) in the origin,
hence requires nonlinear optimization techniques. When P is also chosen as a discrete derivative operator,
we have the well known anisotropic total variation (TV) regularization which provides superior results
for images with significant structure [63]. Another common choice is isotropic TV, i.e. Φ(Px) = TV(x)
with P = I, which can be defined in our case as follows:
TV(x) =
∑
p
∑
m,n
∇(xp)[m,n], (12)
where
∇(xp)[m,n] =
√
(Dh(xp))2 + (Dv(xp))2, (13)
and
Dh(xp) = xp[m+ 1, n]− xp[m,n], (14)
Dv(xp) = xp[m,n+ 1]− xp[m,n]. (15)
This choice of regularization also preserves piecewise-constant characteristics of the image but requires
an iterative method for the solution [64].
IV. IMAGE RECONSTRUCTION METHOD
In this work, we develop a fast reconstruction algorithm using the ADMM framework to solve the
resulting optimization problem in Eq. (11). ADMM belongs to the family of augmented Lagrangian
methods [65] and is used in many signal and image reconstruction problems [59], [66]–[69]. It provides a
12
divide-and-conquer approach by splitting the minimization steps of the objective function in unconstrained
multi-objective convex optimization problems. Its convergence is guaranteed under mild conditions [66].
Following the ADMM framework [59], we first transform the problem in Eq. (11) to an unconstrained
problem by adding the constraint to the cost function as a penalty:
min
x
Φ(Px) + ι(||y−Hx||2≤)(x), (16)
where the indicator function ι(||y−Hx||2≤)(x) is expressed as follows:
ι(||y−Hx||2≤)(x) =
0, if ||y −Hx||2 ≤ +∞, if ||y −Hx||2 > .
After variable-splitting, we arrive at the following problem:
minimize
x,u,v
Φ(u) + ι(||y−v||2≤)(v)
subject to u = Px, v = Hx
(17)
where u and v are the auxiliary variables in the ADMM framework. After formulating the problem in
(17) in augmented Lagrangian form [59], minimization over x, u, and v is required. We perform each
minimization in an alternating fashion. For the lth iteration, the required minimizations are as follows:
xl+1 = arg min
x
µ
2
∥∥∥∥∥∥
 H
P
x−
 vl
ul
−
 f l
dl
∥∥∥∥∥∥
2
2
(18)
ul+1 = arg min
u
Φ(u) + µ2‖u− (Pxl+1 − dl)‖22 (19)
vl+1 = arg min
v
ι(||y−v||2≤)(v) +
µ
2‖v − (Hxl+1 − f l)‖22 (20)
with d and f denoting the dual variables in the ADMM framework, and µ is a penalty parameter. We
now explain how these update steps, referred to as x-update, u-update, and v-update, are performed.
In the x-update step, we face the least squares problem in Eq. (18) with the following closed-form
solution:
xl+1 = (I + HHH)−1(PH(ul + dl) + HH(vl + f l)). (21)
Here P is assumed to be a unitary transform resulting in PHP = I. This solution can be efficiently
obtained through computations in the frequency domain by exploiting the property of the 2D circular
13
convolutions involved [70].
Note that each block of H is diagonalized by the discrete Fourier transform (DFT) matrix because
Hk,p is block circulant with circular blocks (BCCB). Hence Hk,p = FH2DΛk,pF2D where F2D is the
unitary 2D DFT matrix and Λk,p is a diagonal matrix whose diagonal consists of the 2D DFT of the
PSF gk,p[m,n], for k = 1, . . . ,K and p = 1, . . . , P . As a result, the overall matrix H can be written as
H = F¯HΛF˜ where F¯ = IK ⊗ F2D and F˜ = IP ⊗ F2D with ⊗ denoting the Kronecker product and In
denoting the identity matrix of size n×n. Here Λ is a matrix of K×P blocks with each block given by
Λk,p. By inserting this expression of H in Eq. (21), the following form can be obtained for the efficient
computation of the image update step:
xl+1 = F˜H(I + ΛHΛ)−1(F˜PH(ul + dl) + ΛHF¯(vl + f l)). (22)
For the computation of the solution in Eq. (22), it is not required to form huge matrices, which provides
significant savings for the memory and the computation time. Here, multiplication by F˜ or F˜H corresponds
to taking the DFT or inverse DFT of all 2D spectral bands for p = 1, . . . , P . Similarly, multiplication
by F¯ corresponds to taking the DFT of the 2D measurement variables for k = 1, . . . ,K. For example,
F¯(vl + f l) = [(F2D(v
l
1 + f
l
1))
T | . . . |(F2D(vlK + f lK))T ]T , where each term can be computed via the
2D FFT. Moreover, because Λ is a block matrix consisting of diagonal matrices, multiplication by
ΛH corresponds to element-wise 2D multiplication with the conjugated DFTs of the underlying PSFs
and summation. Furthermore, for a unitary P, multiplication by PH corresponds to taking the inverse
transform. Note that when the image data is correlated in all directions, this can be chosen as a 3D
transform; otherwise, it can be a 2D transform applied on each spectral band separately.
Lastly, the inverse of Σ , (I + ΛHΛ) needs to be computed only once, and hence does not affect the
computational cost of the iterations. Moreover, it is possible to reduce the required time and memory for
this pre-computation through a recursive block matrix inversion approach [71]. Note that Σ is a block
matrix of P × P blocks, where each block is a diagonal matrix given by Σi,j =
∑K
k=1 Λ
H
i,kΛk,j + δi,jI
with δi,j denoting the Kronecker delta function and i, j = 1, . . . , P . Hence, for P = 2, the inverse can be
computed as  Σ1,1 Σ1,2
Σ2,1 Σ2,2
−1 =
 C Σ−11,1Σ1,2K
KΣ2,1Σ
−1
1,1 −K
 (23)
where K = −(Σ2,2−Σ2,1Σ−11,1Σ1,2)−1 and C = Σ−11,1−Σ−11,1Σ1,2KΣ2,1Σ−11,1. For P > 2 case, the overall
matrix Σ is partitioned into 2× 2 blocks and each block is inverted recursively using Eq. (23). Because
all the matrices involved in these computations are diagonal, computing the inverse of Σ requires simple
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element-wise 2D multiplication and division operations.
For the u-update step, the minimization problem in Eq. (19) needs to be solved, which corresponds
to a denoising problem of the form:
Ψf (z) = arg min
u
f(u) + µ2‖u− z‖22, (24)
where f is a regularization functional and z is a noisy observation for u. The solution of this problem is
given by the Moreau proximal mapping of the regularization functional f/µ evaluated at z [72]. Hence,
the minimization in Eq. (19) is, by definition, the Moreau proximal mapping of Φ(.)/µ evaluated at
Pxl+1 − dl. We denote this proximal mapping as ΨΦ/µ(Pxl+1 − dl):
ul+1 = ΨΦ/µ(Px
l+1 − dl). (25)
There are efficient calculations of ΨΦ(Pxl+1−dl) for the different choices of the functional Φ(.). For
example, if `1-norm is used, i.e. Φ(Px) = ‖Px‖1, then ΨΦ/µ(Pxl+1−dl) is simply soft-thresholding, i.e.
soft(Pxl+1 − dl, 1/µ), where 1/µ is the thresholding parameter. Here, multiplication by P corresponds
to either a single 3D transform or multiple 2D transforms along each spectral band. Moreover, the soft-
thresholding operation, soft(n, τ), is component-wise computed as ni → sign(ni) max(|ni|−τ, 0) for each
voxel i, with sign(ni) taking value 1 if ni > 0 and −1 otherwise [59]. If Φ(.) is chosen as the isotropic TV
operator in Eq. (12), P becomes an identity matrix, and the resulting proximal mapping, ΨTV(xl+1−dl),
has an efficient decoupled calculation for each spectral band using Chambolle’s algorithm [59], [64].
Specifically, we compute the proximal mapping for each spectral band of xl+1 − dl using Chambolle’s
algorithm and then concatenate the updated bands along the spectral dimension.
For the v-update step given in Eq. (20), similar to the u-update, we have the proximal mapping of
ι(||y−v||2≤)/µ(.) evaluated at Hx
l+1− f l, which we denote as Ψι(||y−v||2≤)/µ(Hxl+1− f l). Calculation of
this proximal mapping requires a projection of s , (Hxl+1 − f l) onto -radius ball centered at y. The
solution has the following form [59]:
Ψι(||y−v||2≤)(s) =
y + 
s−y
‖s−y‖2 , if ‖s− y‖2 > 
s, if ‖s− y‖2 ≤ .
(26)
Finally, the ADMM dual variables, d and f , are updated as follows [66]:
dl+1 = dl − (Pxl+1 − ul+1) (27)
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TABLE I: Image reconstruction algorithm
Input: y : measurements, H : system matrix, P : transform
Output: x : reconstructed image
1. set: l = 0
choose: µ > 0, u0, v0, d0, f0
2. repeat
3. update xl+1 using Eq. (22).
4. update ul+1 using Eq. (25).
5. update vl+1 using Eq. (26).
6. update dl+1 using Eq. (27).
7. update f l+1 using Eq. (28).
9. set l← l + 1.
10. until: some stopping criterion is satisfied.
f l+1 = f l − (Hxl+1 − vl+1) (28)
The overall algorithm is summarized in Table I. In the numerical results, we choose Φ(.) as the isotropic
TV operator and hence Step 4 is solved efficiently using Chambolle’s algorithm [64] for each spectral
band, as explained before.
A. Computational Complexity
The computational complexity of the algorithm is dominated by the x-update, given in Step 3 in
Table I. This requires 2P FFT and P inverse FFT computations. Thus, its computational complexity is
O(PN2 log(N)) where N2 is the size of each spectral image and P is the number of spectral bands.
Calculation of the proximal mapping in Step 4 and ADMM dual variable update in Step 6 have O(N2)
complexity if P is a diagonal matrix, or O(PN2 log(N)) if P has a fast implementation such as with FFT.
Steps 5 and 7 require multiplication with H, which costs O(PN2 log(N)). Thus, the overall complexity
of the algorithm is O(PN2 log(N)) as determined by the complexity of the computation of the forward
operator and its adjoint. It is also worth noting that the complexity of the recursive inversion in Eq. (23)
is O(P 3N2). Since it is pre-calculated once, it does not affect the algorithm’s overall complexity.
V. NUMERICAL RESULTS
In this section, we demonstrate the high spatial and spectral resolutions enabled by the developed
multi-spectral imaging technique in solar imaging [5]. For this, we consider three nearby solar emission
lines in the EUV regime, with central wavelengths of λ1 = 33.28 nm, λ2 = 33.42 nm and λ3 = 33.54
nm (i.e., P = 3) [73]. Our goal is to obtain the spectral images for these three nearby emission lines
with diffraction-limited spatial resolution. Such high spatial and spectral resolutions are not possible to
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achieve with the conventional spectral imagers involving wavelength filters [4]–[6], [34]. Obtaining these
spectral images will provide information about the important physical parameters of the Sun’s extended
atmosphere, and hence will enable the investigation of the dynamic plasma behavior [73], [74].
For the diffractive lens, a sample photon sieve (PS) design described in [5] for the considered application
is used, where the outer diameter is chosen as D = 25 mm, and the diameter of the smallest hole as
∆ = 5 µm. The resulting photon sieve has first-order focal lengths of f1 = 3.756 m, f2 = 3.740 m, and
f3 = 3.727 m at the corresponding wavelengths (i.e. f = D∆/λ) [5]. As determined by the smallest
hole diameter ∆, the resulting (Abbe’s) diffraction-limited spatial resolution is 5 µm [33], [75]. The
detector pixel size is chosen as 2.5 µm to match the diffraction-limited resolution with two pixels on the
detector (which corresponds to the Nyquist rate sampling). Moreover, the expected spectral resolution is
4∆λ/D ≈ 0.03 nm near a wavelength of 33 nm, as determined by the spectral bandwidth of the diffractive
lens [33][Chap.9]. Note that the spectral separation of the considered wavelength sources is 0.1 nm,
which is larger than the spectral resolution of the system. Also the spatial and spectral resolutions of the
developed imaging system can be increased independently of each other, as the former is determined by
the minimum hole diameter ∆ while the latter is given by 4∆λ/D.
For the imaging system, two different measurement settings are considered. In the moving detector
(MD) case, the system measures the intensities at the three focal planes, f1, f2 and f3, for the wavelengths
λ1, λ2 and λ3 (i.e., K = 3). Hence at the first focal plane, the measurement contains a focused image
of the first source and the defocused images of the second and third sources, and vice versa at the other
focal planes. Note that the spectral band pass of the PS design is equal to 4∆λ/D ≈ 0.03 nm near a
wavelength of 33 nm, which is slightly larger than the typical width of an emission line. Hence, in each
measurement, one of the emission lines will be entirely in focus, while the other two will be defocused.
Alternatively, in the fixed detector (FD) case, we fix the measurement plane at the distance f2 and
obtain the measurements by changing the PS design at each shot. For each measurement, same design
parameters are used as before by only changing the diameter to focus λ1 or λ3 onto the distance f2.
Because the measurement plane is fixed to f2 = 3.740 m, the outer diameter is decreased by 104.6
µm for λ1 and is increased by 89.9 µm for λ3. These modifications on the PS design are well within
the limits of modern lithography techniques [76]. FD measurement setting obtains similar measurements
with the MD setting without moving the detector in the axial direction, but at the expense of multiple
photon sieves and possibly beam-splitters.
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A. Performance Analysis
We first present numerical simulations to demonstrate the performance of the proposed imaging
technique under different imaging scenarios with MD and FD measurement settings. For this, solar EUV
images of size 512×512 pixels are used as the input images. However, because the spatial resolution of the
existing solar imagers are worse than the diffraction-limited resolution enabled by the proposed technique,
realistic (high-resolution) solar images are not available for the simulations. Here we use these images as
if they were images of some other sun-like object, and demonstrate the diffraction-limited resolution for
this. Hence this experiment will illustrate that objects with similar characteristics can be observed with
diffraction-limited high spatial resolution.
Using the forward model in Eq. (9), we first simulate the measurements y at the signal-to-noise ratio
(SNR) of 25 dB for the MD setting (where SNR is defined as 10 log10
σ2t
σ2w
). Figure 2 shows the acquired
measurements at the three focal planes together with the contribution from each spectral source. To also
demonstrate the wavelength-dependent behavior of the system, the acting PSFs of the diffractive lens
at the three source wavelengths are illustrated in Fig. 2(e), (j), (o) when taking the measurement at the
1st focal plane. These PSFs illustrate that each spectral source is exposed to a different amount of blur.
As clearly seen from the shown contributions and PSFs, the first source is focused and the other two
sources are defocused when taking the measurement at the 1st focal plane. We have similar behavior
for the measurements at the 2nd and 3rd focal planes. Hence the measurements involve not only the
superposition of all spectral images but also substantial amount of blur and noise.
We obtain the reconstructions using the algorithm in Table I with isotropic TV regularization which is
implemented in MATLAB. One reconstruction takes approximately 300 seconds on a computer with 128
GB of RAM and Intel Xeon 2.60 GHz CPU. The reconstructed images are shown in Fig. 3 for the three
spectral sources. For comparison, the diffraction-limited versions of the original images are also given.
The average peak SNR (PSNR) and SSIM values are computed as 36.62 dB and 0.92, respectively, using
5 Monte Carlo runs. These illustrate that the developed imaging system provides near diffraction-limited
resolution. Visual inspection also shows that important characteristic features, such as solar flares, are
successfully recovered from the acquired noisy measurements.
In Table II, we present the average PSNR and SSIM values for different SNRs of 15 dB to 40 dB with
5 dB steps, and for both MD and FD settings. The results demonstrate successful and stable recovery
under even highly noisy regimes. More specifically, the average PSNR is above 32 dB even when the
input SNR is as low as 15 dB. It increases significantly as the SNR level increases and surpasses 40 dB
level for the higher SNR cases. Furthermore, SSIM is 0.90 when the input SNR is 20 dB and increases up
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
(k) (l) (m) (n) (o)
Fig. 2: Measured intensities for SNR=25 dB at the first focal plane (a), at the second focal plane (f),
and at the third focal plane (k); the contribution of the 1st, 2nd, and 3rd sources to the measurement at
the first focal plane (b)-(d), at the second focal plane (g)-(i), at the third focal plane (l)-(n); sampled and
zoomed PSFs of the system at the first focal plane for the 1st, 2nd, and 3rd sources, (e), (j), and (o),
respectively.
to 0.97 as the measurements become less noisy. The obtained PSNR and SSIM values clearly show the
imaging system’s powerful reconstruction capability over a wide range of SNRs, as can be encountered
in different observation scenarios.
Another important observation in Table II is that MD and FD settings provide similar reconstruction
quality. In fact, for a given input SNR level, maximum differences in the reconstructions for the two
settings are 0.21 dB in PSNR and 0.01 in SSIM. This suggests that one setting can be preferred over the
other based on the design requirements of a particular application without any loss on quality.
To demonstrate the system performance for different number of multi-spectral bands, P , we also
perform simulations for P = 2 and P = 4 cases while keeping the number of measurements equal to the
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(a) (b)
(c) (d)
(e) (f)
Fig. 3: Reconstructions of the first, second, and third spectral sources at wavelengths λ1, λ2, and λ3 (a),
(c), (e) for SNR=25 dB and diffraction-limited versions of the original images (b), (d), (f), respectively.
TABLE II: PSNR (dB) and SSIM values for different input SNRs when moving detector (MD) and fixed
detector (FD) measurement settings are used. SNR and PSNR values are reported in decibel (dB).
Input SNR MD PSNR FD PSNR MD SSIM FD SSIM
15 32.07 32.08 0.88 0.88
20 34.15 34.02 0.90 0.91
25 36.62 36.83 0.92 0.93
30 39.91 39.82 0.95 0.95
35 42.29 42.30 0.96 0.96
40 43.79 43.89 0.97 0.97
number of spectral bands (i.e. K = P ). In the first case, we consider two spectral bands at λ2 = 33.42
nm, λ3 = 33.54 nm with the measurements obtained at f2 and f3 for the MD setting. In the latter case, we
consider four spectral bands, namely λ0 = 33.16 nm, λ1 = 33.28 nm, λ2 = 33.42 nm, λ3 = 33.54 nm,
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TABLE III: PSNR (dB) and SSIM values for different number of sources (P) and measurements (K) for
SNR=25 dB.
Setting Average PSNR (dB) Average SSIM
K=2, P=2 38.61 0.94
K=3, P=3 36.62 0.92
K=4, P=4 32.61 0.91
and obtain four measurements at the corresponding focal planes, f0, f1, f2, and f3. Table III shows PSNR
and SSIM values for these cases together with P = 3 case described before. The results demonstrate that
the reconstruction quality gets worse with increasing P . This is expected since the ill-posedness of the
respective inverse problem increases with the increase in the number of spectral bands, P . Nevertheless,
the system provides high quality reconstructions even for P = 4 case, with a PSNR of 32.61 dB and an
SSIM of 0.91 at 25 dB input SNR.
B. Resolution Analysis
An important advantage of the developed technique is the unprecedented spectral resolution it enables.
The technique offers the capability of separating close-by spectral components that would not otherwise
be possible using conventional spectral imagers employing wavelength filters. In the experiments, the
sources of interest have wavelengths 33.28 nm, 33.42 nm, and 33.54 nm; hence the developed spectral
imager can achieve a spectral resolution of approximately 0.1 nm, which is nearly 0.3% of the central
wavelengths. On the other hand, the state-of-the-art EUV wavelength filters at best provide a spectral
resolution of 10% of the central wavelength [4]; hence such a high spectral resolution cannot be achieved
with the wavelength filters. This becomes critical especially when more than one spectral line lie in this
10% range as in the considered EUV spectral imaging application because, using feasible wavelength
filters, it is not possible to separately resolve each line.
The presented results for EUV multi-spectral imaging also illustrate that the technique offers diffraction-
limited high spatial resolution as enabled by the diffractive lenses. Here we further analyze the spa-
tial resolution of the system to quantify its performance better. For this purpose, we first perform a
conditioning-based analysis for the resolution. We also reconstruct point targets separated by various
distances to verify that the resolvability of the point targets in these numerical results agree with the
conditioning-based analysis.
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In the conditioning-based resolution analysis, we investigate the conditioning of the forward model in
Eq. (9) when the scene consists of point targets. For this, we consider different number of point sources
with varying distances between them. If we assume that the locations of the point targets are known,
the reconstruction quality will only depend on the columns of H associated with the locations of the
point targets. Thus, by examining the conditioning of the relevant submatrices of H, we will gain an
understanding of the resolving capability of the system [77]. In this analysis, we suppose an oracle tells
us the exact locations of the point sources in the 3D spectral data cube, which effectively corresponds to
knowing the support of the cube a priori. Then, the reconstruction task is to determine the values of these
nonzero components. If this problem cannot be solved, the original problem of finding both the locations
and values of the point targets will also fail. As a result, the conditioning of the resulting submatrices of
H provides information about the best possible capability of the system for resolving point targets.
Since this is not a conventional camera but a computational imaging system, two-point resolution may
not reveal the system performance for more complex scenes. For this reason, we also consider a higher
number of point targets than two in our analysis. In particular, we consider 2, 4, 16, 32, and 64 point
sources placed in a square grid. We choose the pixel size on the detector as 1 µm for fine analysis of
the resolution. We change the spacing between the point sources from 1 µm to 20 µm with 1 µm steps.
Then, we calculate the conditioning of the submatrix of H that contains the columns of H associated
with the locations of these point sources. The results are plotted in Fig. 4 when all point sources are
placed in the first, second or third spectral bands for P = 3 and MD setting case.
As seen, conditioning is similar for each spectral band and gets worse as the number of point sources
increases, or the separation distance between them decreases, as expected. An important observation is
the rapid decrease in the condition number around 5 µm separation distance, which indeed corresponds
to the theoretical diffraction-limited resolution of the imaging system for the monochromatic case. As
the distance gets larger than 5 µm, the change in conditioning becomes small. This observation agrees
with the expected diffraction-limited resolution of the system.
In the reconstruction-based resolution analysis, we simultaneously place 2, 4, and 16 point sources of
size 1 µm in the first, second, and third spectral bands, respectively. The separation distance between
point sources is chosen as the expected spatial resolution of 5 µm. This data cube is reconstructed
from the measurements generated using the forward model in Eq. (9) with 25 dB SNR. Figure 5
shows the reconstructed and diffraction-limited images for each band, together with the ground truth and
measurements. As seen, the imaging system can successfully resolve point sources with 5 µm separation.
In fact, the reconstructed images are even sharper than their diffraction-limited versions at this SNR level.
This observation is certainly related to our regularization choice (isotropic TV) as well.
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(a) (b)
(c)
Fig. 4: Conditioning of the relevant submatrices of H for different number of point sources and different
separation distances. Conditioning results when the point sources are placed at (a) the first, (b) the second,
and (c) the third spectral bands.
By repeating this analysis for different SNRs and separation distances, we also observe that point
sources of 5 µm separation can be resolved for SNRs as low as 3 dB. This suggests that the expected
theoretical resolution can be achieved even for highly noisy cases. Moreover, resolving point sources with
4 µm spacing is also possible for SNRs as low as 5 dB. That is, the imaging system can even provide
spatial resolution beyond the diffraction limit for a wide range of SNR values. However, the system can
not resolve point sources even at high SNR levels when the separation distance becomes 3 µm. That
is, the system fails to resolve point sources shortly after 5 µm separation distance, as the conditioning
starts to degrade significantly. Hence, the reconstruction-based resolution analysis is in agreement with
the conditioning-based analysis and also supports the high spatial resolution enabled by the developed
multi-spectral imaging technique.
VI. CONCLUSION
In this paper, we have developed a novel multi-spectral imaging modality that enables higher spatial
and spectral resolutions than the existing techniques, with profound impact for a variety of applications
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Fig. 5: Demonstration of 5 µm resolution using point targets for SNR=25 dB. (a)-(c) Noisy measurements
with 25 dB SNR at the focal planes f1, f2, and f3, (d)-(f) reconstructed images from the noisy
measurements, (g)-(i) diffraction-limited images, (j)-(l) ground truth images.
and spectral regimes. Our approach exploited a diffractive lens with an efficient and powerful image
reconstruction method to overcome the resolution limitations of conventional techniques. The proposed
lightweight and low-cost imaging system provides not only unprecedented spectral resolution but also
diffraction-limited high spatial resolution for a wide spectral range including UV and x-rays. Spectral
imaging with these capabilities is essential in various applications. To illustrate these capabilities, the
developed computational imaging technique was applied to an important solar imaging application in
the EUV regime. The presented results for EUV spectral imaging illustrate the diffraction-limited spatial
resolution and unprecedented spectral resolution achieved with the developed imaging technique.
This imaging technique opens up new possibilities for high-resolution multi-spectral imaging with low-
cost and simpler designs in various applications. One important application area is the investigation of the
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spectra of space plasmas with new capabilities, as demonstrated in the paper. In particular, lightweight
and low-cost diffractive lenses provide diffraction-limited high spatial resolution for a wide spectral
range including UV and x-rays. This is not true for the imaging/collimating optics (such as mirrors and
refractive lenses) prevalently used in the other spectral imaging techniques. Another important advantage
of the developed technique is the unprecedented spectral resolution it enables. The technique provides
the capability of resolving nearby spectral components that would not otherwise be possible by using
conventional wavelength filters. Moreover, unlike earlier computational spectral imaging techniques, our
technique enables spectral selectivity, that is, it can capture certain isolated spectral intervals of interest
without covering the whole spectral range with uniform steps.
We have also provided an analysis for the spatial resolution of the system to understand its capabilities
better. For this, we first performed a conditioning-based analysis to understand the stability of the recon-
struction problem for resolving point targets with known locations. We also analyzed the reconstruction
performance for spectral images consisting of point sources using different configurations and compared
these results with the results of the conditioning-based analysis. The two results are in agreement and
demonstrate that the imaging system can provide the theoretically expected diffraction-limited spatial
resolution and even beyond for a wide range of SNR levels.
Lastly we note that the performance of the developed technique can be further improved by taking
additional measurements (such as at the intermediate planes) or optimizing the measurement configura-
tion [78], [79], and incorporating learning-based reconstruction methods and priors adapted to a particular
application [80]–[82].
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