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Résumé. En raisonnement à partir de cas, l’adaptation d’un cas source pour
résoudre un problème cible est une étape à la fois cruciale etdifficile à réaliser.
Une des raisons de cette difficulté tient au fait que les connaissances d’adaptation
sont généralement dépendantes du domaine d’application. C’est ce qui motive
la recherche sur l’acquisition de connaissances d’adaptation (ACA). Cet article
propose une approche originale de l’ACA fondée sur des techniques d’extraction
de connaissances dans des bases de données (ECBD). Nous présentons CABA -
MAK A, une application qui réalise l’ACA par analyse de la base de cas, en util-
isant comme technique d’apprentissage l’extraction de motifs fermés fréquents.
L’ensemble du processus d’extraction des connaissances est détaillé, puis nous
examinons comment organiser les résultats obtenus de façonà faciliter la vali-
dation des connaissances extraites par l’analyste.
1 Introduction
Raisonner à partir de cas consiste à résoudre un problème à l’aide d’une base de cas, dans
laquelle un cas représente un problème déjà résolu accompagné de sa solution (Riesbeck et
Schank (1989)). Un système de raisonnement à partir de cas (RÀPC) sélectionne un cas dans
la base de cas, puis adapte la solution associée. L’adaptation nécessite des connaissances spéci-
fiques au domaine d’application. L’acquisition de connaissances d’adaptation a pour but d’ex-
traire ces connaissances, ce qui peut être réalisé soit direc em nt auprès d’un expert du domaine
(d’Aquin et al. (2006)), ou encore par analyse de la base de cas (voir par exemple Hanney et
Keane (1996), McSherry (1998), Craw et al. (2006)).
Un cas est généralement représenté par un couple( , ( )) dans lequel  représente
un énoncé de problème et( ) une solution de . L’ensemble descas sources(, ())
d’un système de RÀPC constitue labase de cas	
. Lors d’une session particulière de RÀPC,
le problème à résoudre est appeléproblème cible, dénoté par. Une inférence à partir de
cas associe à une solution(), compte tenu de la base de cas	
 et de bases
de connaissances additionnelles, en particulierO, l’ ontologie du domaine, qui introduit les
concepts et les termes utilisés pour représenter les cas.
Le processus de RÀPC est principalement composé d’une étape de remémoration et d’une
étape d’adaptation. Laremémorationsélectionne(, ()) ∈ 	
 tel que est
jugé similaire à. Le but de l’étape d’adaptationest ensuite de résoudre en
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modifiant () de façon adéquate. Unproblème d’adaptationest donné par un triplet
(, (), ), et une solution d’un problème d’adaptation est une solution ()
du problème. Une étape de mémorisation d’un cas peut venir compléter le processus.
Le modèle d’adaptation adopté est une forme d’analogie transformationnelle(Carbonell
(1983)) :
1. (, ) 7→ ∆ , où∆  encode les similarités et dissimilarités entre des prob-
lèmes et.
2. (∆ , CA) 7→ ∆, où CA est un ensemble de connaissances d’adaptation et∆
encode les similarités et dissimilarités entre() et la solution() à con-
struire pour.
3. ((),∆) 7→ (), () est modifié en() selon∆.
L’étape d’adaptation est dépendante du domaine d’application car elle nécessite des con-
naissances spécifiques au domaine. Ces connaissances doivent être acquises1. C’est l’objet de
l’ acquisition de connaissances d’adaptation(ACA).
Dans la section suivante nous rappelons les différentes étapes du processus d’ECBD et
détaillons la façon dont celles-ci sont effectuées dans notre système CABAMAK A. Puis, dans
la section 3, nous nous intéressons à la définition d’indicesde qualité pour classer les règles
d’adaptation obtenues. Enfin, dans la section 4, nous montrons c mment le système peut être
amélioré pour extraire des dépendances qualitatives entrevariables.
2 CABAMAK A
CABAMAK A (acronyme decase base mining for adaptation knowledge acquisition) reprend
les idées principales présentées dans Hanney et Keane (1996). Dans ces travaux, les varia-
tions entre cas sources sont exploités pour apprendre des règl d’adaptation. Tous les cou-
ples( i,  j) de cas sources similaires dans la base de cas sont formés.
Puis, pour chacun de ces couples, les variations entre problèmesi et j et solutions(i) et (j) sont représentés (∆  et∆). Des heuristiques sont ensuite mises
en œuvre pour regrouper ces règles d’adaptation et sélectionner la règle à appliquer lors d’une
session de RÀPC. Il a été montré expérimentalement que l’utilisation de tell s connaissances
d’adaptation augmente la performance du système.
CABAMAK A se distingue néanmoins des ces travaux sur plusieurs points :
– Les connaissances d’adaptation obtenues doivent être validées par un expert et des ex-
plications doivent y être associées pour qu’elles soient compréhensibles par l’utilisateur.
En ce sens, CABAMAK A peut être considéré comme un système d’apprentissage semi-
automatique.
– Tous les couples de cas sources distincts de la base de cas sont pri en compte, pas
seulement les couples de cas similaires. En conséquence, sin est la taille de la base
de cas (n = |	
|) le volume de cas examinés s’élève àn(n − 1). Dans notre application,
n ≃ 650, ce qui amène à examiner un assez grand nombre de couples (n(n−1) ≃ 5 ·105).
C’est pourquoi des techniques efficaces d’extraction de connaissances (Dunham (2003)) ont
été choisies pour ce système.
1Dans cet article, nous utilisons le terme acquisition de connaissances au sens large qui inclut l’extraction de
connaissances.
F. Badra, J. Lieber et A. Napoli
2.1 Principes
2.1.1 Principes de l’ECBD
Le but de l’ECBD est d’obtenir des connaissances à partir de données. Le procssus d’ECBD
se fait sous la supervision d’un analyste, qui est un expert du domaine. Une fois l’acquisition
des données réalisée, il se déroule en trois étapes : la préparation des données, la fouille de
données et la validation des connaissances extraites.
La préparation des donnéesst une étape de mise en forme et de sélection des données.
L’opération de mise en forme met les données dans un format acceptable pour l’algorithme de
fouille choisi. La sélection des données permet de concentrer la fouille sur un sous-ensemble
pertinent d’objets et/ou d’attributs, et d’éliminer les données bruitées.
La fouille de donnéesextrait des éléments d’information à partir des données. Par exemple,
CHARM (Zaki et Hsiao (2002)) est un algorithme de fouille de données qui réalise efficacement
l’extraction demotifs fermés fréquents(MFF). CHARM prend en entrée un ensemble d’objets,
chaqueobjet x étant un ensemble de propriétés booléennes. Unmotif m est un ensemble de
propriétés et sonextensionest l’ensemble des objets qui le contiennent. Le support dem,
Supp(m), est la proportion d’objetsx contenantm (m ⊆ x). Autrement dit, pour une variable
aléatoireX parcourant l’ensemble des objets avec une distribution uniforme de probabilités, on
aSupp(m) = P(m ⊆ X). m est dit fréquent si son support dépasse un seuil donnéσ ∈ [0; 1], c.-
à-d. siSupp(m) > σ. Un motif est dit fermé s’il n’existe pas de motifm′ contenant strictement
m et de même support.
La validationdes connaissances extraites se fait avec l’aide de l’analyste, qui interprète les
résultats. Cette étape d’interprétation produit des unités de connaissances.
2.1.2 Préparation des données
L’étape de préparation des données génère un ensemble d’objts à partir de la base de cas	
, en appliquant successivement deux transformations.
La première transformationΦ formate chaque cas source (, ()) en deux en-
sembles de propriétés booléennes :Φ() etΦ(()). L’implantation de cette transfor-
mation dépend beaucoup du formalisme utilisé pour représenter les cas. Cette transformation
entraîne en général une perte d’information, qui doit être mini isée. Le vocabulaire utilisé
pour décrire les cas étant celui de l’ontologie du domaineO, si Φ() = {p1, . . . , pn}, on
ajoute àΦ() toute propriétéq qui peut se déduire de l’ensemble{p1, . . . , pn} en fonction
de l’ontologieO.
La deuxième transformationproduit un objet à partir de chaque couple de cas sources
(Φ( 1),Φ( 2)). Suivant le modèle d’adaptation présenté en introduc-
tion, x doit encoder les propriétés de∆  et de∆. ∆  encode les similarités et dissimilar-
ités de1 et 2, c.-à-d. :
– Les propriétés communes à1 et 2 (marquées par “ ”),
– Les propriétés de1 que2 ne partage pas (“”) et
– Les propriétés de2 que1 ne partage pas (“”).
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Toutes ces propriétés sont reliées à des problèmes et sont marquées par . ∆ est calculé
de façon similaire etx = ∆  ∪ ∆. Par exemple,
si







Φ(1) = {a, b, c} Φ((1)) = {A,B}
Φ(2) = {b, c, d} Φ((2)) = {B,C}
alors x =
{
a
 , b, c, d,A ,B,C} (1)
2.1.3 Fouille de données
L’extraction deMFF est réalisée par l’application de l’algorithme CHARM sur l’ensem-
ble des objets. Un motif extrait peut être considéré comme une généralisation d’un ensemble
d’objets. Par exemple, simex =
{
a
 , c, d,A ,B,C} est unMFF, mex est une général-
isation du sous-ensemble d’objets incluant l’objetx. Un objetx encode une règle d’adaptation
spécifique(, (), ) 7→ (). Un motif correspond donc à une règle
d’adaptation plus générale.
2.1.4 Interprétation
L’étape d’interprétation est supervisée par un analyste. Le système CABAMAK A fournit à
l’analyste lesMFF extraits et lui permet de naviguer parmi eux. L’analyste peut sélectionner
un MFF, l’interpréter en règle d’adaptation, puis valider, corriger, voire généraliser la règle.
Chaque motif obtenu par CABAMAK A à la suite de l’étape de fouille peut se lire comme
une règle d’adaptation qui exprime une relation entre :
– La présence ou non de certaines propriétés booléennes dansΦ(), Φ() et
Φ(()),
– La présence ou non de certaines propriétés booléennes dansΦ(()).
Par exemple, le motifmex correspond à une règle d’adaptation qui peut se lire de la manière
suivante :
si a est une propriété de mais n’est pas une propriété de,
c est une propriété à la fois de et,
d n’est pas une propriété de mais est une propriété de,
A et B sont des propriétés de() et
C n’est pas une propriété de()
alors les propriétés de() sont
Φ(()) = (Φ(()) \ {A}) ∪ {C}.
2.2 Application
Le domaine d’application pour lequel cette étude a été réalis e est celui du traitement du
cancer du sein. Dans cette application, un problème décrit une classe de patients par un ensem-
ble d’attributs (comme l’âge ou la taille de la tumeur) et de contraintes sur les valeurs prises
par ces attributs. Une solution est un ensemble de traitements (radiothérapie, chimiothérapie,
etc.) recommandés pour ces patients.
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2.3 Résultats
L’application de CABAMAK A au domaine du traitement du cancer du sein a permis d’ex-
traire un ensemble de motifs dont le motif :
m = {(   < 70), (  6 4) , (  > 4),
  ,  ,    ,   }
Ce motif peut être interprété ainsi : si et  représentent tous deux des classes
de patients de moins de 70 ans, si la différence entre et  réside dans la taille de
la tumeur — moins de 4 cm pour et plus de 4 cm pour — et si une mastectomie
partielle avec curage axillaire est proposée pour, alors() est obtenue en rem-
plaçant dans() la mastectomie partielle par une mastectomie totale.
Cette règle traduit le fait que le type d’intervention chirurgicale proposé dépend de la taille
de la tumeur du patient : plus la taille de la tumeur est grande, plus on augmente le geste
chirurgical.
L’obtention de telles règles d’adaptation nécessite pour l’instant l’intervention d’un in-
génieur de la connaissance qui sélectionne les motifs intéressants parmi les résultats, les in-
terprète comme des règles d’adaptation puis les présente à l’analyste pour validation. Deux
obstacles subsistent à un pilotage par l’analyste du processus complet d’extraction de connais-
sances :
– Les règles obtenues ne sont pas formulées dans un format intellig ble par l’analyste :
l’analyste n’est pas capable d’interpréter un motif. Pour devenir compréhensibles les
règles obtenues doivent être exprimées en langue naturelle.
– Les règles obtenues sont trop nombreuses pour être toutes présentées à l’analyste pour
validation. La figure 1 présente les résultats expérimentaux — temps d’exécution de
CHARM, implanté dans la plateforme CORON (Szathmary et Napoli (2005)), et nombre
de motifs — obtenus pour l’étape de fouille de données sur unebas de cas test de 59
cas. Les tests ont été effectués sur une machine ayant un processeur cadencé à 3,2GHz
et disposant de 2Go de mémoire vive. On constate que le nombrede règles d’adaptation
obtenues devient vite très conséquent lorsqu’on choisit degarder les règles de faible
support.
support temps d’exécution
de CHARM (s)
nombre de motifs
10% 2 591
5% 3 3057
1% 44 49651
0% 345 189690
FIG. 1 – Résultats de l’étape de fouille de données pour une base de cas t st de 59 cas.
A cause du grand nombre de motifs que l’ingénieur de la connaissance doit examiner avant
de pouvoir en proposer à l’analyste pour validation, la miseen œuvre expérimentale pour l’é-
valuation du système prend également du temps. Il est donc nécessaire de doter l’analyste de
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moyens de naviguer dans l’ensemble des règles obtenues et deélectionner les règles intéres-
santes.
3 Vers la définition d’indices de qualité pour les règles d’adap-
tation
Un moyen de sélectionner les règles intéressantes parmi l’ensemble des résultats est de les
classer selon un indice de qualité. Cet indice pourra être adapté des indices utilisés pour les
règles d’association.
On rappelle qu’une règle d’association est la donnée de deuxmotifs A et B disjoints et
dénotée parA→ B. A est appelé l’antécédent de la règle etB le conséquent. Elle traduit, dans
un ensemble d’objets, le fait que si le motifA est présent dans un objet, alors il est probable
que le motifB soit également présent. Cette probabilité est appeléeconfiancedeA→ B et est
la probabilité conditionnelle d’avoir le motifB, sachant qu’on a le motifA :
Conf(A→ B) = P(B ⊆ X | A ⊆ X) =
Supp(A ∪ B)
Supp(A)
(X est une variable aléatoire de distribution uniforme sur l’ensemble des objets).
À l’issue de l’étape de fouille de CABAMAK A, un motif m peut être décomposé en deux
sous-motifs∆  et∆et lu comme la règle d’association∆ → ∆ : ∆  est l’ensem-
ble des propriétés dem indicées par  et∆ estm\∆ . Dans ce cas, la confiance de la
règle∆ → ∆ vaut :
Conf(∆ → ∆) = P(∆⊆ x | ∆  ⊆ x)
Néanmoins, la règle produite par une telle décomposition dumotif m ne correspond pas
à une règle d’adaptation. En effet, la règle∆  → ∆ exprime ce que doit être le couple
((), ()) étant donné un certain couple (, ). Une règle d’adapta-
tion exprime quant à elle ce que doit être() étant donné un problème d’adaptation
(, (), ). Le même motif doit donc se lire :
(Φ(),Φ(()),Φ()) 7→ Φ(())
Or une telle règle ne correspond pas à une décomposition d’unmotif en deux sous-motifs, donc
les indices définis pour les règles d’association ne s’appliquent pas directement.
Pour définir une mesure de confiance qui soit plus adaptée aux règles d’adaptation, il con-
vient de considérer non seulement l’ensemble des objets constituant l’extension d’un motif,
mais également les couples de cas sources que ces objets représentent. Prenons par exemple un
objet faisant partie de l’extension d’un motifm et le couple( 1,  2) de
cas sources représenté par cet objet. Si le motif contient une propriétép=
pb
, alors le couple de cas
sources est tel que les deux problèmes sources partagent la propriété p, soit
p ∈ Φ(1) ∩ Φ(2). Les propriétés constitutives du motif et leur marquage expriment
ainsi un ensemble de conditions portant sur la présence ou non de certaines propriétés dans
les ensemblesΦ(), Φ(()), Φ() etΦ(()) d’un couple de cas. La
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FIG . 2 – Appartenance des propriétés booléennes aux cas sources selon leur marquage dans
un motif.
figure 2 résume à quel ensemble de propriétés d’un couple de cas sources doit appartenir une
propriété suivant la façon dont elle est marquée dans un motif.
Une règle d’adaptation décrit alors les propriétés que doitou non contenirΦ(())
compte tenu de la présence ou non de certaines propriétés dans Φ(), Φ(()) et
Φ(

). La règle d’adaptation correspondant à un motifm peut être lue de la façon suivante :
si pourp=
pb
∈ m, p ∈ Φ() ∩Φ(),
pourp−
pb
∈ m, p ∈ Φ()\Φ(),
pourp+
pb
∈ m, p ∈ Φ()\Φ(),
pourp=
sol
∈ m, p ∈ Φ(()),
pourp−
sol
∈ m, p ∈ Φ(()),
pourp+
sol
∈ m, p < Φ(()),
alors les propriétés de() sont
Φ(()) = (Φ(()) \ {p | p−
sol
∈ m}) ∪ {p | p+
sol
∈ m}.
On peut dès lors définir une mesure de confiance pour les règlesd’adaptation, en consid-
érant une variable aléatoire non plus sur l’univers des objets, mais sur l’univers des couples
(Φ(
 1),Φ( 2)) d’images parΦ de cas sources distincts (avec une dis-
tribution uniforme sur cet ensemble). La confiance d’une règle d’adaptation mesure alors la
probabilité conditionnelle que le conséquent d’une règle d’adaptation soit vérifié, sachant que
l’antécédent l’est :
Conf ′(m) = P























pourp−
sol
∈ m, p < Φ(
	

(2)) pourp=pb ∈ m, p ∈ Φ(1) ∩Φ(2)
pourp+
sol
∈ m, p ∈ Φ(
	

(2)) pourp−pb ∈ m, p ∈ Φ(1)\Φ(2)
pourp=
sol
∈ m, p ∈ Φ(
	

(2)) pourp+pb ∈ m, p ∈ Φ(2)\Φ(1)
pourp=
sol
∈ m, p ∈ Φ(
	

(1))
pourp=
sol
∈ m, p ∈ Φ(
	

(1))
pourp=
sol
∈ m, p < Φ(
	

(1))























Le classement des règles selon cet indice n’a pour l’instantp s été mis en place. Des travaux
sont en cours pour tenter de ramener le calcul de ce nouvel indice à des calculs de supports, ce
qui faciliterait son opérationnalisation.
En dehors de la confiance, d’autres indices de qualité d’une règle d’association ont été
définis (voir Lallich et al. (2006) ou Vaillant et al. (2005) pour une présentation des princi-
paux indices et de méthodes d’évaluation formelles et expérimentales de ces indices). De la
même façon que nous avons défini un indice de confiance pour lesrègles d’adaptation en nous
appuyant sur l’indice de confiance des règles d’association, il devrait être possible de définir,
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en s’appuyant sur ces indices, d’autres indices d’une règled’adaptation. Ceci constitue une
perspective de recherches. Dans le même ordre d’idée, les travaux en analyse statistique im-
plicative (voir, p.ex. Gras et al. (2001)), pourraient êtreréutilisées pour définir des indices de
qualité des règles d’adaptation.
4 Exhiber des dépendances qualitatives entre variables
Lors de l’étape de préparation des données, les cas sources sont décrits par des ensem-
bles de propriétés booléennes et un objet encode les variations de présence et d’absence de
ces propriétés lorsqu’on passe d’un cas source à un autre. Lorsque ces propriétés booléennes
représentent différentes modalités d’une même variable, comme par exemple l’âge, la taille ou
le sexe, il peut être intéressant d’encoder également dans les objets les variations de modalité
subies par ces variables. Les motifs obtenus expriment alors des dépendances qualitatives entre
variables.
Prenons par exemple les deux propriétés booléennes  = 30 et   = 45, qui corre-
spondent à deux modalités de la variable âge, l’une caractérisant les problèmes pour lesquels
la valeur de l’âge est 30 ans et l’autre les problèmes pour lesquel la valeur de l’âge est 45 ans.
Soient deux cas sources 1 et 2, tels qu’à l’issue de la première trans-
formationΦ(1) contient la propriété  = 30 etΦ(2) contient la propriété  = 45.
L’objet produit lors de la deuxième transformation pour cesd ux cas sources contient donc le
motif { (   = 30)  (   = 45)}. Ce motif correspond à une augmentation de la valeur de
la variable âge lorsqu’on passe du cas source 1 au cas source 2. Pour
encoder également dans cet objet la variation qualitative que subit la variable âge, on peut en-
richir l’objet d’une nouvelle propriété   , qui représente une variation de la variable
âge, et d’une propriété    , qui représente son sens de variation.
Si le même objet contient la propriété     , qui représente une varia-
tion de dose prescrite pour la chimiothérapie, et la propriété    , qui
représente une diminution de cette dose, un motif obtenu à l’issu de l’étape de fouille peut être
le motif {    ,      }. Ce motif exprime une dépendance fonc-
tionnelle entre les variables  et    . De la même façon, le motif plus spé-
cifique {     ,     } peut être obtenu. Ce motif exprime la
dépendance qualitative  −−→    , selon laquelle la dose de chimiothérapie
diminue avec l’âge du patient2.
De telles règles abstraites ont l’avantage d’être plus facilement interprétables par l’analyste
que les règles d’adaptation. De plus, chacune d’elle étant prtagée par plusieurs motifs, elles
constituent un moyen efficace de les regrouper hiérarchiquement.
2Cette connaissance qualitative peut être associée à deux explications complémentaires. D’une part, avec l’âge, la
virulence du cancer diminue et une dose de chimiothérapie mons importante est nécessaire. D’autre part, l’espérance
de vie des personnes âgées étant moindre, le gain en bénéfice th rapeutique d’une chimiothérapie à dose élevée est
faible vis-à-vis de l’augmentation des effets indésirables d ce traitement.
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5 Conclusion
Dans cet article, nous avons présenté CABAMAK A, un système qui met en œuvre une
technique d’ECBD, l’extraction de motifs fermés fréquents, pour extraire des connaissances
d’adaptation à partir des variations qui existent au sein d’u e base de cas. Ce système est assez
unique en son genre car il extrait des connaissances à partirde connaissances.
Nous avons montré en quoi les indices de qualité existant pour les règles d’association sont
inadaptés pour mesurer la qualité d’une règle d’adaptationobtenue par ce système et comment
l’on peut s’en inspirer pour créer des indices plus appropriés. Des travaux sont actuellement en
cours sur la définition de tels indices.
Nous avons également proposé une amélioration du système defaçon à découvrir des rè-
gles plus abstraites qui expriment des dépendances qualitatives entre les variables entrant en
jeu dans la description des cas. La validation de telles dépendances doit être plus facile car ces
règles sont moins nombreuses et plus intelligibles par l’ana yste. Cette méthode est actuelle-
ment en cours d’implantation.
Par ailleurs, les connaissances d’adaptation obtenues parCABAMAK A ont vocation à venir
alimenter un portail sémantique (d’Aquin (2005)) développé dans le cadre du projet KASIMIR
(Lieber et al. (2002)), dont l’objet est la gestion de connaiss nces et l’aide à la décision en
cancérologie. En particulier, les travaux actuels portentsur l’intégration de ces connaissances
au moteur de raisonnement à partir de cas de KASIMIR.
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Summary
In case-based reasoning, the purpose of the adaptation stepis to modify a retrieved source
case in order to solve a target problem. This task appears to be at the same time crucial and
difficult to implement, mainly because of the need for adaptation knowledge, which is usually
domain-dependant and thus hard to acquire. This is what motivates the current research on
adaptation knowledge acquisition (AKA ). In this paper, we propose an original approach of
AKA that makes use of knowledge discovery in databases (KDD) principles and techniques.
This approach is implemented in CABAMAK A, a system that analyses the variations that exist
within the case base in order to elicit adaptation knowledgeunits, using a frequent closed
itemset extraction algorithm. TheKDD process is described in details, and some ways of
organising the results to facilitate the validation step are studied.
