A class of production-distribution planning problems with nonstochastic uncertain demands is modeled as a dynamic game between two players who control flows on a network with node and arc capacity constraints. Simple conditions are derived for determining which player wins the game. These conditions are then used to design a minimum cost network with the property that its feasible control strategies are allowed to meet the demand without violating the capacity constraints.
Introduction.
Many important problems concerning production, transportation, and distribution of goods can be addressed by network models in which nodes represent storage capabilities and arcs represent production units or transportation links. Basically, such problems consist in determining a strategy to decide arc flows in order to ship the commodity from some nodes to other nodes of the network in order to satisfy a certain demand. The literature on this subject is very extensive and we refer the reader to several textbooks (among the most recent ones, see, for instance, [1] , [6] , [12] , [19] , [20] , and [28] ).
In particular, dynamic network problems have received great attention. In this case, flow values, storage levels, and demands are time-varying quantities. A typical problem concerning this kind of model consists of planning the commodity flow and storage at each time in order to minimize transportation and stocking costs. For an extensive survey of these topics, see [2] . If the demand is known in the assigned time horizon, the dynamic flow problem can be handled via the well-known timeexpanded network method (see, again, [2] and [31] ). Unfortunately, the demand is often unknown and this fact has led to the use of stochastic methods (see, for instance, [5] , [30] ) to handle problems of this kind. However, the stochastic approach to the control of dynamic networks requires stochastic information which can be unavailable in some cases.
In this paper, uncertainties are modeled in a different way. Production and demand are assumed to have a known range of allowed values, but no knowledge is given on which allowed values will actually be taken. These unknown-but-bounded specifications for uncertainties are quite realistic in several situations. In general, upper and lower bounds for production and demand can be inferred from historical data or decision makers' experience much more easily and with much more confidence than empirical probability distributions for the same quantities. Sometimes, they are a consequence of a particular operational condition or a technological characteristic of production units. In other cases, these bounds are explicitly stipulated in supply contracts. On the basis of this information, the problem is to find a flow assignment strategy capable of meeting any allowed demand without incurring capacity and storage constraint violations.
This problem can be formulated as a dynamic game between two players controlling flows on different arcs of a network. The first player represents the manager of the system, who has the responsibility of complying with the supply, demand, and system capacities. He is referred to as the controller. The second player represents the demand and is referred to as such. Each of them has to decide, at each time instant, the flow values on each of the arcs he controls (two parallel arcs are allowed between each pair of nodes, each controlled by a different player). The goal of the first player is to keep the stored amount of the commodity in the admissible range, assigning time by time an admissible flow to each of his arcs, while his opponent has the malefic role of pushing the system to a constraint violation. The first player starts the game. This implies that, at each time, he has to decide his move without knowledge of the actual choice of his opponent.
For this situation, two problems will be considered. The first is that of giving a yes or no answer to the following question: does there exist a winning strategy for the first player with assigned arc and storage capacity constraints? The solution of this problem can be given following the approach proposed in [4] , [7] , [9] , and [13] . However, due to the particular system structure, the solution can be strongly simplified in this case. Moreover, it will be shown that a winning strategy requires solving an admissible flow problem on-line.
The second problem is a network design problem. Assume that the capacities of the demand arcs are given. Then the problem is that of determining a minimum cost network, that is, storage bounds and capacities for the controlled arcs, under the condition that a winning strategy for the first player does exist. It will be shown that this problem can be split into two independent subproblems, one consisting of the minimization of the storage capacity cost, the other of the minimization of the transportation capacity cost for the controlled arcs. While the former problem is easy to solve, the latter one turns out to be NP-hard. However, it will be shown that, although it can be formulated as a linear programming problem involving a number of constraints which is exponential in the size of the network, this number can be dramatically reduced a priori if the controlled network is weakly connected; i.e., the difference between the number of arcs and the number of nodes of the graph is low.
The structure of the paper is as follows. In section 2, the two problems of interest are formulated and discussed. The first of them is solved in section 3, and the second is solved in section 5. The integer version of the latter problem is studied in section 6, and an approximate solution method for it is proposed in section 7. Section 4 contains some complexity results about the considered problems and section 8 presents an illustrative example. Some concluding remarks are pointed out in section 9.
Literature review. To the best of the authors' knowledge, the two problems addressed in this paper have never been considered before in the literature. In particular, the way uncertainty is modeled appears to be original in the dynamic network environment.
In the more general framework of the dynamic systems, the nonstochastic model of uncertainty adopted here traces back to 1971 with the concept of "set constrained disturbances," which was developed in the seminal papers by Bertsekas and Rhodes [7] and by Glover and Schweppe [13] . Further results in this more general area have been derived by Morris and Brown in 1976 [27] , Gutman and Cwikel in 1986 [17] , Keerthi and Gilbert in 1987 [21] , and, more recently, Blanchini and Ukovich in 1993 [8] .
Besides this peculiar way of tackling uncertainty, another basic ingredient of this paper are dynamic networks, that is, networks in which flows evolve with time. As has been pointed out, the usual approach to dynamic network problems is by the socalled time-expanded models [2] . Besides the fact of being rather cumbersome since they require to duplicate the network of interest as many times as the time horizon of the problem, time-expanded models are not suitable to tackle uncertainties such as they are considered in this paper. Instead, the approach adopted here stems from the concept of "target tube," introduced for set constrained disturbances in the same papers by Bertsekas and Rhodes and by Glover and Schweppe. Such a method, which is amenable to basic concepts of dynamic programming (see, for instance, [5] again), has been used in [9] for a problem similar to the first one of this paper, in which the demand pattern evolves periodically through time but in a deterministic way. In this sense, the first problem of this paper can be considered as an extension of the problem considered in [9] to the case of unknown demand but with no periodic evolution.
The second problem of this paper (that is, the design problem) belongs to the large class of the network design problems, which are widely studied in the literature. For an extensive review, see [23] . The problem considered here is original as is the approach proposed for it, which relies on the results derived for the first problem.
Practical applications. The practical interest for production-distribution systems does not need to be emphasized: the relevant literature is very large and well documented (see, for example, [14] ). Incidentally, it is worth noticing that our approach, considering feedback control strategies, complies with the Just-In-Time philosophy in production management systems (see, for instance, [16] , [18] ). Indeed, productionreplenishment orders are issued on the basis of available buffer/inventory levels.
It could be appropriate to briefly mention some examples of practical situations in which our model, and in particular the way we consider demand uncertainty, could be conveniently applied.
An interesting example of a possible practical application of the network design problem we study in this paper is in negotiations with suppliers [34] . Consider the case of a supply contract for the repeated delivery, on a long time horizon, of a given quantity of a certain commodity. Each time, part of the demanded quantity is requested at a certain delivery point and the rest at a different location. The splitting ratio is unpredictable, so the supplier must always be ready to face any demand shared between the two locations.
Clearly, such a condition requires some degree of flexibility for the supply system. That is, appropriate stocks should be maintained at the delivery points, extra total production capacity possibly should be provided (especially if production is performed in situ at the delivery points), and, finally, the possibility of transshipments of endproducts between the delivery points should be contemplated. Clearly, such conditions all imply costs. Now the question is how much to charge for such a costly flexibility in the supply contract. In particular: can costs related to stock capacities be traded off with costs related to production or transportation capacities? Does there exist a particular distribution of the demand such that if capacities are provided to meet it, could any other feasible demand split also be faced? Or would it be wiser to be ready to face either of the two situations in which the whole demand concentrates on just one delivery point? A situation of this kind will be addressed in section 8.
Another possible practical application of the same model is to assess the cost of the flexibility necessary to guarantee that lost sales are never incurred [34] .
From the point of view of practical applications, it is also worth pointing out that the demand model we adopt is convenient for dealing with product competition [26] or product substitution phenomena: they easily can be dealt with by demand arcs connecting the nodes associated with the competing products.
A quite different practical application of our models refers to human resource management problems (see, for instance, [24] ) and deals with formulating a sequential plan for allocating personnel to jobs and roles. In this case, job positions are represented by nodes with given capacity limits. The uncontrolled arcs model the autonomous evolution of a workforce (automatic promotions, retirements, change of site, etc.), which may be unpredictable to some extent. Controlled arcs represent personnel acquisition, development, and allocation activities. The problem consists of determining bounds on personnel management activities that allow compensation of the actual autonomous evolution of workforce availability.
2.
Model and problem statement. Let G = (N, E) be an oriented multigraph, where the nodes of N represent warehouses in which a certain commodity can be stored, and the arcs of E represent transportation links through which the commodity can be moved. The amount of commodity present in the ith node of N at the time t is denoted by x i (t) and the corresponding vector x(t) is assumed to satisfy the constraint
where x − and x + are given vectors of n . The reason why it is assumed that the sum of all the components of x is 0 is that by possibly including the external environment in the model by adding an auxiliary node and proper arcs between this node and the original nodes of the network, the system can always be supposed to be isolated. This means that the global amount of the commodity present in the system is constant through time and, without restriction, this quantity may be assumed to be zero.
In this setting, a game between two players P and Q is considered. The set E is partitioned into two subsets E P and E Q in such a way that at each time, player P decides the flows u(t) of the arcs of E P and player Q decides the flows d(t) of the arcs of E Q . Two parallel arcs between each pair of nodes are allowed; each one is controlled by a different player. The flows u(t) and d(t) have to satisfy the following constraints:
where p = |E P |, q = |E Q |, and u
+ ∈ q are assigned vectors. The information about X, U , and D is known to each player.
The discrete-time dynamic model that describes the evolution of the system is
where P and Q are, respectively, the incidence matrices of the subgraphs G P = (N, E P ) and G Q = (N, E Q ) (that is, the (i, e) element of P and Q is +1 if the arc e leaves node i and −1 if arc e enters node i and 0 otherwise).
The following dynamic game is considered. For a certain initial distribution x(0) of the commodity within the nodes at time t = 0, player P chooses a flow u(0) according to (2) in the arcs of E P and player Q chooses a flow d(0) in the arcs of E Q according to (3) . These moves produce a new distribution x(1) of the commodity according to (4) . Then the two players choose new flows u(1) and d (1) in their feasible ranges in order to produce x(2) and so on. The aim of player P is to assure that x(t) is always feasible with respect to the constraints (1), while the effort of player Q is to drive x(t) out of X.
The first problem considered in this paper is that of finding a winning feedback strategy for player P, that is, a function Φ : X × N → U of the form Φ(x(t), t) = u(t) which guarantees him to win the game.
Problem A. Given constraints (1), (2), and
, the sequences x(t) and u(t) produced by (4) when u(t) = Φ(x(t), t) are always feasible, in the sense that u(t) ∈ U and x(t) ∈ X.
A set X 0 ⊆ X and a function Φ that solve Problem A will be said to be feasible initial condition set and feasible (or winning) strategy, respectively. The assumption that the strategy Φ does not depend on d is equivalent to the fact that, at each time, Q moves after P. In other words, we are considering the "control plays first" game in [7] .
One easily realizes that a winning strategy for player P does exist if, roughly speaking, the warehouses are sufficiently large and the constraints for U are not too tight. Since in practice the boxes U and X are associated to arc capacity and warehouse size, making them large enough implies a cost. This leads to a design problem which aims at finding a minimum cost network for which a winning strategy for player P does exist. The decision variables of such a problem are in a natural way the lower and upper bounds x − , x + , u − , u + that define the sets X and U in (1) and (2), respectively. We assume that the construction costs of the production/transportation lines are mutually independent functions. Moreover, in order to include in the model possible feasibility constraints, we consider lower and upper bounds on each variable. The design problem we consider can then be stated in the following form.
Problem B. Given an oriented multigraph G = (N, E) and a partition
be assigned vectors. Consider a cost function for the network G P = (N, E P ) of the form
where J 1 and J 2 are linear cost functions not decreasing in each component of
are satisfied. Assuming that the cost functions J 1 and J 2 are nondecreasing with respect to the components of −x − , x + and −u − , u + is a reasonable assumption since warehouses or production units with larger capacity usually imply larger costs. Note that whereas Problem B is an optimization problem involving design costs associated to arc and node capacities, Problem A is formulated as a mere feasibility problem, since it just requires that conditions (1) and (2) are always satisfied, without considering operational costs associated to control strategies. In fact, in section 3 a solution X 0 for Problem A will be provided which is optimal in the sense that it contains all the initial conditions in X for which a winning strategy for Player P exists (see Theorem 3.1). Moreover, the solution provided for Problem A easily can be exploited to find a strategy that on-line optimizes operational costs. Problem B has a particular structure. With respect to the objective function and constraints (6) and (7), the problem is separable in the x ± and u ± variables. However, condition (i) does not show such a property. A basic result of this paper shows that Problem B actually can be split into two independent problems, one concerning the arc capacity and one concerning the storage capacity.
Solution of Problem A.
In this section the conditions are investigated for the existence of a strategy for player P which assures him to keep the system within its constraints on an infinite horizon. To this aim the same approach is used as in [7] , [8] , [9] , and [13] , where the more general case of linear discrete-time systems with control and state constraints is considered.
Given two sets X, S ⊆ n , the erosion of X with respect to S is defined as
the opposite of X is defined as −X = { x ∈ n : x = −y for some y ∈ X } and the sum is defined as X + S = { z ∈ n : z = x + s for some x ∈ X, s ∈ S}. Moreover, a set of the form {y ∈ n : y − ≤ y ≤ y + } for assigned y − , y + ∈ n is said to be a box.
The following theorem provides necessary and sufficient conditions for the existence of a winning strategy for Player P. These conditions require (i) the existence of feasible states that cannot be driven out of X by the disturbance in one step and (ii) that each move of the disturbance can be counteracted by a move of player P. Moreover, the theorem provides the description of the set of all the initial conditions for which a winning strategy for Player P exists. 
Moreover, the set of all the initial conditions for which the game is favorable to player P is given by
and any function Φ(x, t) such that
and
is a strategy that solves Problem A.
Proof. The necessity of condition (9) follows by noticing that if X −QD is empty, then for each x ∈ n there exists d ∈ D such that x − Qd / ∈ X. In particular, for each x ∈ X and u ∈ U , x − P u − Qd / ∈ X for a suitable d ∈ D. The necessity of condition (10) is also easy to prove. Indeed, let d * ∈ D such that −Qd * / ∈ P U. Since P U is a closed convex subset of n , by the separation theorem (see [33] ) there exists a hyperplane in n that strongly separates P U from −Qd * ; that is, there exist z ∈ n and > 0 such that −zQd * ≥ zP u + for every u ∈ U . Then, if x 0 ∈ X and we chose d(t) = d * for every t ≥ 0, from (4) we obtain
for each possible sequence {u(i)} t−1 i=0 such that u(i) ∈ U for all i, and thus
Since X is bounded, x(t) / ∈ X for t sufficiently large. Conditions (9) and (10) are also sufficient. First, they imply that the set X 0 defined in (11) is not empty. Indeed, by (9) , there exists x 0 ∈ X −QD and, for each
too. By reproducing the same argument for x (1) , it may be shown that x 0 , and thus all the points in X 0 , define initial conditions that solve Problem A. The set X 0 is the maximal subset of X with respect to this property since, for every x ∈ X \ X 0 , x − P u / ∈ X −QD for every u ∈ U . The last statement of Theorem 3.1 follows in an obvious way.
Note that the previous result holds in general for every system of the form (4) if U and D are closed convex sets and P and Q are real matrices. However, all the results which follow are consequences of the particular structure of the sets U and D, which are boxes, and of the fact that P and Q are incidence matrices. Note also that for the sake of generality, time-varying strategies Φ(x, t) have been considered, but from the conditions (12) and (13), it follows that if Problem A has a solution, then a time invariant strategy Φ(x) always exists. This function Φ does not have an explicit expression but is defined in an implicit way as a function which associates to x any one of the elements of the set
where
Since, as will be shown in Lemma 3.5, the set Y (x) is the intersection of a box with the hyperplane n i=1 x i = 0, it turns out that the problem of determining an element in U (x) reduces to a feasible flow problem in the graph G P . If an operational cost on the flow u is introduced, one has just to cope with a minimum cost flow problem, which has to be solved on-line and for which efficient algorithms exist.
We point out that the conditions for the existence of a winning strategy for player P have a fundamental separation property as they are given by two separate conditions (9) and (10), concerning the buffer capacities and the sets QD and P U. Moreover, it turns out that the complexity of the strategy which solves the problem is an instanceindependent function of n and p, known a priori, and it requires algorithms whose complexity is polynomial in n and p. Remark 3.2. A singular property of these results is that they hold only for our infinite-horizon game while they do not hold in general for the finite-horizon game. In other words, suppose we have the problem of finding a strategy which meets the constraints over an assigned horizon 0, 1, . . . , K. Then, according to [7] , we have to construct a sequence of "feasibility sets" called the target tube. It turns out that these sets are not boxes in general, even for the network case, and that the conditions for the existence of a finite-horizon winning strategy do not have the separation property of the infinite-horizon corresponding ones. Roughly speaking, the finite-horizon problem is much more difficult than the infinite-horizon one. This is an unusual situation in dynamic game theory (see, for instance, [3] , [4] ), where the infinite-horizon solution is usually derived as the limit for K → ∞ of the finite-horizon one.
Remark 3.3. There is another version of the game in which player Q starts the game. In this case it is admitted that at each time instant, the controller knows the level of the demand before making his decision. This assumption may be reasonable in some cases. It easily can be proved that in this case the feasible initial condition set is X 0 = X, and Theorem 3.1 simply has to be modified by replacing condition (9) with the condition that X is not empty. This version of the game can be handled in a similar way as the original game, and it will not be further mentioned.
Theorem 3.1 says that in order to give a yes or no answer to the question "does a strategy exist that solves Problem A," one has just to check if the set X −QD is not empty and if inclusion (10) holds. These conditions also have to be satisfied by every solution of Problem B, so the next task will be that of expressing them in terms of a minimal set of linear constraints in the variables u ± and x ± in order to reduce as much as possible the complexity of Problems A and B.
As will be seen, checking if X −QD is not empty requires verifying whether or not a box intersects a hyperplane and this task can be easily accomplished. On the other hand, condition (10) requires checking the inclusion of the two polyhedra −QD and P U. As will be explained in section 4, this problem is in fact an NP-hard problem, despite the particular structure of the polyhedra involved. Nevertheless, the structure of these sets allows us to rephrase condition (10) in a form which is convenient to solve Problems A and B. The complexity of this solution method consistently lessens when the controlled network has not too many arcs. These results rely on the particular structure of the sets P U and QD. To present them, we first introduce some notations.
Let G = (N, E) be a directed graph with |N | = n and |E| = m. For each subset S of N and for each vector x ∈ n , x(S) = i∈S x i is the sum of the components associated to all the nodes in S. We denote by δ(S) the cut corresponding to S, that is, the subset of E whose arcs have one extremity in S and the other one in N \ S. Evidently, δ(S) = δ(N \ S). Let δ + (S) (δ − (S)) denote the set of arcs in E having the initial (terminal) node in S and the terminal (initial) node in N \S. If we denote by δ P (S) and δ Q (S) the cuts defined by a subset S of N in the graphs G P = (N, E P ) and G Q = (N, E Q ), respectively, then the vectors ξ, η, θ ∈ 2 n −2 defined by
for each proper subset S of N have components ξ S and η S that represent the capacities of δ P (S) and δ Q (S), respectively. Moreover, θ S = η N \S . Now, by the Gale-Hoffman theorem (see, for instance, [32] ), it holds that
The sets P U, QD, and X are all zero-base polyhedra. This means that they have the form
where f : 2 N → is a submodular function, that is, a function which satisfies the condition
We also assume that f (∅) = 0 for every submodular function f .
The next proposition collects some properties of zero-base polyhedra that are used in the following.
Proposition 3.4. Let f, g be two submodular functions and B(f ), B(g) be the corresponding zero-base polyhedra. Then the following properties hold: (i) for each S ⊆ N , the inequality x(S) ≤ f (S) is tight in the sense that max x∈B(f ) x(S) = f(S) (this also implies min x∈B(f ) x(S) = −f(N \ S));
(
ii) if f is an integer valued function, then the vertices of B(f ) are integer vectors; (iii) f + g is a submodular function and B(f ) + B(g) = B(f + g); (iv) for each box X, B(f ) ∩ X is a zero-base polyhedron and it has integer vertices if both X and B(f ) are integer polyhedra.
Proof. See [10] and [11] .
In the next lemma a description of the set X −QD is given. Lemma 3.5. The set X −QD has the form
Such a set is not empty if and only if the following conditions are satisfied:
x − i + θ N \{i} ≤ x + i − θ {i} i = 1, 2, . . . , n, (24) n i=1 (x − i + θ N \{i} ) ≤ 0 ≤ n i=1 (x + i − θ {i} ). (25)
Proof.
By (1), X = X * ∩ π where X * is the box defined by vectors x − , x + and π = {x ∈ n : x(N) = 0}. It is easy to verify that since −QD ⊆ π,
and thus X −QD has the form (23). It is immediate to see that X * −QD ∩ π = ∅ implies conditions (24) and (25) . Sufficiency follows by noticing that if (25) The next result specifies condition (10) .
Lemma 3.6. The condition −QD ⊆ P U holds if and only if
Proof. Sufficiency follows immediately from (18) and (20) . To prove necessity, we just have to consider point (i) of Proposition 3.4, according to which each inequality in (18) and (20) is tight.
Complexity of Problems A and B.
By Theorem 3.1 and Lemmas 3.5 and 3.6, in order to prove the existence of a solution for Problem A, one needs to check conditions (24) and (25) (which assure that the set X −QD is not empty) and conditions (26) (which guarantee that each element of the form −Qd, d ∈ D is also an element of P U). The first part requires, besides elementary operations, evaluating the function θ in the 2n sets of the form {i} and N \ {i} for each 1 ≤ i ≤ |N|. On the other hand, despite the very simple form of conditions (26) , it turns out that verifying if −QD ⊆ P U requires checking as many as 2 n − 2 constraints. One could hope that, in view of the fact that the functions ξ and θ are in fact defined in terms of the vectors u − , u + ∈ R p and d − , d + ∈ R q , respectively, and thus have a polynomial representation with respect to the dimension of the problem, their comparison might be accomplished in polynomial time. Unfortunately, this is not the case. McCormick has indeed proved in [25] the following results.
Theorem 4.1. Let G = (N, E) be a complete directed graph (that is, (i, j) ∈ E for each i, j ∈ N ). Given two nonnegative functions u i : E → , i = 1, 2, consider the cut capacity functions f and g defined by u 1 and u 2 , respectively. Then it is strongly NP-complete to decide if B(f ) ⊆ B(g) (network submodular containment problem).
The condition (10) for Problem A corresponds to the network submodular containment problem (NSCP), and thus Problem A is NP-complete, too. Its complexity strongly affects the complexity of Problem B, since inequalities (26) also appear as constraints in the formulation of the design problem. In fact, the arcrelated subproblems of Problems A and B correspond to the strong membership problem and the strong optimization problem, respectively, for the polyhedron given by
where θ is an assigned cut capacity function. Then, by the previous result and Theorem 6.4.9 in [15] , it immediately follows that since NSCP is NP-complete, Problem B also cannot be solved in polynomial time [25] .
Corollary 4.2. There is no polynomial algorithm for Problem B unless P = NP.
Minimal characterization of the polyhedron PU and solution of Problem B.
The results of the previous section leave no hope of solving Problems A and B by a polynomial method. This is particularly awkward when large scale instances are addressed, since the computational burden they involve may turn out to be unrealistic. A first approach to overcome such a drawback is to try at least to reduce as much as possible the number of inequalities in (26) . It is easy to realize that one can consider only those constraints that are nonredundant for the polyhedron P U, that is, those which cannot be removed from (18) without modifying the set they represent. In this section we look for the minimal description of the polyhedron P U. An alternative approach to handling large scale instances of Problem B by providing an approximate solution is proposed in section 7.
Now we study how the structure of the graph G P = (N, E P ) reflects on the minimal characterization of the polyhedron P U in terms of the inequalities x(S) ≤ ξ S .
Definition 5.
Given a graph G = (N, E), a cut δ(S) is said to be disconnecting G if one of the two disjoint subgraphs G S = (S, E S ) and G N \S = (N \ S, E N \S ) obtained by removing all the arcs of δ(S) is not connected. Otherwise, the cut is said to be nondisconnecting. Lemma 5.2. If the graph G P is connected and the set U is full dimensional (i.e., u
− i < u + i for all i), then (i
) the inequality x(S) ≤ ξ S is nonredundant in (18) if and only if the cut δ(S) is not disconnecting
Moreover, if n = |N | and r = |E P | − n + 1, then (ii) for each nonredundant inequality x(S) ≤ ξ S of P U the corresponding cut δ(S) has at most r + 1 arcs;
(iii) the number of nonredundant inequalities of P U is bounded above by O(n r+1 ). Proof. (i): For each S ⊂ N , the set E P can be split as
where E S and E N \S are the subsets of arcs having both extremities in S and N \ S, respectively. In a similar way, the set U splits in U = U S × U N \S × U δ(S) and the incidence matrix P of G P may be written (possibly by reordering the nodes) in the form
where the columns of P S , P N \S , and P δ(S) represent the arcs of E S , E N \S , and δ(S), respectively. Since G P is connected and U has full dimension, the polyhedron P U has dimension n − 1. Let
be the face of P U defined by the inequality x(S) ≤ ξ S . This constraint is nonredundant for P U if and only if dim F S = dim P U − 1 = n − 2. The dimension of F S is univocally determined by the rank of the incidence matrices P S and P N \S . Indeed, let u 0 ∈ U δ(S) be the vector whose components are u
Immediately we see that for every u = (u S , u N\S , u δ(S) ) ∈ U, the condition P u(S) = ξ S holds if and only if u δ(S) = u 0 , and thus
In particular, dim F S = rank P S + rank P N \S and thus dim F S = n − 2 if and only if both of the graphs G S = (S, E S ) and G N\S = (N \ S, E N \S ) are connected.
(ii) Let x(S) ≤ ξ S be a nonredundant inequality. Since by (i) the graphs G S and G N \S are both connected, then both the conditions |E S | ≥ |S| − 1 and |E N\S | ≥ |N \ S| − 1 hold, so that δ(S) has at most |E P | − n + 2 = r + 1 elements.
(iii) By (ii), the number of cuts corresponding to nonredundant inequalities is trivially bounded above by the number of subsets of E P which have at most r + 1 elements. Since any cut is associated with the pair of constraints x(S) ≤ ξ S and x(N \ S) ≤ ξ N \S , it is clear that the number of nonredundant inequalities of the polyhedron P U cannot be larger than k(n, r), where k(n, r) is the polynomial function in n of degree r + 1 given by
It is important to note that if U is not full dimensional, the "only if" part of proposition (i) still holds; namely, x(S) ≤ ξ S is redundant for P U if the cut δ(S) is disconnecting G P .
Part (i) of Lemma 5.2 has been independently proved by Wallace and Wets in [35] . However, the above proof seems simpler and it is reported here for sake of completeness.
By Lemma 5.2, if the number of independent circuits r is fixed, then the number of independent constraints in (18) is polynomial in n. In particular, it is linear when the graph is a tree, which is a typical situation in distribution systems [29] . The upper bound in (iii) is, in general, very conservative, and in almost every case the number of nonredundant inequalities is much smaller and can be a priori determined by performing a connectivity test on the subgraphs generated by each cut. However, there exist families of graphs for which the given bound is tight, and thus it cannot be improved.
Lemma 5.2 leads to the following corollary, which reduces the number of the inequalities (26) that actually need to be verified.
Corollary 5.4. Let I be the subset of 2 N defined by
Under the hypotheses of Lemma 5.2, condition (10) is satisfied if and only if
Proof. Due to Lemma 3.6, it is sufficient to show that (29) implies (26) . Let conditions (29) hold and consider a disconnecting cut δ(S) of G P . By Lemma 5.2,
Since S j ∈ I for each j = 1, . . . , k and x(S) ≤ θ(S) is a tight constraint for −QD, we finally obtain
The next theorem summarizes the results of this section and gives a complete solution for Problem B.
Theorem 5.5. For each instance of Problem B, let θ be the function defined in (17) , I the set introduced in (28) , and P 1 and P 2 the polyhedra defined by (24), and (25)}, (7) and (29)}.
Problem B has a solution if and only if both P 1 and P 2 are not empty. In this case, the solution may be found by solving the two independent programming problems {min
where the former one has 6n + 2 linear constraints and the latter, besides conditions (7), has a number of linear constraints that does not exceed the quantity k(n, r) introduced in (27) .
Proof. The assertion follows from Theorem 3.1, Lemmas 3.5, 3.6, Corollary 5.4, and Remark 5.3.
The integer game.
In several practical problems, only integer quantities can be considered. In view of the structure of equation (4), if the initial state x(0) is an integer, then x(t) remains an integer for t ≥ 0 as long as u(t) and d(t) are integer vectors. It is then natural to formulate an integer version for Problem A by requiring that x(t), u(t), and d(t) can assume only integer values. In this case, it is obvious that the bounds for U , X, and D are integers. Accordingly, a strategy Φ is said to be an integer strategy if Φ : Z n → Z q . This version of the game is referred to as the integer game and the original version of Problem A as the real game. The results obtained in the previous sections allow us to prove the following theorem.
Theorem 6.1. Assume that the sets U , X, and D have integer vertices. Then the integer game has a solution if and only if the real game formulated on the same data has a solution. Moreover, in this case the feasible initial condition set for the integer game is the set of all the integer points of the set X 0 defined in (11) , and an integer strategy may be found by solving on-line a feasible flow problem.
Proof. Suppose that the real game has a solution, so that conditions (9) and (10) are satisfied. Then, since the data are integers and, as outlined after Lemma 3.5, X −QD is a zero-base polyhedron, by (ii) in Proposition 3.4, X −QD has integer vertices. Also, the polyhedron X 0 defined in (11) is an integer zero-base polyhedron as follows from Proposition 3.4, since X 0 is the intersection of the sum of the two zerobase polyhedra X −QD and P U with a box. Thus, there exist integer initial conditions from which Player P wins the game. Each integer-feasible strategy requires choosing, for an assigned integer state x 0 ∈ X 0 , an element u in the set U (x) defined in (14) . A flow u belongs to U (x) if and only if it satisfies the capacity constraints defined by U and produces a divergence vector P u contained in Y (x) = X −QD + {−x 0 }, that is, by (23) , if and only if it satisfies the constraints
Finding such a solution simply reduces to solving a feasible flow problem (see [32] ). Indeed, the integrality theorem for flows (see [32] ) assures that when data are integers and an admissible flow does exist, an integer-admissible flow exists, too. Moreover, such an integer solution may be found by using common algorithms for network flow problems.
Concerning Problem B, it easily follows from Lemma 3.5 that if the cost function J 1 is not decreasing in each component of −x − and x + and all the data are integers, then the optimal real solution has integer components x − and x + . It is interesting to prove that the same property does not hold with respect to u + and u − as the following simple example shows. (2, 5) = c (3,4) = 6 and c e = 5 for each e ∈ E P \ {(2, 5), (3, 4) }. The cost of this solution is 51. It is easy to see that there cannot be any integer solution with the same cost. First, note that the cuts δ + ({1, 2, 5}) and δ + ({1, 3, 4}) are disjoint and contain only arcs with cost capacity 5 and that the capacity of both of them must be at least 3 in every admissible solution. This implies that any integer solution of cost 51 could use only one capacity unit of capacity cost 6. But by deleting any one of the two arcs (2, 5) and (3, 4) , we obtain an instance of the problem whose optimum value is 55.
Although the solution of Problem B may not be integral, the following property nevertheless holds. Proposition 6.3. If Problem B with integer data is feasible, then it also admits an integer-feasible solution.
Starting from a real optimal solution (u − , u + ), an integer solution may be obtained simply by settingũ
Obviously, this may not be the optimal integer solution. For instance, in the previous example, this procedure leads to a solution of cost 72, while the optimal integer solution uses only arcs of capacity cost 5 and has value 55.
Special cases and an approximate algorithm.
In the previous sections it has been shown that both Problems A and B can be split in two subproblems, one concerning node capacities only and the other concerning arc capacities only. While the former is easy to solve even under integrality conditions, the latter is an NP-hard problem. We have already seen that for the families of graphs with a fixed number of circuits, Problem B is polynomial. If the graph is a tree, the solution is extremely simple and it is integral for the integer problem, as the following result shows. A further interesting question is to determine if there exists a "worst case" demand, in the sense that it is sufficient to provide node and arc capacity to contrast it in order to solve Problem B. This happens in the particular, but meaningful, case in which all the demand arcs have a common final node and zero lower capacity. This case represents the situation in which there is no product competition in the sense that demands in different nodes are independent and all lead to the external node. In this case, it is immediate to see that the worst case demand exists, and it is given by
This is an interesting case because once such a worst case demand has been identified, it suffices to solve a minimum cost flow problem to solve Problem B, and therefore an integer optimal solution exists. However, a worst case demand does not exist in general, as will be shown for the example of the next section. Now we present a simple procedure to obtain an approximate solution for the arc-related subproblem of the design Problem B when the cost function has the form The main idea of the algorithm relies on the fact that any path P (i, j) between two nodes i and j in the graph G P intersects every cut δ(S) such that i ∈ S and j / ∈ S. In order to find a feasible solution for Problem B, it is then sufficient to increase, for each demand arc f = (k, l) with d 
, that is, against the worst possible case. Since we look for a low cost solution, it is natural to choose P (l, k) and P (k, l) as the shortest paths with respect to the capacity costs. These remarks lead to the following algorithm.
Approximate Algorithm for Problem B. 
Arguing by induction, it easily can be seen that the solution (−u − , u + ) corresponding to each step of the procedure is an admissible solution for Problem B with respect to the partial uncontrolled network whose arcs are the demand arcs already processed. So the procedure ends after |E Q | steps giving an admissible solution for Problem B. Its time complexity is |E Q |O(SP P ), where O(SP P ) denotes the running time of any algorithm for the shortest path problem. We note that when all the data of the problem are integers, this procedure finds in fact an integers solution. Moreover, since in a tree two nodes are connected exactly by one path, then when G P is a tree, the algorithm gives the optimal integer solution (see also Proposition 7.1). For the example of Fig. 1 this procedure finds the solution that uses only arcs of capacity cost 5 and has value 55. This is indeed the optimal integer solution.
8. An example. In order to illustrate the results derived in the previous sections, we present a nontrivial example. Consider the network in Fig. 2 with 16 nodes, 27 controlled arcs, and 14 uncontrolled arcs.
For the node problem, we fix the lower capacity of all nodes to 0, with the exception of node 16 (the external environment), for which the upper capacity is fixed to 0. We do not impose constraints on the upper capacities of the other nodes and assume that there is no cost for the lower capacity of node 16. Then, for any nondecreasing cost function J 1 , the optimal solution for the node problem is that reported in Table 3 .
Concerning the arc problem, we consider a cost of the form
where the values of the coefficients α e and β e for each controlled arc e are shown in Table 1 . Finally, Table 2 contains departure and arrival nodes of the uncontrolled arcs together with their lower and upper capacity. We assume that there are no bounds on the upper and lower capacities of each controlled arc as well as for the upper capacities of the nodes. The number of constraints which define the polyhedron P U in (18) is 65535. However, if we apply the necessary and sufficient conditions stated in Lemma 5.2 in order to eliminate redundant constraints, we obtain that only 180 constraints are nonredundant. Then, in order to find the solution of Problem B with respect to the given instance, we have to solve a linear problem with 54 variables (the upper and the lower constraints of each controlled arc) and 180 constraints. This can be done in a straightforward way. The optimal solution is reported in Table 4 and has the cost J opt 2 = 958. If we apply the approximated algorithm of section 7 to the same instance, we have to solve a shortest path problem 28 times. The approximate solution it finds has the cost J apr 2 = 980, which is quite close to the optimal one (about 2 %). We note that for the case of the example, there is not a "worst case" demand; that is, there does not exist anyd ∈ D such that the optimal solution of the problem can be obtained by replacing the constraint QD ⊆ P U with Qd ∈ P U. This can be shown by considering the uncontrolled arc d 3 . If we set d 
Conclusions.
We have studied the problem of determining a feedback control strategy for a class of single commodity production-distribution systems with nonstochastic uncertain demands using a model expressed in terms of a dynamic game on a network.
Conditions guaranteeing that a solution exists have been derived with the aim of providing means that are convenient from a computational point of view. In this sense, it has been shown how the topology of the network of interest does affect the amount of computations required.
The results obtained for this feasibility problem have then been used to solve a network design problem consisting of determining the minimum cost node and arc capacities that guarantee that a feasible control strategy exists. The integer version of the problem also has been considered, in which all the variables have to assume integer values. It has been proved that if the data are integers and the two considered problems have a solution, then integer solutions also exist.
