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Using a simple three dimensional lattice four-fermion model we argue that massless fermions
can become massive due to interactions without the need for any spontaneous symmetry breaking.
Using large scale Monte Carlo calculations within our model, we show that this non-traditional mass
generation mechanism occurs at a second order quantum critical point that separates phases with
the same symmetries. Universality then suggests that the new origin for the fermion mass should
be of wide interest.
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The origin of mass in the universe is an interesting
problem in fundamental physics [1]. In continuum quan-
tum field theory, fermion masses arise from local fermion
bilinear mass terms that are introduced as parameters
in the theory. If symmetries of the theory prevent such
terms, perturbatively fermions remain massless. How-
ever, these symmetries can break spontaneously and form
non-zero fermion bilinear condensates dynamically that
can make fermions massive. This well-known mechanism
of mass generation is used in the standard model of parti-
cle physics to give quarks and leptons their masses. Re-
cent progress in the field of topological insulators sug-
gests the existence of an alternate mechanism for the
origin of the fermion mass [2–5]. These studies show
that fermions can become massive without spontaneous
symmetry breaking due to an interplay of quantum en-
tanglement and topology. In particular, fermion bilinear
condensates are not necessary. An example of how the
mechanism works in two space-time dimensions has been
discussed recently [6]. Since this alternate mechanism
also constrains the number of fermion species of the the-
ory, some speculations that it may explain the particle
spectrum of the standard model have also been proposed
[7–9].
Quantum entaglement and topology can be important
in determining the ground state properties of matter [10].
They can also lead to exotic second order phase transi-
tions that are characterized by a change in some topo-
logical order of the ground state, unlike standard transi-
tions which occur due to spontaneous symmetry break-
ing characterized by a change in some local order pa-
rameter. In certain cases, fractionalization of the fun-
damental degrees of freedom can occur leading to emer-
gent gauge fields [11]. Understanding these exotic second
order phase transitions is an active area of research to-
day [12, 13]. It was recently proposed that the origin
of fermion mass without spontaneous symmetry break-
ing can also be related to a similar exotic quantum phase
transition. Evidence for this conjecture was provided us-
ing Monte Carlo calculations on small lattices in a model
inspired by the physics of electrons hopping on a hon-
eycomb lattice [14, 15]. In this work we show a sim-
ilar phenomenon in a simple lattice field theory model
in three space-time dimensions in the action formalism
that is much closer in spirit to particle physics. Due to
the simplicity of the model we are able to perform calcu-
lations on a much larger scale and estimate the critical
exponents. Some of the technical details of our work on
small lattices have already appeared earlier in [16] and
have also been verified recently in [17].
It is possible to understand the alternative mecha-
nism of fermion mass generation qualitatively using four-
fermion models. Consider free massless fermions inter-
acting through a four-fermion coupling that has symme-
tries which forbid the generation of fermion bilinear mass
terms through radiative corrections. Since perturbatively
four-fermion couplings are irrelevant, the model will con-
tain a massless fermion phase at weak couplings. How-
ever at strong couplings such models can be in a massive
phase. Traditionally this massive phase is accompanied
with spontaneous symmetry breaking and the generation
of fermion bilinear condensates. In fact gauge anoma-
lies force the existence of such a phase due to t’Hoofts
anomaly matching arguments [18]. But, if the four-
fermion couplings explicitly break all anomalous symme-
tries while still forbidding fermion bilinear condensates,
then there may be a way to circumvent anomaly match-
ing arguments and allow a massive fermion phase without
any spontaneous symmetry breaking.
Lattice models that realize the above speculative sce-
nario concretely were constructed and studied long ago
[19–22]. These models contained a massless fermion
phase at weak couplings and a massive fermion phase
at strong couplings. But most interestingly, the massive
phase was not accompanied by spontaneous breaking of
any symmetries. The two phases were usually separated
by a more conventional spontaneously broken phase as
shown in Fig. 1 as scenario A. The exotic massive fermion
phase without spontaneous symmetry breaking can be in-
teresting in continuum quantum field theory if it is con-
nected to the massless fermion phase directly through
a second order transition. This is shown as scenario B
in Fig. 1. The presence of a second order critical point
will allow one to take the continuum limit of the massive
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FIG. 1: The two possible scenarios for the phase diagram
of lattice four-fermion models that show the existence of a
symmetric massless fermion phase at weak couplings and a
symmetric massive fermion phase without spontaneous sym-
metry breaking at strong couplings. Previous studies in four
space-time dimensions found results consistent with scenario
A, where an intermediate spontaneously broken phase was
found. Our work in three space-time dimensions is consistent
with scenario B with a quantum critical point at Uc.
fermion phase and thus eliminate the effects of lattice
discretization. Most earlier work had focused on four
Euclidean dimensions, and a direct second order tran-
sition was never discovered, although some mean field
theory calculations predicted a direct first order transi-
tion [23, 24]. In our work we focus on three Euclidean
dimensions and find strong evidence for a direct second
order transition (scenario B in Fig. 1).
The model we study contains four flavors of massless
reduced lattice staggered fermions on a cubical space-time
lattice with an onsite four-fermion interaction. Each
lattice fermion flavor describes a single four-component
Dirac fermion in the continuum due to fermion doubling
[25–27].Our model can be obtained as a limit of lattice
Yukawa models that were studied long ago in four space-
time dimensions [21, 22]. Further, our model has the
same fermion content as the honeycomb lattice models
studied recently [14, 15]. We use four-component Grass-
mann valued fields, ψx,i, i = 1, 2, 3, 4, on each lattice
site x to describe the fermion fields. Then, the Euclidean
action of our model is given by :
S =
4∑
i=1
∑
x,y
ψx,i Mx,y ψy,i−U
∑
x
ψx,1ψx,2ψx,3ψx,4 (1)
where M is the well known massless staggered fermion
matrix given by
Mx,y =
∑
αˆ=1,2,3
ηx,αˆ
4
[δx,y+αˆ − δx,y−αˆ], (2)
where ηx,αˆ are phases that introduce a pi-flux through
all plaquettes. In our work we study cubical lattices of
FIG. 2: An example of a monomer configuration [n] showing
free fermion bags on a two dimensional lattice. The filled
circles represent monomers and the connected regions without
monomers form free fermion bags.
equal size L in each direction with anti-periodic boundary
conditions. Observables are defined as usual through the
Grassmann integral
〈O〉 = 1
Z
∫ (∏
i,x
[dψx,i]
)
O e−S . (3)
where Z is the partition function.
The action given in Eq. (1) is symmetric under the
usual space-time lattice transformations and an internal
SU(4) flavor transformations [16]. Using weak coupling
and strong coupling perturbation theory, it is easy to ar-
gue that all lattice symmetries remain unbroken at both
weak and strong couplings. Thus, the essential question
is whether there is a single transition between the two
phases or is there an intermediate phase where some of
the lattice symmetries are broken. Previous studies in
four space-time dimensions do seem to find such an in-
termediate phase. Here we present clear evidence from
large lattices for a single second order transition between
the two phases in three space-time dimensions and esti-
mate the critical exponents at the transition.
We perform calculations using the fermion bag ap-
proach [28] where the problem is converted into a sta-
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FIG. 3: Plots of ρm and χ1 as a function of U for various
values of L. The susceptibility shows a peak and the average
monomer density shows a sharp rise at the phase boundary
(U ∼ 1).
tistical mechanics of monomer configurations which we
denote as [n]. Each monomer configuration is defined
through a binary lattice field nx = 0, 1 which denotes the
absence or presence of a monomer at the site x respec-
tively. Figure 2 shows an illustration of a monomer con-
figuration on a two dimensional lattice. Each monomer
represents a four-fermion interaction and free fermions
hop on sites that do not contain monomers. The fermion
bag approach also gives a very intuitive picture of the un-
derlying physics: At small couplings the monomer den-
sity is small and fermions are essentially free, while at
strong couplings the lattice is filled with monomers with
very few empty sites for free fermions to hop making
them massive. Since monomers form local singlets, both
phases have the same lattice symmetries. Further details
of our computational approach, including algorithms that
we use can be found in [16].
In our earlier work we presented evidence for a single
continuous phase transition between the massless and the
massive phases up to lattice sizes of L = 28. The main
result is summarized in Fig. 3 where we plot the monomer
density ρm = U〈ψx,1ψx,2ψx,3ψx,4〉 and one of the fermion
bilinear susceptibilities χ1 =
∑
x〈ψ0,1ψ0,2ψx,1ψx,2〉, as a
function of U for various values of L. The behavior of
these observables is consistent with a single phase tran-
sition around U ≈ 1. Most importantly, the bilinear sus-
ceptibility never increases like L3 showing the absence
of any local fermion bilinear condensate for all values of
U . Recently it was also confirmed that other discrete
lattice symmetries, like the shift symmetry, also remain
unbroken for all values of U [17].
We now have results from much larger lattices (up to
L = 60) that further confirm a single second order tran-
U η χ2 U η χ2
/DOF /DOF
0.000 3 – 0.850 2.34(4) 2.5
0.920 1.64(5) 4.6 0.930 1.44(3) 1.9
0.940 1.22(2) 1.0 0.945 1.00(2) 0.7
0.950 0.77(2) 1.1 0.960 0.63(5) 6.4
TABLE I: Fit results obtained by fitting both R1 and R2
to the form 1/L1+η for various values of U . For small U we
approach η ≈ 3 consistent with the free theory, while in the
critical region 0.93 < U < 0.96 we again find good fits with a
different η.
sition. We can also roughly estimate the critical expo-
nents if we assume the absence of corrections to scal-
ing on lattices above L = 36. Here we focus on the
two independent bosonic correlation functions C1(0, x) =
〈ψ0,1ψ0,2ψx,1ψx,2〉 and C2(0, x) = 〈ψ0,1ψ0,2ψx,3ψx,4〉
where x is varied along the time direction. Near the criti-
cal point both these correlation functions are comparable
to each other, while C2(0, x) vanishes at U = 0. For the
purpose of comparing different lattice sizes, we extract
the correlation ratios R1 = C1(0,
L
2 − 1)/C1(0, 1) and
R2 = C2(0,
L
2 )/C2(0, 0) as a function of L. For large L,
these ratios are expected to scale as 1/L4 in the massless
phase, as 1/L1+η at the critical point and as exp(−mL)
in the massive phase. Here η is one of the standard criti-
cal exponents. Our data is consistent with this behavior
for L ≥ 32. In table I we show the combined fit results
of our data to the form 1/L1+η near the critical region.
As an illustration of the goodness of our fits, in Fig. 4
we plot R1 as a function of L along with the fits. Based
on this we estimate that the critical point is somewhere
in the region 0.930 < U < 0.96. For U ≥ 0.96 a single
power law no longer fits the data well, but an exponential
fit begins to work well. For example, a fit to the form
R1 ∼ exp(−0.07L) at U = 1.03 is shown in Fig. 4.
Since it is difficult to locate Uc and compute η from the
data in the region 0.930 < U < 0.960 we have also ana-
lyzed a different scaling region of U where R1, R2 show
a peak. In Fig. 5 we plot the behavior of the correlation
ratio R1 as a function of the coupling U for different lat-
tices sizes. A similar plot exists for R2 [29]. Note that
the correlation ratios display a maximum as a function
of U for a fixed L. We have computed these maximum
values R1,p(L), R2,p(L) and their locations U1,p(L), U2,p
in the range 24 ≤ L ≤ 44. From scaling theory, we ex-
pect Ra,p = ba/L
1+η and Ua,p = Uc + da/L
ν . We find
that R1,p fits well to this expected form for 24 ≤ L ≤ 44,
while R2,p does not. However if we keep only the data
from the largest lattices for both R1,p and R2,p we can
again perform combined fits to the expected scaling form
without the need for corrections to scaling. Interestingly,
allowing a scaling correction only for R2,p allows us to fit
the entire data set. Two of these fits are shown in the left
plot of Fig. 6. Using these fits and including various sys-
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FIG. 4: Plot of R1 as a function of L for various values of
U near the critical region. The solid lines are fits to the form
1/L1+η where η values are given in table I, except at U = 1.03
where the solid line has the form exp(−0.07L) suggesting the
fermions are already massive.
FIG. 5: Plots of R1 as a function of U for various lattice sizes
showing peaks. The values of the peaks R1,p and their loca-
tions U1,p are also marked. These are determined by approx-
imating the function to be a quadratic near the maximum.
tematic errors we estimate η = 1.05(5). Combining this
result with that of Table I, we constrain Uc = 0.943(2).
Using this result along with our data for Ua,p and its
expected scaling form we can again perform combined
fits to obtain ν. One such fit is shown in the right plot
of Fig. 6. Using these fits we estimate ν = 1.30(7). In
Fig. 7 we verify if our large lattice data falls on a sin-
gle universal scaling function when we fix Uc = 0.943,
η = 1.05 and ν = 1.30. The fact that the data falls on
a single curve gives us confidence that this is indeed the
case. However, we must note that if we allow for scaling
corrections to be present in our fits we cannot rule out
Uc = 0.945, η = 1.0 and ν = 1.0 as expected from large
N four-fermion models [30]. The universal scaling with
these “mean field” parameters is shown in the inset of
Fig. 7.
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FIG. 6: Plots of R1,p and R2p as a function of L (left figure)
and U1,p and U2,p as a function of L. The solid lines represent
fits to the form Ra,p = ba/L
1+η and Ua,p = Uc + da/L
ν with
Uc = 0.943 fixed. The dashed line is a fit including correction
to scaling of the form R2,p = b2/L
1+η + c2/L
1+η+ω, where
ω ≈ 1.
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FIG. 7: Evidence for universal scaling in our large lattice
data with Uc = 0.943, η = 1.08, and ν = 1.30. Our data
may also be consistent with Uc = 0.945, η = 1, and ν = 1
expected from large N analysis (shown in the inset), but only
after including corrections to scaling.
To summarize, we have established the existence of a
three dimensional exotic second order phase transition
between a massless and a massive fermion phase, both of
which have the same lattice symmetries. Thus, fermion
mass generation is not necessarily driven by spontaneous
symmetry breaking contrary to conventional wisdom.
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Supplementary Material
In this supplementary material we explain the analysis
used to arrive at the results presented in the main paper.
Observables
The three quantities we focus on in the paper are the
monomer density and the two independent correlation
functions defined as
ρm = U〈ψx,1ψx,2ψx,3ψx,4〉, (4)
C1(x) = 〈ψ0,1ψ0,2ψx,1ψx,2〉, (5)
C2(x) = 〈ψ0,1ψ0,2ψx,3ψx,4〉. (6)
The correlation functions are defined between the origin
and an arbitrary lattice site x that varies along the time
direction.
In principle there are six onsite fermion bilinear opera-
tors through which we can define 36 different correlation
functions. However, due to the SU(4) symmetry of the
model all these correlation functions are related to the
above two independent correlation functions. If we con-
sider the origin as an even site, it is easy to argue that
for a non-vanishing correlation function, x must be an
odd site in the case of C1(x) and it must be an even site
in the case of C2(x). The monomer density is related
to the second correlation function through the relation
ρm = U C2(0). Since ρm ∼ U2 for small U , we can ar-
gue that C2(x) approaches zero at small U but not C1(x).
On the other hand close to the critical point the two cor-
relation functions are very similar and are expected to
scale identically with respect to x for large values of x.
In the earlier work we measured the susceptibilty
χa =
∑
x
Ca(x), (7)
which turned out to be computationally expensive with
our modified algorithm that allows us to explore large
lattices. Hence we have focused on the correlation ratios
in this work, which are defined as
R1 = C1(0,
L
2
− 1)/C1(0, 1), (8)
R2 = C2(0,
L
2
)/C2(0, 0). (9)
These ratios help us extract the interesting infrared
physics, by removing any multiplicative renormalizations
that may arise from the ultraviolet.
CRITICAL SCALING
The correlation ratios R1 and R2 depend on both U
(the coupling) and L (the lattice size) and near the criti-
cal point they are expected to scale according to the form
:
Ra(U,L) =
1
L(1+η)
ga
(
(U − Uc) L 1ν
)
(10)
where ga(x), a = 1, 2 are universal functions of the vari-
able x = (U − Uc) L 1ν . We use this behavior to extract
the critical exponents in our work. For example when
U = Uc we expect
Ra(Uc, L) =
fa
L1+η
(11)
where fa is a constant and the critical exponent η is the
same for both R1 and R2. Interestingly even in the free
theory U = 0 one expects the above form to hold except
that η = 3. In fact for sufficiently large L, we expect
η = 3 in the entire massless phase.
Unfortunately since we do not know the location of the
critical point nor the value of η at that point, it is difficult
to compute Uc and η together using the above relation.
This is typical of all second order critical points and one
usually finds that many couplings near the critical point
obey power law scaling with slightly different values of η.
A combined fit of both correlation ratios to the form given
in (11) for the couplings in the range 0.85 ≤ U ≤ 0.96
and lattice sizes L ≥ 32, yields the results shown in Table
II. Indeed the critical point could be at any value of U
Uc f1 f2 η χ
2
0.85 68(10) 38(5) 2.34(4) 2.2
0.92 15(3) 8(1) 1.64(5) 4.1
0.93 9(1) 4.5(5) 1.44(3) 1.9
0.94 4.8(4) 2.4(2) 1.22(2) 1.0
0.945 2.5(2) 1.2(1) 1.00(2) 0.7
0.95 1.2(1) 0.59(5) 0.77(2) 1.1
0.96 1.0(2) 0.46(8) 0.63(5) 6.4
TABLE II: Results for the critical exponent η and the critical
coupling Uc from the powerlaw fits.
in the range 0.93 < Uc < 0.96. The behavior of η as a
function of U is shown in Fig 8. In our analysis we will
use an independent procedure to estimate η and then use
it to constrain Uc along with this figure. Note that for
U = 0.96 the fit is poor, indicating perhaps that we have
reached the massive phase.
SCALING OF PSEUDO-CRITICAL POINTS
While critical points are defined only in the thermo-
dynamic limit, there exists a notion of pseudo-critical
points even in a finite system. Interestingly, quantities
close to the pseudo-critical points also obey critical scal-
ing and thus can help in the extraction of critical quanti-
ties independently. Consider for example the variation of
correlation ratios R1 and R2 with coupling U at a fixed
value of L. This is shown in Fig. 9 for different lattice
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FIG. 8: Plot of η as a function of Uc. We have used the
power-law fits to obtain the η values assuming the location of
the critical point.
sizes. It is clear from the figure that the ratios display
a maximum for certain value of the coupling (which we
refer to as Ua,p). These define pseudo-critical couplings.
At the peak, the value of the ratio itself is given by Ra,p.
From the scaling relation in eqn 10, we note that the peak
occurs when the function ga(x) reaches a maximum. As-
suming this occurs at x = da, we can derive
Ra,p =
ba
L1+η
(12)
Ua,p = Uc + da/L
1
ν . (13)
Thus, if we can compute Ra,p as a function of L, we
would have an independent way to estimate η using (12).
As we explained above, we can then use the η vs. Uc
plot of Fig. (8), in order to estimate Uc. Then using this
value of Uc in (13) we can compute ν. This will be our
strategy.
We approximate the behavior of the correlation ratios
around the peak as a quadratic to extract Ua,p and Ra,p.
Table III shows our results of such fits. The errors in
the fits shown include systematic errors associated with
choosing a quadratic form near the peak instead of say a
cubic or quartic form.
Scaling Fits for Ra,p
Using the data for R1,p and R2,p from table III we have
performed a combined fit of the form expected in (12).
Including the entire data from above (24 ≤ L ≤ 44)
gives us b1 = 6.3(9), b2 = 2.4(4), η = 0.91(4), χ
2 =
94.9. A closer examination shows that while R1,p fits
well to a single power law in the entire region giving
b1 = 11.2(2), η = 1.08(1) with a χ
2/d.o.f = 1, R2,p is not
consistent with a single power law. Table IV shows the
results of fitting R2,p individually and dropping the lower
lattice sizes systematically. We interpret the drift of η
to larger values as a sign that R2,p contains pronounced
corrections to scaling. If we only keep the lattice sizes of
L = 40, 44 in the R2,p data and perform a combined fit of
both R1,p and R2,p we obtain b1 = 11.1(2), b2 = 4.6(1),
η = 1.08(1), χ2 = 0.77. The goodness of the fit is shown
in the left plot of Fig. 10.
In order to confirm that the drift of η is consistent
with the presence of corrections to scaling, we added a
correction term for R2,p and performed a combined fit of
the entire data to the form:
R1,p =
b1
L1+η
(14)
R2,p =
b2
L1+η
+
c2
L1+η+ω
(15)
Now including the entire data set in table III, we find a
good fit as shown in the right plot of Fig. 10 , giving us
b1 = 11.2(2), b2 = 5.6(4), c2 = −25(12), η = 1.08(1),
ω = 0.9(2), χ2 = 0.752. This gives some credence to our
belief that R2,p data contains corrections to scaling.
However, there is a bias in the above analysis since
it is likely that the presence of smaller lattice data in
R1,p affects the fitting. Hence we roughly estimate the
systematic errors in η due to the the range of lattice
sizes we use in the fit. Keping only L = 40, 44 data for
both R1,p and R2,p and ignoring corrections to scaling
we obtained η ≈ 1.05 but with a χ2/dof = 2.5 which
is rather large. But by keeping L = 36 and dropping
L = 44 instead we get a good fit but with η ≈ 1.02.
Thus, a conservative estimate would be η = 1.05(5).
Scaling Fits for Ua,p
Using η = 1.05(5) we can again conservatively estimate
Uc from Fig. 8 to be Uc = 0.943(2). We can then use (13)
to estimate ν. Again assuming no corrections to scaling
we find that a combined fit of both the data U1,p and
U2,p fits well to single power law. Performing two fits by
fixing Uc = 0.945 and Uc = 0.941 we obtain ν = 1.30(7).
The goodness of the fits, assuming Uc = 0.943, are shown
in Fig. (11). For this value of Uc we obtain d1 = 1.14(6)
and d2 = 1.02(5) and the χ
2/dof = 1.0.
CORRECTIONS TO SCALING
Since we have ignored corrections to scaling in the anal-
ysis above, one might wonder if introducing corrections
to scaling can change the results. Experience tells us that
usually once we include corrections to scaling the fits be-
come unstable unless we can constrain at least some of
the exponents by other arguments. This is difficult in our
context due to the exotic nature of the phase transition.
FIG. 9: Plot of correlation ratios Ra, a = 1, 2 as a function of coupling U . These ratios display a maximum at Ua,p.
L U1,p R1,p χ
2/dof U2,p R2,p χ
2/dof
24.0 1.0420(8) 1.517(3)× 10−02 0.473 1.0299(8) 5.391(9)× 10−03 1.734
28.0 1.0318(8) 1.103(3)× 10−02 0.1622 1.0215(8) 4.105(9)× 10−03 0.8016
32.0 1.0226(8) 8.38(3)× 10−03 1.519 1.0140(8) 3.235(9)× 10−03 1.407
36.0 1.0156(8) 6.54(3)× 10−03 1.752 1.0080(8) 2.608(9)× 10−03 2.004
40.0 1.0085(8) 5.26(3)× 10−03 0.4788 1.0032(8) 2.146(9)× 10−03 0.21
44.0 1.0041(8) 4.28(3)× 10−03 0.7981 0.9986(8) 1.776(9)× 10−03 0.9341
TABLE III: Results for the value of R1,p, U1,p, R2,p and U2,p obtained from a quadratic fit of the data near the peak.
FIG. 10: Plots of R1,p and R2,p as a function of L. On the left, the solid and dashed lines show fits to the form (12), while
on the right these lines show fits to the form (14) and (15) that includes correction to scaling. To achieve a good fit, in the left
figure it was necessary to drop the data for R2,p in the region L ≤ 36, while in the right figure we could fit the entire data by
assuming the correction to the scaling exponent ω = 1.
There is little information to go by. Still we can ask if, for
example, our data is consistent with the exponents from
large N predictions in a typical Gross Neveu model, i.e.,
η = 1 and ν = 1.
Assuming no corrections to scaling, but fixing η = 1
and removing data for L = 24, 28, 32, 36 for R2,p which
gave a good fit above yields b1 = 8.5(1), b2 = 3.4(1),
with a χ2/dof= 21. The fit is shown on the left plot of
Fig. 12. We note that the fit does seems to roughly pass
through all the points although the the χ2/dof is large.
The reason for this is that our data is quite precise and
we are sensitive to corrections to scaling assuming they
are present. Indeed, if we introduce corrections to scaling
and assume
Ra,p =
ba
L1+η
+
ca
L1+η+ω
(16)
L-Range b2 η χ
2/dof
24-44 1.68(3) 0.81(1) 6.3
28-44 1.84(5) 0.83(1) 3.9
32-44 2.10(11) 0.86(2) 2.3
36-44 2.38(25) 0.90(3) 2.2
40-44 3.25(76) 0.99(6) 0.0
TABLE IV: Fits of R2,p as a function of L to the expected
scaling form for different ranges of lattice sizes. Importantly
η drifts upwards.
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FIG. 11: Plots of U1,p and U2,p as a function of L. The solid
and dashed lines are fits to (13) assuming Uc = 0.943.
and fix for example ω = 1 then one can fit the entire
data set (24 ≤ L ≤ 44) for both correlation ratios very
well. We obtain b1 = 7.92(8), c1 = 20(2), b2 = 3.91(2),
c2 = −19.2(6), with a χ2/dof = 1.1. The goodness of the
fit is shown in the right plot of Fig. 12.
From table II, we note that η = 1 gives Uc = 0.945 as-
suming the corrections to scaling are small at the critical
point. Fixing ν = 1 and Uc = 0.945, a combined fit of
U1,p and U2,p data to the form (13) gives d1 = 2.45(5),
d2 = 2.18(5) with a χ
2/dof = 20. This is clearly a bad fit
as shown in the left plot of Fig. 13. On the other hand
if we introduce corrections to scaling and assume
Ua,p = Uc +
da
L
1
ν
+
ha
L(
1
ν+ω)
, (17)
with Uc = 0.945, ν = 1 and ω = 1 as before, we obtain
a good fit as shown in the right plot of Fig 13. The
fit yields d1 = 2.91(2), h2 = −13.9(7), d2 = 2.74(2),
h2 = −16.9(7) which a χ2/dof = 0.2. If we do not fix Uc
while ignoring the corrections to scaling, again we obtain
a good fit with Uc = 0.960(1), d1 = 1.98(4), d2 = 1.70(4),
and χ2/dof = 1.18. However, this value of Uc cannot be
consistent with our data in table II, again suggesting the
presence of large corrections to scaling.
Thus, we believe that including scaling corrections will
enable us to fit the data to large N exponents of η = 1
and ν = 1. However, if we take this view point one has
to argue that there are significant corrections to scaling
even up to L = 44. On the other hand since we were
able to fit the data without corrections to scaling to a
different set of exponents, it is likely that our original
analysis may in fact be correct.
UNIVERSAL FUNCTION
In order to contrast the analysis that ignored correc-
tions to scaling and that which included the corrections
to scaling but fixed η and ν to their large N values, we
plot the universal function fa(x) introduced in (10). For
this purpose we plot RaL
1+η as a function of (U−Uc)L 1ν .
The plot using Uc = 0.943, η = 1.05 and ν = 1.30 is
shown in Fig. 14, while the plot using Uc = 0, 945, η = 1
and ν = 1 is shown in in Fig. 15. To the eye both curves
look reasonable, although as explained above significant
corrections to scaling are required before the data can be
fit to the latter exponents.
Based on the above analysis we can conclude that ei-
ther we have a new set of exponents with η = 1.05(5) and
ν = 1.30(7), or there are large corrections to scaling up
to lattice sizes of the order of L = 44 and the exponents
are very close to the large N values.
While calculations at larger lattice may be useful to get
better estimates of the critical exponents, given the diffi-
culty in performing large scale Monte Carlo calculations
it will be useful to explore a new technique of analysis
that reduces the systematic errors due to corrections to
scaling.
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FIG. 12: Plots of R1,p, R2,p as a function of L showing fits to large N exponents with (right) and without (left) corrections
to scaling. In the fits we fix η = 1 and ω = 1. The χ2/dof for the fits are 21 when the corrections to scaling are omitted and
1.1 when they are included.
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FIG. 13: Plots of U1,p, U2,p as a function of L showing fits to large N exponents with (right) and without (left) corrections
to scaling. In the fits we fix Uc = 0.945, ν = 1 and ω = 1. The χ
2/dof for the fits are 20 when the corrections to scaling are
omitted and 0.2 when they are included.
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FIG. 14: Plots of the universal functions g1(x) (left) and g2(x) (right) assuming Uc = 0.943, ν = 1.30, and η = 1.05
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FIG. 15: Plots of the universal functions g1(x) (left) and g2(x) (right) assuming Uc = 0.945, ν = 1, and η = 1.
