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NULL STRUCTURE AND ALMOST OPTIMAL LOCAL
REGULARITY FOR THE DIRAC-KLEIN-GORDON SYSTEM
PIERO D’ANCONA, DAMIANO FOSCHI, AND SIGMUND SELBERG
Abstract. We prove almost optimal local well-posedness for the coupled
Dirac-Klein-Gordon (DKG) system of equations in 1 + 3 dimensions. The
proof relies on the null structure of the system, combined with bilinear space-
time estimates of Klainerman-Machedon type. It has been known for some
time that the Klein-Gordon part of the system has a null structure; here we
uncover an additional null structure in the Dirac equation, which cannot be
seen directly, but appears after a duality argument.
1. Introduction
In standard notation, the coupled Dirac-Klein-Gordon (DKG) system of equa-
tions on R1+3 reads
(1.1)
{
(−iγµ∂µ +M)ψ = gφψ, (M ≥ 0, g > 0)(
−+m2
)
φ = gψ†γ0ψ,
(
 = −∂2t +∆, m ≥ 0
)
where the unknowns are (i) a spinor field ψ(t, x) ∈ C4, regarded as a column vector
in C4, and (ii) a real scalar field φ(t, x). We use coordinates t = x0, x = (x1, x2, x3)
on R1+3, and write ∂µ =
∂
∂xµ . Greek indices µ, ν etc. range over 0, 1, 2, 3, Roman
indices j, k etc. over 1, 2, 3, and repeated indices are summed over these ranges.
Thus, γµ∂µ =
∑3
µ=0 γ
µ∂µ, where {γ
µ}3µ=0 are the 4 × 4 Dirac matrices, given in
2× 2 block form by
γ0 =
(
I 0
0 −I
)
, γj =
(
0 σj
−σj 0
)
,
where
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
are the Pauli matrices. ψ† denotes the adjoint, i.e., the conjugate transpose, hence
ψ†γ0ψ ≡ |ψ1|
2
+ |ψ2|
2
− |ψ3|
2
− |ψ4|
2
,
where ψ1, . . . , ψ4 are the components of ψ. The following related matrices occur
frequently in the sequel:
β ≡ γ0, αj ≡ γ0γj =
(
0 σj
σj 0
)
, Sm ≡ iγkγl =
(
σm 0
0 σm
)
,
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where (k, l,m) is any cyclic permutation of (1, 2, 3). Note the identities
αjβ = −βαj ,(1.2)
αjαk = −αkαj + 2δjkI(1.3)
αjαk = δjkI + iǫjklSl.(1.4)
Also, β2 = (αj)2 = I and β† = β, (αj)† = αj .
Concerning the Cauchy problem, the most fundamental question is whether
global regularity holds, i.e., given smooth, compactly supported initial data, does
DKG have a smooth solution for all times t > 0? For small data, the answer is
yes (see [1, 18, 10]), but for large data it remains an open question, except in the
1 + 1 dimensional case, see Chadam [8]. In 1 + 3 dimensions, global regularity is
known only for a very special class of (large) data: Chadam and Glassey [9] proved
it for data satisfying the constraints ψ1(0, x) = ψ4(0, x) and ψ2(0, x) = −ψ3(0, x),
which imply that ψ†γ0ψ vanishes initially, and in fact stays zero in the evolution;
later, Bachelot [2] extended this result to cover also small perturbations around
such data. Another global result is proved in [11] for data with special symmetry
properties.
In order to make progress on the global regularity question, a natural strategy is
to study local (in time) well-posedness (LWP) for low regularity data, and then try
to exploit the conserved quantities of the system. This strategy was successfully im-
plemented for the Maxwell-Klein-Gordon (MKG) and Yang-Mills (YM) equations
by Klainerman and Machedon [21, 22], who proved LWP for data with finite energy
and then used the conservation of energy to push this to a global result, thus re-
covering, in particular, the classical result of Eardley and Moncrief [12]. Compared
to MKG and YM, however, DKG has the unpleasant feature that the conserved
energy
∫
e(φ, ψ) dx = const. has a density which is not positive definite (see [16]):
e(φ, ψ) = Im
(
ψ†αj∂jψ
)
− (M − gφ)ψ†βψ −
1
2
(
(∂tφ)
2 + |∇φ|2 +m2φ2
)
.
On the other hand, one does have the conservation of charge:
(1.5)
∫
|ψ(t, x)|
2
dx = const.
which was a key ingredient in Chadam’s proof of global regularity in the 1 + 1
dimensional case [8] (see also [6, 13]).
We are interested in LWP of the Cauchy problem with data
(1.6) ψ(0, x) = ψ0(x), φ(0, x) = φ0(x), ∂tφ(0, x) = φ1(x)
with regularity (ψ0, φ0, φ1) ∈ H
s × Hr × Hr−1 for minimal s, r ∈ R. Here Hs =
Hs(R3) is the Sobolev space with norm
‖f‖Hs =
∥∥〈ξ〉s f̂(ξ)∥∥
L2ξ
,
where f̂(ξ) denotes the Fourier transform of f(x) and 〈·〉 = 1 + |·|. We denote by
H˙s the corresponding homogeneous space, with norm ‖f‖H˙s =
∥∥|ξ|s f̂(ξ)∥∥
L2ξ
.
To get an idea of the minimal regularity required for LWP, one can apply the
usual scaling heuristic. In the massless case M = m = 0, DKG is invariant under
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the rescaling
ψ(t, x) −→
1
L3/2
ψ
( t
L
,
x
L
)
, φ(t, x) −→
1
L
φ
( t
L
,
x
L
)
,
hence the scale invariant data space is (in 1 + 3 dimensions)
(ψ0, φ0, φ1) ∈ L
2 × H˙1/2 × H˙−1/2,
and one does not expect well-posedness below this regularity. The scaling also
suggests that r = 1/2 + s is the natural choice.
On the other hand, DKG is a system of nonlinear wave equations with quadratic
nonlinearities (as can be seen by squaring the Dirac equation), and for such equa-
tions it is well known (see [26]) that, due to nonlinear effects, one cannot hope to
reach the regularity predicted by scaling unless Klainerman’s null condition is satis-
fied. The null condition is a condition on the symbol of the quadratic nonlinearities,
which cancels the most dangerous interactions in a product of free waves.
In fact, by classical methods (energy estimates and Sobolev embeddings) one
can prove LWP for data (ψ0, φ0, φ1) ∈ H
1+ε×H3/2+ε×H1/2+ε for any ε > 0. This
can be improved to H1/2+ε × H1+ε × Hε by using Strichartz type estimates for
the homogeneous wave equation (see [27, 5]), but in order to lower the regularity
further one needs null structure. Klainerman and Machedon [19] demonstrated a
null structure, via an auxiliary variable, in the quadratic form ψ†γ0ψ appearing
in the Klein-Gordon equation. Later, Beals and Bezard [3] found a more direct
expression of this null structure by using the eigenspace projections of the Dirac
operator (thus avoiding the auxiliary variable), and they applied it to prove a
smoothing estimate for φ. Specifically, from the H1/2+ε × H1+ε × Hε result one
gets also LWP in H1 × H3/2 × H1/2 by persistence of higher regularity. Then
applying Strichartz type estimates to the equation for φ in (1.1) one can see that
in fact φ(t) ∈ H2−ε for every ε > 0. Using the null structure, and the bilinear
spacetime estimates of Klainerman and Machedon [20], Beals and Bezard improved
this to φ(t) ∈ H2.
On the other hand, Bournaveas [5], following the idea of Klainerman and Mache-
don [19], found a null structure in the Dirac part of the system, and used this to
get rid of the epsilon in the H1/2+ε×H1+ε×Hε result, i.e., he proved LWP in the
“energy class” H1/2×H1×L2. While the null structure found by Bournaveas helps
to a certain extent, it has the drawback that it involves squaring the Dirac equation,
which creates serious difficulties at very low regularity. It should be noted, however,
that Bournaveas did not make use of Xs,b type spaces (although they are lurking
in the background in Lemma 2 of [5]), which allow one to take maximum advantage
of the null structure. Using the machinery of these spaces together with the null
structure proved in [3, 5] and bilinear spacetime estimates of Klainerman-Machedon
type, one can, not surprisingly, improve the result from [5]. In fact, quite recently
Fang and Grillakis [14] have proved LWP in Hs ×H1 × L2 for all 1/4 < s ≤ 1/2.
The new idea which drives the present paper is that the null form ψ†γ0ψ occurs
not only in the Klein-Gordon part, but in fact also in the Dirac part of the system,
as can be seen via a duality argument. Using this new fact we can get arbitrarily
close to the scale invariant regularity:
Theorem 1. DKG in 1 + 3 dimensions is LWP for data
(ψ0, φ0, φ1) ∈ H
ε ×H1/2+ε ×H−1/2+ε
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for all ε > 0.
Note that Theorem 1 leaves open the critical case (ε = 0). One may hope that
DKG is globally well posed for small data in some Besov norm with the same scaling
as L2 × H˙1/2 × H˙−1/2, but we do not consider this question here.
In a forthcoming paper we prove analogous results for the Maxwell-Dirac system,
i.e., almost optimal LWP in 1 + 3 dimensions.
2. Preliminaries
For convenience we rewrite (1.1) in a slightly different form, multiplying the
Dirac equation on the left by β = γ0 to get
(2.1)
{
− i (∂t + α · ∇)ψ = −Mβψ + φβψ,
φ = m2φ− 〈βψ, ψ 〉
C4
,
where we have also set g = 1. Here α denotes the vector (α1, α2, α3) whose com-
ponents are the Dirac matrices αj = γ0γj; thus, α · ∇ = αj∂j . Further, 〈 ·, · 〉C4
denotes the standard inner product on C4.
The operator −i(∂t + α · ∇) is rather complicated, since −iα · ∇ mixes the
components of the spinor it acts on. To simplify matters, it is natural to diagonalize
by decomposing the spinor field relative to an eigenbasis of the operator −iα · ∇.
The symbol of the latter is α · ξ (ξ ∈ R3). A quick calculation using (1.3) gives
(α·ξ)2 = |ξ|
2
I, hence the eigenvalues of α·ξ are± |ξ|. By symmetry, each eigenspace
is two-dimensional, and the projections onto these eigenspaces are given by
(2.2) Π±(ξ) =
1
2
(
I ± ξˆ · α
)
where ξˆ ≡
ξ
|ξ|
.
Now write
ψ = ψ+ + ψ− where ψ± = Π±(D)ψ.
Here D = ∇/i, which has Fourier symbol ξ. Throughout we use the notation h(D)
for the multiplier with symbol h(ξ), for a given function h : R3 → C.
Applying Π±(D) to the Dirac equation in (2.1), and using the identities
−iα · ∇ = |D|Π+(D)− |D|Π−(D),
and
(2.3) Π±(ξ)β = βΠ∓(ξ)
(the latter due to (1.2)), we obtain
(2.4)
{
(−i∂t ± |D|)ψ± = −Mβψ∓ +Π±(D) (φβψ) ,
φ = m2φ− 〈βψ, ψ 〉
C4
,
which is the system we shall work with.
We iterate ψ± and φ in X
s,b type spaces associated to the operators −i∂t ± |D|
and , whose symbols are τ ± |ξ| and τ2 − |ξ|
2
, respectively. The notation u˜(τ, ξ)
is used for the spacetime Fourier transform of a function u(t, x).
Definition 1. Let Xs,b± (s, b ∈ R) be the completion of the Schwartz space S(R
1+3)
with respect to the norm
‖u‖Xs,b
±
=
∥∥〈ξ〉s 〈τ ± |ξ|〉b u˜(τ, ξ)∥∥
L2τ,ξ
,
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where as before 〈·〉 = 1 + |·|. Note that ‖u‖Xs,b
±
=
∥∥〈D〉s 〈−i∂t ± |D|〉b u∥∥L2t,x , by
Plancherel’s theorem.
Spaces of this type were first used by Bourgain [4] for periodic solutions of
nonlinear Schro¨dinger and KdV equations, and later by Kenig, Ponce and Vega
[17] in the nonperiodic case. Similar spaces for the wave equation were first used
by Klainerman and Machedon [23], who used the notation Hs,b. Here we rely on
a slight variation of the Hs,b spaces of Klainerman and Machedon, introduced in
[28] (alternatively, see [29]) and applied in [25], where they are referred to as wave-
Sobolev spaces. To describe these spaces, it is convenient to introduce mulipliers
D± with symbols |τ | ± |ξ|. Thus,  = D+D−.
Definition 2. Let Hs,b and Hs,b (s, b ∈ R) be the completions of S(R1+3) with
respect to the norms
‖u‖Hs,b =
∥∥〈D〉s 〈D−〉b u∥∥L2t,x = ∥∥〈ξ〉s 〈|τ | − |ξ|〉b u˜(τ, ξ)∥∥L2(τ,ξ) ,
‖u‖Hs,b = ‖u‖Hs,b + ‖∂tu‖Hs−1,b ,
respectively. Observe that the last norm is equivalent to
∥∥〈D〉s−1 〈D+〉 〈D−〉b u∥∥L2t,x .
We shall also need the restrictions of these spaces to a time slab
ST = (0, T )× R
3,
since we study local in time solutions. The restriction Xs,b± (ST ) is a Banach space
with respect to the norm
‖u‖Xs,b
±
(ST )
= inf
{
‖v‖Xs,b
±
: v ∈ Xs,b± and v = u on ST
}
.
In fact, the completeness follows from a basic result of abstract functional analysis,
since Xs,b± (ST ) is nothing else than the quotient space X
s,b
± /M±, whereM± is the
closed subspace {v ∈ Xs,b± : v = 0 on ST }. The restriction spaces H
s,b(ST ) and
Hs,b(ST ) are defined analogously.
3. Null structure
In this section we discuss the null structure in DKG. First, however, let us
recall the null condition of Klainerman and give a heuristic argument showing its
significance for regularity of nonlinear waves. To this end, consider a nonlinear
wave equation with a quadratic nonlinearity, u = B(u, u), where B is a bilinear
operator given by a Fourier symbol b. Specifically, if X = (τ, ξ), Y = (λ, η) and
Z = (µ, ζ) are vectors in Fourier space R× R3, B is of the form
[B(v, v)]˜(X) = ∫∫
Y+Z=X
b(Y, Z)v˜(Y )v˜(Z) dY dZ
=
∫
b(Y,X − Y )v˜(Y )v˜(X − Y ) dY.
(3.1)
We say X = (τ, ξ) is null if it lies on the null cone (light cone) |τ | = |ξ|; this is
equivalent to saying that the symbol (X) ≡ τ2−|ξ|2 of the wave operator vanishes
on X . Let us suppose v is a free wave, v = 0, so that v˜ is a measure supported
on the null cone, and let us look at the regularity of u solving u = B(v, v).
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(This problem arises naturally when solving the nonlinear problem by iteration.)
In Fourier space,
(X)u˜(X) = [B(v, v)]˜(X),
so one gains a lot of regularity when X is away from the null cone (|(X)| & 1).
Near the cone, things are not so favorable, but if it happens that [B(v, v)]˜(X)
vanishes (to some order) when X is null, this should improve the regularity in this
difficult region. But X = Y + Z, where Y, Z are null (since now v in (3.1) is a
free wave), hence X is null if and only if Y, Z are parallel. One concludes that
[B(v, v)]˜(X) vanishes for null X if Klainerman’s null condition is satisfied, i.e., if
(3.2) b(Y, Z) = 0 for Y, Z null parallel.
Remark 1. Note that if two null vectors Y = (λ, η) and Z = (µ, ζ) are on the same
component of the cone, i.e., if λ and µ have the same sign, then they are parallel
if and only if ∠(η, ζ) = 0, whereas if they are on opposite components of the cone,
the condition is ∠(η,−ζ) = 0. Here and in the sequel we use the notation ∠(η, ζ)
for the angle between two vectors in R3.
Let us now turn to the null structure in DKG, starting with the Klein-Gordon
part of the system:
(3.3) φ = −〈βψ, ψ 〉
C4
.
For simplicity we set M = m = 0 in this section.
Since we deal with spinors, the formulation of the null condition differs somewhat
from the above. First observe that
(3.4) [〈βψ, ψ 〉
C4
]˜(X) = ∫∫
Y+Z=X
〈
βψ˜(Y ), ψ˜(−Z)
〉
C4
dY dZ,
where the minus sign in front of Z stems from the complex conjugation in the
inner product. Second, (3.2) was derived from the action of (3.1) on a free wave
v = 0, whereas in our case there are two separate species of free waves, namely
ψ± satisfying (−i∂t± |D|)ψ± = 0 (cf. (2.4)). Taking data ψ(0, x) = ψ0(x) we have
(3.5) ψ±(t) = e
±it|D|ψ±0 where ψ
±
0 = Π±(D)ψ0.
The spacetime Fourier transforms
(3.6) ψ˜±(Y ) = δ(λ± |η|)ψ̂
±
0 (η) (Y = (λ, η))
are supported on opposite components −λ = ± |η| of the null cone |λ| = |η|. Using
this information we can state the null condition for 〈βψ, ψ 〉
C4
with ψ replaced by
ψ±, for all possible combinations of signs (as before, Y = (λ, η) and Z = (µ, ζ)):
(N1) In the ++ and −− cases, i.e., taking 〈βψ+, ψ+ 〉C4 or 〈βψ−, ψ− 〉C4 in
(3.4), we see that Y, Z are on opposite components of the cone (because
Y,−Z evidently are on the same component), hence the null condition (cf.
Remark 1) says that the (matrix valued) symbol should vanish when the
angle ∠(η,−ζ) = 0.
(N2) In the +− and −+ cases, Y, Z are on the same component of the cone,
hence the null condition says that the symbol should vanish when the angle
∠(η, ζ) = 0.
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This null condition is indeed satisfied by the symbol of
(3.7) (ψ, ψ′) 7−→ 〈βΠ+(D)ψ,Π±(D)ψ
′ 〉
C4
.
This was proved already in [19, 3], but we give a considerably simpler proof below.
The main new contribution in the present paper, however, is the fact that the
null bilinear forms (3.7) occur not only in the Klein-Gordon part of the system,
but also in the Dirac part. To see this requires a duality argument which we now
outline. To show the main idea unobscured by technical issues, we prefer to present
first a heuristic argument corresponding to the critical regularity ψ± ∈ X
0,1/2
± ; the
rigorous proof of Theorem 1 is then given in the following sections.
In the following heuristic we take zero initial data for φ, so that φ = −−1 〈βψ, ψ 〉,
where −1F denotes the solution of u = F with vanishing initial data. The Dirac
part of the system (2.4) then reads (from now on we drop the index C4 on the inner
product)
(−i∂t ± |D|)ψ± = Π±(D)F where F =
(
−−1 〈βψ, ψ 〉
)
βψ,
and estimating ψ± in X
0,1/2
± reduces, heuristically, to estimating ‖Π±(D)F‖X0,−1/2
±
(cf. Lemma 5 in the next section). Estimating the latter by duality, we are led to
consider integrals, for spinor valued ψ′ ∈ X
0,1/2
± ,∫∫
〈Π±(D)F, ψ
′ 〉 dt dx =
∫∫
〈F,Π±(D)ψ
′ 〉 dt dx
= −
∫∫ (
−1 〈 βψ, ψ 〉
)
〈βψ,Π±(D)ψ
′ 〉 dt dx,
so indeed, (3.7) crops up one more time.
In fact, the complete null structure of DKG can be elegantly summed up in a
single line: In the last integral, dropping the prime on ψ′ and splitting the other
fields using Π±(D), we end up with∫∫ (
−1 〈βΠ±(D)ψ,Π±(D)ψ 〉
)
· 〈βΠ±(D)ψ,Π±(D)ψ 〉 dt dx,
for all possible combinations of signs. Replacing −1 by ||
−1
and distributing
it equally over the two factors (this particular heuristic is based on Plancherel’s
theorem) yields∫∫ (
||
−1/2
〈βΠ±(D)ψ,Π±(D)ψ 〉
)
·
(
||
−1/2
〈βΠ±(D)ψ,Π±(D)ψ 〉
)
dt dx.
The last integral embodies the complete null structure in DKG, and shows the
striking symmetry of the system. It suggests that the key problem is to prove the
bilinear “estimate”
(3.8)
∥∥∥||−1/2 〈βΠ+(D)ψ,Π±(D)ψ 〉∥∥∥
L2t,x
. ‖ψ‖
X
0,1/2
+
‖ψ‖
X
0,1/2
±
,
which fails, but not by much. In fact, we shall reduce Theorem 1 to certain pertur-
bations around this estimate (see (5.5) and (5.6)), which in turn reduce, on account
of the null structure, to some bilinear spacetime estimates of the type first studied
by Klainerman and Machedon [20]. For the free wave case, see (3.10) below.
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Let us now verify that that the null condition (N1), (N2) is satisfied by (3.7). In
fact, since Π±(D) does not involve time at all, it suffices to consider spinor fields
ψ(x), ψ′(x). Replacing X,Y, Z in (3.4) by ξ, η, ζ ∈ R3, we then have
[〈βΠ+(D)ψ,Π±(D)ψ
′ 〉] ̂(ξ) = ∫∫
η+ζ=ξ
〈
βΠ+(η)ψ̂(η),Π±(−ζ)ψ̂′(−ζ)
〉
dη dζ,
and since Π±(ξ)
† = Π±(ξ), we obtain
(3.9)
〈
βΠ+(η)ψ̂(η),Π±(−ζ)ψ̂′(−ζ)
〉
=
〈
Π±(−ζ)βΠ+(η)ψ̂(η), ψ̂′(−ζ)
〉
=
〈
βΠ∓(−ζ)Π+(η)ψ̂(η), ψ̂′(−ζ)
〉
,
where in the last step we used the commutation identity (2.3), which inverts the
sign.
Thus, we have:
Lemma 1. The symbol of (3.7) is the matrix βΠ∓(−ζ)Π+(η).
The symbol βΠ∓(−ζ)Π+(η) does indeed satisfy the null condition (N1), (N2),
by orthogonality of the eigenspaces. In fact, the symbol vanishes to first order in
the angle (note that the following lemma can be applied in all cases, i.e., for all
combinations of signs, because Π+(−ξ) = Π−(ξ)).
Lemma 2. Π+(ξ)Π−(η) = O(θ), where θ = ∠(ξ, η).
Proof.
4Π+(ξ)Π−(η) = (I + ξˆjα
j)(I − ηˆkα
k)
= I − ξˆj ηˆkα
jαk + (ξˆ − ηˆ) · α
= (1− ξˆ · ηˆ)I − iǫjklξˆj ηˆkS
l + (ξˆ − ηˆ) · α (by (1.4))
= (1− ξˆ · ηˆ)︸ ︷︷ ︸
O(θ2)
I − i (ξˆ × ηˆ)︸ ︷︷ ︸
O(θ)
·S + (ξˆ − ηˆ)︸ ︷︷ ︸
O(θ)
·α
where ξˆ ≡ ξ/ |ξ| and S = (S1, S2, S3). 
Remark 2. For readers familiar with the standard null forms Q0, Qij and Q0j,
we point out that the factors 1 − ξˆ · ηˆ, ξˆ × ηˆ and ξˆ − ηˆ are the symbols of
Q0(|D|
−1
u, |D|
−1
v), Qij(|D|
−1
u, |D|
−1
v) and Q0j(|D|
−1
u, |D|
−1
v), respectively,
in the case of free waves u = v = 0.
This concludes the discussion of the null structure in DKG. To illustrate how
it is used, let us estimate the left hand side of (3.8) in the important case of free
waves ψ± given by (3.5), (3.6). Taking the ++ case for the sake of definiteness, we
shall prove
(3.10)
∥∥∥||−1/2 〈βψ+, ψ+ 〉∥∥∥
L2t,x
≤ C ‖ψ0‖
2
L2 .
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Applying Lemmas 1 and 2, we see that∣∣∣[||−1/2 〈βψ+, ψ+ 〉]˜(τ, ξ)∣∣∣
=
1√
|ξ|2 − τ2
∣∣∣∣∫
R3
δ
(
τ + |η| − |η − ξ|
) 〈
βΠ−(η − ξ)Π+(η)ψ̂0(η), ψ̂0(η − ξ)
〉
dη
∣∣∣∣
≤
C√
|ξ|2 − τ2
∫
R3
θδ
(
τ + |η| − |η − ξ|
)∣∣ψ̂0(η)∣∣∣∣ψ̂0(η − ξ)∣∣ dη
≤ C
∫
R3
δ
(
τ + |η| − |η − ξ|
) ∣∣ψ̂0(η)∣∣∣∣ψ̂0(η − ξ)∣∣
|η|
1/2
|η − ξ|
1/2
dη,
where θ = ∠(η, η − ξ) and we used
|ξ|
2
− τ2 = |ξ|
2
− (|η| − |η − ξ|)
2
= 2 |η| |η − ξ| (1− cos θ) ≈ |η| |η − ξ| θ2.
Here and in the sequel, the notation X ≈ Y stands for C−1X ≤ Y ≤ CX where
C > 0 is some absolute constant.
We conclude (going back to physical space and applying Ho¨lder’s inequality)
that (3.10) reduces to the classical estimate
(3.11)
∥∥e±it|D|f∥∥
L4(R1+3)
≤ C ‖f‖H˙1/2
due to Strichartz [30].
4. Some properties of Xs,b and Hs,b
Here we recall some basic, well known properties of Xs,b and Hs,b spaces, needed
in the proof of our main result, Theorem 1. For the convenience of the reader we
include short sketches of the proofs in some cases. For more details and further
references, see e.g. [31, 25].
We start with Xs,b, commenting on the more complicated Hs,b at the end. The
discussion applies to Xs,b in general form: Starting from a PDE on R1+n, any
n ≥ 1, of the form
(4.1) −i∂tu = h(D)u
where h : Rn → R and h(D) is the multiplier with symbol h(ξ), one defines Xs,b
(s, b ∈ R) via the norm
‖u‖Xs,b =
∥∥〈ξ〉s 〈τ − h(ξ)〉b u˜(τ, ξ)∥∥
L2τ,ξ
.
The cases of interest for us here are h(ξ) = − |ξ|, which gives Xs,b+ , and h(ξ) = |ξ|,
which givesXs,b− , but we prefer to keep the general notation (and general dimension)
in this section.
Note that eith(D) is the free propagator of (4.1). The first important observation
is that the elements of Xs,b are superpositions of free solutions with Hs data,
suitably modulated:
Lemma 3. u ∈ Xs,b if and only if there exists f ∈ L2
(
〈λ〉
2b
dλ;Hs(Rn)
)
such that
(4.2) u(t) =
∫
R
eitλeith(D)f(λ) dλ (Hs-valued).
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Moreover, ‖u‖
2
Xs,b =
∫
R
‖f(λ)‖
2
Hs 〈λ〉
2b
dλ.
Proof. The idea is to foliate Fourier space (τ, ξ) ∈ R×Rn by the surfaces τ−h(ξ) =
const. Define f(λ) (a.e.) by [f(λ)]̂(ξ) = u˜(λ+ h(ξ), ξ). Then
u˜(τ, ξ) =
∫
δ
(
λ− τ + h(ξ)
)
f̂(λ)(ξ) dλ,
which agrees with the spacetime Fourier transform of (4.2). 
From this lemma and the dominated convergence theorem for Hs-valued inte-
grals, one easily obtains
(4.3) Xs,b →֒ Cb(R;H
s) for b >
1
2
,
where →֒means continuous inclusion. This in turn impliesXs,b(ST ) →֒ C([0, T ];H
s)
for b > 1/2.
Another easy but exceedingly useful consequence of Lemma 3 is that Strichartz
type estimates (linear or multilinear) for (4.1) imply corresponding estimates for
Xs,b:
Lemma 4. Let T be a multilinear operator (f1(x), . . . , fk(x)) 7→ T (f1, . . . , fk)(x)
acting in x-space. If T satisfies an estimate of the form∥∥∥T (eith1(D)f1, . . . , eithk(D)fk)∥∥∥
LqtL
r
x
≤ C ‖f1‖Hs1 · · · ‖fk‖Hsk ,
then
‖T (u1, . . . , uk)‖LqtLrx
≤ Cb ‖u1‖Xs1,b1
· · · ‖uk‖Xsk,bk
holds for all uj ∈ X
sj ,b
j , 1 ≤ j ≤ k, provided b > 1/2. Here X
s,b
j is defined using
the symbol hj(ξ).
Proof. Since T acts only in x, not in t, the multilinearity gives, using the represen-
tation from Lemma 3,
T (u1, . . . , uk) =
∫
R
· · ·
∫
R
eit(λ1+···+λk)T
(
eith1(D)f1, . . . , e
ithk(D)fk
)
dλ1 · · · dλk.
Minkowski’s integral inequality followed by Cauchy-Schwarz in dλj easily leads to
the desired estimate. 
For example, the classical Strichartz estimate (3.11) implies X
1/2,b
± →֒ L
4(R1+3)
for b > 1/2.
Finally, we consider the LWP of the linear Cauchy problem associated to (4.1),
(4.4) −
(
i∂t + h(D)
)
u = F (t, x), u(0, x) = f(x),
in the restricted space Xs,b(ST ), b > 1/2. In the rest of the paper we impose the
condition T ≤ 1 to avoid having to keep track of the growth of certain constants as
T becomes large.
Lemma 5. Let 1/2 < b ≤ 1, s ∈ R, 0 < T ≤ 1. Also, let 0 ≤ δ ≤ 1 − b. Then
for all data F ∈ Xs,b−1+δ(ST ), f ∈ H
s, the Cauchy problem (4.4) has a unique
solution u ∈ Xs,b(ST ), satisfying the first member of (4.4) in the sense of D
′(ST ).
Moreover,
(4.5) ‖u‖Xs,b(ST ) ≤ C
(
‖f‖Hs + T
δ ‖F‖Xs,b−1+δ(ST )
)
,
where C only depends on b.
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Note that in Fourier space, [τ −h(ξ)]u˜(τ, ξ) = F˜ (τ, ξ), so heuristically, (4.5) says
that in the time localized case, we can replace the singular symbol τ − h(ξ) by
〈τ − h(ξ)〉, and simply divide out.
In the following proof sketch, we follow closely the argument given in [17], but
with a slight modification to get the factor T δ in the right hand side of (4.5), which
of course is useful in a contraction argument.
Proof. Start by picking any extension of F , which we still denote F . Then the
problem is to prove (4.5) without the time restriction in the right hand side. Split
u = u0+u1, where u0 is the homogeneous part, u1 the inhomogeneous part. Further
split u1 = u1,near + u1,far corresponding to the Fourier domains |τ − h(ξ)| ≤ T
−1
and |τ − h(ξ)| > T−1.
First, u˜0(τ, ξ) = δ
(
τ − h(ξ)
)
f̂(ξ), hence if χ(t) is a smooth cut-off such that
χ(t) = 1 for |t| ≤ 1 and χ(t) = 0 for |t| ≥ 2, then ‖u0‖Xs,b(ST ) is bounded by
‖χ(t)u0(t, ·)‖Xs,b =
∥∥〈ξ〉s 〈τ − h(ξ)〉b χ̂(τ − h(ξ))f̂(ξ)∥∥
L2τ,ξ
= ‖χ‖Hb ‖f‖Hs .
Next, since (we use 1 to denote the indicator function of the set determined by
the condition in the subscript)
[u1,far]˜(τ, ξ) = 1|τ−h(ξ)|>T−1
τ − h(ξ)
F˜ (τ, ξ),
it follows that ‖u1,far‖Xs,b ≤ CT
δ ‖F‖Xs,b−1+δ .
Finally, Duhamel’s principle gives u1,near(t) =
∑∞
k=1
tk
k! e
ith(D)gk, where ĝk(ξ) =∫ [
i
(
λ− h(ξ)
)]k−1
1|λ−h(ξ)|≤T−1 F˜ (λ, ξ) dλ. Using Cauchy-Schwarz in dλ one easily
verifies that ‖gk‖Hs ≤ CT
b−1/2+δ−k ‖F‖Xs,b−1+δ , so finally,
‖u1,near‖Xs,b(ST ) ≤
∥∥∥∥χ( tT
)
u1,near(t, ·)
∥∥∥∥
Xs,b
≤ C
∞∑
k=1
T k
k!
∥∥∥∥∥
(
t
T
)k
χ
(
t
T
)∥∥∥∥∥
Hbt
‖gk‖Hs
≤ C
∞∑
k=1
T k
k!
(
T 1/2−b
∥∥tkχ(t)∥∥
Hbt
)(
T b−1/2+δ−k ‖F‖Xs,b−1+δ
)
≤ CT δ
(
∞∑
k=1
k2k−1
k!
)
‖F‖Xs,b−1+δ ,
since
∥∥tkχ(t)∥∥
Hbt
≤
∥∥tkχ(t)∥∥
H1t
≤ Cχ
(
2k + k2k−1
)
by the support assumption. 
To end this section, let us state the analogues of Lemmas 3–5 for Hs,b. For
u ∈ Hs,b we split u = u+ + u− corresponding to the Fourier domains −τ > 0 and
−τ < 0, i.e., we set u˜±(τ, ξ) = 1±(−τ)>0u˜(τ, ξ). (Letting −τ determine the sign is
consistent with the choice of signs in the projections (2.2), since −τ corresponds
to the energy.) Then u ∈ Hs,b is equivalent to saying that u± ∈ X
s,b
± , so Lemma
3 applies to give a characterization of Hs,b in terms of superimposed free waves.
Moreover, ‖u‖2Hs,b = ‖u+‖
2
Xs,b+
+ ‖u−‖
2
Xs,b
−
, so Lemma 4 also applies: If T is as in
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Lemma 4 and the estimate∥∥∥T (e±it|D|f1, . . . , e±it|D|fk)∥∥∥
LqtL
r
x
≤ C ‖f1‖Hs1 · · · ‖fk‖Hsk
holds, then
‖T (u1, . . . , uk)‖LqtLrx ≤ Cb ‖u1‖Hs1,b · · · ‖uk‖Hsk,b
holds for all uj ∈ H
sj ,b, 1 ≤ j ≤ k, provided b > 1/2.
Next, consider the Cauchy problem
(4.6) u = F (t, x), u(0, x) = f(x), ∂tu(0, x) = g(x).
One may think that by rewriting (4.6) as a first order system, Lemma 5 could be
applied directly, but if one works with data in inhomogeneous Sobolev spaces, there
is a problem with low frequencies. Thus, the following lemma requires a separate
proof, which can be found in [28, 29]; see [23] for an earlier version of this estimate
(in a slightly different norm, and with T = 1).
Lemma 6. Let 1/2 < b ≤ 1, s ∈ R, 0 < T ≤ 1 and 0 ≤ δ ≤ 1−b. Then for all data
F ∈ Hs−1,b−1+δ(ST ), f ∈ H
s and g ∈ Hs−1, there exists a unique u ∈ Hs,b(ST )
solving (4.6) on ST . Moreover,
‖u‖Hs,b(ST ) ≤ C
(
‖f‖Hs + ‖g‖Hs−1 + σ(T ) ‖F‖Hs−1,b−1+δ(ST )
)
,
where σ > 0 depends continuously on T > 0 and satisfies limT→0+ σ(T ) = 0 if
δ > 0.
5. Proof of Theorem 1
We use the iteration scheme,1 for k ≥ −1,{
(−i∂t ± |D|)ψ
k+1
± = −Mβψ
k
∓ +Π±(D)
(
φkβψk
)
,
φk+1 = m2φk −
〈
βψk, ψk
〉
,
where ψk = ψk+ + ψ
k
− and ψ
−1
± , φ
−1 ≡ 0. The initial data are
ψk±(0, x) = Π±(D)ψ0(x), φ
k(0, x) = φ0(x), ∂tφ
k(0, x) = φ1(x)
where ψ0 ∈ H
s, (φ0, φ1) ∈ H
1/2+ε ×H−1/2+ε for 0 < ε ≤ 1/2. Consider ε fixed,
and let ε′ > 0 denote a sufficiently small number, depending on ε. We iterate in
the spaces
ψk± ∈ X
ε,1/2+ε′
± (ST ), φ
k ∈ H1/2+ε,1/2+ε
′
(ST ),
where ST = (0, T )×R
3 for some 0 < T ≤ 1 to be chosen sufficiently small depending
on the size of
I0 = ‖ψ0‖Hε + ‖φ0‖H1/2+ε + ‖φ1‖H−1/2+ε .
In the estimates that follow, . stands for ≤ up to a multiplicative constant C which
may depend on ε but is independent of T , and σ(T ) denotes a positive, continuous
function of 0 < T ≤ 1 such that limT→0+ σ(T ) = 0.
1It may be more natural to include the mass terms in the operators on the left hand sides, but
this would require generalizing the Klainerman-Machedon type estimates to the massive operators;
while this can certainly be done (and in some cases has been done), it is not something we wish
to undertake in the present paper. In any event, putting the linear mass terms in the right hand
sides is harmless as far as the local in time contraction is concerned.
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By induction, Π±(D)ψ
k
± = ψ
k
± for all k, hence
(5.1) ψk = Π+(D)ψ
k
+ +Π−(D)ψ
k
−.
By Lemmas 5 and 6,
(5.2)
∥∥ψk+1± ∥∥Xε,1/2+ε′
±
(ST )
. I0 +M
∥∥ψk∓∥∥L2([0,T ];Hε)
+ σ(T )
∥∥Π±(D)(φkβψk)∥∥Xε,−1/2+2ε′
±
(ST )
,
(5.3)
∥∥φk+1± ∥∥H1/2+ε,1/2+ε′(ST ) . I0 +m2∥∥φk∥∥L2([0,T ];H−1/2+ε)
+ σ(T )
∥∥〈βψk, ψk 〉∥∥
H−1/2+ε,−1/2+2ε′ (ST )
,
so in view of (5.1), the key is to establish the general estimates∥∥∥Π±(D)(φβΠ[±](D)ψ)∥∥∥
X
ε,−1/2+2ε′
±
. ‖φ‖H1/2+ε,1/2+ε′ ‖ψ‖Xε,1/2+ε
′
[±]
,(5.4) ∥∥〈βΠ[±](D)ψ,Π±(D)ψ′ 〉∥∥H−1/2+ε,−1/2+2ε′ . ‖ψ‖Xε,1/2+ε′
[±]
‖ψ′‖
X
ε,1/2+ε′
±
(5.5)
for ε′ > 0 sufficiently small depending on ε. Here ± and [±] denote independent
signs. Also, in (5.4) and (5.5) the norms are not restricted to ST , but they are
applied to extensions of the iterates φk, ψk. Taking infima over all extensions, one
then obtains, from (5.2)–(5.5),
Ak+1(T ) . I0 + σ(T )P
(
Ak(T )
)
,
where
Ak(T ) =
∥∥φk∥∥
H1/2+ε,1/2+ε′(ST )
+
∑
±
∥∥ψk±∥∥Xε,1/2+ε′
±
(ST )
and P is a polynomial such that P (0) = 0. Here we used also the fact that
‖ψ‖L2([0,T ];Hε) ≤ T
1/2 ‖ψ‖L∞([0,T ];Hε) . T
1/2 ‖ψ‖
X
ε,1/2+ε′
±
(ST )
,
and similarly for the term
∥∥φk∥∥
L2([0,T ];H−1/2+ε)
in (5.3).
In view of the multilinearity of the nonlinear terms in the system, one obtains
similar estimates for the difference of subsequent iterates, and the standard con-
traction argument then gives local existence and uniqueness (in the iteration space)
for 0 < T ≤ 1 sufficiently small depending on I0.
Thus, we have reduced to proving (5.4) and (5.5). But by duality, (5.4) is
equivalent to∫∫ 〈
Π±(D)
(
φβΠ[±](D)ψ
)
, ψ′
〉
dt dx . ‖φ‖H1/2+ε,1/2+ε′ ‖ψ‖Xε,1/2+ε
′
[±]
‖ψ′‖
X
−ε,1/2−2ε′
±
,
and since∫∫ 〈
Π±(D)
(
φβΠ[±](D)ψ
)
, ψ′
〉
dt dx
=
∫∫ 〈
φβΠ[±](D)ψ,Π±(D)ψ
′
〉
dt dx
=
∫∫
φ
〈
βΠ[±](D)ψ,Π±(D)ψ
′
〉
dt dx
≤ ‖φ‖H1/2+ε,1/2+ε′
∥∥〈βΠ[±](D)ψ,Π±(D)ψ′ 〉∥∥H−1/2−ε,−1/2−ε′ ,
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we conclude that (5.4) reduces to an estimate similar to (5.5):
(5.6)
∥∥〈βΠ[±](D)ψ,Π±(D)ψ′ 〉∥∥H−1/2−ε,−1/2−2ε′ . ‖ψ‖Xε,1/2+ε′
[±]
‖ψ′‖
X
−ε,1/2−2ε′
±
.
Note that both (5.5) and (5.6) are perturbations around the false estimate (3.8).
In fact, using the null structure we shall reduce (5.5) and (5.6) to some well-known
bilinear spacetime estimates of Klainerman-Machedon type for products of free
waves. Specifically, we need the following generalization of the classical L4 estimate
(3.11) of Strichartz.
Theorem 2. [20, 24, 15]. Let s1, s2, s3 ∈ R. The estimate∥∥|D|−s3 (uv)∥∥
L2(R1+3)
≤ Cs1,s2,s3 ‖u0‖H˙s1 ‖v0‖H˙s2
holds for free waves u(t) = e±it|D|u0, v(t) = e
±it|D|v0 if and only if
(5.7) s1 + s2 + s3 = 1, s1, s2, s3 < 1, s1 + s2 >
1
2
.
From this and Lemma 4 we obtain
(5.8) Hs1,b ·Hs2,b −→ H−s3,0 for b > 1/2 and s1, s2, s3 ≥ 0 satisfying (5.7).
Here we use the following notation: If X,Y, Z are normed spaces of functions, the
statement X ·Y → Z means that the bilinear estimate ‖uv‖Z ≤ C ‖u‖X ‖v‖Y holds
for some constant C.
By interpolation between (5.8) and the estimate
(5.9) L2 ·H0,b −→ H−N,0 for b >
1
2
, N >
3
2
,
which by duality is equivalent to HN,0 · H0,b → L2 and therefore follows from
Ho¨lder’s inequality L∞t L
2
x ·L
2
tL
∞
x → L
2 and Sobolev embedding, it is easy to prove
(see the next section) the estimates
H0,1/2−δ ·H1/2+ε,b −→ H−1/2,0,(5.10)
H0,1/2−δ ·H1/2,b −→ H−1/2−ε,0,(5.11)
H1/2−ε,1/2−δ ·H1/2+ε,b −→ H−ε,0,(5.12)
H1/2−ε,1/2−δ ·Hε,b −→ H−1/2−ε,0,(5.13)
H−ε,1/2−δ ·H1/2+ε,b −→ H−1/2−ε,0,(5.14)
for all b > 1/2, ε > 0 and sufficiently small δ > 0, depending on ε.
We now turn to the proofs of (5.5) and (5.6). It suffices to consider the case
where the sign [±] is a +. Throughout the rest of this section, we set b = 1/2 + ε′;
recall that ε′ > 0 denotes a sufficiently small number, depending on ε.
5.1. Proof of (5.5). Using Lemmas 1 and 2, we see that (5.5) reduces to proving
(5.15)
∥∥∥∥∥ 1〈ξ〉1/2−ε 〈|τ | − |ξ|〉1/2−2ε′
∫∫
θ±
∣∣ψ˜(λ, η)∣∣∣∣ψ˜′(λ− τ, η − ξ)∣∣ dλ dη∥∥∥∥∥
L2τ,ξ
. ‖ψ‖
X
ε,1/2+ε′
+
‖ψ′‖
X
ε,1/2+ε′
±
,
where
θ± ≡ ∠
(
η,±(η − ξ)
)
.
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We claim that
θ2+ ≈
|ξ| r+
|η| |η − ξ|
, θ2− ≈
(|η|+ |η − ξ|)r−
|η| |η − ξ|
,
where
r+ ≡ |ξ| −
∣∣|η| − |η − ξ|∣∣, r− ≡ |η|+ |η − ξ| − |ξ| .
To prove the estimate for θ2+, one writes
|ξ| r+
|η| |η − ξ|
≈
(
|ξ|+
∣∣|η| − |η − ξ|∣∣) r+
|η| |η − ξ|
=
|ξ|2 −
∣∣|η| − |η − ξ|∣∣2
|η| |η − ξ|
= 2 (1− cos θ+) ,
and the estimate for θ2− is proved in a similar way.
Assuming as we may that ψ˜, ψ˜′ ≥ 0, and suppressing the arguments of these
functions to keep the notation manageable, we thus reduce (5.15) to
(5.16)
∥∥∥∥∥ |ξ|ε〈|τ | − |ξ|〉1/2−2ε′
∫∫
r
1/2
+
|η|1/2 |η − ξ|1/2
ψ˜ψ˜′ dλ dη
∥∥∥∥∥
L2τ,ξ
. ‖ψ‖
X
ε,1/2+ε′
+
‖ψ′‖
X
ε,1/2+ε′
+
and
(5.17)
∥∥∥∥∥ 1〈ξ〉1/2−ε 〈|τ | − |ξ|〉1/2−2ε′
∫∫
r
1/2
−
min
(
|η| , |η − ξ|
)1/2 ψ˜ψ˜′ dλ dη
∥∥∥∥∥
L2
τ,ξ
. ‖ψ‖
X
ε,1/2+ε′
+
‖ψ′‖
X
ε,1/2+ε′
−
.
Now we apply the following:
Lemma 7. r± .
∣∣|τ | − |ξ|∣∣+ ∣∣λ+ |η|∣∣+ ∣∣λ− τ ± |η − ξ|∣∣
Proof. If τ ≥ 0, we estimate
r+ ≤ |ξ|+ |η| − |η − ξ| = |ξ| − |τ |+ λ+ |η|+ τ − λ− |η − ξ| ,
while if τ < 0 we use
r+ ≤ |ξ| − |η|+ |η − ξ| = |ξ| − |τ | − λ− |η| − τ + λ+ |η − ξ| .
To handle r− we write
r− = λ+ |η|+ τ − λ+ |η − ξ| − τ − |ξ| .
If τ < 0, this equals λ + |η| + τ − λ + |η − ξ| + |τ | − |ξ|, while if τ ≥ 0 it is
≤ λ+ |η|+ τ − λ+ |η − ξ|. 
We also need
(5.18) r± ≤ 2min
(
|η| , |η − ξ|
)
,
which follows from the triangle inequality. Combinining this with Lemma 7 we get
r
1/2
± .
∣∣|τ | − |ξ|∣∣1/2−2ε′ min(|η| , |η − ξ|)2ε′ + ∣∣λ+ |η|∣∣1/2 + ∣∣λ− τ ± |η − ξ|∣∣1/2.
Moreover, by symmetry we may assume |η| ≥ |η − ξ| in (5.16) and (5.17). Hence
(5.16) reduces to proving
I+j . ‖ψ‖Xε,1/2+ε
′
+
‖ψ′‖
X
ε,1/2+ε′
+
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for j = 1, 2, 3, where
I+1 =
∥∥∥∥∥
∫∫
ψ˜ψ˜′
|η|1/2−ε |η − ξ|1/2−2ε
′
dλ dη
∥∥∥∥∥
L2τ,ξ
,
I+2 =
∥∥∥∥∥ 1〈|τ | − |ξ|〉1/2−2ε′
∫∫ ∣∣λ+ |η|∣∣1/2ψ˜ψ˜′
|η|
1/2−ε
|η − ξ|
1/2
dλ dη
∥∥∥∥∥
L2τ,ξ
,
I+3 =
∥∥∥∥∥ 1〈|τ | − |ξ|〉1/2−2ε′
∫∫
ψ˜
∣∣λ− τ + |η − ξ|∣∣1/2ψ˜′
|η|
1/2−ε
|η − ξ|
1/2
dλ dη
∥∥∥∥∥
L2τ,ξ
,
and (5.17) reduces to proving
I−j . ‖ψ‖Xε,1/2+ε
′
+
‖ψ′‖
X
ε,1/2+ε′
−
for j = 1, 2, 3, where
I−1 =
∥∥∥∥∥ 1〈ξ〉1/2−ε
∫∫
ψ˜ψ˜′
|η − ξ|
1/2−2ε′
dλ dη
∥∥∥∥∥
L2
τ,ξ
,
I−2 =
∥∥∥∥∥ 1〈ξ〉1/2−ε 〈|τ | − |ξ|〉1/2−2ε′
∫∫ ∣∣λ+ |η|∣∣1/2ψ˜ψ˜′
|η − ξ|
1/2
dλ dη
∥∥∥∥∥
L2τ,ξ
,
I−3 =
∥∥∥∥∥ 1〈ξ〉1/2−ε 〈|τ | − |ξ|〉1/2−2ε′
∫∫
ψ˜
∣∣λ− τ − |η − ξ|∣∣1/2ψ˜′
|η − ξ|1/2
dλ dη
∥∥∥∥∥
L2τ,ξ
.
The estimates for I+j , j = 1, 2, 3, reduce to, respectively,
X
1/2,b
+ ·X
1/2+ε−2ε′,b
+ −→ L
2,(5.19)
X
1/2,0
+ ·X
1/2+ε,b
+ −→ H
0,−1/2+2ε′ ,(5.20)
X
1/2,b
+ ·X
1/2+ε,0
+ −→ H
0,−1/2+2ε′ ,(5.21)
and the estimates for I−j , j = 1, 2, 3, reduce to
Xε,b+ ·X
1/2+ε−2ε′,b
− −→ H
−1/2+ε,0,(5.22)
Xε,0+ ·X
1/2+ε,b
− −→ H
−1/2+ε,−1/2+2ε′ ,(5.23)
Xε,b+ ·X
1/2+ε,0
− −→ H
−1/2+ε,−1/2+2ε′ .(5.24)
Recall that we assume b = 1/2 + ε′ throughout this section.
Since in general ‖u‖Hs,b ≤ ‖u‖Xs,b
±
for b ≥ 0, we may in fact replace all the Xs,b±
in the left hand sides by Hs,b. (The information encoded in the signs has already
been made use of through the null structure.) Using also duality, we thus reduce
to
H1/2,b ·H1/2+ε−2ε
′,b −→ L2,
H0,1/2−2ε
′
·H1/2+ε,b −→ H−1/2, 0,
H1/2,b ·H0,1/2−2ε
′
−→ H−1/2−ε,0,
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and
Hε,b ·H1/2+ε−2ε
′,b −→ H−1/2+ε,0,
H1/2−ε,1/2−2ε
′
·H1/2+ε,b −→ H−ε,0,
Hε,b ·H1/2−ε,1/2−2ε
′
−→ H−1/2−ε,0.
All these estimates are true for ε′ > 0 sufficiently small, by (5.8) and (5.10)–(5.14).
5.2. Proof of (5.6). Proceeding as in the proof of (5.5), we reduce to
(5.25)
∥∥∥∥∥ |ξ|ε〈|τ | − |ξ|〉1/2+ε′
∫∫
r
1/2
+
|η|
1/2
|η − ξ|
1/2
ψ˜ψ˜′ dλ dη
∥∥∥∥∥
L2τ,ξ
. ‖ψ‖
X
ε,1/2+ε′
+
‖ψ′‖
X
−ε,1/2−2ε′
+
and
(5.26)
∥∥∥∥∥ 1〈ξ〉1/2+ε 〈|τ | − |ξ|〉1/2+ε′
∫∫
r
1/2
−
min
(
|η| , |η − ξ|
)1/2 ψ˜ψ˜′ dλ dη
∥∥∥∥∥
L2τ,ξ
. ‖ψ‖
X
ε,1/2+ε′
+
‖ψ′‖
X
−ε,1/2−2ε′
−
.
By Lemma 7 and (5.18),
r
1/2
± .
∣∣|τ | − |ξ|∣∣1/2 + ∣∣λ+ |η|∣∣1/2 + ∣∣λ− τ ± |η − ξ|∣∣1/2−2ε′ min(|η| , |η − ξ|)2ε′ ,
hence (5.25) reduces to (recall that b = 1/2 + ε′)
H1/2+ε,b ·H1/2−ε,1/2−ε
′
−→ H−ε,0,
H1/2+ε,0 ·H1/2−ε,1/2−ε
′
−→ H−ε,−b,
H1/2+ε−2ε
′,b ·H1/2−ε−2ε
′,0 −→ H−ε,−b,
which follow from, respectively, (5.12), (5.13) (via duality) and (5.8) (also via du-
ality). Now consider (5.26). Assuming first |η| ≤ |η − ξ| we reduce to
H1/2+ε,b ·H−ε,1/2−2ε
′
−→ H−1/2−ε,0,
H1/2+ε,0 ·H−ε,1/2−2ε
′
−→ H−1/2−ε,−b,
H1/2+ε−2ε
′,b ·H−ε,0 −→ H−1/2−ε,−b,
while in the case |η| ≥ |η − ξ| we get
Hε,b ·H1/2−ε,1/2−2ε
′
−→ H−1/2−ε,0,
Hε,0 ·H1/2+−ε,1/2−2ε
′
−→ H−1/2−ε,−b,
Hε,b ·H1/2−ε−2ε
′,0 −→ H−1/2−ε,−b.
All these reduce (possibly via duality) to (5.8) or (5.10)–(5.14).
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6. Proof of (5.10)–(5.14)
All these follow by interpolation between (5.9) and various special cases of (5.8).
Fix ε > 0, b > 1/2, N > 3/2. The number δ > 0 will be chosen sufficiently small,
depending on ε.
For (5.10) we interpolate between
H0,1/2+δ ·H1/2+ε,b −→ H−1/2+ε,0,
L2 ·H1/2+ε,b −→ H−N,0.
This gives
H0,(1−θ)(1/2+δ) ·H1/2+ε,b −→ H(1−θ)(−1/2+ε)−θN,0
for 0 ≤ θ ≤ 1. First choose θ > 0 so small that (1 − θ)(−1/2 + ε) − θN ≥ −1/2.
Then choose δ > 0 so small that (1− θ)(1/2 + δ) ≤ 1/2− δ.
For (5.11) we interpolate between
H0,1/2−δ ·H1/2+ε
′,b −→ H−1/2,0,
H0,1/2−δ ·H0,b −→ H−N,0,
the first of which is just (5.10), for ε′, δ > 0 to be chosen sufficiently small, depending
on ε. This gives
H0,1/2−δ ·H(1−θ)(1/2+ε
′),b −→ H(1−θ)(−1/2)−θN,0.
First choose θ > 0 so small that (1 − θ)(−1/2) − θN ≥ −1/2 − ε. Then choose
ε′ > 0 so small that (1− θ)(1/2 + ε′) ≤ 1/2.
For (5.12) interpolate between
H1/2−ε,1/2+δ ·H1/2+ε,b −→ L2,
H1/2−ε,0 ·H1/2+ε,b −→ H−N,0.
Thus,
H1/2−ε,(1−θ)(1/2+δ) ·H1/2+ε,b −→ H−θN,0
for 0 ≤ θ ≤ 1. First choose θ > 0 so small that θN ≤ ε. Then choose δ > 0 so
small that (1− θ)(1/2 + δ) ≤ 1/2− δ.
To prove (5.13) we interpolate
H1/2−ε,1/2+δ ·Hε,b −→ H−1/2,0,
H1/2−ε,0 ·Hε,b −→ H−N,0,
yielding
H1/2−ε,(1−θ)(1/2+δ) ·Hε,b −→ H(1−θ)(−1/2)−θN,0.
First choose θ > 0 so small that (1 − θ)(1/2) + θN ≤ 1/2 + ε. Then choose δ > 0
so small that (1− θ)(1/2 + δ) ≤ 1/2− δ.
Finally, (5.14) reduces to (5.11) or (5.12), depending on whether the frequency
interactions are of type high-high or high-low/low-high in the product on the left
hand side.
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