Combinatorial communication allows rapid and efficient transfer of detailed information, yet combinatorial communication is used by few, if any, non-human species. To complement recent studies illustrating the advantages of combinatorial communication, we highlight a critical disadvantage. We use the concept of information value to show that deception poses a greater and qualitatively different threat to combinatorial signalling than to non-combinatorial systems. This additional potential for deception may represent a strategic barrier that has prevented widespread evolution of combinatorial communication. Our approach has the additional benefit of drawing clear distinctions among several types of deception that can occur in communication systems.
INTRODUCTION
Human language encodes meaning in a combinatorial fashion: complex messages (e.g. sentences) are assembled from simpler units of meaning (e.g. words). This structure confers numerous advantages, which have been highlighted in a set of recent mathematical models (Nowak & Krakauer 1999; Nowak et al. 2000) . However, combinatorial communication is rare among non-human animals. Why?
A satisfactory account of the evolution of human language needs to be able to account both for why language evolved in humans as it did and why language and its various parts did not evolve in any other animal. Several authors have made considerable progress in describing a path by which language can evolve through gradual change driven by natural selection (Hurford 1989; Nowak & Krakauer 1999; Nowak et al. 2000; Rubinstein 2000) . The next step is to identify adaptive barriers that are sufficient to prevent other species from achieving this transition.
In a previous article (Lachmann et al. 2001) , we proposed one potential barrier. We showed that honest combinatorial communication cannot be stabilized by a classical handicap mechanism. Any associated costs necessary to prevent deception must arise from some source other than signal production. Thus, when signaller and receiver have conflicting interests, one barrier is created: the potential for deception impedes the development of combinatorial signals by restricting the conditions under which costly signalling mechanisms can ensure honesty.
In the present paper, we illustrate a more fundamental disadvantage to combinatorial signalling. We show that deception poses a greater and qualitatively different threat to combinatorial systems than to non-combinatorial signalling systems. To do this, we extend the concept of information value (Stephens & Krebs 1986; Stephens 1989 ) to treat the strategic or game-theoretic aspects of communication (Getty 1997) . In particular, we develop a simple machinery to quantify the consequences at an equilibrium state of signals for those who receive them. Using this machinery we are able to highlight the difference between deception as exhibited in animal signals and deception as exercised through human language. Our approach has the additional benefit of drawing clear distinctions among several types of deception that can occur in communication systems.
THE VALUE OF INFORMATION IN SIGNALLING GAMES (a)
The value of information L. J. Savage (1954) , I. J. Good (1966) and J. P. Gould (1974) address the question of how to determine the value of information to an individual facing a decision problem (Stephens 1989) . The basic idea is to compare two quantities: the expected payoff that a decision-maker could obtain by using certain information about the world, and the expected payoff that could be obtained without this information. The difference in these two payoffs gives the expected value of obtaining information, and thus represents the maximum amount that one should pay to obtain it.
We can define this measure formally (Gould 1974) . Suppose that the world is in some state a from a set of possibilities a 1 , a 2 , a 3 , . . . , a n f g with known occurrence probabilities. The decision-maker needs to choose the value of a control variable X, and receives a payoff h(X, a) that depends on both the choice of X and the state of the world. Let X Ã be the choice of X that maximizes the expected value of h when nothing is known about a beyond the occurrence probabilities, and let X a be the choice of X that maximizes the expected value of h when a is known exactly. The value to the decision-maker of being fully informed about a is then
Here, the expectations are taken over the possible values of a weighted by their occurrence probabilities. This quantity will always be non-negative; having more information never reduces the expected payoff of the decision-maker (Savage 1954; Good 1966; Gould 1974) . As a historical aside, posthumously published notes of the mathematician and philosopher Frank Ramsey (1903 Ramsey ( -1930 reveal that he formulated an analogous measure and derived the nonnegativity result several decades earlier (Ramsey 1990 ).
(b) The value of information at signalling equilibrium In this section, we extend the value of information concept from decision problems to signalling games. We define a trio of value measures and consider the conditions under which each measure can be negative; these correspond to different forms of deception treated in the animal communication literature.
We define a simple signalling game as in previous papers (Lachmann et al. 2001; Bergstrom et al. 2002) . The game, shown in figure 1, has two players, a signaller and signal receiver. To begin the game, 'nature' chooses a state of the world q from some set of possible values Q. Next, the signaller observes the state of the world, and then chooses a signal s from a set of possible signals S. Finally, the receiver observes the signal chosen by the signaller, but not the actual state of the world, and chooses a response r from some set of possible responses R. A signalling equilibrium is a pair of signaller and receiver strategies for which neither player can gain an advantage by switching unilaterally to an alternative strategy .
For any signalling equilibrium, we can define the value to the receiver of the information conveyed in the signal. Let s ¼ T (q) be the signaller's signalling strategy and r ¼ R(s) be the receiver's response strategy at this equilibrium. Let r Ã be the receiver's best response in the absence of any knowledge of either the state q of the world or of the signal s that was sent. (Imagine that the signal receiver failed to hear the signal, for example.) Let w r (q, s, r) be the receiver's fitness. The value of information for the signalling game as a whole, V g , is the difference of expectations:
In Appendix A, we prove the following:
Proposition 1: At any signalling equilibrium in a signalling game, the value of information for the game as a whole, V g , is always non-negative.
At any equilibrium, signal receivers never do worse overall by heeding the signals. In this sense, equilibrium signals are never entirely deceptive.
(c) Value of information away from signalling equilibrium Out of equilibrium, the value of information for the game as a whole can be positive or negative. For example, signaller and receiver may be engaged in an evolutionary arms race to exploit one another (Krebs & Dawkins 1984) . In the course of this arms race, signallers may adjust their signalling strategies to the detriment of receivers (Getty 1999) . Until receivers evolve the appropriate counter-adjustments, signallers will be able to 'manipulate' receivers into taking suboptimal actions. In this case receiver responses may reduce receiver fitness on average or even uniformly. The game can have a negative value of information analogous to V g defined for equilibrium signalling systems above. In this sense, outof-equilibrium signalling systems can be seen as deceptive (Johnstone & Grafen 1993) .
(d) Value of a particular signal
We can easily calculate the average value of each particular signal within a specific signalling equilibrium. Define the value of a particular signal V s as follows. Let Q s be the set of all world states q in which the signal s is sent at the signalling equilibrium of interest. The value V s (s) of this signal is the difference between the receiver's expected payoff over Q s at the signalling equilibrium, and the receiver's expected payoff over Q s in the absence of any information about s or q.
This definition is effectively a comparison between expected payoffs at two different equilibria: the signalling equilibrium of interest, and the equilibrium in which the signaller provides no information to the receiver. (As an alternative to comparing the value of a signal across equilibria, we could look at the importance of the signal within a particular signalling equilibrium. To do so, we compare the receiver's expected payoff if this signal is sent, with the receiver's expected payoff if the next-best signal is sent. We refer to the difference in these expected payoffs as the marginal value (MV s ) of information for a particular signal:
Using this measure, we can obtain an analogous result to Proposition 2.2. At any equilibrium in a signalling game, the marginal signal value MV s of every signal used is always non-negative.) We prove the following proposition in Appendix A:
Proposition 2.2: At any equilibrium in a signalling game, the signal value V s of every signal used is always non-negative.
At a signalling equilibrium, no signal can harm the receiver on average, because otherwise the receiver could simply ignore that signal or treat it as if it were some other signal instead. Proposition 2 is a formal way of expressing the common assertion that signalling will be honest on average because 'it is not evolutionarily stable for the receiver to alter its behaviour [in response to a signal] unless, on average, the signal carries information of value to it.' Maynard Smith & Harper 1995 , p. 305 (see also Hasson 1994 .
(e) Value of information conditional on world state Thus far we have looked at the value of information for an entire game, and at the value of information for particular signals. In many signalling systems, each signal may be sent in several world states. Further narrowing our focus, we can compute the value of information conditional on the occurrence of a particular world state q with reference to a particular signalling equilibrium. The conditional value of information V q (q ) for world state q is
At any separating equilibrium, each world state corresponds to a unique signal (Bergstrom et al. 2002) , and Proposition 2 thus implies that V q is non-negative for every world state q. However, for semi-pooling equilibria, in which certain world states q i and q j elicit a shared signal ):
Proposition 2.3: The conditional value V q (q ) can be negative for some q at a semi-pooling equilibrium.
We can easily construct an example, and of course any example proves the proposition. Consider a game in which states of the world (signaller qualities, in this case) are uniformly distributed on [0,1]. Signaller fitness is given by w s (q, s, r) ¼ r and receiver fitness is given by
2 . Signallers always benefit from receiving higher responses, whereas receivers maximize fitness by choosing a response r equal to signaller quality q. Figure 2 shows the equilibrium responses for three different signalling equilibria: a separating equilibrium (dotted line), a pooling equilibrium in which no signalling occurs (dashed line), and one of the many possible semi-pooling equilibria (solid line). At the separating equilibrium, receivers will be completely informed about the state of the world (Bergstrom et al. 2002) and thus will be able to choose the optimal response r ¼ q. At the no-signalling equilibrium, receivers have no information about world state and thus maximize fitness by choosing the best response to the mean world state: r ¼ E½q ¼ 1=2 (Bergstrom & Lachmann 1997) . The semi-pooling equilibrium features two pools. Signallers send one signal when q is in [0, 1/3) and another signal otherwise. Receivers optimize by selecting r ¼ 1=6 in response to the former signal and r ¼ 2=3 in response to the latter .
At the semi-pooling equilibrium, the signaller with q ¼ 1=3 (point A in the figure) sends the second signal and thereby induces a response r ¼ 2=3. The receiver would have received a higher fitness by employing the response r ¼ 1=2 used at the no-signalling equilibrium. But because the best response on average to the second signal is r ¼ 2=3, and because the receiver cannot distinguish among the signallers who use this signal, r ¼ 2=3 is employed instead. Thus the conditional value of information V q (1=3) for this semi-pooling equilibrium is negative. By a similar logic, the conditional value of information will be negative for all q in the region [1/3, 7/12). Statistician I. J. Good exploited this principle to show how obtaining partial information could be disadvantageous to a decision-maker under certain circumstances (Good 1974; van Rooy 2003) .
THE VALUE OF INFORMATION IN LINGUISTIC COMMUNICATION
Thus far, we have treated communication systems based upon monolithic signals: each signal conveys a complete message and takes its meaning from the whole of the signal rather than from some combination of individually meaningful signal components (sometimes called holistic signals (Wray 1998 (Wray , 2000 ). A monolithic signalling system can be described as one in which the receiver has some sort of internal 'look-up table' consisting of separate entries providing separate meanings for every single message that can be sent.
Human language works differently, for the most part. Receivers do not have an all-inclusive look-up table. Instead, they combinatorially construct sentence meanings using syntactic rules that involve the grammatical roles and the individual meanings of the component words. Combinatorial communication offers many advantages (Nowak & Krakauer 1999; Nowak et al. 2000) ; we show that these advantages come at the expense of expanded potential for deception. (a) A simple combinatorial signalling model We will investigate an idealization of a combinatorial signalling system. Signallers convey information about a world that can be in one of 100 possible states q 2 0, 1, . . . , 99 f g . Receiver fitness depends on how closely the receiver response r matches the world state q: the receiver suffers a cost that is the squared difference between the response and the actual state. In this world, signallers require 100 distinct signals to convey full information via a monolithic signalling system. With a combinatorial system, they can manage with fewer signals.
Suppose signallers and receivers both get the same payoff, so that signallers benefit from accurately representing the state of the world to receivers. Simple semantic systems then afford signalling equilibria with highly informative signals.
Example 1: Signallers indicate the world state by selecting a two-part representation of the world, s 1 s 2 , where s 1 is some signal from the set {A, B, C, D, E, F, G, H, I, J} and s 2 is some signal from the set {K, L, M, N, O, P, Q, R, S, T}. Receivers then 'decode' or interpret the message by selecting a response r ¼ g(s 1 ) þ g(s 2 ), where g( Á ) is as follows: :
Clearly, this communication system is combinatorial. Receivers assemble meanings from messages, by applying a set of syntactic rules (simple addition, in this case) to meanings (g values) associated with the signal components that make up the message. When signallers and receivers both receive the same payoff, this system of encoding and decoding rules will represent a stable signalling equilibrium with the following properties:
(i) The game as a whole has a positive value of information V g . (ii) Every message s 1 s 2 has positive value of information V s . (iii) Every world state has a positive value of information V q .
(b) Deception in combinatorial signalling
In practice, signaller and receiver will not always have entirely coincident interests (Lachmann et al. 2001) . What are the consequences for combinatorial communication? To answer this question, consider what happens if signallers use the above encoding, with one slight change.
Example 2: When the world state q is 0, signallers send the message JT instead of AK. In all other world states, signaller behaviour is as in Example 1.
We can always find a signaller fitness function such that the signaller will behave in this way at equilibrium. A trivial (though rather silly) example follows: signaller fitness is entirely independent of receiver response, and takes on a value of 1 when a signaller follows the encoding in Example 2 and 0 otherwise.
How should receivers respond? If the syntactic rules remain as before (simple addition) and only the meanings of the components can change, signallers will have to adjust the meanings associated with message components. In Appendix B, we compute a locally optimal decoding g 0 ( Á ) for the receivers to use: 
:
But wait! Why do the meanings change for all of the message components A-T, instead of just for the 'misused' components J and T? For example, neither A nor K is part of the message JT, and yet their individual meanings have shifted even though the circumstances of their use seem not to have changed at all. The answer tells us something very interesting about combinatorial systems of communication: Meanings in a combinatorial system are tightly intertwined. If the meaning associated with one signal changes, then those associated with other messages also have to change. In Example 2, the receiver's best response to the signal JT is 49.5-but to move in this direction, the values associated with J and T have to be shifted. This shift, in turn, also influences the values associated with every other signal, as well. For T is used not only in combination with J, but also in the signals AT, BT, CT, etc. Consequently if the value associated with T shifts, the values associated with A, B, C, and so on all must all shift in compensation, if the messages AT, BT, CT, etc. are to retain anything close to their original meanings. Similarly the shifted value of J forces compensatory changes in the values of K, L, M, etc. When the meaning of a single message changes, the effects of that change will propagate back throughout the lexicon. This interconnectivity is not unique to the additive coding used in this example, but instead derives from the rule-based assembly of meanings. Meanings are interconnected because message components appear in multiple messages that derive their meanings from common rules.
In Example 2 as before, the value of information V g for this game as a whole is positive; the receiver on average benefits from utilizing the information provided in the signal. However, in this combinatorial system, the value of information for a particular signal can be negative, and JT is such a signal. Thus we arrive at the following proposition.
Proposition 2.4: In a combinatorial signalling system, but not in a monolithic signalling system, the value of information conditional on a particular signal can be negative at equilibrium.
One additional result follows directly: in combinatorial systems as in the non-combinatorial systems considered earlier, the value of information conditional on a particular world state can be negative.
(c) Deception and constraint
Why can signals have negative information value in a combinatorial system but not in a monolithic one? The answer lies in the implicit constraints on the rules for assigning meanings to messages in the combinatorial system. Suppose that in Example 2 the receiver could have interpreted messages by the following rule:
If the signal is JT, use the best-response r ¼ 49:5. Otherwise, use the response r ¼ g(s 1 ) þ g(s 2 ).
Then every single message, including JT, would have a non-negative value of information V s . The same would hold if receivers interpreted each message s 1 s 2 as monolithic signals, via a look-up table with 100 entries. In Example 2, the message JT ends up with a negative value of information not simply because of the signaller's strategy, but instead because of the signalling strategy combined with constraints on the response. In particular, we have assumed that receivers are unable to construct a look-up table with a separate entry for each of the 100 messages, but instead they must use some rule to generate meanings. In our example, the rule was addition, but this result will be far more general. In general, simple rule-based systems will not have sufficient degrees of freedom to cover the entire space of possible signal-to-meaning mappings. As a result, signallers will often be able to find signalling strategies such that rule-using receivers will be unable to avoid a negative value of information associated with one or more signals.
Why should receivers be constrained to use simple rules instead of complex look-up tables? One possibility is that storage space is limited. For example, a system in which 10-word strings are assembled from a modest vocabulary of 1000 words would require a look- up table with  1000 10 ¼ 10 30 entries. And the memory limitation is probably not the greatest obstacle. To use language, humans somehow have to actively learn the meanings of messages. Nowak and colleagues (Nowak 2000; Nowak et al. 2000) point out that in order to persist in look-up tables from generation to generation, messages have to be used with sufficient frequency that they can be learned. In the aforementioned 1000-word language, individuals would need to encounter and learn all 10 30 different messages in their lifetime to capture the full look-up table. To learn a combinatorial version of the same language, by contrast, individuals would only need to learn the 1000 basic words. Thus learning constraints strongly limit the size of a monolithic signalling system. The problem is not that one can never assign monolithic meanings to phrases. It is simply that one does not encounter most phrases often enough to assign them monolithic meanings and as a result those phrases can be used in ways that confer negative value of information.
CONCLUSIONS
We have developed formal measures of the value of information for signalling games. We have used these measures to characterize the different forms of deception, as summarized in table 1.
At separating equilibria, signals are not deceptive. The signal receiver obtains complete and accurate information about the state of the world and can respond accordingly. Information value will not be negative by any of the measures addressed here.
Semi-pooling signals ) allow a form of deception. At a semi-pooling equilibrium, the value of information on certain world states can be negative, though both individual signals and the game as a whole will always have non-negative information value. Many previous models of deceptive signalling deal with deception of this sort ( Johnstone & Grafen 1993; Hasson 1994; Adams & Mesterton-Gibbons 1995; Számadó 2000) .
Out-of-equilibrium signals allow the greatest potential for deception. Away from equilibrium, the value of information can be negative for particular world states, for particular signals, and even for the signalling game as a whole. The reason is straightforward: receivers' expectations may not align with signaller behaviour, and as a consequence signallers may manipulate receivers in arbitrary fashion.
Finally, and most critically, the transition from monolithic to combinatorial signalling allows an additional form of deception. In a combinatorial signalling system, the value of information for the entire game will always be nonnegative, but the value of information for individual messages can be negative. This new form of deception arises because receivers are constrained in the meanings that they can assign to messages. Signallers have an opportunity for deception that is not available to them in monolithic communication systems: they can exploit these constraints and the resulting interconnections among meanings, occasionally using message components in atypical ways so as to mislead receivers.
This additional potential for deception may represent a major barrier to the evolution of combinatorial communication. Ultimately, the advantage of combinatorial signalling is also its main weakness. Combinatorial communication can efficiently facilitate large numbers of messages because novel messages can be interpreted simply from a familiarity with the message components. Unfortunately, this also means that receivers will assign meanings to messages without first-hand experience of the circumstances of their useand thus certain messages can be consistently used to the detriment of signal receivers.
The authors thank Matina Donaldson, Tom Getty, William Harms, Szabolcs Számadó , Robert van Rooy, and two anonymous referees for numerous helpful comments. This project was supported in part by a UW RRF award to C.B.
APPENDIX A (a) Proof of Proposition 1
At any equilibrium in a signalling game, the value of information V g is always non-negative.
The proof is by contradiction. Suppose the contrary, that at some signalling equilibrium (R, T ) the value of information for the game V g is negative. Then the receiver could increase expected fitness by switching from strategy R( Á ) to strategy R 0 ( Á ) ¼ r Ã , that is, by ignoring the signal altogether and simply playing the best response in the absence of information, r Ã , under all circumstances. But here we have a contradiction, since by the definition of signalling equilibrium, at (R, T ) the receiver cannot increase fitness by unilaterally switching to an alternative strategy. Therefore information value must be non-negative at any signalling equilibrium.
(b) Proof of Proposition 2
At any equilibrium in a signalling game, the measure of signal value V s is always non-negative. Writing P S|T for the matrix whose element S, T is P(t(x) ¼ Tjs(x) ¼ S) and equivalently P T|S , and writing E S for the vector whose elements are E(xjs(x) ¼ S) and equivalently E T , we can rewrite all these equation as follows:
It is easy to see that the matrix is singular-just multiply it by the vector À1 1 . We could also have inferred this since it is obvious that these equations do not define r and q uniquely; adding a constant to r and subtracting it from q gives equivalent interpretation of each message. To resolve this, we will arbitrarily add the condition that r 1 ¼ 0. We thus replace the first equation in our set by the equation r 1 ¼ 0. If we write P 0 TjS for the matrix P T|S with its first row set to 0, and E 0 S for the vector E S with its first entry set to 0, we now get
Inverting the matrix yields r and q.
