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ABSTRACT
Monocular Simultaneous Localization and Mapping (MonoSLAM), a derivative
of Simultaneous Localization and Mapping (SLAM), is a navigation method for au-
tonomous vehicles that uses only an inertial measurement unit and a camera to map
the environment and localize the vehicle’s position within the environment. Prior to
this work, multiple different attempts have been made to generate optimal paths for
SLAM, but no optimal path work has been performed specifically for MonoSLAM.
The author details an optimal path generation (OPG) method designed specifically
for MonoSLAM. In MonoSLAM, the vehicle gains useful data when it can detect a
change in bearing to objects in the environment (also known as features). The OPG
in question maximizes parallax among all visible features in the environment, with
the goal of optimizing fuel usage and estimation accuracy.
In simulations comparing paths from this OPG method with typical MonoSLAM
paths, it is evident that the OPG method produces extremely large fuel savings (up
to 98%). These fuel savings come at the expense of estimation accuracy, however
the OPG method still produces estimation performance that is acceptable for many
applications. Looking forward, this work proves that it is indeed possible to improve
upon the paths that are typically used in MonoSLAM. This thesis examines a two-
dimensional MonoSLAM simulation only; no hardware implementation is performed.
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1. INTRODUCTION
1.1 Overview
1.1.1 Motivation for SLAM and MonoSLAM
In recent years, GPS navigation has become the navigation method of choice for
a large variety of military, commercial, and private applications. GPS navigation
is extremely precise, and with the advent of the smart phone, anyone can use the
GPS network to navigate. However, a major drawback of GPS is that the GPS
signal is relatively weak. This weak signal can easily be lost and even jammed. In
most everyday applications (e.g. using one’s phone to navigate across town), this is
generally not an issue. However, in applications where a vehicle is either routinely
operating in a GPS-denied environment or must otherwise be robust to a loss of GPS
signal, an alternative method of navigation is required. One such alternative method
is Simultaneous Localization and Mapping (SLAM).
SLAM is the process by which a vehicle builds a map of its environment while
using that map to concurrently locate itself as it moves through the environment.
The SLAM process only utilizes sensors located on the vehicle itself. A common
sensor is an Inertial Measurement Unit (IMU), which is composed of accelerometers
to measure linear accelerations and gyroscopes to measure angular rates. However,
IMUs contain bias and noise on each channel; they provide poor results if one was
to integrate the IMU data alone to recover position, velocity, and attitude. Hence,
other sensors must be used in conjunction with the IMU. Other possible sensors for
navigational use on a vehicle are laser rangefinders, visual cameras, thermal cameras,
and magnetic compasses, to name a few.
In Monocular Simultaneous Localization and Mapping (MonoSLAM), the only
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sensor complement to the IMU is a single visual camera. This camera is capable of
measuring relative bearing from the vehicle to a feature within the environment. (In
SLAM, the term feature refers to an object in the environment that the vehicle is
calibrated to detect. For instance, if a vehicle is equipped with an infrared camera
it could be calibrated to detect infrared strobes.)
1.1.2 Motivation for Optimal Path Generation
In a basic MonoSLAM application, the method only allows the vehicle to localize
itself and map the environment given a certain vehicle path; the path is not directly
tied to the localization and mapping process, although the SLAM process is directly
tied to the path. This thesis is concerned with generating a vehicle path that is
dependent upon the vehicle’s environment. Namely, the author seeks to answer the
question, “How does one generate an optimal vehicle path?”
1.2 Literature Review
In the years since the development of the SLAM algorithm, a handful of optimal
path generation methods have been developed. Prentice and Roy[1] pioneered a
method called the belief roadmap. The belief roadmap seeks to minimize the system
covariance (uncertainty) as the vehicle travels from a starting position to a specified
final location. This method does not take into account overall path distance.
Makarenko, Williams, Bourgault, and Durrant-Whyte[2] achieve path optimiza-
tion by considering several weighted factors: utility of information gain, utility of
navigation, and utility of localizability. Utility of information gain considers how
much new information stands to be gained on a certain path. Utility of naviga-
tion seeks to maximize the information gained per distance traveled by negatively
weighting longer paths. Utility of localizability takes into account the lowest possible
vehicle localization covariance that can be achieved at a spatial point by using only
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the features visible at that location. By changing the weight associated with each
utility, one can tune the method to provide a path that is taylored to one’s objectives.
Kim and Eustice[3] and Stachniss, Grisetti, and Burgard[4] both produced a
method which also evaluates a sum of utilities. Their method assigns a reward
to paths that maximize information on features already seen while also assigning a
reward to paths that enter previously unexplored regions. Kim and Eustice produced
a similar method to Stachniss et al, with the main difference being that Kim and
Eustice also consider the “plausibility of measurement uncertainty”[3],[4].
Other optimal path generation methods for robotic exploration have been de-
veloped, but the methods referenced above are the primary methods that deal di-
rectly with SLAM. Davison, Reid, Molton, and Stasse[5] published the first work on
SLAM with only a single camera as a sensor complement to the IMU, which they
dubbed ”Monocular Simultaneous Localization and Mapping” (MonoSLAM). Since
their publication in 2007, it appears that no optimal path generation methods have
been derived specifically with MonoSLAM in mind.
1.3 Scope of Thesis
The primary purpose of this thesis is to demonstrate proof of concept for a
MonoSLAM optimal path generation method. A knowledge of MonoSLAM is re-
quired to understand the optimal path generation that is presented, so a detailed
overview of MonoSLAM is provided. However, the purpose of the overview is
to familiarize the reader with MonoSLAM, not to exhaustively define the algo-
rithm. The reader is encouraged to read Davison et al[5], Sol, Vidal-Calleja, Civera,
and Montiel[6], and Brink, Doucette, and Miller[7] for further details of the inner-
workings of MonoSLAM.
The work in this thesis concerns a two-dimensional environment in which both
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the vehicle and the features are modeled as points (i.e. a land-based vehicle on a
flat surface that detects points existing in the same plane). This setup allows for
an investigation of the simplest formulation of MonoSLAM that is still sufficiently
difficult and provides significant challenges. The work done is simulation only; there
is no hardware component.
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2. DETAILED OVERVIEW OF MONOSLAM
The simulations performed in this work are meant to emulate a land-based vehicle
moving through a flat environment. The vehicle is a modeled as a point moving in a
two-dimensional plane that still retains a heading (to maintain knowledge of the ori-
entation of the vehicle’s frame with respect to the global frame). The vehicle heading
is fixed to always be directed along the vehicle’s velocity vector. All environmental
features are modeled as points within the two-dimensional plane.
Two main frameworks exist for implementing MonoSLAM: batch estimation and
Kalman filtering. This thesis is purely concerned with the Extended Kalman filter
implementation.
2.1 The Extended Kalman Filter
The Kalman filter is a predictor-corrector estimator that uses a dynamical system′s
governing Equations of Motions (EOMs) combined with measurements to estimate
desired system states. The Kalman filter can only be used with systems whose EOMs
are linear with respect to the system states and controls, whose measurement equa-
tions are linear with respect to the system states, and systems in which all noise
is Gaussian. Both the EOMs and the measurement equations in MonoSLAM have
nonlinearities that the Kalman filter cannot handle. Thus, the Extended Kalman
filter (EKF) must be used. The EKF is a modified Kalman filter that handles non-
linearities by linearizing about a current state estimate. Table 2.1 (which is Table 3.9
from Crassidis and Junkins[8]) and Table 2.2 present the EKF model for a continuous
system with discrete measurements.
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Table 2.1: Continuous-discrete extended Kalman filter
Model
x˙ (t) = f (x (t) ,u (t) , t) +G (t)w (t) , w (t) ∼ N (0, Q (t))
y˜k = h (xk) + vk, vk ∼ N (0, Rk)
Initialize
xˆ (t0) = xˆ0
P0 = E
{
x˜ (t0) x˜
T (t0)
}
Gain
Kk = P
−
k H
T
k
(
xˆ−k
) [
Hk
(
xˆ−k
)
P−k H
T
k
(
xˆ−k
)
+Rk
]−1
Hk
(
xˆ−k
) ≡ ∂h
∂x
∣∣
xˆ−k
Update
xˆ+k = xˆ
−
k +Kk
[
y˜k − h
(
xˆ−k
)]
P+k =
[
I −KkHk
(
xˆ−k
)]
P−k
Propagation
˙ˆx (t) = f (xˆ (t) ,u (t) , t)
P˙ (t) = F (t)P (t) + P (t)F T (t) +G (t)Q (t)GT (t)
F (t) ≡ ∂f
∂x
∣∣
xˆ(t),u(t)
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Table 2.2: Extended Kalman filter variables
Symbol Meaning Size
x vector of states n× 1
u vector of controls m× 1
f vector of EOMs n× 1
y˜ vector of measurements `× 1
h vector of measurement equations `× 1
P matrix of state estimate covariances n× n
Q matrix of process noise covariances q × q
R matrix of measurement noise covariances `× `
K Kalman gain n×m
G matrix by which process noise enters the EOMs n× q
w zero-mean Gaussian process-noise q × 1
v zero-mean Gaussian measurement noise `× 1
2.2 MonoSLAM-Specific Equations
The MonoSLAM simulations performed in this thesis contain eight vehicle states,
three controls, and six process noises. These variables are defined in Table 2.3.
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Table 2.3: MonoSLAM vehicle states, controls, and process noises
Variable Meaning
x1, x2 global x,y vehicle positions
x3, x4 global x, y vehicle velocities
x5 vehicle heading wrt global x−axis
x6, x7 IMU x, y acceleration biases
x8 IMU gyroscope bias
u1, u2 vehicle-frame IMU x, y acceleration readings
u3 IMU gyroscope reading
w1, w2, w3 noise on all three IMU channels
w4, w5, w6 noise defining IMU biases’ instantaneous rates of change
2.2.1 Equations of Motion
The governing equations of motion for this system are given as follows:
x˙1 = x3
x˙2 = x4
x˙3 = (u1 − x6 + w1) cos (x5)− (u2 − x7 + w2) sin (x5)
x˙4 = (u1 − x6 + w1) sin (x5) + (u2 − x7 + w2) cos (x5)
x˙5 = u3 − x8 + w3
x˙6 = w4
8
x˙7 = w5
x˙8 = w6
2.2.2 Measurement Equations
There is only one type of measurement available in MonoSLAM: bearing (angle)
to a feature in the environment, relative to the vehicle’s heading. This is a conse-
quence of using a single camera that is attached to the vehicle. Figure 2.1 represents
this measurement visually.
(a) angle between two points (b) vehicle heading and feature
(c) relative bearing (d) global bearing
Figure 2.1: MonoSLAM bearing measurement
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From Figures 2.1a and 2.1d, it is evident that the global bearing between two
points is calculated with a simple arctangent operation:
θglobal = arctan
(
yf − yv
xf − xv
)
Figures 2.1b, 2.1c, and 2.1d shed light on the relationship between global bearing,
measured (relative) bearing, and vehicle heading:
θmeas = θglobal − α
This relationship is expressed in terms of the specified MonoSLAM variables to con-
struct the MonoSLAM measurement equation:
hi (x) = arctan
(
yif − x2
xif − x1
)
− x5
where i indicates the i-th feature and (xif , y
i
f ) refer to the global position of the i-th
feature. In the case of known features, xif and y
i
f will simply be known constants.
However, the presence of unknown features introduces more complexity into the
simulation.
2.3 Accounting for Unknown Features
Unknown features are features that exist in the environment and can be seen by
the vehicle camera, however the vehicle has either limited or no information on their
true location in the environment. (In this thesis, the vehicle will always have no initial
information on unknown features.) Thus, the location of unknown features must be
estimated. The parameterization for tracking unknown features that is used in this
thesis is known as an anchored modified-polar representation. This parameterization
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was first defined by Civera et al[6] and was also discussed by Brink et al[7].
In the anchored modified-polar parameterization, each unknown feature is repre-
sented by four states: the two coordinates of the anchor point, global bearing from
the anchor point to the unknown feature, and inverse range from the anchor point
to the feature. Although this representation is over-parameterized (four variables to
define two degrees-of-freedom) and thus introduces more complexity into the system,
it significantly decreases nonlinearities in the system (which in turn produces bet-
ter EKF performance) and allows for immediate feature initialization (by selecting
an initial inverse range value with sufficiently large covariance to include a possible
infinite range)[6],[7].
The anchored modified-polar parameterization represents an unknown feature
with four coordinates:[x0, y0, θ0, ρ0]
T . The anchor point, (x0, y0) is the estimated
vehicle position at the instant the unknown feature in question is first seen. The
angle θ0 is the sum of the measured relative bearing to the feature and the estimate
of the vehicle heading at the instant the unknown feature is first seen.
The variable ρ0 is the inverse of the range to the feature from the anchor point.
For a detailed discussion about the usage of inverse-range instead of range, the reader
is encouraged to examine Civera, Davison, and Montiel[9]. Because an image from a
single camera provides no depth perception, no range data exists when the unknown
feature is first seen and initialized. For instance, an object in a picture could be
a small object that is close to the observer or a large object that is far away from
the observer. Thus, ρ0 is initialized to a value selected by the user; as multiple
measurements are taken and feature parallax is induced, ρ0 will converge to the
actual inverse-range value of the unknown feature. Hence, the initially selected value
is inconsequential as long as the initial covariance is sufficiently large to cover all
possible inverse-range values.
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The location of an unknown feature, (xf , yf ) in terms of x0, y0, θ0, ρ0 is calculated
below:
xf = x0 +
1
ρ0
cos θ0
yf = y0 +
1
ρ0
sin θ0
2.4 MonoSLAM Environment Test Run
This section includes results from a typical run using the author’s MonoSLAM
simulation in MATLAB. The simulation runs for 15 seconds with a constant time step
of 0.01 seconds; bearing measurements are taken at every time step. The standard
deviations used to generate the Gaussian noises that define the process noises, initial
state uncertainties, and measurement noises in the system are given in Tables 2.4,
2.5, & 2.6, respectively. These noise values are consistent throughout all simulations
performed in this thesis.
Table 2.4: MonoSLAM test run process noises
Process Noise Standard Deviation Units
w1 0.01
m
s2
w2 0.01
m
s2
w3 0.001
rad
s
w4 0.01
m
s3
w5 0.01
m
s3
w6 0.001
rad
s2
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Table 2.5: MonoSLAM test run initial state uncertainties
State Standard Deviation of Initial Uncertainty Units
x1 0.01 m
x2 0.01 m
x3 0.01
m
s
x4 0.01
m
s
x5 0.05 deg
x6 0.01
m
s2
x7 0.01
m
s2
x8 0.001
rad
s
Table 2.6: MonoSLAM test run measurement noises
Measurement Noise Standard Deviation Units
vk, k = 1, 2, ..., Nfeatures 0.05 deg
The vehicle camera has an angular field of view of 180◦ with a range of 20 meters.
The sinusoidal vehicle path used here is a typical MonoSLAM user-programmed
vehicle path. The amplitude, period, and phase angle are selected randomly from a
user-selected range of values. The vehicle moves from left to right. Figure 2.2 shows
the two dimensional vehicle environment, Figures 2.3-2.10 contain the vehicle state
error plots, and Figures 2.11-2.14 contain the feature state errors plots.
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Figure 2.2: Example MonoSLAM vehicle environment
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Figure 2.3: Example MonoSLAM vehicle x-position error versus time
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Figure 2.4: Example MonoSLAM vehicle y-position error versus time
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Figure 2.5: Example MonoSLAM vehicle x-velocity error versus time
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Figure 2.6: Example MonoSLAM vehicle y-velocity error versus time
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Figure 2.7: Example MonoSLAM vehicle heading error versus time
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Figure 2.8: Example MonoSLAM IMU x-accelerometer bias error versus time
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Figure 2.9: Example MonoSLAM IMU y-accelerometer bias error versus time
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Figure 2.10: Example MonoSLAM IMU gyroscopic bias error versus time
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Figure 2.11: Example MonoSLAM unknown feature x-anchor errors versus time
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Figure 2.12: Example MonoSLAM unknown feature y-anchor errors versus time
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Figure 2.13: Example MonoSLAM unknown feature bearing errors versus time
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Figure 2.14: Example MonoSLAM unknown feature inverse-range errors versus time
In Figure 2.2, note that the estimated location of the unknown features matches
up very closely with their true locations. (One open circle exists in the upper left
hand of the plot; this is indicative of an unknown feature that was never seen and
initialized by the vehicle.) In the remaining figures, note that the estimation errors
lie within their respective 3σ uncertainty boundaries. Both of these observations are
indicative of good EKF performance.
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3. OPTIMAL PATH GENERATION THEORY
Now that the reader has been introduced to MonoSLAM, the process of optimal
path generation will be discussed. Optimal path generation (OPG) will be accom-
plished in this work by positing and solving an optimal control problem (OCP); see
Lewis, Vrabie, and Syrmos[10] for more information about optimal control. There
are numerous methods of solving OCPs, but all of them involve a cost function.
A cost function is an expression written in terms of system variables (subject to
specified constraints) that one attempts to minimize. For instance, to minimize the
fuel used (synonymous with acceleration magnitude) by a vehicle traveling from A
to B the following cost function could be used:
J =
tB
tA
1
2
aTa dt
The author’s goal of generating an optimal path for use with MonoSLAM is two-
fold: to improve estimation performance and fuel usage in comparison with typical
MonoSLAM paths. In this section, the author will discuss the composition of the
cost function, both qualitatively and quantitatively.
3.1 Feature Parallax
In MonoSLAM, useful information does not come from a single bearing measure-
ment to a feature; but rather it comes from successive bearing measurements to the
same feature as the bearing changes over time. This is a phenomenon known as
parallax. Put succinctly, greater collective feature parallax provides better estima-
tion performance. Thus, it is desirable to maximize feature parallax over all features
(both known and unknown) in order to provide optimal estimation performance in
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MonoSLAM.
Change in acceleration and gyroscope readings from the IMU also affect estima-
tion performance; however, to attempt to include these reading fluctuations in a cost
function would add significant and unnecessary complexity. Additionally, maximiz-
ing changes in IMU readings directly conflicts with one of the purposes of optimal
path generation: to limit fuel costs. It is the intent of the author to focus solely
on maximizing feature parallax with the hope that the optimal path generated by
doing so will provide sufficient IMU readings for acceptable state estimation while
also providing lower acceleration magnitudes than typical MonoSLAM paths.
3.2 OPG Cost Function Formulation
The mathematical expression for in-line travel between a vehicle and a feature is
v · (rf − r)
where v is the global vehicle velocity vector, r is the global vehicle position vector,
and rf is the global feature position vector. Maximizing parallax corresponds to
minimizing the magnitude of in-line travel distance, which is expressed as
1
2
[v · (rf − r)]2
(the 1
2
is used for convenience). The above expression applies to a single feature. Sum
this expression across all features in order to obtain the magnitude of the collective
in-line travel distance.
1
2
Nf∑
i=1
{[
v · (rif − r)]2}
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where Nf is the total number of features and r
i
f is the global position vector of the
i-th feature. Integrate over time in order to complete the cost function.
J =
1
2
 Nf∑
i=1
{[
v · (rif − r)]2} dt
Coordinatized in the two-dimensional Cartesian reference frame and expressed in
scalars only, the cost function is
J =
1
2
 Nf∑
i=1
{[
vx
(
xif − rx
)
+ vy
(
yif − ry
)]2}
dt
3.3 Optimal Control Problem Statement
For the purposes of this thesis, the path generation OCP will be an initial and
final time-fixed problem with specified initial and final vehicle positions. The final
formulation of this problem is as follows:
min J =
1
2
tf
t0
Nf∑
i=1
{[
vx
(
xif − rx
)
+ vy
(
yif − ry
)]2}
dt
subject to
x˙ = vx y˙ = vy
x (t0) = x0 y (t0) = y0
x (tf ) = xf y (tf ) = yf
t0 = given tf = given
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3.4 Integrating Optimal Path Generation with MonoSLAM
Now that an optimal control problem is formulated, one must consider how to
properly integrate the optimal path generation scheme with the MonoSLAM algo-
rithm. First, the continuous-time problem is discretized using a 1st order Euler
method.
min J =
1
2
N−1∑
k=1
Nf∑
i=1
{[
vxk
(
xif − rxk
)
+ vyk
(
yif − ryk
)]2}
∆tk
subject to
xk+1 = xk + vxk∆tk, k = 1, 2, ..., N − 1
yk+1 = yk + vyk∆tk, k = 1, 2, ..., N − 1
tk+1 = tk + ∆tk, k = 1, 2, ..., N − 1
x1 = x0 y1 = y0
xN = xf yN = yf
t1 = t0 tN = tf
Second, the OCP is solved using the “fmincon” MATLAB routine with a cost
function that includes all features that are seen by the vehicle at the starting time
step. At this point, a complete trajectory exists that collectively maximizes parallax
over all features that were seen initially. However, unless all features in the environ-
ment are seen at every time step, this initial trajectory is not representative of a true
maximum parallax. In order to assure this, an iterative solution process is added. A
user-selected parameter dictates how many steps from the original trajectory solution
are kept and added to the desired trajectory. Then, starting at the indicated time
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step, a new cost function is formulated using all features that are seen at the current
step and the corresponding OCP is formulated and solved. This process is iterated
until the vehicle arrives at the specified final position. This process is visualized in
Figure 3.1.
Figure 3.1 demonstrates the iterative solution process in the absence of estima-
tion. In reality, the vehicle will not know it’s true starting position for each OCP
formulation. Instead, the vehicle will have its best estimate of its current position
and use that data to plot a trajectory from where it thinks it is to the desired
finishing position. The vehicle calculates an optimal trajectory from A to B and
then implements the MonoSLAM algorithm as it moves along the trajectory. Thus,
optimal path generation and MonoSLAM work hand-in-hand.
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(a) Desired start and finish (b) Solution from A to D
(c) AB added to trajectory (d) Solution from B to D
(e) BC added to trajectory (f) Solution from C to D
(g) CD added to trajectory (h) Complete iterated trajectory
Figure 3.1: Iterative optimal path generation solution process
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4. SIMPLE OPTIMAL PATH GENERATION EXAMPLES
Now that an optimal control problem has been formulated, optimal path gen-
eration solutions can be found. This section will cover several simple examples,
starting with the simplest and building in complexity. (All of the features in this
section will be known features; unknown features present additional challenges for
cost function-inclusion, which will be discussed in Section 5.)
4.1 Environment with One Known Feature
The simplest problem to begin with is a vehicle navigating from a specified start-
ing position to a specified ending position in an environment containing only one
known feature that is seen by the camera at every instant in time. For such an
environment, the problem is more tractable when expressed in a polar frame that is
centered on the feature. The vehicle position and velocity vectors are written in this
frame as
r = reˆr
v = vreˆr + vθeˆθ = r˙eˆr + rθ˙eˆθ
With this coordinate change, the OCP is rewritten as:
min J =
tf
t0
1
2
v2rr
2dt
subject to
r˙ = vr θ˙ =
vθ
r
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r (t0) = r0 r (tf ) = rf
θ (t0) = θ0 θ (tf ) = θf
t0 = given tf = given
Note that only radial velocity and vehicle radius are included in the cost function;
transverse movement does not have an associated cost. This aligns with the author′s
choice of cost function: radial (in-line) travel provides no parallax.
The simplicity of this problem allows for a well-defined analytical solution. For
comparison, a numerical solution is also provided. This section is only concerned with
generating an optimal path for use with MonoSLAM. The MonoSLAM algorithm
itself is not applied to this example because an environment with only a single feature
lends itself to very poor estimation performance.
4.1.1 Analytical Solution
The analytical solution technique presented in this section is an indirect method
requiring formulation of the Hamiltonian and application of the necessary optimality
conditions. (For more information about this solution technique and other OCP
solutions, the reader is encouraged to refer to Lewis et al[10]).
Form the Hamiltonian and derive the necessary conditions:
H =
1
2
v2rr
2 + λrvr + λθ
vθ
r
∂H
∂λr
= r˙ = vr
∂H
∂λθ
= θ˙ =
vθ
r
−∂H
∂r
= λ˙r = −v2rr + λθ
vθ
r2
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−∂H
∂θ
= λ˙θ = 0
∂H
∂vr
= 0 = vrr
2 + λr
∂H
∂vθ
= 0 =
λθ
r
Combining the above equations gives the following results:
r¨r2 + r˙2r = 0
λθ = 0
Because the θ costate is equal to zero, the OCP puts no constraints on θ motion
(as was discussed earlier in this section). All that is left is to solve the differential
equation in r.
Factor out the common r in both terms:
r
(
r¨r + r˙2
)
= 0
The author assumes that r can never be 0, and thus the only remaining solution
satisfies
r¨r + r˙2 = 0
This is a second order, nonlinear, ordinary differential equation that has an an-
alytical solution (it is a perfect differential). The solution is straightforward and is
therefore left to the reader as an exercise. After applying the specified boundary
conditions, the solution is
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r (t) =
√
r20 (tf − t) + r2f (t− t0)
tf − t0
4.1.2 Numerical Solution
As this example has an analytical solution, it is insightful to also solve the problem
numerically using the same discretization and solution techniques that will be used
throughout this work. Applying the discretization technique from Section 3.4 to the
single-feature OCP yields the following discrete time OCP:
min J =
N−1∑
k=1
1
2
v2rkr
2
k∆tk
subject to
rk+1 = rk + vrk∆tk, k = 1, 2, ..., N − 1
θk+1 = θk +
vθk
rk
∆tk, k = 1, 2, ..., N − 1
r1 = r0 θ1 = θ0
rN = rf θN = θf
This problem is solved using the fmincon MATLAB function. The results are
given in Section 4.1.3.
4.1.3 Comparison
Figures 4.1-4.4 show the analytical and discrete optimal solutions for a system
with t0 = 0 seconds, tf = 5 seconds, r0 = 3 meters, rf = 3 meters, θ0 =
pi
4
radians,
θf =
3pi
4
radians, and a constant discrete time step of ∆t = 0.1 seconds. The polar
component of the analytical solution was selected such that θ˙ = constant.
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Figure 4.1: Identical radii single-feature OCP vehicle environment
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Figure 4.2: Identical radii single-feature OCP radius versus time
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Figure 4.3: Identical radii single-feature OCP polar angle versus time
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Figure 4.4: Identical radii single-feature OCP cost versus time
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The optimal path lies along the arc of radius r = 3. Note in Figure 4.4 that no
cost is induced because the start radius and finish radius are equivalent. The discrete
solution very closely approximates the analytical results; any deviations that exist
will dissipate as the discrete time step becomes infinitesimally small.
Now consider a single-feature environment with different beginning and ending
radii. Figures 4.5-4.8 show the analyical and discrete optimal solutions for a system
with t0 = 0 seconds, tf = 5 seconds, r0 = 3 meters, rf = 1 meter, θ0 =
pi
4
radians,
θf = pi radians, and a constant discrete time step of ∆t = 0.1 seconds. The polar
component of the analytical solution was again selected such that θ˙ = constant.
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Figure 4.5: Different radii single-feature OCP vehicle environment
33
0 1 2 3 4 5
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
t [sec]
r 
[m
]
Vehicle Radius from Feature
 
 
Analytical
Discrete
Figure 4.6: Different radii single-feature OCP radius versus time
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Figure 4.7: Different radii single-feature OCP polar angle versus time
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Figure 4.8: Different radii single-feature OCP cost versus time
The results show that the optimal path between two points of different radii is
a spiral. Note in Figure 4.6 that the radius versus time plot is almost identical
for both solutions. The deviations between these two radial solutions come from
discretization error. These small deviations are magnified when evaluating the cost
function (in Figure 4.8 the total analytical cost is 1.6, while the total discrete cost
is approximately 1.8). It must also be noted that while both of the radius versus
time solutions are close to each other, the polar angle versus time solutions in Figure
4.7 are noticeably different. This is because the discrete OCP formulation placed no
constraints on θ-motion, whereas the analytical OCP formulation required that θ˙ be
a constant. This difference in θ-motion causes the analytical path and the discrete
path to look significantly different.
Both of the examples solved in this section serve to give an initial insight into the
shape of optimal paths, confirm that the author’s choice of cost function achieves
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the desired optimality, and affirm that the author’s discrete solution technique works
properly.
4.2 Line of Known Features
In this section, the author will examine optimal path generation combined with
MonoSLAM for an environment in which all of the features are known features
that lie on the line connecting the specified vehicle start and finish positions. In
this example, no limitation is placed upon camera visibility; all known features are
always seen by the vehicle camera. The simulation runs for 2 seconds with a time
step of 0.05 seconds. This environment is shown in Figure 4.9
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Figure 4.9: Line of known features
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Applying the integrated OPG MonoSLAM scheme as discussed in Section 3.4
yields the true and estimated vehicle paths shown in Figure 4.10 and the vehicle
state error plots given in Figures 4.11-4.18.
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Figure 4.10: Line of known features vehicle environment
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Figure 4.11: Line of known features vehicle x-position error versus time
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Figure 4.12: Line of known features vehicle y-position error versus time
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Figure 4.13: Line of known features vehicle x-velocity error versus time
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Figure 4.14: Line of known features vehicle y-velocity error versus time
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Figure 4.15: Line of known features vehicle heading error versus time
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Figure 4.16: Line of known features IMU x-accelerometer bias error versus time
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Figure 4.17: Line of known features IMU y-accelerometer bias error versus time
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−4
−3
−2
−1
0
1
2
3
4
x 10−3
t [sec]
β α
IMU Gyroscope Bias Error vs. Time
 
 
Error
3σ
Figure 4.18: Line of known features IMU gyroscopic bias error versus time
41
The path generated in Figure 4.10 is a parabola. The parabolic trajectory takes
the vehicle to its apex where collective feature parallax is at a maximum. Because of
the final position constraint, the vehicle must leave this apex and reach the specified
ending position. Additionally, all eight of the EKF state estimates are well within
their respective 3σ bounds, indicating good estimation performance by MonoSLAM.
This example illustrates that the optimal path generation performs as desired and
works well in tandem with the MonoSLAM algorithm.
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5. OPTIMAL PATH GENERATION WITH UNKNOWN FEATURES
Section 4 examined optimal path generation for MonoSLAM while considering
only known features in the environment. In this section, the challenge and results of
including unknown features into the optimal path generation scheme will be covered.
5.1 Methodology for Cost Function Inclusion
The cost function developed in Section 3.2 includes the position of features within
the environment.
J =
1
2
 Nf∑
i=1
{[
vx
(
xif − rx
)
+ vy
(
yif − ry
)]2}
dt
It is straightforward to include a known feature in the cost function, as its position
is (by the very definition of a known feature) known. However, the inclusion of
unknown features in the cost function is not as straightforward.
Feature cost function inclusion can be likened to an ′on/off′ switch. Known
Features are switched ′on′ and included in the cost function if they are seen at
the instant the OCP is formulated. Unknown features are switched ′on′ when they
(a) are visible at the instant the OCP is formulated, (b) have been seen a certain
number (specified by the user) of times previously, and (c) the vehicle has estimated
the unknown feature’s position sufficiently well. An unknown feature’s position is
considered to be estimated sufficiently well when the most recent change in position
estimate is less than a change in position parameter value that is selected by the
user. Mathematically, this is expressed as
√
(∆xf )
2 + (∆yf )
2 ≤ σf
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where ∆xf and ∆yf are the most recent changes in estimated x-position and
y-position, respectively, and σf is the user-selected parameter value. Generally, the
largest change in estimated unknown feature position occurs between the first few
times an unknown feature is seen. The first time an unknown feature is seen, its
inverse depth is initialized at a very low value (because no depth information is
available), which means that the estimated feature position is usually a sizable dis-
tance away from the truth. The next few times that feature is seen, the feature
parallax allows the vehicle to localize the feature much closer to the truth than the
original estimate. After these first few estimation steps, any change in the estimated
unknown feature position is small, and (as long as σf is not too small) the unknown
feature is eligible for cost function inclusion. The constraint on how many times the
feature has been seen also works to ensure the feature has been localized sufficiently
well to include in the cost function.
It should be noted that optimal path generation’s success does not depend sig-
nificantly on how close an unknown feature’s position estimate is to the truth. If
an unknown feature is included in the cost function with a poor location estimate,
it is only one feature out of (possibly) many included in the cost function. If every
feature included in the cost function is an unknown feature with a poor position esti-
mate, it is likely that the optimal path generated will provide sufficient parallax with
respect to the true feature positions, even if perhaps not maximum parallax. Ad-
ditionally, as the vehicle moves through the environment, MonoSLAM will produce
better unknown feature location estimates.
This section will examine the performance of MonoSLAM optimal path genera-
tion for an environment containing only unknown features. Figures 5.1-5.13 are rep-
resentative of somewhat acceptable estimation performance within an all-unknown
feature environment; Figures 5.14-5.26 are representative of very poor estimation
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performance within an all-unknown feature environment.
The results are generated by running the same simulation twice. The simulation
runs for 2 seconds with a timestep of 0.1 seconds. The vehicle camera has a field
of view of 180◦ and extends out to 100 meters. The unknown feature change in
estimated position parameter, σf , is 10 meters, and unknown features must be seen
4 times previously in order to be eligible for cost function inclusion. The cost function
is reformulated every 4 steps.
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Figure 5.1: Only unknown features vehicle environment, first run
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Figure 5.2: Only unknown features vehicle x-position error versus time, first run
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Figure 5.3: Only unknown features vehicle y-position error versus time, first run
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Figure 5.4: Only unknown features vehicle x-velocity error versus time, first run
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Figure 5.5: Only unknown features vehicle y-velocity error versus time, first run
47
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−10
−8
−6
−4
−2
0
2
4
6
8
x 10−3
t [sec]
α
 
[ra
d]
Vehicle Heading Error vs. Time
 
 
Error
3σ
Figure 5.6: Only unknown features vehicle heading error versus time, first run
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
t [sec]
β x
IMU X−Acceleration Bias Error vs. Time
 
 
Error
3σ
Figure 5.7: Only unknown features IMU x-accelerometer bias error versus time, first
run
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Figure 5.8: Only unknown features IMU y-accelerometer bias error versus time, first
run
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Figure 5.9: Only unknown features IMU gyroscopic bias error versus time, first run
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Figure 5.10: Only unknown features feature x-anchor errors versus time, first run
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Figure 5.11: Only unknown features feature y-anchor errors versus time, first run
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Figure 5.12: Only unknown features feature bearing errors versus time, first run
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Figure 5.13: Only unknown features feature inverse-range errors versus time, first
run
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The first simulation run produces somewhat acceptable EKF estimation perfor-
mance. In Figure 5.1 the vehicle estimated its own path seemingly well; the vehicle
also estimated the unknown feature locations close to the truth. (The collection of
open circles on the left-hand side of the plot are indicative of unknown features within
the environment that were not seen by the vehicle camera, and thus not estimated.)
However, there is visible error in the estimated locations of the unknown features.
Most of the vehicle and feature state errors in Figures 5.2-5.13 remain within their
respective 3σ bounds, though deviations do exist (indicative of an estimation perfor-
mance lacking in accuracy).
The estimation accuracy exhibited by this simulation is not particularly desirable.
Now examine the results of the second simulation run.
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Figure 5.14: Only unknown features vehicle environment, second run
52
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−500
0
500
1000
1500
2000
2500
3000
3500
4000
t [sec]
x 
[m
]
Vehicle X−Position Error vs. Time
 
 
Error
3σ
Figure 5.15: Only unknown features vehicle x-position error versus time, second run
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Figure 5.16: Only unknown features vehicle y-position error versus time, second run
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Figure 5.17: Only unknown features vehicle x-velocity error versus time, second run
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Figure 5.18: Only unknown features vehicle y-velocity error versus time, second run
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Figure 5.19: Only unknown features vehicle heading error versus time, second run
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Figure 5.20: Only unknown features IMU x-accelerometer bias error versus time,
second run
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Figure 5.21: Only unknown features IMU y-accelerometer bias error versus time,
second run
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Figure 5.22: Only unknown features IMU gyroscopic bias error versus time, second
run
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Figure 5.23: Only unknown features feature x-anchor errors versus time, second run
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Figure 5.24: Only unknown features feature y-anchor errors versus time, second run
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Figure 5.25: Only unknown features feature bearing errors versus time, second run
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Figure 5.26: Only unknown features feature inverse-range errors, second run
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The second simulation run produces extremely poor EKF estimation perfor-
mance. In Figure 5.14, all of the unknown feature position estimates are very far
from the truth, and the true and estimated vehicle paths diverge extremely far from
each other (note the scale of the x and y-axes). Further, the vehicle and feature
state errors shown in Figures 5.15-5.26 diverge significantly from their respective 3σ
bounds. These results are indicative of EKF divergence.
The reason for the undesirable performance of both simulations is the lack of
global information in the system. If no known features are present in the envi-
ronment, then all of the information available to the vehicle is relative information
comprised of estimations and measurements, both of which contain noise and uncer-
tainty. This lack of global information is a pitfall which can cause the poor results
from the second simulation. In the author’s experience with simulations involving
only unknown features, runs with acceptable estimation performance exist. However,
most runs are similar to the two simulations shown in this section.
5.2 Environments with Known and Unknown Features
An environment containing only known features is too simplistic, giving very lit-
tle useful insight; an environment containing only unknown features is too prone to
poor estimation performance. However, an environment containing both known and
unknown features provides interesting challenges while also providing global infor-
mation and minimizing poor estimation performances. Additionally, it is realistic
to assume an environment that a vehicle possesses some limited information about.
Thus, the rest of this thesis is concerned with environments containing both known
and unknown features.
An OPG MonoSLAM simulation with both known and unknown features is per-
formed using the same system parameters from the previous simulations in this
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section. Figures 5.27 and 5.28 display the vehicle environment with the resulting
optimal path.
Figure 5.27: MonoSLAM with OPG vehicle environment
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Figure 5.28: MonoSLAM with OPG vehicle environment (zoomed)
The environment shown in Figure 5.27 is zoomed out because of one outlying
unknown feature position estimate. This outlier is a direct result of the corresponding
true feature being seen only once. This is not a failure of the MonoSLAM algorithm;
instead it is simply a consequence of limited camera visibility. Figure 5.28 gives
a closer look at the densely populated area in Figure 5.27. The four open circles
indicate four unknown features whose positions were not estimated correctly: the
one feature previously discussed and three features which were never seen by the
vehicle. The presence of known features in the environment helps EKF estimation
performance, as is evidenced by the well-localized unknown feature location estimates
61
and well-estimated path.
In order to examine estimation performance more closely, view the vehicle state
error plots in Figures 5.29-5.36 and the feature state errors shown in Figures 5.37-
5.40.
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Figure 5.29: MonoSLAM with OPG vehicle x-position error versus time
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Figure 5.30: MonoSLAM with OPG vehicle y-position error versus time
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Figure 5.31: MonoSLAM with OPG vehicle x-velocity error versus time
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Figure 5.32: MonoSLAM with OPG vehicle y-velocity error versus time
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Figure 5.33: MonoSLAM with OPG vehicle heading error versus time
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Figure 5.34: MonoSLAM with OPG IMU x-accelerometer bias error versus time
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Figure 5.35: MonoSLAM with OPG IMU y-accelerometer bias error versus time
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Figure 5.36: MonoSLAM with OPG IMU gyroscopic bias error versus time
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Figure 5.37: MonoSLAM with OPG feature x-anchor errors versus time
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Figure 5.38: MonoSLAM with OPG feature y-anchor errors versus time
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Figure 5.39: MonoSLAM with OPG feature bearing errors versus time
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Figure 5.40: MonoSLAM with OPG feature inverse-range errors versus time
Most of the vehicle and features state errors are well within their respective
3σ bounds, though some 3σ violations do exist for the IMU gyroscopic bias error in
Figure 5.36 and also for one unknown feature’s bearing error in Figure 5.39. The fact
that only a very small amount of data points violate the 3σ uncertainty boundaries
indicates that while this simulation does not provide the highest level possible of
estimation accuracy, it does provide an acceptable accuracy.
Observe the singular large feature inverse range error line in Figure 5.40. The fact
that this error (and its 3σ bounds) do not change during the course of the simulation
is indicative of no feature visibility after initialization. That is, the vehicle camera
managed to see the feature once and initialize it but failed to make any successive
bearing measurements. This is the same feature as the outlier in Figure 5.27.
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The performance of the OPG algorithm on an environment comprised of both
known and unknown features is vastly superior to OPG performance on environ-
ments with only unknown features. This confirms the author’s decision to focus on
environments with both known and unknown features.
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6. COMPARISON OF OPTIMAL PATH GENERATION WITH TYPICAL
MONOSLAM PATH
A typical MonoSLAM user-selected vehicle path is the sinusoid[7]. In this section,
the sinusoid path will be used as a baseline for determining the merits of the optimal
path generation scheme that has been developed in this thesis. A simulation was
performed in order to compare the performance of MonoSLAM with the typical
sinusoidal path with the performance of the OPG algorithm. The vehicle start and
finish positions, all feature locations, and all initial state estimates are identical
between the two methods in the simulation.The simulation runs for 2.2 seconds. The
sinusoidal path uses a timestep of 0.01 seconds; the OPG path uses a timestep of
0.1 seconds. (This difference in time step is to ensure that the sinusoidal curve is
sampled often enough so that the resulting path is smooth, without jagged segments.)
The vehicle camera has a field of view of 180◦ that extends out to 100 meters. The
unknown feature change in estimated position parameter, σf , is 10 meters, and
unknown features must be seen 4 times previously in order to be eligible for cost
function inclusion. The cost function is reformulated every 4 steps.
Figure 6.1 shows a MonoSLAM vehicle environment with a sinusoidal vehicle
path. Figure 6.2 shows an optimal vehicle path with the same start/finish positions
and feature locations as Figure 6.1. Note that in both simulations, the vehicle appears
to have done a good job of estimating its path and the unknown feature locations.
However, qualitatively, the optimal path is a much simpler path for the vehicle to
travel on.
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Figure 6.1: Sinusoidal MonoSLAM path
Figure 6.2: Optimal MonoSLAM path
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6.1 Fuel Usage
In order to qualitatively examine the fuel usage by each path, examine the ac-
celeration magnitudes plot show in Figure 6.3. Clearly, the optimal path generation
scheme produces vehicle accelerations far below those of the typical sinusoidal path.
To quantify this acceleration disparity, the author integrates the acceleration mag-
nitude plots according to the following integral (fuel integral):
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Figure 6.3: Vehicle acceleration magnitudes
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Table 6.1: Fuel integral data
OPG Sinusoid Units Ratio
Fuel Integral 3.0648 260.0862 m
s
0.0118
Table 6.1 gives the results of numerically integrating the fuel integral for both
simulations. The fuel cost of the OPG simulation is a mere 1.18% of the fuel cost in
the typical sinusoidal path simulation. This represents a staggering fuel savings.
6.2 Estimation Accuracy
Now examine the state estimation accuracy between the two simulations. Position
errors are shown in Figures 6.4-6.7; velocity errors are shown in Figures 6.8-6.11;
heading errors are shown in Figure 6.12-6.13; IMU bias errors are shown in Figures
6.15-6.19; feature anchor point errors are shown in Figures 6.20-6.23; feature bearing
errors are shown in Figures 6.24 and 6.25; feature inverse-range errors are shown in
6.26 and 6.27. In all of the proceeding figures, the sinusoidal simulation results are
located on the top half of the page in black and red, and the OPG results are located
on the bottom half of the page in blue and green.
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Figure 6.4: Sinusoidal MonoSLAM vehicle x-position error versus time
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Figure 6.5: Optimal MonoSLAM vehicle x-position error versus time
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Figure 6.6: Sinusoidal MonoSLAM vehicle y-position error versus time
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Figure 6.7: Optimal MonoSLAM vehicle y-position error versus time
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Figure 6.8: Sinusoidal MonoSLAM vehicle x-velocity error versus time
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Figure 6.9: Optimal MonoSLAM vehicle x-velocity error versus time
76
0 0.5 1 1.5 2 2.5
−0.04
−0.03
−0.02
−0.01
0
0.01
0.02
0.03
0.04
t [sec]
v y
[m
/s]
Y−Velocity Error vs. Time
 
 
Error
3σ
Figure 6.10: Sinusoidal MonoSLAM vehicle y-velocity error versus time
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Figure 6.11: Optimal MonoSLAM vehicle y-velocity error versus time
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Figure 6.12: Sinusoidal MonoSLAM vehicle heading error versus time
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Figure 6.13: Optimal MonoSLAM vehicle heading error versus time
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Figure 6.14: Sinusoidal MonoSLAM IMU x-accelerometer bias error versus time
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Figure 6.15: Optimal MonoSLAM IMU x-accelerometer bias error versus time
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Figure 6.16: Sinusoidal MonoSLAM IMU y-accelerometer bias error versus time
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Figure 6.17: Optimal MonoSLAM IMU y-accelerometer bias error versus time
80
0 0.5 1 1.5 2 2.5
−4
−3
−2
−1
0
1
2
3
4
x 10−3
t [sec]
β α
Gyroscope Bias Error vs. Time
 
 
Error
3σ
Figure 6.18: Sinusoidal MonoSLAM IMU gyroscopic bias error versus time
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Figure 6.19: Optimal MonoSLAM IMU gyroscopic bias error versus time
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Figure 6.20: Sinusoidal MonoSLAM feature x-anchor errors versus time
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Figure 6.21: Optimal MonoSLAM feature x-anchor errors versus time
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Figure 6.22: Sinusoidal MonoSLAM feature y-anchor errors versus time
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Figure 6.23: Optimal MonoSLAM feature y-anchor errors versus time
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Figure 6.24: Sinusoidal MonoSLAM feature bearing errors versus time
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Figure 6.25: Optimal MonoSLAM feature bearing errors versus time
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Figure 6.26: Sinusoidal MonoSLAM feature inverse-range errors versus time
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Figure 6.27: Optimal MonoSLAM feature inverse-range errors versus time
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From a cursory look at the preceding plots, one can conclude that the sinusoidal
path qualitatively provides both better estimation accuracies and tighter covariances
than its OPG counterpart. However, it is enlightening to quantify the estimation
accuracy of both methods. The author’s calculus for creating a value indicative of
estimation error is called the error integral:
1
2
tf
t0
‖e‖ dt
where e is the error of the state in question. For feature state errors, a slight
modification is made.
1
2
1
Ninit
Ninit∑
i=1

t0
ti
∥∥ei∥∥ dt

Here, the integrated feature state error magnitude is averaged over the unknown
features that have been seen and initialized. Ninit is the number of unknown features
that were initialized in the simulation, ti is the time step at which the i-th unknown
feature was first seen, and ei is the state error in question of the i-th unknown feature.
Table 6.2 contains the error integrals of both methods. The numbers in the far right-
hand column are the error integrals from the OPG simulation divided by the error
integrals from the sinusoid simulation.
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Table 6.2: Error integral data
State OPG Error Integrals Sinusoid Error Integrals Units Ratio
x 0.0022 0.0008 m · s 2.7906
y 0.0055 0.0006 m · s 9.7604
vx 0.0072 0.0036 m 1.9804
vy 0.0101 0.0033 m 3.0133
α 0.0009 0.0001 rad · s 7.4812
βx 0.0073 0.0044
m
s
1.6756
βy 0.0113 0.0142
m
s
0.7975
βα 0.0016 0.0001 rad 12.9758
x¯0 0.0029 0.0010 m · s 3.0162
y¯0 0.0029 0.0010 m · s 2.8079
θ¯0 0.0008 0.0002 rad · s 3.4209
ρ¯0 0.0051 0.0008 m
−1 · s 6.6357
It is evident from the ratio values in Table 6.2 that the sinusoidal path provides
better estimation accuracy in this simulation. However, it is also worth investigating
the time-averaged error integrals of both methods. This is accomplished by dividing
the error integrals by the total simulation time, tf = 2.2 seconds. The resulting
values are named the average errors and are given in Table 6.3.
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Table 6.3: Time-averaged errors
State OPG Average Error Sinusoid Average Error Units
x 0.0010 0.0004 m
y 0.0025 0.0003 m
vx 0.0033 0.0016
m
s
vy 0.0046 0.0015
m
s
α 0.0004 0.00005 rad
βx 0.0033 0.0020
m
s2
βy 0.0051 0.0065
m
s2
βα 0.0007 0.00005
rad
s
x¯0 0.0013 0.0005 m
y¯0 0.0013 0.0005 m
θ¯0 0.0004 0.0001 rad
ρ¯0 0.0023 0.0004 m
−1
The values in Table 6.3 indicate that even though the sinusoidal path provides
better estimation accuracy than the OPG method, the accuracy achieved by the
OPG method is adequate for many applications. For instance, the averages of the
time-averaged OPG position and velocity errors are approximately 0.2 cm and 0.4
cm
s
, respectively. Accuracy needs will vary from application to application, but the
OPG average errors from this simulation are sufficient for a wide variety of uses.
6.3 Monte Carlo Simulation
In order to better examine the behavior of the OPG MonoSLAM method with
respect to typical MonoSLAM usages, a Monte Carlo simulation with M = 2000
88
runs was performed. In each run, the vehicle start and finish positions and feature
locations (both known and unknown) were randomized. Additionally, the standard
deviations of measurement noise and initial heading uncertainty were changed from
0.05◦ to 0.1◦. Otherwise, the simulation performed here 2000 times is the same
simulation as the comparison simulation from the previous section.
During each Monte Carlo iteration, the OPG MonoSLAM and the Sinusoidal
MonoSLAM algorithms were implemented, producing two sets of estimation data.
The fuel and error integrals from Sections 6.1 and 6.2, respectively, were calculated
for each iteration, and then averaged over all iterations.
Interestingly, all 2000 sinusoidal path iterations estimated well, whereas there
were 22 iterations (approximately 1% of all iterations) in which the OPG method
clearly exhibited EKF divergence. EKF divergence happens occasionally in MonoSLAM
for several reasons (high noise, feature lying directly on top of the vehicle path, etc.)
which all have the effect of increasing the non-linearity in the system. However, in
this case it is likely that the IMU readings in the OPG algorithm did not overcome
the noise in the IMU (i.e. vehicle accelerations and heading-rates were too low).
Tables 6.4 and 6.5 were created by averaging the fuel and error integrals over the
iterations in which the OPG method did not exhibit EKF divergence.
Table 6.4: Monte Carlo fuel integral data
OPG Sinusoid Units Ratio
Fuel Integral 11.1964 106.8167 m
s
0.1048
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Table 6.5: Monte Carlo error integral data
State OPG Error Integrals Sinusoid Error Integrals Units Ratio
x 0.0218 0.0021 m · s 10.4184
y 0.0211 0.0024 m · s 8.6331
vx 0.0423 0.0069 m 6.1500
vy 0.0459 0.0064 m 7.1625
α 0.0033 0.0003 rad · s 10.1373
βx 0.0355 0.0080
m
s
4.3277
βy 0.0344 0.0100
m
s
3.4340
βα 0.0043 0.0006 rad 7.4470
x¯0 0.0176 0.0028 m · s 6.2993
y¯0 0.0150 0.0037 m · s 4.0086
θ¯0 0.0030 0.0009 rad · s 3.4752
ρ¯0 0.0390 0.0064 m
−1 · s 6.0611
Over 2000 iterations, the average fuel used by a vehicle navigating via the OPG
algorithm expressed in percentage of the average fuel used by a vehicle navigating
via vanilla MonoSLAM was a mere 10.5%. This represents a fuel savings of 89.5%.
This is an outstanding improvement upon the typical sinusoid path for MonoSLAM.
However, the estimation performance of the OPG is not as good as that of the
typical sinusoidal path. From the Monte Carlo data, the OPG error integrals range
between 3 − 10 times the value of the sinusoid error integrals. Additionally, that is
only true for runs which did not exhibit EKF divergence; only the OPG algorithm
suffered from EKF divergence in a total of 2000 runs, again indicative of the superior
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estimation performance the sinusoidal path provides.
It is again enlightening to examine the error data for both methods and not
simply the ratio of the errors. Table 6.6 provides data obtained by dividing the error
integrals from Table 6.5 by the total simulation time, tf = 2.2 seconds.
Table 6.6: Time-averaged Monte Carlo errors
State OPG Average Error Sinusoid Average Error Units
x 0.0099 0.0010 m
y 0.0096 0.0011 m
vx 0.0192 0.0031
m
s
vy 0.0209 0.0029
m
s
α 0.0015 0.0001 rad
βx 0.0161 0.0036
m
s2
βy 0.0156 0.0045
m
s2
βα 0.0020 0.0003
rad
s
x¯0 0.0080 0.0013 m
y¯0 0.0068 0.0017 m
θ¯0 0.0014 0.0004 rad
ρ¯0 0.0177 0.0029 m
−1
Similar to the errors examined in Section 6.2, it is clear that the values in Table 6.6
indicate (for a large variety of applications) an accuracy that is more than adequate.
For instance, the Monte Carlo-averaged position and velocity error integrals are
approximately 1 cm and 2 cm
s
, respectively. It is the opinion of the author that this
91
level of accuracy combined with the overwhelming fuel savings produced by the OPG
algorithm indicate that it is the superior method.
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7. CONCLUSIONS
Typical MonoSLAM paths include a sinusoidal curve in the X − Y plane, which
ensures enough feature parallax and IMU excitation to provide good estimation per-
formance. However, no one has yet to rigorously question if better MonoSLAM paths
exist. The optimal path generation method set out in this thesis maximizes feature
parallax, and as a result, generally provides enough IMU excitation in the form of ac-
celerations and heading rates in order to create good estimation performance. More
significantly, the optimal path generation method uses much less acceleration than
the sinusoid paths and creates and more direct path. As a result, fuel savings on the
order of 98.8% have been seen. This is extraordinary.
As discussed in Sections 6.2 and 6.3, while there are massive fuel savings with
OPG, there is also a loss of estimation accuracy. As revealed in the Monte Carlo
simulation, a sinusoidal MonoSLAM path achieved estimation accuracy on the order
of 3-10 times better than the OPG method. However, when looking at the estimation
errors of both methods separately, it was evident that the OPG paths provided a
level of estimation accuracy that is sufficient for many applications.
At the very least, this work has shown that there is room to improve upon the
typically-used sinusoidal paths. For instance, since the author has shown paths
which provide (on average) approximately 90% fuel savings with 3-10 times poorer
estimation accuracy, then perhaps paths exist that provide 50% fuel savings without
a loss of estimation accuracy. However, the author’s optimal path generation method
has shown enough merit in simulation to be worthy of hardware inclusion as is.
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7.1 Future Work
One potential issue with this work is computation time. The method formulates
an optimal control problem, discretizes it, and then solves it using the fmincon routine
in MATLAB. The function solves for vehicle x and y positions and global x and y
velocities. For a problem with N time steps, fmincon solves for 4N − 2 variables;
as the number of time steps increases, the number of variables that must be solved
for increases four-fold. Additionally, several reformulations of this problem must be
solved, although with less states each time as the vehicle comes closer and closer
to the desired finish position. At around 25 time steps, this solution process slows
down significantly. For simulation purposes, this is not an issue. But, this is an issue
when considering hardware implementation and real-world use. However, this does
not eliminate the method from hardware inclusion.
One possible solution to this issue is to employ parallel computing. The author
did not have access to parallel computing when performing the simulations within
this thesis. Additionally, it is worth investigating how the path changes with the
number of time steps. If little to no change happens with the path as the number
of discrete data points is increased or decreased, then one could simply decrease the
number of steps until the computation time is no longer a burden on the hardware.
Additionally, instead of directly implementing the OPG algorithm on hardware,
it can be used indirectly. One could use the OPG simulation as a tool to help predict
what an optimal path should look like, given an environment, and then implement
these path predictions on hardware and compare with other typical sinusoidal paths
as well as the optimal path given by simulation. There will be some loss of optimality
with this technique; however, the potential gain in simplicity would make this a viable
process.
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Currently the author’s optimal path generation method exists only in a simplified
scheme: two dimensional, vehicle heading is fixed along the vehicle path, all features
are modeled as points, etc. A more robust simulation (three dimensional, variable
heading, more complex features, etc.) is attainable, and would allow for the extension
of insight from unmanned land vehicles to unmanned aerial vehicles: quad-rotors,
fixed-wing drones, etc.
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