Abstract. Release of water from reservoirs for hydropower production generates intermittent hydro-and thermo-peaking waves in receiving rivers which can have important ecological implications at a variety of time and spatial scales. In this paper a coupled analytical-numerical approach is used in order to grasp the relevant processes of the propagation of the hydrodynamic and thermal waves, within the framework of a one-dimensional mathematical model governed by the Saint Venant equations coupled with a thermal energy equation. While interacting with external forcing, the waves propagate downstream with different celerities such that it is possible to identify a first phase of mutual overlap and a second phase in which the two waves proceed separately. A simplified analytical solution for flow depth and temperature is derived in explicit terms exploiting the typical square shape of the waves and transforming the boundary conditions into equivalent initial conditions. The numerical model, which retains the complete features of the problem, is solved using a second order finite volume method. The wave properties and the characteristic time scales are investigated by means of the analytical solution and compared with numerical results for some test cases. Overall, the present approach allows for a deeper insight into the complex dynamics that characterize the propagation of hydropeaking and thermopeaking waves.
Introduction
Stream temperature dynamics of natural rivers has been the subject of significant research for more than one century [Forster, 1894] , since it represents a key physical property of river water which has enormous significance for water quality, freshwater organisms as well as for water uses such agriculture, recreation, industry and aquaculture [Webb et al., 2008] . Simulation models of various types have been developed in past decades with the aim to predict thermal scenarios resulting from different river management choices, especially in regulated rivers. Deterministic models [Sinokrot and Stefan, 1993; Kim and Chapra, 1997; Younus et al., 2000] have been extensively applied to predict the spatial-temporal patterns of river water temperature on the basis of dynamic heat transport budgets accounting for stream transport, diffusion and external exchanges. Examples include a range of phenomena such as the quantification of potential climate change effects on water temperature and of possible impacts on aquatic ecosystems [Gooseff et al., 2005] , of thermal alterations resulting from new land development projects on coldwater streams [Herb et al., 2008] , and of the effect of different flow scenarios in managing tailwater fishery [Krause et al., 2005] .
A particularly interesting case is that of rivers reguCopyright 2010 by the American Geophysical Union. 0043-1397 /10/$9.00 lated by dam operations for hydroelectricity production. These systems are often channelized streams that experience a constant flow release immediately downstream of the dam and are frequently subject to intermittent lateral peak inflows further downstream due to the sudden release of water from the power plant. These rapidly oscillating "hydropeaks" are the focus of the present work. They significantly alter the natural flow regime, often with severe consequences for ecosystem integrity [Fette et al., 2007] . Their duration and temporal frequency have recently become much less regular than in previous decades, at least in alpine contexts , since the hydropeaks are driven by the hydroelectric power market according to a real-time pricing scheme. Hydropeaking may significantly affect also the thermal regime of rivers [Ward and Stanford, 1979] . Indeed releases from high-elevation reservoirs are often characterized by a markedly different temperature from that of the receiving body, thus causing also sharp water temperature variations which can therefore be named "thermopeaking". In Alpine settings the river water is usually warmed up by the peaking inflow during winter ("warm thermopeaking") while being cooled down in summer time ("cold thermopeaking") [Zolezzi et al., 2010] .
An example of measured hydropeaking and warm thermopeaking waves is given in Figure 1 , which reports water level and temperature oscillations recorded in the lower Noce River, a typical hydropower-regulated stream in the Italian Alps. Measurements have been taken at a cross-section located roughly 7 kilometers downstream of a major power plant . Hydropeaking and thermopeaking waves show relatively high rise and fall rates: within less than half an hour the water depth can nearly double and the stream temperature might increase up of about 3
• − 4
• C. Thermopeaking is associated with thermal alterations at both short and medium timescales [Zolezzi et al., 2010] and might therefore be expected to have cascading effects on the riverine ecosystem and on the related biogeochemical processes [Caissie, 2006] , although such consequences have not been investigated in detail yet.
The propagation of temperature variations in singlethread open channel flows is a well established topic [Henderson, 1966] . Water temperature behaves as a passive tracer and therefore thermal waves are advected downstream with the average flow velocity, differently from hydrodynamic waves. An immediate consequence is that the two waves will tend to separate from each other while propagating downstream. Such behavior is evident from Figure 1b where the fronts of the two waves show a time shift of about 30' after having started synchronously about 7 kilometers upstream, at the cross-section where the power plants releases the hydropeaks during periods of energy production.
Besides such simple observation, however, relatively little is known about the modifications induced on the river thermal dynamics by the contextual propagation of a strong hydrodynamic wave, the characteristic time scales of the process, and the thermal patterns resulting from the interaction between thermopeaking and external heat fluxes in river reaches downstream of power plants. A framework for the physical understanding of such dynamics is missing, despite the fact that quantitative numerical models able to predict the thermal dynamics under these conditions have already been developed [Carron and Rajaram, 2001; Siviglia and Toro, 2009, e.g.] .
The aim of the present paper is therefore to gain a better insight into the physical properties associated with the propagation of both hydrodynamic and thermal peaking waves in a channelized stream, accounting for the most relevant external exchanges. For this purpose, analytical solutions of a coupled hydro-thermodynamic deterministic model for river water temperature have been developed. This approach has been chosen considering that simplified analytical solutions are often powerful tools that facilitate process understanding.
Analytical solutions of deterministic river temperature models have already been found in the case of constant residual flow from reservoirs at a constant temperature. Lowney [2000] has shown a characteristic spatial temperature pattern consisting of regularly spaced "nodes" of minimum diurnal variation and "antinodes" of maximum diurnal variation. Kinsel [1997, 2000] found analytical solutions for specific flow speeds and distributed lateral inflows. Khangaonkar and Yang [2008] modelled the effect of different residual flow scenarios obtained by diurnally varying the temperature of reservoir releases. Analytical solutions have also been derived for the bulk temperature response of a constant flow, with unsteady and nonuniform heating at the upstream end, the water surface, and the riverbed [Tang and Keen, 2009] .
The present work exploits the nearly square-wave shape of the hydropeaking and thermopeaking waves (see for instance Figure 1 ) in order to establish a simplified analytical approach, which is then compared with the numerical solution of the complete model. Results allow one to both disclose several physical properties of the propagating waves from a theoretical viewpoint and to explore how these dynamics might characterize different types of hydropower-regulated streams.
Mathematical formulation
The present study refers to an open channel with longitudinal slope s that receives a lateral tributary with a different water temperature. This is representative of the typical setting downstream of a reservoir where a channelized stream receives the water discharge released from a hydropower plant. Hydropeaking and thermopeaking are modelled according to the conceptual scheme reported in Figure 2 . The undisturbed flow is characterized by constant discharge and temperature values (Q 0 , ϑ 0 ) and receives an abrupt release of water, characterized by values (Q l , ϑ l ), at the junction where the lateral inflow joins the main stream (x = x l ). Here the two peaking waves are approximated by square-shape waves (Q, ϑ) exploiting the typically high rise and fall rates shown in Figure 1 .
The propagation of the peaking waves in these conditions can be conveniently studied in the framework of a one-dimensional (1D) approach which mainly focuses on the longitudinal thermal and hydraulic variations. Investigating two-and three-dimensional effects associated with vertical and lateral mixing in the nearby region of the lateral inflow is out of the scope of the present study. In this framework the hydrodynamic problem is governed by the Saint Venant equations which read:
where x denotes the longitudinal axis, t is time, Q = U A is the water discharge, (A, U, H) denote the crosssection area, flow velocity and water surface elevation respectively, q l is the unit lateral discharge inflowing with an angle α l with respect to the x direction, g denotes gravitational acceleration, and j is the friction term
with R h the hydraulic radius (the ratio between the cross sectional area A and the wetted contour B), while kχ and χ are roughness-related coefficients. For example, the Gauckler-Strickler-Manning formulation implies that χ = 4/3 with kχ = ks the Gauckler-Strickler coefficient.
Assuming that the river is fully mixed both laterally and vertically, temporal and spatial temperature changes along the main flow direction can be described by the 1D advection-dispersion equation [Rutherford, 1994, e.g.] .
Considering the thermal exchanges between the river and its surrounding environment, it reads:
where ϑ is the cross-sectionally averaged river water temperature, k t is the longitudinal dispersion coefficient, B is the free surface width, while C w and ρ w are the specific heat and density of water. In equation (4) H t denotes the net heat exchange between the river water and the atmosphere. This latter quantity accounts for the most important contribution to the energy balance at least in single-thread streams: indeed field data indicate that, on average, the largest part of the energy exchange occurs at the air/water interface, with minor contributions due to the streambed/water interface and to other processes [Evans et al., 1998 ]; deviations from this behavior may occur depending on the stream size and morphology. The heat flux H t is the sum of different contributions:
namely net solar shortwave radiation (Hsn), net atmospheric longwave radiation (Han), longwave back radiation from the water (H br ), convective (Hc) and evaporation (He) heat fluxes. In (5) incoming fluxes are considered positive. They are usually computed using empirical formulas available in literature (see for example Chapra [1997] ; Brown [1969] ). The value of the dispersion coefficient kt in (4) can be estimated in analogy with the dispersion process of passive tracers and depends on the region in which the mixing process is considered [Rutherford, 1994] . Although we assume an instantaneous mixing over the cross section at the junction, the behavior in the mid-field is strongly influenced by the lateral variation of the velocity, and the one-dimensional equation (4) is not strictly valid. Moreover, the longitudinal dispersion coefficient should be calibrated by means of field measurements. However, we can give an indication about the order of magnitude of k t referring to well-known theoretical and empirical estimates. In particular, including the effects of both turbulent diffusion and Taylor's shear flow dispersion, the dispersion coefficient can be expressed in the following general form:
where D is the local depth. In the mid-field the order of magnitude of the dispersion can be roughly estimated considering the vertical variability of velocity profiles [Elder, 1959 ] and δ 5.86/C h , with C h the dimensionless Chézy coefficient. On the other hand, dispersion in the far-field (typically much stronger than in the mid-field)
Numerical solution
The system of governing equations (1), (2) and (4) can be cast in conservative and vectorial form as follows:
where U is the vector of unknowns, F(U) is the flux vector, S is the source term vector while K is the diffusive tensor:
Here I1 represents a hydrostatic pressure force term and I2 accounts for the pressure forces in a volume of constant depth due to longitudinal variations. The system (7) is parabolic and governs the advectionreaction-diffusion problem, thus containing different scales. For this reason such equations are difficult to solve accurately and efficiently. In this respect it is widely accepted that, in the absence of strong diffusion, the advection terms are the ones that pose the most stringent numerical requirements. These considerations lead naturally to operator splitting procedures [Strang, 1968] : the solution is obtained advancing simultaneously the hydrodynamic and thermal module with the same accuracy, but separating the advection-reaction problem from the diffusive problem. The advection-reaction part is solved in a fully coupled manner, in that all the equations are considered simultaneously and the numerical scheme proceeds in a single step. The Weighted Average State version of the WAF method [Toro, 1989] , which achieves second order accuracy without data reconstruction, is employed for solving this part, while the diffusion part is solved using the Crank-Nicolson method, a well established implicit second order, finite difference method, which is unconditionally stable. The coupling, at each time step, to the advection-reaction part is done via an operator splitting technique which preserves second-order accuracy in space and time for the full system. The overall solution achieves second-order accuracy in space and time for the full system. All the details concerning the numerical solution can be found in Siviglia and Toro [2009] .
Physical assumptions and waves' basic properties
Solution of the complete model for the propagation of hydro-and thermopeaking waves can only be performed numerically. However, a look at the physical characteristics of these waves suggest a series of approximations that allow one to determine simplified analytical solutions in channels with regular geometry. This is a key achievement of the present work because it provides an immediate insight into the dynamics associated with the propagation of these waves in regulated rivers.
The present section describes in detail how the relevant equations can be simplified and which are the basic properties of the propagation of peaking waves. Three main physical considerations drive the analysis.
First, although hydropeaking rise and fall rates are faster than those of typical flood and flow pulses in unregulated flow regimes they are not so rapid for inertial effects to play a significant role. This implies that the hydrodynamic wave is dominated by gravity [Grijsen and Vreugdenhil, 1976; Ponce et al., 1978] , and can therefore be well described by the parabolic approximation. Second, the typical square shape of these waves (Figure 1 ) implies that the mathematical solution can be obtained as that corresponding to an equivalent initial-value problem where the original upstream boundary conditions are replaced by initial conditions for the same differential system. Differently from the original boundary-value system, such a new system admits a simple analytical solution. Third, the well known expressions for the speed and diffusivity of the two waves suggest the existence of three distinct phases in their propagation, as well as relatively simple relationships that quantify differences in speed, damping and typical lengths.
Simplified equations
The analytical study is referred to a rectangular channel wide enough for differences among R h and D to be neglected. Uniform flow is a useful reference condition whereby the following monomial relationship holds:
where Q u is the uniform discharge, a = k χ √ s and m = 1 + χ/2 (= 5/3 for the Gauckler-Strickler-Manning resistance formula). A common simplification of the differential system (1)- (2) is entailed by the well-known parabolic model, based on the assumption that the inertial terms can be neglected in the momentum equation. In this case, in the absence of lateral inflows, the behavior of the water depth D can be described using an advection-diffusion equation
where c = mU is the celerity of the hydrodynamic wave and
is the hydrodynamic diffusion coefficient. The description of temperature dynamics can be simplified by referring to the difference θ = ϑ − ϑ with respect to the undisturbed daily averaged temperature ϑ. For example, neglecting external exchanges (H t = 0), the adiabatic thermal excess/defect during thermopeaking is given by an increase/decrease θ l = ϑ l − ϑ with respect to the undisturbed case θ = 0. Using the simplified energy budget discussed in Appendix A, equation (4) can be cast in the form
where f represents the scale of daily natural exchange of temperature and r summarizes the effect of the convective heat transfer with the atmosphere. The lateral inflow of thermal energy is not reported in (13) since it will be taken into account in the form of an initial condition in the following section.
Boundary conditions
The boundary conditions associated with (1)- (2) assumed by the present study are a constant discharge Q 0 at the upstream end of the main channel and the hydrograph Q l (t) in correspondence of the lateral inflow, together with a further condition which typically takes the form of a rating curve. As discussed in the Introduction (see Figure 1) , the hydropeaking wave can be reasonably approximated by a single square wave release of the form
where H is the Heaviside step function, t i is the initial time of the release, T hp its duration, and ∆Q the amount of hydropeaking, being Q p = Q 0 +∆Q the peak discharge in the receiving body. The discharge (14) is released in section x l , ideally in a single point (Figure 2) . The boundary conditions associated with (4) are constant water temperature ϑ 0 at the upstream end of the channel and a temporally variable temperature of the release that can be expressed as follows:
where b ϑ l is the temperature of the inflow during the hydropeaking (14) .
Under the assumption of very rapid mixing at the junction (see Figure 2 ), a simple adiabatic thermal energy balance gives the longitudinal jump of water temperature in the receiving body:
where Q = Q0 + Q l is the total discharge downstream of the lateral inflow. The boundary conditions (15) and (16) can be suitably rewritten in term of the excess temperature θ l .
Approximations for square waves
The differential equation (11) is non-linear since the coefficients c and k w depend on the unknown D: they cannot be assumed as constant unless at the expense of losing one of the fundamental ingredients of the problem. Almost all the analytical solutions for hydrodynamic waves proposed so far are based on linearization procedures (starting for instance from the seminal work by Grijsen and Vreugdenhil [1976] ): they cannot be used as they are in the case of hydropeaking, where the peak discharge can be several times higher than the base flow discharge.
We exploit the characteristic form of the hydropeaking and thermopeaking waves in order to find a simplified solution. In fact, the sharpness of rising and falling limb suggests that hydropeaking waves may be reasonably approximated by square-shape waves of variable duration for simplified modelling purposes. A major consequence of the waves being well approximated by a square shape, with two separate stages (base and peak flow, respectively), is that it is possible to translate the boundary conditions (14) and (15) into initial conditions, which facilitates finding an analytical solution for (11) and (13). Since the time scales of both hydrodynamic (12) and thermal (6) diffusion (we consider thermal dispersion as a diffusive process) are typically longer than the usual durations T hp of the peaking waves, as a first approximation it is possible to neglect the diffusion of the head front of the wave that would occur during the release. This implies that the boundary condition (14), expressed in terms of discharge, can be converted into an initial condition expressed in terms of volume, as in a case of an 'extrusion' process. This is schematically illustrated in Figure 3 , where the effects of hydrodynamic and thermal diffusion are conceptually represented by the oblique dashed wave fronts.
The following initial condition for (11) is therefore established along the channel at the end of the release
where ∆D is the increase of depth due to hydropeaking, and L hp the length of the square wave in the longitudinal domain. Assuming that the release is long enough to establish local uniform flow conditions during the peak discharge, we can use (10) to define the peak depth as Dp = [Qp/(aB)]
(1/m) and hence ∆D = Dp − D0. Then, a simple mass balance provides the relationship
and introduces a definition for the front celerity c f for a square wave in the form
Such celerity corresponds to the solution of the monoclinal hydrodynamic wave [Whitham, 1999, p. 87] between two uniform states (base and peak flows, see also Table  1 ). Analogously, the boundary condition (15) can be translated into a purely convective initial condition for (13) (see again Figure 3 ),
For the adiabatic case, θ 0 = 0 and the excess of temperature where the release enters into the river is simply θ = ∆θ, which represents the effect of dilution of the inflow excess temperature b θ l . The initial length of the square wave of temperature is provided by a simple balance between the sum of the thermal fluxes during the release duration T hp and the amount of thermal energy accumulated in the river reach of length L ini , which gives
It is immediately recognized that L hp > Lini. Indeed, we observe that (18) and (21) imply that L hp = c f T hp and Lini = UpT hp , respectively; considering (19) and recalling that Up = aD
, it can be easily demonstrated that c f > Up. Hence the lengths of the square waves used as initial conditions are different.
Properties of waves propagation
The simplified formulation of the hydro-thermodynamic problem presented above and in Section 4.1 suggests two key properties of hydrodynamic and thermal waves propagation under hydropeaking conditions. First, the two waves propagate downstream with different speeds. As indicated by (13) the maximum possible celerity of the thermal wave is U p . On the other hand, a good measure of the hydrodynamic wave celerity defined in (11) is the wave front celerity c f . Since c f > U p , the thermal wave is always slower than the hydrodynamic wave. This suggests the possible existence of two stages in the wave dynamics. In a first stage the hydrodynamic wave overlaps with the thermal wave and possibly affects its propagation. In a second stage the hydrodynamic wave is completely separated from the thermal wave. Such behavior will be analyzed in detail in Section 6 (see in particular Figure 4 ). It is worth noting here that when the two waves are separated, the convective length of the thermal alteration (i.e. the length of a square wave purely advected without being diffused) is given by
since the whole thermal wave moves with the same celerity U 0 in a flow depth D 0 , instead of the initial depth D p . The celerities of the hydrodynamic and thermal waves associated with different values of the water depth are summarized in Table 1 . Second, the thermal longitudinal dispersion is usually much smaller than the hydrodynamic diffusion. Approximation of (12) using local uniform conditions gives k w = aD m (2s) −1 . The ratio between the two diffusion coefficients, for the same depth and assuming uniform flow, is
where δ has been introduced in (6) and depends on the distance from the release (with stronger mixing in the far-field). The two diffusion coefficients k t and k w become comparable only considering the far-field dispersion for steep slopes. For milder slopes therefore the thermal wave tends to maintain its shape for a longer time than the hydrodynamic wave.
Analytical solution
In this section we present the simplified analytical solutions for the hydrodynamic and thermal waves. The details for the derivation are given in Appendices C and D. The phenomenological description of the wave behavior, the results of the analytical model and comparison with predictions from the complete numerical model are presented in Section 6.
Hydrodynamic wave
A simplified solution of equation (11) is obtained using the initial condition (17) instead of the physical boundary condition. We assume that the wave travels with constant velocity, but we indirectly retain distortions associated with non-linear effects. Wave distortion will be accounted for by artificially introducing two different diffusion coefficients for the tail (k wt ) and for the head (k wh ) of the wave, which will therefore be referred to as "artificial diffusion". Even if this could seem a quite rude approximation, the result is good enough for the purposes at hand. Using the well-known solution of the diffusive problem for an initial square wave (see Appendix B), in Appendix C we formally derive an approximate solution for the hydrodynamic wave in terms of the water depth. It reads
where x = x−x l and t = t−t i . The diffusion coefficients, for the tail (subscript t ) and the head (subscript h ) of the wave respectively, can be estimated as
where kwm and kw0 are calculated from (12) using the mean (Dm = (D0 + Dp)/2) and base (D0) flow depths, respectively, and l * w is a dimensionless parameter (see Appendix C). The second term of kwt includes the effect of the artificial diffusion approximating the distortion of the wave. Note that the solution (24) considers two different times for the diffusion processes of the tail and head fronts, depending on the time passed from the release. If both coefficients vanish, the solution (24) coincides with a purely kinematic wave travelling with front velocity c f and no distortion.
Solution (24) is valid until the celerity c f keeps constant: i.e. until the diffusion of the two fronts affects the whole wave length L hp , resulting in a reduction of the maximum depth, which becomes smaller than the initial value Dp. The time at which this happens can be estimated satisfying the condition
where l * e is a dimensionless parameter defined in Appendix C. Considering for sake of simplicity the artificial diffusion of the tail front as the most relevant process, we can estimate the approximate time for the start of the decay as
(27) After a time T dec from the start of the release (t = t i + T dec ) and at a distance X dec = c f T dec from the junction point (x = x l + X dec ), the hydrodynamic wave begins to slow down because the maximum depth decreases.
Thermal wave: adiabatic solution
The celerity of the thermal wave depends on the stream velocity U , which is a result of the non-linear hydrodynamic propagation described in the previous section. Attempts to find analytical solution of (13) using variable velocity in advection-diffusion problems have been proposed, but only in few very simple cases [Zoppou and Knight, 1997; Polehn and Kinsel, 2000; Néelz, 2006] . In order to obtain a solution coupled with hydropeaking, equation (13) is solved exploiting the transformation of the boundary condition into an initial condition as in the hydrodynamic case.
In this section we consider the adiabatic case in which θ 0 = 0. In fact, we solve equation (13) assuming r = 0 and f = 0, thus neglecting external energy fluxes, and assuming constant coefficients U and k t . All details on the derivation are given Appendix D. The solution reads:
where ∆θ = ∆ϑ and θ 0 = ϑ 0 − ϑ. The diffusion acting on the tail step is always approximated as k t0 = δU 0 D 0 , whereas the head front coefficient b kt is affected by the local values of velocity and depth; as a first approximation we assume b kt km, i.e. we consider the mean depth. The solution (28) implies that the tail of the thermal wave travels with celerity U0. However, the characteristic length of the thermal wave, L th (t) changes during the phase of separation from the hydrodynamic wave, because of the higher celerity of the thermal front (U0 + dL th /dt). In fact, L th increases from the initial value Lini, given by (21), when the wave is characterized by a head front celerity Up, to the final constant length L f in given by (22), when it moves with the undisturbed velocity U0 in a flow depth D0. A simplified model of the above process is outlined in Appendix D.
Thermal wave: complete solution
Let us first consider the solution under uniform conditions (∂/∂x = 0), with no inputs. After any initial transitory depending on the initial conditions, decaying as exp(−rt), the regime solution becomes (for details see the base flow solution in Appendix B)
where φ = arctan(ω/r), and T = f / √ r 2 + ω 2 represents the range of the natural oscillations of temperature due to daily heat exchange. The solution for the thermopeaking wave with external energy fluxes can be obtained as in Appendix D when the thermal alteration can be considered as an additional (constant) step function with respect to the time-varying base flow solution. This is not valid in general (mainly because of the natural variation of θ u ), as the general balance (16) suggests that
where the variation of the base flow temperature θ u is given by (29). Two options exist to consider a modified version of the simplified solution for the square wave (28): (i) the released water must be subjected approximately to the same thermal oscillation as the base flow, such that θ l varies following θ u in (30); (ii) the natural oscillations θ u during the release time T hp are sufficiently small to be negligible with respect to the mean temperature variation f ∆θ associated with thermopeaking (where the tilde indicates the average along the duration of the release T hp ). If at least one of the two assumptions is satisfied, we can write the solution as
where θu is the base flow temperature (29), and the exponential decay term is written in the general form considering that r may vary with depth.
Actually, the coefficients r(x, t) and f (x, t) change in the region of the hydrodynamic wave since γ depends on the local average depth D (see Section 4.1). In fact, the parameters of the natural temperature oscillation can be expressed as
As one may expect, the temperature oscillation T diminishes when the local depth increases, since the volume (proportional to cross-section area A) becomes larger with respect to the exchange surface (proportional to width B). Considering the variation of the thermal capacity with the average depth, any thermal disturbance due to hydropeaking tends to persist longer during the phase of overlap between the thermal and the hydrodynamic wave. An explicit approximate solution that partially takes into account the effect of the variation of thermal capacity with depth is proposed in Appendix D, where the relationship (D13) is used to estimate the exponential term in (31).
Results
The analytical solution derived in the previous section is now used to describe the dynamics of thermopeaking and hydropeaking propagation in channelized streams subject to abrupt lateral inflows with a different water temperature. This allows a first understanding of the characteristic phases in the waves propagation, the influence exerted by the hydrodynamic wave on the thermal wave, the relevant time scales and the role of external heat exchanges. The outcomes are finally discussed referring to two real river systems that are taken as representative of two broader classes of hydropower-regulated streams.
Thermal wave dynamics
In order to illustrate the dynamics of thermal waves we refer to a test case characterized by the data reported in Table 2 . In the simulations the thermal diffusion coefficient is assumed to be constant, considering a far field dispersion value, and the numerical spatial step ∆x is assumed 100 m. The release starts at time t i = 60 s and occurs in a section x l conventionally located at 2.5 km from the origin of the longitudinal domain. Moreover the dimensionless diffusion parameters l * e and l * w used in the analytical solution (see Appendix C for details) are both set at the value of 3.29 and a wide rectangular cross section is assumed (m = 5/3). Figure 4 illustrates the different steps of the waves propagation for the case of vanishing external heat flux: (a) just after the end of the release the two waves have different lengths (time t i + T hp ); (b) the thermal head front is affected by the decrease of stream velocity (beginning of separation, time t i + T ini ); (c) the two waves would be separated if purely convective, in absence of diffusion (time t i + T con ); (d) the two waves are almost completely separated (time t i + T f in ). Overall, two characteristic phases of the thermal wave dynamics arise: the initial overlap and the subsequent separation. Analytical expressions for the characteristic times T ini , T con , T f in are derived in Appendix D.
The thermal wave is characterized by the differential celerities of the head and tail fronts. In order to understand how this affects its propagation, the process can be described by means of a series of simplified models of increasing complexity. Let us neglect diffusion as a first approximation. Once the release is ended (t = T hp ), the tails of the thermal and hydrodynamic waves coincide. However, the thermal tail moves with the base velocity U0, while the hydrodynamic tail is more rapid (having celerity c f ) and immediately separates. On the contrary, the thermal head moves with velocity Up until it is overtaken by the tail of the hydrodynamic wave, and then decreases its celerity until it reaches U0. In the first phase the thermal wave is partially coincident with the hydrodynamic wave and its head celerity is U p (this might eventually be reduced by the hydrodynamic diffusion); in the second phase the two waves separate and both the head and tail of the thermal wave travel with celerity U 0 .
In Figure 5 the celerities of the head and tail fronts of the hydrodynamic and thermal waves are shown. The numerical results are obtained by defining the front positions as those coordinates where the local depth and temperature equal their mean values D m and θ 0 + ∆θ/2, respectively. The analytical celerities are given by the constant c f for both head and tail of the hydrodynamic wave, U 0 for the thermal tail and by the variable U tf for the thermal front expressed by relationship (D6) derived in Appendix D. The characteristic times at which the different stages of waves propagation initiate (see Figure  4 ) are marked with full circles. The numerical celerity of the head of the hydrodynamic wave decreases after the time T dec , when the diffusion reduces the peak value of depth (and hence front velocity).
The temporal evolution of the lengths of the two waves evaluated by means of the numerical model is compared with the analytical approximation in Figure 6 . The hydrodynamic wave is characterized by a constant length L hp until T dec . Note that after then, according to the above definition of the front, the length slowly goes to zero because the maximum depth tends to decrease with respect to D m . On the other hand, the thermal wave length increases until the time T f in , when it becomes constant since the celerity of the front becomes equal to that of the tail (see Figure 5 ). An approximate analytical estimate of the thermal wave length L th is derived in Appendix (D9).
Also the positions of fronts of the two waves are satisfactorily described by the analytical relationships (Figure 7) , with the only exception of the head front of the hydrodynamic wave for t > T dec , which would require the introduction of a variable wave celerity. However, adding this effect would result in increased model complexity without significant improvements for the aims of the present work.
Characteristic time scales
The different stages of wave propagation have been illustrated referring to a test case. It is useful to explore which are the key parameters controlling the characteristic times that identify these stages and how do these times vary for different streams and hydropeaking conditions.
It is therefore convenient to cast the key relationships for the characteristic times in dimensionless form. To this aim we introduce the following scales: the release time T hp for temporal variables; the base flow depth D 0 for vertical variables; the base flow velocity U 0 = aD m−1 0 for all velocities and celerities; and the product U 0 T hp for the longitudinal variables. An interesting opportunity offered by the analytical solution is that many relevant dimensionless quantities can be expressed as function of one or two dimensionless parameters that quantify the magnitude and duration of the hydropeaking event, to-gether with basic stream properties such as channel slope s, depth D0 and flow velocity U0.
The two key dimensionless parameters are the relative hydropeaking magnitude q * and a dimensionless time T * 0 . They can be defined as follows (a superscript star denotes dimensionless quantities):
The parameter q * identifies the magnitude of the hydropeaking phenomenon with respect to the base flow, and the dimensionless time T * 0 is the ratio between a characteristic time scale T 0 for the base flow and the hydropeaking duration T hp . The value of T * 0 decreases for longer releases (larger T hp ) and for steeper river channels (larger slopes). Characteristic values are between 10 −3 and 10, mainly depending on river slope and release duration.
A summary of the range of variation of the most relevant dimensionless variables (T * con , c * f , U * p and k * wm /T * 0 ) that depend only on the hydropeaking ratio q * is shown in Figure 8 .
A first relevant time is that of convective separation, T con , that is the time when the head of the thermal wave would be overtaken by the tail of the hydrodynamic wave neglecting all the diffusion processes (k w = k t = 0, plot (c) in Figure 4 ). In dimensionless form it reads
Hence the minimum time for separation is the limit for vanishing hydropeaking (q * = 1), that is T * con = m/(m − 1) (= 2.5 for m = 5/3). As an order of magnitude of the maximum time we can consider q * = 10 (strong hydropeaking) and obtain T * con 6. The convective separation time Tcon can be compared with the time for the initial hydrodynamic wave decay T dec from (27). This needs to first evaluate the dimensionless hydrodynamic wave celerity, which reads:
The time for the initial hydrodynamic wave decay T dec can be expressed in dimensionless form as
where c * p (q * ) = c p /U 0 , and the dimensionless diffusivity reads
The ratio T * dec /T * con is shown in Figure 9 . The line where T * dec /T * con = 1 identifies two regions which give an indication about the limits of validity of the analytical model. If T dec T con (large q * , i.e. strong hydropeaking; large T * 0 , i.e. short release and mild slopes) the hydrodynamic wave tends to decay before the separation from the thermal wave. In the opposite case (T dec T con , i.e. milder hydropeaking, longer release and steeper slopes) the separation occurs when the hydrodynamic wave still maintain a square shape. It is interesting to note that the case of Figure 4 is an intermediate one, where the two times are
Analogously, the characteristic times Tini and T f in for the initial slackening of the thermal head celerity (time for initial separation considering diffusion) and for the almost complete separation can be evaluated as functions of q * and T * 0 . The solutions for the hydrodynamic and thermal wave can be recast in dimensionless form as well. However, an additional parameter has to be considered in the adiabatic solution (28) for the ratio between the longitudinal length scale and the dispersion coefficient: a natural choice is to consider the separate effect of the slope s, as in (39). Other additional dimensionless parameters arise for the complete thermal solution (31) due to the need to describe the external forcing.
The effect of external forcing
The same test case presented in Figures 4, 5, 6 and 7 is used to illustrate how external heat exchanges affect the dynamics of the peaking waves propagation. The oscillation amplitudes of the radiative and convective fluxes h r and h c h a (see Appendix A) are set to 100 and 40 W m −2 respectively (with h c = 10 W m −2 K −1 and h a = 4 K). Moreover standard values for the specific heat C w and density ρ w of water are assumed (C w = 4180 J kg
). An example of the interaction between the thermal wave and the external forcing is given in Figure 10 : the temperature wave is shown in five characteristic times (the first four times are the same as in Figure 4) .
Concerning the description of wave propagation, the analytical solution provides an approximation of the numerical wave. However, the analytical solution completely ignores that the variation of stream discharge implies a variation of the ratio between the exchange surface and the water body volume, thus influencing its heating capacity (i.e. θu and r depend on the average depth D). This phenomenon results in two different effects (see Figure 10 ): (i) the reduction of temperature oscillations between the head and the tail of the thermal wave, which also causes the deformation of its square shape (depending also on initial time of release ti); and (ii) the generation of a thermal wave which precedes the arrive of the thermopeaking wave.
It is worth noting that the magnitude of the phenomenon associated with the effect of the average depth D on the thermal exchanges is reduced when cross sections with natural, more irregular morphologies are considered instead of artificially channelized, nearly rectangular cross sections. In the absence of morphological regulation, usually growing water elevation corresponds to increases in both channel width and depth and hence the average depth might not change dramatically. On the contrary, channelization often determines that the increases of average depth is exactly the same as the water elevation thus representing the case where the effect is maximum.
Despite the observed limitations, it is interesting to note that the celerity, separation times from the hydrodynamic wave and the diffusive decay of the general solution (31) are the same as for the solution without external exchanges (28) discussed in the previous section. These properties are therefore not influenced by the variability of the coefficients r and f .
Finally, the time scale for the decay of the thermal wave due to heat exchange with the atmosphere can be easily estimated. In fact, the complete solution (31) suggests (see also Appendix A) that r −1 = C w ρ w D/h c is the characteristic e-folding time. For a flow depth D ∼ 1 m and hc ∼ 10 W m −2 K −1 , it is easy to calculate that r −1 > 100 h, which represents a significantly large time scale.
Spatial and temporal scales in real river contexts
In this section we evaluate the spatial and temporal scales for hydrodynamic and thermal processes considering two representative rivers affected by hydropeaking. They belong to two different classes of hydropowerregulated streams: (i) alpine rivers characterized by large values for both slope and velocity and (ii) lowland rivers characterized by small slope and velocity. The lower Noce River is taken as representative of a hydropowerregulated alpine river system [Zolezzi et al., 2010] . It is located in Trento Province, North-Eastern Italy, downstream of the Mezzocorona power plant. An example of hydro-and thermopeaking waves in the lower Noce River is shown in Figure 1 . Downstream of the release, before entering the Adige River, the hydropeaking waves can travel undisturbed for a longitudinal distance of about 15 km. The Tallapoosa River in Alabama (USA) is chosen as representative of a hydropower-regulated lowland river [Irwin and Freeman, 2002] . The reach under investigation begins at Harris Dam and terminates 78 km downstream in the headwaters of Martin Reservoir. The study reaches are characterized by geometric, hydraulic and regulation conditions as reported in Table 3 .
For both rivers we have analyzed spatial and temporal scales for the typical values of T hp and q * . In Figure 11 we plot the characteristic spatial scales
for the smallest time release (T hp = 4 hours) that typically occurs. This situation represents the most favorable condition for separation to occur.
All the relevant distance scales in the Noce River (Figure 11a) , are of the order of 10 2 km. In particular, even under the most favorable conditions for separation to occur, i.e. short release duration and small relative hydropeaking magnitude, the distance scale for the initial separation Lini is larger than 80 km. Since the longitudinal distance available for waves to propagate, before the Noce River enters the Adige River is 15 km, this reach of the Noce River is too short to allow waves separation to initiate. In this alpine river the hydrodynamic and thermal waves are always in the overlap region.
Considerations drawn for the Noce river can be applied also to the Tallapoosa river if large values of the hydropeaking factor are considered (Figure 11b ). In fact for q * > 12 the longitudinal scale Lini for the beginning of separation is larger than the maximum available distance (78 km) for undisturbed waves propagation before entering in the headwaters of Martin Reservoir. If we consider smaller values of relative hydropeaking magnitude in the range of 5 < q * < 12, the hydrodynamic and thermal waves begin to separate having not enough longitudinal space to complete the separation. Finally, for values q * < 5 the waves separate within the river reach downstream the dam release. It is worth mentioning that the temporal scale at which separation occurs is approximately 36 hours, which means that the waves separate after having strongly interacted with the external forcing (see Section 6.3). Higher release duration T hp corresponds to reduced possibility for the hydrodynamic and thermal waves to separate. In particular for values of T hp > 8 h the Tallapoosa River is always under the overlap regime.
Conclusions
During periods of hydroelectricity generation (often several times a day), the natural flow is supplemented by water from high-elevation reservoirs which are characterized by temperatures that can be several degrees different from those of the receiving body, and are typically cooler in summer (cold thermopeaking) and warmer in winter (warm thermopeaking). Therefore, hydropeaking waves are often associated with analogous peaking temperature waves which alter the river thermal regime. These waves affect the stream thermal dynamics and the related ecological processes. For instance, thermal alterations have short-and long-term effects on coldwater fishes as well as on macroinvertebrates. On short time scales, the former react with movements to avoid stressful temperatures, looking for thermal refuge or avoidance zones [McCullough et al., 2009] , while macroinvertebrates react to abrupt decreases in temperature with an increase of drift, whose abundance is inversely related to changes in water temperature . On longer temporal scales, water temperature is a major ecological factor affecting the seasonality and development of species, and influences species densities through the cumulative effects on larval growth, adult mergence, size and fecundity [Cereghino and Lavandier, 1998 ].
The hydro and thermal waves dynamics are rather complex: during their downstream propagation, the two waves are slowly damped and propagate with different celerities since the thermal wave is advected downstream with the flow field velocity U , while the hydrodynamic wave travels downstream with a celerity mU , m being always grater than one.
The difference between the propagation celerities of the two waves identifies two different regions: the overlap region where the thermal wave is strongly affected by the hydrodynamic wave; and the separation region where the hydrodynamic wave separates from the thermal wave. Complexity is further increased by the fact that the variation of stream discharge implies a variation of water body volume with respect to exchange surface, thus influencing its heating capacity. Summation of all these aspects results in complex patterns of interactions among the physical variables (changes in temperature, velocity, bottom shear stress) which cause ecological effects both on short-and long-term, that need to be evaluated using a cumulative effects concept [Naiman, 1992] .
Application to real rivers of the models presented in this paper demonstrate a remarkable tradeoff. Two representative river systems have been considered: alpine and lowland hydropower-regulated, channelized streams. The predominant condition for alpine rivers affected by hydropeaking is the overlap phase. In fact they are commonly characterized by a relatively large downstream slope and the available reach length for undisturbed wave propagation -i.e. in the absence of significant lateral tributaries or intakes -is typically quite small, of the order of a few tenths of kilometers. Both these conditions do not favor the separation. On the contrary, lowland rivers characterized by small slopes and large undisturbed reach lengths favor the presence of separation regions, which tend to occur for small relative hydropeaking magnitude and short hydropeaking duration. This latter condition has become more common in recent years since hydroelectricity generation follows the energy market, which increases the number of short term releases [Zolezzi et al., 2010] .
Understanding the complex patterns of physical variables occurring in rivers subject to hydropeaking can al-low one to define more effective best-management practices [Irwin and Freeman, 2002] . This knowledge can be gained using the mathematical models discussed in this paper. Different levels of approximation can be achieved using the analytical and numerical solution. Although less adequate to reproduce all the features of the phenomenon, especially in the case of the complete thermal solution, the analytical solution can be useful in preliminary and feasibility studies needed when planning monitoring activities, particularly when the lack of geometric and meteorological data preclude the sound application of a numerical model. On the other hand, the numerical model, which can account precisely for the river crosssection geometry, hydrodynamics and heat-budget terms, would be more appropriate when higher predictive confidence is required.
Appendix A: Simplified energy budget
First of all, equation (4) can be rewritten as
where
/∂x is the celerity of propagation (usually e U U ) and γ = (C w ρ w D) −1 . The total heat flux is approximated taking into account the sum of the radiative and convective fluxes [Polehn and Kinsel, 1997] , assuming that the evaporation flux might be approximately included in the convective flux. Hence,
The radiative part can be roughly approximated as H r = H r − h r cos (ωt) by means of a cumulative daily sinusoidal approximation of the net radiation, including both the solar short wave radiation and the long wave radiation; ω is the daily frequency, the overline indicating the daily average. Note that the adopted expression for the radiative flux H r fixes the origin of the time axis at the instant of minimum radiative heat flux, which commonly occurs between midnight and 6 a.m.
The convective heat transfer is Hc = hc (ϑa − ϑ); we again assume a sinusoidal variation of the air temperature ϑa = ϑa −ha cos (ωt − φa), where ϑa is the daily averaged air temperature and ha the amplitude of its variation. Although not being a rigorous assumption, it can be also hypothesized that the air is coldest when the radiative flux is minimum. This allows one to neglect the phase lag φa and therefore to express the total heat flux as follows:
The external long term variations can be dropped out by assuming a condition of long-term temporary equilibrium (Ht = 0). Averaging (A3) over a day gives the condition Hr + hcϑa − hcϑ = 0, from which the long term averaged temperature ϑ = ϑa + Hr/hc can be evaluated.
Finally, equation (A1) can be rewritten in the form of equation (13), where f = γ (h r + h c h a ) and r = γh c , which inversely depends on the thermal inertia of the river (i.e. on the depth D for rectangular cross sections).
Appendix B: Derivation of the general solution for a square wave
In this section we derive the solution of the linear differential equation (13) assuming constant coefficients in an infinite domain. We adopt the initial condition
(t = t0) (B1) as proxy for the release described by a square wave of duration T hp = L th /U ; here H is the Heaviside step function and ∆θ is the jump of temperature with respect to the base state θ0. The solution can be obtained by splitting the unknown variable in two parts:
where F b is a base flow solution (independent of x) and F a is the alteration due to thermopeaking. In this way we obtain two separate differential systems. The base flow system is simply
No boundary conditions are needed and the general solution is
After a time t = t0 + n2π/ω, with n sufficiently large, the transitory vanishes and we can obtain the regime solution (29). This part of the solution represents the effect of the external forcing (radiation and the part of convective heat flux depending on air temperature) on the whole river. The second differential system is given by
whose solution is
which represents the advection and diffusion of the initial square wave, including convective and heat exchanges between the river and the atmosphere.
Appendix C: Derivation of the solution for the hydrodynamic wave A simplified solution of equation (11) can be obtained by assuming that the wave moves with a constant celerity without considering the distortions due to the non-linear propagation. Even if this could seem a quite rude approximation, the result is good enough for the purposes of the present analysis.
Within such simplified scheme, the solution of the equation (11) with constant coefficients k w and c and initial conditions (17) would be
(C1) The solution (24) proposed in the main text is a improvement of the above solution and is obtained (maintaining a constant c = c f , as hydrodynamic wave solutions allow for) with a slightly modified version of the initial conditions, taking into account the diffusion occurred to the head front during the time T hp (see Figure 3) . Moreover, the diffusion coefficients k wt are k wh (for the tail and the head of the wave, respectively) are different; below we will consider this fact in more detail.
We also note that the celerity c f is very close to the celerity c m = mU m corresponding to the mean depth
It is easy to show that the relative difference (c f − c m )/c 0 is less than 10% even for ∆D/D 0 = 10 and vanishes for ∆D → 0. Since the solution (24) has a fixed point D = D m (it is a property of the solution for the initial square wave, at least until the effect of the constant water level of the initial square wave is felt), which travels with its own celerity c m also when diffusion is acting, we can presume that the analytical solution correctly represents the celerity of the non-linear wave, even though the shape of the wave may be different due to the distortion of the nonlinear wave. This is confirmed by the comparison with numerical results.
Actually, diffusion tends to smooth sharp gradients, like those at the head and tail of the initial square wave. The length scale of the diffusive process can be expressed in general as
where l * e is a dimensionless number. The numerical value of l * e depends on the chosen tolerance as follows. Let us refer to the solution for a single step function F = (∆F/2) erfc(ξ/ √ 4kwt ). At the position ξ = le, we can calculate the difference between the local value of F and the relative constant state. It is easy to find that l * e = 3.29 corresponds to a reduction of 1% of the step height ∆F .
Moreover, the complete solution of the Saint Venant equations is characterized by the nonlinearity of the local celerity with depth. This feature tends to modify the initial square wave, giving rise to a more complex shape. In particular, the crest travels faster (with celerity c p = mU p ) than the other points, like for instance the mean depth D m (moving with celerity c m c f ). On the contrary, the solution (24) is symmetrical if k wh = k wt : in order to retain the typical skewness of the complete solution, it is necessary to assign two different values to the diffusion coefficients. We are specifically interested in the behavior of the tail of the wave, since it interacts with the thermal wave. We consider two elements for the estimation of k wt : (1) the natural diffusion k wm , estimated at the reference depth D m , and (2) an equivalent artificial diffusion that mimics the wave distortion due to the nonlinear propagation. The latter effect can be estimate using the differential path ∆x = (c p − c m )(t − T hp ) of two points having depth D p and D m ; by equating such difference with the typical diffusion scale (C3), i.e. ∆x = l * w p kwe(t − T hp ), we obtain the additional equivalent diffusivity X -21
with l * w another dimensionless parameter. Thus the tail diffusivity can be estimate as
On the other hand, the effective head front diffusivity is not crucial for the influence on the thermal wave and can be estimated using the lower value of physical diffusion, that is k wh = k w0 , in order to favor wave front steepening. Obviously, the above relationships are only gross approximations, derived without expecting to obtain a precise description of the hydrodynamic wave dynamics.
Appendix D: Derivation of the solution for the thermal wave
Adiabatic solution From a conceptual point of view, the celerity U must be given by the solution of the hydrodynamic problem. However, equation (13) is not susceptible of an analytical solution when the coefficients are not constant. For this reason, we tackle the problem in an approximate way.
The thermal wave is characterized by a different celerity of propagation between the front and the tail fronts due to the influence of the hydrodynamic wave during the first phase of the process. This causes the elongation of the thermal wave length L th , differently from the case of the hydrodynamic wave, which has always the same characteristic length L hp .
The position of the thermal front at the tail of the wave is simply x tt = U 0 (t − T hp ), since it moves always with the same celerity. Therefore, the solution for the thermal wave can be expressed taking the tail as a reference and using the step length
as a yet unknown parameter. In analogy with the procedure used in Appendix C, we assume a modified initial condition (20) that includes the diffusion of the thermal head front during the extrusion of the wave. Moreover, the dispersion acting on the tail and head fronts may be different. Combining the above assumptions, the derivation of the solution (28) is straightforward.
Now the only open issue is to determine the instantaneous length of the thermal wave L th (t) = x tf − x tt , where x tf is the head front position. This is a difficult task that requires further work.
In a purely convective case (k w = k t = 0), the hydrodynamic wave separates from the thermal wave when the thermal head is overtaken by the hydrodynamic tail, that is at the point X con = U p T con = c f (T con − T hp ) from the junction, where T con is the time after the initial release. From the above relationship it is easy to find the time for purely advective separation
When diffusion is added to the hydrodynamic wave (k w = 0), the picture becomes more complex. We can estimate the time at which the thermal front starts to feel a variation of the stream velocity (through a reduction of the depth D) from the peak value U p . Knowing that the erosion of the square step of the hydrodynamic tail can be estimated using the diffusive scale (C3) and that the thermal diffusion is usually negligible with respect to hydrodynamic diffusion, in this case the relevant section is
, where T ini and X ini are distance and time after the release and k wt includes the effect of skewness approxi-mated by the additional diffusion (C4). The above relationship gives
. Therefore, at the time t = t i + T ini (note that T ini < T con ) the thermal head begins the slowing phase and its celerity starts decreasing from U p towards U 0 .
On the other hand, there is a point where the two waves are almost completely separated. This point can be identified where the thermal head corresponds to the end of the hydrodynamic tail, that is
where c f 0 = c f −U0 and c b = c f 0 2 −c pm 2 . Therefore, the flow depth in the point that conventionally corresponds to the thermal head front decreases in the period of time between Tini and T f in , being constant before Tini (Dp) and after T f in (D0).
The position x f of the thermal head front is given by the solution of the differential problem
where U tf is the instantaneous celerity, which is equal to Up until ti + Tini and then decreases to U0 when the two waves are completely separated. The instantaneous celerity can be approximated as U tf = aD
, where the local depth D f at the thermal head can be estimated using (24). Assuming that L hp is large enough to neglect the effect of attenuation from the diffusion of the head front (i.e. t < T dec ), the flow depth can be rewritten as:
Unfortunately, not even in such simplified case the problem (D4)-(D5) admits an explicit solution for x tf . In order to find an explicit solution, further simplifications are needed. The information about depths must be translated into a law for velocity, overcoming the problem of the nonlinear relationship between the two variable. The characteristic times T ini , b T con (= T con as a first approximation) and T f in can be used as reference points for the front velocity U p , U m , U 0 , respectively. We express the velocity of the thermal front using a parabolic interpolation
It is important to note that the time T con for convective separation does not necessarily coincide with the occurrence of U m as thermal front velocity. In fact, T con was estimated considering U p as a constant celerity, whilst (D6) gives a lower velocity U tf | τ con . Thus the separation is faster because the thermal wave slows down and the time b
Tcon to have Um can be iteratively estimated. As a first refinement, let us consider the positions x = UpTini + U tf | τ con (Tcon − Tini), where we assume a constant lower velocity after Tini. Looking at the hydrodynamic wave, the depth Dm reaches such position at x = c f ( b Tcon − T hp ). The correction of the separation time is then
which can be used in (D7) to recalculate the coefficients. At this point, substitution from (D6) into (D4) leads to the approximate front position, which can be used to estimate the variation of the instantaneous length L th = x tf − xtt to be used in (28) between Tini and T f in . The thermal wave characteristic length reads
.
(D9) Note that L th = Lini at the end of the release (t = T hp ) and that the length increases as L th = Lini + (Up − U0)(t − T hp ) at any time before the beginning of the separation (t < Tini). After the complete separation (t > T f in ) the length remains constant L f in . Specific attention should be posed in the intermediate range (Tini < t < T f in ), since the approximated celerity (D6) does not necessarily ensure that L th (t = T f in ) = L f in . Thus the upper limit L f in has to be included in the intermediate estimate.
Complete solution In order to understand which is the most reasonable approximation for the solution of the thermal wave when the external fluxes are considered, some comments are necessary about the possibility to assume a constant height ∆θ of the thermal step function. Maintaining constant e θ l and Q l and neglecting diffusion, the head front temperature can be estimated following the water particle released at the time t i with temperature
If r is constant, at a time t = t i + T hp the head temperature would be (see also Appendix B)
where the second approximate equality is reasonable if T hp is small with respect to the decay time scale r −1 . The tail temperature at the same time is (13), m exponent of the uniform flow relationship (10), q * relative hydropeaking magnitude, r thermal forcing term, see equation (13), s river slope, T natural temperature oscillations, β cross-section aspect ratio, γ thermal exchange coefficient, see equation (A1), δ multiplying factor for dispersion coefficient (6), χ closure parameter of the frictional term (3), ϑ river water temperature, ϑ l inflow temperature (thermopeaking), ϑ long-term averaged temperature, θ excess temperature after equation (13), θ l thermopeaking excess temperature, θu base flow excess temperature, ∆θ excess/defect of temperature in the river associated with square thermopeaking wave, ω day angular frequency. 
