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A star-shaped drawing of a plane graph is a straight-line drawing such that each inner facial
cycle is drawn as a star-shaped polygon, and the outer facial cycle is drawn as a convex
polygon. In this paper, given a biconnected plane graph G with fixed plane embedding and
a prescribed set of concave corners, we study the following two problems on star-shaped
drawings.
First, we consider the problem of finding a star-shaped drawing D of G such that
only prescribed corners are allowed to become concave corners in D. More specifically,
we characterize a necessary and sufficient condition for a subset of prescribed corners
to admit such a star-shaped drawing D of G. Our characterization includes Thomassen’s
characterization of biconnected plane graphswith a prescribed boundary that have convex
drawings [24]. We also give a linear-time testing algorithm to test such conditions.
Next, given a non-negative cost for each corner in G, we show that a star-shaped
drawing D of G with the minimum cost can be found in linear-time, where the cost of a
drawing is defined by the sum of costs of concave corners in the drawing.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Graph drawing has attracted much attention over the past twenty years due to its wide range of applications, such as
VLSI design, social networks, software engineering and bioinformatics. Two or three dimensional drawings of graphs with
a variety of aesthetics and edge representations have been extensively studied [4,18,21,22].
A graph G is called planar if it has an embedding in the plane with no edge crossings, which is called a plane embedding
of G. A planar graph with a fixed plane embedding is called a plane graph.
One of the most popular drawing conventions is the straight-line drawing, where all the edges of a graph are drawn as
straight-line segments. Every planar graph is known to have a planar straight-line drawing [6,23,26]. For algorithms for
constructing straight-line drawings of planar graphs with various drawing aesthetics, see [4,18,21].
A straight-line drawing is called a convex drawing if every facial cycle is drawn as a convex polygon. Convex drawing of
graphs is a well-established aesthetic in graph drawing, and the convex drawing problem has been well investigated. Note
that not all planar graphs admit a convex drawing.
Tutte [25] showed that every triconnectedplane graph admits a convex drawing for any given boundary drawnas a convex
polygon, and presented a barycenter mapping to construct such a convex drawing. Thomassen [24] gave a necessary and
sufficient condition for a biconnectedplane graphwith a prescribed convex boundary to have a convex drawing. Based on this
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result, Chiba et al. [1] presented a linear-time algorithm for finding a convex drawing (if any) for a biconnected plane graph
with a specified convex boundary.
Miura et al. [20] gave a linear-time algorithm for finding a convex drawing with the minimum number of outer apices of
an internally triconnected plane graph. Convex drawings of hierarchical planar graphs [9] and clustered planar graphs [10,14]
have also been investigated.
For the problem of constructing convex grid drawings of graphs, see [2,3,7,19]. Every triconnected plane graph has a
convex grid drawing on an (n − 2) × (n − 2) grid, and such a grid drawing can be found in linear time [3]. A linear-time
algorithm for finding a convex grid drawing of four-connected plane graphs with four or more vertices on the outer face
was presented in [19].
However, not much attention has been paid to the problem of finding a convex drawing with a non-convex boundary or
non-convex faces. Recently, we proved that every triconnected plane graph with a fixed star-shaped polygon boundary has
an inner-convex drawing (i.e., a drawing in which every inner face is drawn as a convex polygon), if its kernel has a positive
area [8]. Note that this is an extension of the classical result by Tutte [25], since any convex polygon is a star-shaped polygon.
To draw biconnected planar graphs, which do not admit convex drawings, in a convex way as much as possible, it is
natural to minimize the number of non-convex faces, concave vertices or concave corners in a drawing. However, Kant [17]
already proved the NP-completeness of the problem of deciding whether a biconnected planar/plane graph can be drawn
with at most k non-convex faces.
In this paper, we define a new notion of a star-shaped drawing of a plane graph as a straight-line drawing such that each
inner facial cycle is drawn as a star-shaped polygon, and the outer facial cycle is drawn as a convex polygon, as a natural
extension of convex drawings. See Fig. 1 in Section 2 for an example.
Note that constructing any star-shaped drawing of biconnected plane graphs is easy to achieve using augmentation. First,
we augment the biconnected plane graph into a triconnected plane graph by adding new edges using triangulation. We can
then construct a convex drawing of the new graph using the Tutte’s algorithm in [25]. Finally, we can remove the newly
added edges from the convex drawing, resulting in a star-shaped drawing of the original graph.
In order to define a good star-shaped drawings of graphs, we introduce a new criteria, called concave corners. More
specifically,we study a star-shaped drawing of a planar graphwith two given constraints: a fixed plane embedding constraint
and a set of concave corner constraints.
Let G be a biconnected plane graph. We denote a corner λ around a vertex v by a pair (v, f ) of the vertex v and the facial
cycle f whose interior contains the corner. Let Λ(v) denote the set of all corners around a vertex v in G, and Λ(G) denote
the set of all corners in G. For a straight-line drawing D of a plane graph G, letΛc(D) denote the set of concave corners in D.
More formally, we investigate the following two problems:
• Problem1: For a given subset A ⊆ Λ(G) of corners ofG, we first study the problem of testingwhetherG has a star-shaped
drawing D∗ such thatΛc(D∗) ⊆ A. We characterize when G admits such a drawing D∗, and give a linear-time algorithm
for testing the conditions in the characterization. See Theorem 3.
Our characterization in Theorem 3 contains Thomassen’s characterization of biconnected plane graphs that have convex
drawings [24], and the characterization of convex drawings with a minimum set of outer apices by Miura et al. [20], as
special cases. For an illustrative example of Problem 1, see Fig. 1.
• Problem 2: We next consider the problem of choosing a smallest subset B of a given set A ⊆ Λ(G) such that there is a
straight-line drawing DwithΛc(D) = B.
Given a cost function cost : Λ(G) → ℜ+ (where ℜ+ denotes the set of non-negative reals), we define the cost of
a straight-line drawing D of G, denoted as cost(D), by

λ∈Λc (D) cost(λ). We present a linear-time algorithm to find a
star-shaped drawing D of G such that cost(D) is minimum over all straight-line drawings of G. See Theorem 10.
For an illustrative example of Problem 2, see Fig. 10. For a given subset A ⊆ Λ(G), a smallest number of concave corners
in A can be obtained by setting cost(λ) = 1, λ ∈ A and cost(λ) = ∞, λ ∈ Λ(G)− A.
In general, if a vertex with a high degree has a concave corner, the angular resolution around such a vertex becomes
low. To avoid assigning concave corners to high degree vertices, one may want to find a minimum cost drawing by setting
cost(λ) :=degree of v, λ ∈ Λ(v).
This paper is organized as follows. Section 2 reviews basic terminology and background. In Section 3, we characterize
‘‘proper drawings’’, and present a linear-time divide and conquer algorithm to test whether a given plane graph Gwith a set
A of concave corners to admit a star-shaped drawing. In Section 4,we present a linear-time dynamic programming algorithm
for computing a subset B of minimum cost of concave corners. Section 5 makes concluding remarks.
2. Preliminaries
Throughout the paper, a graph G = (V , E) stands for a simple undirected graph. The set of vertices and set of edges of
a graph G are denoted by V (G) and E(G), respectively. The set of edges incident to a vertex v ∈ V is denoted by E(v). The
degree of a vertex v in G is denoted by dG(v) (i.e., dG(v) = |E(v)|). For a subset X ⊆ E (resp., X ⊆ V ), let G − X denote the
graph obtained from G by removing the edges in X (respectively, the vertices in X together with the edges in ∪v∈XE(v)).
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Fig. 1. (a) A biconnected plane graph G; (b) A star-shaped drawing D of G.
2.1. Plane graphs and biconnected plane graphs
A graph G is called planar if its vertices and edges are drawn as points and curves in the plane so that no two curves
intersect except for their end points, where no two vertices are drawn at the same point. In such a drawing, the plane is
divided into several connected regions, each of which is called a face. The boundary of a face is called a facial cycle.
A plane embedding of a planar graph G consists of an ordering of edges around each vertex and the outer face. A planar
graph with a fixed plane embedding is called a plane graph. Let f o(G) denote the outer facial cycle of a plane graph G, and let
V o(G) denote V (f o(G)). The set of faces of a plane graph G is denoted by F(G). A vertex or an edge in the outer facial cycle is
called an outer vertex or an outer edge, respectively. A vertex or an edge not in the outer facial cycle is called an inner vertex
or an inner edge, respectively.
Let G be a biconnected plane graph. A corner (v, f o) of a vertex v in the outer facial cycle f o of G is an outer corner of f o.
We denote byΛo(G) the set of the outer corners of the outer facial cycle f o. We call a cycle C in G a cut-cycle if a cut-pair of
vertices in C separates the vertices outside C from those along C (including those inside C).
A corner (v, f ) of a vertex v in a cut-cycle C is an outer corner of C if v is not in the cut-pair of C , and f is one
of the two facial cycles outside C that share the cut-pair of C . We denote by Λo(C) the set of the outer corners of a
cut-cycle (or the outer facial cycle) C . For example, C1 = (u6, u9, u2, u18, u8) of graph G in Fig. 1 is a cut-cycle, where
Λo(C1) = {(u9, f12), (u18, f9), (u8, f9)}.
Let C be a cut-cycle, and {u, v} ∈ V (C) be the cut-pair that separates the vertices outside C from the vertices in
V (C) − {u, v} and inside C in G. We consider a subgraph H of G such that the boundary f o(H) is a cut-cycle in G, where
we treat H as a plane graph under the same embedding of G.
For such a plane graphH , we define the u, v-boundary path f ouv(H) ofH to be the path obtained by traversing the boundary
f o(H) of H from u to v in the clockwise order. We denote V (f ouv(H))− {u, v} by V ouv(H), and denote the set of outer corners
of f ouv(H) by Λ
o
uv(H) (i.e., Λ
o
uv(H) = Λo(f o(H)) ∩ (∪w∈V ouv(H)Λ(w))). We denote V ouv(H) ∪ V ovu(H) by V o(H) (note that
u, v ∉ V o(H)), and Λouv(H) ∪ Λovu(H) by Λo(H), respectively. For example, cut-cycle C1 = (u6, u9, u2, u18, u8) in Fig. 1
has subgraph H1 with edges (u6, u9), (u9, u2), (u9, u10), (u10, u6), (u2, u18), (u18, u8), (u8, u6) such that C1 = f o(H1), where
Λou6,u2(C1) = {(u9, f12)}, andΛou2,u6(C1) = {(u18, f9), (u8, f9)} hold.
For a cut-pair {u, v} of a biconnected plane graph G, a u, v-component H is a connected subgraph of G that either consists
of a single edge (u, v) or is a maximal subgraph such that H − {u, v} remains connected. We may treat a u, v-component H
of a plane graph G as a plane graph under the same embedding of G. In this case, the boundary f o(H) of H is a cut-cycle. For
example, the subgraph H consisting of edges (u6, u9), (u9, u2), (u9, u10), (u10, u6) is a u6, u2-component of graph G in Fig. 1.
Note that a cut-cycle C is not necessarily the boundary f o(H) of some u, v-component H . For example, cut-cycle
C1 = (u6, u9, u2, u18, u8) in graph G has no such u, v-component H . A simple path with end vertices u and v of a graph
G is called a u, v-path, and is called an induced u, v-path if every internal vertex (i.e., non end vertex) is of degree 2.
A biconnected plane graph G is called internally triconnected if:
• for each inner vertex v with dG(v) ≥ 3, there exist three disjoint paths except for v, each connecting v and an outer
vertex; and
• every cycle of Gwhich has no outer edge has at least three vertices v with dG(v) ≥ 3.
In other words, G is internally triconnected if and only if it is a biconnected graph in which
|Λo(C) ∩Λo(G)| ≥ 1 holds for every cut-cycle C in G. (1)
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From this, we can observe that, for two distinct cut-cycles C and C ′ sharing an outer edge, either Λo(C) ∩ Λo(G) ⊂
Λo(C ′) ∩ Λo(G) or Λo(C ′) ∩ Λo(G) ⊂ Λo(C) ∩ Λo(G) holds. For an internally triconnected plane graph G, a cut-cycle C is
minimal if there is no other cut-cycle C ′ withΛo(C ′) ∩Λo(G) ⊂ Λo(C) ∩Λo(G).
Define the contracted graph G′ of a biconnected plane graphG as the graph obtained fromG by replacing each u, v-induced
path Q in Gwith a single edge, where we replace Q with a path of length two if (u, v) ∈ E and E(Q ) ⊆ E(f o(G)). Then, G is
internally triconnected if and only if G′ has no multiple edges, and for every cut-pair {u, v} in G′, it holds u, v ∈ V o(G′) and
each component in G′ − {u, v} contains an outer vertex.
2.2. The SPQR tree of a biconnected planar graph
The SPQR tree represents a decomposition of a biconnected graphs into triconnected components [5]. First we review the
definition of triconnected components [16].
If G is triconnected, then G itself is the unique triconnected component of G. Otherwise, let u, v be a cut-pair of G. We
split the edges of G into two disjoint subsets E1 and E2, such that |E1| > 1, |E2| > 1, and the subgraphs G1 and G2 induced
by E1 and E2 only have vertices u and v in common.
Form the graph G′1 from G1 by adding an edge (called a virtual edge) between u and v that represents the existence of the
other subgraph G2; similarly form G′2. We continue the splitting process recursively on G
′
1 and G
′
2.
The process stopswhen each resulting graph reaches one of three forms: (i) a triconnected simple graph; (ii) a set of three
multiple edges (a triple bond); or (iii) a cycle of length three (a triangle). The triconnected components of G are obtained
from these resulting graphs:
• a triconnected simple graph;
• a bond, formed by merging the triple bonds into a maximal set of multiple edges;
• a polygon, formed by merging the triangles into a maximal simple cycle.
One can define a tree structure, called the SPQR tree [5], using triconnected components as follows. The nodes of the
SPQR tree are the triconnected components of G. The edges of the SPQR tree are defined by the virtual edges, that is, if two
triconnected components have a virtual edge in common, then the nodes that represent the two triconnected components
are joined by an edge that represents the virtual edge.
More specifically, each node ν in the SPQR tree is associated with a graph called the skeleton of ν, denoted by σ(ν) =
(Vν, Eν) (Vν ⊆ V ), which corresponds to a triconnected component. There are four types of nodes in the SPQR tree based on
the types of their skeletons:
1. Q-node: the skeleton consists of two vertices connected by two multiple edges. Each Q-node corresponds to an edge of
the original graph.
2. S-node: the skeleton is a simple cycle with at least 3 vertices. This corresponds to a polygon triconnected component.
3. P-node: the skeleton consists of two vertices connected by at least 3 edges. This corresponds to a bond triconnected
component.
4. R-node: the skeleton is a triconnected graph with at least 4 vertices.
In this paper, we use a slightmodification of the SPQR tree: we omit the Q-nodes andwe root the tree as described below.
Wewill refer to the (modified) SPQR tree as the SPR tree throughout this paper. The SPR tree is unique, and can be computed
in linear time [5,16]. For example, Fig. 2 shows the SPR tree of the biconnected planar graph in Fig. 1.
We treat the SPR tree as a rooted tree T by choosing a node ν∗ as its root. For a node ν, let Ch(ν) denote the set of all
children of ν, and µ be the parent of ν. The graph σ(µ) has exactly one virtual edge e in common with σ(ν). The edge e is
called the parent virtual edge parent(ν) of σ(ν), and the child virtual edge of σ(µ). We define a parent cut-pair of ν as the two
end vertices of parent(ν).
We denote the graph formed from σ(ν) by deleting its parent virtual edge as σ−(ν) = (Vν, E−ν ), (E−ν = Eν−{parent(ν)}).
Let G−(ν) denote the subgraph of Gwhich consists of the vertices and real edges in the graphs σ−(µ) for all descendants µ
of ν, including ν itself.
Consider the case where G is a plane graph. For a face f ∈ F of G, we say that a node ν in the SPR tree is incident to f , if
σ(ν) contains the face corresponding to f . Note that there may exist more than one such node ν. We choose a node incident
to the outer face f o(G) as the root ν∗ of the SPR tree. In particular, we choose a P- or S-node incident to f o(G) (if any) as the
root ν∗, and choose an R-node incident to f o(G) only when there is no such P- or S-node. Hence, we can assume that if the
root ν∗ is an R-node, then no outer edge in σ(ν∗) is a virtual edge.
When G is a plane graph, we also treat graphs σ−(ν) and G−(ν) as plane graphs induced from the embedding of G.
For a non-root node ν with (u, v) = parent(ν), two plane embeddings of σ(ν) can be obtained from the plane graph
σ−(ν) by drawing the parent edge e = (u, v) outside σ−(ν); one has f ouv(σ−(ν)) plus e as its boundary, and the other has
f ovu(σ
−(ν)) plus e as its boundary, where we denote the former and latter plane graphs by σuv(ν) and σvu(ν), respectively.
Fig. 3 illustrates examples of σuv(ν) and σvu(ν) of an R-node ν.
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Fig. 2. The SPR tree of the biconnected planar graph G in Fig. 1.
Fig. 3. (a) Subgraph G−(νj) of R-node νj in the SPR tree of G; (b) Skeleton σ−(νj) of R-node νj; (c) Skeleton σu1,u12 (νj) of R-node νj; (d) Skeleton σu12,u1 (νj)
of R-node νj .
2.3. Convex drawings and star-shaped drawings
For two points p1, p2 in the plane, [p1, p2] denotes the line segment with end points p1 and p2, and for three points
p1, p2, p3, [p1, p2, p3] denotes the triangle with three corners p1, p2, p3. A kernel K(P) of a polygon P is the set of all points
fromwhich all points in P are visible. A polygon is called star-shaped if it contains an internal point p∗ fromwhich any point
p on the boundary of the polygon is visible (i.e., the line-segment [p∗, p] contains no other point on the boundary of the
polygon).
A straight-line drawing D of a graph G = (V , E) in the plane is an embedding of G in the two dimensional space ℜ2,
such that each vertex v ∈ V is drawn as a point τD(v) ∈ ℜ2, and each edge (u, v) ∈ E is drawn as a straight-line segment
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[τD(u), τD(v)], where ℜ is the set of reals. Let D be a straight-line planar drawing of a biconnected plane graph G. A corner
of G is called concave in D if its angle in D is greater than π . LetΛc(D) denote the set of all concave corners in D.
A star-shaped drawing of a plane graph is a straight-line drawing such that each inner facial cycle is drawn as a star-
shaped polygon, and the outer facial cycle is drawn as a convex polygon. An outer vertex in a straight-line drawing of a
plane graph is called an apex if it is concave in the drawing and its concave corner appears in the outer face. Fig. 1(b) shows a
star-shaped drawing of the plane graph G in Fig. 1(a), where (u1, f o), (u4, f13), (u6, f8), (u7, f o), (u18, f9), (u10, f10), (u11, f o),
(u14, f1), (u15, f5), and (u17, f1) are the concave corners, and u1, u7, and u11 are the apices.
A straight-line drawing D of a plane graph G is called a convex drawing, if every facial cycle is drawn as a convex polygon,
equivalently if Λc(D) = ∅. We say that a drawing D of a graph G is extended from a drawing D′ of a subgraph G′ of G, if
τD(v) = τD′(v) for all v ∈ V (G′).
A convex polygon drawn for the outer facial cycle in a biconnected plane graph can be extended to a convex drawing
when the following conditions by Thomassen [24] hold.
Theorem 1 ([1,24]). Let G be a biconnected plane graph. Then a drawing D of f o(G) on a convex polygon P can be extended to a
convex drawing of G if and only if:
(i) G is internally triconnected; and
(ii) Let Q1,Q2, . . . ,Qk be the paths in the cycle f o(G), each corresponding to a side of P. The graph G− V o(G) has no component
H such that all the outer vertices adjacent to vertices in H are contained in a single path Qi, and there is no inner edge (u, v)
whose end vertices are contained in a single path Qi. 
Miura et al. [20] presented a characterization of convex drawings with a minimum set of outer apices.
Theorem 2 ([20]). Let G be an internally triconnected plane graph, T be the SPR tree of the contracted graph G′ of G, and nℓ be
the number of leaves of T . Then one can find a convex drawing of G having the minimum number of outer apices in linear time,
and the minimum number is equal tomax{3, nℓ}. 
3. Characterization of star-shaped drawings with prescribed concave corners
This section presents a characterization for a biconnected plane graph G with a given subset A ⊆ Λ(G) of corners, to
admit a star-shaped drawing D∗ such that Λc(D∗) ⊆ A. We also give a linear-time algorithm for testing the conditions in
the characterization.
Fig. 1(a) shows an example of a biconnected plane graph G with a set of corners A, and Fig. 1(b) shows a star-shaped
drawing D of Gwith a set of concave corners A′ ⊆ A. The following theorem summarizes the main results of this section.
Theorem 3. Let G be a biconnected plane graph, f o be the outer facial cycle of G, and A be a subset of Λ(G). Then the following
(i) and (ii) hold.
(i) There exists a straight-line drawing D of G such thatΛc(D) ⊆ A if and only if
|A ∩Λo(G)| ≥ 3 and |A ∩Λo(C)| ≥ 1 for each cut-cycle C in G. (2)
Testing whether A satisfies the condition can be done in linear time.
(ii) Let A satisfy the condition (2), and f o be drawn as a convex polygon P withΛc(P) = A∩Λo(G). Then P can be extended to a
star-shaped drawing D∗ of G withΛc(D∗) ⊆ A. Such a drawing D∗ can be obtained in linear time. 
From the theorem, we see that, for any straight-line drawing D, there exists a star-shaped drawing D∗ of G with
Λc(D∗) ⊆ Λc(D). Theorem 3 also implies that any convex polygon P drawn for the boundary of a triconnected plane graph
G can be extended to a convex drawing of G, since G has no cut-cycle.
We can observe that Theorem 3 contains Theorem 1 as a special case. Let A be the set of the outer corners of f o(G) that
correspond to the apices of a given convex polygon P in Theorem 1. By observation (1), the pair of conditions (i) and (ii) in
Theorem 1 is equivalent to condition (2) in Theorem 3(i). Then Theorem 3(ii) tells that if (2) holds, P can be extended to a
star-shaped drawing D∗ withΛc(D∗)− A = ∅ of G, i.e., a convex drawing of G.
We informally show that Theorem 3 implies Theorem 2. Each leaf in the SPR tree T of G′ corresponds to a minimal cut-
cycle C in G. Hence, nℓ is the number of minimal cut-cycles. Let D be a convex drawing of G. By Theorem 3(i), Λc(D) must
contain at least three corners fromΛo(G), and at least one corner fromΛo(C ′) ∩Λo(G) of each minimal cut-cycle C ′. Since
twominimal cut-cycles C and C ′ satisfyΛo(C)∩Λo(C ′) = ∅, we see that the number of concave corners in a convex drawing
is at least max{3, nℓ}.
Conversely, we choose a set A of max{3, nℓ} corners of G such that A contains at least one from Λo(C ′) ∩ Λo(G) of each
minimal cut-cycle, and at least three corners fromΛo(G). By the minimality of cut-cycles, A ∩Λo(C) ≠ ∅ holds for all cut-
cycles. Hence, condition (2) in Theorem 3 holds, and thereby G has a straight-line drawing D withΛc(D) ⊆ A(⊆ Λo(G)) (a
convex drawing). The SPR tree can be computed in linear time [5]. By Theorem 3(ii), we can construct a convex drawing D
with the minimum number of outer apices in linear time.
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Fig. 4. Illustration of the condition (2) of Theorem 3: (a) at least 3 concave corners, colored dark gray, for the outer face; (b) at least one concave corner,
colored dark gray, for each cut-cycle.
. .
Fig. 5. (a) Subgraph G−(νd) of P-node νd in the SPR tree of G; (b) A straight-line drawing of G−(νd) in which two edges e1, e2 ∈ Eνd intersect νd;
(c) A straight-line drawing of G−(νd) in which only edge e2 ∈ Eνd intersects νd; (d) Skeleton σ−(νd) of P-node νd .
Roughly speaking, the condition (2) of Theorem 3 says:.
• at least three corners in A are contained in the outer corners of the outer facial cycle, and
• at least one corner in A is contained in the outer corners of each cut-cycle in G.
See Fig. 4 for an illustration of the condition, where the dark gray colored corners represent the corners in A.
To prove Theorem 3, we first investigate the structural property of the necessary condition (2) of Theorem 3.
Lemma 4. Let G be a biconnected plane graph. The condition (2) of Theorem 3 is necessary for a subset A ⊆ Λ(G) to admit a
straight-line drawing D of G such thatΛc(D) ⊆ A.
Proof. Let D be a straight-line drawing of G such thatΛc(D) ⊆ A. The boundary of G is a convex polygon, which has at least
three apices. Hence, 3 ≤ |Λc(D)∩Λo(G)| ≤ |A∩Λo(G)|must hold. Analogously, for any cut-cycle C , at least one outer corner
must be concave so that C encloses its interiorwithout creating edge crossings inD. Thus, 1 ≤ |Λc(D)∩Λo(C)| ≤ |A∩Λo(C)|
must hold. 
To show that the condition (2) is also a sufficient condition, we define proper drawings, a restricted class of straight-line
drawings of a given plane graph G. Let D be a straight-line drawing of G, and ν be a P-node of the SPR tree of G, where (u, v)
denotes parent(ν). We say that an edge e in the skeleton σ−(ν) intersectswith P-node ν in D, if the drawing of G−(µ) for the
child node µ ∈ Ch(ν) corresponding to the virtual edge e (or the drawing of the real edge e) intersects with line-segment
[u, v] (when we additionally draw [u, v]). We call such an edge the central edge.
We call a straight-line drawing D proper, if for each P-node ν, at most one edge in σ−(ν) intersects with ν. We call the
setψ of all central edges in a proper straight-line drawing D the configuration of D. Such a drawing D is also calledψ-proper.
Fig. 5(b) illustrates a drawing of G−(ν) in which two edges in σ−(ν) intersect with ν, while Fig. 5(c) illustrates a drawing
of G−(ν) in which only one edge in σ−(ν) intersects with ν. We will show that a configuration determines the structure of
concave vertices in a proper straight-line drawing.
We first show how to efficiently test whether a given subset A ⊆ Λ(G) satisfies the condition (2). To achieve this, we
now investigate the structural property of (2) in terms of the SPR tree of G. Then we show that if the condition (2) holds,
then there exists a proper star-shaped drawing D of G such thatΛc(D) ⊆ A.
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Fig. 6. (a) Fringe corners at P-node ν with a central component which is not an induced path; (b) Fringe corners at P-node ν with a central component
which is an induced path.
For convenience, we fix a total ordering of all vertices in a given graph G, and we denote by u < v, if u is smaller than
v in the ordering. For the parent cut-pair {u, v} of a P-node ν, where we assume u < v, we number the child edges of ν as
e1, e2, . . . , ek(ν) by traversing these edges from left to right, where k(ν) denotes the number of children of ν. See Fig. 6, for
an example.
We are ready to formally define ‘‘central edge’’ and ‘‘configuration’’. For each P-node ν of T , we choose an edge ej∗
(1 ≤ j∗ ≤ k(ν)) of σ−(ν), which we call the central edge of ν, and denote it by c(ν). If ν has a real edge among its children,
then we always choose the real edge as c(ν). Other virtual edges ei in σ−(ν) are called left edges (respectively, right edges),
if i < j∗ (respectively, i > j∗).
For each child µi ∈ Ch(ν) corresponding to edge ei, we call the subgraph G−(µi) with i < j∗ (respectively, i > j∗) a left
component (respectively, a right component) of ν. If ej∗ is a real edge in σ−(ν), then the edge is called the central component
of ν; otherwise subgraph G−(µj∗) is called the central component of ν.
A configuration of a node P-node ν is defined by a set ψ of central edges c(ν ′) for all descendants ν ′ of ν, and let Ψ (ν)
denote the set of all configurations ψ of ν. Thus, for the root ν∗, a configuration ψ ∈ Ψ (ν∗) defines a central edge for each
P-node in the SPR tree of G.
We next define ‘‘fringe corners’’ for a given configuration ψ .
Definition 5. (i) For the root ν∗, each outer corner inΛo(G) is called a fringe corner at ν∗. LetΛfr(ν∗) = Λo(G) denote the
set of fringe corners at ν∗;
(ii) For each R-node ν which is a child of an R-node or S-node, each outer corner inΛo(G−(ν)) is called a fringe corner at ν.
LetΛfr(ν) = Λo(G−(ν)) denote the set of fringe corners at ν (recall thatΛo(G−(ν)) ∩Λ(u) = Λo(G−(ν)) ∩Λ(v) = ∅
for (u, v) = parent(ν)); and
(iii) For each P-node ν and its child nodeµ, where (u, v) = parent(ν), each outer corner inΛovu(G−(µ)) of a left component
G−(µ) (respectively, Λouv(G−(µ)) of a right component G − (µ)) is called a fringe corner along µ at ν. If the central
component G−(µ) is not an induced u, v-path, then each outer corner in Λo(G−(µ)) of the central component G−(µ)
is called a fringe corner along µ at ν. LetΛfr(µ; ν) denote the set of fringe corners along µ at ν (see Fig. 6).
The family of the sets of fringe corners is denoted by Lfr(ψ), and the set of all fringe vertices is denoted by Λfr(ψ). A
subset A ⊆ Λfr(ψ) of fringe corners is proper if
|A ∩Λfr(ν∗)| ≥ 3 (3)
for theΛfr(ν∗) ∈ Lfr(ψ)with the root ν∗ in Definition 5(i);
A ∩Λfr(ν) ≠ ∅ (4)
for eachΛfr(ν) ∈ Lfr(ψ)with R-node ν in Definition 5(ii); and
A ∩Λfr(µ; ν) ≠ ∅ (5)
for eachΛfr(µ; ν) ∈ Lfr(ψ)with P-node ν and its child node µ in Definition 5(iii).
Roughly speaking, A contains at least 1 outer corner for each cut-cycle if and only if
• A contains at least 1 outer corner from the cut-cycle defined by each R-node;
• Each P-node has a configuration with a proper drawing.
See Fig. 7, for an illustration of a cut-cycle defined by an R-node. Fig. 8 shows an example of a P-nodewith a configuration
of a proper drawing, and Fig. 9 shows an example of a P-node with a configuration of a non-proper drawing.
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Fig. 7. (a) Example of a cut-cycle defined by an R-node; (b) Example of at least one concave corner for a cut-cycle by an R-node.
Fig. 8. (a) Example of a cut-cycle defined by a P-node; (b) Example of a P-node with a configuration of a proper drawing and proper fringe corners.
Fig. 9. (a) Example of a cut-cycle defined by a P-node; (b) Example of a P-nodewith a configuration of a non-proper drawing and non-proper fringe corners.
Lemma 6. Let G be a biconnected plane graph, ν∗ be the root of the SPR-tree, and A be a subset of outer corners in G. Then A
satisfies the condition (2) if and only if there is a configuration ψ ∈ Ψ (G) such that A ∩Λfr(ψ) is proper.
Proof. We say that a cut-cycle C of G is bad if A ∩Λo(C) = ∅.
only-if part: To prove this by a contradiction, we assume that there is no such configuration, i.e., A does not satisfy one
of (3)–(5). If A violates (3), then it would hold |A ∩ Λo(G)| < 3. If A violates (4), then the boundary of graph G−(ν) of a
non-root R-node ν would be a bad cut-cycle. Hence, A cannot be proper for any choice of the central edge c(ν) in (5) for
some non-root P-node ν.
First consider the case where E−ν contains the real edge ej∗ . Then ej∗ is the central edge c(ν), and ν has a left component
G−(νj) with A ∩ Λovu(νj) = ∅ or a right component G−(νj) with A ∩ Λouv(νj) = ∅. Hence, the cycle C consisting of ej∗ and
f ovu(G
−(νj)) (or f ouv(G−(νj))) would be a bad cut-cycle, a contradiction.
We can treat the case where E−ν contains no real edge ej∗ analogously. First assume that there is a component G−(νj) that
is not an induced path, but satisfies A∩Λo(νj) = ∅. If νj is an R-node, then the boundary of G−(νj)would be a bad cut-cycle.
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Otherwise, if νj is an S-node, then σ−(νj) has at least one non-real edge e′ (since G−(νj) is not an induced path), and the
node µ corresponding to e′ would have a bad cut-cycle as its boundary of G−(µ), a contradiction.
The remaining case is that there are two components G−(νj) and G−(νj′) with j < j′ such that A ∩ Λovu(νj) = ∅ and
A ∩Λouv(νj′) = ∅. In this case, the two paths f ovu(G−(νj)) and f ouv(G−(νj′))would give rise to a bad cut-cycle. This proves the
only-if part.
if part: For this, we prove that A cannot be proper for any choice of a configuration ψ ∈ Ψ (G), assuming that (2) does
not hold for A. Clearly |A ∩Λo(G)| < 3 violates (3). Then G has a bad cut-cycle C . Let {u, v} ⊆ V (C) (u < v) be the cut-pair
in G.
First consider the case where {u, v} is the parent edge of an R-node ν. If ν is not a child of a P-node, then (4) cannot hold
for the R-node ν. Otherwise, if ν is a child of a P-node ν ′, then (5) cannot hold for any choice of the central edge c(ν ′) due to
the bad boundary C of G−(ν).
The remaining case is that {u, v} is the parent edge of a P-node ν and C consists of the two paths f ovu(G−(νj)) and
f ouv(G
−(νj′)) for some two components G−(νj) and G−(νj′) (j < j′) of the P-node. Again in this case, (5) cannot hold for
any choice of the central edge c(ν). This proves the if part. 
Lemma 7. Let G be a biconnected plane graph, and A be a subset of outer corners in G. Then testing whether A satisfies (2) can be
done in linear time.
Proof. The testing algorithm uses the SPR tree of G in a bottom-up manner. Fig. 2 shows the SPR tree of G, illustrating each
step of the testing algorithm.
We can easily check whether (3) holds. To test whether (4) and (5) hold for some configuration, we first compute
auv(ν) = |A ∩Λouv(G−(ν))|, avu(ν) = |A ∩Λovu(G−(ν))|,
where parent(ν) = {u, v}, for all non-root node ν in a bottom-up manner along the rooted SPR tree. For a non-root node ν,
where parent(ν) = {u, v}, let Chuv(ν)denote the set of childrenµ ∈ Ch(ν) that correspond to virtual edges along f ouv(σ−(ν)).
We define Chvu(ν) analogously.
For each leaf R-node ν, we compute auv(ν) and avu(ν) as defined (note that σ−(ν) = G−(ν)). For each non-leaf node ν,
where parent(ν) = {u, v}, let auv(ν) be the summation of au′,v′(ν ′) for all children ν ′ ∈ Chuv(ν), where u′, v′ ∈ parent(ν ′)
appear in this order in f ouv(σ
−(ν)) from u to v, and the number of outer corners of A that appear along f ouv(σ−(ν)) (i.e.,
auv(ν) =ν′∈Chuv(ν) au′,v′(ν ′)+ |A ∩Λouv(σ−(ν))|). avu(ν) can be defined symmetrically.
It is not difficult to see that auv(ν), avu(ν) can be computed in O(|V (σ−(ν))|+ |E(σ−(ν))|) time. Hence auv(ν), avu(ν) for
all non-root nodes ν can be computed in O(

ν(|V (σ−(ν))| + |E(σ−(ν))|)) = O(|V | + |E|) time.
Now we can test whether condition (4) for an R-node ν holds by testing whether auv(ν)+ avu(ν) ≥ 1 in O(1) time.
Finally consider condition (5) for a P-node ν, where (u, v) = parent(ν) (u < v), E−ν = {e1, e2, . . . , ek(ν)}, and µj denotes
the child of ν corresponding to a virtual edge ej. Let j′ be the maximum index such that avu(µj) ≥ 1 for all virtual edges ej,
j = 1, 2, . . . , j′ (let j′ = 0 if avu(µ1) = 0 or e1 is the real edge).
Let j′′ be the minimum index such that auv(µj) ≥ 1 for all virtual edges ej, j = j′′, j′′ + 1, . . . , k(ν) (let j′′ = k(ν) + 1 if
auv(µk(ν)) = 0, or ek(ν) is the real edge).
Then the P-node admits a central edge ej∗ satisfying condition (iii) if and only if either j′′ ≤ j′, or j′ + 1 = j′′ − 1 and
G−(µj′+1) is an induced path. Hence condition (iii) for a P-node ν can be tested in O(|E(σ−(ν))|) time. This proves the
lemma. 
Lemma 8. Let G be a biconnected plane graph, ν∗ be the root of the SPR-tree, and D be a straight-line drawing of G. Then there is
a configuration ψ ∈ Ψ (G) such that A = Λc(D) ∩Λfr(ψ) is proper.
Proof. Since D is a straight-line drawing of G, the set W = Λc(D) of its concave corners satisfies condition (2). Hence by
Lemma 6, there is a configuration ψ ∈ Ψ (G) such that W is proper. By the definition of fringe corners, A = W ∩ Λfr(ψ)
remains proper. This proves the lemma. 
Based on the lemmas above, we now present a proof of Theorem 3.
Proof of Theorem 3. Lemmas 4 and 7 imply the necessity and the time complexity in Theorem 3(i). To prove Theorem 3(ii),
which also implies the sufficiency of Theorem 3(i), we use the following result on star-shaped drawings.
Theorem 9 ([13]). Let G be a biconnected plane graph, ν∗ be the root of the SPR-tree of G, andψ ∈ Ψ (ν∗) be a configuration of
G. Any proper subset A ⊆ Λfr(ψ), a convex polygon P withΛc(P) = A ∩Λo(G) drawn for f o(G) can be extended to a ψ-proper
star-shaped drawing D such thatΛc(D) = A. Such a drawing D can be constructed in linear time. 
Observe that Theorem 3(ii) follows from Theorem 9. 
4. Minimum cost star-shaped drawings
In this section, we consider the problem of choosing a smallest subset B of a given set A ⊆ Λ(G) such that there is a
straight-line drawing DwithΛc(D) = B.
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Fig. 10. (a) A biconnected plane graph G; (b) The minimum cost star-shaped drawing D of G.
Given a cost function cost : Λ(G) → ℜ+ (where ℜ+ denotes the set of non-negative reals), we define the cost of a
straight-line drawingD of a biconnected plane graphG, denoted as cost(D), by

λ∈Λc (D) cost(λ). Fig. 10(a) shows an example
of a biconnected plane graph G with a weighted set of corners A, and Fig. 10(b) shows a star-shaped drawing D of G with a
set of minimum weight concave corners B ⊆ A.
The following theorem summarizes the main result of this section.
Theorem 10. Let G be a biconnected plane graph, and cost : Λ(G)→ ℜ+ be a cost function. Then
(i) a star-shaped drawing D of G such that cost(D) is minimum over all straight-line drawings of G can be obtained in linear time.
(ii) let f o be drawn as a convex polygon P. Then P can be extended to a star-shaped drawing D∗ of G such that cost(D∗) is minimum
over all extensions of P to drawings of G in linear time.
To prove Theorem 10(i), it is sufficient to show that a minimum cost proper set A over all possible configurations ψ can
be found in linear time, since a star-shaped drawing DwithΛc(D) = A can be constructed from such set A in linear time by
Theorem 9.
Lemma 11. Given a biconnected plane graph G and a nonnegative cost cost : Λ → ℜ+, a proper set A ⊆ Λfr(ψ) with a
configurations ψ that minimizes

λ∈A cost(λ) over all configurations ψ ∈ Ψ (G) can be found in linear time.
Note that Theorem 10(ii) also follows from Lemma 11 and Theorem 9. For this, we set cost(λ) = 0 for λ ∈ Λc(P)
and cost(λ) = ∞ for λ ∈ Lo(G) − Λc(P), and choose a minimum cost proper set A ⊆ Λfr(ψ) over the cost function
cost : Λ → ℜ+ by Lemma 11. Then we add the corners in Λc(P) − A to A so that Λc(P) ⊆ A holds, before we extend the
given polygon P to a star-shaped drawing DwithΛc(D) = A by Theorem 9.
In what follows, we show that a minimum cost proper set A with a configuration ψ can be found in linear time by a
dynamic programming algorithm. The dynamic programming algorithm uses the SPR tree of G in a bottom-up manner.
For simplicity, we mainly describe a recursive formula for each type of node to compute the optimal value, since an
optimal choice of a proper set A and a configuration ψ can be obtained by backtracking the computation process. It is not
difficult to observe that the recursive formula for each node ν can be computed in O(|E−ν | + |Vν |) time.
For a straight-line drawing Dν of the graph G−(ν) of a node ν such that Λc(Dν) ⊆ Λo(G−(ν)), we define the cost of the
drawing Dν , cost(Dν), by

λ∈Λc (Dν ) cost(λ). For each non-root node ν with (u, v) = parent(ν), and an integer k ≥ 0, let
α
(k)
uv (ν) denote the minimum cost straight-line drawing Dν of the graph G−(ν) such that |Dν ∩ Λuv(G−(ν))| = k. Similarly,
we let α(≥k)uv (ν) denote the minimum cost of the outer corners of a straight-line drawing Dν of the graph G−(ν) such that
|Dν ∩Λuv(G−(ν))| ≥ k, where α(k)uv (ν) = α(≥k)uv (ν) = ∞ if |Λuv(G−(ν))| < k.
To determine the minimum cost of a proper set, we compute
α
(k)
uv (ν), α
(k)
vu (ν), k = 0, 1, 2, α(≥3)uv (ν), and α(≥3)vu (ν)
for each non-root node ν with (u, v) = parent(ν).
We omit describing how to compute α(k)vu (ν), k = 0, 1, 2 and α(≥3)vu (ν), which can be obtained symmetrically with the
case for α(k)uv (ν) and α
(≥3)
uv (ν). Note that for k < 3, α
(≥k)
uv (ν) = min[mink≤j<3 α(j)uv(ν), α(≥3)uv (ν)}].
In what follows, we denote each type of non-root node by ν with (u, v) = parent(ν). Let Dν be a straight-line drawing
of G−(ν) such thatΛc(Dν) ⊆ Λo(G−(ν)).
For an internal R- or S-node ν with (u, v) = parent(ν), let the vertices u = u0, u1, . . . , up = v in V ouv(σ−(ν)) appear
in this order from u to v along f ouv(σ
−(ν)). For each i ∈ {1, 2, . . . , p − 1}, let λi be the outer corner at vertex ui, i.e.,
{λi} = Λouv(σ−(ν)) ∩ Λo(ui). For each j ∈ {1, 2, . . . , p}, we define the subsets of outer corners Λouv(0, j) ⊆ Λouv(G−(ν)) as
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Fig. 11. (a) Vertices u = u0, u1, . . . , up = v along f ouv(σ−(ν)) for an R- or S-node ν; (b) An embedding of G−(ν) of a P-node ν.
the union of all setsΛouv(G
−(µi)) for the child nodeµi ∈ Ch(ν) that corresponds to the virtual edge (ui−1, ui)with 1 ≤ i ≤ j,
and the set ∪1≤i<jΛ(ui). See Fig. 11(a), for an example.
Let Λouv(0, j] = Λouv(0, j) ∪ {λj} for j = 1, 2, . . . , p −1. For a real edge (ui−1, ui) in f ouv(ν), let α(0)ui−1,ui(µi) = 0, and
α
(1)
ui−1,ui(µi) = α(2)ui−1,ui(µi) = α(≥3)ui−1,ui(µi) = ∞. Let Chuv(ν) (respectively, Chvu(ν)) denote the set of child nodes µ ∈ Ch(ν)
corresponding to virtual edges in f ouv(σ
−(ν)) (respectively, f ovu(σ−(ν))).
(1) Leaf node: There are two cases based on the node type.
(Case 1.1) Leaf R-nodes: Note that σ−(ν) = G−(ν). Consider the outer corners inΛouv(G−(ν)). Let cost1, cost2 and cost3 be
the first three minimum costs in {cost(λ) | λ ∈ Λouv(G−(ν))}, where costi = ∞ if i > |Λouv(G−(ν))|.
In any drawing Dν with |Dν ∩ Λuv(G−(ν))| = 0, we have to choose at least one outer corner from the other side of the
boundary of G−(ν). Thus, we set
α(0)uv (ν) := min
λ∈Λouv(G−(ν))
cost(λ).
On the other hand, we set
α(1)uv (ν) := cost1, α(2)uv (ν) := cost1 + cost2,
α(≥3)uv (ν) := cost1 + cost2 + cost3.
See νl in Fig. 12, for an example of a leaf R-node.
(Case 1.2) Leaf S-nodes: We set
α(0)uv (ν) := 0.
We can compute α(1)uv (ν), α
(2)
uv (ν), and α
(≥3)
uv (ν) in the same manner for the case of leaf R-nodes.
See νq, νk, νg , νo, νe, νb, νa in Fig. 12, for an example of leaf S-nodes.
(2) Internal node: There are three cases based on the node type.
(Case 2.1) Internal R-nodes: We show how to compute α(1)uv (ν), α
(2)
uv (ν), α
(≥3)
uv (ν), and α
(0)
uv (ν) in this order.
Let
cost(≥0)inner :=

µi∈Ch(ν)−Chuv(ν)−Chvu(ν)
α(≥0)uivi (µi),
cost(≥0)vu :=

µi∈Chvu(ν)
α(≥0)uivi (µi),
where (ui, vi) = parent(µi), and forµi ∈ Chvu(ν) (respectively,µi ∈ Chuv(ν)), ui and vi appear in this order along f ovu(σ−(ν))
from v to u (respectively, f ouv(σ
−(ν)) from u to v).
To compute α(1)uv (ν), we use the following dynamic program along path f ouv(σ
−(ν)). After setting α(0)uv (0, 1) := α(0)uv (µ1),
we compute
α(0)uv (0, j) := α(0)uv (0, j] := α(0)uv (0, j− 1)+ α(0)uv (µj) for j = 2, 3, . . . , p.
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Fig. 12. The SPR tree of a biconnected plane graph G in Fig. 10.
After setting α(1)uv (0, 1) := α(1)uv (µ1), we compute
α(1)uv (0, j] := min{α(1)uv (0, j), α(0)uv (0, j)+ cost(µj)} for j = 1, 2, . . . , p− 1,
α(1)uv (0, j) := min{α(1)uv (0, j− 1] + α(0)uv (µj), α(0)uv (0, j− 1] + α(1)uv (µj)} for j = 2, 3, . . . , p.
Then α(1)uv (ν) is obtained by
α(1)uv (ν) := α(1)uv (0, p)+ cost(≥0)inner + cost(≥0)vu .
To compute α(2)uv (ν), we use the following dynamic program along path f ouv(σ
−(ν)). After setting α(2)uv (0, 1) := α(2)uv (µ1),
we compute
α(2)uv (0, j] := min{α(2)uv (0, j), α(1)uv (0, j)+ cost(µj)} for j = 1, 2, . . . , p− 1,
α
(2)
uv (0, j) := min{α(2)uv (0, j− 1] + α(0)uv (µj), α(1)uv (0, j− 1] + α(1)uv (µj), α(0)uv (0, j− 1] + α(2)uv (µj)} for j = 2, 3, . . . , p.
Then α(2)uv (ν) is obtained by
α(2)uv (ν) := α(2)uv (0, p)+ cost(≥0)inner + cost(≥0)vu .
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To compute α(≥3)uv (ν), we use the following dynamic program along path f ouv(σ−(ν)). After setting α
(≥3)
uv (0, 1) :=
α
(≥3)
uv (µ1), we compute
α(≥3)uv (0, j] := min{α(≥3)uv (0, j), α(2)uv (0, j)+ cost(µj)} for j = 1, 2, . . . , p− 1,
α
(≥3)
uv (0, j) := min

α
(1)
uv (0, j− 1] + α(2)uv (µj), α(2)uv (0, j− 1] + α(1)uv (µj),
α
(≥3)
uv (0, j− 1] + α(0)uv (µj), α(≥3)uv (0, j− 1] + α(1)uv (µj),
α
(≥3)
uv (0, j− 1] + α(2)uv (µj), α(≥3)uv (0, j− 1] + α(≥3)uv (µj),
α
(2)
uv (0, j− 1] + α(≥3)uv (µj), α(1)uv (0, j− 1] + α(≥3)uv (µj),
α
(0)
uv (0, j− 1] + α(≥3)uv (µj)

for j = 2, 3, . . . , p.
Then α(≥3)uv (ν) is obtained by
α(≥3)uv (ν) := α(1)uv (0, p)+ cost(≥0)inner + cost(≥0)vu .
We finally show how to compute α(0)uv (ν). The cost α
(0)
uv (ν) is determined by the cost that generates at least one concave
corner on the other side f ovu(ν). Thus,
α(0)uv (ν) := α(≥1)vu (ν) = min{α(1)vu (ν), α(2)vu (ν), α(≥3)vu (ν)},
where terms α(1)vu (ν), α
(2)
vu (ν) and α
(≥3)
vu (ν) can be computed symmetrically.
See νj and νi in Fig. 12, for an example of internal R-nodes.
(Case 2.2) Internal S-nodes: We can compute α(k)uv (ν), k = 0, 1, 2, α(≥3)uv (ν) in an almost similar way as the leaf S-node case.
The difference is that we set α(0)uv (ν) := µi∈Chuv(ν) α(≥0)uivi (µi), cost(≥0)inner := 0, and cost(≥0)vu := 0 for the case of internal
S-nodes.
We can then compute α(k)uv (ν), k = 1, 2, and α(≥3)uv (ν) by the same procedure for the case of internal R-nodes.
See νp and νf in Fig. 12, for an example of internal S-nodes.
(Case 2.3) Internal P-nodes: Let ν be an internal P-node with (u, v) = parent(ν). Denote the set of edges in σ−(ν) as
E−ν = {e1, e2, . . . , ek} in Definition 5 (see Fig. 11(b)). For each virtual edge ei, letµi ∈ Ch(ν) denote the corresponding child.
For each real edge ei, we set α
(0)
uv (µi) := 0, α(1)uv (µi) := α(2)uv (µi) := α(≥3)uv (µi) := ∞.
We first compute
α[1, k− 1] := min
j∗∈{1,2,...,k}
 
1≤i<j∗
α(≥1)vu (µi)+

j∗=i,i≤k−1
α(≥0)uv (µi)+

j∗<i≤k−1
α(≥1)uv (µi)

,
where the second term α(≥0)uv (µj∗) disappears for j∗ = k, and the last term disappears for j∗ ≥ k−1.
We can compute α[1, k − 1] in O(k) time in an incremental way; i.e., we repeat replacing the three terms for
µj∗−1, µj∗ , µj∗+1 in the summation when we change j∗.
Then we can obtain α(0)uv (ν), α
(1)
uv (ν),α
(2)
uv (ν) and α
(≥3)
uv (ν) as follows.
α(0)uv (ν) := α(1)uv (µk)+

1≤i<k
α(≥1)vu (µi),
α(1)uv (ν) := α(1)uv (µk)+ α[1, k− 1],
α(2)uv (ν) := α(2)uv (µk)+ α[1, k− 1],
α(≥3)uv (ν) := α(≥3)uv (µk)+ α[1, k− 1].
See νm, νn, νd, νc, νh in Fig. 12, for an example of internal P-nodes.
(3) Root node: There are three cases based on the node type.
(Case 3.1) Root R-node: According to our choice of the root, no outer edge in f o(σ (ν∗)) is a virtual edge. First we compute
cost(≥0)inner in the same manner with the case of internal R-nodes.
We then choose the first three minimum costs cost1, cost2, cost3 of outer corners in Λo(σ (ν∗)). Finally, the minimum
cost opt(G, cost) of a straight-line drawing of G is given by
opt(G, cost) := cost1 + cost2 + cost3 + cost(≥0)inner.
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(Case 3.2) Root S-node: Let the vertices u0, u1, . . . , up−1 in σ(ν∗) appear in this order along the cycle σ(ν∗) in the clockwise
way. Regarding u0 as up, we apply the procedure for internal S-nodes to the sequence u0, u1, . . . , up−1, up to compute
α
(k)
uv (0, p), k = 0, 1, 2, and α(≥3)uv (0, p).
The missing case in the computation is the case where the outer corner λ0 of the vertex u0 is used as a concave corner of
the outer cycle f o(G).
Hence, the minimum cost opt(G, cost) of a straight-line drawing of G is given by
opt(G, cost) := min{α(≥3)uv (0, p), α(2)uv (0, p)+ cost(λ0)}.
(Case 3.3) Root P-node: Let {u, v} = Vν∗ , and define Eν∗ = {e1, e2, . . . , ek} as in Definition 5. For each virtual edge ei, let
µi ∈ Ch(ν) denote the corresponding child. For each real edge ei, we set α(0)uv (µi) := 0, α(1)uv (µi) := α(2)uv (µi) := α(≥3)uv (µi) :=
∞. Let λu and λv be the outer corners of vertices u and v along the outer cycle f o(G).
(i) We first consider the case where both λu and λv are used as the concave corners of a drawing D of G. In this case, we
need at least one concave corner along one of the paths f ouv(G) and f
o
vu(G). We compute
α(≥1)[1, k] := min
j∗∈{1,2,...,k}
 
1≤i<j∗
α(≥1)vu (µi)+ α(≥0)uv (µj∗)+

j∗<i≤k
α(≥1)uv (µi)

.
Then the minimum cost of a drawing of G in this case is given by
opt1(G, cost) := cost(λu)+ cost(λv)+ α(≥1)[1, k].
(ii) We next consider the case where exactly one of λu and λv is used as one of the concave corners of a drawing D of G.
In this case, we need at least two concave corners along the paths f ouv(G) and f
o
vu(G).
α(≥1,≥1)[1, k] := min
j∗∈{2,...,k−1}
 
1≤i<j∗
α(≥1)vu (µi)+ α(≥0)uv (µj∗)+

j∗<i≤k
α(≥1)uv (µi)

.
α(≥2,≥0)[1, k] := min
j∗∈{2,...,k}

α(≥2)vu (µ1)+

2≤i<j∗
α(≥1)vu (µi)+ α(≥0)uv (µj∗)+

j∗<i≤k
α(≥1)uv (µi)

.
α(≥0,≥2)[1, k] := min
j∗∈{1,...,k−1}
 
1≤i<j∗
α(≥1)vu (µi)+ α(≥0)uv (µj∗)+

j∗<i≤k−1
α(≥1)uv (µi)+ α(≥2)vu (µk)

.
Then the minimum cost of a drawing of G in this case is given by
opt2(G, cost) := min{cost(λu), cost(λv)} +min{α(≥1,≥1)[1, k], α(≥2,≥0)[1, k], α(≥0,≥2)[1, k]}.
(iii) We finally consider the case where neither λu nor λv is used as the concave corners of a drawing D of G. In this case,
we need at least three concave corners along the paths f ouv(G) and f
o
vu(G).
α(≥2,≥1)[1, k] := min
j∗∈{2,...,k−1}
 
1≤i<j∗
α(≥2)vu (µi)+ α(≥0)uv (µj∗)+

j∗<i≤k
α(≥1)uv (µi)

.
α(≥1,≥2)[1, k] := min
j∗∈{2,...,k−1}
 
1≤i<j∗
α(≥1)vu (µi)+ α(≥0)uv (µj∗)+

j∗<i≤k
α(≥2)uv (µi)

.
α(≥3,≥0)[1, k] := min
j∗∈{2,...,k}

α(≥3)vu (µ1)+

2≤i<j∗
α(≥1)vu (µi)+ α(≥0)uv (µj∗)+

j∗<i≤k
α(≥1)uv (µi)

.
α(≥0,≥3)[1, k] := min
j∗∈{1,...,k−1}
 
1≤i<j∗
α(≥1)vu (µi)+ α(≥0)uv (µj∗)+

j∗<i≤k−1
α(≥1)uv (µi)+ α(≥3)vu (µk)

.
Then the minimum cost of a drawing of G in this case is given by
opt3(G, cost) := min{α(≥2,≥1)[1, k], α(≥1,≥2)[1, k], α(≥3,≥0)[1, k], α(≥0,≥3)[1, k]}.
Therefore, the minimum cost of a drawing of G is given by the minimum of the above three cases (i)–(iii); i.e.,
opt(G, cost) := min{opt1(G, cost), opt2(G, cost), opt3(G, cost)}.
See ν∗ in Fig. 12, for an example of the root P-node.
Fig. 12 shows the SPR tree of the biconnected plane graph G in Fig. 10(a), illustrating each step of the algorithm.
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5. Concluding remarks
In this paper, we derived a characterization for a subset A of corners to admit a star-shaped drawing for a biconnected
plane graph G with a prescribed set of concave corners. The characterization includes Thomassen’s characterization [24]
of biconnected plane graphs that admits convex drawings as a special case. We also proved that given a non-negative cost
for each corner in G, a star-shaped drawing that minimizes the total cost of concave corners can be obtained in linear time,
where the cost of a drawing is defined by the sum of costs of concave corners in the drawing.
It is left open to investigate the complexity of the problem of finding a straight-line drawing D of a triconnected plane
graphGwithΛc(D) = A for a prescribed set A of corners. Note that a configuration for a triconnected plane graphG is empty.
Thus, we need to establish a new argument to deal with this problem.
In our companion paper, we studied a problem of finding the best plane embedding of a biconnected planar graph G,
which gives a star-shaped drawing of Gwith the minimum number of concave corners. Based on the effective use of lower
bounds, we proved that, a star-shaped drawing of G with the minimum number of concave corners can be computed in
linear time [11,15].
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