Determination of coefficients for a dissipative wave equation via boundary measurements  by Cipolatti, R. & Lopez, Ivo F.
J. Math. Anal. Appl. 306 (2005) 317–329
www.elsevier.com/locate/jmaa
Determination of coefficients for a dissipative wave
equation via boundary measurements
R. Cipolatti ∗, Ivo F. Lopez
Departamento de Métodos Matemáticos, Instituto de Matemática, Universidade Federal do Rio de Janeiro,
C.P. 68530, Rio de Janeiro, Brazil
Received 16 November 2004
Available online 29 January 2005
Submitted by L. Debnath
Abstract
In this paper we consider the inverse problem of recovering the viscosity coefficient in a dissipative
wave equation via boundary measurements. We obtain stability estimates by considering all possible
measurements implemented on the boundary. We also prove that the viscosity coefficient is uniquely
determined by a finite number of measurements on the boundary provided that it belongs to a given
finite dimensional vector space.
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1. Introduction
Let us consider the following wave equation
∂ttu−∆u+ q∂tu = 0 in (0, T )×Ω, (1.1)
where T > 0, Ω is a smooth bounded domain of RN , N  2, and q ∈ L∞(Ω) is the
viscosity coefficient.
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surements. More precisely, we are interested to recover q by giving boundary data f on
(0, T )× ∂Ω and measuring the corresponding flux ∂u/∂ν on the same set.
These operations are described mathematically by the Dirichlet-to-Neumann opera-
tor Λq , which maps the trace of u into the corresponding flux. So, a general mathematical
question concerning this inverse problem is to know if the knowledge of Λq uniquely de-
termines q , i.e., if the map q → Λq is invertible.
Taking into account the applications, it is important to precise this question. A first one is
to know if the knowledge of Λq(f ) for all f determines q (infinitely many measurements).
A second one is to know if the knowledge of Λq(fj ), for j = 1,2, . . . , k, determines q
(finite number of measurements).
In this paper we consider these two questions. For the first one, we prove a stability
estimate which implies that the map q → Λq (defined on suitable spaces) has a continuous
inverse. Concerning the second question, we prove that q can be uniquely determined by
at most k boundary measurements Λq(f1),Λq(f2), . . . ,Λq(fk) provided that q belongs
to a known k-dimensional vector subspace of L∞(Ω).
Our main results are the following (with the norm ‖Λq‖ defined in the sequel):
Theorem 1.1. Assume that q1, q2 ∈ L∞(Ω). If T > diam(Ω), then there exists C > 0
(depending only on N and Ω) such that
‖q1 − q2‖H−1/2(Ω) C‖Λq1 −Λq2‖. (1.2)
Moreover, if q1, q2 ∈ H N2 +s(Ω) for some s > 0 and ‖qj‖
H
N
2 +s
M , j = 1,2, then, for
each 0 < r < s, there exists Cr > 0 (depending on M) such that
‖q1 − q2‖
H
N
2 +r
 Cr‖Λq1 −Λq2‖θ(r),
where θ(r) = 2(s − r)/(N + 2s + 1). In particular, for each 0 < r < s there exists C˜r such
that
‖q1 − q2‖∞  C˜r‖Λq1 −Λq2‖θ(r).
Theorem 1.2. Assume that T > diam(Ω). Let {ρ1, ρ2, . . . , ρk} a linearly independent sub-
set of L∞(Ω) and consider
X := span{ρ1, ρ2, . . . , ρk}.
Then, for all M > 0, there exist f1, f2, . . . , fk ∈ H 1(Σ) such that any q ∈ X satisfying
‖q‖∞ M is uniquely determined by Λq(fj ), j = 1, . . . , k.
The proof of Theorem 1.1 is presented in Section 2 and is based on the construction
of high oscillatory geometric optics solutions introduced by Calderón [1] (see also [2])
and used by Rakesh and Symes [6] for the (conservative) wave equation. The proof of
Theorem 1.2, which is inspired by the arguments used by Rakesh in [5], is presented in
Section 3.
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Let T > 0, Ω ⊂ RN , N  2 a bounded domain with smooth boundary ∂Ω and q ∈
L∞(Ω). We denote Q := (0, T )×Ω and Σ := (0, T )× ∂Ω . For f ∈ H 1(Σ) we consider
the initial-boundary value problem for the dissipative wave equation:

∂2t u−∆u+ q∂tu = 0, (t, x) ∈ Q,
u(0, x) = ∂tu(0, x) = 0, x ∈ Ω,
u(t, σ ) = f (t, σ ), (t, σ ) ∈ Σ.
(2.1)
It is well known (see [3, Theorem 2.1]) that if f (0) = 0, there exists a unique
u ∈ C([0, T ];H 1(Ω))∩C1([0, T ];L2(Ω))
solution of (2.1) such that the Dirichlet-to-Neumann operator defined by
Λq :H
1(Σ) → L2(Σ), Λq(f ) := ∂u
∂ν
,
is continuous. Therefore, we denote by ‖Λq‖ its norm in L(H 1(Σ),L2(Σ)).
For g ∈ H 1(Σ), we also consider the following backward-boundary value problem,
called the adjoint problem of (2.1):

∂2t v −∆v − q∂tv = 0, (t, x) ∈ Q,
v(T , x) = ∂tv(T , x) = 0, x ∈ Ω,
v(t, σ ) = g(t, σ ), (t, σ ) ∈ Σ
(2.2)
with the corresponding continuous Dirichlet-to-Neumann operator
Λ∗q :H 1(Σ) → L2(Σ), Λ∗q(g) :=
∂v
∂ν
.
Remark. It is easy to check that if u(t, x) is the solution of (2.1) with boundary condition
f (t, σ ), then u˜ defined by u˜(t, x) := u(T − t, x) is the solution of (2.2) with boundary
condition f˜ (t, σ ) := f (T − t, σ ). In particular, we have
Λ∗q(f˜ ) = Λ˜q(f ).
The operators Λq and Λ∗q satisfy the following properties:
Lemma 2.1. We assume that f,g ∈ H 1(Σ). Then we have
T∫
0
∫
∂Ω
Λq(f )(t, σ )g(t, σ ) dσ dt =
T∫
0
∫
∂Ω
Λ∗q(g)(t, σ )f (t, σ ) dσ dt.
Proof. It is a direct consequence of integration by parts; we obtain the result once the
equation in (2.1) is multiplied by v(t, x) and integrated over Q. 
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boundary condition f ∈ H 1(Σ) and v2 is the solution of (2.2) for q = q2 with boundary
condition g ∈ H 1(Σ). Then we have
T∫
0
∫
Ω
(
q1(x)− q2(x)
)
∂tu1(t, x)v2(t, x) dx dt =
T∫
0
∫
∂Ω
(
Λq1(f )−Λq2(f )
)
g dσ dt.
Proof. It is a direct consequence of integration by parts and Lemma 2.1. 
Theorem 2.3. Let q ∈ L∞(Ω), ω ∈ SN−1 and ϕ,ψ ∈ C∞0 (RN) such that suppϕ ∩
Ω¯ = (suppψ − T ω) ∩ Ω¯ = ∅. Then, there exists C > 0 depending on T , ‖q‖L∞(Ω),
‖φ‖H 1(0,T ;L2(Ω)) and ‖ψ‖H 2(0,T ;L2(Ω)) such that, for all λ > 0, there exist
Rλ,q,R
∗
λ,q ∈ C1
([0, T ];L2(Ω))∩C([0, T ];H 10 (Ω))
satisfying Rλ,q(0) = ∂tRλ,q(0) = R∗λ,q(T ) = ∂tR∗λ,q(T ) = 0 a.e. in Ω and

‖∂tRλ,q‖L2(0,T ;L2(Ω))  C,
‖∂tRλ,q‖H−1(0,T ;L2(Ω)) + ‖Rλ,q‖L2(0,T ;L2(Ω))  Cλ ,
‖R∗λ,q‖L2(0,T ;L2(Ω))  Cλ ,
(2.3)
for which the functions u(t, x) and v(t, x) defined by{
u(t, x) := 1iλϕ(x + tω) exp(iλ(x ·ω + t))+Rλ,q(t, x),
v(t, x) := ψ(x + tω) exp(−iλ(x ·ω + t))+R∗λ,q(t, x), (2.4)
are respectively solutions of (2.1) and (2.2). Moreover, the map q → ∂tRλ,q is locally
Lipschitz continuous from L∞(Ω) into L2(0, T ;L2(Ω)). More precisely, if ‖qj‖∞ M ,
j = 1,2, there exists a constant C = C(M) > 0 such that{‖∂tRλ,q1 − ∂tRλ,q2‖L2(0,T ;L2(Ω)) C‖q1 − q2‖∞,
‖∂tRλ,q1 − ∂tRλ,q2‖H−1(0,T ;L2(Ω))  Cλ ‖q1 − q2‖∞.
(2.5)
The proof of Theorem 2.3 is based on the following lemmas.
Lemma 2.4. Let λ > 0, ω ∈ SN−1, q ∈ L∞(Ω) and φ1 ∈ L2(0, T ;L2(Ω)). Let R be the
unique solution of

∂2t R −∆R + q∂tR = 1λh1,
R(0) = ∂tR(0) = 0, x ∈ Ω,
R(t, σ ) = 0, (t, σ ) ∈ Σ,
(2.6)
where h1(t, x) := φ1(t, x) exp(iλ(x · ω + t)). Then, there exists C > 0 (depending on T ,
‖φ1‖L2(0,T ;L2(Ω)) and ‖q‖∞, but independent of λ) such that
‖∂ R‖ 2 2 + ‖R‖ 2 2  C .t L (0,T ;L (Ω)) L (0,T ;L (Ω))
λ
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taking its real part, we get
d
dt
(∫
Ω
∣∣∂tR(t)∣∣2 dx +
∫
Ω
∣∣∇R(t)∣∣2 dx)
 1
λ2
∫
Ω
∣∣h1(t)∣∣2 dx + (1 + 2‖q‖∞)
∫
Ω
|∂tR|2 dx.
Thanks to the Gronwall inequality, we obtain∥∥∂tR(t)∥∥22 + ∥∥∇R(t)∥∥22  C1λ2 ,
where C1 > 0 is a constant which depends on T , ‖φ1‖L2(0,T ;L2(Ω)) and ‖q‖∞. Therefore,
since R ∈ C([0, T ];H 10 (Ω)), the conclusion follows from the Poincaré inequality. 
Lemma 2.5. Let λ > 0, ω ∈ SN−1, q ∈ L∞(Ω) and φ2 ∈ H 1(0, T ;L2(Ω)) such that
φ2(0, x) = 0. Let R be the unique solution of

∂2t R −∆R + q∂tR = h2,
R(0) = ∂tR(0) = 0, x ∈ Ω,
R(t, σ ) = 0, (t, σ ) ∈ Σ,
(2.7)
where h2(t, x) := φ2(t, x) exp(iλ(x ·ω+ t)). Then, there exists a constant C > 0 (depend-
ing on T , ‖φ2‖H 1(0,T ;L2(Ω)) and ‖q‖∞, but independent of λ) such that{‖∂tR‖L2(0,T ;L2(Ω))  C,
‖∂tR‖H−1(0,T ;L2(Ω)) + ‖R‖L2(0,T ;L2(Ω))  Cλ .
Proof. The first inequality is obtained using the same arguments as in the proof of
Lemma 2.4.
We consider w(t, x) := ∫ t0 R(τ, x) dτ and h(t, x) := ∫ t0 h2(τ, x) dτ , where R is the so-
lution of (2.7). Then,

∂2t w −∆w + q∂tw = h;
w(0) = ∂tw(0) = 0 x ∈ Ω,
w(t, σ ) = 0 (t, σ ) ∈ Σ.
Since we have
h(t, x) = 1
iλ
(
φ2(t, x) exp
(
iλ(x ·ω + t))−
t∫
0
∂tφ2(τ, x) exp
(
iλ(x ·ω + τ))dτ
)
,
the same arguments in the proof of Lemma 2.4 give∥∥∂tw(t)∥∥22 + ∥∥∇w(t)∥∥22  C1λ2 ,
where C1 > 0 depends on ‖φ2‖H 1(0,T ;L2(Ω)) and ‖q‖∞. In particular,
C1‖R‖L2(0,T ;L2(Ω)) = ‖∂tw‖L2(0,T ;L2(Ω)) 
λ
. (2.8)
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a constant C2 > 0 such that
‖∂tR‖H−1(0,T ;L2(Ω)) C2‖R‖L2(0,T ;L2(Ω)) (2.9)
and the conclusion follows from (2.8) and (2.9). 
Corollary 2.6. Let λ > 0, ω ∈ SN−1 and ψ1 ∈ H 1(0, T ;L2(Ω)) such that ψ1(T , x) = 0.
Let R be the solution of

∂2t R −∆R − q∂tR = h∗1,
R(T ) = ∂tR(T ) = 0, x ∈ Ω,
R(t, σ ) = 0, (t, σ ) ∈ Σ,
where h∗1(t, x) := ψ1(t, x) exp(−iλ(x · ω + t)). Then, there exists a constant C > 0 (de-
pending on T , ‖q‖∞ and ‖ψ1‖H 1(0,T ;L2(Ω)), but independent of λ) such that
‖∂tR‖H−1(0,T ;L2(Ω)) + ‖R‖L2(0,T ;L2(Ω)) 
C
λ
.
Lemma 2.7. Let λ > 0, ω ∈ SN−1 and ψ2 ∈ H 2(0, T ;L2(Ω)) such that ψ2(T , x) =
∂tψ2(T , x) = 0. Let R be the solution of

∂2t R −∆R − q∂tR = λh∗2,
R(T ) = ∂tR(T ) = 0, x ∈ Ω,
R(t, σ ) = 0, (t, σ ) ∈ Σ,
(2.10)
where h∗2(t, x) := ψ2(t, x) exp(−iλ(x · ω + t)). Then, there exists a constant C > 0 (de-
pending on T , ‖ψ2‖H 2(0,T ;L2(Ω)) and ‖q‖∞, but independent of λ) such that
‖R‖H−1(0,T ;L2(Ω)) 
C
λ
. (2.11)
Proof. We consider
ζ(t, x) :=
T∫
t
T∫
τ
R(s, x) ds dτ, ϑ(t, x) :=
T∫
t
T∫
τ
λh∗2(s, x) ds dτ. (2.12)
Then it is easy to see that

∂2t ζ −∆ζ − q∂t ζ = ϑ;
ζ(0) = ∂t ζ(0) = 0 in Ω,
ζ(t, σ ) = 0, (t, σ ) ∈ Σ.
(2.13)
After integrating by parts two times the second integral in (2.12), we obtain
‖ϑ‖L2(0,T ;L2(Ω)) 
C
λ
.
Multiplying the equation in (2.13) by ∂t ζ , integrating over Ω and taking its real part, we
obtain
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C
λ
and the conclusion follows from the continuity of ∂t . 
Proof of Theorem 2.3. Let ω ∈ SN−1 and consider u the function defined by
u(t, x) := 1
iλ
ϕ(x + tω)eiλ(x·ω+t) +R(t, x).
Then, by a direct calculation we have
(
∂2t −∆+ q∂t
)
u = 1
iλ
[
N∑
i,j=1
ωiωj
∂2ϕ
∂xi∂xj
−∆ϕ + qω · ∇ϕ
]
eiλ(x·ω+t)
+ qϕeiλ(x·ω+t) + (∂2t −∆+ q∂t)R.
Now consider
φ1(t, x) := i
[
N∑
i,j=1
ωiωj
∂2ϕ
∂xi∂xj
(x + tω)−∆ϕ(x + tω)+ q(x)ω · ∇ϕ(x + tω)
]
,
φ2(t, x) := −q(x)ϕ(x + tω).
Since we are assuming that suppϕ ∩ Ω¯ = ∅, it follows that φj ∈ H 1(0, T ;L2(Ω)),
φj (0, x) = 0, j = 1,2. Therefore, if Rλ,q is the solution of

∂2t R −∆R + q∂tR = 1λh1 + h2,
R(0) = ∂tR(0) = 0, x ∈ Ω,
R(t, σ ) = 0, (t, σ ) ∈ Σ,
(2.14)
where hj (t, x) := φj (t, x) exp(iλ(x ·ω+ t)), then we have that u is a solution of (2.1) and
the inequalities in (2.3) follows from Lemmas 2.4 and 2.5.
By the same arguments,
(
∂2t −∆− q∂t
)
v =
[
N∑
i,j=1
ωiωj
∂2ψ
∂xi∂xj
−∆ψ − qω · ∇ψ
]
e−iλ(x·ω+t)
+ iλqψe−iλ(x·ω+t) + (∂2t −∆− q∂t)R∗.
If we denote
ψ1(t, x) := −
[
N∑
i,j=1
ωiωj
∂2ψ
∂xi∂xj
(x + tω)−∆ψ(x + tω)− q(x)ω · ∇ψ(x + tω)
]
,
ψ2(t, x) := −iq(x)ψ(x + tω),
then, ψj ∈ H 2(0, T ;L2(Ω)) and ψj(T , x) = ∂tψj (T , x) = 0, j = 1,2 because (suppψ −
T ω)∩ Ω¯ = ∅.
Therefore, if R∗λ,q is the solution of ∂2t R −∆R − q∂tR = h∗1 + λh∗2,
R(T ) = ∂tR(T ) = 0, x ∈ Ω, (2.15)
R(t, σ ) = 0, (t, σ ) ∈ Σ,
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in (2.3) follows from Corollary 2.6 and Lemma 2.7.
We are now in position to prove inequalities (2.5). Let q1, q2 ∈ L∞(Ω) such that
‖qj‖∞ M . Define S := Rλ,q1 −Rλ,q2 . Then S is the solution of

∂2t S −∆S + q1∂tS = (q2 − q1)∂tRλ,q2 +
( 1
λ
φ1 + φ2
)
(q1 − q2)eiλ(t+ω·x),
S(0) = ∂tS(0) = 0, x ∈ Ω,
S(t, σ ) = 0, (t, σ ) ∈ Σ,
(2.16)
where φ1(t, x) := iω · ∇ϕ(x + tω) and φ2(t, x) := −ϕ(x + tω).
We decompose S as S = S1 + S2 + S3, where

∂2t S1 −∆S1 + q1∂tS1 = (q2 − q1)∂tRλ,q2,
∂2t S2 −∆S2 + q1∂tS2 = 1λ (q1 − q2)φ1eiλ(t+ω·x),
∂2t S3 −∆S3 + q1∂tS3 = (q1 − q2)φ2eiλ(t+ω·x).
With the same arguments used in the proof of Lemmas 2.4 and 2.5, and the first
inequality in (2.3), we obtain that ‖∂tSj‖H−1(0,T ,L2(Ω))  Cλ ‖q1 − q2‖∞, j = 2,3 and‖∂tSj‖L2(0,T ,L2(Ω))  C‖q1 − q2‖∞, j = 1,2,3.
In order to prove that the same estimate holds for S1, let w(t, x) be the function defined
by w(t, x) := ∫ t0 S1(τ, x) dτ . Since Rλ,q2(0, x) = 0, it is easy to see that w satisfies

∂2t w −∆w + q1∂tw = (q2 − q1)Rλ,q2 ,
w(0) = ∂tw(0) = 0, x ∈ Ω,
w(t, σ ) = 0, (t, σ ) ∈ Σ.
Multiplying the equation above by ∂tw, integrating over Ω and taking the real part, we
have
1
2
d
dt
(∥∥∂tw(t)∥∥22 + ∥∥∇w(t)∥∥22)+
∫
Ω
q1
∣∣∂tw(s)∣∣2 dx
 ‖q1 − q2‖∞
∥∥Rλ,q2(t)∥∥2∥∥∂tw(t)∥∥2.
Therefore,∥∥∂tw(t)∥∥22 + ∥∥∇w(t)∥∥22  ‖q1 − q2‖2∞‖Rλ,q2‖2L2(0,T ;L2(Ω))
+ (1 + 2M)
t∫
0
∥∥∂tw(s)∥∥22 ds.
It follows from the Gronwall inequality and (2.3) that∥∥S1(t)∥∥22 = ∥∥∂tw(t)∥∥22  Cλ2 ‖q1 − q2‖2∞
and hence
‖S1‖L2(0,T ;L2(Ω)) 
C
λ
‖q1 − q2‖∞.
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‖∂tS1‖H−1(0,T ;L2(Ω))  C‖S1‖L2(0,T ;L2(Ω))
and the proof is complete. 
Proof of Theorem 1.1. Let ϕ,ψ ∈ C∞0 (Ωε), where
ε = T − diamΩ
2
and Ωε =
{
x ∈ RN \ Ω¯; dist(x,Ω) < ε}.
We have suppϕ ∩ Ω¯ = ∅, (suppψ − T ω) ∩ Ω¯ = ∅ and it follows from Theorem 2.3 that
we can consider u1 and v2 respectively solutions of (2.1) and (2.2) satisfying (2.4).
By Lemma 2.2, it follows that∣∣∣∣∣
T∫
0
∫
Ω
(q1 − q2)∂tu1v2 dx dt
∣∣∣∣∣ ∥∥Λq1(fλ)−Λq2(fλ)∥∥L2(Σ)‖gλ‖L2(Σ)
 ‖Λq1 −Λq2‖‖fλ‖H 1(Σ)‖gλ‖L2(Σ), (2.17)
where{
fλ(t, σ ) := 1iλϕ(σ + tω) exp(iλ(t +ω · σ)),
gλ(t, σ ) := ψ(σ + tω) exp(−iλ(t +ω · σ)), (t, σ ) ∈ Σ. (2.18)
Considering the special form of u1 and v2, we have from (2.17):∣∣∣∣∣
T∫
0
∫
Ω
(
q1(x)− q2(x)
)
ϕ(x + tω)ψ(x + tω) dx dt
∣∣∣∣∣ αλ + βλ + γλ + δλ, (2.19)
where

αλ := 1λ‖q1 − q2‖∞
∫ T
0
∫
Ω
|(ω · ∇ϕ)(|ψ | + |R∗λ,q2 |)|dx dt,
βλ := ‖q1 − q2‖∞
∫ T
0
∫
Ω
|ϕR∗λ,q2 |dx dt,
γλ :=
∣∣∫ T
0
∫
Ω
(q1 − q2)(ψ exp(−iλ(x ·ω + t))+R∗λ,q2)∂tRλ,q1 dx dt
∣∣,
δλ := ‖Λq1 −Λq2‖‖fλ‖H 1(Σ)‖gλ‖L2(Σ).
(2.20)
Since ϕ ∈ C∞0 (Ωε), it follows from the choice of ε that the maps
(t, x) → ϕ(x + tω), (t, x) → ψ(x + tω) and (t, x) → ω · ∇ϕ(x + tω)
belong to H 10 (0, T ;L2(Ω)). Hence, we have from Theorem 2.3 that
αλ  C/λ, βλ  C/λ and γλ  C/λ.
It is clear from (2.18) that there exists a constant C > 0 (depending on Ω but indepen-
dent of λ) such that ‖gλ‖L2(Σ)  C‖ψ‖L2(RN). Moreover, it is not difficult to show that
there exists another constant C > 0 such that
‖fλ‖2H 1(Σ)  C
(
1
λ
‖ϕ‖H 1(RN) + ‖ϕ‖2L2(RN)
)
,and we obtain, after taking the limit as λ → ∞ on the right side of (2.19),
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T∫
0
∫
Ω
(
q1(x)− q2(x)
)
ϕ(x + tω)ψ(x + tω) dx dt
∣∣∣∣∣
 C‖Λq1 −Λq2‖‖ϕ‖L2(RN)‖ψ‖L2(RN).
Let us denote by ρ(x) the zero extension of q1(x)− q2(x) on RN \Ω . Then, if follows
from Fubini theorem that
∣∣∣∣∣
∫
RN
[ T∫
0
ρ(y − sω)ds
]
ϕ(y)ψ(y)dy
∣∣∣∣∣ C‖Λq1 −Λq2‖‖ϕ‖L2(RN)‖ψ‖L2(RN).
(2.21)
By density, we obtain
∣∣∣∣∣
∫
RN
[ T∫
0
ρ(y − sω)ds
]
Φ(y)dy
∣∣∣∣∣ C‖Λq1 −Λq2‖,
where Φ is an arbitrary function of L1(Ωε) satisfying ‖Φ‖L1(Ωε)  1. Hence, we have by
density,
∣∣∣∣∣
T∫
0
ρ(y − sω)ds
∣∣∣∣∣C‖Λq1 −Λq2‖, a.e. in Ωε.
Since T > diam(Ω), ω ∈ SN−1 and suppρ ⊂ Ω , we obtain
∣∣P [ρ](ω, y)∣∣=
∣∣∣∣∣
∞∫
−∞
ρ(y − sω)ds
∣∣∣∣∣ 2C‖Λq1 −Λq2‖, a.e. in RN. (2.22)
For R > 0 such that Ω ⊂ BR , we obtain
∥∥P [ρ]∥∥2
L2(T ) :=
∫
SN−1
∫
ω⊥∩BR
∣∣P [ρ](ω, y)∣∣2 dy dω C‖Λq1 −Λq2‖2, (2.23)
where T := {(ω, y); ω ∈ SN−1, y ∈ ω⊥} is the tangent bundle.
For the X-ray transform, we have the following well-known estimate (see [4]):
‖ρ‖H−1/2(Ω)  C
∥∥P [ρ]∥∥
L2(T ), (2.24)
where C > 0 depends only on N . Combining (2.23) and (2.24), we obtain (1.2). The
conclusion follows from interpolation formulæ and classical Sobolev imbedding theo-
rems. 
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In this section we assume that {ρ1, ρ2, . . . , ρk} is a given linearly independent set of
functions of L∞(RN) such that suppρi ⊂ Ω and X := span{ρ1, ρ2, . . . , ρk}. For each
ω ∈ SN−1 we denote by Pω[ρi] the X-ray transform of ρi in the direction ω, i.e.,
Pω[ρi](x) :=
∞∫
−∞
ρi(x + tω) dt
and, for each d > 0, we denote Ωd := {x ∈ RN \ Ω¯; dist(x,Ω) < d}.
Lemma 3.1. For all d > 0, there exist ωj ∈ SN−1 and ϕj ∈ C∞0 (Ωd), j = 1, . . . , k, such
that the matrix A= (aij ), with entries defined by
aij :=
∫
RN
Pωj [ρi](x)ϕ2j (x) dx, (3.1)
is invertible.
Proof. We proceed by induction on k. For each ω ∈ SN−1 and ϕ ∈ C∞0 (Ωd), we define
ai(ω,ϕ) :=
∫
RN
Pω[ρi](x)ϕ2(x) dx.
If k = 1, there exist ω1 and ϕ1 such that a1(ω1, ϕ1) = 0, because, otherwise we would
have Pω[ρ1](x) = 0 a.e. in Ωd , for all ω ∈ SN−1 and, as a consequence of the properties
of the X-ray transform, ρ1 ≡ 0.
We assume now that the result is true for any linearly independent set of k−1 functions
and we consider X := span{ρ1, ρ2, . . . , ρk}.
If the result is not true for X , we have
det

a1(ω1, ϕ1) · · · a1(ωk,ϕk)... . . . ...
ak(ω1, ϕ1) · · · ak(ωk,ϕk)

= 0,
for all ω1, . . . ,ωk ∈ SN−1 and ϕ1, . . . , ϕk ∈ C∞0 (Ωd). In particular, for fixed ωj and ϕj ,
j = 2, . . . , k, we have
C1a1(ω1, ϕ1)+C2a2(ω1, ϕ1)+ · · · +Ckak(ω1, ϕk) = 0,
∀ω1 ∈ SN−1, ∀ϕ1 ∈ C∞0 (Ωd),
where Cj is the cofactor of aj (ω1, ϕ1).
Using the induction hypothesis, we can chose ω2, . . . ,ωk and ϕ2, . . . , ϕk such that Cj
are not all zero. It follows that∫
Pω1[C1ρ1 + · · · +Ckρk](x)ϕ21(x) dx = 0, ∀ω1 ∈ SN−1, ∀ϕ1 ∈ C∞0 (Ωd).RN
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C1ρ1 + · · · +Ckρk ≡ 0, which is a contradiction.
Hence the proof is complete. 
We are now in position to prove our second main result.
Proof of Theorem 1.2. For ε := (T − diam(Ω))/2, we consider
Ωε =
{
x ∈ RN \ Ω¯; dist(x,Ω) < ε}.
Let ϕ ∈ C∞0 (Ωε). Then suppϕ ∩ Ω¯ = ∅ and (suppϕ − T ω) ∩ Ω¯ = ∅. Hence, we can
consider the functions u and v defined by (2.4) (with ψ = ϕ), where u is a solution of (2.1)
with q1 ∈ X and v is a solution of (2.2) with q2 ∈ X , where the parameter λ > 0 will be
chosen a posteriori.
It follows from Lemma 2.2 that
T∫
0
∫
Ω
(q1 − q2)∂tuv dx dt =
T∫
0
∫
∂Ω
(
Λq1(f )−Λq2(f )
)
g dσ dt. (3.2)
Considering the special form of u1 and v2, we have from above∣∣∣∣∣
T∫
0
∫
Ω
(
q1(x)− q2(x)
)(
ϕ(x + tω))2 dx dt
∣∣∣∣∣ αλ + βλ + γλ + δλ, (3.3)
where

αλ := 1λ‖q1 − q2‖∞
∫ T
0
∫
Ω
|(ω · ∇ϕ)(|ϕ| + |R∗λ,q2 |)|dx dt,
βλ := ‖q1 − q2‖∞
∫ T
0
∫
Ω
|ϕR∗λ,q2 |dx dt,
γλ :=
∣∣∫ T
0
∫
Ω
(q1 − q2)(ϕ exp(−iλ(x ·ω + t))+R∗λ,q2)∂tRλ,q1 dx dt
∣∣,
δλ := ‖Λq1(fλ)−Λq2(fλ)‖L2(Σ)‖gλ‖L2(Σ).
(3.4)
Since ϕ ∈ C∞0 (Ωε), it follows from the choice of ε that the maps
(t, x) → ϕ(x + tω) and (t, x) → ω · ∇ϕ(x + tω)
belong to H 10 (0, T ;L2(Ω)). Hence, we have from Theorem 2.3 that
αλ 
C
λ
‖q1 − q2‖∞, βλ  C
λ
‖q1 − q2‖∞ and γλ  C
λ
‖q1 − q2‖∞,
with C depending on ‖φ‖H 2(0,T ;L2(Ω)). Therefore,∣∣∣∣∣
T∫
0
∫
Ω
(
q1(x)− q2(x)
)(
ϕ(x + tω))2 dx dt
∣∣∣∣∣ Cλ ‖q1 − q2‖∞ + δλ.
As the above inequality is independent of ω and we have (suppϕ ± tω) ∩ Ω¯ = ∅ for
all t such that |t | > T , we can use the Fubini theorem to obtain∫
Pω[q1 − q2](x)ϕ2(x) dx  2C ‖q1 − q2‖∞ + 2δλ.RN
λ
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ϕ1, . . . , ϕk ∈ C∞0 (Ωε) such that the matrixA, with entries aij defined by (3.1), is invertible.
Using those ωj and φj , we obtain
‖q1 − q2‖∞  C
λ
‖q1 − q2‖∞ +Cδλ,
where δλ depends on T , q1, q2, φj and ωj . We now choose λ such that Cλ < 1.
If q1 and q2 are such that Λq1(fλ) = Λq2(fλ) for all ωj and φj , j = 1,2, . . . , k, it
follows that δλ is null. This implies that q1 = q2 and the proof is complete. 
Remark. Using the same arguments, we have the analogous results for the conservative
wave equation. More precisely, Theorems 1.1 and 1.2 hold for the Cauchy problem

∂2t u−∆u+ qu = 0, (t, x) ∈ Q,
u(0, x) = ∂tu(0, x) = 0, x ∈ Ω,
u(t, σ ) = f (t, σ ), (t, σ ) ∈ Σ.
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