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Resumo Nesta dissertac¸a˜o sa˜o estudadas propriedades de uma certa fam´ılia de
grafos, os grafos de Ramanujan. Sa˜o ainda apresentadas e exemplifi-
cadas algumas aplicac¸o˜es destes, nomeadamente a` Teoria dos Co´digos
e a` Criptografia. Em particular, e´ apresentada e demonstrada uma
propriedade dos grafos regulares com base no seu espetro, propriedade
extremal para a fam´ılia dos grafos de Ramanujan. Existindo outras
construc¸o˜es poss´ıveis, esta fam´ılia pode ser constru´ıda, por exemplo,
tal como e´ feito nesta dissertac¸a˜o, enquanto um caso particular de uma
fam´ılia de grafos de Cayley. Os grafos daquela fam´ılia, caracterizando-
se pelo facto de possuirem uma cintura grande, possibilitam, enquanto
grafos expansores, a construc¸a˜o de co´digos LDPC com uma grande
distaˆncia e a construc¸a˜o de func¸o˜es de s´ıntese resistentes a coliso˜es.

Key-words expander graph, Ramanujan graph, LDPC code, cryptographic hash
function
Abstract In this thesis are studied the properties of a certain family of graphs,
the Ramanujan graphs, and are presented and exemplified some of their
applications, namely in Code Theory and Cryptography. Particularly,
is presented and proved a regular graphs property based on their spec-
trum, which is extreme for the Ramanujan graphs family. There are
many possible constructions for this family. In this thesis, the Rama-
nujan graphs are constructed as Cayley graphs. The graphs on that
family, because of their large girth as expander graphs, are suitable to
apply in constructions of LDPC codes and collision-resistant crypto-
graphic hash functions.
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Cap´ıtulo 1
Introduc¸a˜o
Numa era cada vez mais digital torna-se ainda mais estimulante a continuac¸a˜o da
investigac¸a˜o, ensino e aprendizagem nas ditas cieˆncias exatas, sendo a matema´tica uma
delas. Ao longo da sua histo´ria, e em particular das u´ltimas de´cadas da sua existeˆncia,
o ser humano tem provado que e´ pela cieˆncia, e em particular pela matema´tica, que se
tem vindo a contribuir decisivamente e de forma construtiva para o aprofundamento do
seu desenvolvimento cognitivo e para importantes aplicac¸o˜es no aˆmbito das tecnologias
da informac¸a˜o e da comunicac¸a˜o.
Na primeira metade do se´culo XX, o matema´tico ingleˆs Alan Turing, que ficou co-
nhecido como pai da Teoria da Computac¸a˜o, desenvolveu a famosa Ma´quina de Turing
e formalizou o conceito de algoritmo, ambos cruciais para a construc¸a˜o do computador
moderno. Algo que no tempo de vida de Turing seria impensa´vel e´ hoje absolutamente
banal: o contacto poss´ıvel e permanente por meio de conversac¸o˜es virtuais. Nessas
mesmas conversac¸o˜es qualquer mensagem podera´ ser enviada com erros que se preten-
dem detetar (e eventualmente corrigir) atrave´s do que se designara´, nesta dissertac¸a˜o,
por co´digo.
Alguns anos apo´s a morte de Alan Turing, em 1985, surgem em Portugal os pri-
meiros doze terminais de multibanco, apenas no Porto e em Lisboa, estendendo-se a
milhares por todo o pa´ıs nos dias de hoje. Num terminal de multibanco e´ poss´ıvel
efetuar um conjunto de operac¸o˜es, contando com a protec¸a˜o de uma senha sendo que
esta ao ser inserida num destes terminais e´ protegida, pelo que se denominara´ nesta
dissertac¸a˜o, por uma func¸a˜o de s´ıntese, havendo uma probabilidade muito reduzida
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de que a inserc¸a˜o de uma senha diferente da verdadeira seja considerada igualmente
va´lida.
Esta dissertac¸a˜o foi impulsionada pela relevaˆncia das aplicac¸o˜es dos grafos que
ao longo dela sera˜o estudados, em particular, a` Teoria dos Co´digos e a` Criptografia.
Neste sentido procura-se desenvolver esta tema´tica ao longo deste trabalho introduzindo
conceitos e resultados importantes para o estudo das suas aplicac¸o˜es. Comece-se por
enunciar alguns contributos decisivos para o estudo da famı´lia dos grafos de Ramanujan.
Alon, em [2], relaciona o espetro de um grafo com a possibilidade de este ser ou na˜o
expansor, estabelece um majorante para o nu´mero de independeˆncia de um grafo de
Ramanujan na˜o bipartido (ver [17]) e apresenta tambe´m um minorante para o segundo
menor valor pro´prio de um grafo regular.
Margulis, em [19], apresenta uma construc¸a˜o de uma famı´lia de grafos de Cayley
assim como anos mais tarde apresenta, em [20], uma construc¸a˜o para uma famı´lia de
grafos de Ramanujan baseada na pre´via construc¸a˜o de grafos de Cayley em [19].
Lubotzky, Phillips e Sarnak, em [17], ale´m de apresentarem um minorante para a
cintura dos grafos de Ramanujan estudam tambe´m outros paraˆmetros destes grafos tais
como o seu diaˆmetro, caso sejam ou na˜o bipartidos, e o seu nu´mero croma´tico (caso
na˜o sejam bipartidos). Ale´m disso, os autores deste artigo enunciam e demonstram
uma propriedade comum a todos os grafos regulares, indo mais longe e apresentando
uma construc¸a˜o dos grafos de Ramanujan baseada na construc¸a˜o de Margulis em [19],
provando que essa mesma construc¸a˜o conduz a uma famı´lia infinita de grafos de Ra-
manujan.
Em [5], Biggs e Boshier apresentam um majorante para a cintura dos grafos de Ra-
manujan assim como um valor exato para a cintura destes no caso de serem bipartidos.
Em [26], Rosenthal e Vontobel, partindo de [19], constroem uma famı´lia de grafos
de Cayley sem ciclos de comprimento pequeno, ou seja grafos com cintura grande,
com o objetivo de construir bons co´digos LDPC a partir destes grafos. Tambe´m em
[26] e´ referida a construc¸a˜o de Margulis dos grafos de Ramanujan e e´ estabelecida uma
ligac¸a˜o entre a construc¸a˜o de grafos de Ramanujan a partir de grafos de Cayley feita em
[17] e co´digos LDPC sendo tambe´m graficamente comparados os desempenhos de dois
co´digo LDPC (3, 6)-regular (de raza˜o 1
2
) baseados, um deles num grafo de Ramanujan
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(3, 6)-biregular constru´ıdo em [17] e o outro num grafo de Cayley (3, 6)-biregular.
Apresentando a famı´lia dos grafos de Cayley, da qual a famı´lia de grafos de Rama-
nujan constru´ıdos em [17] faz parte, em [29], Vontobel comenta, a` semelhanc¸a de Biggs
e Boshier e tambe´m de Lubotzky, Phillips e Sarnak, a existeˆncia de um valor exato
para a cintura destes u´ltimos grafos. Em [29] e´ tambe´m referido que o resultado obtido
em [17] para o minorante da cintura de um grafo de Ramanujan pode ser estendido a
quaisquer p e q primos, e na˜o apenas a p e q primos, onde p, q ≡ 1 mod 4. Vontobel
explora a construc¸a˜o de Margulis de grafos de Cayley e define os grupos essenciais a`
construc¸a˜o de grafos de Ramanujan feita em [17] demonstrando inclusivamente as suas
respetivas cardinalidades. Em [29] avanc¸a-se tambe´m para conceitos fundamentais da
Teoria dos Co´digos, como e´ o caso da raza˜o de um co´digo, particularmente dos co´digos
LDPC.
No pro´ximo cap´ıtulo sa˜o apresentados alguns conceitos e resultados preliminares
essenciais para o estudo e para uma construc¸a˜o da famı´lia dos grafos de Ramanujan
assim como para as aplicac¸o˜es destes que sera˜o estudadas nos dois u´ltimos cap´ıtulos,
nomeadamente a construc¸a˜o de co´digos LDPC e de func¸o˜es de s´ıntese.
No terceiro cap´ıtulo estuda-se a teoria da famı´lia dos grafos regulares e dos grafos
de Ramanujan em particular, elaborando uma das suas construc¸o˜es (ver [5] e [17]) e
termina-se o cap´ıtulo com diversos resultados acerca da cintura destes grafos, no caso
de serem bipartidos.
De seguida, no quarto cap´ıtulo, e´ feita a construc¸a˜o de co´digos LDPC e e´ apresen-
tado um exemplo que clarifica essa mesma construc¸a˜o ale´m da explicitac¸a˜o da detec¸a˜o
e poss´ıvel correc¸a˜o de erros.
No quinto cap´ıtulo, de forma muito semelhante ao cap´ıtulo anterior, sa˜o apresenta-
das construc¸o˜es de duas func¸o˜es de s´ıntese, uma com base num qualquer grafo expansor
(regular) e outra partindo de um grafo de Ramanujan.
Finalmente, no sexto cap´ıtulo, sa˜o apresentadas as concluso˜es desta dissertac¸a˜o.
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Cap´ıtulo 2
Conceitos e resultados preliminares
Neste cap´ıtulo introduzem-se definic¸o˜es, notac¸o˜es e resultados preliminares de Te-
oria dos Grafos, de A´lgebra Linear e de Teoria dos Nu´meros e Combinato´ria, respeti-
vamente, que sera˜o relevantes ao longo desta dissertac¸a˜o.
2.1 Teoria dos Grafos
Inicia-se este segundo cap´ıtulo de conceitos e resultados preliminares com uma
secc¸a˜o inteiramente dedicada a` Teoria dos Grafos. Nesta secc¸a˜o apresentam-se diversas
definic¸o˜es encadeadas e tambe´m dois lemas essenciais para a propriedade espetral dos
grafos regulares que se apresenta no terceiro cap´ıtulo (ver [8]).
Designa-se por grafo na˜o orientado um terno G = (V (G), E(G), φG), onde o con-
junto de ve´rtices V = V (G) e´ um conjunto numera´vel, o conjunto de arestas E = E(G)
e´ um conjunto disjunto de V e a func¸a˜o de incideˆncia φG e´ tal que, para cada aresta
e ∈ E, φG(e) denota um par na˜o ordenado de elementos, na˜o necessariamente dis-
tintos, de V . Se e ∈ E(G) e´ a aresta que une os ve´rtices u, v ∈ V (G) escreve-se
φG(e) = uv = vu e diz-se que u e v sa˜o os ve´rtices extremos de e. Diz-se que G tem
ordem n se |V (G)| = n. Dadas duas arestas e1, e2 ∈ E(G) diferentes diz-se que e1 e e2
sa˜o arestas paralelas se teˆm os mesmos ve´rtices extremos. Diz-se que e e´ um lacete de
G se existe v ∈ V (G) tal que φG(e) = vv. Um grafo diz-se simples se na˜o conte´m ares-
tas paralelas nem lacetes. Daqui em diante, nesta dissertac¸a˜o, consideram-se apenas
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grafos simples, logo identifica-se uma aresta do grafo com os seus ve´rtices extremos,
isto e´, e = uv.
Dado um grafo G, designa-se por passeio em G toda a sequeˆncia na˜o vazia
P = v0e1v1e2...ekvk,
tal que v0, v1, ..., vk ∈ V (G) e e1, e2, ..., ek ∈ E(G), onde os ve´rtices vi−1 e vi sa˜o os
ve´rtices extremos da aresta ei, para i = 1, ..., k. O ve´rtice v0 designa-se por ve´rtice ini-
cial, os ve´rtices v1, ..., vk−1 designam-se por ve´rtices interme´dios e o ve´rtice vk designa-se
por ve´rtice final do passeio P . Se todas as arestas de P sa˜o distintas enta˜o P diz-se
um trajeto e se, adicionalmente, todos os ve´rtices sa˜o distintos enta˜o P diz-se um ca-
minho. Se um trajeto e´ tal que os ve´rtices inicial e final coincidem enta˜o designa-se
por circuito. A um circuito sem repetic¸a˜o de ve´rtices, com a excec¸a˜o de que v0 = vk,
designa-se por ciclo. Designa-se por comprimento de um passeio P , e denota-se por
comp(P ), o nu´mero de arestas que o constituem, com eventual repetic¸a˜o, e diz-se que
um circuito ou um ciclo com m arestas tem comprimento m. Um grafo diz-se conexo
se entre qualquer par de ve´rtices existe um caminho que os une e diz-se ac´ıclico se na˜o
conte´m qualquer ciclo.
Seja v ∈ V (G), designa-se por grau de v, e denota-se por dG(v), o nu´mero de arestas
incidentes no ve´rtice v e designa-se por vizinhanc¸a de v o conjunto dos vizinhos de v,
ou seja, o conjunto NG(v) = {u ∈ V (G) : uv = vu ∈ E(G)}. Diz-se que u e v sa˜o
ve´rtices adjacentes se existe uma aresta e ∈ E(G) tal que u e v sa˜o ve´rtices extremos
de e. Um grafo diz-se k-regular se todos os seus ve´rtices teˆm grau k e diz-se uma a´rvore
se e´ conexo e ac´ıclico. Uma a´rvore diz-se infinita k-regular se e´ uma a´rvore k-regular
e se tem um nu´mero infinito de ve´rtices.
Diz-se que uma aplicac¸a˜o f : V (H) → V (G) e´ um homomorfismo de um grafo
H para um grafo G se f e´ tal que se xy ∈ E(H) enta˜o f(x)f(y) ∈ E(G) (ver [31]),
isto e´, f preserva as relac¸o˜es de adjaceˆncia. Dado f um homomorfismo de um grafo
conexo H para um grafo G, diz-se que f e´ um homomorfismo de cobertura se para
qualquer ve´rtice v de H, a restric¸a˜o de f a NH(v) e´ injetiva. Nesse caso, diz-se que
H e´ uma cobertura de G ou que H cobre G. Dado um ve´rtice x0 ∈ V (G), denota-se
por TG(x0) a a´rvore que tem x0 como ve´rtice raiz e que e´ obtida da seguinte forma:
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seja NG(x0) = {v1, v2, . . . , vk} tem-se que as arestas de TG(x0) que teˆm x0 como ve´rtice
extremo sa˜o as arestas da forma ei = x0vi, i ∈ {1, ..., k}. Iterativamente, as arestas
que teˆm vi como ve´rtice extremo (e na˜o teˆm x0 como ve´rtice extremo) sa˜o da forma
ej = vi vj, onde j /∈ {1, ..., k}, evitando-se a formac¸a˜o de ciclos nesta construc¸a˜o. Caso
seja escolhido para ve´rtice raiz um outro ve´rtice x1 de G obte´m-se uma a´rvore isomorfa,
isto e´ TG(x0) ∼= TG(x1). Assim sendo, por simplicidade de linguagem, designa-se esta
a´rvore, daqui por diante, por TG. A TG chama-se cobertura universal de G (ver [13]).
Dado um grafo G, designa-se por cintura de G e denota-se por g(G) o comprimento
do circuito de menor comprimento em G, caso tal circuito exista. Caso contra´rio, diz-se
que o grafo possui cintura infinita e escreve-se g(G) =∞. Diz-se que G e´ bipartido se
existe uma partic¸a˜o do seu conjunto de ve´rtices em dois conjuntos X e Y tal que na˜o
existem arestas entre qualquer par de ve´rtices de X nem entre qualquer par de ve´rtices
de Y , sendo que G e´ bipartido se e so´ na˜o admite circuitos de comprimento ı´mpar.
Adicionalmente, se G e´ bipartido e se cada ve´rtice de X tem grau d1 e cada ve´rtice de
Y tem grau d2, diz-se que G e´ (d1, d2)-biregular (ver [3]).
Se G e´ tal que V (G) = {v1, ..., vn} enta˜o designa-se por matriz de adjaceˆncia dos
ve´rtices de G, ou simplesmente matriz de adjaceˆncia de G, e denota-se por AG = (aij),
a matriz quadrada e sime´trica de ordem n, tal que aij = 1, se vivj ∈ E(G) e aij = 0,
caso contra´rio.
Dois grafos G = (V (G), E(G), φG) e H = (V (H), E(H), φH) dizem-se isomor-
fos, denotando-se essa relac¸a˜o de isomorfismo por G ∼= H, se existem duas bijec¸o˜es
ϕ : V (G) → V (H) e ψ : E(G)→ E(H) tais que:
φG(e) = uv se e so´ se φH (ψ(e)) = ϕ(u)ϕ(v),
isto e´, dois grafos dizem-se isomorfos se existe uma bijec¸a˜o entre os respetivos conjuntos
de ve´rtices e uma bijec¸a˜o entre os respetivos conjuntos de arestas que preservam as
relac¸o˜es de adjaceˆncia e de incideˆncia, respetivamente.
O pro´ximo resultado e´ relevante na obtenc¸a˜o de um minorante do valor absoluto
do segundo maior valor pro´prio (em valor absoluto) de um grafo regular e conexo que
sera´ enunciado e provado no pro´ximo cap´ıtulo. Daqui em diante, denote-se por In a
matriz identidade de ordem n.
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Lema 2.1 [28] Seja G um grafo de ordem n, AG a sua matriz de adjaceˆncia e l um
inteiro na˜o negativo. Enta˜o AlG =
(
δ
(l)
ij
)
, onde δ
(l)
ij e´ o nu´mero de passeios distintos de
comprimento l que unem o ve´rtice i ao ve´rtice j em G.
Demonstrac¸a˜o. Seja δ
(l)
ij a entrada (i, j) da matriz A
l
G e seja pij(l) o nu´mero de
passeios de comprimento l entre os ve´rtices i e j do grafo G.
Fazendo a prova por induc¸a˜o sobre l, comece-se por observar que o resultado se
verifica trivialmente para l = 0 pois A0G = In e que, para l = 1, pela definic¸a˜o de
matriz de adjaceˆncia de um grafo o resultado tambe´m se verifica.
Suponha-se que o resultado e´ verdade para l ≥ 1 e considere-se que Al+1G = AlGAG.
Assim, para qualquer aresta vivj tem-se que:
δ
(l+1)
ij =
n∑
r=1
δ
(l)
ir δ
(1)
rj
=
n∑
r=1
pir(l)δ
(1)
rj
= pij(l + 1),
pois o nu´mero de passeios distintos de comprimento l + 1 de vi para vj e´ igual a` soma
do nu´mero de passeios distintos de comprimento l de vi para os ve´rtices vr que sa˜o
adjacentes a vj.
2
Denotando por det(Q) o determinante de uma matriz quadrada Q de ordem n,
diz-se que pA(λ) = det (A− λIn) e´ o polino´mio caracter´ıstico de ordem n de A (ver
[21]) e diz-se que um valor pro´prio de AG e´ um valor pro´prio do grafo G, isto e´, todo o
λ ∈ C que verifica pAG(λ) = 0, definindo-se o espetro de G, e denotando-se por σ(G),
o conjunto de todos os valores pro´prios de G (ver [7]).
Por forma a demonstrar que todo o valor pro´prio da matriz de adjaceˆncia de um
grafo e´ real, considere-se que a matriz P e que o vetor x representam respetivamente
a matriz conjugada da matriz P e o vetor conjugado do vetor x.
Lema 2.2 [9] Sejam G um grafo e λ um valor pro´prio de G enta˜o λ e´ real.
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Demonstrac¸a˜o. Seja λ um valor pro´prio de AG e seja x um vetor pro´prio de
AG associado a λ, isto e´, x diferente do vetor nulo que verifica AGx = λx. Assim,
identificando x como um vetor coluna cujas entradas sa˜o as coordenadas de x, tem-se
que:
λxTx = xTλx
= xTAG x
=
(
ATG x
)T
x
= (AG x)
T x (AG e´ sime´trica)
=
(
AG x
)T
x (AG e´ igual a` sua conjugada)
=
(
λ x
)T
x
= λxTx
Uma vez que x e´ diferente do vetor nulo conclui-se que λ = λ, logo λ e´ real.
2
Como, pelo Lema 2.2, todos os valores pro´prios de um grafo sa˜o reais, estes podem
ser ordenados da seguinte forma:
λ0 ≤ λ1 ≤ ... ≤ λn−1.
Ainda relativamente ao espetro de um grafo G, tem-se que se G conte´m pelo menos uma
aresta e e´ bipartido enta˜o σ(G) e´ sime´trico relativamente a zero, isto e´, se λ ∈ σ(G)
enta˜o −λ ∈ σ(G). Se G e´ um grafo k-regular enta˜o k ∈ σ(G) (ver [9] e [30]).
Depois de introduzidos alguns conceitos e resultados fundamentais da Teoria dos
Grafos seguem-se algumas definic¸o˜es e resultados da A´lgebra Linear tambe´m eles es-
senciais no decorrer deste trabalho.
2.2 A´lgebra Linear
Nesta secc¸a˜o sa˜o apresentados alguns conceitos e resultados no aˆmbito da A´lgebra
Linear, como por exemplo o trac¸o de uma matriz e o Primeiro Teorema do Isomorfismo,
fundamentais na demonstrac¸a˜o da Proposic¸a˜o 3.1 e numa construc¸a˜o de uma famı´lia
de grafos de Ramanujan (ver [23] e [29]), respetivamente.
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Definic¸a˜o 2.3 Define-se o trac¸o de uma matriz quadrada A, e denota-se por tr(A), a
soma dos elementos da sua diagonal principal.
Depois de definido, veja-se uma propriedade importante do trac¸o de uma matriz
(quadrada).
Proposic¸a˜o 2.4 [10] Seja V um espac¸o vetorial de dimensa˜o n. Se M e´ a matriz
de uma aplicac¸a˜o linear ϕ : V → V numa base B de V e se M ′ e´ uma matriz de
ϕ : V → V numa base B′ de V enta˜o tr(M) = tr(M ′).
Demonstrac¸a˜o. Seja mi,j a entrada (i, j) da matriz M e considere-se pM(λ), o
polino´mio caracter´ıstico da matriz M , onde:
pM(λ) = det(M − λIn)
= det

m1,1 − λ m2,1 ... mn,1
m1,2 m2,2 − λ ... mn,2
...
...
. . .
...
m1,n m2,n ... mn,n − λ

Por definic¸a˜o de determinante, pM(λ) = (m1,1−λ)(m2,2−λ)...(mn,n−λ) + rλ, onde
rλ e´ um polino´mio em λ de ordem inferior ou igual a n− 2, concluindo-se que:
pM(λ) = (−1)nλn + (−1)n−1 (m1,1 +m2,2 + ...+mn,n)λn−1 + r˜λ,
onde r˜λ e´ um polino´mio em λ de ordem inferior ou igual a n − 2. O trac¸o de M e´, a
menos de uma mudanc¸a de sinal, o coeficiente associado ao termo de ordem n − 1 de
pM(λ). Ale´m disso, existe uma matriz S de mudanc¸a de base tal que e´ poss´ıvel escrever
M ′ = S−1MS.
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Assim,
pM ′(λ) = det (M
′ − λIn)
= det
(
S−1MS − λIn
)
= det
(
S−1MS − S−1λInS
)
= det
(
S−1 (M − λIn)S
)
= det
(
S−1
) · det(M − λIn) · det(S)
= det(M − λIn)
= pM(λ).
Concluindo-se que o polino´mio caracter´ıstico e´ independente da base utilizada para
a escrita de uma matriz de uma dada aplicac¸a˜o linear, tem-se que, em particular, os
coeficientes associados ao termo de ordem n− 1 de pM(λ) e de pM ′(λ) sa˜o iguais. Logo
tr(M) = tr(M ′).
2
Introduz-se agora o Primeiro Teorema do Isomorfismo fundamental na correspondeˆncia
entre a construc¸a˜o de grafos de Ramanujan elaborada a partir de inteiros de Lipschitz
e na construc¸a˜o de grafos de Ramanujan feita a partir de matrizes do grupo PGL2(Zq),
cuja definic¸a˜o se encontra imediatamente depois deste teorema.
Teorema 2.5 [12] (Primeiro Teorema do Isomorfismo) Se ϕ : G → H e´ um
homomorfismo de grupos, enta˜o ϕ induz um isomorfismo G/Nuc ϕ ∼= Im ϕ.
De seguida definem-se quatro grupos e apresentam-se as suas ordens, essenciais para
a construc¸a˜o apresentada da famı´lia de grafos de Ramanujan em [17].
Denote-se por Fq o corpo finito com q elementos e por F∗q o conjunto Fq \ {0}.
Definic¸a˜o 2.6 1. Define-se o grupo linear geral de ordem 2, denotado por GL2(Fq),
como o grupo das matrizes de ordem 2 invert´ıveis sobre Fq.
2. O grupo linear geral projetivo de ordem 2, denotado por PGL2(Fq), e´ o grupo
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quociente GL2(Fq)/D, onde
D =

 x 0
0 x
 : x ∈ F∗q
 .
3. Define-se o grupo linear especial de ordem 2, denotado por SL2(Fq), como o
grupo das matrizes de ordem 2 invert´ıveis sobre Fq, cujo determinante e´ igual a 1.
4. O grupo linear especial projetivo de ordem 2, denotado por PSL2(Fq), e´ o grupo
quociente SL2(Fq)/D′, onde D′ = {I2,−I2}.
O grupo GL2(Fq) pode ser visto como a unia˜o disjunta de dois conjuntos:
GL2(Fq) =

 a b
c d
 : a 6= 0, b, c ∈ Fq, d 6= a−1bc
⋃

 0 b
c d
 : b, c 6= 0, d ∈ Fq
 .
O grupo SL2(Fq) tambe´m pode ser visto como a unia˜o disjunta de dois conjuntos:
SL2(Fq) =

 a b
c d
 : a 6= 0, b, c ∈ Fq, d = a−1(1 + bc)
⋃

 0 b
c d
 : b 6= 0, c = −b−1, d ∈ Fq
 .
Proposic¸a˜o 2.7 [29] Sejam GL2(Fq) o grupo linear geral de ordem 2, PGL2(Fq)
o grupo linear projetivo de ordem 2, SL2(Fq) o grupo linear especial de ordem 2 e
PSL2(Fq) o grupo linear especial projetivo de ordem 2, enta˜o a cardinalidade de cada
um destes grupos e´, respetivamente:
|GL2(Fq)| = q(q − 1)(q2 − 1).
|PGL2(Fq)| = q(q2 − 1).
|SL2(Fq)| = q(q2 − 1).
|PSL2(Fq)| = q(q
2 − 1)
2
.
Demonstrac¸a˜o. Pela unia˜o disjunta de dois conjuntos e pelos valores que a, b, c e d
podem tomar respetivamente, a cardinalidade de GL2(Fq) e´
(q − 1) · q · q · (q − 1) + 1 · (q − 1) · (q − 1) · q = q(q − 1)(q2 − 1).
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Como a cardinalidade de um grupo quociente G/N e´ o quociente entre a cardinalidade
de G e a cardinalidade de N enta˜o a cardinalidade de PGL2(Fq) e´
q(q − 1)(q2 − 1)
q − 1 = q(q
2 − 1).
Pela unia˜o disjunta de dois conjutos e pelos valores que a, b, c e d podem tomar respe-
tivamente, a cardinalidade de SL2(Fq) e´
(q − 1) · q · q · 1 + 1 · q · (q − 1) · 1 = q(q2 − 1).
Como a cardinalidade de um grupo quociente G/N e´ o quociente entre a cardinalidade
de G e a cardinalidade de N enta˜o a cardinalidade de PSL2(Fq) e´ q(q
2−1)
2
.
2
2.3 Teoria dos Nu´meros e Combinato´ria
Nesta secc¸a˜o sa˜o apresentadas duas definic¸o˜es que sera˜o u´teis ao longo do texto,
fundamentalmente na construc¸a˜o dos co´digos LDPC (ver [1] e [29]). Apresenta-se
tambe´m a fo´rmula de Stirling para uma aproximac¸a˜o de n!, observa-se que −1 e´ res´ıduo
quadra´tico de qualquer primo da forma 4n+1 e o teorema de Jacobi que da´ o nu´mero de
representac¸o˜es de um nu´mero ı´mpar positivo como soma de quatro quadrados. Todos
estes resultados sera˜o relevantes no pro´ximo cap´ıtulo para a obtenc¸a˜o de um resultado
sobre o espetro de um grafo regular (Proposic¸a˜o 3.1) e na construc¸a˜o dos grafos de
Ramanujan feita em [17].
Definic¸a˜o 2.8 Sejam a inteiro e p primo. Diz-se que a e´ um res´ıduo quadra´tico
mo´dulo p se a congrueˆncia x2 ≡ a mod p tem exatamente duas soluc¸o˜es distintas.
Se a congrueˆncia na˜o tem soluc¸o˜es enta˜o diz-se que a e´ um na˜o res´ıduo quadra´tico
mo´dulo p.
Definic¸a˜o 2.9 Sejam a inteiro e p primo. Define-se o s´ımbolo de Legendre como:
(
a
p
)
=

0, se p | a
1, se a e´ res´ıduo quadra´tico mo´dulo p
−1, se a e´ na˜o res´ıduo quadra´tico mo´dulo p
13
Teorema 2.10 (Fo´rmula de Stirling) [8] Para cada inteiro n ≥ 1 verificam-se as
seguintes desigualdades:
√
2pin nn e−n < n! <
√
2pin nn e−n+
1
12n .
Corola´rio 2.11 Para cada inteiro m ≥ 1, verificam-se as seguintes desigualdades:
√
pim
pim
22me−
1
6m <
(
2m
m
)
<
√
pim
pim
22me
1
24m .
Demonstrac¸a˜o. Pelo Teorema 2.10 tem-se que:
√
4pim (2m)2m e−2m < (2m)! <
√
4pim (2m)2m e−2m+
1
24m (2.1)
e
√
2pim mm e−m < m! <
√
2pim mm e−m+
1
12m . (2.2)
De (2.2) tem-se que:
2pim m2m e−2m < m!m! < 2pim m2m e−2m+
1
6m . (2.3)
Assim, de (2.1) e de (2.3) vem que:
√
4pim (2m)2m e−2m
2pim m2m e−2m+
1
6m
<
(2m)!
m!m!
=
(
2m
m
)
<
√
4pim (2m)2m e−2m+
1
24m
2pim m2m e−2m
.
Logo, tal como pretendido, tem-se que:
√
pim
pim
22me−
1
6m <
(
2m
m
)
<
√
pim
pim
22me
1
24m .
2
Teorema 2.12 [9] Seja p um primo ı´mpar. A congrueˆncia x2 ≡ −1 mod p tem duas
soluc¸o˜es distintas se e so´ se p ≡ 1 mod 4.
Teorema 2.13 (Teorema de Jacobi) [22] Se n e´ inteiro ı´mpar positivo enta˜o o
nu´mero de representac¸o˜es de n como soma de quatro quadrados e´ r4(n) = 8
∑
d | n
4 - d
d .
14
Considere-se agora Z, o conjunto dos nu´meros inteiros. Define-se
L(Z) = {α = a0 + a1i+ a2j + a3k | at ∈ Z, t = 0, 1, 2, 3}
o conjunto dos inteiros de Lipschitz, onde
i2 = j2 = k2 = −1, ij = k, jk = i, ki = j, ik = −j, kj = −i e ji = −k.
Diz-se que
α = a0 + a1i+ a2j + a3k ∈ L(Z)
e´ congruente com
β = b0 + b1i+ b2j + b3k ∈ L(Z)
mo´dulo n, e escreve-se α ≡ β mod n, se
al ≡ bl mod n, para l ∈ {0, 1, 2, 3}.
Definic¸a˜o 2.14 Diz-se que  6= 0 e´ uma unidade de L(Z) se existe α ∈ L(Z) tal que
α = 1.
Nota 2.15 Note-se que se  e´ uma unidade de L(Z) e α ∈ L(Z) enta˜o existe uma
unidade ′ de L(Z) tal que α = α′, onde , ′ ∈ L(Z). Um inteiro de Lipschitz  e´
uma unidade se e so´ se N() = 1.
Conclu´ıdo que esta´ o segundo cap´ıtulo, tendo ja´ apresentado os conceitos e resulta-
dos essenciais para estudar os grafos de Ramanujan, avanc¸a-se para uma propriedade
espetral dos grafos de Ramanujan, para a construc¸a˜o feita em [17] e para o estudo da
cintura dos grafos de Ramanujan bipartidos.
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Cap´ıtulo 3
Grafos de Ramanujan
Neste cap´ıtulo, comec¸a-se por enunciar e demonstrar uma proposic¸a˜o transversal
a todos os grafos regulares e de seguida, contando com o aux´ılio de diversos lemas
enunciados ao longo da pro´pria construc¸a˜o, e´ constru´ıda uma famı´lia de grafos de
Ramanujan partindo da famı´lia dos grafos de Cayley. E´ ainda apresentado um resultado
que determina um minorante e um majorante para a cintura destes grafos. Como
consequeˆncia sa˜o deduzidos resultados exatos para a sua cintura (ver [5] e [17]). Inicia-
se este cap´ıtulo, partindo do espetro de um grafo conexo e regular, com uma secc¸a˜o
dedicada a uma condic¸a˜o verificada por estes grafos, condic¸a˜o essa verificada de forma
extremal pelos grafos de Ramanujan sendo estes u´ltimos considerados como o´timos no
seu comportamento enquanto grafos expansores. Ale´m disso, os grafos de Ramanujan
teˆm uma cintura grande originando por isso bons co´digos LDPC regulares.
3.1 Caracterizac¸a˜o dos grafos de Ramanujan
Nesta secc¸a˜o apresenta-se uma propriedade transversal a todos os grafos regulares
sobre o segundo maior valor pro´prio (em valor absoluto). Os grafos de Ramanujan sa˜o
os grafos regulares que verificam o caso extremo desta propriedade.
Considere-se X = Xn,k um grafo conexo, k-regular e de ordem n e considerem-se
tambe´m todos os seus valores pro´prios (ver [16]):
k = λ0 > λ1 ≥ ... ≥ λn−1, com |λi| ≤ k,∀i ∈ {0, 1, ..., n− 1}.
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Note-se que na ordenac¸a˜o dos valores pro´prios de X estabelece-se a desigualdade
estrita λ0 > λ1 pois X e´ conexo (ver [9]).
Seja λ(X) = max
0≤i≤n−1
{|λi| : |λi| 6= k}. Apresente-se a propriedade referida no in´ıcio
desta secc¸a˜o.
Proposic¸a˜o 3.1 [17] Se X e´ um grafo k-regular de ordem n enta˜o verifica-se a seguinte
desigualdade:
lim
n→+∞
λ (X) ≥ 2√k − 1.
Demonstrac¸a˜o. Seja AX a matriz de adjaceˆncia de X. Enta˜o, pelo Lema 2.1,
AlX =
(
δ
(l)
ij
)
, onde δ
(l)
ij e´ o nu´mero de passeios distintos de comprimento l que unem o
ve´rtice i ao ve´rtice j em X. Sejam k = λ0 > λ1 ≥ ... ≥ λn−1 os valores pro´prios de
AX . Pela Proposic¸a˜o 2.4 podem escolher-se os vetores pro´prios associados aos valores
pro´prios de AX para a constituic¸a˜o de uma base de Rn (ver [7]) de tal forma que:
n−1∑
j=0
λlj =
∑
j
δ
(l)
jj . (3.1)
Seja T k a a´rvore k-regular que e´ cobertura universal de X. Assim, tem-se que
δ
(l)
jj ≥ ρ(l),∀j ∈ {0, ..., n− 1}, (3.2)
onde ρ(l) e´ o nu´mero de passeios distintos de tamanho l em T k que unem um ve´rtice
x0 arbitra´rio a ele pro´prio.
Por (3.1) e (3.2) tem-se que
n−1∑
j=0
λlj ≥ nρ(l). (3.3)
Removendo os dois maiores valores pro´prios em valor absoluto, λ0 = k e λn−1 ou
λ0 = k e λ1, tem-se que λ(X)
2l ≥ λ2li , onde i ∈ {1, ..., n − 2} ou i ∈ {2, ..., n − 1},
respetivamente.
Assim,
(n− 2)λ(X)2l ≥
n−1∑
j=0
λ2lj − λ2l0 − λ2lt ,
onde t = 1 ou t = n− 1.
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Como λn−1 ≤ λ0 e λn−1 ≥ −λ0 (ver [32]) enta˜o
λ2ln−1 ≤ λ2l0 .
Ale´m disso λ1 < λ0. Assim,
λ2l0 + λ
2l
1 ≤ 2λ2l0 = 2k2l
e
λ2l0 + λ
2l
n−1 ≤ 2λ2l0 = 2k2l,
concluindo-se, por isso, que
(n− 2)λ(X)2l ≥
n−1∑
j=0
λ2lj − 2k2l. (3.4)
De (3.3) e (3.4) tem-se que:
λ(X)2l ≥ n
n− 2ρ(2l)−
2k2l
n− 2
≥ ρ(2l)− 2k
2l
n− 2 .
Obviamente ρ(2l) ≥ ρ′(2l), onde ρ′(2l) e´ o nu´mero total de passeios distintos de com-
primento 2l em T k que comec¸am e terminam em x0 pela primeira vez, para qualquer
ve´rtice arbitra´rio x0.
Considere-se, em T k, o passeio v0, y1, v1, ..., y2l, v2l de comprimento 2l onde ym e´ uma
aresta, ∀m ∈ {1, ..., 2l}. Partindo de v0, sem perda de generalidade, existem k pos-
sibilidades de escolha de um ve´rtice v1 adjacente a v0. Escolhido v1, existem agora
k − 1 possibilidades de escolha de um outro ve´rtice da vizinhanc¸a de v1, com excec¸a˜o
de v0, pois existe uma e uma so´ possibilidade de voltar imediatamente a v0. Tal como
em v1, em todos os outros ve´rtices vt, t ∈ {2, ..., 2l}, do passeio (com excec¸a˜o de v0)
existem k− 1 possibilidades de escolha de um ve´rtice adjacente caso na˜o se pretenda a
repetic¸a˜o da aresta yt ja´ percorrida ou existe apenas uma possibilidade caso se percorra
de novo a aresta yt. Assim sendo, existem k · (k − 1)l−1 · 1l possibilidades de escolha
dos ve´rtices para um passeio de comprimento 2l que comece em v0 e termine em v2l.
Como se pretende um passeio de v0 a v2l e´ poss´ıvel associar cada um destes passeios a
um perfil montanhoso (ver [8], pa´gina 150, exerc´ıcio 6.5) da seguinte forma: a v0 faz-se
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corresponder o ponto de coordenadas (0, 0) e a v2l faz-se corresponder o ponto de coor-
denadas (2l, 0). Ale´m disso, considerando y0 = v−1v0 uma aresta artificial onde v−1 e´
um ve´rtice artificial, se em T k e´ percorrida uma aresta ym = vm−1vm no sentido de vm−1
para vm enta˜o e´ desenhado, no perfil montanhoso, um segmento de reta entre o ponto
(m− 1,m− 1) e o ponto (m,m). Caso seja percorrida, em T k, a aresta ym = vm−1vm
no sentido de vm para vm−1 enta˜o e´ desenhado, no perfil montanhoso, um segmento de
reta entre o ponto de coordenadas (m,m) e o ponto de coordenadas (m + 1,m − 1)
existindo por isso Cl−1 = 1l
(
2l−2
l−1
)
perfis montanhosos diferentes de comprimento 2l,
onde Cl−1 denota o nu´mero de Catalan de ordem l − 1. Assim,
ρ′(2l) =
1
l
(
2l − 2
l − 1
)
k(k − 1)l−1.
Deste modo, uma vez que ρ(2l) ≥ ρ′(2l) e que λ(X)2l ≥ ρ(2l)− 2k2l
n−2 tem-se que:
λ(X)2l ≥ ρ′(2l)− 2k
2l
n− 2
=
1
l
(
2l − 2
l − 1
)
k(k − 1)l−1 − 2k
2l
n− 2 .
Para k > 1, k(k − 1) > (k − 1)(k − 1), logo:
λ(X)2l >
1
l
(
2l − 2
l − 1
)
(
√
k − 1)2l − 2k
2l
n− 2 ,∀l ∈ N.
Para qualquer l ∈ N vem que,
lim
n→+∞
λ(X)2l ≥ 1
l
(
2l − 2
l − 1
)
(
√
k − 1)2l. (3.5)
Por outro lado, pelo Corola´rio 2.11, tem-se que, para m ∈ N,
√
pim
pim
22me−
1
6m <
(
2m
m
)
<
√
pim
pim
22me
1
24m . (3.6)
Como
lim
m→+∞
[(√
pim
pim
22me−
1
6m
) 1
2m+2
]
= 2 e lim
m→+∞
[(√
pim
pim
22me
1
24m
) 1
2m+2
]
= 2,
enta˜o (
2m
m
) 1
2m+2
→ 2 quando m→ +∞. (3.7)
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Para m = l − 1 tem-se que 2m = 2l − 2. Logo 1
2m+2
= 1
2l
. Assim, e tambe´m por
(3.7), tem-se que:
(
2l − 2
l − 1
) 1
2l
→ 2 quando l→ +∞. (3.8)
Por (3.6), prova-se que a func¸a˜o f(x) :=
(
1
x
) 1
2x
(
2x−2
x−1
) 1
2x e´ crescente. Por outro lado,
intui-se que esta func¸a˜o tende para g(x) := 2 por valores inferiores. Ilustra-se esta
tendeˆncia na figura 3.1.
Figura 3.1: Gra´ficos das func¸o˜es f e g
Assim, por (3.5) e (3.8), tem-se que
lim
n→+∞
λ (X) ≥ lim
l→+∞
[(
1
l
) 1
2l
(
2l − 2
l − 1
) 1
2l√
k − 1
]
= 2
√
k − 1.
2
Dentro da famı´lia dos grafos regulares existem grafos que verificam uma condic¸a˜o
extremal, grafos esses que se definem de seguida (ver [17]).
Definic¸a˜o 3.2 Seja X um grafo k-regular. Diz-se que X e´ um grafo de Ramanujan se
λ(X) ≤ 2√k − 1.
Ale´m da definic¸a˜o e´ poss´ıvel explicitar uma construc¸a˜o de uma famı´lia de grafos de
Ramanujan partindo dos grafos de Cayley.
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3.2 Grafos de Cayley
Nesta secc¸a˜o sera˜o definidos e exemplificados os grafos de Cayley. Com base nestes
sera´ constru´ıda uma famı´lia de grafos de Ramanujan (ver [17]), construc¸a˜o essa que
sera´ apresentada na secc¸a˜o seguinte.
Seja S um conjunto e 〈H, ∗〉 um grupo, onde H e´ um conjunto e ∗ e´ uma operac¸a˜o
bina´ria. Diz-se que S ⊆ H e´ gerador de H se ∀h ∈ H h = s1...st, com s1, ..., st ∈ S.
S e´ gerador sime´trico de H se S e´ gerador de H e se S = S−1, onde S−1 denota
o conjunto constitu´ıdo por todos os inversos dos elementos de S. Define-se grafo de
Cayley X(H,S) como um grafo que admite V = H como o seu conjunto de ve´rtices e
E = {v(v ∗ s) | v ∈ V, s ∈ S} como o seu conjunto de arestas (ver [29]).
Exemplo 3.3 Considere-se o grupo 〈H, ∗〉 = 〈Z8,+〉 e o conjunto S = {−3, 3}. Assim:
VX(H,S) = Z8 e EX(H,S) = {h(h+ s) : h ∈ Z8, s ∈ S}
Desta forma, obte´m-se o seguinte grafo de Cayley X(H,S) 2-regular:
4
5 3
6 2
7 1
0
3.3 Construc¸a˜o LPS
Nesta secc¸a˜o propo˜e-se uma construc¸a˜o de uma famı´lia de grafos de Ramanujan,
com base na famı´lia dos grafos de Cayley, proposta em [17] por Lubotzky, Phillips e
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Sarnak. Denominar-se-a´ esta construc¸a˜o, daqui por diante, por construc¸a˜o LPS. Para
esta construc¸a˜o recorre-se a conceitos e resultados preliminares do segundo cap´ıtulo.
Considerem-se dois primos p e q distintos tais que p, q ≡ 1 mod 4.
Va˜o ser constru´ıdos grafos de Ramanujan, que se denotara˜o daqui por diante por
Xp,q, enquanto grafos de Cayley (p+ 1)-regulares. Prova-se que se
(
p
q
)
= 1 enta˜o Xp,q
na˜o e´ bipartido e a sua ordem e´
q(q2−1)
2
e que se
(
p
q
)
= −1 enta˜o Xp,q e´ bipartido e a
sua ordem e´ q (q2 − 1).
Por forma a iniciar a construc¸a˜o LPS de Xp,q relembre-se o conjunto dos inteiros
de Lipschitz:
L(Z) = {α = a0 + a1i+ a2j + a3k | at ∈ Z, t = 0, 1, 2, 3},
onde i2 = j2 = k2 = −1, ij = k, jk = i, ki = j, ik = −j, kj = −i e ji = −k.
Dado α = a0 + a1i+ a2j + a3k ∈ L(Z), o seu conjugado e a sua norma sa˜o
α¯ = a0 − a1i− a2j − a3k e N(α) = αα¯ = a20 + a21 + a22 + a23,
respetivamente, definindo-se como componentes de α os at com t ∈ {0, 1, 2, 3}.
Por simplicidade de linguagem denomina-se, daqui por diante, um inteiro de Lips-
chitz por quaternia˜o.
Lema 3.4 [17] Seja α = a0 +a1i+a2j+a3k ∈ L(Z) tal que N(α) = p e p ≡ 1 mod 4.
Enta˜o exatamente uma das componentes de α e´ ı´mpar.
Demonstrac¸a˜o. Claramente o quadrado de um nu´mero ı´mpar e´ um nu´mero ı´mpar
congruente com 1 mod 4 e o quadrado de um nu´mero par e´ um nu´mero par congruente
com 0 mod 4. Como p ≡ 1 mod 4 e p = a20 + a21 + a22 + a23 enta˜o exatamente uma das
componentes de α e´ ı´mpar.
2
Continue-se a considerar p e q primos distintos, com p, q ≡ 1 mod 4 e seja i tal
que i2 ≡ −1 mod q. Note-se que, pelo Teorema 2.12, existe i que verifica esta condic¸a˜o
pois q ≡ 1 mod 4. Pelo Teorema 2.13, tem-se que existem 8(p + 1) formas diferentes
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de escrever p como soma de quatro quadrados. A cada uma dessas formas associa-se
um quaternia˜o cuja norma e´ p. Se α e´ um desses quaternio˜es enta˜o existe uma unidade
 ∈ L(Z) tal que α ≡ 1 mod 2, isto e´, a sua parte real e´ um inteiro ı´mpar positivo.
Assim, existem exatamente p + 1 quaternio˜es com a0 inteiro ı´mpar positivo e com
a1, a2, a3 inteiros pares. Seja S = {α1, α¯1, α2, α¯2, ..., αs, α¯s} o conjunto destes p+1 qua-
ternio˜es. A cada um destes quaternio˜es da forma α = a0 + a1i+ a2j + a3k associa-se a
matriz
A =
 a0 + ia1 a2 + ia3
−a2 + ia3 a0 − ia1
 mod q,
onde det(A) = p.
Tendo quaternio˜es de norma p, procura-se de seguida, no Lema 3.6, escrever um
quaternia˜o com norma pk, de forma u´nica, como um produto de quaternio˜es de norma p.
Para isso comece-se por definir palavra reduzida e por estabelecer o pro´ximo resultado.
Diz-se que u e´ uma palavra reduzida de comprimento m em S se u e´ o produto de m
elementos de S sem fatores da forma αiα¯i nem da forma α¯iαi, onde 1 ≤ i ≤ s, e denota-
se por Rm(α1, ..., α¯s) o conjunto de todas as palavras reduzidas de comprimento m, em
S.
Teorema 3.5 [15] Seja α ∈ L(Z). Se a | N(α) enta˜o existe γ ∈ L(Z) tal que N(γ) = a
e γ | α.
Lema 3.6 [17] Todo o α ∈ L(Z) que verifica N(α) = pk pode ser escrito de forma
u´nica como:
α = prrm,
onde  e´ uma unidade de L(Z), 2r +m = k, e rm ∈ Rm(α1, ..., αs).
Demonstrac¸a˜o.
Seja S = {α1, ..., αs} o conjunto dos quaternio˜es com norma p e Rm(α1, ..., αs) o
conjunto das palavras reduzidas de comprimento m, em S.
Fazendo a prova deste lema por induc¸a˜o sobre k comece-se por provar que e´ verda-
deiro para k = 1.
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Seja α tal que N(α) = p, logo α = αα
′, onde α e´ uma unidade de L(Z) e α′ ∈ S.
Assim, como 2r + m = 1 e r,m ≥ 0 inteiros enta˜o r = 0 e m = 1, logo α pode ser
escrito como
α = αα
′
= α · p0 · α′
e α′ ∈ R1(α1, ..., αs).
Assumindo que o resultado se verifica para k− 1, mostre-se que tambe´m se verifica
para k.
Seja α tal que N(α) = pk. Como pk−1 | pk, enta˜o, pelo Teorema 3.5, existe γ ∈ L(Z)
tal que N(γ) = pk−1 e γ | α.
Assim, por hipo´tese de induc¸a˜o, γ =  · pr · rm, onde  e´ uma unidade de L(Z),
2r +m = k − 1, e rm ∈ Rm(α1, ..., αs).
Ale´m disso, como γ | α enta˜o existe β tal que α = γβ, onde N(β) = p. Assim,
β = β · β′, onde β′ ∈ S e
α = γβ
=  · pr · rm · β · β′
= ′ · pr · rm · β′,
por m aplicac¸o˜es da Nota 2.15, onde ′ e´ uma unidade de L(Z).
Pode escrever-se rm como o produto de uma palavra reduzida de comprimento m−1
por uma palavra reduzida de comprimento 1, isto e´,
rm = r
′
m−1 · r′1,
com r′m−1 ∈ Rm−1(α1, ..., αs) e r′1 ∈ R1(α1, ..., αs). Tem-se duas possiblidades para r′1:
(i) r′1 = β′: Neste caso,
α = ′ · pr · r′m−1 · β′ · β
= ′ · pr+1 · r′m−1,
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e2(r + 1) +m− 1 = (2r +m) + 1
= k − 1 + 1 (por hipo´tese de induc¸a˜o)
= k.
(ii) r′1 6= β′: Neste caso,
α = ′ · pr · r′m−1 · r′1 · β′
= ′ · pr · r′m+1,
onde r′m+1 ∈ Rm+1(α1, ..., αs) e
2r + (m+ 1) = k − 1 + 1 (por hipo´tese de induc¸a˜o)
= k.
2
Como consequeˆncia, tem-se o seguinte corola´rio.
Corola´rio 3.7 [17] Se α ≡ 1 mod 2 e N(α) = pk enta˜o pode representar-se α de
forma u´nica, onde:
α = ±prrm, 2r +m = k.
Depois destes dois u´ltimos resultados prossegue-se este trabalho com a concretizac¸a˜o
da construc¸a˜o de uma famı´lia de grafos de Ramanujan enquanto grafos de Cayley
(ver [5] e [17]).
Considere-se Λ′(2) o conjunto de todos os α ∈ L(Z) tais que:
α ≡ 1 mod 2, a0 > 0 e N(α) = pν , para algum ν ∈ Z na˜o negativo, e seja Λ(2)
o conjunto das classes de equivaleˆncia obtidas de Λ′(2) identificando α com β sempre
que e´ poss´ıvel escrever ±pν1α = pν2β, para alguns ν1, ν2 ∈ Z na˜o negativos. Assim, as
classes de equivaleˆncia que formam o grupo Λ(2) verificam:
[α][β] = [αβ] e [α][α¯] = [αα¯] = [N(α)] = [pν · 1] = [1].
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Deste modo, o grafo de Cayley Y p,q = X1(H,S) que tem como grupo H = Λ(2) e
como conjunto sime´trico S = {α ∈ L(Z) : N(α) = p, a0 e´ inteiro ı´mpar positivo}, e´
uma a´rvore infinita (p+ 1)-regular.
Defina-se agora o subgrupo normal Λ(2q) de Λ(2) por
Λ(2q) = {[α] ∈ Λ(2) : 2q | aj, j = 1, 2, 3}
e considere-se o grafo de CayleyXp,q = X2(H
′, S) que tem como grupoH ′ = Λ(2)/Λ(2q)
e S como conjunto sime´trico. Prova-se que Xp,q e´ grafo de Ramanujan.
De seguida, por forma a ser utilizado nos pro´ximos cap´ıtulos, constro´i-se Xp,q com
base no grupo PGL2 (Zq).
Proposic¸a˜o 3.8 [17] Seja
ϕ : Λ(2) → PGL2(Zq)
[α] 7→
 a0 + ia1 a2 + ia3
−a2 + ia3 a0 − ia1
 ,
enta˜o
Im ϕ =
PGL2 (Zq) se
(
p
q
)
= −1
PSL2 (Zq) se
(
p
q
)
= 1.
Demonstrac¸a˜o.
A demonstrac¸a˜o desta proposic¸a˜o sai do aˆmbito desta dissertac¸a˜o, recorrendo-se no-
meadamente a` teoria das se´ries singulares de Hardy e Littlewood e a` teoria das equac¸o˜es
quadra´ticas diofantinas. Para uma melhor compreensa˜o aconselha-se a consulta de [17].
2
Assim, pelo Teorema 2.5, uma vez que Nuc ϕ = Λ(2q) tem-se que:Λ(2)/Λ(2q)
∼= PGL2 (Zq) se
(
p
q
)
= −1
Λ(2)/Λ(2q) ∼= PSL2 (Zq) se
(
p
q
)
= 1.
Conclui-se por isso que, atrave´s de ϕ, se faz corresponder cada gerador de S = {α1, ..., αs}
a uma matriz de PGL2 (Zq) cujo determinante e´ p, logo o grafo Xp,q pode ser identifi-
cado com Λ(2)/Λ(2q).
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Teorema 3.9 Xp,q e´ um grafo de Ramanujan.
Demonstrac¸a˜o. Para a demonstrac¸a˜o de que Xp,q, pela forma como e´ constru´ıdo,
e´ um grafo de Ramanujan recorre-se a conceitos e resultados que ultrapassam o aˆmbito
desta dissertac¸a˜o, nomeadamente na Teoria da Medida, na ac¸a˜o de grupos de isometrias
e em se´ries de Eisenstein. Para a compreensa˜o (da complexidade) desta demonstrac¸a˜o
aconselha-se a consulta de [17]. 2
Depois da construc¸a˜o LPS, procuram-se agora estabelecer resultados para a cintura
destes grafos, no caso de serem bipartidos (ver [5]).
3.4 Cintura de grafos de Ramanujan bipartidos
Tal como referido no primeiro cap´ıtulo, foram va´rios os autores que apresentaram
minorantes, majorantes e resultados exatos para a cintura dos grafos de Ramanujan
que sera˜o apresentados nesta secc¸a˜o. Comece-se por apresentar algumas definic¸o˜es (ver
[14]) e resultados acerca de Λ(2q) por forma a culminar na apresentac¸a˜o desses valores
para a cintura.
Definic¸a˜o 3.10 Seja G um grafo e sejam v1, v2 ∈ V (G). Diz-se que G e´ ve´rtice-
transitivo se existe um automorfismo η : V (G) → V (G) tal que η(v1) = v2, isto e´ o
grupo de automorfismos de G atua transitivamente sobre V (G).
Considerem-se, no que se segue nesta secc¸a˜o, dois primos distintos p, q ≡ 1 mod 4
tais que q2 > p.
Sendo Xp,q um grafo de Cayley, e por consequeˆncia ve´rtice-transitivo (ver [4]), a sua
cintura e´ a distaˆncia mı´nima entre um ve´rtice etiquetado com uma matriz identidade
e um ve´rtice etiquetado com um elemento na˜o trivial de Λ(2q) na a´rvore infinita em
Λ(2). Daqui por diante dir-se-a´ que um elemento de Λ(2) esta´ no n´ıvel r se esta´ a`
distaˆncia r da identidade na a´rvore em Λ(2). Na presenc¸a de um grafo bipartido, esta
distaˆncia e´ necessariamente par.
Lema 3.11 [5] Se [b] ∈ Λ(2q) esta´ no n´ıvel 2r, para r > 0, enta˜o
b = b0 + 2q(b1i+ b2j + b3k) ∈ L(Z)
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pode ser escolhido tal que:
b0 = ±
(
pr −mq2) ,
onde m > 0 e´ par.
Demonstrac¸a˜o. Se existe b tal que:
p2r = N(b)
= b20 + 4q
2b21 + 4q
2b22 + 4q
2b23
enta˜o
b20 ≡ p2r mod q2.
Como (Zq2)∗ e´ c´ıclico enta˜o e´ poss´ıvel extrair a ra´ız quadrada, logo:
b0 ≡ ±pr mod q2.
Como r > 0, conclui-se que a congrueˆncia tem soluc¸o˜es para ale´m das triviais
b0 = ±pr. Ale´m disso, tem-se que:
b20 = p
2r − 4q2b21 − 4q2b22 − 4q2b23
< p2r.
Finalmente, uma vez que |b0| < pr e que b0 e´ ı´mpar tem-se o pretendido.
2
Antes do pro´ximo lema, que auxilia na determinac¸a˜o de um majorante para a cin-
tura de Xp,q, veja-se um conceito essencial para este (ver [5]) e tambe´m o Teorema de
Legendre que caracteriza quais inteiros podem ser escritos como soma de treˆs quadra-
dos.
Definic¸a˜o 3.12 Seja n inteiro positivo. Diz-se que n e´ good se na˜o existem α e β in-
teiros na˜o negativos tais que n = 4α(8β + 7).
Teorema 3.13 [5] (Teorema de Legendre) Seja n inteiro positivo. Enta˜o n e´ good
se e so´ se n pode ser escrito como soma de treˆs quadrados.
29
Lema 3.14 [5] Seja b = b0 + b1i+ b2j+ b3k ∈ L(Z). Existe uma classe de equivaleˆncia
[b] ∈ Λ(2q) no n´ıvel 2r com b0 = pr − mq2 (onde m e´ par e positivo) se e so´ se
2mpr −m2q2 e´ good.
Demonstrac¸a˜o. Se existe [b] ∈ Λ(2q) no n´ıvel 2r com b0 = pr −mq2 enta˜o, pelo
Lema (3.11), pode escrever-se
p2r =
(
pr −mq2)2 + 4q2 (b21 + b22 + b23) .
Equivalentemente, tem-se que,
2mpr −m2q2 = (2b1)2 + (2b2)2 + (2b3)2.
Assim, pelo Teorema 3.13, 2mpr −m2q2 e´ good, tal como se pretendia.
Ja´ no que diz respeito a` implicac¸a˜o contra´ria, comece-se por notar que, como m e´
par, enta˜o
2mpr −m2q2 ≡ 0 mod 4.
Como 2mpr−m2q2 e´ good enta˜o, pelo Teorema 3.13, tem-se que 2mpr−m2q2 pode
ser escrito como soma de treˆs quadrados pares:
2mpr −m2q2 = (2b1)2 + (2b2)2 + (2b3)2.
Assim, tem-se que:
p2r =
(
pr −mq2)2 + (2qb1)2 + (2qb2)2 + (2qb3)2.
Conclui-se por isso que se b = (pr −mq2) + 2qb1i+ 2qb2j + 2qb3k enta˜o [b] ∈ Λ(2q)
esta´ no n´ıvel 2r, o que completa a demonstrac¸a˜o.
2
Exemplo 3.15 Recorde-se a condic¸a˜o necessa´ria q2 > p. Esta condic¸a˜o permite re-
jeitar grafos cuja cintura seja 2, ou seja, grafos que contenham arestas paralelas. Tal
condic¸a˜o impo˜e-se para evitar a hipo´tese de que r = 1, isto e´, evita-se que exista
[b] ∈ Λ(2q) no n´ıvel 2.
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Para m = 2 e r = 1 tem-se 2mpr −m2q2 = 4 (p− q2). Se 4 (p− q2) < 0 enta˜o na˜o
e´ good. Ale´m disso,
4
(
p− q2) < 0⇔ p < q2.
Conclui-se que, para m = 2 e r = 1, se p < q2 enta˜o 4 (p− q2) na˜o e´ good, isto e´, na˜o
existe [b] ∈ Λ(2q) no n´ıvel 2.
Considerem-se p = 37 e q = 5. Pode escrever-se 37 como soma de quatro quadrados,
recorrendo aos valores:
(1,±6, 0, 0), (1, 0,±6, 0), (1, 0, 0,±6), (5,±2,±2,±2),
(1,±2,±4,±4), (1,±4,±2,±4) e (1,±4,±4,±2)
Para m = 2 e r = 1 tem-se 4p − 4q2 = 4 · 12 = 4 · (22 + 22 + 22) e´ good. Assim,
existe [b] ∈ Λ(2q) tal que b0 = p− 2q2 = −13, onde b = b0 + 4qi + 4qj + 4qk. Note-se
que | − 13| < 37.
Assim, a partir de (5,±2,±2,±2), tem-se que
b = (−1) · (5− 2i− 2j − 2k)2
= −1(13− 20i− 20j − 20k)
= −13 + 20i+ 20j + 20k
e
N(b) = (−1)2 · 372
= 1369
Note-se que, em Λ(2)/Λ(2q), o quaternia˜o 5 − 2i − 2j − 2k e´ igual ao seu inverso.
Partindo da identidade, chega-se ao quaternia˜o 5 − 2i − 2j − 2k e depois regressa-se
a` identidade pela mesma aresta. Havendo repetic¸a˜o de, pelo menos, uma aresta na˜o
existe circuito o que implica a impossibilidade da medic¸a˜o da cintura do grafo. Assim,
tal como referido em [5] e [29], exige-se que q2 > p.
Teorema 3.16 [5] Sejam p e q primos tais que p, q ≡ 1 mod 4 e
(
p
q
)
= −1 enta˜o:
4 logp q − logp 4 ≤ g(Xp,q) < 4 logp q + logp4 + 2.
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Demonstrac¸a˜o. Comece-se por provar que pelo menos um dos inteiros da forma
2mpr − m2q2, para m = 2 ou m = 4, e´ good, estando assegurado que ambos sa˜o
positivos. Suponha-se que para o caso em que m = 2 o inteiro na˜o e´ good, ou seja, o
inteiro 4 (pr − q2) na˜o e´ good, e que, por consequeˆncia pr− q2 na˜o e´ good. Assim, para
alguns α e β inteiros na˜o negativos, pode escrever-se:
pr − q2 = 4α(8β + 7).
Para m = 4 obte´m-se um inteiro da forma 8pr − 16q2, onde:
8pr − 16q2 = 8 (pr − q2)− 8q2
= 8
(
4α(8β + 7)− q2) .
Como p, q ≡ 1 mod 4 enta˜o pr, q2 ≡ 1 mod 4, logo α ≥ 1. Conclui-se que
4α(8β + 7)− q2 e´ ı´mpar e que, por consequeˆncia, 8pr − 16q2 e´ good.
Seja r0 o menor inteiro r para o qual p
r > 2q2 e note-se que, assim sendo, tanto
4 (pr − q2) como 8pr − 16q2 sa˜o positivos. Enta˜o:
pr0−1 < 2q2. (3.9)
Por (3.9) tem-se que:
(r0 − 1) logp p < logp
(
2q2
)
r0 − 1 < logp 2 + 2 logp q
r0 < 2 logp q + logp 2 + 1.
Finalmente, pelo que foi verificado anteriormente, existe [b] ∈ Λ(2q) no n´ıvel 2r0 o
que implica
g (Xp,q) ≤ 2r0 < 4 logp q + logp 4 + 2,
ficando determinado um majorante para a cintura destes grafos, caso sejam bipartidos.
Por forma a determinar um minorante da cintura, comece-se por enunciar dois
conceitos essenciais para essa determinac¸a˜o (ver [8] e [11])
Definic¸a˜o 3.17 Dados um grafo G e V ′ ⊆ V (G), com V ′ 6= ∅, designa-se por subgrafo
de G induzido por V ′ e denota-se por 〈V ′〉G, o subgrafo de G cujo conjunto de ve´rtices
e´ V ′ e o conjunto de arestas e´ composto por todas as arestas de G cujos extremos
pertencem a V ′.
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Definic¸a˜o 3.18 Seja G um grafo e sejam V1, V2 ⊆ V (G) tais que 〈V1〉G e 〈V2〉G sa˜o
isomorfos. G diz-se um grafo homoge´neo se existe um automorfismo de G definido de
V1 para V2.
E´ relevante neste trabalho o facto de que todo o grafo de Cayley e´ homoge´neo.
Explicite-se enta˜o que o grafo de Cayley considerado no Exemplo 3.3 o verifica.
Exemplo 3.19 Considere-se o grafo de Cayley X(H,S) do Exemplo 3.3 (onde H = Z8
e S = {3,−3}) e considere-se tambe´m a partic¸a˜o dos seus ve´rtices em
V (X(H,S)) = V1 ∪ V2, onde V1 = {0, 2, 4, 6} e V2 = {1, 3, 5, 7}.
Representam-se de seguida os subgrafos induzidos de X(H,S), 〈V1〉X(H,S) (a` es-
querda) e 〈V2〉X(H,S) (a` direita), sendo que 〈V1〉X(H,S) e 〈V2〉X(H,S) sa˜o claramente iso-
momorfos.
4
6 2
0
5 3
7 1
Considere-se o automorfismo
η : V1 → V2
i 7→ i+ 1,
para i ∈ {0, 2, 4, 6} tal que se uv ∈ E
(
〈V1〉X(H,S)
)
enta˜o η(u)η(v) ∈ E
(
〈V2〉X(H,S)
)
.
Tal condic¸a˜o verifica-se trivialmente pois nenhum dos subgrafos induzidos possui ares-
tas. Conclui-se assim que X(H,S) e´ um grafo homoge´neo.
Depois de vistos estes conceitos, determine-se o minorante apresentado (ver [17]).
Como Xp,q e´ um grafo de Cayley enta˜o e´ homoge´neo. Assim, pode dizer-se que um
dos circuitos de menor comprimento e´ o circuito que tem como ve´rtices inicial e final
a identidade. Na a´rvore Λ(2) esse comprimento corresponde ao nu´mero de fatores em
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S do menor elemento na˜o trivial de Λ(2q). Se ρ ∈ Λ(2q) na˜o e´ uma unidade e possui t
fatores em S enta˜o existe um quaternia˜o ρ˜ ∈ Λ′(2) tal que
ρ˜ = β1β2...βt, onde βj ∈ S, j ∈ {1, ..., t}.
Tem-se assim que:
N(ρ˜) = pt e ρ˜ = a0 + 2qa1i+ 2qa2j + 2qa3k, at ∈ Z, t ∈ {0, 1, 2, 3}.
Como ρ na˜o e´ uma unidade enta˜o pelo menos um de entre a1, a2 e a3 e´ na˜o nulo.
Assim, pode escrever-se
pt = a20 + 4q
2a21 + 4q
2a22 + 4q
2a23. (3.10)
Estando a estudar a cintura no caso do grafo bipartido, ou seja
(
p
q
)
= −1, e como
da equac¸a˜o (3.10) se tem que
a20 ≡ pt mod q2,
enta˜o
(
pt
q
)
= 1 logo t > 0 e´ par, isto e´, existe r ∈ N tal que t = 2r.
Assim a equac¸a˜o (3.10) tem as soluc¸o˜es triviais a0 = ±pr. De facto, a congrueˆncia
x20 ≡ pt mod q2 (3.11)
admite apenas
x0 ≡ ±pr mod q2 (3.12)
como soluc¸o˜es ja´ que (Zq2)∗ e´ c´ıclico.
Suponha-se que (3.10) admite soluc¸o˜es na˜o triviais onde se verifica
pt <
q4
4
. (3.13)
Assim, pr < q
2
2
, logo, por (3.12), qualquer soluc¸a˜o x0 da congrueˆncia (4.1) diferente de
±pr satisfara´:
|x0| ≥ q
2
2
e portanto x20 ≥ q
4
4
.
Da equac¸a˜o (3.10) tem-se que pt > q
4
4
contradizendo a equac¸a˜o (3.13).
Assim pt ≥ q4
4
, logo:
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pt ≥ q
4
4
t ≥ logp
(
q4
)− logp4
t ≥ 4 logp q − logp4,
o que completa a prova.
2
Como consequeˆncia do teorema anterior surge o colora´rio seguinte.
Corola´rio 3.20 Sejam p e q primos tais que p ≥ 17, p, q ≡ 1 mod 4,
(
p
q
)
= −1
e
⌈
logp
(
q4
4
)⌉
ı´mpar (positivo). Enta˜o g (Xp,q) =
⌈
logp
(
q4
4
)⌉
+ 1, onde dxe denota o
menor inteiro maior ou igual ao nu´mero real x.
Demonstrac¸a˜o. Do Teorema 3.16 tem-se que, se
(
p
q
)
= −1 enta˜o:
4 logp q − logp 4 ≤ g(Xp,q) < 4 logp q + logp 4 + 2.
A amplitude deste intervalo e´ 2 + logp 16.
Comec¸ando por observar que 4 logp q−logp 4 = logp
(
q4
4
)
, suponha-se que
⌈
logp
(
q4
4
)⌉
e´ ı´mpar positivo, isto e´, existe k ∈ N tal que
⌈
logp
(
q4
4
)⌉
= 2k + 1.
Como
(
p
q
)
= −1 enta˜o Xp,q e´ bipartido e, por consequeˆncia, a sua cintura e´ par,
na˜o podendo por isso ser 2k + 1 nem 2k + 3.
Como, para p ≥ 17, se tem que 2 + logp 16 < 2 + 1 = 3 e e´ garantida a existeˆncia e
unicidade do valor da cintura do grafo, logo
g(Xp,q) = 2k + 2
=
⌈
logp
(
q4
4
)⌉
+ 1.
2
Ale´m deste caso particular pode ir-se mais longe e obter um outro corola´rio que
relaciona a cintura de qualquer grafo de Ramanujan bipartido com a sua ordem,
apresentando-se tambe´m um resultado exato para a cintura de qualquer grafo de Ra-
manujan bipartido.
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Corola´rio 3.21 [5] Sejam p, q ≡ 1 mod 4 primos tais que
(
p
q
)
= −1. Enta˜o verifica-
se que
lim
q→+∞
logp q (q
2 − 1)
g (Xp,q)
=
3
4
.
Seja x(p, q) = dlogp(q2)e. Se px(p,q) − q2 e´ good enta˜o g (Xp,q) = 2x(p, q). Caso
contra´rio g (Xp,q) = 2dlogp (q2) + logp 2e, onde dxe denota o menor inteiro maior ou
igual ao nu´mero real x (ver [5]).
Depois deste cap´ıtulo, onde sa˜o introduzidos os grafos de Ramanujan e algumas das
suas caracter´ısticas relacionadas com o seu espetro e com a sua cintura, apresenta-se
no pro´ximo cap´ıtulo uma aplicac¸a˜o destes grafos aos co´digos LDPC.
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Cap´ıtulo 4
Aplicac¸a˜o a` Teoria dos Co´digos
Neste quarto cap´ıtulo, depois de introduzidos alguns conceitos relevantes da Teoria
dos Co´digos (ver [6] e [18]), sa˜o constru´ıdos e exemplificados co´digos LDPC, partindo
(da construc¸a˜o LPS) de grafos de Ramanujan. Ale´m disso, na sua u´ltima secc¸a˜o,
apresentam-se alguns conceitos, resultados e exemplos de poss´ıveis detec¸o˜es e correc¸o˜es
de erros.
Seja Fq um corpo finito e Fnq o espac¸o vetorial de todos os n-uplos (em Fq). Diz-se
que C(n,m) e´ um co´digo linear sobre Fq se C(n,m) e´ um subespac¸o vetorial de Fnq ,
com m elementos. Sendo q, k ∈ N tais que m = qk enta˜o C(n,m) diz-se um co´digo
[n, k].
Diz-se que um vetor (f1, ..., fn) ∈ Fnq , que pode ser escrito como f1...fn, e´ uma
palavra de co´digo se (f1, ..., fn) ∈ C(n,m).
Daqui por diante denota-se um co´digo linear por C e consideram-se os co´digos line-
ares designados por co´digos LDPC (Low-density Parity-check Codes), ou seja, co´digos
gerados por matrizes esparsas.
Uma vez que C e´ um subespac¸o vetorial de dimensa˜o k de Fnq enta˜o C e´ o conjunto de
todas as combinac¸o˜es lineares de k vetores linearmente independentes com n entradas,
isto e´, existe uma base BC = {c1, ..., ck} tal que qualquer palavra de co´digo pode ser
escrita como combinac¸a˜o linear dos vetores de BC , podendo por isso um co´digo linear,
e em particular, um co´digo LDPC ser representado matricialmente (ver [6]) atrave´s da
sua matriz geradora ou da sua matriz de paridade (ver [18]).
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Definic¸a˜o 4.1 Sejam k, n ∈ N, com k < n. A uma matriz G de dimensa˜o k × n e de
caracter´ıstica completa tal que C = {xG : x ∈ Fkq} e´ um co´digo LDPC chama-se de
matriz geradora de C. Alternativamente, C pode ser definido a partir de uma matriz H
de dimensa˜o (n− k)×n e de caracter´ıstica completa tal que C = {y ∈ Fnq : HyT = 0},
onde H se designa por matriz de paridade de C.
Nota 4.2 Da definic¸a˜o de matriz de paridade tem-se que cada linha desta matriz
indica uma restric¸a˜o para as palavras de co´digo.
Dada uma matriz geradora G, qualquer vetor v ∈ Fk pode ser codificado numa
palavra de co´digo c ∈ Fn, contendo k s´ımbolos de informac¸a˜o e n− k s´ımbolos redun-
dantes. Define-se a raza˜o r de um co´digo LDPC de dimensa˜o k por r := k
n
, podendo-se,
por isso, afirmar que quanto maior a raza˜o de um co´digo maior sera´ a quantidade de
informac¸a˜o relativamente a` sua redundaˆncia.
Depois de apresentadas algumas definic¸o˜es da Teoria dos Co´digos prossegue-se este
texto, na pro´xima secc¸a˜o, com a construc¸a˜o e exemplificac¸a˜o de co´digos LDPC.
4.1 Construc¸a˜o de um co´digo LDPC
Nesta secc¸a˜o, depois de visitados alguns conceitos da Teoria dos Co´digos, pretende-
se, como ja´ referido, construir e exemplificar co´digos LDPC (ver [26]) recorrendo
tambe´m a resultados de cap´ıtulos anteriores.
Comece-se, para isso, por recordar que, pelo ja´ enunciado Teorema 2.13, a equac¸a˜o
a20 + a
2
1 + a
2
2 + a
2
3 = p, com a0 ı´mpar e a1, a2 e a3 pares e com p ≡ 1 mod 4 primo
tem exatamente p + 1 soluc¸o˜es. A cada uma dessas soluc¸o˜es e´ associada uma matriz
da forma
A =
 a0 + ia1 a2 + ia3
−a2 + ia3 a0 − ia1
 mod q, (4.1)
onde i2 ≡ −1 mod q.
Denotando por S ′ o conjunto formado por estas p + 1 matrizes, construa-se um
grafo, Gc, (d1, d2)-biregular, onde d1 =
p+1
2
e d2 = p+ 1, da seguinte forma:
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Considerem-se todos os q3 − q ve´rtices de Xp,q bipartido e considere-se daqui por
diante, em toda a construc¸a˜o do co´digo LDPC e no exemplo que lhe segue, que o
s´ımbolo × representa o produto de matrizes.
Comecem-se por dispor numa coluna L os ve´rtices cuja etiquetac¸a˜o (uma matriz)
seja um elemento de PSL2 (Fq). De seguida fac¸a-se uma co´pia de L a qual, daqui por
diante, se denotara´ por L′.
Considerando que Lj ∈ (L ∪ L′) e que M±1k ∈ S ′, onde j ∈ {1, ..., q3 − q} e
k ∈ {1, ..., p+1
2
} disponham-se todos os elementos da forma Ri = Lj × M±1k numa
coluna, onde i ∈ {1, ..., q3−q
2
}. Esta coluna designar-se-a´, daqui por diante por R. Um
ve´rtice Ri pertence a R se a matriz a ele associado pertence a PGL2 (Fq) e na˜o pertence
a PSL2 (Fq).
Assim, por simplicidade de linguagem, diz-se que um ve´rtice de Gc e´ da esquerda
(L ∪ L′) se o determinante da matriz a ele associado e´ res´ıduo quadra´tico mod q e
diz-se que um ve´rtice de Gc e´ da direita (R) se o determinante da matriz a ele associado
e´ na˜o res´ıduo quadra´tico mod q.
Ja´ no que toca a`s arestas, comec¸a-se por determinar i tal que i2 ≡ −1 mod q e
aplicar mo´dulo q a todas as entradas das matrizes de S ′, obtendo-se:
S ′ = {M±11 ,M±12 , ...,M±1p+1
2
},
onde as p + 1 matrizes de S ′ sa˜o da forma de (4.1) e onde M−1k denota a matriz
inversa de Mk, k ∈ {1, ..., p+12 }.
Assim, no que toca a`s arestas, diz-se que e ∈ E(Gc) se existem Lj ∈ L ∪ L′ e
M±1k ∈ S ′ tais que e = Lj(Lj ×M±1k ) = (Lj ×M±1k )Lj.
TendoGc constru´ıdo, diz-se que a sua matriz de adjaceˆncia e´ a matriz de paridade do
co´digo LDPC que e´ por ele originado, sendo que como anteriormente referido, cada linha
desta corresponde a uma restric¸a˜o para as palavras de co´digo. Veja-se um exemplo.
Exemplo 4.3 Considere-se Xp,q um grafo de Ramanujan onde p = 5 e q = 17. Este
grafo e´ regular pois e´ grafo de Ramanujan e e´ bipartido pois 5 e´ na˜o res´ıduo quadra´tico
de 17. Assim Xp,q e´ um grafo (3, 6)-biregular.
Comece-se por observar que i = 4 e´ soluc¸a˜o da congrueˆncia i2 ≡ −1 mod 17 e a
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equac¸a˜o
a20 + a
2
1 + a
2
2 + a
2
3 = 5,
que tem p+ 1 = 6 soluc¸o˜es com a0 ı´mpar e a1, a2, a3 pares, sendo elas
(1,±2, 0, 0), (1, 0,±2, 0) e (1, 0, 0,±2).
A cada uma das soluc¸o˜es e´ associada uma matriz da forma:
M =
 a0 + 4a1 a2 + 4a3
−a2 + 4a3 a0 − 4a1
 mod 17, obtendo-se as 6 matrizes:
M±11 =
 1± 8 0
0 1∓ 8
 ,M±12 =
 1 ±2
∓2 1
 e M±13 =
 1 ±8
∓8 1
 .
Comecem-se por dispor numa coluna L os ve´rtices cuja a sua etiquetac¸a˜o (uma ma-
triz) seja um elemento de PSL2 (Z17). De seguida fac¸a-se um co´pia de L a qual se
denominara´ por L′.
Considerando que Lj ∈ PSL2 (Z17) e que M ∈ S ′ = {M±11 ,M±12 ,M±13 } disponham-
se os elementos da forma Ri = Lj ×M±1k numa coluna, a qual se designara´ por R, ou
seja, R tem todas as matrizes que pertencem a PGL2(Z17) e que na˜o pertencem a
PSL2 (Z17).
Assim, diz-se por simplicidade de linguagem, que um ve´rtice de Gc e´ da esquerda
(L ∪ L′) se o determinante da matriz a ele associado e´ res´ıduo quadra´tico mod 17 e
que um ve´rtice de Gc e´ da direita (R) se o determinante da matriz a ele associado e´
na˜o res´ıduo quadra´tico mod 17.
No que toca a`s arestas, diz-se que e ∈ E(Gc) se existem Lj ∈ (L∪L′) eM±1k ∈ S ′ tais
que e = Lj(Lj ×M±1k ) = (Lj ×M±1k )Lj.
TendoGc constru´ıdo diz-se que a matriz de paridade do co´digo LDPC que se procura
construir e´ a matriz de adjaceˆncia de Gc, sendo que cada linha desta corresponde a
uma restric¸a˜o para as palavras de co´digo. Obtemos assim, o seguinte grafo:
Identifica-se, etiquetando cada um dos 17 (172 − 1) = 4896 ve´rtices de L ∪ L′ com
uma matriz de PSL2(Z17), onde |L| = |L′| = 2448. Cada um dos 2448 ve´rtices de R e´
etiquetado com uma matriz da forma Ri = Lj×M±1k , i, j ∈ {1, ..., 2448}, k ∈ {1, ..., 3},
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com Lj ∈ PSL2(Z17) e M±1k ∈ S ′ obtendo-se a matriz de paridade H do co´digo LDPC
associado, com 2448 linhas e 6 colunas, onde H = (hij). Assim, hij = 1 se o ve´rtice
Ri ∈ R e o ve´rtice Lj ∈ (L∪L′) esta˜o unidos por uma aresta e hij = 0, caso contra´rio.
Para n = 4896 tem-se que o co´digo apresenta n
2
= 2448 restric¸o˜es para as palavras
de um co´digo de raza˜o 1
2
.
Depois de finalizada esta secc¸a˜o com a exemplificac¸a˜o de um co´digo LDPC e´ poss´ıvel
avanc¸ar para a u´ltima secc¸a˜o deste quarto cap´ıtulo, por forma a apresentar possibili-
dades de detec¸a˜o e correc¸a˜o de erros numa mensagem.
4.2 Detec¸a˜o e correc¸a˜o de erros
Depois de obtidas as palavras de co´digo de um co´digo LDPC interessa agora perce-
ber como e em que circunstaˆncias e´ poss´ıvel detetar e corrigir erros de uma mensagem,
recorrendo a um co´digo deste tipo.
Comece-se por apresentar alguns conceitos (ver [6]).
Definic¸a˜o 4.4 Sejam x = (x1, ..., xn) e y = (y1, ..., yn) duas palavras de co´digo em Fnq .
Define-se a distaˆncia de Hamming entre as palavras de co´digo x e y por:
d(x, y) = |{i ∈ {1, ..., n} : xi 6= yi}| .
Seja C um co´digo LDPC que conte´m pelo menos duas palavras. Define-se d a distaˆncia
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mı´nima de C por:
d = d(C) = min{d(x, y) : x, y ∈ C, x 6= y}.
Assim, passa a dizer-se que C e´ um co´digo [n, k, d].
Depois de definidos os conceitos de distaˆncia de Hamming e de distaˆncia mı´nima
num co´digo, avanc¸a-se agora para dois me´todos exemplificados que permitem eventuais
detec¸o˜es e correc¸o˜es de erros de uma mensagem.
Teorema 4.5 [18] Um co´digo C com distaˆncia mı´nima d corrige
[
1
2
(d− 1)] erros,
onde [x] denota o maior inteiro menor ou igual ao nu´mero real x. Se d e´ par enta˜o C
corrige d−1
2
erros e deteta d
2
erros.
Exemplo 4.6 Considere-se o co´digo bina´rio linear C = {000000, 010010, 001100, 011110},
onde, por exemplo, BC = {010010, 001100}, isto e´ qualquer palavra do co´digo C pode
ser escrita como combinac¸a˜o linear dos elementos de BC . Como
d(000000, 010010) = 2, d(000000, 001100) = 2, d(000000, 011110) = 4,
d(010010, 001100) = 4, d(010010, 011110) = 2, d(001100, 011110) = 2.
enta˜o d = d(C) = 2 e
[
1
2
(2− 1)] = 0, logo C na˜o corrige qualquer erro. Como d = 2 e´
par enta˜o C deteta 1 erro.
Seja C um co´digo LDPC e seja s inteiro positivo. Diz-se que C deteta s erros se
e so´ se, quando ocorrem s erros ou menos, a palavra obtida na˜o pertence ao co´digo
C. Diz-se tambe´m que C corrige s erros se e so´ se o me´todo de descodificac¸a˜o por
distaˆncia mı´nima corrige s, ou menos, erros sendo este me´todo o seguinte: depois de
recebida a palavra y ∈ Fnq , procura-se x′ ∈ C tal que
d(x′, y) = min{d(x, y) : x ∈ C},
ou seja, y e´ descodificada pela palavra de co´digo a` qual se encontra a uma menor
distaˆncia.
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Exemplo 4.7 Considere-se o co´digo bina´rio linear C = {00000, 11100, 00111, 11011}
e suponha-se que a palavra recebida e´ y = 00101. Como
d(00101, 00000) = 2, d(00101, 11100) = 3, d(00101, 00111) = 1 e d(00101, 11011) = 4
enta˜o, usando o me´todo de descodificac¸a˜o por distaˆncia mı´nima, descodifica-se a pala-
vra 00101 pela palavra de co´digo 00111.
Depois de estudada uma aplicac¸a˜o dos grafos de Ramanujan a` Teoria dos Co´digos,
com recurso a` construc¸a˜o de um co´digo LDPC, que por sua vez permitem eventualmente
a detec¸a˜o e a correc¸a˜o de erros, veja-se agora uma aplicac¸a˜o destes a` Criptografia.
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Cap´ıtulo 5
Aplicac¸a˜o a` Criptografia
Neste cap´ıtulo, tal como ja´ referido, comec¸am-se por definir alguns conceitos essen-
ciais para a construc¸a˜o de func¸o˜es de s´ıntese a partir de grafos expansores e de grafos
de Ramanujan em particular. Finalmente, com base num grafo expansor e´ constru´ıda e
exemplificada uma func¸a˜o de s´ıntese resistente a coliso˜es, construindo-se tambe´m uma
func¸a˜o de s´ıntese com base num grafo de Ramanujan.
5.1 Func¸a˜o de s´ıntese
Nesta primeira secc¸a˜o define-se func¸a˜o de s´ıntese e tambe´m a colisa˜o entre duas
mensagens de forma a que seja poss´ıvel nas duas secc¸o˜es seguintes explicitar a mi-
nimizac¸a˜o de probabilidade de colisa˜o e tambe´m a construc¸a˜o de func¸o˜es de s´ıntese,
recorrendo a grafos expansores e por u´ltimo, em particular, a grafos de Ramanujan.
Em Criptografia, entende-se por func¸a˜o de Hash criptogra´fica, ou simplesmente por
func¸a˜o de s´ıntese ou dispersa˜o, uma func¸a˜o f com domı´nio X, cujos elementos se
designam por mensagens, e com contradomı´nio Y , cujos elementos se designam por
s´ınteses, que verifica as seguintes condic¸o˜es:
1. Dada uma mensagem x ∈ X e´ fa´cil determinar f(x), isto e´, se x tem comprimento
n enta˜o a complexidade do ca´lculo de f(x) e´ O
(
nk
)
, para algum k positivo.
2. f e´ determinista, isto e´, uma mesma mensagem resulta sempre na mesma s´ıntese.
3. Uma pequena alterac¸a˜o de uma dada mensagem deve implicar uma grande
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alterac¸a˜o na s´ıntese, de tal forma que seja dif´ıcil obter a mensagem original a partir
dessa s´ıntese.
4. E´ computacionalmente impratica´vel a obtenc¸a˜o de uma mensagem a partir da
sua s´ıntese, isto e´, e´ impratica´vel em tempo u´til encontrar uma mensagem x a partir de
f(x), sendo que qualquer me´todo de pesquisa conhecido na˜o admite qualquer resultado
em tempo u´til.
Uma das condic¸o˜es para que uma func¸a˜o de s´ıntese seja considerada u´til na protec¸a˜o
de dados e´ que seja resistente a coliso˜es (ver [1]).
Definic¸a˜o 5.1 Seja f : X → Y uma func¸a˜o de s´ıntese. Se existem mensagens x1 e
x2 ∈ X diferentes tais que f(x1) = f(x2) diz-se que x1 e x2 constituem uma colisa˜o.
Embora seja computacionalmente impratica´vel a descoberta de duas mensagens
diferentes que tenham a mesma s´ıntese, e´ poss´ıvel a existeˆncia de coliso˜es. Neste
sentido estuda-se, na pro´xima secc¸a˜o, como devem ser distribu´ıdas as mensagens de
forma a que a probabilidade de colisa˜o seja mı´nima.
5.2 Minimizac¸a˜o da probabilidade de colisa˜o
Nesta secc¸a˜o apresenta-se a forma de minimizac¸a˜o da probabilidade de coliso˜es.
Comec¸a-se por entender que qualquer grafo de Ramanujan e´ um (bom) grafo expansor
tendo por isso uma cintura grande, sendo que se entende que o grafo possui uma
cintura grande no sentido em que apenas tem ciclos com grande comprimento. Esta
propriedade e´ fundamental para assegurar que se obte´m uma func¸a˜o de s´ıntese com uma
baixa probabilidade de coliso˜es. Apresentem-se enta˜o os conceitos de grafo expansor e
de grafo bom expansor (ver [2]).
Definic¸a˜o 5.2 Seja G um grafo bipartido e seja X ⊆ V (G). Designa-se por vizinhanc¸a
de X, e denota-se por NG(X) o conjunto formado pelos ve´rtices de G que sa˜o vizinhos
de pelo menos um ve´rtice de X, isto e´:
NG(X) = {v ∈ V (G) : vx ∈ E(G), para algum x ∈ X}.
Considere-se que existe uma partic¸a˜o de V (G) em dois seus subconjuntos V1 e V2 tal
que |V1| = |V2| = m e que o grau ma´ximo de um ve´rtice de V (G) e´ d. Diz-se que G e´
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(m, d, c)-expansor se qualquer subconjunto de ve´rtices X, onde |X| = j ≤ m
2
, verifica:
|NG(X)| ≥
(
1 + c
(
1− j
m
))
j.
Definic¸a˜o 5.3 Seja G um grafo (k, k)-biregular e considere-se uma partic¸a˜o de V (G)
em dois seus subconjuntos V1 e V2 tal que |V1| = |V2| = m. Seja λ o segundo menor
valor pro´prio de G. Nestas condic¸o˜es diz-se que G e´ um grafo (m, k, c) bom expansor,
onde
c =
2kλ− λ2
k2
.
Se G e´ um grafo de Ramanujan bipartido enta˜o G e´ um bom grafo expansor. De
facto, considerando G = Xp,q um grafo (p+ 1)-regular com a partic¸a˜o dos seus ve´rtices
em V (G) = V1 ∪ V2, onde |V1| = |V2| = q3−q2 e onde λ e´ o segundo menor valor pro´prio
de G enta˜o G e´
(
q3−q
2
, p+ 1, c
)
bom expansor, onde:
c =
2(p+ 1)λ− λ2
(p+ 1)2
.
A resisteˆncia a coliso˜es pode ser avaliada pela cintura do grafo de Ramanujan a
partir do qual se constro´i a func¸a˜o de s´ıntese sendo que descobrir uma colisa˜o e´ equi-
valente a encontrar ciclos no grafo tendo-se que quanto maior e´ a cintura menor e´ a
probabilidade de colisa˜o. Interessa por isso, com recurso a alguns conceitos da Teoria
das Probabilidades, determinar a forma como devem ser distribu´ıdas as mensagens
como objetos da func¸a˜o de s´ıntese de modo a minimizar a probabilidade de colisa˜o.
Um processo estoca´stico Ω e´ uma sequeˆncia temporal de varia´veis aleato´rias que
representa a evoluc¸a˜o de um sistema com n estados e pode ser descrito pelo vetor de
estados (X1, ..., Xn), onde Xt, t ∈ {1, ..., n} e´ o estado no qual o sistema se encontra no
instante t. Um processo estoca´stico designa-se por cadeia de Markov se a transic¸a˜o de
um estado do sistema para outro estado do mesmo sistema depende apenas do estado
atual no qual o sistema se encontra, isto e´, (ver [24]):
P (Xn+1 = xn+1|X0 = x0, X1 = x1, ..., Xn = xn) = P (Xn+1 = xn+1|Xn = xn) .
A distribuic¸a˜o de probabilidade para um sistema se encontrar num determinado estado i
pode escrever-se como um conjunto de nu´meros reais na˜o negativos tais que a sua
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soma seja igual a 1 e pode representar-se por um vetor pt = (p1, p2, ..., pn) tal que
pi = P (Xt = i) e´ a probabilidade do sistema se encontrar no estado i no instante t.
Diz-se que uma distribuic¸a˜o de probabilidade e´ uniforme se, em qualquer instante,
o sistema pode encontrar-se em qualquer um dos estados com igual probabilidade.
Represente-se esse vetor de probabilidades, cuja soma das componentes e´ 1, por:
up =
(
1
n
, ...,
1
n
)
.
Considere-se que cada uma das poss´ıveis s´ınteses (de uma func¸a˜o de s´ıntese) e´ repre-
sentada por um dos estados com um sistema que possui uma determinada distribuic¸a˜o
de probabilidade a si associada. Enta˜o a distribuic¸a˜o de probabilidade uniforme mini-
miza a probabilidade de colisa˜o. De facto, supondo que pt = (p1, p2, ..., pn), tem-se que
dadas duas mensagens a probabilidade das suas s´ınteses coincidirem num determinado
estado j no instante t e´ dado por p2j , uma vez que esses acontecimentos sa˜o indepen-
dentes. Assim, considerando todos os estados, a probabilidade total de colisa˜o e´ dada
por:
n∑
i=1
p2i
Pela desigualdade de Cauchy-Schwarz tem-se
n
n∑
i=1
p2i ≥
(
n∑
i=1
pi
)2
n
n∑
i=1
p2i ≥ 12
n∑
i=1
p2i ≥
1
n
,
o que prova que a distribuic¸a˜o uniforme minimiza a probabilidade de colisa˜o.
Por forma a obter uma func¸a˜o de s´ıntese f com um melhor desempenho interessa
tambe´m que f seja, ale´m de resistente a coliso˜es, resistente a` descoberta de uma pre´-
imagem e resistente a` descoberta de uma segunda pre´-imagem (ver [25]).
Definic¸a˜o 5.4 Entende-se que uma func¸a˜o de s´ıntese f e´ resistente a` descoberta de
uma pre´-imagem se, dado f(m), e´ computacionalmente impratica´vel a descoberta de
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uma mensagem m′ tal que f(m) = f(m′), onde m e´ desconhecida. Uma func¸a˜o de
s´ıntese f diz-se resistente a` descoberta de uma segunda pre´-imagem se, dada uma men-
sagem m, e´ computacionalmente impratica´vel a descoberta de uma mensagem m′ tal
que m′ 6= m e f(m′) = f(m).
Depois de vistos estes conceitos fundamentais da Criptografia, tendo em conta a
definic¸a˜o de grafo expansor e o facto de que os grafos de Ramanujan bipartidos sa˜o
bons expansores, e´ poss´ıvel agora avanc¸ar para a construc¸a˜o das func¸o˜es de s´ıntese a
partir destes.
5.3 Construc¸a˜o de uma func¸a˜o de s´ıntese resistente
a coliso˜es
Por forma a construir func¸o˜es de s´ıntese (ver [25]), ale´m do referido no final na secc¸a˜o
anterior, recorre-se tambe´m a conceitos elementares da Teoria dos Grafos, enunciados
no segundo cap´ıtulo.
Seja G um grafo expansor k-regular e considere-se a aresta artificial, a qual se
designa por aresta inicial e0 = v−1v0 ∈ E(G), onde v−1 e´ um ve´rtice artificial e v0 e´ o
ve´rtice inicial de um passeio. Por forma a evitar qualquer passagem consecutiva por
uma mesma aresta nesse passeio determinado pela func¸a˜o de s´ıntese, defina-se, para a
construc¸a˜o desta, θ : (V (G)× V (G))×{1, ..., k−1} → V (G), uma func¸a˜o de ordenac¸a˜o
de vizinhanc¸a, isto e´, para qualquer aresta e = vtvt+1 tem-se que:
{θ(vt, vt+1, i) : i ∈ {1, ..., k − 1}} ∪ {vt}
e´ o conjunto de todos os ve´rtices vizinhos de vt+1.
Dada uma mensagem m, comec¸a-se por escrever m na base k−1, ou seja, escreve-se
m = m1...mµ, onde mi ∈ {1, ..., k− 1}. De seguida, com i = 0 ate´ i = µ− 1, calcula-se
de forma recursiva vi+1 := θ(ui, vi,mi) retornando no final vµ. Obte´m-se um passeio
em G no qual os seus sucessivos ve´rtices sa˜o v1, ..., vµ. O valor da func¸a˜o de s´ıntese f ,
alcanc¸ado pelo passeio, e´ dado por vµ.
Para uma melhor compreensa˜o da construc¸a˜o desta func¸a˜o, veja-se um exemplo.
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Exemplo 5.5 Considere-se um grafo (3, 3)-biregular ao qual se acrescenta um ve´rtice
e uma aresta artificiais −1 e −1 0, respetivamente:
3
2 4
1 5
0
-1
Considere-se uma func¸a˜o de s´ıntese f e a mensagem m = 121221. Para k = 3 e
µ = 6 estabelece-se a func¸a˜o de ordenac¸a˜o da vizinhanc¸a θ tal que:
θ (ui, vi, 1) = min
vj 6=ui
{vj : vj ∈ N(ui)} e θ (ui, vi, 2) = max
vj 6=ui
{vj : vj ∈ N(ui)}
Assim, e fazendo ui = vi−1, comec¸ando um passeio P no ve´rtice u1 = −1, tem-se
que v1 = 0 e percorre-se e1 = −1 0. Como o primeiro d´ıgito de m e´ 1, na˜o podendo
regressar a u1 = −1, pela forma como esta´ constru´ıda a func¸a˜o de ordenac¸a˜o, escolhe-se
o ve´rtice v2 = 1 e percorre-se a aresta e2 = 01 passando-se a ter P = u1e1v1e2v2, onde
obviamente u2 = v1 na pro´xima iterac¸a˜o, e assim sucessivamente. Logo, representando
por (ui, vi) os ve´rtices extremos de cada aresta em cada interac¸a˜o e representando por
→ a passagem de uma aresta para outra aresta de acordo com o d´ıgito seguinte de m,
tem-se que P pode ser descrito por:
(−1, 0)→ (0, 1)→ (1, 4)→ (4, 3)→ (3, 2)→ (2, 5)→ (5, 0)
Assim o valor da func¸a˜o de s´ıntese de m e´ dado por v6 = f(m) = 0.
A func¸a˜o de ordenac¸a˜o utilizada neste exemplo e´ funcional na medida em que a
mensagem m esta´ escrita na base 2. De modo geral, para encriptar uma mensagem
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escrita numa qualquer base deve recorrer-se a outra func¸a˜o de ordenac¸a˜o de vizinhanc¸a.
Considere-se um grafo k-regular ao qual se acrescenta um ve´rtice e uma aresta artificiais
-1 e -1 0 respetivamente. Como o grafo considerado e´ k-regular a base na qual se
encontra escrita m e´ k − 1. Considere-se uma func¸a˜o de s´ıntese f e m = m1...mµ,
onde mi ∈ {1, ..., k− 1},∀i ∈ {1, ..., µ}. Assim, estabelece-se a func¸a˜o de ordenac¸a˜o de
vizinhanc¸a θ onde:
θ(ui, vi, i) e´ o mi-e´simo menor vj tal que vj 6= ui.
Exemplo 5.6 Considere-se um grafo (4, 4)-biregular ao qual se acrescenta um ve´rtice
e uma aresta artificiais -1 e -1 0, respetivamente:
4
3 5
2 6
1 7
0
-1
Como o grafo e´ (4, 4)-biregular enta˜o a base na qual se encontra escrita m e´ 3.
Considere-se uma func¸a˜o de s´ıntese f em = 1321213, ondemi ∈ {1, 2, 3}, ∀ i ∈ {1, ..., 7}.
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Recordando que a func¸a˜o de ordenac¸a˜o de vizinhanc¸a e´
θ(ui, vi, i) e´ o mi-e´simo menor vj tal que vj 6= ui,
inicia-se um passeio P no ve´rtice u1 = −1, tem-se que v1 = 0 e percorre-se a aresta
e1 = −1 0. Pela forma como esta´ definida θ, a` semelhanc¸a do exemplo anterior, e´
poss´ıvel continuar o passeio P :
(−1, 0)→ (0, 4)→ (4, 3)→ (3, 6)→ (6, 0)→ (0, 5)→ (5, 1)→ (1, 7).
Assim, o valor da func¸a˜o de s´ıntese de m e´ dado por v7 = f(m) = 7.
Ja´ no caso de um grafo de Ramanujan (ver [27]), considere-se um grupo finito 〈H, ∗〉
e um conjunto sime´trico S tal que S ⊆ H e defina-se a := |S| − 1. Escolha-se uma
func¸a˜o pi definida por: pi : {0, ..., a − 1} × S → S tal que, para todo o h ∈ H, os
conjuntos pi ({0, 1, ..., a− 1} × {h}) e S \ {h−1} sa˜o iguais.
Comec¸a-se por converter uma mensagem m num nu´mero x0x1...xr na base a.
Defina-se a sequeˆncia (hi)0≤i≤r de forma iterativa tal que hi = pi(xi, hi−1), onde h−1 e´
algum elemento fixo de S. A s´ıntese correspondente a m e´ hh0h1...hr ∈ S, onde h e´
um elemento fixo de H.
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Cap´ıtulo 6
Conclusa˜o
Nas u´ltimas de´cadas, a teoria dos grafos, e em particular o estudo dos grafos de
Ramanujan, ganhou grande destaque na matema´tica ja´ que se alimenta de diversos
ramos desta, nomeadamente da a´lgebra, da teoria dos nu´meros e da combinato´ria.
Um dos objetivos desta dissertac¸a˜o foi a caracterizac¸a˜o dos grafos de Ramanujan,
apresentando construc¸o˜es destes u´ltimos assim como a sua ligac¸a˜o, partindo por um
lado do conjunto dos inteiros de Lipschitz e por outro do grupo PGL2(Fq). Finalmente,
sa˜o estudadas algumas aplicac¸o˜es desta famı´lia de grafos, designadamente a` teoria dos
co´digos e a` criptografia.
Deste modo, depois do primeiro cap´ıtulo, onde se apresenta o estado da arte e
onde se introduz a tema´tica em estudo, o segundo cap´ıtulo deste trabalho e´ dedicado
a` apresentac¸a˜o de conceitos e resultados preliminares fundamentais que tiveram como
objetivo o estudo e uma construc¸a˜o da famı´lia dos grafos de Ramanujan assim como
algumas aplicac¸o˜es destes, nomeadamente a construc¸a˜o de co´digos LDPC e de func¸o˜es
de s´ıntese.
No terceiro cap´ıtulo estudou-se uma propriedade espetral da famı´lia dos grafos regu-
lares e definiram-se grafos de Ramanujan, tendo tambe´m sido apresentadas construc¸o˜es.
Neste cap´ıtulo foram ainda apresentados um minorante, um majorante e valores exatos
da cintura destes grafos.
De seguida, no quarto cap´ıtulo, procurou-se dar a conhecer uma aplicac¸a˜o dos grafos
de Ramanujan a` teoria dos co´digos. No contacto por meio de conversac¸o˜es virtuais
podem ocorrem erros aquando do envio de uma mensagem. Assim, interessa detetar e,
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se poss´ıvel, corrigir eventuais erros atrave´s do que foi designado nesta dissertac¸a˜o por
co´digo (LDPC). Tendo por base os grafos de Ramanujan, foram definidos, constru´ıdos e
exemplificados estes co´digos e foram tambe´m apresentadas formas de detec¸a˜o e correc¸a˜o
de erros.
No quinto cap´ıtulo, depois da apresentac¸a˜o de (bons) grafos expansores, apresenta-
se uma aplicac¸a˜o dos grafos de Ramanujan a` criptografia, nomeadamente a construc¸a˜o
de func¸o˜es de s´ıntese a partir destes, que podem ter como objetivo, por exemplo,
a protec¸a˜o de uma conta banca´ria ou a simples protec¸a˜o de dados pessoais. Neste
cap´ıtulo foram expostas as construc¸o˜es de duas func¸o˜es de s´ıntese, uma com base num
grafo expansor e outra partindo de um grafo de Ramanujan.
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