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Abstract
It is well known that every recurrence relation can be written as a system of
linear equation AX = B. Therefore the well known Pascal’s identity for sums
of powers of positive integer can be written as a system of linear equation
AX = B. After reducing the matrix A to echelon form, then using Cramer’s
rule for solving systems of linear equation, I generated an absolute explicit
identity for solving sums of powers of positive integers without Bernoulli’s
number.
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1. Introduction
Students often encounter formulas for sums of powers of the first n positive
integers as examples of statements that can be proved using the Principle
of Mathematical Induction and, perhaps less often nowadays, in Riemann
sums during an introduction to definite integration. In either situation, they
usually see only the first three such sum formulas,
1 + 2 + 3 + · · ·+ n =
n(n + 1)
2
12 + 22 + 32 + · · ·+ n2 =
n(n + 1)(2n+ 1)
6
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and
13 + 23 + 33 + · · ·+ n3 =
n2(n + 1)2
4
for any positive integer n.
Formulas for sums of integer powers were first given in generalizable form in
the West by Thomas Harriot [1] of England. At about the same time, Jo-
hann Faulhaber [2] of Germany gave formulas for these sums up to the 17th
power, far higher than anyone before him, but he did not make clear how
to generalize them. Pierre de Fermat[3] often is credited with the discovery
of formulas for sums of integer powers, but his fellow French mathematician
Blaise Pascal [4] gave the formulas much more explicitly. The Swiss mathe-
matician Jakob Bernoulli [5] is perhaps best and most deservedly known for
presenting formulas for sums of integer powers to the European mathemat-
ical community. His was the most useful and generalizable formulation to
date because he gave by far the most explicit and succinct instructions for
finding the coefficients of the formulas.
The author of this article claims that the formula provided in the main re-
sult section, is absolute and more explicit than Jakob Bernoulli’s formula.
Reference to Section 3
2. Preliminary
Lemma 1. For all k,m ∈ Z+, a0 = 1 and n = m,m+ 1, m+ 2, · · ·
(k + 1)n = 1 + k
[
(k + 1)m−1an−m +
m−2∑
i=0
(k + 1)i
]
(1)
Where
kan−1 + 1 = (k + 1)
n, where an = (k + 1)an−1 + 1 , n = 1, 2, 3, · · ·
Lemma 2.
k∑
s=1
m−1∑
i=0
(s+ 1)i =
m−1∑
i=0
(
m
i+ 1
) k∑
s=1
si (2)
Even though the following Theorem 1 can be proved using the concept
of telescopic series with one line[6], it is possible to prove using recurrence
relations for each terms as follows.
2
Theorem 1. For all n, k ∈ N, then the following is true
(k + 1)n − 1 =
n−1∑
r=0
(
n
r
)
Sr(k)
Where (
n
r
)
=
n!
r!(n− r)!
and
Sr(k) =
k∑
s=1
sr
called Blaise Pascal (1623− 1662) formula[4].
Proof. For n = m and using equation (1) from Lemma 1 and equation (2)
from Lemma 2, we have,
1n + 2n + 3n + · · ·+ kn + (k + 1)n = 1m + 2m + 3m + · · ·+ km + (k + 1)m =
= (1+k)+
k∑
s=1
s+
k∑
s=1
s(s+1)+
k∑
s=1
s(s+1)2+
k∑
s=1
s(s+1)3+· · ·+
k∑
s=1
s(s+1)m−2
+1.2m−1an−m + 2.3
m−1an−m + 3.4
m−1an−m + 4.5
m−1an−m + · · ·
+(k − 1).km−1an−m + k.(k + 1)
m−1an−m
= (1+k)+
k∑
s=1
s+
k∑
s=1
s(s+1)+
k∑
s=1
s(s+1)2+
k∑
s=1
s(s+1)3+· · ·+
k∑
s=1
s(s+1)m−1
= (1+k)+s
[ k∑
s=1
1+
k∑
s=1
(s+1)+
k∑
s=1
(s+1)2+
k∑
s=1
(s+1)3+· · ·+
k∑
s=1
(s+1)m−1
]
= 1+
(
m
0
) k∑
s=1
s0+
(
m
1
) k∑
s=1
s1+
(
m
2
) k∑
s=1
s2+
(
m
3
) k∑
s=1
s3+· · ·+
(
m
m− 1
) k∑
s=1
sm−1+
(
m
m
) k∑
s=1
sm
3
=⇒ 1m + 2m + 3m + · · ·+ km + (k + 1)m = 1 +
m∑
r=0
(
m
r
) k∑
s=1
sr
=⇒ (k + 1)m = 1 +
m−1∑
r=0
(
m
r
) k∑
s=1
sr (3)
Theorem 2. The above theorem can be rewritten in the following system of
equation form for n = 1, 2, 3, · · ·
AX = B
Where
A =


(
1
0
)
0 0 0 0 0 0 0 0 0(
2
0
) (
2
1
)
0 0 0 0 0 0 0 0(
3
0
) (
3
1
) (
3
2
)
0 0 0 0 0 0 0(
4
0
) (
4
1
) (
4
2
) (
4
3
)
0 0 0 0 0 0(
5
0
) (
5
1
) (
5
2
) (
5
3
) (
5
4
)
0 0 0 0 0
. . . . . . 0 0 0 0
. . . . . . . 0 0 0
. . . . . . . . 0 0(
n−1
0
) (
n−1
1
) (
n−1
2
) (
n−1
3
)
. . . .
(
n−1
n−2
)
0(
n
0
) (
n
1
) (
n
2
) (
n
3
)
. . . .
(
n
n−2
) (
n
n−1
)


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X =


∑k
s=1 s
0
∑k
s=1 s
1
∑k
s=1 s
2
∑k
s=1 s
3
.
.
.∑k
s=1 s
n−2
∑k
s=1 s
n−1


, B =


(k + 1)1 − 1
(k + 1)2 − 1
(k + 1)3 − 1
(k + 1)4 − 1
.
.
.
(k + 1)n−1 − 1
(k + 1)n − 1


Thus to solve for X we can use cramer’s rule of solving linear systems of
equation, since det(A) 6= 0
3. Main Result
Theorem 3. For all k, n ∈ Z+
dkn = −
(
n
k + 1
)
1
k + 2
dk−1k+2 + d
k−1
n
Proof.
Let A =


(
1
0
)
0 0 0 0 0 0 0 0 k(
2
0
) (
2
1
)
0 0 0 0 0 0 0 (k + 1)2 − 1(
3
0
) (
3
1
) (
3
2
)
0 0 0 0 0 0 (k + 1)3 − 1(
4
0
) (
4
1
) (
4
2
) (
4
3
)
0 0 0 0 0 (k + 1)4 − 1(
5
0
) (
5
1
) (
5
2
) (
5
3
) (
5
4
)
0 0 0 0 (k + 1)5 − 1
. . . . . . 0 0 0 (k + 1)6 − 1
. . . . . . . 0 0 (k + 1)7 − 1
. . . . . . . . 0 (k + 1)8 − 1(
n−1
0
) (
n−1
1
) (
n−1
2
) (
n−1
3
)
. . . .
(
n−1
n−2
)
(k + 1)n−1 − 1(
n
0
) (
n
1
) (
n
2
) (
n
3
)
. . . .
(
n
n−2
)
(k + 1)n − 1


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Let us apply the following elementary row operations to determine the de-
terminant of matrix A. Apply
−R1 +Rk −→ Rk for k = 2, 3, · · ·n.
Then we get the matrix
M1 =


1 0 0 0 0 0 0 0 0 k
0
(
2
1
)
0 0 0 0 0 0 0 −k + (k + 1)2 − 1
0
(
3
1
) (
3
2
)
0 0 0 0 0 0 −k + (k + 1)3 − 1
0
(
4
1
) (
4
2
) (
4
3
)
0 0 0 0 0 −k + (k + 1)4 − 1
0
(
5
1
) (
5
2
) (
5
3
) (
5
4
)
0 0 0 0 −k + (k + 1)5 − 1
. . . . . . 0 0 0 −k + (k + 1)6 − 1
. . . . . . . 0 0 −k + (k + 1)7 − 1
. . . . . . . . 0 −k + (k + 1)8 − 1
0
(
n−1
1
) (
n−1
2
) (
n−1
3
)
. . . .
(
n−1
n−2
)
−k + (k + 1)n−1 − 1
0
(
n
1
) (
n
2
) (
n
3
)
. . . .
(
n
n−2
)
−k + (k + 1)n − 1


Apply the elementary row opertion on matrix M1:
−
k
2
R2 +Rk −→ Rk for k = 3, 4, · · ·n.
To get the matrix:

1 0 0 0 0 0 0 0 0 k
0
(
2
1
)
0 0 0 0 0 0 0 −k + (k + 1)2 − 1
0 0
(
3
2
)
0 0 0 0 0 0 −3
2
(−k + (k + 1)2 − 1)− k + (k + 1)3 − 1
0 0
(
4
2
) (
4
3
)
0 0 0 0 0 −4
2
(−k + (k + 1)2 − 1)− k + (k + 1)4 − 1
0 0
(
5
2
) (
5
3
) (
5
4
)
0 0 0 0 −5
2
(−k + (k + 1)2 − 1)− k + (k + 1)5 − 1
. . . . . . 0 0 0 −6
2
(−k + (k + 1)2 − 1)− k + (k + 1)6 − 1
. . . . . . . 0 0 −7
2
(−k + (k + 1)2 − 1)− k + (k + 1)7 − 1
. . . . . . . . 0 −8
2
(−k + (k + 1)2 − 1)− k + (k + 1)8 − 1
0 0
(
n−1
2
) (
n−1
3
)
. . . .
(
n−1
n−2
)
−n−1
2
(−k + (k + 1)2 − 1)− k + (k + 1)n−1 − 1
0 0
(
n
2
) (
n
3
)
. . . .
(
n
n−2
)
−n
2
(−k + (k + 1)2 − 1)− k + (k + 1)n − 1


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Let
d1 = k
d2 = −k + (k + 1)
2 − 1
d3 = −
3
2
(−k + (k + 1)2 − 1)− k + (k + 1)3 − 1 = −
3
2
d2 − k + (k + 1)
3 − 1
d4 = −
4
2
(−k + (k + 1)2 − 1)− k + (k + 1)4 − 1 = −
4
2
d2 − k + (k + 1)
4 − 1
d5 = −
5
2
(−k + (k + 1)2 − 1)− k + (k + 1)5 − 1 = −
5
2
d2 − k + (k + 1)
5 − 1
d6 = −
6
2
(−k + (k + 1)2 − 1)− k + (k + 1)6 − 1 = −
6
2
d2 − k + (k + 1)
6 − 1
d7 = −
7
2
(−k + (k + 1)2 − 1)− k + (k + 1)7 − 1 = −
7
2
d2 − k + (k + 1)
7 − 1
d8 = −
8
2
(−k + (k + 1)2 − 1)− k + (k + 1)8 − 1 = −
8
2
d2 − k + (k + 1)
8 − 1
· · ·
· · ·
· · ·
d(n−1) = −
n− 1
2
(−k+(k+1)2−1)−k+(k+1)n−1−1 = −
(n− 1)
2
d2−k+(k+1)
(n−1)−1
dn = −
n
2
(−k + (k + 1)2 − 1)− k + (k + 1)n − 1 = −
n
2
d2 − k + (k + 1)
n − 1
After Applying the elementary row operation
−
(
k
2
)
1
3
R3 +Rk −→ Rk for k = 4, 5, · · ·n.
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Then we get the matrix


1 0 0 0 0 0 0 0 0 d1
0
(
2
1
)
0 0 0 0 0 0 0 d2
0 0
(
3
2
)
0 0 0 0 0 0 d3
0 0 0
(
4
3
)
0 0 0 0 0 −
(
4
2
)
1
3
d3 + d4
0 0 0
(
5
3
) (
5
4
)
0 0 0 0 −
(
5
2
)
1
3
d3 + d5
. . . . . . 0 0 0 −
(
6
2
)
1
3
d3 + d6
. . . . . . . 0 0 −
(
7
2
)
1
3
d3 + d7
. . . . . . . . 0 −
(
8
2
)
1
3
d3 + d8
0 0 0
(
n−1
3
)
. . . .
(
n−1
n−2
)
−
(
n−1
2
)
1
3
d3 + d(n−1)
0 0 0
(
n
3
)
. . . .
(
n
n−2
)
−
(
n
2
)
1
3
d3 + dn


Let
d14 = −
(
4
2
)
1
3
d3 + d4
d15 = −
(
5
2
)
1
3
d3 + d5
d16 = −
(
6
2
)
1
3
d3 + d6
d17 = −
(
7
2
)
1
3
d3 + d7
d18 = −
(
8
2
)
1
3
d3 + d8
· · ·
· · ·
· · ·
d1(n−1) = −
(
n− 1
2
)
1
3
d3 + d(n−1)
d1n = −
(
n
2
)
1
3
d3 + dn
8
Therefore
M3 =


1 0 0 0 0 0 0 0 0 d1
0
(
2
1
)
0 0 0 0 0 0 0 d2
0 0
(
3
2
)
0 0 0 0 0 0 d3
0 0 0
(
4
3
)
0 0 0 0 0 d14
0 0 0
(
5
3
) (
5
4
)
0 0 0 0 d15
. . . . . . 0 0 0 d16
. . . . . . . 0 0 d17
. . . . . . . . 0 d18
0 0 0
(
n−1
3
)
. . . .
(
n−1
n−2
)
d1(n−1)
0 0 0
(
n
3
)
. . . .
(
n
n−2
)
d1n


Apply the elementary row operation:
−
(
k
3
)
1
4
R4 +Rk −→ Rk for k = 5, 6, · · ·n.
To get the matrix:


1 0 0 0 0 0 0 0 0 d1
0
(
2
1
)
0 0 0 0 0 0 0 d2
0 0
(
3
2
)
0 0 0 0 0 0 d3
0 0 0
(
4
3
)
0 0 0 0 0 d14
0 0 0 0
(
5
4
)
0 0 0 0 −
(
5
3
)
1
4
d14 + d
1
5
. . . . . . 0 0 0 −
(
6
3
)
1
4
d14 + d
1
6
. . . . . . . 0 0 −
(
7
3
)
1
4
d14 + d
1
7
. . . . . . . . 0 −
(
8
3
)
1
4
d14 + d
1
8
0 0 0 0 . . . .
(
n−1
n−2
)
−
(
n−1
3
)
1
4
d14 + d
1
(n−1)
0 0 0 0 . . . .
(
n
n−2
)
−
(
n
3
)
1
4
d14 + d
1
n


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Let
d25 = −
(
5
3
)
1
4
d14 + d
1
5
d26 = −
(
6
3
)
1
4
d14 + d
1
6
d27 = −
(
7
3
)
1
4
d14 + d
1
7
d28 = −
(
8
3
)
1
4
d14 + d
1
8
· · ·
· · ·
· · ·
d2(n−1) = −
(
n− 1
3
)
1
4
d14 + d
1
(n−1)
d2n = −
(
n
3
)
1
4
d14 + d
1
n
Therefore
M4 =


1 0 0 0 0 0 0 0 0 d1
0
(
2
1
)
0 0 0 0 0 0 0 d2
0 0
(
3
2
)
0 0 0 0 0 0 d3
0 0 0
(
4
3
)
0 0 0 0 0 d14
0 0 0 0
(
5
4
)
0 0 0 0 d25
. . . . . . 0 0 0 d26
. . . . . . . 0 0 d27
. . . . . . . . 0 d28
0 0 0 0 . . . .
(
n−1
n−2
)
d2(n−1)
0 0 0 0 . . . .
(
n
n−2
)
d2n


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By applying Elementary row operation repeatedly, then we get the matrix
Mn =


1 0 0 0 0 0 0 0 0 d1
0
(
2
1
)
0 0 0 0 0 0 0 d2
0 0
(
3
2
)
0 0 0 0 0 0 d3
0 0 0
(
4
3
)
0 0 0 0 0 d14
0 0 0 0
(
5
4
)
0 0 0 0 d25
. . . . . . 0 0 0 d36
. . . . . . . 0 0 d47
. . . . . . . . 0 d58
0 0 0 0 . . . .
(
n−1
n−2
)
d
(n−1−3)
(n−1)
0 0 0 0 . . . . 0 d
(n−3)
n


Therefore we get the identity
dkn = −
(
n
k + 1
)
1
k + 2
dk−1k+2 + d
k−1
n
Hence
|A| = |M | = d(n−3)n
n−1∏
i=1
(n− i) = (n− 1)!d(n−3)n
Theorem 4. For n = 4, 5, 6, 7, · · ·
d(n−3)n =
m∑
i=0
(
m
i
)
1
2i
n!
(n− i)!
(−1)idn−3−mn−i (4)
Proof.
d(n−3)n = −
n
2
dn−4n−1 + d
n−4
n = −
n
2
[
−
n− 1
2
dn−5n−2 + d
n−5
n−1
]
−
n
2
dn−5n−1 + d
n−5
n
=
n(n− 1)
22
dn−5n−2 −
n
2
dn−5n−1 −
n
2
dn−5n−1 + d
n−5
n
11
=
n(n− 1)
22
[
−
n− 2
2
dn−6n−3+d
n−6
n−2
]
−
n
2
[
−
n− 1
2
dn−6n−2+d
n−6
n−1
]
−
n
2
[
−
n− 1
2
dn−6n−2+d
n−6
n−1
]
−
n
2
dn−6n−1+d
n−6
n
= −
n(n− 1)(n− 2)
23
dn−6n−3+
n(n− 1)
22
dn−6n−2+2
[
n(n− 1)
22
dn−6n−2−
n
2
dn−6n−1
]
−
n
2
dn−6n−1+d
n−6
n
=
[
−
n(n− 1)(n− 2)
23
dn−6n−3
]
+ 3
[
n(n− 1)
22
dn−6n−2 −
n
2
dn−6n−1
]
+ dn−6n
= −
n(n− 1)(n− 2)
23
[
−
n− 3
2
dn−7n−4 + d
n−7
n−3
]
+ 3
n(n− 1)
22
(
−
n− 2
2
dn−7n−3 + d
n−7
n−2
)
−3
n
2
(
−
(n− 1)
2
dn−7n−2 + d
n−7
n−1
)
−
n
2
dn−7n−1 + d
n−7
n
=
n(n− 1)(n− 2)(n− 3)
24
dn−7n−4 − 4
n(n− 1)(n− 2)
23
dn−7n−3 + 6
n(n− 1)
22
dn−7n−2 − 4
n
2
dn−7n−1 + d
n−7
n
= −
n(n− 1)(n− 2)(n− 3)(n− 4)
25
dn−8n−5 + 5
n(n− 1)(n− 2)(n− 3)
24
dn−8n−4
−10
n(n− 1)(n− 2)
23
dn−8n−3 + 10
n(n− 1)
22
dn−8n−2 − 5
n
2
dn−8n−1 + d
n−8
n
· · ·
· · ·
· · ·
=
m∑
i=0
(
m
i
)∏i−1
j=0(n− j)
2i
(−1)idn−3−mn−i =
m∑
i=0
(
m
i
)
1
2i
n!
(n− i)!
(−1)idn−3−mn−i
Theorem 5. Solutions of Theorem 2 Or solutions of Equation (3):
k∑
s=1
sn−1 =
1
n
[ m∑
i=0
(
m
i
)
1
2i
n!
(n− i)!
(−1)idn−3−mn−i
]
(5)
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Proof. Easily followed from Cramer’s rule of solving linear system of equa-
tions:
k∑
s=1
sn−1 =
(n− 1)!
n!
d(n−3)n =
1
n
d(n−3)n
=
1
n
[ m∑
i=0
(
m
i
)
1
2i
n!
(n− i)!
(−1)idn−3−mn−i
]
=⇒
k∑
s=1
sn−1 =
1
n
[ m∑
i=0
(
m
i
)
1
2i
n!
(n− i)!
(−1)idn−3−mn−i
]
Corollary 1.
k∑
s=1
sn−1 =
1
n
[ n−3∑
i=0
(
n− 3
i
)
1
2i
n!
(n− i)!
(−1)idn−i
]
(6)
Where
d0n−i = dn−i = −
k
2
(n− i+ 2)−
k2
2
(n− i) + (k + 1)(n−i) − 1 (7)
Proof. Follows from equation (5) for m = n− 3.
Example 1. Solve for
k∑
s=1
s3000
Solution. From Equation (6), we have
k∑
s=1
s3000 =
1
3001
[ m∑
i=0
(
m
i
)
1
2i
3001!
(3001− i)!
(−1)id3001−3−m3001−i
]
=
1
3001
[ 2998∑
i=0
(
2998
i
)
1
2i
3001!
(3001− i)!
(−1)id03001−i
]
Where
d03001−i = d3001−i for i = 0, 1, · · ·2998
To compute them, please refer Page 7 or use equation (7).
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