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Abstract 
We present a Markov random field model intended to allow realistic edges in maximum a poste- 
riori ( M A P )  image estimates, while providing stable solutions. Similar to the generalized Gaussian 
distribution used in robust detection and estimation, we proposed the generalized Gaussian Markov 
random field (GGMRF). This model satisfies several desirable analytical and computational prop- 
erties for MAP estimation, including continuous dependence of the estimate on the data, invariance 
of the character of solutions to scaling of data, and a solution which lies at the unique local min- 
imum of the a posteriori log likelihood function. The GGMRF is demonstrated to be useful for 
image reconstruction in low dosage transmission tomography. 
1 Introduction 
Many important problems in image processing and computer vision require the estimation of 
an image or other 2D field, X, from noisy data Y. For example, tomographic reconstruction 
and 2D depth estimation are two seemingly dissimilar problems which fit into this structure. 
When the data is of good quality and sufficient quantity, these problems may be solved well 
by straightforward deterministic inverse formulae. However, when data is sparse or noisy, 
direct inversion is usually excessively sensitive to noise. If the data is sufficiently sparse, 
the inverse problem will be underdetermined or ill-posed. In such cases, the result can be 
significantly improved by exploiting prior information about X's behavior. 
Bayesian estimation is a statistical approach for incorporating prior information through 
the choice of an a priori distribution for the random field X. While many Bayesian estimation 
techniques exist, a common choice for image estimation problems is the maximum a posteriori 
(MAP) estimator. The MAP estimate has the appealing attribute that it yields the most 
likely image given the observed data. In addition, it results in an optimization problem 
which may be approached using a variety of established techniques. 
The specific choice of prior distribution for X is, of course, a critical component in MAP 
estimation. The Markov random field (MRF) has been applied widely during the recent 
~ a s t [ l ,  2, 3, 41, due to its power to usefully represent many image sources, and the local 
nature of the resulting estimation operations. A variety of distinct models exist within the 
class of MRFs, depending on the choice of the potential functions. Each potential function 
characterizes the interactions among a local group of pixels by assigning a larger cost to 
configurations of pixels which are less likely to occur. In particular, we will restrict our 
attention to potential functions p(xi - xj), which act on pairs of pixels. The shape of p(A), 
where A is the difference between pixel values, then indicates the attributes of our model 
for X. 
One of the more troublesome elements of applying MRFs to image estimation is coping 
with edges. Because most potential functions penalize large differences in neighboring pixels, 
sharp edges are often discouraged. This is especially true for the Gaussian MRF, which 
penalizes the square of local pixel differences. Many approaches to ameliorate this effect 
have been introduced. Geman and Geman[2], incorporated a "line process" into their MRF 
to describe sharp discontinuities. Others limited the penalty of any local difference at some 
prescribed threshold[5, 61, or created other potential functions which become flat at large 
magnitudes of their arguments[7, 8, 91. Since such functions are non-convex, the global 
optimization required in MAP estimation can not be exactly computed, and an approximate 
MAP estimate must be used. In addition, we show that there is a second equally important 
liability to using MRFs with non-convex potential functions: the MAP estimate may not be 
a continuous function of the input data. This means that the position of the 2 with globally 
minimal cost may undergo a large shift due to a small perturbation in E'. Therefore, the 
MAP estimator is an unstable and ill-posed inverse operation. 
Several researchers have proposed the use of convex potential functions. Stevenson and 
Delp[lO] used the convex Huber function[ll], which is quadratic for small values of A, and 
linear for large values. The point of transition between the quadratic and linear regions 
of the function is a predetermined threshold, T. Green[l2] and Lange[l3] included the 
strict convexity criterion, also for the sake of computational tractability. Green's choice 
of logcosh(A) has a shape similar to that of the Huber function, but with the transition 
point from approximately quadratic to approximately linear at  T = 1. Lange also derived 
several other potential functions in [13], each satisfying convexity and several other desired 
properties. 
The restriction to convex potential functions makes the computation of the exact MAP 
estimate feasible, but the approaches listed above still exhibit a limitation: their effect in 
MAP estimation is dependent on the scaling of X and Y. The transition threshold for the 
Huber function, for example, should be related to the magnitude of edges expected in X. If 
this magnitude is unknown, or edges of widely varying magnitudes are expected, then the 
smoothing of these edges may be inconsistent. Typically, fine edges may be blurred and large 
edges accentuated. Similar difficulties hold for the other non-quadratic functions mentioned. 
In this paper, we introduced an MRF model for Bayesian estimation, which is intended to 
ameliorate both of the problems discussed above. The general form of the potential function 
is IAlP, with 1 5 p 5 2. The resulting form of the probability density function for X is 
similar to the generalized Gaussian distribution commonly used as a noise model in robust 
detection and estimation[l4]. Due to this similarity, we use the name generalized Gaussian 
Markov random field (GGMRF) to describe these images. The parameter p controls the cost 
of abrupt edges. When p = 1 sharp edges are no more costly than smooth edges, and when 
p = 2 the familiar Gaussian assumption holds. 
The log of the GGMRF has two important properties. It is convex, and it scales with 
the data. Convexity makes minimization efficient and leads to a stable MAP estimator. The 
scaling property leads to a homogeneous MAP estimator when the observation noise has the 
generalized Gaussian distribution with a corresponding form. We also give the canonical 
form for all distributions which have the convexity and scaling properties. 
We briefly explore the connection between median filtering and M A P  estimation using the 
GGMRF prior together with the generalized Gaussian noise model. The recursive weighted 
median filter results as the local update operation for computation of MAP estimate when 
p = 1. However, it is shown that the local median filter updates do not converge to the 
global MAP estimate. This connection is of interest since median filters are a useful class of 
homogeneous edge preserving nonlinear filters for image processing. 
In the experimental section of this paper, the GGMRF is applied to the problem of image 
reconstruction from integral projections. Bayesian techniques have been applied to similar 
problems, but most previous assumptions for prior distributions have been Gaussian[l5, 16, 
171. We consider the transmission tomographic case, with low X-ray dosage, and attendant 
high photon counting noise. This noise is especially problematic in projection rays passing 
through highly absorptive regions; in the limit these regions are effectively radio-opaque, and 
present the equivalent of the hollow projection (a.k.a. Ubagel") problem. Reconstructions 
using the convolution backprojection algorithm suffer from a trade-off between excessive 
blurring and noise artifacts. A similar trade-off, with better results, can be made in using a 
Gaussian MRF as a prior density on X. The GGMRF, however, with smaller values of p, 
allows the formation of sharp edges, while more effectively suppressing the photon counting 
noise in the estimate. The success of the GGMRF in regularization of the tomographic recon- 
struction offers hope that it will be useful in many other image restoration and reconstruction 
problems. 
2 Statistical Framework 
2.1 MAP Estimation and Gibbs Distributions 
We first define some basic notation. A random field X will be defined on the set of N points 
S, and each pixel, X, for s E S ,  takes values in R. The neighbors of X, will be denoted by 
XaS where a s  c S. Further, the neighbors of each point must be chosen so that they have 
the property that Vs, r E S s # 8s  and r E a s  H s E ar. 
There are two important criteria which must be met by estimates of an image, X ,  from 
data, Y. First, X must accurately fit the data. A natural measure of this fit is the log 
likelihood function 
L(yJx) = log P(Y E dylX = x) 
where P(Y E dylX = x) is the density function of Y given X. The maximum likelihood 
(ML) estimate is the estimate which best fits the data. 
2 = arg rnax L(Y 1 x) 
2 
The ML estimate often does not satisfy the second criterion, which is the incorporation 
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of reasonable prior information about the the behavior of the image. In practice this can 
cause undesirable behavior or nonuniqueness[l 81 of the result. In the reconstruct ion from 
projections problem, the ML estimator may contain excessive high frequency variation which 
we would not expect to exist in the original image. If the number of data samples in Y is 
smaller than the number of unknown pixel values in X ,  the solution will be underdetermined. 
Similar problems of underdetermined or ill-posed solutions occur in a wide variety of problems 
in motion estimation[l9], surface reconstruction[20] and edge detection[21]. 
One approach to incorporating prior information into the solution is to adopt a prior 
distribution for the unknown image, g(x) = P ( X  E dx). The logarithm of the a posteriori 
distribution of X given Y may then be computed using Bayes' formula. 
A L,(x(y) = logP(X E dx(Y = y) 
= L(y[x)+logg(x) - logP(Y E dy) 
This posterior distribution may then be incorporated into a Bayesian estimation technique 
such as maximum a posteriori (MAP) estimation. 
2 = argmaxLP(x1Y) 
Z 
= arg max {L(Y lx) + log g(x)) 
Z 
= arg max {L(Y, x)) 
Z 
The last equation indicates that the MAP estimate also maximizes the log of the joint 
distribution, L(y, x) = log P(Y E dy, X E dx). 
When the prior distribution of X is Gaussian, the log likelihood logg(x) will be a 
quadratic function of x. If P (Y  E dylX = x) is also Gaussian, the MAP estimate cor- 
responds to E{X IY), and is therefore the minimum mean squared error estimate[22]. When 
the prior distribution is not Gaussian, the optimality properties of the MAP estimator are 
less clear[l8]. However, MAP estimation is computationally direct and has experimentally 
been shown to work well in a variety of problems[l, 2, 3, 4, 231. 
A critical issue is the choice of prior distribution for X. We will use Markov random 
fields (MRF) since they restrict computation to be local but still include a very wide class of 
possible models. Gibbs Distributions are used to explicitly write the distributions of MRF's. 
A Gibbs distribution is any distribution which can be expressed in the form 
where Z is a normalizing constant, K(.) is any function of a local group of points c and 
C is the set of all such local groups. The key to the definition of the Gibbs distribution is 
the specification of these local groups of points. A local set of points, c, is called a clique 
if Vs, r E c, s and r are neighbors. If Gibbs distributions are restricted to use functions 
of cliques induced by the neighborhood system ds, then the random field X will have the 
property that 
VS E S p(z,Jx, r # s) = p ( ~ , l x a ~ )  . 
This is the fundamental property of an MRF. In fact, the Hammersley-Clifford theorem 
states that under some technical conditions, a random field is a MRF if and only if it has a 
probability distribution corresponding to a Gibbs distribution[24, 251. 
2.2 Gaussian Markov Random Fields 
A common choice for the prior model is a Gaussian Markov random field (GMRF)[15,16,17]. 
The distribution for a Gaussian random field has the form 
where B is a symmetric positive definite matrix, X is a constant, and xt is the transpose of x. 
If the model is homogeneous, then the matrix B is Toeplitz-block-Toeplitz. In this case, we 
assume that the diagonal elements of B are unity, and, therefore, is equal to twice the 
prediction variance of a pixel, X,, given its neighbors, Xa,. In order for this to correspond 
to a Gibbs distribution with neighborhood system ds, we also impose the constraint that 
Bsr = 0 when s @ ar and s # r. This distribution may then be rewritten to form the log 
likelihood 
were a, = CrES B,, and b,, = -B,, . Notice that the second sum is now over all distinct 
pairs of neighboring pixels. MAP estimation of X then results from minimization of the 
following cost function: 
The GMRF prior has a number of analytical advantages when the conditional distribution 
of Y given X is also Gaussian. First, since the function to be optimized is quadratic it is also 
convex. Therefore, the global minimum will be unique and feasible to compute. This model 
also has the advantage that the minimum mean squared error estimate of X, the conditional 
expectation of X given Y, and the MAP estimate of X all coincide. Finally, the Gaussian 
structure inherits a wealth of techniques for choosing and estimating model parameters. 
Unfortunately, the Gaussian prior distribution results in estimates of X which are either 
excessively noisy or generally blurred. The blurring effect is particularly undesirable along 
the edges that often occur in real images. In fact, this same dilemma arises in many problems 
which require the estimation of local image properties. Examples of such local properties are 
depth in surface reconstruction[20], or velocity in motion estimation[l9]. In general, these 
problems are underdetermined and require the incorporation of prior information. 
2.3 Nonconvex Log Prior Distributions 
Non-Gaussian MRF's are interesting because they can potentially model both the edges 
and smooth regions of images. Many initial approaches have utilized non-Gaussian MRF's 
with highly nonconvex log likelihood functions. These models incorporate an additional 
unobserved random field called a line process which determines the location of edges[2, 261. 
While this approach is intuitively appealing and innovative, it makes minimization very 
difficult and introduces a variety of additional model parameters to choose or estimate. 
More recently, many approaches have focused on MRF's with simpler Gibbs distributions 
of the form 
log g ( x )  = - C b  ( x  - x )  + constant 
( ~ , ~ I E c  
(3) 
where p is a monotone increasing, but not convex function[7, 8, 5, 6, 9, 12, 131. A typical 
function used by Blake and Zisserman[5] is 
This function is shown in Fig. l a  for T = 0.5. Notice that the function is quadratic near 
zero, but the flat region beyond the value T allows sharp edges to form in the reconstructed 
image. The derivative of p determines the tendency of neighbors in X to be attracted and 
plays a role analogous to the influence function of robust statistics[ll, 271. This function 
is shown in Fig. lb. Notice that for values greater than T the model does not encourage 
pixels to be closer in value. If two pixels differ by a value greater than T, then it is likely 
that they lie on opposite sides of an edge, and therefore their values should not be required 
to be close. However, we will see in Section 3.2 that convex functions can also achieve this 
desirable goal. 
For the purposes of modeling the prior distribution on images, this distribution has 
some significant practical and theoretical disadvantages. Since the function is nonconvex 
it is generally impractical to globally minimize. Instead, the MAP estimate can only be 
approximated using a number of different techniques[2, 5, 61. In fact, the solution often 
depends substantially on the method used to perform the minimization. 
In addition to this computational issue, there is a disadvantage to the quality of recon- 
struction that results from such a nonconvex prior. In practice, once the size of an image 
edge significantly exceeds the value T,  there is no longer any tendency for the estimated 
edge in ? to be smooth. This means that the MAP estimate may abruptly change as the 












Figure 1: a) A typical nonconvex cost function. p is a function of A the difference between 
neighboring pixel values. b) The derivative of p represents the attraction between two points 
separated by A. 
magnitude of an edge in the input data Y increases. This often leads to a unnatural quality 
in the reconstruction, in which reconstructed edges greater than T are sharp, yet edges less 
than T are smooth. 
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Another undesirable quality in these reconstructions is due to the fact that the MAP 
I 
estimate, 2, is not continuously dependent on the input, y. To illustrate this point consider 
the nonconvex functions shown in Fig. 2. Fig. 2a shows a function with two local minima at 
positions X I  and x2. Fig. 2b show a small perturbation on the first function with the same 
two local minima. Notice that while the difference between the two functions is small the 
difference between the two global minima is large. In addition, there is clearly an intermediate 
point between the two function for which the solution is not unique. This phenomenon can 
produce drastic effects in MAP estimates of a random field. For example, a small spatial 
cluster of pixels with larger values than their surrounding neighbors may be suppressed by 
the cost of their border. If the potential function is nonconvex, this cluster may abruptly 
appear in the MAP estimate, due to a very small change in data. 
Figure 2: This figure illustrate how small changes in a nonconvex function can result in large 
changes in the location of the functions minimum value. 
2.4 Regularization and MAP Estimation 
The discontinuous dependence of a solution on data has long been viewed as a undesirable 




depends continuously on the data. 
When the solution does not depend continuously on the data, the problem is often called 
unstable since the solution can change dramatically with small perturbations of the data. 
The problem of regularizing ill-posed (not well posed) problems has been the subject of 
much research[l8, 19,20, 211. In particular, Tikhonov has introduced methods for regulariz- 
ing deterministic problems by introducing stabilizing functionals which play a role analogous 
to the log prior distribution of MAP estimation[28]. In this work, Tikhonov also determined 
that these stabilizing functionals must meet certain conditions to guarantee that the re- 
sulting problem is well posed. In particular, the stabilizing functionals are required to be 
"quasimonotone" to eliminate the possibility that the solution can discont~inuously jump. A 
quasimonotone function is defined by Tikhonov to be one which contains no local minima 
other than the global minima. We modify Tikhonov's original definition slightly and define 
the following. 
Definition 1 A local minimum of a function is any point which is the minimum on some 
local open neighborhood of the point. 
Definition 2 The functional h : U t R is called quasimonotonic if h ( . )  h,as a unique global 
minimum, h(x,) ,  at the point x ,  E U ,  h( . )  contains no other local minima, and there exists 
a number b > h(x,)  such that {x E U : h ( x )  5 b )  is compact. 
We may now use the concept of quasimonotonicity to prove a theorem which gives suffi- 
cient conditions for the MAP estimator to be well posed. These theorems are in the spirit of 
Tikhonov's work but are specifically designed for our purposes, and are based on unrelated 
methods of proof given in Appendix A and B. 
Theorem 1 Let f ( . ,  .) be a continuous functional f : U x V t R such that for all y E V 
f (., y )  is quasimonotonic then 
argminf(x,  zEU Y) 
is a continuous function of y. 
Theorem 2 Any strictly convex function f: RN t R with a local minimum is quasimono- 
tonic. 
These two theorems may then be combined with the properties of probability density 
functions to yield the following result. 
Corollary 1 Let X and Y be finite dimensional random objects. If L(y, x) = log P(X E 
dx, Y E dy) exists and is a strictly convex function of (x,y), then the MAP estimate is a 
well posed operation. 
2.5 Convex Log Prior Distributions 
The practical difficulties of minimization and the implications of instability are both disad- 
vantages of using nonconvex log likelihood functions for a prior distribution. Stevenson and 
Delp considered a similar issue in the reconstruction of surfaces from range information[lO]. 
The problem of surface reconstruction differs slightly from our problem since the possibility 
of both edge and roof discontinuities (first and second derivatives) must be included in the 
prior di~t~ribution. Stevenson and Delp's search for an alternative convex energy function 
was largely motivated by the intractable nature of nonconvex minimization. They chose the 
the Huber function first introduced in robust statistics[ll]. 
This function and its corresponding influence function are shown in Fig. 3 for T = 0.5. For 
values greater than T the linear region of this function also allows sharp edges, yet convexity 
makes the MAP estimate efficient to compute. 
In separate but related work, Green[l2] employed the function 
p(A) = log cosh(A), 
which produces useful Bayesian estimates of emission tomograms, while providing the afore- 
mentioned computational advantages. This p(A) is qualitatively similar to that of Huber's 
since it is quadratic near zero and linear for large A. Lange derived several other strictly 
convex potential functions in in a study of convergence of the expectation maximization 
algorithm[l3]. 
(a) p(A) = Huber function (b) = influence function 
Figure 3: a) The convex cost function used by Stevenson and Delp. p is a function of A the 
difference between neighboring pixel values. b) The derivative of p represents the attraction 
between two points separated by A. 
While these methods worked well in their applications, and represent important concep- 
tual steps, the behavior of their MAP estimates depends on the absolute scale of data. For 
example, the fact that a single value of T must be chosen for the Huber function is still a 
significant limitation when modeling images. Even if the value of T could be estimated accu- 
rately, it is not clear that a single value of T can accurately describe real images. In practice, 
all edges in an image do not have a single size. Therefore, real edges of magnitude less than 
T are smoothed while those edges greater than T are sharply reconstructed. This often has 
the effect of suppressing important but small detail, and can result in a reconstructed image 
with an unnatural appearance. 
3 A Stable Scale Invariant Approach 
The conclusion of the previous sections is that it is desirable for the log of the prior dis- 
tribution to be convex and not depend on an absolute parameter of scale such as T. In 
fact, many image processing operations that have been widely adopted such as linear and 
median filtering[29] are homogeneous operations, and do not have dependence on absolute 
scale. Homogeneous operations have the property that scaling of the input data results in 
proportional scaling of the output image. Our approach is to look for prior distributions 
which yield a homogeneous MAP estimation operator. This will result in a model that will 
reconstruct edges accurately without prior knowledge of their size. 
3.1 Homogeneous MAP Estimation 
The M A P  estimator is homogeneous if for all real constants a and for all inputs y the 
following holds. 
arg max L(ay , x )  = a arg rnax L ( y  , x )  
x x 
This is equivalent to the relationship 
arg max L(ay, a x )  = arg max L(y,  x )  . 
x x 
Such an equality may be insured by requiring that L have the functional behavior 
where ,8 and y are functions of a and y. A reasonable method for assuring that (4) holds is 
to require that the prior distribution and likelihood of Y given X have the form 
These are the basic relations which we will use to enforce homogeneity in the MAP estimator. 
We call such functions scalable. 
Definition 3 A strictly positive function g ( x )  is called scalable i f f o r  each constant a, there 
exist two constants p and y so  that for almost every x 
The form of the function L ( y ( x )  is usually determined by the physics of a problem. 
However, the restriction that it be scalable is not unreasonable. To see this, consider the 
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random vector, Z of independent and identically distributed random variables, Z,, with the 
generalized Gaussian distribution[l4] 
P(Z, E dz) = exp(-blq) 
2r( l /q)  
parameterized by q. When q = 2 the components of Z have a Gaussian distribution. When 
q = 1 they have a Laplacian distribution, and for 1 < q < 2 the distributioil has intermediate 
behavior. This noise model is commonly used in robust statistical estimation since it captures 
the heavy tailed behavior that is often exhibited by real noise distributions. If Y has the 
form 
Y =AX+D-lz (8) 
where A and D are matrices, then L(y1x) will be scalable. To see this notice that 
log L(ylx) = IID(Y - AX)JI i  + constant 
where 1 1  1 1 ,  is the 2, norm, and 
If in addition to L(y1x) being scalable, g(x) is scalable with the same constants CY and /3, . 
then the MAP estimator will be homogeneous. In addition, we argued in Section 2.3 that 
the log g(x) should be a strictly convex function in order to insure stability of the solution to 
perturbat ions of the data. Enforcing these two requirements leads to the following theorem 
proved in Appendix C. 
Theorem 3 The function g : #IN + #I is a scalable density function with a convex log 
density function logg(x) if and only if 
for some norm 1 1  . 1 )  and constants p > 1, and c. 
(a) P(A) = IAIle2 (b) = influence function 
Figure 4: a) An example of the proposed scale invariant convex cost function when p = 1.2. 
p is a function of A the difference between neighboring pixel values. b) The derivative of p 
represents the attraction between two points separated by A. 
3.2 Generalized Gaussian MRF 
Theorem 3 leaves available a wide variety of possible choices for g(x). However, we propose a 
simple generalization of Gaussian MRF's base on the concept of generalized Gaussian noise. 
This model has the functional form similar to (3), but uses p(A) = ]Alp, 
log g(x) = -Ap (x o , ~ x s ~ p  + hs,rIxs - x,lp 
3 
where 1 5 p 5 2, and X is a parameter which is inversely proportional to the scale of x. We 
call the class of random fields with this distribution generalized Gaussian Markov random 
fields (GGMRF) since this model is contained within the more general class of MRF's and 
includes all Gaussian MRF's when p = 2. As in the case of the GMRF, not all values of the 
parameters a, and b,,, will lead to a consistent model. In fact, g(x) will be well defined only 
if logg(x) is a positive definite function of x. A sufficient condition for positive definiteness 
is that a, > 0 and b,,, > 0. This condition also insures that the - logg(x) is convex. In 
practice, we may choose a, = 0, which results in an ill defined density. However, this is not 
a practical difficulty since the function L(YJx) causes the MAP estimate to be unique. 
Figure 5: When p = 1, any monotone function which starts and ends at the same value has 
the same total cost. Therefore, both the sharp edge and the smooth edge have the same 
cost. 
The choice of p is critical in determining the character of the model, Larger values of 
p discourage abrupt discontinuities while smaller values of p allow them. Figure 4a shows 
the function p(A) = and the corresponding influence function 1.21A(0-2. Notice that 
the tendency of pixels to be close in value increases more slowly as the separation increases. 
The special case of a one dimensional "image" x with p = 1 provides insight into edge 
reconstruction. For this case, the prior distribution has the form 
N-1 
logg(x) = - C Iss - xs+l 1 + constant . 
s= 1 
As long as x is a monotone (increasing or decreasing) function, then 
Therefore, the total cost is simply the difference between the starting and ending values. 
This means that abrupt edges in the reconstruction have no greater cost than smooth edges. 
Fig. 5 illustrates this fact and indicates that nonconvex functions are not required for the 
reconstruction of sharp edges. 
Let us assume that the observed distortion has the form of (9) and the prior distribution 
is from a GGMRF. Then both the prior distribution of X, and the conditional distribution 
of Y given X will be scalable. If in addition, p = q then the o and P parameters for both 
distributions will be the same, and the MAP estimator will be a homogeneous operation. 
More generally, if we write the MAP estimate, 2, explicitly as a function of the input data, 
y ,  and the prior scale parameter, A ,  it is easily shown that 
When p = q, the relation ?(oy, A )  = a? (y ,  A) holds for all o, and the MAP estimator is 
homogeneous. 
When p # q, the MAP estimator is not homogeneous, since the distributions for the prior 
and observation noise no longer coincide. However, (11) indicates the qualitative behavior of 
the MAP estimate does not change as the input is scaled since the result is proportional to 
a MAP estimate using a different regularization constant, o l -~ /PX.  More formally, we may 
define the set of all regularized solutions for each input y. 
Then we say that for p # q, the MAP estimate, ?(y, A ) ,  has the generalized homogeneity 
property since the set of all solutions scales with the input size. 
4 Optimization Techniques 
In this section, we discuss the minimization techniques which we will use to compute the 
MAP estimator. These methods are of fundamental importance for two reasons. First, 
they provide basic intuition for understanding MAP estimation using the GGMRF prior. 
Second, the minimization techniques connect the area of MAP estimation to the literature 
in weighted median filtering[29,30,31]. Since median filtering has been shown to be of broad 
practical importance in image filtering, we believe this suggests that methods based on the 
GGMRF prior can also be practically useful in a variety of image estimation applications. 
We will adopted a simplified problem for illustrating the issues of minimization. Assume 
that Y is formed by adding white noise to X, 
where Z is defined in (7) and a is a scale parameter (not equal to the standard deviation). 
We will also assume that the prior model is a homogeneous MRF (i.e. b,-, = b,-, is used in 
place of b,,,), and the coefficients a,  = 0. The MAP estimate is then given by 
Since this cost function is convex for p, q 2 1, finding a global minimum will be computa- 
tionally feasible. 
In general, (14) may be minimized using either global or local iterative techniques. Two 
examples of global iterative techniques are gradient descent and conjugate gradient[32]. At 
each iteration, these methods compute the multidimensional gradient of the cost function 
being minimized. The result is then used to determine a new solution which is closer to 
the global minimum. Local minimization methods iteratively minimize the cost function at 
each pixel, x,, of x. Since X is a MRF, minimization of the cost function with respect to x, 
results in the following simple local computation. 
This is equivalent to the local operation used in the method ICM proposed by Besag[3]. 
The discussion of minimization methods will be broken down into distinct cakes depending 
on the values of p and q. When p = q = 2 the well-known Gaussian case occurs. Here the 
reconstruction may be thought of as the best linear estimate with the resulting edge blurring 
and nonrobustness to noise. The local minimization operation reduces to a linear average of 
the observed value y, and the neighbors of x,. 
When p = q = 1 the cost function is not strictly convex so corollary 1 does not app1y.l 
However, this still represents an important limiting case as the distributions become heavy 
tailed. For p = q = 1 the cost function is a convex polytope in a high dimensional space. 
Along the edges of the polytope, the function is not differentiable. If for all r ,  oqAPb,  = 1, 
then the local minimization operation reduces to the median of the observed pixel value, y,, 
and the pixel's neighbors, 
2, = median {y,, x,,, x,,, . . . , xri)  
where each pixel has i neighbors. Notice that this operation always includes the information 
from the original data, y,. This keeps the MAP estimate from drifting too far from the 
original data. 
As the signal-to-noise ratio goes to zero, o Q X P  + 00. If b, is assumed constant, then the 
local minimization operation which results is 
2, = median {x,,, x,,, - .  ., xri)  . (16) 
This is the recursive median filter which has been extensively studied in nonlinear filtering 
literature. Notice that this filter assigns no weight to the original data. 
In the most general case of arbitrary coefficients, the solution of (15) is known as the 
weighted median. The weighted median is the value, i, such that the total weight of pixels 
greater than i is as close as possible to the total weight of pixels less than i. Since the 
'In fact, counter examples to continuity may be easily given whenever p or q are 1 .  
weighted median has the flexibility to treat pixels differently as a function of position, it has 
attracted attention as a nonlinear filter for image processing[33, 341. 
Median filters are known to be robust homogeneous filtering operations which preserve 
edges in practical image processing applications. So it is encouraging that they result as 
the local minimization operations of our MAP estimation problem. Surprisingly however, 
MAP estimation and median filtering are actually quite distinct because the local operations 
generally do not converge to the global MAP estimate! This happens because the local 
operations become "stuck" on the edges of the polytope. In fact, it is well known that the 
recursive median filter of (16) converges to a root signal (which is generally not constant) [30, 
311. However, since this operation results from assuming that a q X P  = w, we know that the 
global MAP estimate must have the form x, =constant for all s. In practice, we have found 
that the global MAP estimate may be computed by alternating a complete pass of local 
minimization with a single iteration of a gradient-based method. Since the cost function 
is not differentiable, a question arises as to how to compute the gradient. We use the 
approximation that 
In general, the local minimization will not globally minimize the posterior distribution 
whenever p or q equals 1. This is due to the fact that the cost function is not differentiable 
in these cases. While it is possible to perform the minimization solely using gradient based 
methods, we have found the alternation of local minimization with gradient methods to be 
important in making minimization computationally efficient. 
When 1 < p = q < 2, the cost function is differentiable, and it may be easily shown that the 
iterative local minimization of (15) converges to the global MAP estimate. In this case, the 
global minimum is the only point for which the gradient is zero. This local operation is, of 
course, nonlinear. When p = q, it is also homogeneous (as is the entire MAP estimator). The 
operation of (15) has the form of a least powers M-estimator used in robust statistics[27]. In 
practice, a value of q = 1.2 has been found to yield a good compromise between asymptotic 
efficiency and robustness for M-estimation in real data[27]. 
Due to the physical nature of a problem, we may often have 1 5 p # q 5 2. In this case, 
the local operation for minimization is not homogeneous, though it does have the generalized 
homogeneity property described in Section 3.2. 
Statistical Tomographic Reconstruction 
In this section, we briefly describe the specific problem of statistical reconstruction of 2D 
cross-sections from integral projections. This inversion problem has been approached within 
the Bayesian framework for both emission and transmission tomography[l6, 17, 7, 121. 
The 2-D Radon transform maps a function of two variables, which we denote by x(sl,  s2), 
into a function indexed by (8, t) according to 
M 
p ( ~ ,  t) = Jm J x(sl, s2)6(t - sl cos B - s2 sin ~)dslds2 
-M -M 
where S() is an impulse function. Fig. 6 illustrates the collection of projection data for a 
single value of 0. The value of p(0, t) represents the integral of x(sl, s2) along the ray at 
orientation 8 + :, at a displacement t from the center of the field. 
In practice, reconstruction requires finite-dimensional representation of both the projec- 
tion data, p, and the modeled image, x. The projections may be discretized by computing 
them for only a finite set of M projection rays, ((8;) ti))g,. The i ih projection is then written 
as p; = p(8;, ti). The Radon transform equations may now be written in the discrete form 
where A is a sparse matrix whose (i, j) th entry indicates the contribution of modeled pixel 
j to the i th projection measurement. 
Figure 6: Projection data for angle 0, resulting in the one-dimensional function p(0, t ) .  
In transmission tomography the projections, p, are not measured directly. Instead, raw 
data are in the form of the number of photons, y;, detected after passing through an absorp- 
tive material. We will use a quadratic approximation of the log likelihood of photon counts, 
y given the image x [36]: 
1 
L(Y If) FJ -,(8 - Ax)'D2(B - Ax) + c(y), 
where ji and D are defined by 
for input photon count y ~ .  The matrix D more heavily weights errors corresponding to 
projections with large values of yi. These projections pass through less dense objects, and 
consequently have higher signal-to-noise ratio. In the limit of opaque projections where 
no photons pass through the material, the approximation simply applies no weight to the 
measurement. 
In order to apply the MAP estimation techniques described above, we will require com- 
putationally efficient methods for implementing the global and local minimization methods 
described in Section 4. In fact, these methods have already been developed in [35, 361 for the 
quadratic case and discrete-valued priors. This work shows that both the local and global 
minimization methods require approximately equal amounts of computation per iteration 
through the data. However, when a Gaussian prior is used, the local method is analyti- 
cally shown to suppress high frequency error components more rapidly; whereas the global 
methods suppress low frequencies more rapidly. We believe that this same qualitative be- 
havior will hold for other prior distributions, and that the best strategy is to combine these 
techniques. 
6 Experimental Results 
Under the approximation of the conditional log likelihood of the photon counts given in ( la) ,  
we are restricted to q = 2 for the present experimental work, and will show the character of 
the results' dependence on the choice of p in the GGMRF. The results presented here were 
achieved using Gauss-Seidel(GS) type iterations[36], with pixel-by-pixel updates, combined 
with gradient ascent each third iteration. In preliminary trials, convergence of this technique 
was faster than that of either method independently. As mentioned in Section 4, the GS 
iterations will in general not find the global minimum for p = 1, and will be slow in converging 
for other small values of p. 
The test phantom, shown in Fig. 7, consists of two distinct densities, 0.22cm-' and 
0.48cm-l, both of which are within the range of human tissue in X-ray absorptivity. In- 
creasing intensity in Fig. 7 represents higher absorptivity. The physical diameter is approx- 
imately 20cm. Projections are collected using only y~ = 2000 photons per ray, far below 
typical clinical dosages, making the lighter regions nearly opaque to the X-rays. With these 
values for y~ and object composition, photon counting noise may dominate the corruption 
of the reconstruction if conventional techniques such as convolution backprojection (CBP) 
are used. The best (by visual ihspection) CBP reconstruction resulted from relatively severe 
lowpass filtering of projection data before inversion, and can be seen in Fig. 7. This case is 
similar to the hollow projections problem, but note that these methods require no estimation 
of the dense regions' locations, or interpolation of projections. The algorithm can be applied 
directly to other limited data problems such as the limited-angle reconstruction. 
The MRFs used featured only $-pixel neighborhoods, with equal weighting of nearest 
horizontal and vertical neighbors. For each p, we have chosen X yielding the best experimental 
result. For the Gaussian case, when p = 2, we chose X = 11.2. This is equivalent to a standard 
deviation for each pixel, given its neighbors, of 0.03cm-'. For p = 1.2, we chose a value of 
X = 46.4, and for p = 1, X = 300. 
The quality of reconstruction for each p did not exhibit great sensitivity to A ,  but con- 
vergence rates depend heavily on both parameters. Initial stages of convergence proceeded 
rapidly in each case, but the approximately 450 iterations required for convergence of the 
estimate when p = 1 was over an order of magnitude higher than in the Gaussian case. How- 
ever, the optimization technique for estimation with the GGMRF h a .  not been the focus 
of this research thus far, and we plan to study improvements for faster convergence. One 
possibility includes a variable step size for the gradient portion of the iterations. 
The reconstruction using the Gaussian prior (p = 2) suffers from the smoothing of edges, 
as illustrated in Fig. 8a. Smaller values of X can sharpen object boundaries but at the 
expense of larger noise artifacts. 
Fig. 8b and c show the results when a GGMRF prior is used with p = 1. Since Fig. 
8b only uses the local Gauss-Seidel updates, the image does not converge to the true MAP 
estimate. The blocky noise artifacts are analogous to the root signals of a median filter. Fig. 
8c shows the true MAP estimate for p = 1. 
The value of p = 1.2, as suggested by Rey[27], also produces an improved reconstruction, 
with intermediate qualities shown in Fig. 8d. Each of these examples featuring non-Gaussian 
priors exhibits some boundary blockiness, and tendency toward very straight edges, due to 
Figure 7: a) Original phantom (left); b) convolution backprojection reconstruction in low 
photon dosage with 128 projections at each of 128 angles (right); All images are presented 
at a resolution of 128 x 128 pixels. 
the simple 4-pixel neighborhood. The size of the neighborhood is a minor consideration in 
computational cost in the tomographic problem[36], and improved results are expected with 
larger neighborhoods. 
The GGMRF MAP estimate with small values of p has substantially lower mean-squared 
error than the CBP image, or the MAP estimate with the Gaussian prior. But because 
the mean-squared error tends to be dominated by pixels at the edges of the high intensity 
regions, we have found it to be a misleading measure of performance. Alternatively, Fig. 9 
shows a histogram of the absolute error in the reconstructed images for p = 1 and p = 2. 
Note the much greater concentration of errors at the lower magnitudes for the case p = 1. 
Figure 8: a) MAP estimate using Gaussian prior, p = q = 2 (upper left); b) Result of using 
only local minimization with p = 1, q = 2 (upper right); c) MAP estimate using Generalized 
Gaussian MRF, p = 1, q = 2, with alternating gradient ascent and local optimization (lower 
left); d)  MAP estimate for p = 1.2 (lower right). 
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Figure 9: Histograms of absolute error in the reconstructed images for the cases p = 1.0 and 
p = 2.0. 
7 Conclusion 
The GGMRF has demonstrated analytical properties and experimental results which offer 
promise for applications in many problems of image estimation. In particular, the GGMRF 
prior leads to a MAP estimator which may be uniquely computed. Moreover, when 1 < p < 
2, this MAP estimator is guaranteed to be a continuous function of the input data. For any 
problem in which the noise parameter q equals the prior parameter p, the MAP estimator 
will be invariant to scaling of the data. In particular, this means that edge magnitudes need 
not be predetermined. When p # q, variations in the data scale are equivalent to variations 
in the signal-to-noise ratio, d X P ,  used in the MAP estimate. 
The simulations presented here, in computed tomography, have dealt with a simple phan- 
tom, with only two densities. Such an image is ideal for priors which encourage sharp 
transitions in estimated reconstructions. The suitability of the GGMRF to more smoothly 
varying images is, as yet, unclear. However, it is promising that median filters, which have 
been successfully applied in images processing, are closely related to MAP estimation with 
the GGMRF prior. As noted earlier, the Bayesian approach has the advantage of retaining 
the original data in its recursions. 
The very slow convergence of the MAP estimate with small p is an impediment to the 
efficient application of these techniques. A major effort of our coming research will be 
directed toward speeding the MAP estimation process. 
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A Appendix 
Proof of theorem 1: 
We will prove this theorem for f (., .) defined on any general metric space, U x V. The 
appropriate induced metrics on U and V will be denoted by d,(z, 5 )  and d,,(y, g) respectively. 
This is equivalent to 1 lz - 5 I I and 1 1  y - GI I when U and V are vector spaces. 
Choose any y E V. By assumption, there is a unique global minimum. 
Our objective is then to show that for any e > 0, there is a 6 > 0, so that for all g with 
dv(y,G) < 6 
arg min f (z, g) E E 
2EU 
where 
E = (2 : d,(z,i) < e )  . 
By assumption, there exists a b > 0 such that 
is a compact set. If we define the sequence of sets 
then each A, contains i and must be compact since it is a closed subset of Al. If & denotes 
the closed set given by the complement of E, then 
is a sequence of compact sets none of which contain i. 
We will next show that for some N ,  AN c E or equivalently ON is empty. To show this, 
assume that On is not empty for any n. Since O1 is compact, there is a sequence of points, 
x, E On c 01 ,  with a subsequence, x,, that converges in O1. Since f(., y) is continuous 
and x, E A,, the limit of this subsequence must also be a global minimum of f (., y). This 
contradicts the assumption that there is a unique global minimum to the function f (., y). 
Define the following three subsets of AN. 
A N  = {X E u : ~ ( x , Y )  < b / ~  + C )  
I = the interior points of AN 
B = the boundary points of AN 
Then by the continuity of f (., y), it may be shown that AN C I. Therefore, 
This implies that for all x E B ,  f (x, y) = b/N + c. 
Since f ( - , - )  is a continuous function, it is uniformly continuous on any compact set. 
Therefore, there exists a 6 > 0 such that for all 5, with d,(y, 5) < 6 
We will use this fact to show that for any choice of y",with d,(y, ij) < 6 the global minimum 
of f (-, y") is still a member of AN C E. Since AN is compact and f (., y") is continuous, f (., y") 
must take on its minimum value at some point, 5 E AN. If we can show that the point 5 is 
in the interior of AN, then it must be the global minimum since it is a local minimum and 
f (., ij) is assumed to have no local minima other than the global minimum. 
Using the uniform continuity property of 19, we know that for all boundary points x E B 
and at the point 5 
Therefore, f (., y") is less at the point 5 than at any point on the boundary of AN. Since there 
is at least one point in the interior of AN which is less than any point on the boundary, the 
minimum of f (-, y") must fall on the interior of AN. 
B Appendix 
Proof of Theorem 2: 
Strict convexity implies that at most one local minimum of f exists. Without loss of 
generality, assume the minimum occurs at x = 0, and the minimum value is f (0) = 0. 
In order to show that C = {x E RN : f (x) 5 b) is compact for any b > 0, we invoke the 
Heine-Bore1 Theorem, which states that in RN, every closed and bounded set is compact. 
Convexity implies continuity of f .  Since the mapping f : RN -+ R is continuous, 
f (S) E RN is closed for every closed set S in R .  Therefore, C = f -l ((-ca, b]) is a closed 
set. 
By definition of the unique local minimum, there is an N-ball, B = {x : llxll 5 I ) ,  about 
0 such that for x # 0 with x E B, f (x) > 0. Given that f is continuous, the latter inequality 
holds on the surface of the ball, D = {x : llxll = 11, a compact set. The continuous function 
f must attain a minimum in D, and we denote any point at which the minimum occurs as 
x,. If we choose b = f(z,) > 0, then C c B and C is compact. To see this assume that 
x, E C, but x, # B. Then defining X = h, we have 
and this implies the contradiction f (x,) > b. 
C Appendix 
Proof of theorem 3: 
(+) We must prove that (a) exp{-llxllp} defines a proper density function, (b) (IxllP is 
convex, and (c) scalable. 
a) Any norm has the property that in a finite dimensional space 
J R N e X P { - ~ ~ x ~ ~ ~ ~  < m . 
Therefore, this forms a proper probability distribution. 
b) We may use the triangle inequality and the convexity of I . JP  to show that (Ix((P is 
convex. For all 0 < X < 1, 
c) X is scalable since 
(+) We must determine that - logg(x) = (f (x))P +constant where f has the properties (a) 
for all c 2 0, f(cx) = cf (x), (b) for all x, f (x) = 0 implies x = 8 where 8 is the zero vector, 
and ( c )  f(x) obeys the triangle inequality. 
a) Define the function ii(x) = - logg(x). Since ii(x) is convex, it is a continuous function 
of x, and ii(8) exits where 8 is the vector of zeros. By assumption we have that for any a 
there are p and 7 so that 
ii(ax) = pii(x) - 7 . 
If we define the new function, u(x) = ii(x) - ii(8) then for all x 
Choose any a > 1. Since g(x) must integrate to 1, there must be an x such that 
u(x) = u, > 0. Consider the three points u(0x) = 0, u(x) = u, and u(ax) = pu,. Convexity 
implies that /3 2 a. Therefore, we can find a p 2 1 so that P = a P .  
Define f (x) = (U(X))'/P. Then for all integers n 2 1, f (anx) = fl f (x). Choose 6 = allm, 
then similarly 
u(ax) = ~ ( 6 ~ 5 )  = ~ ? u ( x )  
where p6 is chosen so that u(6x) = P6u(x). From these relationships, we may infer that 
p? = p = a p  
P6 = a~ lm 
f (6"s) = 6" f (x)  
f (a l lmx)  = a l lm f (x) 
f(a"lmx) = anlmf(x) . 
Since rn and n are arbitrary integers and f is continuous, we have that for all c 2 1, 
f(cx) = cf(x). Let 0 < c < 1, then (l/c)f(cx) = f(x),  and therefore f(cx) = cf(x). 
Therefore, we have that for all c 2 0, f (cx) = cf (x). 
b) Assume that there exists f(xo) = 0 but xo # 8. For all y, 
where the first inequality is by convexity, and the second by the fact tha,t f (22,) = 0. By 
continuity of f ,  we may define the set 
such that for all y E A,, u(y) < 1. Using the above inequality, we have that 
c) First choose any x and y so that f (x) = f (y) = c # 0. Then for any 0 < X < 1, 
Now choose any x, y # 8, then f (x), f (y) # 0. Define, 
and  also define X I  = x / A  and  yl = y / ( 1  - A ) .  Then  since f ( X I )  = f ( y l ) ,  we may  apply t h e  
above result t o  yield the triangle inequality for f (.). 
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