We find precise small deviation asymptotics with respect to the Hilbert norm for some special Gaussian processes connected to two regression schemes studied by MacNeill and his coauthors. In addition, we also obtain precise small deviation asymptotics for the detrended Brownian motion and detrended Slepian process.
Introduction
Small deviation theory for Gaussian processes has been in intensive development in recent years (see the complete bibliography in [21] ). Its progress is stimulated by numerous links with such important mathematical domains as the accuracy of discrete approximation for random processes, the calculation of the metric entropy for functional sets and the Chung law of the iterated logarithm, see the review paper [18] . The small deviation theory is closely related to various topics in Statistics, e. g., functional data analysis [8] , nearest-neighbour density estimation [4] , and Bayesian nonparametrics [30] .
The theory is most developed for the small deviations of a centered Gaussian process X ( ) ∈ Under the weak conditions, fulfilled in this paper, the process X ( ) admits the KarhunenLoève expansion, see [1, 19, 20] . Therefore the equality in distribution follows
where {ξ } is a sequence of iid standard Gaussian rv's. Hence, the initial problem reduces to the description of the asymptotic behaviour of the probability
In some special cases the precise asymptotics of this probability can be found. Consider, e.g., the Brownian bridge B( ) ∈ [0 1] It is well-known, see [19] , that, as ε → 0,
The methods to obtain the precise asymptotics of (1) for more complicated Gaussian processes have been gradually polished in the papers by Li [17] , Dunker, Lifshits and Linde [5] , Fill and Torcaso [9] , Gao, Hannig, Lee and Torcaso [10] [11] [12] [13] , Beghin, Nikitin and Orsingher [3] , Nazarov and Nikitin [26] , Nazarov [23] [24] [25] , Kharinski and Nikitin [16] , and Nikitin and Pusev [27] . However, this problem is completely solved only in rare cases, and advances for new examples of Gaussian processes are certainly of interest.
The aim of the present paper is to obtain precise small deviation asymptotics in quadratic norm for several Gaussian processes appearing in Statistics, namely in a regression context. These processes can be considered as "perturbed" Brownian bridges (see their covariances K andK in (3) and (8) below), and small deviation asymptotics for them has not been known yet. Our results (see Theorems 2.1, 3.1 and 4.1 below) in prospect can be useful in statistical problems due to the multiple links to small deviation theory mentioned above.
A useful tool to obtain the precise small deviation asymptotics of Gaussian processes is the so-called Lifshits lemma. Lifshits himself has never published it, so we cite its formulation without proof from [3] and [26] . See also the recent paper [6] for a detailed proof.
Proposition 1.1.
Let η 1 , η 2 be two independent positive random variables with given small ball asymptotic behavior:
where C > 0, γ > 0, α ∈ R, = 1 2 and δ > 0. Then
where
Precise L
2 −small deviation asymptotics for the Brownian bridge of order
In [22] , MacNeill considered the polynomial regression model of order with independent errors having finite variances. He proved that the random process corresponding to partial sums of regression residuals converges weakly to the centered Gaussian process B ( ), which is closely related to the standard Brownian motion W and is defined by the formula:
In [22] this process was named generalized Brownian bridge of order . One can see that B (0) = B (1) = 0 and that
The covariance function of the process B is given by
The following theorem describes the precise small deviation asymptotics in L 2 −norm of B ( ).
Theorem 2.1.
Proof. The spectrum {λ } ∞ =1 of the kernel (3) was found in [14] . It was proved that Let {N } be a sequence of iid standard normal random variables, ∈ N, ν ≥ 0. Then
where ε := ε 2 sin
By straightforward computation one can see from (5) that
Replacing with + 1 in the last formula, we obtain
Applying Proposition 1.1, we easily conclude Theorem 2.1 When = 0, the classic result (2) for standard Brownian bridge follows. The process B 1 is closely related to the detrended Brownian motion W studied recently in [2] . It is defined as the orthogonal component of the projection of W ( ) into the subspace of linear functions in L 2 (0 1) It can be shown that
This is a centered Gaussian process with covariance
From Theorem 1 of [2] it follows that
Hence, we deduce from (4) that
This relation refines Proposition 3.3 in [2] , where the asymptotic behavior of the type (7) was obtained without the multiplicative constant 1
The result (7) can also be derived from Example 2 of Proposition 1 in [25] . There the precise small deviation asymptotics for the process B( ) − 6 (1 − ) 1 0 B( ) was found, which coincides in distribution with W ( ) as proved in Theorem 1 of [2] .
Small deviation asymptotics of the Jandhyala -MacNeill process
Another process of similar structure emerges in the same regression problem as above but with trigonometric regression instead of polynomial regression. The problem was considered in [15] , where the process
was detected. ( ) is a centered Gaussian process with zero mean and covariancẽ
We call this process the Jandhyala-Macneill process.
The aim of this section is to find precise small deviation asymptotics for this process.
Theorem 3.1.
For every ≥ 1, we have:
Proof. In [15] , it was shown that the eigenvalues of the kernel (8) (9) and the remaining eigenvalues are the numbers λ := (4π 2 2 )
Hence, we derive from the Karhunen-Loève expansion that:
where {λ ∈ N} is a decreasing sequence of positive roots of (9), while {ξ } and {ζ } are two independent sequences of iid standard normal variables. Consider the terms:
Our next goal is to get the precise small deviation asymptotics for 1 One can see that it is easy to observe that approximate solutions of the equation (11) 
Thus, the approximate solution of (11) may be represented as follows:
Then, the approximate solution of (9) 
Then where Γ is the circumference of radius π centered at zero, and
The singularities of the integrand are the zeros of the function ( ). All these zeros are real, because they are uniquely determined by the eigenvalues of the integral operator, see [15] .
We extend the integration contour from the circle Γ to the square T of side length 2π and centered at zero. Between these contours there are no roots of the function ( ). Moreover, the integrand is analytic, and the contour can be deformed [29, §2.3.5].
Let us calculate the limit of the integral
I
Looking at I 1 and I 3 , we note that on the respective intervals in the plane , as → ∞,
and also
Let us bound the denominator under the sum. If is large, there exists a positive constant C > 0 such that
) so that
Hence, we obtain that
The integral I 3 can be bounded from above analogously.
The estimation of I 2 and I 4 is similar. On the respective sides of the square
) and
) The same argument applies to I 4 .
Thus, we have proved that
Using the formula (14), we easily get the statement of Proposition 3.3.
Combining Proposition 3.2 and Proposition 3.3, we obtain
At this point we are able to evaluate the precise small deviation asymptotics of 1 Proposition 3.5.
Proof. Apply (15) and Theorem 6.2 from [26] .
To compute the precise small deviation asymptotics for 2 we use the following result from [17] : Proposition 3.6.
Let {ξ } ∈N be independent standard Gaussian variables. Then, for every N ∈ N, , N := + 1, ξ := ζ . Then by Proposition 3.6
where τ +1 = τ +1 (ε) is the root of the equation
Then, τ +1 (ε) → ∞ as ε → 0 By adopting the proof of Lemma 7 from [17] , we obtain
On the other hand,
Hence, we have
Substituting this in the asymptotic formula (17), we obtain
Using formula (2) for the probability on the right-hand side, we see that
Then, the resulting small deviation asymptotics for 2 is as follows:
To complete the proof of Theorem 3.1, we apply the Lifshits lemma (Proposition 1.1) for (16) and (18).
Small deviation asymptotics of generalized detrended Slepian process
For ≥ 1 2 , let S ( ) ∈ [0 1] be the stationary Gaussian process with zero mean and the covariance function:
It is also called the generalized Slepian process, see [24, 28] . In this paper we consider the most interesting case with ≥ 1, when
) is a standard Slepian process (see [28] ).
In [7, 24] , the small deviation asymptotics of generalized Slepian process was obtained. In particular, for > 1, it was proved that
We define the generalized detrended Slepian process according to (6) It is evident that | − | = + − 2( ∧ ). Hence, the covariance function is twice as large as the covariance function of a detrended Brownian motion (7) . Thus, the eigenvalues of the generalized detrended Slepian process are two times larger than the eigenvalues of the detrended Brownian motion. Using the result for the small deviations of detrended Brownian motion (7), we complete the proof.
We see that, contrary to (19), the described asymptotics does not depend on This shows that the detrended Slepian process simplifies the Slepian process.
