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L’ISOMORPHISME ENTRE LES TOURS DE LUBIN-TATE ET DE
DRINFELD : DE´COMPOSITION CELLULAIRE DE LA TOUR DE
LUBIN-TATE
par
Laurent Fargues
Re´sume´. — Cet article est le premier d’une se´rie visant a` construire un isomorphisme entre les
tours p-adiques de Lubin-Tate et de Drinfeld, de´crire cet isomorphisme et en donner des applications.
Nous-y construisons un mode`le entier p-adique e´quivariant en niveau infini de la tour de Lubin-Tate.
Ce sche´ma formel p-adique sera compare´ plus tard a` un autre associe´ a` la tour de Drinfeld.
Abstract. — This article is the first one of a series aiming to construct an isomorphism between
the p-adic Lubin-Tate and Drinfeld towers, describe this isomorphism and give applications. We
construct a p-adic equivariant integral model of the Lubin-Tate tower with infinite level. This formal
scheme will be later compared to another one associated to the Drinfeld tower.
Introduction ge´ne´rale a` la se´rie d’articles sur les tours de Lubin-Tate et de Drinfeld
Cet article est le premier d’une se´rie visant a` construire un isomorphisme entre les tours
p-adiques de Lubin-Tate et de Drinfeld, de´crire cet isomorphisme et en donner des applications.
Voici une bref description des diffe´rents articles :
– Le pre´sent article pour lequel on renvoit a` l’introduction qui suit.
– L’article [14] intitule´ “L’isomorphisme entre les tours de Lubin-Tate et de Drinfeld au niveau
des points” dans lequel on construit l’isomorphisme entre les deux tours au niveau des points
a` valeurs dans des corps value´s du type de ceux intervenant dans la the´orie des espaces de
Berkovich.
– L’article [11] intitule´ “Application de Hodge-Tate duale d’un groupe de Lubin-Tate, immeuble
de Bruhat-Tits du groupe line´aire et filtrations de ramification”. On y de´crit entre autres
pre´cise´ment l’isomorphisme entre les deux tours au niveau des squelettes des espaces de
Lubin-Tate et de Drinfeld.
– L’article [13] intitule´ “L’isomorphisme entre les tours de Lubin-Tate et de Drinfeld :
de´monstration du re´sultat principal”. On y de´montre l’existence de l’isomorphisme entre
les e´clate´s du sche´ma formel construit dans le pre´sent article et un autre sche´ma formel
construit a` partir de la tour de Drinfeld.
– L’article [12] intitutle´ “L’isomorphisme entre les tours de Lubin-Tate et de Drinfeld : com-
paraison de la cohomologie des deux tours”. On y de´montre que l’isomorphisme construit
dans [13] induit un isomorphisme entre les complexes de cohomologie a` support compact
e´quivariants des tours de Lubin-Tate et de Drinfeld. On y de´montre e´galement l’existence
d’une correspondances de Jacquet-Langlands ge´ome´trique entre faisceaux e´quivariants sur
l’espace des pe´riodes de Gross-Hopkins et faisceaux e´quivariants sur l’espace de Drinfeld.
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Pour le pre´sent article, les articles [14] et [13] nous suivons le plan fourni par [10] et il apparaˆıtra
comme clair au lecteur que nous nous sommes largement inspire´s des travaux de Gerd Faltings.
Les articles [11] et [12] eux sont comple´tement nouveaux et inde´pendants de [10].
Introduction a` cet article
Cette premie`re partie vise a` p-adifier la tour de Lubin-Tate : les mode`les entiers usuels de la
tour de Lubin-Tate ([6]) sont donne´s par le spectre formels d’anneaux du type Zp[[x1, . . . , xn−1]],
un ide´al de de´finition e´tant (p, x1, . . . , xn−1). Les mode`les entiers naturels de la tour de Drinfeld
eux sont p-adiques : l’ide´al de de´finition des sche´mas formels associe´s est l’ide´al engendre´ par p, les
anneaux associe´s e´tant du type Zp < x1, . . . , xd > /Ide´al. Pour pouvoir comparer ces deux tours
nous devons donc d’abord modifier les mode`les usuels de la tour de Lubin-Tate.
Utilisant certains domaines fondamentaux quasicompacts pour l’action des correspondances de
Hecke sphe´riques on reconstruit un mode`le entier p-adique en niveau infini de la tour de Lubin-
Tate, mode`le qui pourra eˆtre compare´ a` la tour de Drinfeld. Ce sche´ma formel p-adique est obtenu
par recollement d’ite´re´s sous les correspondances de Hecke d’un mode`le entier p-adique du domaine
fondamental.
Ces correspondances de Hecke sont parame´tre´es par un immeuble de Bruhat-Tits et le sche´ma
formel est obtenu par recollement e´quivariant de “cellules”, des sche´mas formels affines, indexe´es
par les sommets de l’immeuble. Il est a` noter que, contrairement a` celle de l’espace de Drinfeld,
cette de´composition cellulaire est indexe´e par les sommets de l’immeuble et non les simplexes.
Ainsi on verra par exemple dans les articles [11] et [13] que dans le cas de GL2 l’image de ces
cellules dans l’immeuble de Bruhat-Tits parame´trant l’espace de Drinfeld consiste en les boules
de rayon 1/2 centre´es en les sommets de l’immeuble (figure 1).
boules de rayon 1
2
dans l’arbre1
2
Figure 1. La de´composition cellulaire de l’arbre de PGL2 indexe´e par les sommets
Le sche´ma formel p-adique construit n’est pas un sche´ma formel topologiquement de type
fini, il vit en niveau infini. Il n’est pas possible d’effectuer sa construction en niveau fini (par
niveau on entend un sous-groupe compact ouvert de GLn(Zp)). Plus pre´cise´ment si r ∈ [01[∩Q et
Bn−1(0, r) de´signe la boule ferme´e de rayon r dans B˚n−1(0, 1), la base de l’espace de Lubin-Tate
(sans niveau), on peut alors construire un tel espace en niveau fini pour l’image re´ciproque de
cette boule dans la tour de Lubin-Tate. Mais lorsque r→ 1, ou si l’on veut lorsque l’on tend vers
le bord de l’immeuble de Bruhat-Tits i.e. on sort de tout compact, le niveau doit tendre vers
l’infini. Cela est relie´ au fait suivant. Soit I l’immeuble de Bruhat-Tits de PGLn(Qp) et A ⊂ I
un sous-ensemble simpliciale fini. Il existe alors un sous-groupe compact ouvert KA ⊂ GLn(Zp)
tel que le compose´ A →֒ I ։ I/KA soit un plongement. Mais lorsque A grandit KA −→ {Id}.
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De´crivons les diffe´rentes parties de l’article :
– Dans les sections 2,3 et 4 nous de´montrons des re´sultats ge´ne´ralisant ceux de [18] concernant
l’application des pe´riodes de l’espace de Lubin-Tate vers l’espace projectif et les domaines
fondamentaux pour les correspondances de Hecke non-ramifie´es dans ces espaces. Nous y
utilisons pour cela la the´orie des Displays qui donne des formules matricielles pour l’applica-
tion des pe´riodes. Certains de ces re´sultats sont de´ja` dans l’article [28] qui utilise le point de
vue de [18] des quasi-logarithmes, nous pre´fe´rons utiliser la the´orie des Displays. Puis nous
e´tudions en de´tails les domaines fondamentaux pour l’action des correspondances de Hecke
non-ramifie´es sur la base de la tour de Lubin-Tate de´finis par Gross-Hopkins dans [18]. Ces
re´sultats sont place´s dans un cadre plus conceptuel et ge´ne´ralise´s dans [11]. Ne´anmoins les
re´sultats plus complexes de [11] ne sont pas ne´cessaires a` une premie`re compre´hension de
l’isomorphisme entre les deux tours. C’est pourquoi ils ne sont pas inclus dans cet article.
Par exemple dans [11] on montre comment construire de fac¸on syste´matique des domaines
fondamentaux ge´ne´ralisant ceux de Gross-Hopkins et comment comprendre la fac¸on dont ils
se recollent avec leurs ite´re´s sous des correspondances de Hecke.
– Les sections 5 a` 8 sont le coeur de l’article. Nous y utilisons les domaines fondamentaux de
Gross-Hopkins pour de´composer cellulairement la tour de Lubin-Tate. Nous y construisons
a` la fin un sche´ma formel p-adique cellulairement de´compose´ au dessus de l’immeuble de
Bruhat-Tits du groupe line´aire. La cellule au dessus d’un sommet de l’immeuble est le spectre
formel d’une alge`bre p-adique du type la boule unite´ dans une alge`bre de Banach p-adique
obtenue par comple´tion d’une union croissante
⋃
k≥0Ak ou` Ak est une alge`bre affino¨ıde munie
de sa norme infinie et Ak → Ak+1 est fini. L’alge`bre A0 est la fibre ge´ne´rique d’un espace de
de´formations de groupe p-divisible avec contraintes sur le polygone de Newton de ses points
de p-torsions. Les alge`bres Ak sont obtenues en ajoutant des points de torsions (structures
de niveau).
– Dans l’appendice A on discute de la normalisation des sche´mas formels p-adiques admissibles
dans un reveˆtement fini de leur fibre ge´ne´rique vue comme espace rigide. On utilise ces
re´sultats de fac¸on cruciale dans la construction de nos sche´mas formels. Cet appendice est
ne´ de diverses questions de ge´ome´trie rigide que s’est pose´es l’auteur et pour lesquelles il n’a
pas trouve´ de re´fe´rences dans la litte´rature.
– Soit O l’anneau des entiers d’une extension de degre´ fini de Qp d’uniformisante π. Dans
l’appendice B nous e´tablissons une the´orie de la de´formation pour les O-modules π-divisibles
relativement aux immersions nilpotentes de´finies par des ide´aux munis de π-analogues des
puissances divise´es (le cas O = Zp et π = p e´tant le cas “classique” traite´ par la the´orie de
Messing). Cette section n’est pas strictement ne´cessaire pour de´montrer les re´sultats auxquels
nous nous inte´ressons mais permet ne´anmoins d’interpre´ter agre´ablement certains objets
intervenant dans la de´finition de l’application des pe´riodes, et accessoirement d’ame´liorer les
re´sultats d’inte´gralite´ de cette application. Les re´sultats de [9] sont plus ge´ne´raux que ceux
de cet appendice puisqu’ils s’appliquent aux groupes plats finis. Ne´anmoins dans le cas des
groupes p-divisibles la me´thode utilise´e dans l’appendice B est plus simple que celle de [9].
Pre´requis : Concernant les espaces de Lubin-Tate on supposera le lecteur familier avec les
chapitres 1 et 4 de [6], le chapitre II de [17] et [18]. Concernant [18] nous n’aurons a` utiliser
que le corollaire 23.26 de cet article, les autres re´sultats e´tant rede´montre´s et ge´ne´ralise´s par
d’autres me´thodes (la the´orie des Displays). Ne´anmoins la lecture de [18] est fortement conseille´e
car elle fournit une introduction “concre`te” a` l’e´tude de´taille´e des espaces de Lubin-Tate. Nous
utiliserons le langage des espaces de Rapoport-Zink ([24]) qui est le langage naturel de ce type de
proble`me. On pourra consulter [16] pour une reformulation de [17] dans ce langage la`. On suppose
e´galement le lecteur familier avec la the´orie de la de´formation de Messing ([22]).
Avertissements : Le lecteur uniquement inte´resse´ par la construction du sche´ma formels p-
adique qui sera relie´ plus tard a` l’espace de Drinfeld peut sauter les chapitres 2 et 4. Ne´anmoins
le re´sultat concernant l’application des pe´riodes sera utilise´ plus tard dans la construction de
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l’isomorphisme entre les deux tours. L’appendice B est re´serve´ aux “experts”.
Enfin il apparaˆıtra comme clair au lecteur que l’auteur de cet article s’est largement inspire´ des
travaux de Gerd Faltings [10].
Introduction bis : Construction du sche´ma formel dans le cas de GL2(Qp) par
e´clatements des courbes modulaires
Soit pourN ≥ 3 Y (N) la courbe modulaire ouverte sur Spec(Z) classifiant les courbes elliptiques
E munies d’une structure de niveau N , N−1Z/Z −→ E[N ], au sens de Katz-Mazur. On a
Y (N)(C) =
∐
(Z/NZ)×
Γ(N)\H±
Fixons un nombre premier p ainsi qu’un entier N0 ≥ 3 tel que (N0, p) = 1. Soit E la courbe ellip-
tique universelle sur Y0(N)⊗Fp. Conside´rons le Verschiebung V : E(p) −→ E c’est a` dire l’isoge´nie
duale du Frobenius F : E −→ E(p). Le morphisme induit au niveau des formes diffe´rentielles in-
variantes est
V ∗ : ωE −→ ωE(p) ≃ ω⊗pE
ou` l’on a fixe´ un isomorphisme (non canonique) entre fibre´s en droites ωE(p) ≃ ω⊗pE . Il fournit une
forme modulaire mod p de poids k − 1
H ∈ Γ(Y (N0)Fp , ω⊗(p−1)E )
qui est l’invariant de Hasse. Cela de´finit un diviseur de Cartier re´duit D dans Y (N0)Fp de support
le lieu supersingulier, un nombre fini de points de la fibre spe´ciale. Si y ∈ Y (N0)(Fp)s.s.
Y (N0 )̂/{y} ≃ Spf(W (Fp)[[x]])
ou` l’on peut choisir x ≡ H mod p (si p 6= 2, 3 x peut eˆtre choisi e´gal a` une se´rie d’Eisenstein
Ep−1).
De´sormais on notera Y (N0) pour Y (N0) ⊗Z Ẑnrp et D pour le diviseur de Cartier pre´ce´dent
e´tendu a` Y (N0)Fp . Soit
Y (p∞N0) = lim
←−
k≥0
Y (pkN0)
un Ẑnrp -sche´ma et
π : Y (p∞N0) −→ Y (N0)
la projection. C’est un morphisme plat totalement ramifie´ au dessus des points supersinguliers.
Le sche´ma Y (p∞N0) est muni d’une action de Hecke de GL2(Qp). Le morphisme π est GL2(Zp)-
invariant.
Conside´rons le diviseur de Cartier
D∞ = π
∗D
Il est “infiniment ramifie´” au sens ou` le sous-sche´ma ferme´ de Y (p∞N0)Fp de´finit par D∞ posse`de
des nilpotents d’ordre quelconque. Ne´anmoins supp(π∗D) est un nombre fini de points ferme´s
π : supp(π∗D)
∼−−→ supp(D) = Y (N0)s.s.(Fp)
Le morphisme π e´tant GL2(Zp)-invariant D∞ est GL2(Zp)-invariant
∀g ∈ GL2(Zp) g∗D∞ = D∞
Conside´rons les ite´re´s de D∞ par les correspondances de Hecke
{g∗D∞ | g ∈ GL2(Qp)/GL2(Zp)}
ensemble parame´tre´ par l’arbre de GL2. Bien suˆr ∀g ∈ GL2(Qp)/GL2(Zp) supp(g∗D∞) =
supp(D∞) puisque les correspondances de Hecke laissent invariantes le lieu supersingulier.
Ne´anmoins lorsque g varie dans GL2(Qp)/GL2(Zp) ces diviseurs de Cartier sont distincts.
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Fixons un entier α ≥ 1. Pour A ⊂ GL2(Qp)/GL2(Zp) un sous-ensemble fini de sommets de
l’arbre soit
XA = L’e´clatement de Y (p
∞N0) le long du diviseur
∏
g∈A
g∗Dα∞ de la fibre spe´ciale Y (p
∞N0)Fp
(un diviseur de la fibre spe´ciale de´finit un sous-sche´ma ferme´ de codimension 2 du mode`le entier)
et UA ⊂ XA l’ouvert ou` p engendre le diviseur exceptionnel. En fibre ge´ne´rique, i.e. apre`s inversion
de p, (UA)η = (XA)η = Y (p
∞N0)η.
Si A ⊂ B notons ΠA,B : XB −→ XA. On a Π−1A,B(UA) ⊂ UB et ΠA,B induit un isomorphisme
ΠA,B : Π
−1
A,B(UA)
∼−−→ UA
et donc via ΠA,B, UA ⊂ UB. Soit
Z = lim
−→
A⊂GL2(Qp)/GL2(Zp)
fini
UA
ou` les sous-ensembles finis de l’arbre sont ordonne´s par l’inclusion. C’est un sche´ma sur
Spec(W (Fp)) muni d’une action de GL2(Qp) puisque pour g ∈ GL2(Qp) on a g : UA −→ Ug.A. De
plus Zη = Y (p
∞N0)η.
Soit maintenant Z ′ le normalise´ de Z dans sa fibre ge´ne´rique Zη. Soit Z le sche´ma formel sur
Spf(W (Fp)) e´gal au comple´te´ p-adique de Z ′. Il est muni d’une action de GL2(Qp).
Pour α = 2 le sche´ma formel Z est “a` quelques de´tails pre`s” le sche´ma formel p-adique associe´ a`
la tour de Lubin-Tate que nous allons construire en ge´ne´ral. Nous ne le construirons pas de cette
manie`re. Pour GL2(Qp) ce sche´ma formel X∞ sera un sche´ma formel p-adique muni d’une action
de GL2(Qp)×D× ou` D|Qp est une alge`bre de quaternions. On aura alors
Z ≃
∐
i∈I
X∞/π
aiZ
ou` I est un ensemble fini et ai ∈ N \ {0}. Bien suˆr sur la construction pre´ce´dente on ne voit pas
l’action de D×, il faut utiliser le the´ore`me de Serre-Tate pour la voir.
1. Hypothe`ses et notations
Soit F |Qp une extension de degre´ fini, d’uniformisante π et de corps re´siduel k = Fq = OF /πOF .
On note F˘ = F̂nr le comple´te´ de l’extension maximale non-ramifie´e de F dans une cloˆture
alge´brique de celui-ci et F 0 l’extension maximale non-ramifie´e de Qp dans F . On note parfois O
pour OF et O˘ pour OF˘ . On fixe un isomorphisme entre le corps re´siduel de OF˘ et Fq une cloˆture
alge´brique de Fq.
Si Z est un sche´ma formel d’ide´al de de´finition I par de´finition la cate´gorie des groupes p-
divisibles sur Z est la cate´gorie limite projective
lim
←−
k≥1
(
Groupes p-divisibles sur Spec(OZ/Ik)
)
de la cate´gorie fibre´e des groupes p-divisibles sur le syste`me de sche´mas (Z mod Ik)k≥1. Cela signi-
fie concre`tement que se donner un groupe p-divisible sur Z est e´quivalent a` se donner une famille de
groupes p-divisibles (Gk)k≥1 sur les Spec(OZ/Ik)k≥1 munis d’isomorphismes ∀k Gk+1 mod Ik ∼−−→
Gk satisfaisant une condition de cocyle e´vidente. Rappelons que si Z = Spf(A) est affine il y a une
e´quivalence de cate´gories entre groupes p-divisibles sur Z et groupes p-divisibles sur Spec(A) (il
s’agit de l’analogue du the´ore`me d’alge´brisation de Grothendieck).
Une quasi-isoge´nie ϕ : G1 −→ G2 entre deux groupes p-divisibles sur Z est un syste`me compat-
ible de quasi-isoge´nies sur les Spec(OZ/Ik)k≥1. On prendra garde que la notion de quasi-isoge´nies
sur Spec(A) est beaucoup plus forte que celle sur Spf(A).
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Si S est un OF -sche´ma ou bien un Spf(OF )-sche´ma formel un O-module π-divisible sur S est
un groupe p-divisible H sur S muni d’une action de O induisant l’action canonique sur son alge`bre
de Lie (cf. appendice B pour plus de de´tails). Il sera dit formel si ses fibres ge´ome´triques en tous
les points de la base ne posse`dent pas de partie e´tale.
1.1. Espaces. —
De´finition 1.1. — Nous notons H0 un O-module π-divisible formel de dimension 1 et hauteur
n sur Fq. Nous notons H = H0/Fq .
De´finition 1.2. — Nous notons X0 l’espace de Lubin-Tate des de´formations par isomorphismes
de H0, ou encore l’espace des ∗-de´formations d’une loi de groupe formel associe´e comme dans [18].
Nous notons H0 la de´formation universelle. On note de meˆme X, H les objets e´tendus a` O˘.
Le OF -sche´ma formel X0 est non-canoniquement isomorphe a` Spf(O[[x1, . . . , xn−1]]). Il
repre´sente le foncteur qui a` une O-alge`bre locale comple´te´ R d’ide´al maximal m et de corps
re´siduel Fq associe les classes d’isomorphisme de couples (H0, ρ0) ou` H0 est un O-module
π-divisible sur R et
ρ0 : H0
∼−−→ H0 ⊗R R/m
De´finition 1.3. — On note M̂ l’espace de Rapoport-Zink associe´ sur Spf(O˘) des de´formations
par quasi-isoge´nies de H. On note M l’espace rigide fibre ge´ne´rique associe´.
Le sche´ma formel M̂ repre´sente le foncteur qui a` un Spf(O˘)-sche´ma formel S associe les classes
d’isomorphismes de couples (H, ρ) ou` H est un O-module π-divisible sur S et
ρ : H×Spec(Fq) (S mod π) −→ H ×S (S mod π)
est une quasi-isoge´nie.
1.2. Action. — Le groupe H0 e´tant de´fini sur Fq, H = H(q) et donc le morphisme de Frobenius
de´finit un e´le´ment
Π = Frobq ∈ End(H)
et alors
End(H) = End(H0/Fqn ) = OFn [Π] = OD
l’ordre maximal dans l’alge`bre a` division D d’invariant
1
n
ou` Fn|F de´signe l’extension non-ramifie´e
de degre´ n. L’action de Fn n’est pas de´finie sur Fq mais Fqn et on a End(H0) = OF [Π] l’anneau
des entiers de l’extension totalement ramifie´e de F de´finie par le polynoˆme d’Eisenstein Xn − π.
De´finition 1.4. — On muni X de l’action a` gauche de O×D et M̂ de celle de D× en posant
d.(H, ρ) = (H, ρ ◦ d−1)
pour H un groupe p-divisible et ρ l’isomorphisme ou quasi-isoge´nie de´finissant la de´formation.
1.3. Scindage de l’espace de Rapoport-Zink. — Rappelons que toute quasi-isoge´nie de
degre´ ze´ro entre O-modules π-divisibles formels de dimension 1 de´finis sur un sche´ma re´duit
annule´ par p est un isomorphisme. Il y a donc une de´composition
M̂ =
∐
i∈Z
M̂[i]
ou` M̂[i] de´signe l’ouvert-ferme´ de M̂ ou` la quasi-isoge´nie universelle est de hauteur i. De plus,
Π−i : M̂[0] ∼−−→ M̂[i]
(H, ρ) 7→ (H, ρ ◦ Frobiq)
et
M̂[0] ≃ X
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1.4. Donne´e de descente de Rapoport-Zink. — Elle est de´finie dans la section 3.48 de [24].
Soit σ le Frobenius arithme´tique de Fnr|F . Cette donne´e de descente α est donne´e dans notre cas
par le diagramme suivant
M̂ α //
∼

M̂(σ)
∼
∐
i∈Z
X Π
−1⊗σ //
∐
i∈Z
X
ou` l’ope´rateur Π−1 est l’identite´ de X de´cale´e de +1 dans
∐
i∈Z
X et 1⊗σ est donne´ par l’isomorphisme
X = X0⊗ˆOO˘. On voit en particulier qu’elle n’est pas effective puisqu’elle de´cale de 1 la hauteur
de l’isoge´nie. Cependant elle devient effective sur les quotients M̂/πaZ pour tout entier a ∈ N∗
(ce qui revient du point de vue cohomologique a` prendre les repre´sentations ayant un caracte`re
central d’ordre fini). L’action de D× commute a` cette donne´e de descente α.
Remarque 1.5. — La donne´e de descente 1⊗σ de´finissant X0 sur X = X0⊗ˆO˘ n’est pas la bonne
puisque par exemple elle ne commute pas a` l’action de O×D. Dans [18] Gross et Hopkins utilisent
cependant cette donne´e de descente quitte a` tordre l’action de O×D en le remplac¸ant par le groupe
e´tale localement constant Aut(H0) (Aut(H0) est un groupe sur Spec(Fq)e´t qui devient constant
sur Spec(Fqn), il de´finit dont un groupe sur (X0)e´t qui devient constant sur X0 ⊗OF OFn , Fn|F
de´signant l’extension non-ramifie´e de degre´ n). Nous pre´fe´rons cependant adopter le point de vue
de Rapoport-Zink.
1.5. Polygone de Newton des points de torsion. — Soit L|F une extension value´e comple`te
pour une valuation a` valeurs dans R ∪ {+∞} (il s’agit des corps intervenant dans la the´orie des
espaces analytiques de Berkovich). Si H est un O-module π-divisible formel sur OL de groupe
formel associe´ Ĥ il y a une application “valuation”
v : Ĥ(OL) −→ R ∪ {+∞}
qui est de´finie en fixant un isomorphisme de OL-sche´mas formels pointe´s Spf(OL[[T ]]) ∼−−→ Ĥ , l’un
e´tant pointe´ par la section T = 0 et l’autre par sa section unite´ (c’est a` dire en fixant une loi de
groupe formel associe´e), par la “valuation de la coordonne´e T ”. Cette application ne de´pend pas
du choix d’un tel isomorphisme puisque tout automorphisme du sche´ma formel (A1)̂/{0} envoyant
l’origine sur l’origine induit en fibre ge´ne´rique un automorphisme de B˚1 conservant la distance a`
l’origine.
On s’inte´ressera en fait a` la valuation des points de torsion H(OL) = Ĥ [π∞](OL). La “valua-
tion” de´finit une filtration appele´e filtration de ramification infe´rieure par des sous-O-modules sur
ces points de torsion, forme´e des sous-modules ou` la valuation est supe´rieure a` un nombre donne´.
Elle est e´tudie´e en de´tails dans [11]. Bornons nous a` quelques rappels.
Il existe un syste`me de coordonne´es formelles (x1, . . . , xn−1) sur X0 i.e. un isomorphisme
X0 ≃ Spf(O[[x1, . . . , xn−1]])
et une loi de groupe formel universelle Funiv telle que
[π]Funiv = πu0T + x1u1T
q + · · ·+ xn−1un−1T q
n−1
+ unT
qn
ou` u0, . . . , un ∈ O˘[[x1, . . . , xn−1]][[T ]]× sont des unite´s (cf. [21] chapitre 1 page 106, cela se
de´duit e´galement de la the´orie de Cartier cf. [18]). Nous fixons un tel isomorphisme. Pour x =
(x1, . . . , xn−1) ∈ Xrig0 (F ), ou plus ge´ne´ralement Xan0 (L) := X0(OL) avec L|F une extension value´e
comple`te comme pre´ce´demment, on note Hx la spe´cialisation du groupe p-divisible universel.
On ve´rifie alors aise´ment que le polygone de Newton de la multiplication par π sur la loi de
groupe formel universelle est l’enveloppe convexe des (qi, v(xi))0≤i≤n ou` x0 = 0 et xn = 1 (cf.
figure 2). Ses pentes non infinies λ1 ≥ · · · ≥ λn, ou` λi apparaˆıt qi − qi−1 fois entre les abscisses
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qi−1 et qi, sont les valuations des points de π-torsion non-nuls dans Hx[π](OL) \ {0}. On peut
donc lire sur ce polygone de Newton la filtration de ramification de Hx[π](OL).
1
1
qi j qnq q k
i )v(x
v(x j )
v(x k )
Figure 2. Le polygone de Newton de la multiplication par pi
Remarque 1.6. — Notons encore H0 le groupe p-divisible sur Spec(O[[x]]) associe´ a` celui sur
Spf(O[[x]]). Le choix de coordonne´es pre´ce´dentes implique que la stratification de Newton de
H0 mod π sur Spec(k[[x]]) est donne´e par
V (x1, . . . , xn−1) ⊂ · · · ⊂ V (x1, x2) ⊂ V (x1)
ou` V (x1, . . . , xn−1) est le lieu supersingulier (le point dont on est parti et qu’on a de´forme´) et
V (x1)
c le lieu ordinaire, et c’est essentiellement la seule proprie´te´ dont nous auront besoin (on
trouvera dans [23] la de´monstration de l’existence de syste`mes de coordonne´es formelles sur des
espaces de de´formation plus ge´ne´raux tels que la stratification de Newton soit de´finie par des
sous-espaces line´aires). On ve´rifie en effet que cette seule proprie´te´ sur la stratification de Newton
implique que le polygone de Newton de H0[π] est celui donne´ pre´ce´demment.
L’ensemble des points de Xrig ou` le polygone de Newton de H [π] est au dessus d’un polygone
donne´ est un ouvert admissible quasicompact. Cela permet de stratifier l’espace rigide Xrig par
de tels polygones. En quelques sortes les “bonnes coordonne´es” sur l’espace Xrig ne sont pas les
(v(xi))1≤i≤n−1 mais celles donne´es par le polygone de Newton pre´ce´dent.
2. Application des pe´riodes
2.1. De´finition. —
De´finition 2.1. — On note π˘1 :M[0] −→ Pn−1F˘ l’application des pe´riodes telle que de´finie dans
la section 23 de [18] ou plus ge´ne´ralement le chapitre 5 de [24].
Ce morphisme e´tale O×D-e´quivariant d’espaces rigides est de´fini de la fac¸on suivante. Soit E1 le
cristal de Messing de H comme objet de
(
(X⊗ (O˘/pO˘) / Spec(O˘)
)
NCRIS
(le cristal alge`bre de Lie
de l’extension vectorielle universelle de [22] sur le site cristallin nilpotent). Soit Erig1 l’isocristal con-
vergent associe´ sur Xrig. Soit E2 le cristal de Dieudonne´ de H sur (Spec(Fq)/Spec(W (Fq)))NCRIS .
Il y a un plongement
ι :W (Fq) →֒ OF˘
fixe´ par le choix de l’isomorphisme entre le corps re´siduel de F˘ et Fq. Soit
f : X −→ Spec(OF˘ ) −→ Spec(W (Fq))
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le morphisme compose´. Il y a un diagramme
X⊗ (OF˘ /pOF˘ ) //
f mod p

Spec(OF˘ )

Spec(Fq) // Spec(W (Fq))
qui induit donc un morphisme de topos
fCRIS :
(
(X⊗ (OF˘ /pOF˘ ) / Spec(OF˘ )
)
NCRIS
−→ (Spec(Fq)/Spec(W (Fq)))NCRIS
La quasi-isoge´nie universelle ρ : H ×Fq (X mod p) −→ H ×X (X mod p) sur l’espace des
de´formations induit une quasi-isoge´nie de cristaux
D(ρ) : fCRIS∗E2 −→ E1
et donc un isomorphisme d’isocristaux convergents
(1) f rig∗(Erig2 ) = (f∗E2)rig ∼−−→ Erig1
Si D(H) de´signe le module de Dieudonne´ covariant “classique” de H, c’est a` dire l’e´valuation de
E2 sur l’e´paississement Spec(Fq) →֒ Spec(W (Fq)), et E(H) l’extension vectorielle universelle du
groupe p-divisible universelH (un OX-module libre de rang n[F : Qp]), il y a donc un isomorphisme
O×D-e´quivariant
(2) D(H)Q ⊗W (Fq)Q,ι OXrig ≃ Lie (E(H))rig
et de plus
D(H)Q ⊗W (Fq)Q,ι F˘ =
(
Lie(E(H))rig
)∇=0
ou` ∇ de´signe la connexion de Gauss-Manin induite par la structure cristalline de l’extension
vectorielle universelle ; si
∆(2)
pr1
}}{{
{{
{{
{{
pr2
$$H
HH
HH
HH
HH
  // X× X
X X
de´signe le voisinage infinite´simal d’ordre 2 de la diagonale de X, la nature cristalline de l’extension
vectorielle universelle induit un isomorphisme
Θ : pr∗1E(H)
∼−−→ pr∗2E(H)
et alors
∇(m) = Lie(Θ)(1⊗m)−m⊗ 1
On renvoie a` la section 5.3 de [5] ou la proposition 2.3.26 de [15] pour la construction des
isomorphismes (1) et (2) qui repose sur la construction de Berthelot-Ogus du foncteur des F-
cristaux a` isoge´nie pre`s vers les isocristaux convergents. Cette construction repose elle-meˆme sur
l’astuce de Dwork ; la structure de Frobenius permet d’agrandir les domaines de de´finition des
solutions de l’e´quation diffe´rentielle ∇ = 0 ou` ∇ est la connexion de Gauss-Manin.
Il est e´galement construit sans recours a` la structure de F-cristal mais en utilisant la rigidite´
des quasi-isoge´nies dans [24] (cf. proposition 5.15 de [24]).
L’isomorphisme (2) est un isomorphisme de F ⊗Qp F˘ -modules via l’action de OF sur H et H.
Conside´rons la de´composition isotypique
D(H)Q =
⊕
τ :F 0 →֒W (Fq)Q
D(H)Q,τ
Le morphisme ι : W (Fq)Q →֒ F˘ induit un plongement τ0 : F 0 →֒ W (Fq)Q. Celui-ci induit un
isomorphisme O ⊗OF0,τ0 W (Fq)
∼−−→ WO(Fq) (WO de´signe les vecteurs de Witt ramifie´s, cf. [7]).
Notons alors
DO(H)Q = D(H)Q,τ0
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ou` O est la` pour OF . C’est un WO(Fq)-module muni d’un Frobenius ϕ qui est semi-line´aire rela-
tivement au Frobenius deWO. C’est un cristal relativement a` O, les cristaux usuels correspondant
au cas O = Zp.
Soit α : F ⊗Qp F˘ ։ F˘ . Le plus grand quotient de D(H)Q⊗W (Fq)Q,ι F˘ a` travers lequel F agit via
F ⊂ F˘ est (
D(H)Q ⊗W (Fq)Q,ι F˘
)
⊗F⊗Qp F˘ ,α F˘ = D(H)Q ⊗F⊗W (Fq)Q F˘
= DO(H)Q
Notons
(
Lie (E(H))rig
)′
le plus grand quotient de Lie (E(H))rig sur lequel O agit a` travers F ⊂
F˘ . L’isomorphisme O×D-e´quivariant (2) induit alors un isomorphisme entre fibre´s O×D-e´quivariants
sur Xrig
DO(H)Q ⊗WO(Fq) OXrig ≃
(
Lie (E(H))rig
)′
La filtration localement facteur directe
V (H) ⊂ LieE(H)
de´finie par la partie vectorielle de l’extension universelle est telle que sur son quotient LieH , O
agisse a` travers O →֒ OF˘ . Le F ⊗Qp OXrig -module LieE(H)rig est libre d’apre`s l’isomorphisme
(2). On en de´duit (cf. par exemple la de´monstration la proposition B.8 de l’appendice B) que si
I = ker(O ⊗Zp O ։ O) alors(
V (H)rig
)′
:= V (H)rig/I.LieE(H)rig →֒ (LieE(H)rig)′
est une filtration localement facteur directe de codimension 1. D’ou` une filtration(
V (H)rig
)′ ⊂ DO(H)⊗OXrig
localement facteur directe de codimension un. Cette filtration de´finit l’application des pe´riodes
Xrig −→ P(DO(H))
Bien suˆr cette application s’e´tend sur tout l’espace de Rapoport-Zink en un morphisme e´tale
D×-e´quivariant
M−→ P(DO(H))
de´fini de la meˆme fac¸on que pre´ce´demment en remplac¸ant X par M̂. L’espace des pe´riodes
P(DO(H)) est en quelques sortes l’espace M quotiente´ par la relation d’isoge´nies, c’est a` dire
le quotient de la tour de Lubin-Tate par le groupe GLn(F ).
2.2. Interpre´tation en termes du cristal O-extension vectorielle universelle. —
Les re´sultats de l’appendice B permettent de construire directement l’application des pe´riodes
pre´ce´dente en interpre´tant DO(H) et Lie(H)/I.Lie(H) comme e´valuations d’un cristal alge`bre de
Lie de la O-extension vectorielle universelle sur un site cristallin de´fini en termes de O-puissances
divise´es.
Ils permettent par exemple de voir que l’application des pe´riodes est “entie`re”sur le polydisque
∀i v(xi) ≥ p − 1 alors que la the´orie “classique”montre que ce n’est le cas que sur le polydisque
∀i v(xi) ≥ e(p− 1) ou` e est l’indice de ramification de F |Qp.
2.3. La donne´e de descente sur l’espace des pe´riodes. — Le Verschiebung sur le cristal
DO(H) induit un isomorphisme
DO(H)
∼−−→ DO(H)(σ)
qui induit une donne´e de descente compatible a` l’action de D× sur l’espace des pe´riodes
P(DO(H))
∼−−→ P(DO(H))(σ)
L’application des pe´riodes est compatible a` la donne´e de descente de Rapoport-Zink sur M et
a` cette donne´e de descente. On remarquera que cette donne´e de descente est effective et que la
varie´te´ descendue sur F est la varie´te´ de Severi-Brauer associe´e a` l’alge`bre a` division D.
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2.4. Formules explicites pour l’application des pe´riodes et applications. — Nous don-
nons dans cette section des formules explicites pour l’application des pe´riodes en utilisant la
the´orie des displays de [29]. Ces formules sont plus simples a` manipuler que celles utilise´es dans
[18] base´es elles sur la the´orie des quasi-logarithmes. Bien que la the´orie de [29] concerne des
groupes p-divisibles, les re´sultats de l’appendice B permettent d’e´tendre celle-ci au cas des O-
modules formels en remplac¸ant les vecteurs de Witt par les vecteurs de Witt ramifie´s (l’auteur
n’affirme pas avoir reve´rifie´ chaque de´monstration de [29], mais il en a reve´rifie´ suffisamment pour
se convaincre que cela marchait et il invite le lecteur a` en faire de meˆme).
2.4.1. Display universel sur X. — Conside´rons le module de Cartier (pour la the´orie de Cartier
des O-modules formels) sur O˘[[x1, . . . , xn−1]] ayant pour V -base e et comme e´quation structurelle
F.e = [x1]e + V [x2]e+ · · ·+ V n−2[xn−1]e+ V n−1e
La loi de O-module formel associe´e est la loi universelle conside´re´e dans [18]. Ce module de Cartier
provient d’un O-Display (P,Q, F, V −1) ou`
P = L⊕ T T =< ǫ1 > L =< ǫ2, . . . , ǫn > Q = L⊕ IWOT
IWO de´signant l’ide´al d’augmentation des vecteurs de Witt, T est un rele`vement de l’espace tangent
et la matrice de F ⊕ V −1 dans la base (ǫi)i est
[x1] [x2] . . . [xn−1] 1
1 0 . . . 0 0
0 1 0 0
0
. . .
...
...
1 0
 ∈ GLn
(
WO(O˘[[x1, . . . , xn−1]])
)
Cette matrice s’e´crit 
1 [x1] . . . [xn−1]
0
... In−1
0


0 . . . 0 1
1 0
. . .
...
1 0

comme dans la formule (86) page 174 de [29], ou` la matrice de droite est ici la matrice du cristal
ge´ne´ralise´ (cf. la section B.8 de l’appendice B) du O-module formel H que l’on de´forme. La matrice
de l’ope´rateur F s’e´crit alors 
[x1] π[x2] . . . π[xn−1] π
1 0 . . . 0 0
0 π 0 0
0
. . .
...
...
π 0

2.4.2. Formule pour l’application des pe´riodes. — Notons
A =

x1 πx2 . . . πxn−1 π
1 0 . . . 0 0
0 π 0 0
0
. . .
...
...
π 0

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la re´duite modulo l’ide´al d’augmentation de WO de la matrice pre´ce´dente et ∀i ∈ N A(σi) la
matrice obtenue en remplac¸ant ∀k xk par xq
i
k . Soit
B =

0 0 . . . 0 π
1 0 0
π
...
. . .
...
π 0

la matrice de l’ope´rateur F du cristal de H. Alors, d’apre`s la proposition 71 de [29]
lim
k→+∞
(1, 0, . . . , 0).AA(σ) . . . A(σ
k−1)B−k(3)
existe dans Γ(Xrig,OXrig )n ou` l’anneau Γ(Xrig,OXrig ) est muni de sa topologie de Frechet usuelle
de la convergence uniforme sur toutes les boules ferme´es de rayon plus petit que un. Notons
(f0, . . . , fn−1) cette limite. Il s’agit e´galement d’une limite au sens de la topologie (x1, . . . , xn−1)-
adique. Plus pre´cise´ment
(f0, . . . , fn−1) ≡ (1, 0 . . . 0).A . . . A(σ
k−1)B−k mod (xq
k
1 , . . . , x
qk
n−1)
On peut e´galement re´crire la limite pre´ce´dente sous la forme
lim
l→+∞
π−l(n−1) (1, 0 . . .0)AA(σ) . . . A(σ
ln−1)
Alors, toujours d’apre`s la proposition 71 de [29],
π˘1 = [f0 : . . . : fn−1]
et on peut re´crire
π˘1 = lim
l→+∞
[1 : 0 : . . . : 0].AA(σ) . . . A(σ
ln−1) ∈ Pn−1 (Γ(Xrig,OXrig ))
qui exprime π˘1 comme une limite d’orbite “σ-line´aire” dans Pn−1 sous l’action de A ∈ PGLn.
Exemple 2.2. — Lorsque n = 2, si
< a1, . . . , ai >=
1
a1 +
1
a2+...
1
ai
alors π˘1 = [1 : f(x)] ou`
f = lim
k→+∞
<
xq
2k
π
, xq
2k−1
,
xq
2k−2
π
, . . . , xq,
x
π
>
2.4.3. Application : ge´ne´ralisation d’un the´ore`me de Gross-Hopkins. — Nous ge´ne´ralisons ici le
corollaire 23.15 de l’article [18] en utilisant les formules pre´ce´dentes. Ce the´ore`me a de´ja` e´te´ obtenu
dans [28] en utilisant les quasi-logarithmes et n’est donc pas nouveau.
The´ore`me 2.3 (Yu). — Le morphisme π˘1 induit un isomorphisme entre les ouverts admissibles
{ (x1, . . . , xn−1) ∈ Xrig | ∀1 ≤ i ≤ n ∀0 ≤ j ≤ n− 1 1− v(xi)
qn(qi − 1) <
v(xj)
qn − qj }
et
{ [w0 : . . . : wn−1] ∈ Pn | w0 6= 0 et ∀1 ≤ i ≤ n ∀0 ≤ j ≤ n− 1 1− v(w˜i)
qn(qi − 1) <
v(w˜j)
qn − qj }
ou` on a pose´ x0 = π, xn = 1, w˜n = 1, w˜0 = π et ∀1 ≤ i ≤ n−1 w˜i = wiw0 . De plus sur ces domaines
∀1 ≤ i ≤ n− 1 v(xi) = v
(
fi(x1, . . . , xn−1)
f0(x1, . . . , xn−1)
)
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De´monstration. On utilise la formule limite (3) pour l’application des pe´riodes. Remarquons
qu’avec les notations de la sous-section pre´ce´dente A = CB ou`
C =

1 x1 . . . xn−1
0
... In−1
0

et que donc, si l’on pose
(f
(k)
0 , . . . , f
(k)
n−1) = (1, 0 . . . 0).AA
(σ) . . . A(σ
k−1)B−k
alors on a la formule de re´currence
(f
(k+1)
0 , . . . , f
(k+1)
n−1 ) = (f
(k)
0 , . . . , f
(k)
n−1).B
kA(σ
k)B−k−1
= (f
(k)
0 , . . . , f
(k)
n−1).B
bC(σ
k)B−b
ou` k = an+ b, b ∈ {0, . . . , n− 1}. On en de´duit les formules de re´currence suivantes :
Si b = 0
{
f
(k+1)
0 = f
(k)
0
∀i > 0 f (k+1)i = f (k)i + xq
k
i f
(k)
0
Si b 6= 0, en posant x0 = 1 et ∀i ∈ Z xi = xj ou` j ≡ i mod n, j ∈ {0, . . . , n− 1}{
f
(k+1)
b = f
(k)
b
∀i 6= b f (k+1)i = f (k)i + πα(b,i)xq
k
n−b+if
(k)
b
ou`
α(b, i) =
 −1 si i = 00 si 1 ≤ i ≤ b− 1−1 si b+ 1 ≤ i ≤ n− 1
Pour un ǫ tel que 0 < ǫ < 1 et pour une fonction g ∈ O˘[[x1, . . . , xn−1]][ 1π ] posons
Vǫ(g) = sup { v(g(x)) | x ∈ Xrig ∀1 ≤ i ≤ n ∀0 ≤ j ≤ n− 1 1− v(xi)
qn(qi − 1) ≤ ǫ
v(xj)
qn − qj }
Il suffit de montrer que
∀ǫ ∀k > 0
{
Vǫ(f
(k)
0 − 1) > 0
et ∀1 ≤ i ≤ n Vǫ(f (k)i − xi) > Vǫ(xi)
(O˘ e´tant de valuation discre`te cela implique qu’il existe α > 0 tel que ∀k > 0 Vǫ(f (k)i −
xi) > α + Vǫ(xi)). Cela ne pose pas de proble`me en utilisant les formules de re´currence donne´es
pre´ce´demment.
Remarque 2.4. — L’ouvert admissible pre´ce´dent est l’ensemble des points x ∈ Xrig ou` le poly-
gone de Newton de Hx[π] de pentes λ1 ≥ · · · ≥ λn ve´rifie
λ1
qn
< λn
ou encore les valuations des e´le´ments de Hx[π
2] \Hx[π] sont strictement plus petites que celles de
Hx[π]. Cela se de´duit des e´galite´s
λ1 = sup{1− v(xi)
qi − 1 | 1 ≤ i ≤ n} et λn = inf{
v(xj)
qn − qj | 0 ≤ j ≤ n− 1}
Il s’agit en fait d’un domaine fondamental “ouvert” pour les isoge´nies de´formant une puissance de
π i.e. pour les ope´rateurs de Hecke non-ramifie´s de degre´ un multiple de n, le domaine fondamental
de Gross-Hopkins de´fini dans la section suivante e´tant quant a` lui un domaine fondamental pour
les isoge´nies quelconques i.e. tous les ope´rateurs de Hecke non-ramifie´s. Partant de ce point de vue
on donne une autre de´monstration plus conceptuelle d’une partie de ce the´ore`me dans la section
4.
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Plus ge´ne´ralement dans l’article [11] nous e´tudions plus en de´tails l’application des pe´riodes en
dehors de cet ouvert admissible comme dans [28].
3. Domaine fondamentale de Lafaille/Gross-Hopkins ([18])
De´finition 3.1. — Posons
D = {x ∈ Xrig | ∀1 ≤ i ≤ n− 1 v(xi) ≥ 1− i
n
}
un ouvert admissible quasi-compact dans la boule unite´ ouverte de dimension n− 1.
Apre`s extension des scalaires a` F˘ (π1/n) l’espace D devient isomorphe a` la boule unite´ ferme´e
de rayon 1 et de dimension n− 1.
Remarque 3.2. — Le domaine D admet la description intrinse`que (i.e. inde´pendante du choix
de coordonne´es) modulaire suivante :
D = {x ∈ Xrig | polygone de Newton de Hx[π] est ≥ a` celui de la figure 3 }
En particulier il est stable sous O×D puisqu’il ne de´pend pas de la de´formation ρ mais seulement
de la classe d’isomorphisme de Hx.
1−
i
n
ni qqq1
1
Figure 3. Le polygone de Newton bordant le domaine fondamental de Gross-Hopkins
Rappelons la proposition suivante qui est un cas particulier du the´ore`me 2.3 :
Proposition 3.3 (Gross-Hopkins [18]). — Le morphisme e´tale π˘1 restreint a` D induit un iso-
morphisme entre D et l’ouvert suivant
π˘1(D) = { [y0 : . . . : yn] | ∀i v( yi
y0
) ≥ 1− i
n
}
Pour toute extension value´e L|F les fibres du morphisme π˘1 sur les L-points correspondent aux
O-modules π-divisibles isoge´nes via une isoge´nie de´formant une puissance de π en fibre spe´ciale.
Cependant il existe des points distincts de D correspondant a` des O-modules π-divisibles isoge´nes
via des isoge´nies de´formant une puissance de Π, ce que pre´cisent les de´finitions et propositions
suivantes. En d’autres termes on cherche a` comprendre comment se recolle D avec ses ite´re´s sous
les correspondances de Hecke sphe´riques.
De´finition 3.4. — Pour 1 ≤ i ≤ n− 1 posons
∂iD = { x ∈ D | v(xi) = 1− i
n
}
un domaine de Laurent dans D.
Remarquons que sur ∂iD le polygone de Newton de Hx[π] posse`de un point de rupture en qi ce
qui correspond a` un l’existence d’un cran de rang i dans la filtration de ramification du sche´ma
en groupes Hx[π] ou encore a` l’existence d’un sous-groupe canonique “ge´ne´ralise´”.
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Proposition 3.5 (Faltings). — Soient x ∈ D, x′ ∈ Xan et f : Hx → Hx′ une isoge´nie qui n’est
pas un isomorphisme et qui ne se factorise pas par la multiplication par π. Le points x′ appartient
a` D ssi ∃i x ∈ ∂iD et f est une isoge´nie de noyau le sous-groupe de rang i de Fx[π] forme´ des
qi-points de plus grande valuation (un sous-groupe canonique ge´ne´ralise´).
De´monstration.
Rappelons que si L|F est une extension value´e comple`te et ϕ : H1 −→ H2 est une isoge´nie entre
deux O-modules π-divisibles formels de dimension 1 alors
∀x ∈ Ĥ1(OL) v(ϕ(x)) =
∑
α∈kerϕ
v(x − α)
Supposons que x ∈ ∂iD et soit f : Hx → Hx′ l’isoge´nie de´finie par le quotient des qi-points de
plus grande valuation. Notons λ1 ≥ · · · ≥ λn les pentes du polygone de Newton de Hx[π] (λk est
la pente entre les abscisses qk−1 et qk).
Les e´le´ments de Hx′ [π] sont de deux types :
– de la forme f(α) ou` α ∈ Fx[π]\ker f . Alors, leurs valuations sont (puisque ∀β ∈ ker f v(β) >
v(α)) v(f(α)) = qiv(α) et varient donc dans (qiλi+1, . . . , q
iλn).
– de la forme f(α) ou` α est un ze´ro de la se´rie formelle [π]Fx − β avec β ∈ ker f \ {0} et Fx
de´signe une loi de groupe formel associe´e a` Hx. Le polygone de Newton de cette se´rie formelle
est obtenu en prenant l’enveloppe convexe de (0, v(β)) et celui de [π]Fx
1
1
λ1
qi qn
1− in
Figure 4. Le polygone de Newton de [pi]Fx − β, v(β) = λ1
Mais, sup
β∈ker f\{0}
v(β) = λ1. Or,
λ1
qn
< λn. En effet,
v(x1) ≥ 1− 1
n
⇒ λ1 ≤ 1
n(q − 1) et v(xn) ≥
1
n
⇒ λn ≥ 1
n(qn − qn−1)
Donc, ∀β ∈ ker f \ {0} Newt([π]Fx − β) est le segment joignant (0, v(β)) a` (qn, 0) avec v(β) ∈
{λ1, . . . , λi} (figure 4). Les valuations des e´le´ments de [π]−1Fx (ker f \ {0}) sont donc (
λ1
qn
, . . . ,
λi
qn
).
Or,
λ1
qn
< λi puisque λ1 ≤ 1
n(q − 1) et l’e´galite´ v(xi) = 1−
i
n
implique que λi≥ 1
n(qi − qi−1) .
Donc,
∀β ∈ ker f \ {0} ∀α ∈ [π]−1Fx (ker f \ {0}) v(α) < v(β)
On en de´duit que v(f(α)) = qiv(α) qui sont donc les (
λ1
qn−i
, . . . ,
λi
qn−i
). Or,
qiλi+1 ≥ · · · ≥ qiλn > λ1
qn−i
≥ · · · ≥ λi
qn−i
Donc, x′ ∈ ∂n−iD.
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Re´ciproquement, soit f : Hx −→ Hx′ une isoge´nie comme dans l’e´nonce´ telle que x, x′ ∈ D.
Commenc¸ons par remarquer que les analyses pre´ce´dentes montrent que les valuations des e´le´ments
non nuls de Hx[π
k] sont
λ1 ≥ · · · ≥ λn > λ1
qn
≥ · · · ≥ λn
qn
> · · · > λ1
qn(k−1)
≥ · · · ≥ λn
qn(k−1)
ou` il y a (qi − qi−1)qn(k−1) e´le´ments de valuations λi
qn(k−1)
.
Soit M = ker f . Notons
k = sup{j |M [πj ] 6=M [πj−1] }
Pour j entre 1 et k notons
rj = dimFq M [π
j]/M [πj−1]
On a donc
n− 1 ≥ r1 ≥ r2 ≥ · · · ≥ rk > 0
Posons pour simplifier les notations r = rk. Le Fq-e.v. πk−1.M ⊂ Hx[π] est de dimension r.
Choisissant un drapeau complet de πk−1.M raffinant la filtration de ramification infe´rieure (celle
donne´e par la valuation) on en de´duit que les valuations des e´le´ments de [πk−1]Fx(M) \ {0} sont
de la forme
λa1︸︷︷︸
q−1 e´lts.
≥ · · · ≥ λar︸︷︷︸
(qr−qr−1) e´lts.
ou` ∀j aj ≥ j. Soit M ′ ⊂ Hx[πk+1] un sous-OK-module tel que M = M ′[πk] et πM ′ = M . Les
valuations des e´le´ments de M ′ \M sont
λa1
qnk
≥ · · · ≥ λar
qnk
et sont en particulier strictement infe´rieures a` celles des e´le´ments deM . On en de´duit que f(M ′) ⊂
Hx′ [π] est un Fq-e.v. de dimension r dont les valuations des e´le´ments non-nuls sont
λa1
qnk−(r1+···+rk)︸ ︷︷ ︸
(q−1) e´lts.
≥ · · · ≥ λar
qnk−(r1+···+rk)︸ ︷︷ ︸
(qr−qr−1)e´lts.
(4)
Et que donc ∑
α∈f(M ′)\{0}
v(α) =
1
qnk−(r1+···+rk)
(
(q − 1)λa1 + · · ·+ (qr − qr−1)λar
)
≤ 1
qnk−(n−1)(k−1)−r
(
(q − 1)λ1 + · · ·+ (qr − qr−1)λr
)︸ ︷︷ ︸
≤ rn car x∈D
≤ r
nqn+(k−1)−r
Mais pour un sous-Fq-ev. N de Hx′ [π] de dimension r on a∑
α∈N\{0}
v(α) ≥ r
nqn−r
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car si λb1︸︷︷︸
(q−1) e´lts.
≥ · · · ≥ λbr︸︷︷︸
(qr−qr−1) e´lts.
sont les valuations des e´le´ments de N
∑
α∈N\{0}
v(α) = (q − 1)λb1 + · · ·+ (qr − qr−1)λbr
≥ (q − 1)λn−r+1 + · · ·+ (qr − qr−1)λn
=
1
qn−r
[
(qn−r+1 − qn−r)λn−r+1 + · · ·+ (qn − qn−1)λn
]
≥ r
nqn−r
car x′ ∈ D
De tous cela on de´duit ne´cessairement que k = 1. Si de plus il existe un indice j tel que aj > j
alors les deux ine´galite´s ci-dessus sont strictes. On en de´duit donc que ∀j aj = j.
Remarque 3.6. — Dans [11] nous expliquons plus ge´ne´ralement comment construire des do-
maines fondamentaux comme celui de Gross-Hopkins a` partir de domaines fondamentaux pour
l’action du groupe des rotations engendre´ par le cycle (1 . . . n) dans le simplexe de sommets 1, . . . , n.
3.1. Lien entre le domaine fondamental et les points C.M.. —
Proposition 3.7. — Soit E|F une extension de degre´ n. Il existe une unique classe d’isoge´nie
de groupes p-divisible Hx, x ∈ Xrig, ayant multiplication complexe par un ordre dans OE. Les
repre´sentants de cette classe d’isoge´nie dans D sont exactement ceux ayant multiplication complexe
par l’ordre maximal OE. De plus les x ∈ D tels que Hx ait multiplication complexe par OE forment
une O×D-orbite.
– Si E|F est non-ramifie´e cette orbite est πOn−1E ⊂ D. Le polygone de Newton associe´ a une
seule pente.
– Si E|F est ramifie´ de degre´ e > 1 alors cette orbite est contenue dans
e−1⋂
k=1
∂k neD
Le polygone de Newton a alors comme pentes
∀k ∈ {0, . . . , e− 1} λkf+1 = λkf+2 = · · · = λ(k+1)f−1 =
1
e(q(k+1)f − qkf )
cf. la figure 5
De´monstration. Facile.
1
e
1
e
1
e
1
1 q qf f
nq2fq
Figure 5. Le polygone de Newton d’un groupe C.M.
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4. Une autre de´monstration d’une partie du the´ore`me 2.3
Soit
H = { x ∈ Xrig | λ1,x
qn
< λn,x }
ou` λ1,x ≥ · · · ≥ λn,x sont les pentes de Newt(Hx[π]). Il s’agit du domaine fondamental introduit
dans l’e´nonce´ du the´ore`me 2.3. Nous donnons une autre de´monstration de la partie “isomorphisme
sur son image” du the´ore`me 2.3. Cette de´monstration utilise moins de calculs explicites et est
plus conceptuelle. Cependant elle ne permet pas de de´montrer les proprie´te´s “me´triques”de
l’application des pe´riodes, par exemple calculer l’image par celle-ci des polydisques “ferme´s”inclus
dans H.
Commenc¸ons par un lemme :
Lemme 4.1. — Soit K un corps value´ complet non-archime´dien et f : X −→ Y un morphisme
e´tale entre K-espaces analytiques de Berkovich. C’est un isomorphisme sur son image ssi ∀L|K
une extension de corps value´s le morphisme f induit une injection de X(L) dans Y (L).
De´monstration. C’est une conse´quence du fait qu’un morphisme e´tale entre espaces analytiques
est un isomorphisme local ssi il induit un isomorphisme au niveau des extensions de corps re´siduels.
D’apre`s le lemme pre´ce´dent le the´ore`me 2.3 re´sulte de la proposition suivante :
Proposition 4.2. — Soit L|F une extension value´e comple`te. Soient x, x′ ∈ H(L) tels qu’il existe
une isoge´nie f : Fx −→ Fx′ de´formant une puissance de π. Alors x = x′.
De´monstration. Commenc¸ons par constater que ∀x ∈ H(L), si λ1 ≥ . . . λn sont les pentes de
Newt(Hx[π]) alors les valuations des points de Hx[π] \ {0}, Hx[π2] \Hx[π], . . . , Hx[πk] \Hx[πk−1]
sont “strictement ordonne´es”et valent
λ1 ≥ · · · ≥ λn > λ1
qn
≥ · · · ≥ λn
qn
> · · · > λ1
q(k−1)n
≥ · · · ≥ λn
q(k−1)n
Reprenons les notations de la seconde partie de la de´monstration de la proposition3.5 : on conside`re
f,M,M ′... on obtient alors d’apre`s la formule 4 qu’il existe des e´le´ments dans Hx′ [π] de valuation
λi
qnk−(r1+···+rk)
pour un i ∈ {1, . . . , n}
ou` rappelons que 1 ≤ rk ≤ · · · ≤ r1 ≤ n− 1. Par hypothe`se
n|htf = r1 + · · ·+ rk
Donc,
nk − (r1 + · · ·+ rk) = n(k − r1 + · · ·+ rk
n︸ ︷︷ ︸
≥k(1−n−1n )=
k
n>0
) ≥ n
On en de´duit que
λi
qnk−(r1+···+rk)
≤ λi
qn
Mais on ve´rifie que
∀x ∈ H ∀j λj ≤ q
qn − 1
et λj >
1
qn−1(qn − 1)
Remarque 4.3. — Dans [11] nous donnerons une de´monstration conceptuellement plus satis-
faisante de ce the´ore`me base´e sur de la combinatoire dans un appartement de l’immeuble de
Bruhat-Tits de PGLn(F ).
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5. L’espace des parame`tres de la de´composition cellulaire
Il s’agit de l’espace D× ×GLn(F )-e´quivariant qui va indexer les cellules et qui est l’immeuble
de Bruhat-Tits note´ I du groupe p-adique suivant sur F
(GLn/F ×D×)/Gm
ou` Gm agit diagonalement via z 7→ zId dans GLn(F ) et z 7→ z−1 dans D×. Il admet la description
concre`te suivante :
I = { (Λ,M) }/ ∼ ou` (Λ,M) ∼ (πΛ, π−1M)
avec Λ un re´seau dans Fn etM un re´seau OD-stable dans D. On notera [Λ,M ] la classe de (Λ,M).
En d’autres termes
I = I(GLn ×D×)/πZ
avec
– I(GLn) = { re´seaux Λ dans le module de Tate }
– I(D×) = { cristaux M dans le module de Dieudonne´ rationnel DO(H)[ 1p ] }
– L’action de π sur le module de Tate est la meˆme que celle de π−1 sur le module de Dieudonne´.
On ne conside´rera pas toute la structure simpliciale de cette immeuble (i.e. pas toutes les relations
d’incidence) mais seulement les areˆtes oriente´es suivantes :
De´finition 5.1. — Soient a, a′ ∈ I. On note
a′ −→ a s’il existe des repre´sentants a = [Λ,M ] et a′ = [Λ′,M ] tels que
Λ′  Λ  π−1Λ′ et M ′ = Π−[Λ:Λ
′]M
De´finition 5.2. — L’action de GLn(F )×D× sur I sera
∀(g, d) ∈ GLn(F )×D× (g, d).[Λ,M ] = [g−1Λ, d.M ]
6. Les cellules rigides en niveau fini
6.1. Digression philosophique. — Supposons que l’on veuille reconstruire GLn(F ) a` partir
de l’immeuble GLn(F )/GLn(OF ) et de la cellule a` l’origine GLn(OF ) (cette situation correspond
a` l’espace de Rapoport-Zink des de´formations du groupe e´tale (F/OF )n). Cela n’est pas possible !
En effet, pour g ∈ GLn(F ) les groupes gGLn(OF )g−1 et GLn(OF ) sont isomorphes mais non-
canoniquement, cela de´pendant du choix de g qui n’est pas canoniquement de´termine´. Cependant
on peut reconstruire GLn(F ) a` partir de l’immeuble de GLn et des cellules IsoOF (Λ,OnF ) pour Λ
un re´seau de Fn, cellules qui sont des GLn(OF )-torseurs non canoniquement triviaux. Un e´le´ment
g ∈ GLn(F ) induit un isomorphisme entre la cellule indexe´e par Λ et celle indexe´e par g.Λ, d’ou`
une action de GLn(F ) sur l’union disjointe de ces cellules. On a alors la de´composition cellulaire
GLn(F )-e´quivariante indexe´e par l’immeuble∐
Λ
IsoOF (Λ,OnF ) ∼−−→ GLn(F )
Pour un sous-groupe compact ouvert K dans GLn(OF ) on peut reconstituer cellulairement une
partie de l’espace GLn(F )/K. Plus pre´cise´ment soit A ⊂ GLn(F )/GLn(OF ) un sous-ensemble fini
tel que ∀Λ ∈ A K ⊂ GL(Λ) i.e. K stabilise Λ. On peut pour Λ ∈ A de´finir une cellule en niveau
K : IsoOF (Λ,OnF )/K ou` K agit sur Λ. Alors,∐
Λ∈A
IsoOF (Λ,OnF )/K ∼−−→ {gK ∈ GLn(F )/K | gGLn(OF ) ∈ A }
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6.2. Structures de niveau. —
De´finition 6.1. — Soit H le groupe p-divisible universel au dessus de M̂. Pour Λ un re´seau de
Fn et K ⊂ GLn(F ) un sous-groupe compact ouvert tel que K stabilise Λ on pose
MΛ,K = IsomO(π−nΛ/Λ, H [πn]rig)/K pour n >> 0
comme faisceau e´tale quotient au dessus de M. Il est repre´sente´ par un espace rigide e´tale fini au
dessus de M.
Soit U un espace rigide quasicompact. On notera (I, ρ, η) pour une section de MΛ,K sur U .
Cela signifie que l’on se donne un mode`le entier U de U
Urig ∼−−→ U
puis une section
(I, ρ) ∈ M̂(U)
qui de´finit un e´le´ment de s ∈M(U) et enfin une section η du produit fibre´ du diagramme suivant
MΛ,K //M
U
s
OO
que l’on notera parfois en
η : Λ
∼−−→ Tp(I) [K]
une structure de niveau K sur la fibre ge´ne´rique de I.
Exemple 6.2. — L’espace note´MK dans [24] avecK ⊂ GLn(OF ) n’est rien d’autre queMOn,K .
Bien suˆr MΛ,K ≃MK′ pour un K ′ ⊂ GLn(OF ), mais non-canoniquement.
Lorsque Λ est fixe´ et K varie on obtient ainsi une tour d’espaces rigides dont les morphismes
de transition sont e´tales finis et qui est munie d’une action de GL(Λ)×D×.
6.3. Fonctorialite´ de Hecke des MΛ,K . —
6.3.1. Premie`re fonctorialite´. — Il y a des isomorphismes canoniques
∀g ∈ GLn(F ) ∀Λ ∀K ⊂ GL(Λ) g :MΛ,K ∼−−→Mg−1Λ,g−1Kg
de´finis de fac¸on modulaire par
(I, ρ, η) 7−→ (I, ρ, η ◦ g)
6.3.2. Seconde fonctorialite´. —
6.3.2.1. Cas ge´ne´ral :— Il s’agit d’isomorphismes
∀Λ,Λ′ ∀K ⊂ GL(Λ) ∩GL(Λ′) MΛ,K ∼−−→MΛ′,K
de´finis de la fac¸on suivante. Soit U un espace rigide quasicompact et (I, ρ, η) ∈ MΛ,K(U) ou`
U = Urig et (I, ρ) ∈ M̂(U). Soient n ∈ N et N ∈ Z tels que
Λ ⊂ πNΛ′ ⊂ π−nΛ
La structure de niveau η induit
π−nΛ/Λ
∼−−→ I[πn] mod K
(on entend par la` une section du faisceau e´tale quotient IsomO(π
−nΛ/Λ, I[πn]rig)/K). Le sous-
O-module πNΛ′/Λ ⊂ π−nΛ/Λ est stable sous l’action de K. Il existe donc un unique sous-espace
rigide en groupes fini localement libre sur U ,
J ⊂ I[πn]rig
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tel que le diagramme suivant commute
πNΛ′/Λ
∼ //
 _

J  _

mod K
π−nΛ/Λ
∼ // I[πn]rig mod K
D’apre`s la section 5.4 de [25] il existe un e´clatement formel admissible U˜ −→ U donne´ par certains
ide´aux de Fittings, induisant donc un isomorphisme U˜rig ∼−−→ Urig, tel que si J˜ de´signe l’adhe´rence
sche´matique de J dans I[πn]×U U˜ alors J˜ soit un sous-groupe fini localement libre de I[πn]×U U˜ .
Par adhe´rence sche´matique on entend la chose suivante : si I ⊂ OI[πn]rig est l’ide´al cohe´rent
de´finissant J comme ferme´ dans I[πn]rig, si
sp : I[πn]rig −→ I[πn]×U U˜
est le morphisme de spe´cialisation associe´ au mode`le formel I[πn]×U U˜ alors
J˜ = Spf
(
OI[πn]×U U˜/(sp∗I ∩ OI[πn]×U U˜ )
)
Alors, le morphisme MΛ,K −→MΛ′,K est de´fini par
(I, ρ, η) 7−→ (I ×U U˜/J˜, q ◦ ρ˜ ◦ π−N , η′)
ou` ρ˜ est le changement de base de ρ sur U a` U˜ ,
q : I ×U U˜ ։ I ×U U˜/J˜
et η′ fait commuter le diagramme suivant
Λ′ _
π−N

∼
η′ // Tp(I/J) _

mod K
Λ ∼
η // Tp(I) mod K
Exemple 6.3. — Si K et g−1Kg sont contenus dans GLn(O) le morphisme classique (section
5.43 de [24], section 2.3.9.3 page 39 de [15]) de´finissant les correspondances de Hecke
MK g−→Mg−1Kg
n’est rien d’autre que le compose´ des deux fonctorialite´s pre´ce´dentes
MK =MΛ0,K
g−→Mg−1Λ0,g−1Kg
2e´me fonctorialite´−−−−−−−−−−−→MΛ0,g−1Kg =Mg−1Kg
ou` on a pose´ Λ0 = On.
6.3.2.2. Cas des sous-groupes de congruence principaux :— Dans le paragraphe pre´ce´dent faisons
de plus l’hypothe`se que :
∃n ∈ N ∃N ∈ Z K ⊂ Id + πnEnd(Λ) et Λ ⊂ πNΛ′ ⊂ π−nΛ
Alors, dans la de´finition du morphisme
MΛ,K −→MΛ′,K
il n’est pas ne´cessaire d’effectuer l’e´clatement U˜ −→ U . En effet,MId+πnEnd(Λ) posse`de un mode`le
entier de´fini en utilisant des structures de niveau de Drinfeld (cf. la section II.2 de [17]). On conclu
alors graˆce au lemme clef suivant :
Lemme 6.4 (lemme II.2.4 de [17]). — Soit H un O-module formel de dimension 1 et hauteur
h sur un O-sche´ma S muni d’une structure de niveau de Drinfeld
η : (π−nO/O)h −→ H [πn](S)
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Soit M ⊂ (π−nO/O)h un sous-O-module. Il existe alors un unique sous-groupe fini localement
libre G ⊂ H [πn] tel que ∀m ∈ M η(m) ∈ G(S) et les (η(m))m∈M forment un ensemble plein de
sections de G au sens de Katz-Mazur.
Remarque 6.5. — Le cas des sous-groupes de congruence principaux est suffisant pour de´finir
le morphisme MΛ,K −→ MΛ′,K en ge´ne´ral. En effet, ∀K ⊂ GL(Λ) ∩ GL(Λ′) ∃K1 ⊳K ve´rifiant
les hypothe`ses de ce paragraphe. On peut donc de´finir le morphisme MΛ,K1 −→MΛ′,K1 comme
explique´ ci-dessus en utilisant les structures de niveau de Drinfeld, ve´rifier que ce morphisme est
K-e´quivariant puis de´finir MΛ,K −→MΛ′,K comme
MΛ,K1/K −→MΛ′,K1/K
6.4. Les cellules. —
De´finition 6.6. — Soit [Λ,M ] ∈ I et K ⊂ GLn(F ) un sous-groupe compact ouvert tel que K
stabilise Λ. On pose
D[Λ,M ],K = domaine fondamental de Gross-Hopkins dans la fibre ge´ne´rique de l’espace
des de´formations (H, ρ) de H par des quasi-isoge´nies de hauteur [M : OD]
+ une structure de niveau K, η : Λ
∼−−→ TpH [K]
Plus pre´cise´ment, soit k = [M : OD] et
D[k]
l’ouvert admissible quasicompact dans M[k] ou` le polygone de Newton de la multiplication par π
sur la loi de groupe formelle universelle est au dessus de celui de la figure 3. Alors D[Λ,M ],K est
de´fini par le diagramme carte´sien suivant
D[Λ,M ],K   //

M[k]Λ,K

D[k] 
 //M[k]
Remarque 6.7. — Si K ⊂ GL(Λ) et g ∈ GLn(F ) sont tels que g−1Λ = OnF il y a alors un
isomorphisme
g ×Π[M :OD] : D[Λ,M ],K ∼−−→ Dg−1Kg ⊂M[0]g−1Kg
ou` Dg−1Kg est le reveˆtement e´tale fini au dessus de D de´fini en mettant des structures de niveau
g−1Kg. Cependant cet isomorphisme n’est pas canonique puisqu’il de´pend du choix de g.
Le premier type de fonctorialite´ de´finie dans la section 6.3.1 induit une action naturelle de
GLn(F )×D× sur les cellules de fac¸on compatible a` son action sur I :
∀(g, d) ∈ GLn(F )×D× g × d : D[Λ,M ],K ∼−−→ D[g−1Λ,d.M ],g−1Kg
6.5. Bord des cellules. —
De´finition 6.8. — Soient [Λ,M ] ∈ I et K tel que K ⊂ Id + πEndOF (Λ). On de´finit pour
1 ≤ i ≤ n − 1 les ouverts admissibles quasicompacts (des domaines de Laurent) ∂iD[Λ,M ],K de
D[Λ,M ],K par le diagramme carte´sien suivant
∂iD[Λ,M ],K 
 //

D[Λ,M ],K

∂iD[Λ,M ],GL(Λ)   // D[Λ,M ],GL(Λ)
ou` D[Λ,M ],GL(Λ) est la cellule sans structures de niveau note´e D[[M :OD]] dans la de´finition 6.6 et
l’ouvert ∂i est de´fini de fac¸on modulaire en termes du polygone du Newton de la se´rie formelle
[π]Funiv comme dans la de´finition 3.4.
L’ISOMORPHISME ENTRE LES TOURS DE LUBIN-TATE ET DE DRINFELD : DE´COMPOSITION CELLULAIRE DE LA TOUR DE LUBIN-TATE23
Lemme 6.9. — Soient Z un sche´ma formel admissible sur Spf(O˘) et H un O-module π-divisible
formel de dimension 1 et hauteur n. Supposons H muni d’une structure de niveau de Drinfeld
η : π−1Λ/Λ −→ H [π]
Soit i un entier tel que 1 ≤ i ≤ n − 1. Supposons que ∀x ∈ Zan le polygone de Newton de la
multiplication par π sur une loi de groupe formel associe´e a` Hx posse`de un point de rupture en q
i.
La donne´e η induit un scindage de l’espace rigide
Zrig =
∐
E⊂pi−1Λ/Λ
dimFq
E=i
(Zrig)E
ou` (Zrig)E = {x ∈ Zrig | ηx(E) ⊂ Hx[π] est un sous-groupe canonique de rang i}.
De´monstration. Soit Zan l’espace de Berkovich fibre ge´ne´rique associe´ a` Z. On a
(Zan)E = {x ∈ |Zan| | ∀w ∈ E ∀w′ ∈ π−1Λ/Λ \ E v(ηx(x)) > v(ηx(x′))}
qui de´finit bien un ouvert de Zan car localement sur Z, si l’on fixe une loi de groupe formel
Spf(OZ[[T ]]) ∼−−→ Ĥ alors ∀w ∈ π−1Λ/Λ η(w) ∈ OZ et la valuation de η(w) est donne´e par la
valuation de cet e´le´ment de OZ .
Remarque 6.10. — Le lemme pre´ce´dent est une version rigide de “l’astuce de Boyer” (cf. [17]).
Proposition 6.11. — Les bords des cellules se scindent de la fac¸on suivante
∂iD[Λ,M ],K =
∐
E⊂pi−1Λ/Λ
rg E=i
∂i,ED[Λ,M ],K
ou` E est un sous-Fq-ev. de π−1Λ/Λ de rang i et ∂i,ED[Λ,M ],K est l’ouvert admissible de ∂iD[Λ,M ],K
ou` η(E) ⊂ H [π]η est l’ensemble des qi-points de plus grande valuation (un sous-groupe canonique
ge´ne´ralise´).
De´monstration. Cela re´sulte de ce que sur ∂iD le polygone de Newton de [π]Funiv posse`de un
point de rupture en qi et du lemme pre´ce´dent.
Remarque 6.12. — Bien suˆr cette de´composition en niveau K est obtenue par image re´ciproque
de celle en niveau Id + πEnd(Λ).
Remarque 6.13. — On ve´rifie que tout cela ne de´pend que de [Λ,M ] i.e. il y a des isomorphismes
canoniques ∂i,ED[Λ,M ],K ∼−−→ ∂i,πED[πΛ,π−1M ],K .
L’action de GLn(F )×D× conserve le bord des cellules en permutant les composantes indexe´es
par les sous-espaces E : ∀g ∈ GLn(F ) g : ∂i,E → ∂i,g−1.E .
6.6. Donne´e de recollement. — Soit p : π−1Λ ։ π−1Λ/Λ. Supposons de plus que K ⊂
Id + πEnd(p−1(E)). Le quotient par le sous-groupe canonique ge´ne´ralise´ η(E) induit alors une
immersion ouverte
∂i,ED[Λ,M ],K →֒ D[p−1(E),Π−iM ],K
ou` le Π−i provient de ce que le quotient par le sous-groupe canonique est une de´formation de
Frobiq. Ce morphisme est induit par le second type de fonctorialite´ de la section 6.3.2 restreint a`
∂i,E .
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6.7. Re´e´criture en termes des arreˆtes oriente´es de l’immeuble. — Soit a −→ a′ une
arreˆte oriente´e de I avec a = [Λ,M ] et a′ = [Λ′,M ′] tels que
Λ  Λ′  π−1Λ et M ′ = Π[Λ:Λ
′]M
De´finition 6.14. — Supposons que K ⊂ Id + πEnd(Λ) ∩ Id + πEnd(Λ′). On pose
Da→a′,K = ∂i,Λ′/ΛD[Λ,M ],K
ou` i = dimFqΛ
′/Λ
Il y a alors deux immersions ouvertes
Da→a′,K
kK
yysss
ss
ss
s
%%LL
LL
LL
L
Da,K Da′,K
ou` l’application de gauche est l’inclusion canonique et celle de droite est celle de´finie en 6.6.
Remarque 6.15. — On peut montrer que la seconde application induit un isomorphisme
Da→a′,K ∼−−→ Da′→a,K
(cf. la section sur les mode`les entiers ou` tout cela est de´montre´ plus ge´ne´ralement sur les mode`les
entiers).
Bien suˆr toutes ces applications sont e´quivariantes sous l’action de GLn(F )×D× au sens ou` il
y a des isomorphismes se composant naturellement
∀(g, d) ∈ GLn(F )×D× Da→a′,K ∼−−→ D(g,d).a→(g,d).a′,g−1Kg
et compatibles aux deux immersions ouvertes ci-dessus.
7. De´composition cellulaire des espaces rigides en niveau fini
Soit A ⊂ I un sous ensemble d’image finie dans I(PGLn) = I(GLn)/πZ et d’image I(D×)/πZ
(≃ Z/nZ) sur la seconde composante. Soit K ⊂ GLn(F ) un sous-groupe compact ouvert tel que
∀[Λ,M ] ∈ A le groupe K stabilise Λ et K ⊂ Id+πEnd(Λ) (l’image de A dans I(PGLn) e´tant finie
il existe toujours un tel K).
Conside´rons le diagramme d’espaces rigides fibre´ au dessus de l’immeuble I :
X1,A,K =
∐
a,a′∈A
a→a′
Da→a′,K // //
∐
a∈A
Da,K = X0,A,K
de´fini par les deux applications de faces de 6.7. Celui-ci est GLn(F )×D× e´quivariant pour des A
et K variant (le diagramme associe´ a` A et K est envoye´ naturellement sur celui associe´ a` (g, d).A
et g−1Kg).
Rappelons que l’on note MK := MOn,K l’espace de Rapoport-Zink usuel. L’application na-
turelle de´finie par le second type de fonctorialite´MΛ,K ∼−−→MK induit un morphisme X0,A,K −→
MK .
Proposition 7.1. — L’image de X0,A,K dans MK est un ouvert quasicompact UA,K et la suiv-
ante est exacte dans la cate´gorie des espaces rigides
X1,A,K
//
// X0,A,K // UA,K
Ces suites sont GLn(F ) ×D×-e´quivariantes lorsque A et K varient. De plus lorsque A grandi et
K est de plus en plus petit les UA,K recouvrent toute la tour de Lubin-Tate au sens ou` les deux
ind-pro syste`mes d’espaces rigides (UA,K)A,K et celui des ouverts de MK d’image quasicompacte
dans MK/πZ pour K variant sont e´quivalents.
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De´monstration. Les applications e´tant toutes des unions disjointes d’immersions ouvertes d’es-
paces quasi-compacts il suffit de ve´rifier ces assertions au niveau des points ce qui re´sulte du
corollaire 23.26 de [18] et de la proposition 3.5.
Exemple 7.2. — Si A est l’image re´ciproque d’un sous-ensemble fini B de I(PGLn) alors l’ensem-
ble B de´finit un sous-ensemble de correspondances de Hecke sphe´riques de GLn(F ) et UA,K
est l’image re´ciproque dans MK de l’ite´ration par ces correspondances sphe´riques de l’ouvert
D ⊂M[0], un ouvert de M.
Remarque 7.3. — Bien suˆr on peut e´crire les relations d’incidence supe´rieures en termes de
facettes oriente´es a1 → . . .→ ad de l’immeuble et de cellules Da1→...→ad,K .
Application Cohomologique. — Dans cette section la cohomologie e´tale a` support compact
des espaces rigides de´signe celle de´finie par Huber. Pour MK elle co¨ıncide avec celle de´finie par
Berkovich. Cependant ce n’est pas le cas pour les UA,K ,Da,K ...
Corollaire 7.4. — Pour Λ un anneau de ℓ-torsion ou bien Λ = Zℓ il y a des isomorphismes dans
la cate´gorie de´rive´e GLn(F )×D× ×WF -e´quivariante-lisse
lim
−→
K
RΓc(MK ,Λ) ≃ lim
−→
A,K
RΓc(UA,K ,Λ)
lim
−→
K
RΓc(MK ,Λ) ≃ lim
−→
A,K
RΓc(X•,A,K ,Λ)
ou` X•,A,K de´signe le diagramme d’espaces rigides de type le diagramme des facettes oriente´es
a1 → . . . → ad de´fini pre´ce´demment (remarque 7.3)(cf. the`se Illusie tome II pour la cohomologie
des diagrammes de topos, ici la cohomologie a` support compact de´signant la cohomologie de j!Λ
ou` j de´signe l’inclusion de X•,A,K dans le diagramme compactifie´ universel d’espaces adiques
construit par Huber ([19] the´ore`me 5.1.5).
Remarque 7.5. — La deuxie`me e´galite´ dans le corollaire pre´ce´dent fournit des re´solutions
e´quivariantes de la cohomologie a` support compact de la tour de Lubin-Tate par des induites
compactes de la cohomologie des cellules et de leur bord.
8. Mode`les entiers des cellules
8.1. Niveau fini. —
8.1.1. Pre´liminaires. — Rappelons qu’un O˘-sche´ma formel admissible est un O˘-sche´ma formel
quasi-se´pare´ de type fini sans π-torsion.
Proposition 8.1. — Soient X un O˘-sche´ma formel admissible normal (cf. appendice A.2) et
G un groupe p-divisible sur X muni d’une action de O. Soient Λ un O-module libre de rang n,
XK −→ Xrig l’espace classifiant des structures de niveau K
η : Λ
∼−−→ Tp(Grig) [K]
et XK la normalisation de X dans XK (cf. appendice A.3). Alors, XK repre´sente le foncteur F
de´fini sur la cate´gorie des O˘-sche´mas formels admissibles normaux au dessus de X de´fini par
∀Z f−−→ X
F (Z) = { structures de niveau K rel. a` Λ sur (f∗G)rig /Zrig }
De´monstration. C’est une conse´quence de la proprie´te´ universelle du normalise´, cf. l’appendice
A.3.
Remarque 8.2. — Si G est un groupe de Lubin-Tate et K ⊂ Id + πkEnd(Λ) alors sur XK le
groupe G est muni d’une structure de niveau de Drinfeld de niveau k. C’est une conse´quence
du fait que l’espace classifiant des structures de Drinfeld de niveau k est fini au dessus de X, a
meˆme fibre ge´ne´rique que XK (en fibre ge´ne´rique toutes les de´finitions des structures de niveau
co¨ıncident) et est donc en dessous du normalise´.
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Proposition 8.3. — Soit P un polygone de Newton i.e. la donne´e pour i entre 1 et n − 1 de
nombres rationnels αi, 0 < αi < 1, tels que le polygone commenc¸ant en (0, 1), passant par les
(qi, αi) et finissant en (q
n, 0) soit convexe. Le foncteur de´fini sur la cate´gorie des O˘-sche´mas
formels admissibles normaux qui a` Z associe l’ensemble des classes d’isomorphismes de couples
(H, ρ) ou` H est un O-module formel et
ρ : H×Fq Z mod p −→ H mod p
une quasi-isoge´nie de degre´ 0 tels que
∀z ∈ Zrig Newt(H [π]z) ≥ P
est repre´sentable.
De´monstration. Soit X = Spf(O˘[[x1, . . . , xn−1]]) l’espace de Lubin-Tate. Pour x ∈ Xrig
Newt([π]Fx) ≥ P ⇔ ∀i v(xi) ≥ αi
Si αi =
ai
bi
ou` ai, bi ∈ N soit
Y = Spf
(
O˘ < x1, . . . , xn−1, T1, . . . , Tn−1 > /(xbii − πaiTi)i
)
Alors Ynormalise´ convient. En effet, si Z est normal et (H, ρ) est de´finie sur Z ∃!f : Z −→ X tel que
(H, ρ) = f∗(Huniv, ρuniv)
Si de plus ∀z ∈ Zrig Newt(H [π]z) ≥ P alors
∀i ∀z ∈ Zrig |f
∗xbii (z)|
πai
≤ 1
=⇒ f
∗xbii
πai
∈ OZ
puisque Z est normal (cf. appendice A.2). Et donc Z→ X se factorise en
Ynormalise´

Z
∃!
;;v
v
v
v
v //
$$I
II
II
II
II
II
Y

X
ou` la fle`che en pointille´s re´sulte de ce que Z est normal.
8.1.2. Mode`les entiers des cellules D[Λ,M ],K . —
Proposition 8.4. — Soit (Λ,M) dans l’immeuble de GLn×D×. Soit K ⊂ GL(Λ) un sous-groupe
compact ouvert. Le foncteur qui a` un O˘-sche´ma formel admissible normal Z associe les classes
d’isomorphisme de triplets (H, ρ, η) ou` H est un O-module formel sur Z, ρ une rigidification de
degre´ [M : OD] et η une structure de niveau K relativement a` Λ sur Tp(Hrig) tels que
∀z ∈ Zrig Newt(H [π]z) ≥ le polyogne de Gross-Hopkins
est repre´sentable. De plus il ne de´pend canoniquement que de la classe [Λ,M ] dans I.
De´monstration. C’est une conse´quence des deux propositions pre´ce´dentes, puisque quitte a`
translater par une puissance de Π on peut supposer que la rigidification est de degre´ 0.
Quant a` la dernie`re assertion, il suffit de constater que l’application naturelle (H, ρ, η) 7→
(H/H [π], ρ ◦ h, h∗ ◦ η) ou` h : H ։ H/H [π] induit un isomorphisme canonique entre le foncteur
associe´ a` (Λ,M) et celui associe´ a` (π−1Λ, πM).
De´finition 8.5. — On note D[Λ,M ],K le O˘-sche´ma formel admissible normal de´fini dans la propo-
sition pre´ce´dente.
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Il y a des isomorphismes naturels
∀(g, d) ∈ GLn(F )×D× g × d : D[Λ,M ],K ∼−−→ D[g−1Λ,d.M ],g−1Kg
via
(H, ρ, η) 7−→ (H, ρ ◦ d−1, η ◦ g)
Remarque 8.6. — On peut calculer explicitement D[Λ,M ],GL(Λ). Il s’agit de
Spf(O˘ < x1, . . . , xn−1, T1, . . . , Tn−1 > /(xni − πn−iTi))normalise´
L’alge`bre le de´finissant est engendre´e par l’alge`bre O˘ < x1, . . . , xn−1, T1, . . . , Tn−1 > /(xni −πn−iTi)
a` laquelle on a rajoute´e les
xi⌈ nn−i⌉
π
,
xi⌈2 nn−i⌉
π2
, . . . ,
xi
n
n∧i
π
n−i
n∧i
Il est de la forme Tλ (avec les notations de [8]) ou` T est la varie´te´ torique formelle (le comple´te´
π-adique d’une varie´te´ torique sur O˘)
T = Spf(O˘ < xi, Ti, Z > /(xni − Zn−iTi))normalise´
avec λ = Z, Tλ = V (λ− π).
8.1.3. Bord des cellules. —
Proposition 8.7. — Pour i un entier ve´rifiant 1 ≤ i ≤ n− 1 on note
∂iD[Λ,M ],K →֒ D[Λ,M ],K
le sous-foncteur de D[Λ,M ],K de´fini par l’ensemble des (H, ρ, η) tels que pour tout z ∈ Zrig le
polygone Newt(H [π]z) passe par le point (q
i, 1− i
n
). Ce sous-foncteur est un ouvert de D[Λ,M ],K .
De´monstration. Avec les coordonne´es explicites choisies sur les espaces de Lubin-Tate dans la
de´monstration de la proposition 8.3 , celui-ci est de´fini par l’ine´galite´ v(xi) ≥ 1 − in sur l’espace
rigide et est donc l’ouvert Ti 6= 0 avec les notations de la proposition 8.3.
Remarque 8.8. — Bien suˆr cet ouvert est obtenu par image re´ciproque de son homologue en
niveau K = GL(Λ).
8.1.4. De´composition du bord. —
Lemme 8.9. — Soit X un sche´ma formel admissible quasicompact normal tel que
Xrig = U1
∐
U2
Il existe alors des mode`les entiers U1,U2 de U1 et U2 tels que
X = U1
∐
U2
De´monstration. Le sche´ma formel X e´tant admissible
Γ(Xrig,OXrig ) = Γ(X,OX)[
1
π
]
et donc la fonction rigide valant 0 sur U1 et 1 sur U2 de´finit un e´le´ment e de Γ(X,OX)[ 1π ] ve´rifiant
e2 = e. Mais X e´tant normal Γ(X,OX) est inte´gralement ferme´ dans Γ(X,OX)[ 1π ] (Fait 5 de
l’appendice A). Donc e ∈ Γ(X,OX).
Corollaire 8.10. — Si K ⊂ Id+ πEnd(Λ) il y a une de´composition
∂iD[Λ,M ],K =
∐
E⊂π−1Λ/Λ
∂i,ED[Λ,M ],K
ou` ∂i,ED[Λ,M ],K repre´sente les (H, ρ, η) dans ∂iD[Λ,M ],K tels qu’en tout point de la fibre ge´ne´rique
η(E) soit le sous-groupe des qi-points de plus grande valuation dans H [π].
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Remarque 8.11. — Plus ge´ne´ralement, soit i = (0 < i1 < · · · < ir < n) et ∂iD[Λ,M ],K =
r⋂
a=1
∂iaD[Λ,M ],K . Alors,
∂iD[Λ,M ],K =
∐
E•
∂i,E•D[Λ,M ],K
ou` E• parcourt les drapeaux de Fq-e.v. dans π−1Λ/Λ de “type” i (i.e. E1 ⊂ · · · ⊂ Er avec
dimFq E
a = ia) qui correspondent via η a` des drapeaux de sous-groupes canoniques dans H [π].
8.1.5. Applications de recollement. —
Proposition 8.12. — Soient [Λ,M ] ∈ I et E ⊂ π−1Λ/Λ de dimension i. Si p : π−1Λ ։
π−1Λ/Λ, si
K ⊂ (Id+ πEnd(Λ)) ∩ (Id+ πEnd(p−1(E)))
il y a un isomorphisme
∂i,ED[Λ,M ],K
∼−−→ ∂n−i,(π−1Λ/Λ)/ED[p−1(E),ΠiM ],K
induit par le quotient par η(E).
De´monstration. D’apre`s la remarque 8.2, sur D[Λ,M ],K le O-module formel universel H posse`de
une structure de niveau de Drinfeld de niveau 1 e´tendant la structure de niveau η sur la fibre
ge´ne´rique. Il re´sulte alors du lemme 6.4 qu’il existe un unique sous-groupe plat fini η(E) ⊂ H [π]
induisant ponctuellement sur ∂i,E en chaque point de la fibre ge´ne´rique le sous-groupe des q
i-points
de plus grande valuation dans H [π].
D’apre`s les calculs effectue´s dans la premie`re partie de la de´monstration de la proposition 3.5
on ve´rifie que H/η(E) est dans ∂n−i et qu’en chaque point de la fibgre ge´ne´rique l’image par
l’isoge´nie h : H ։ H/η(E) envoie un facteur directe de η(E) dans H [π] sur les qn−i-points de
plus grande valuation. On en de´duit aussitoˆt que (H/η(E), h ◦ ρ, h∗ ◦ η) de´finit un e´le´ment de
∂n−i,(π−1Λ/Λ)/ED[p−1(E),ΠiM ],K . Cela de´finit le morphisme
∂i,ED[Λ,M ],K −→ ∂n−i,(π−1Λ/Λ)/ED[p−1(E),ΠiM ],K
Mais en remplac¸ant E par (π−1Λ/Λ)/E on obtient un morphisme dans l’autre sens. La compose´e
des deux est le quotient par H [π] qui est donc l’identite´.
8.1.6. Re´interpre´tation en termes des areˆtes oriente´es de I. —
De´finition 8.13. — Soit a→ a′ une areˆte de I ou` a = [Λ,M ], a′ = [Λ′,M ′] et
Λ  Λ′  π−1Λ M ′ = Π[Λ:Λ
′]M
Soit K ⊂ Id + πEnd(Λ) ∩ Id + πEnd(Λ′). On note
Da→a′,K = ∂i,Λ′/ΛDa,K
D’apre`s la proposition 8.12 il y a un isomorphisme naturel
Da→a′,K
∼−−→ Da′→a,K
d’ou` deux immersions ouvertes
Da,K
Da→a′,K
* 

88pppppppp
 t
&&NN
NN
NN
NN
Da′,K
Ces applications de face sont e´quivariantes pour l’action de GLn(F )×D×.
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Remarque 8.14. — Plus ge´ne´ralement soit
a0 → a2 → . . .→ ar
un simplexe oriente´ de I. Mettons le sous la forme ai = [Λi,Mi] ou`
Λ0 ⊂ Λ1 ⊂ · · · ⊂ Λr ⊂ π−1Λ
et Mi = Π
[Λ0:Λi]M0. Cela de´finit un type i avec ia = dimFq Λi/Λ0 et un drapeau E
• de type i
dans π−1Λ0/Λ0.
Posons
Da0→...→ar ,K = ∂i,E•D[Λ0,M0],K
Alors, pour tout i compris entre 1 et r il y a des isomorphismes
Da0→...→ar ,K
∼−−→ Dai→...→ar→a0→...→ai−1,K
qui se composent de fac¸on naturelle. Il y a e´galement des applications de face naturelles : pour
tout simplexe oriente´ σ et tout sous-simplexe σ′ ⊂ σ :
Dσ,K →֒ Dσ′,K
Ces applications sont des immersions ouvertes.
8.2. Niveau infini. —
De´finition 8.15. — Soit a ∈ I. On pose
Da,∞ = lim
←−
K
Da,K
(K suffisamment petit) dans la cate´gorie des sche´mas formels p-adiques.
E´tant donne´ que les morphismes de transition Da,K2 → Da,K1 pour K2 ⊂ K1 sont affines une
telle limite existe. Si Da,K = Spf(AK) alors
Da,∞ = Spf
( lim
−→
K
AK )̂

Remarque 8.16. — Si AK = AK [ 1
π
] est l’alge`bre de Banach affino¨ıde p-adique munie de sa
norme infini |f |∞ = sup
x∈Max (AK)
|f(x)|, soit A = ⋃K AK munie de la norme infini
|f |∞ = sup
x:A→Qp
|f(x)|
(les morphismes de transition sp(AK) −→ sp(AK′) pour K ′ ⊂ K e´tant finis l’inclusion AK ⊂ AK′
est isome´trique). Soit Â le comple´te´ de A, une alge`bre de Banach p-adique. Alors, d’apre`s le fait
6 de l’appendice A
Da,∞ = Spf ( boule unite´ de A )
De´finition 8.17. — Pour σ un simplexe oriente´ de I, σ = (a → . . . ) on de´finit Dσ,∞ comme
e´tant l’ouvert correspondant de Da,∞.
On a donc Dσ,∞ = lim
←−
K
Dσ,K . Ceux-ci sont munis d’une action
∀(g, d) ∈ GLn(F )×D× Dσ,∞ ∼−−→ D(g,d).σ,∞
et d’applications de face
Dσ,∞ →֒ Dσ′,∞
pour σ′ ⊂ σ des simplexes oriente´s.
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8.3. Donne´e de descente. — La donne´e de descente de Rapoport-Zink permet de de´finir des
donne´es pour tout simplexe oriente´ σ0 pour tout K (e´ventuellement K =∞)
Dσ0,K −→ D(σ)Π−1.σ0,K
ou` σ de´signe le Frobenius arithme´tique de F̂nr|F .
9. Le sche´ma formel recolle´ en niveau fini
Soit A ⊂ I un sous-ensemble comme dans la partie 7. Posons
X0,A =
∐
a∈A
Da,K
et
X1,A =
∐
a,a′∈A
a→a′
Da→a′,K
La section 8.1.6 permet de de´finir un diagramme
X1,A,K
//
// X0,A,K
Proposition 9.1. — Le diagramme ci dessus de´finit une donne´e de recollement effective pour la
topologie de Zariski et de´finit donc un sche´ma formel XA,K localement de type fini sur O˘ tel que
XA,K/π
Z soit de type fini. Ce sche´ma formel est un mode`le entier de l’ouvert rigide UA,K de MK
de´fini dans la proposition 7.1. Comme dans le cas rigide tout est e´quivariant sous GLn(F )×D×
pour des A et K variants.
De´monstration. C’est une conse´quence de ce que les applications de bord sont naturelles au
sens ou` le diagramme suivant commute
Da→a′→a′′,K //

Da→a”,K

Da′→a”,K // Da”,K
(ce qui n’est rien d’autre que l’e´galite´ (H/η(E′′))/(η(E′)/η(E′′)) = H/η(E′)).
10. Le sche´ma formel en niveau infini
Proposition 10.1. — Le diagramme GLn(F )×D×-e´quivariant∐
a→a′
Da→a′,∞
//
//
∐
a
Da,∞
de´finit un sche´ma formel p-adique recolle´ X∞ muni d’une action de GLn(F )×D×. De plus
X∞ = lim
−→
A
lim
←−
K
XA,K
Ce sche´ma formel est muni d’une donne´e de descente de O˘ a` O qui est effective sur les quotients
X∞/π
aZ pour a ∈ N∗.
De´monstration. Elle ne pose pas de proble`me.
Remarque 10.2. — Soit ℓ 6= p et Λ ∈ {Z/ℓnZ,Zℓ}. Soit RΓc(−,Λ) un foncteur de´fini sur la
cate´gorie des O˘-sche´mas formels p-adiques quasi-se´pare´s sans p-torsion et a` valeurs dans D+(Λ).
Supposons que :
– En restriction a` la cate´gorie des O˘-sche´mas formels de type fini ce foncteur co¨ıncide avec le
foncteur X 7−→ RΓc(Xan⊗ˆCp,Λ) ou` Xan de´signe la fibre ge´ne´rique au sens des espaces de
Berkovich et la cohomologie est la cohomologie e´tale de torsion ou bien ℓ-adique.
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– Si X = lim
←−
i∈N
Xi ou` Xi −→ Xi+1 est fini alors
lim
−→
i∈N
RΓc(Xi,Λ)
∼−−→ RΓc(X,Λ)
Alors
RΓc(X∞,Λ)
∼−−→ lim
−→
K
RΓc(MK⊗ˆCp,Λ)
Dans [12] nous construisons un tel foncteur (et ses versions e´quivariantes). La condition de com-
patibilite´ aux limites projectives sera une conse´quence du the´ore`me d’approximation d’Elkik. Cela
nous permet de comparer la cohomologie des tours de Lubin-Tate et de Drinfeld.
11. De´composition cellulaire e´crase´e en niveau fini
Dans la section 7 on a de´fini pour un niveau K une de´composition cellulaire d’un ouvert
admissible deMK d’image quasi-compacte dansMK/πZ. On explique ici que quitte a` modifier les
cellules on a une de´composition cellulaire de toutMK parame´tre´e par un quotient de l’immeuble
et des cellules modifie´es.
De´finition 11.1 (Cellules e´crase´es). — Soit σ un simplexe oriente´ de I comme pre´ce´demment
et K ⊂ GLn(F ) un sous-groupe compact ouvert. Soit K ′⊳K compact ouvert tel que si a = [Λ,M ]
est un sommet de σ alors K ′ ⊂ Id + πEnd(Λ). Posons
Dσ,K = Dσ,K′/StabK(σ)
ou` StabK(σ) de´signe l’intersection des stabilisateurs des sommets de σ.
Ce quotient est bien de´fini car StabK(σ)/K
′ est un groupe fini. On a alors une de´composition
cellulaire : ∐
{a→a′}/K Da→a′,K
//
//
∐
a∈I/K Da,K //MK
Remarque 11.2. — Pour tout K il existe n − 1 sous-ensembles K-stables (Ui,K)1≤i≤n−1 dans
I/πZ tels que
– I/πZ \
⋃
1≤i≤n−1
Ui,K est relativement compact dans I/πZ
– Si pour 1 ≤ i ≤ n− 1 Pi de´signe le sous-groupe parabolique maximal dans GLn stabilisateur
de F i ⊕ (0)n−i alors
π0(Ui,K/K) ≃ Pi(F )\GLn(F )/K × Z/nZ
On en de´duit qu’il existe des ouverts admissible (Vi,K)1≤i≤n−1 dans M/πZ tels que (
⋃
i Vi,K)
c
est relativement compact (i.e. contenu dans une boule de rayon < 1) et dont l’image re´ciproque
en niveau K se scinde en une union disjointe indexe´e par Pi(F )\GLn(F )/K i.e. est “induite
parabolique”. On peut donner une interpre´tation de ce phe´nome`ne en termes de sous-groupes
canoniques.
Appendice A
Normalise´ d’un sche´ma formel dans une extension de sa fibre ge´ne´rique
Dans cet appendice K de´signe un corps value´ complet non-archime´dien. Tous les espaces rigides
conside´re´s sont quasi-se´pare´s et de´finis sur K. Par point de X on entend ici les points classiques
c’est a` dire ceux associe´s aux spectres maximaux des alge`bres affino¨ıdes (mais tous les re´sultats
e´nonce´s restent valable en conside´rant plus ge´ne´ralement les points au sens de Berkovich).
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A.1. Ge´ne´ralite´s sur les espaces rigides. — Nous commenc¸ons par collecter quelques
re´sultats difficilement disponibles dans la litte´rature sur les espaces rigides en donnant quelques
indications sur les de´monstrations dans certains cas. Nous n’auront pas besoin de tout ces e´nonce´s
dans la suite, ne´anmoins ils re´pondent a` des questions qui sont venues naturellement a` l’esprit de
l’auteur lors de la re´daction des e´nonce´s concernant la normalisation des sche´mas formels.
Fait 1. — Soit X un espace rigide. Sont e´quivalents
– ∀x ∈ X l’anneau OX,x est re´duit
– Il existe un recouvrement admissible affino¨ıde (Ui)i de X tel que ∀i l’anneau OX(Ui) soit
re´duit
– Pour tout ouvert admissible U de X l’anneau OX(U) est re´duit
Si l’une des trois conditions pre´ce´dentes est ve´rifie´e X est dit re´duit. En ge´ne´ral le faisceau qui a`
U ouvert admissible quasicompact associe l’ide´al des e´le´ments nilpotents dans OX(U) est cohe´rent
et de´finit un sous-espace rigide Zariski ferme´ re´duit Xred dans X.
Fait 2. — Soit X un espace rigide re´duit. Sont e´quivalents
– ∀x ∈ X l’anneau OX,x est inte`gre
– Il existe un recouvrement admissible affino¨ıde (Ui)i de X tel que ∀i ∀x ∈ Ui l’anneau
OX(Ui)mx est inte`gre unibranche.
– Pour tout ouvert admissible connexe U de X l’anneau OX(U) est inte`gre et si de plus U est
affino¨ıde ∀P ∈ Spec(OX(U)) l’anneau OX(U)P est unibranche.
Si ces conditions sont ve´rifie´es X sera dit localement inte`gre.
De´monstration. On utilise librement les proprie´te´s de base concernant les anneaux locaux des
espaces rigides telles que dans le chapitre 2.1 de [1]. Soient x ∈ X , U un ouvert admissible affino¨ıde
contenant x, A = OX(U) et m l’ide´al de A associe´ a` x. Il y a un isomorphisme entre anneaux
locaux noethe´riens
Âm ≃ ÔX,x
L’anneau A est re´duit excellent ([20] ou [27]). On en de´duit (EGA IV 7.8.3 (vii)) que Am est
inte`gre unibranche ssi Âm est inte`gre. Puisque OX,x ⊂ ÔX,x la seconde assertion de l’e´nonce´
entraˆıne la premie`re. La troisie`me entraˆınant clairement la seconde il suffit de voir que la premie`re
implique la troisie`me. Il suffit alors de montrer que OX,x inte`gre implique Am inte`gre unibranche
(dans la troisie`me assertion m n’est pas suppose´ maximal, mais on peut s’y ramener puisque A
e´tant excellent l’ensemble des points de Spec(A) ou` il est unibranche est constructibe (EGA IV
9.7.10) et A est un anneau de Jacobson). Si l’on savait que OX,x est excellent cela serait facile car
OX,x e´tant hense´lien il est unibranche et donc son comple´te´ serait inte`gre. Malheureusement cela
n’est pas connu. Le lemme qui suit applique´ a` Am ⊂ OX,x permet ne´anmoins de conclure.
Lemme A.1. — Soit (A,m) → (B, n) un morphisme local injectif d’anneaux locaux. Supposons
(B, n) hense´lien inte`gre. Alors (A,m) est unibranche.
De´monstration. La de´monstration est identique a` celle de la proposition 18.6.12 de EGA IV.
Exemple A.2. — Si X = Spm(A) avec A = K < x, y > /(x2 − y2(1 − x)), l’alge`bre A est
inte`gre mais l’ouvert |x| ≤ |p| bien que connexe de´fini par l’alge`bre A < xp > est tel que A < xp >
n’est pas inte`gre puisque si |x| ≤ |p| alors √1− x = ∑k≥0 ( 1/2k ) (−1)kxk ∈ A < xp > et donc
x2−y2(1−x) = (x−y√1− x)(x+y√1− x). Cela peut e´galement se voir en disant que la cubique
nodale n’est pas unibranche en sa singularite´.
Dans l’e´nonce´ suivant, un anneau nothe´rien est dit normal s’il est un produit (ne´cessairement
fini) d’anneaux inte`gres inte´gralement ferme´s dans leur corps des fractions, ce qui est encore
e´quivalent a` dire que tous ses localise´s en ses ide´aux premiers sont inte`gres inte´gralement clos
dans leur corps des fractions.
Fait 3. — Soit X un espace rigide re´duit. Sont e´quivalents
– Il existe un recouvrement affino¨ıde admissible (Ui)i de X tel que ∀i OX(Ui) est normal
L’ISOMORPHISME ENTRE LES TOURS DE LUBIN-TATE ET DE DRINFELD : DE´COMPOSITION CELLULAIRE DE LA TOUR DE LUBIN-TATE33
– Pour tout ouvert admissible connexe U de X OX(U) est inte`gre inte´gralement clos
– ∀x ∈ X OX,x est inte`gre inte´gralement clos dans son corps des fractions
Si ces conditions sont ve´rifie´es l’espace X est dit normal.
Fait 4. — Soit X un espace rigide re´duit. Le normalise´ X˜ de X est bien de´fini et le morphisme
X˜ → X est fini.
Par normalise´ on entend ici un objet repre´sentant le foncteur Hom(−, X) restreint a` la cate´gorie
des espace rigides normaux.
Si f : X˜ → X , le faisceaux f∗OX˜ est le normalise´ de OX dans le faisceaux des fonctions
me´romorphes MX . Ce faisceau des fonctions me´romorphes est celui qui a` U ouvert affino¨ıde
associe le corps total des fractions de OX(U). Plus pre´cise´ment, utilisant que ∀U affino¨ıde OX(U)
est excellent donc Japonais et que donc OX˜(U) est fini sur OX(U) on en de´duit que OX˜(U) est
une alge`bre de Tate. Le normalise´ de OX dans MX est un faisceau cohe´rent qui de´finit donc un
espace rigide affino¨ıde au dessus de X qui est X˜.
Remarque A.3. — Ainsi, X re´duit est localement inte`gre ssi pour tout ouvert admissible con-
nexe de X son image re´ciproque dans X˜ est connexe.
Remarque A.4. — Pour un espace rigide X on peut de´finir les composantes irre´ductibles de
X comme e´tant les images des composantes connexes du normalise´ de Xred. Elles sont donc
Zariski ferme´es puisque le morphisme de normalisation est fini. Si pour un ouvert admissible
quasicompact U on note Irr(U) l’ensemble de ses composantes irre´ductilbles, Irr est un faisceau
muni d’un e´pimorphisme Irr։ π0 associe´ au morphisme Z→ f∗Z ou` f : X˜ → X .
A.2. Sche´mas formels normaux. — De´sormais K sera suppose´ de valuation discre`te. Rap-
pelons qu’un OK-sche´ma formel admissible est un OK-sche´ma formel de type fini sans π-torsion
(ou` π est une uniformisante de K). On les supposera toujours quasi-se´pare´s.
Fait 5. — Soit X un OK-sche´ma formel admissible. Sont e´quivalents
– Il existe un recouvrement ouvert affine (Ui)i de X tel que ∀i OX(Ui) est normal
– ∀U ouvert affine connexe de X, OX (U) est inte`gre inte´gralement clos dans son corps des
fractions
– ∀x ∈ X OX,x est inte`gre inte´gralement clos dans son corps des fractions
De´monstration. On utilise le fait suivant : ∀U ouvert affine dans X l’anneau OX(U) est excellent
([26] pour le cas d’e´gale caracte´ristique et [27] pour le cas d’ine´gale) et donc ∀f ∈ OX(U) l’anneau
OX(U)[ 1f ] est excellent ce qui implique que s’il est normal alors son comple´te´OU (D(f)) est normal.
A partir de la` tout le reste est facile.
Remarque A.5. — Il n’existe pas en ge´ne´ral de bonne notion de sche´ma formel re´duit ou bien
normal. On a en effet besoin d’utiliser des proprie´te´s stables par comple´tion afin que si l’anneau
A posse`de cette proprie´te´, pour tout f dans A l’anneau A < 1f > la posse`de aussi.
Fait 6. — Soit X un OK -sche´ma formel admissible re´duit tel que Xrig soit normal. Soit sp :
(Xrig,OXrig ) → (X,OX) comme morphisme d’espaces annele´s. Via la norme infini le faisceau
OXrigest un faisceau en K-ev. norme´s : ∀f ∈ OXrig (U) |f |∞ = supx∈U |f(x)|. On note O 0Xrig le
sous-faisceau en OK-alge`bres des f ∈ OXrig telles que |f |∞ ≤ 1. Alors le normalise´ de X est bien
de´fini e´gal a`
Spf(sp∗O 0Xrig )
qui est un OK-sche´ma formel admissible normal fini au dessus de X.
De´monstration. Tout repose sur le the´ore`me de Grauert Remmert qui assure que pour A une
OK-alge`bre admissible, A = A[ 1π ] l’alge`bre de Tate associe´e, la boule unite´ de A pour la semi-
norme infini est une alge`bre admissible finie sur A. Nous renvoyons pour cela a` la discussion au
de´but de la section 1 de [4].
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Fait 7. — Soit U un ouvert affine de X et f1, . . . , fn ∈ OX(U)[ 1p ]0 telles que OX(U)[ 1p ]0 =
OX(U)[f1, . . . , fn]. Soit r ∈ N tel que ∀i πrfi ∈ OU . Alors, le normalise´ de U s’identifie a`
l’e´clatement formel admissible de l’ide´al ouvert (πr , πrf1, . . . , π
rfn).
A.3. Normalise´ dans une extension de la fibre ge´ne´rique. —
Fait 8. — Soit X un OK-sche´ma formel admissible re´duit. Soit ϕ : Y −→ Xrig un morphisme
fini d’espaces rigides tel que Y soit normal. Alors, le normalise´ X˜ de X dans Y existe, est fini au
dessus de X et est e´gal a`
Spf(sp∗ϕ∗O 0Y )
Il ve´rifie la proprie´te´ universelle suivante : e´tant donne´ un sche´ma formel normal Z muni d’un
morphisme Z→ X et d’un rele`vement
Y

Zrig //
<<xxxxxxxx
Xrig
il existe un unique rele`vement
X˜

Z //
@@

X
tel qu’apre`s passage a` la fibre ge´ne´rique les deux diagrammes pre´ce´dents soient compatibles.
Appendice B
Modules de Dieudonne´ et cristaux des O-modules π-divisibles
Soit F |Qp une extension de degre´ fini. On notera O = OF .
B.1. Un lemme sur les F -cristaux O-e´quivariants. — Soit S un sche´ma sur lequel p est
localement nilpotent et Σ = Spec(Zp). On conside`re le gros site cristallin CRIS(S/Σ) de [2] ou
bien le gros site cristallin nilpotent NCRIS(S/Σ) ([2] chapitre 1).
Lemme B.1. — Soit E un F -cristal (non-de´ge´ne´re´) en OS/Σ-modules localement libres de rang
fini sur CRIS(S/Σ) ou NCRIS(S/Σ). Supposons E muni d’une action de O. Alors, E est un
OS/Σ ⊗Zp O-module localement libre sur CRIS(S/Σ).
De´monstration. Soit (U →֒ T ) ∈ CRIS(S/Σ) (resp. NCRIS(S/Σ)) et x ∈ U . Les assertions
suivantes sont e´quivalentes
(i) E(U →֒T ) ⊗OT OT,x est libre en tant que OT,x ⊗Zp OF -module
(ii) E(U →֒T ) ⊗OT k(x) est libre en tant que k(x) ⊗Zp OF -module
(iii) E(U →֒T ) ⊗OT k(x) est libre en tant que k(x) ⊗Zp OF -module
L’e´quivalence entre (ii) et (iii) re´sulte de ce que k(x)⊗OF est une k(x)⊗OF -alge`bre fide`lement
plate.
L’implication (i)⇒ (ii) est claire, quant a` (ii)⇒ (i) elle re´sulte du lemme de Nakayama. En effet,
si E(U →֒T ) ⊗OT k(x) est un k(x)⊗OF -module libre soit
e1, . . . , er ∈ E(U →֒T ) ⊗OT OT,x
un rele`vement d’une k(x)⊗OF -base . Soit (ǫj)j une base de OF comme Zp-module. Alors, d’apre`s
le lemme de Nakayama, (ǫiej)i,j engendre E(U →֒T ) ⊗OT OT,x comme OT,x-module. Mais
rgOT,x
(E(U →֒T ) ⊗OT,x) = rgk(x) (E(U →֒T ) ⊗OT k(x)) = [F : Qp] rgk(x)⊗OF (E(U →֒T ) ⊗OT k(x))
La famille (ǫiej)i,j est donc une OT,x-base.
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Montrons donc l’assertion (iii). Il y a des morphismes compatibles dans CRIS(S/Σ) (resp.
NCRIS(S/Σ)) pour n ∈ N
Spec(k(x))
  //

Spec(Wn(k(x)))

U
  // Spec(Wn(OT ))
La proprie´te´ de cristal implique donc que E(U →֒T ) ⊗OT k(x) est la re´duction modulo p de
E = lim
←−
n
E(Spec(k(x))→֒Spec(Wn(k(x)))
C’est un W (k(x))-module libre qui est en fait un W (k(x)) ⊗Zp OF -module muni d’une isoge´nie
F -line´aire (ici F = Frobenius)
ϕ : EQ
∼−−→ EQ
qui commute a` l’action de OF . Or
E =
⊕
τ :F 0 →֒W (k(x))Q
Eτ
ou` Eτ est un OF ⊗OF0 ,τ W (k(x))-module libre. Le module E est donc libre sur W (k(x))⊗Zp OF
ssi
∀τ, τ ′ rgOF⊗O
F0
,τW (k(x))
Eτ = rgOF⊗O
F0
,τ′W (k(x))
Eτ ′
Mais
∀τ ϕ : Eτ ⊗Q ∼−−→ EFτ ⊗Q
Corollaire B.2. — Soit H un groupe p-divisible sur un sche´ma S sur lequel p est localement
nilpotent. Supposons le muni d’une action de O. Alors l’alge`bre de Lie de l’extension vectorielle
universelle de H est un OS ⊗Zp O-module localement libre.
De´monstration. C’est une conse´quence de ce que cette alge`bre de Lie est l’e´valuation d’un des
cristaux de´finis dans [22].
B.2. Structure du cristal de Messing d’un O-module π-divisible. —
De´finition B.3. — Un O-module π-divisible sur un O-sche´ma est un groupe p-divisible muni
d’une action de O qui induit l’action naturelle sur son alge`bre de Lie.
Remarque B.4. — Soit H un groupe p-divisible muni d’une action de O. Alors, ∀n H [πn] est
un groupe plat fini. En effet, π : H −→ H est une isoge´nie puisque πe−1.π = unite´× π. On peut
ainsi donner une de´finition analogue a` celle des groupes p-divisibles pour les groupes p-divisibles
munis d’une action de O en remplac¸ant p par π dans les de´finitions.
Soit S un O-sche´ma sur lequel p est localement nilpotent. Soit H un O-module π-divisible sur
S. Conside´rons la suite exacte
0 −→ ωHD −→ Lie E(H) −→ ω∗H −→ 0
ou` E(H) de´signe l’extension vectorielle universelle de H de [22]. Soit I l’ide´al d’augmentation de
OS ⊗Zp OF ։ OS .
Proposition B.5. — Localement sur S il existe une OS⊗OF -base de LieE(H) (e1, . . . , er1+r2)
telle que
ωHD = OS ⊗OF .e1 ⊕ · · · ⊕ OS ⊗OF .er1 ⊕ I.er1+1 ⊕ · · · ⊕ I.er1+r2
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De´monstration. Il y a une suite exacte
0 −→ ωHD/ILieE(H) −→ LieE(H)/ILieE(H) −→ ω∗H −→ 0
ou` d’apre`s le corollaire B.2 LieE(H)/ILieE(H) est un OS-module localement libre. Localement
sur S soit (e1, . . . , er1+r2) un rele`vement d’une base de LieE(H)/ILieE(H) dans LieE(H) tel que
(er1+1, . . . , er1+r2) s’envoie sur une base de ω
∗
H via LieE(H)։ ω
∗
H (une telle base existe puisque
LieE(H)/ILieE(H) ։ ω∗H est localement scinde´). L’ide´al I e´tant contenu dans le radical de
Jacobson de OS ⊗OF et LieE(H) e´tant libre sur OS ⊗OF , (e1, . . . , er1+r2) est une OS ⊗OF -base
de LieE(H) dont on ve´rifie aussitoˆt qu’elle convient.
B.3. O-extension vectorielle universelle d’un O-module π-divisible. —
De´finition B.6. — Soit S un sche´ma et F un faisceau en groupe abe´liens sur Sfppf . Soit f :
Spec(OS [ǫ])→ S. On appelle alge`bre de Lie de F le faisceau en OS-modules sur Sfppf
LieF = ker f∗f∗F ǫ=0−−−→ F
De´finition B.7. — Soit H un O-module π-divisible sur un sche´ma S. On appelle O-extension
vectorielle de H une extension
0 −→ V −→ E −→ H −→ 0
de faisceaux en OF -modules sur Sfppf telle que V soit un OS-module cohe´rent, V le faisceau fppf
associe´ et l’action induite de O sur LieE soit l’action naturelle.
On remarquera que de telles extensions sont “rigides” puisque ∀W cohe´rent Hom(H,W ) = 0
(p est localement nilpotent sur S)(par faine´antise on oubliera de´sormais de souligner les faisceaux
cohe´rents et on notera V pour V ). La proposition suivante a donc un sens.
Proposition B.8. — Tout O-module π-divisible posse`de une O-extension vectorielle universelle
0 −→ VO(H) −→ EO(H) −→ H −→ 0
De plus VO(H) et LieEO(H) sont des OS-modules localement libres et il y a une suite exacte
0 −→ VO(H) −→ Lie EO(H) −→ Lie H −→ 0
De´monstration. Soit
0 −→ ωHD −→ E(H) −→ H −→ 0
L’extension vectorielle universelle deH (correspondant au casOF = Zp). Soit I = ker (OS ⊗OF ։ OS).
Conside´rons le pousse´ en avant de l’extension pre´ce´dente par le morphisme ωHD ։ ωHD/ILieE(H)
0 // ωHD //

E(H) //

H // 0
0 // ωHD/ILieE(H) // E˜ // H // 0
ou`
E˜ = ωHD/ILieE(H)
∐
ωHD
E(H) = E(H)/ILieE(H)
Alors cette extension est une O-extension vectorielle universelle de H . Avant de le montrer com-
menc¸ons par montrer quelques proprie´te´s de cette extension.
D’apre`s la proposition B.5 ωHD/ILieE(H) est localement libre. De plus, si E˜n de´signe l’image
re´ciproque de H [πn] dans E˜, E˜ = lim
−→
n
E˜n et il y a des suites exactes
0 −→ ωHD/ILieE(H) −→ E˜n −→ H [πn] −→ 0
Donc, E˜n est un torseur ffpf sous l’espace affine ωHD/ILieE(H) au dessus de H [π
n] et est donc
repre´sentable par un H [πn]-sche´ma lisse. Il y a donc des suites exactes pour tout n
0 −→ ωHD/ILieE(H) −→ LieE˜n −→ LieH [πn] −→ 0
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et e´tant donne´ que LieE˜ = lim
−→
n
E˜n, que pour n >> 0 LieH [π
n] = LieH , pour n >> 0 LieE˜n =
LieE˜ et il y a une suite exacte
0 −→ ωHD/ILieE(H) −→ LieE˜ −→ LieH −→ 0
et meˆme un diagramme commutatif
0 // ωHD //

LieE(H) //

LieH // 0
0 // ωHD/ILieE(H) // LieE˜ // LieH // 0
duquel on de´duit que
LieE˜ = LieE(H)/I.LieE(H)
Montrons maintenant l’universalite´ de l’extension. Soit
0 −→ V −→ E −→ H −→ 0
une O-extension vectorielle. Oubliant l’action de O, celle-ci est induite par un unique morphisme
OS-line´aire ωHD −→ V
0 // ωHD //

E(H) //

H // 0
0 // V // E // H // 0
l’unicite´ d’un tel morphisme (qui re´sulte de Hom(H,V ) = 0) implique que tous les morphismes
dans le diagramme pre´ce´dent sont O-line´aires. Il y a alors un diagramme de OS ⊗O-modules sur
Sfppf
0 // ωHD //

LieE(H) //

LieH // 0
0 // V // LieE // LieH // 0
duquel on de´duit que ωHD −→ V se factorise par ωHD ։ ωHD/I.LieE(H).
Remarque B.9. — Il re´sulte de la de´monstration pre´ce´dente que si l’on pose htOH = ht H/[F :
Qp] alors
rgOSVO(H) = htOH − dimH
Remarque B.10. — On ve´rifie comme dans le lemme 1.18 de [22] que EO(H) est formellement
lisse.
Remarque B.11. — Comme dans la proposition 1.19 du chapitre IV de [22] on ve´rifie que le
comple´te´ formel (au sens de la section II.1.0 de [22]) ÊO(H) de EO(H) est un O-module formel
(i.e. un groupe de Lie formel muni d’une action de O telle que l’action induite sur l’alge`bre de
Lie soir l’action naturelle) extension du O-module formel Ĥ par le groupe formel vectoriel V̂O(H)
(localement isomorphe a` une somme finie de Ĝa).
B.4. Cristal de Messing ge´ne´ralise´ et the´orie de la de´formation. —
The´ore`me B.12. — Soit Σ = Spec(OF ) muni de l’ide´al a` puissances divise´es (p) et E
le cristal de Messing de H sur NCRIS(S/Σ) en tant que OS/Σ ⊗ OF -module. Soit I =
ker
(OS/Σ ⊗OF ։ OS/Σ).
Alors, E/IE est un cristal en OS/Σ-modules localement libres de rang fini tel que ∀(U →֒ T ) ∈
NCRIS(S/Σ) ∀H˜ un rele`vement de H ×S U sur T comme O-module π-divisible
(E/IE)(U →֒T )
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s’identifie a` l’alge`bre de lie de EO(H˜), la O-extension vectorielle universelle de H˜.
De plus, pour un tel rele`vement H˜ la partie vectorielle de EO(H˜), VO(H˜) = ωH˜D/I.LieEO(H˜)
de´finit une filtration localement facteur direct dans (E/IE)(U →֒T ) se re´duisant modulo l’ide´al de U
dans T sur la partie vectorielle de EO(H).
Cette correspondance de´finit une e´quivalence de cate´gories entre la cate´gorie des O-modules π-
divisibles sur T et celle des couples (H0,Fil) ou` H0 est un O-module π-divisible sur U et Fil une
filtration localement facteur direct dans l’e´valuation du cristal pre´ce´dent sur U →֒ T se re´duisant
sur la partie vectorielle de Lie EO(H0).
De´monstration. Seule la ve´rification du fait que la correspondance e´voque´e est une e´quivalence
de cate´gories reste a` ve´rifier.
Elle se de´duit du the´ore`me de Messing (th. 1.6 chap. V de [22]) en remarquant que les filtrations
localement facteur direct O-stables Fil dans E(U →֒T ) et telles que l’action de O sur E(U →֒T )/Fil
soit l’action naturelle sont en bijection via l’application
Fil 7−→ Fil/I(U →֒T )E(U →֒T )
avec les filtrations localement facteur directe dans (E/IE)(U →֒T ).
B.5. Exponentielle π-adique. —
B.5.1. O-puissances divise´es ([18] section 10, [9] section 7). — Soit T un O-sche´ma sur lequel π
est localement nilpotent et J ⊂ OT un ide´al cohe´rent.
De´finition B.13. — Une structure de O-puissance divise´es sur J consiste en la donne´e d’une
application γ : J −→ J ve´rifiant
(i) ∀a ∈ OS ∀x ∈ J γ(ax) = aqγ(x)
(ii) ∀x ∈ J πγ(x) = xq
(iii) ∀x, y ∈ J γ(x+ y) = γ(x) + γ(y) +∑0<i<q αiγi(x)γqi (y) ou` αi = ( qi ) /π ∈ O
Remarque B.14. — Lorsque O = Zp, d’apre`s la proposition A.1 de l’appendice de [3], on
retrouve la de´finition des puissances divise´es usuelles avec γ = γp. Par exemple, lorsque la base ne
posse`de pas de p-torsion, x 7→ xpp permet de retrouver les x
n
n! par composition et multiplication par
des e´le´ments de Zp. Plus pre´cise´ment, γpn = αnγ◦n ou` αn ∈ Z×p et si n =
∑
i aip
i ou` 0 ≤ ai ≤ p−1,
γn = βn
∏
i γpi ◦ γai ou` βn ∈ Z×p .
Remarque B.15. — L’e´le´ment π e´tant localement nilpotent l’existence d’une O-P.D. structure
sur un ide´al implique que celui-ci est un nil-ide´al.
Exemple B.16. — Si J2 = πJ = 0 une structure de O-P.D. sur J est la meˆme chose qu’un
morphisme additif Frobq-line´aire γ : J → J .
De´finition B.17. — Si γ est une O-P.D. structure sur J on pose comme dans [9]
∀n ≥ 1 δn(x) = (γ ◦ · · · ◦ γ︸ ︷︷ ︸
n−fois
)(x).π1+q+···+q
n−1−n
et δ0(x) = x.
Ainsi, si la base est sans π-torsion δn(x) =
xq
n
πn . On note J
[n] l’ide´al engendre´ par les
γ◦a1(x1) . . . γ
◦ak(xk) ou`
∑
i q
a
i ≥ n et on dit que γ est nilpotente si J [n] = 0 pour n >> 0. Lorsque
O = Zp on ve´rifie facilement que l’on retrouve la de´finition usuelle pour les ide´aux J [n].
Lemme B.18. — Soit T ′ → T un morphisme plat et J ⊂ OT muni de O-P.D.. Alors celles-ci
s’e´tendent de fac¸on compatible a` JOT ′ .
De´monstration. Proce´der par exemple comme dans le lemme 1.8 p.80 de [22].
De´finition B.19. — Pour Σ = Spec(O) et S un O-sche´ma sur lequel π est localement nilpotent
la de´finition des O-P.D. et le lemme pre´ce´dent permet de de´finir des sites cristallins CRISO(S/Σ)
et NCRISO(S/Σ).
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B.5.2. Logarithme. —
Lemme B.20. — Supposons J muni de O-P.D.. Il y a alors un isomorphisme de O-modules
WO(J)
∼−−→ JN
[xi]i 7−→ (γi(x0) + γi−1(x1) + · · ·+ γ0(xi)︸ ︷︷ ︸
′′
WO,i(x)
pii
′′
)i
Si de plus δn(J) = 0 pour n >> 0 il y a une application
ŴO(J)
log−−→ J (N) = Lie ŴO ⊗ J
Si de plus les O-P.D. sont nilpotentes alors l’application pre´ce´dente est un isomorphisme.
De´monstration. Pour la premie`re assertion il suffit de ve´rifier que l’enveloppe a` O-P.D. de
O[Xi]i≥0 par rapport a` (Xi)i≥0 est sans π-torsion et on se rame`ne alors a` montrer que ŴO(J)→ JN
est un morphisme lorsque π est inversible, ce qui est clair. Le reste est facile.
Remarque B.21. — Du cote´ de JN les ope´rateurs F, V et [a] sont donne´s par
[a].(yi)i = (ayi)i
V (yi)i = (0, y0, y1, . . . , yi, . . . )
F (yi)i = (πy1, πy2, . . . , πyi, . . . )
Proposition B.22. — Soit G un O-module formel sur un O-sche´ma et J un ide´al muni de O-
puissances divise´es γ telles que localement δn(J) = 0 pour n >> 0 (par exemple, π est localement
nilpotent). Il existe alors une unique application logarithme fonctorielle en (G, J, γ)
logG : G(J) −→ Lie G⊗ J
compatible avec celle de´finie pour ŴO. Si les O-P.D. sont nilpotentes cette application est un
isomorphisme.
De´monstration. Soit
M = Hom(ŴO , G)
le module de Cartier de G, un EO-module. Alors,
G(J) ≃ ŴO(J)⊗EO M
ou` EO agit sur ŴO de telle manie`re que
x⊗ Fm = V x⊗m, x⊗ Vm = Fx⊗m, x⊗ [a]m = [a]x⊗m
Posons
logG : ŴO(J)⊗EO M −→ J (N) ⊗EO M
ou` J (N) est un EO-module via les formules de la remarque B.21. Alors,
J (N) = J ⊕ IJ
ou`
J = J ⊕ 0⊕ · · · ⊕ 0⊕ . . .
IJ = 0⊕ J [N) = V J (N)
De plus remarquons que
FJ = 0
On en de´duit aussitoˆt que
J (N) ⊗EO M = J ⊗R M/VM
Remarque B.23. — L’annulation FJ = 0 utilise´e dans la de´monstration pre´ce´dente est a` la
base des liens reliant puissances divise´es et the´orie de Cartier, cf. par exemple le lemme 38 de [29].
Remarque B.24. — La notation logG n’est pas correcte, on devrait plutoˆt noter logG,γ .
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Corollaire B.25. — Soit G un O-module formel sur Σ un O-sche´ma et S = Σ mod π. Soit JS/Σ
l’ide´al a` puissances divise´es sur NCRISO(S/Σ). Il y a alors un isomorphisme
G(JS/Σ) ∼−−→ LieG⊗OΣ JS/Σ
Proposition B.26. — Soit (G, J, γ) comme pre´ce´demment. Supposons que J2 = πJ = 0. Soit
α : LieG/πLieG −→ LieG/πLieG l’application Frobq-line´aire qui a` une de´rivation invariante d
associe dq. L’application γ : J → J est Frobq-line´aire et il y a un diagramme commutatif naturel
en (G, J, γ)
LieG⊗ J LieG/πLieG⊗ J
Id+α⊗γ≃

G(J)
∼
can
99tttttttttt
∼
logG
%%JJ
JJ
JJ
JJ
JJ
LieG⊗ J LieG/πLieG⊗ J
ou` can est l’isomorphisme de´finissant LieG.
De´monstration. Si M est le module de Cartier de G et π = 0 sur la base, l’application α est
F : M/VM → M/VM qui est bien de´finie puisque FV = V F . Pour ve´rifier l’assertion il suffit
de la faire pour ŴO. En effet, apre`s choix d’une V -base du module de Cartier de G il existe
une surjection ⊕ŴO(J) ։ G(J) et par naturalite´ du log en le groupe formel (e´ventuellement de
dimension infinie) on conclu.
Dans le cas de ŴO,
can : ŴO(J)
∼−−→ LieŴO ⊗ J = J (N)∑
i≥0
V i[xi] 7−→ (xi)i≥0
et α ((xi)i≥0) = (0, x1, x2, . . . ). E´tant donne´ que πJ = 0, ∀i ≥ 2 δi(J) = 0 donc
log
∑
i≥0
V i[xi]
 = (x0, x1 + γ(x0), . . . , xi + γ(xi−1), . . . )
d’ou` le re´sultat.
Remarque B.27. — Lorsque J2 = 0 l’isomorphisme can correspond au cas du logarithme lorsque
l’on muni l’ide´al des O-P.D. triviales γ = 0.
B.5.3. Exponentielle. — Nous n’utiliserons pas la proposition qui suit plus tard car nous aurons
besoin d’exponentier des morphismes pas seulement sur la partie formelle de nos groupes mais
sur tout le groupe. Ne´anmoins cette proposition est comple´mentaire de celle que nous utiliserons
(noter par exemple que les O-P.D. ne sont pas nilpotentes dans la proposition qui suit ce qui est
compense´ par le fait que nos groupes sont formels).
Proposition B.28. — Soient G et H deux O-modules formels sur T et J ⊂ OT un ide´al cohe´rent
muni de O-P.D. γ. Il existe alors une application
exp : Hom(G, Ĵ.LieH) −→ ker (Hom(G,H)→ Hom(G mod J,H mod J))
ou` si L̂ieH de´signe le groupe de Lie formel associe´ a` LieH alors Ĵ.LieH est le sous-foncteur
de L̂ieH de´fini par (Ĵ.LieH)(Z) = Γ(Z,LieH ⊗ J(OZ)nilp). Cette application est naturelle en
(G,H, J, γ).
Si J2 = (0) et γ = 0 alors l’application pre´ce´dente co¨ıncide avec l’application identite´ donne´e
par LieH ⊗ J ≃ ker(H → H mod J)
ker (Hom(G,H)→ Hom(G mod J,H mod J)) = Hom(G, JLieH)(5)
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Si J2 = πJ = (0), soit α : LieH/π LieH → LieH/π LieH l’application qui a` une de´rivation in-
variante d associe dq et Π = α⊗γ l’endomorphisme Frobq-line´aire de JLieH. Alors, naturellement
en (G,H, J, γ), via l’isomorphisme canonique (5)
exp f =
∑
n≥0
(−1)nΠn
 ◦ f
ou` la somme infinie est finie lorsqu’elle est e´value´e sur une alge`bre nilpotente puisque Imf ⊂
Ĵ.LieH.
Remarque B.29. — Si G = M̂ ou`M est un module localement libre de rang fini, il y a un mor-
phisme HomOT (M, J.LieH) −→ Hom(M̂, Ĵ.LieH), d’ou` une application exponentielle de source
HomOT (M, J.LieH).
Remarque B.30. — La formule donne´e pour exp f lorsque J2 = πJ = 0 co¨ıncide bien avec celle
de [22] ((2.6.6.3) page 142) lorsque O = Zp. En effet, si (γn)n≥1 sont des puissances divise´es alors
γpn ≡ (−1)nγnp mod p.
De´monstration. Si Q est un OT -module notons C(Q) le EO-module a` gauche de´fini par
C(Q) = QN = {
∑
i≥0
V ixi | xi ∈ Q }
sur lequel
V
∑
i≥0
V ixi =
∑
i
V i+1xi
F
∑
i≥0
V ixi = π
∑
i≥1
V i−1xi
[a]
∑
i≥0
V ixi =
∑
i≥0
V i
(
aq
i
xi
)
Lorsque Q est localement libre de rang fini C(Q) est le module de Cartier de Q̂. De l’isomorphisme
WO(J) ≃ JN du lemme B.20 on de´duit une de´compositionWO(J) = J⊕ VWO(J) et donc J →֒ EO.
SoitM le module de Cartier de H . L’application de re´duction modulo VM induit un isomorphisme
ψ : JM
∼−−→ J.(M/VM) = J ⊗M/VM
Il suffit en effet de ve´rifier que JM ∩ VM = (0), mais si (eα)α est une V-base de M et (λα)α une
famille d’e´le´ments de J alors
∑
α λaeα ∈ VM ⇔ ∀aWO,0(λa) = 0⇔ ∀α λα = 0.
De plus, l’inverse de cet isomorphisme induit un morphisme de EO-modules
Ξ : C(J ⊗M/VM) −→ M∑
i
V ixi 7−→
∑
i
V iψ−1(xi)
En effet, cela re´sulte aussitoˆt de ce que FJ = (0). L’application exponentielle s’e´crit alors comme
la compose´e
Hom(G, Ĵ.LieH) −→ HomEO (MG, C(J.M/VM)) Ξ∗−−−→ HomEO (MG,M) = Hom(G,H)
ou` MG est le module de Cartier de G et ou` il faut ve´rifier que si f : G −→ Ĵ.LieH →֒ L̂ieH alors
le morphisme MG −→ C(Lie(H)) se factorise par C(J.LieH), mais cela re´sulte de la description
des modules de Cartier en termes de courbes p-typiques.
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Quant aux deux dernie`res assertions concernant les cas J2 = 0 et γ = 0, resp. J2 = πJ = 0,
soient x ∈ J et m¯ ∈M/VM . Voyons x comme e´le´ment de J ⊂W (J) graˆce a` γ. Alors x =∑i V i [ai]
ou` a0 = x, ai = 0 si i > 0 lorsque γ = 0 et ai = (−1)iγi(x) si πJ = 0. De`s lors
xm =
∑
i≥0
(−1)iV i[ai]F i.m ∈ J.M
Or, lorsque π = 0, F i :M/VM −→M/VM s’identifie a` αi. On en de´duit facilement le re´sultat.
Remarque B.31. — Le lien entre le logarithme de la section pre´ce´dente et l’exponentielle de la
proposition pre´ce´dente est que l’exponentiation des morphismes est obtenues par exponentiation
des courbes p-typiques via logH : H(Y J [[Y ]])
∼−−→ LieH ⊗ Y J [[Y ]] = C(LieH ⊗ J).
Voici la proposition que nous utiliserons.
Proposition B.32. — Soit T un O-sche´ma, J ⊂ OT un ide´al cohe´rent muni de O-P.D. nilpo-
tentes. Soit G un sche´ma en O-modules plat sur T . Soit H un faisceau en O-modules sur Tfppf
tel que Ĥ soit un O-module formel. Il y a alors une application d’exponentiation
exp : Hom(G, J.LieH) −→ ker (Hom(G,H)→ Hom(G mod J,H mod J))
telle que si J2 = 0 et γ = 0, via l’identification canonique de ker (Hom(G,H)→ Hom(G mod J,H mod J))
avec Hom(G, J.LieH), exp = Id. Si J2 = πJ = 0 et Π = α ⊗ γ est l’endomorphisme nilpotent
Frobq-line´aire de J.LieH = LieH/πLieH ⊗ J alors
exp f =
∑
n≥0
(−1)nΠn
 ◦ f
De´monstration.
Le sche´ma G e´tant plat sur T il suffit de de´finir (exp f)U : G(U) −→ H(U) pour tout sche´ma
U affine et plat sur T (i.e. de´finir exp f comme morphisme de faisceaux sur le petit site plat de
T ). Soit donc U −→ T plat. Alors, d’apre`s le lemme B.18, les O-P.D. γ s’e´tendent a` JOU , d’ou`
un isomorphisme (proposition B.22)
logG : Ĥ(JOU ) ∼−−→ LieH ⊗OT JOU = JLieH ⊗OT OU
Posons
(exp f)U : G(U) −→ Γ(U, JLieH) log
−1
−−−→ Ĥ(Γ(U, JOU )) ⊂ H(U)
On ve´rifie aussitoˆt que cette de´finition est fonctorielle en U . Les assertions concernant les cas
J2 = 0 ou J2 = πJ = 0 se de´duisent de la proposition B.26.
B.6. Extension du cristal de Messing ge´ne´ralise´ aux O-puissances divise´es. — Il y a
un morphisme de sites
ΠO : NCRISO(S/Σ) −→ NCRIS(S/Σ)
puisque les puissances divise´es classiques induisent des O-puissances divise´es.
The´ore`me B.33. — Soit H un O-module π-divisible sur S. Soit E le cristal alge`bre de Lie de
la O-extension vectorielle universelle sur NCRIS(S/Σ) de´fini dans la proposition B.8. Ce cristal
s’e´tend naturellement a` NCRISO(S/Σ) au sens ou` il existe un cristal en OS/Σ-modules localement
libres F sur NCRISO(S/Σ) tel que E = ΠO∗F (et donc ne´cessairement F = Π∗OE). De plus, si
(U →֒ T ) ∈ NCRISO(S/Σ) et H˜ est un rele`vement de H ×S U a` T alors F(U →֒T ) s’identifie a`
LieEO(H˜). De plus G 7→ F est fonctoriel en G.
Remarque B.34. — En fait, on e´tend directement le cristal O-extension vectorielle universelle
a` NCRISO(S/Σ).
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De´monstration. La de´monstration utilise l’application exponentielle construite dans la propo-
sition B.32 et suit celle de [22]. Faisons tout de meˆme remarquer au lecteur qu’elle n’est pas
inde´pendante de [22] puisque la proposition clef B.5 qui permet d’affirmer que EO(H) existe et
est extension de H par VO(H) localement libre utilise [22] (c’est surtout le fait que VO(H) soit
localement libre qui est crucial).
Comme dans [22] tout repose sur le the´ore`me suivant analogue du the´ore`me 2.2 page 129 de
[22]
The´ore`me B.35. — Soit (S →֒ T ) ∈ NCRISO(S/Σ) et H1, H2 deux O-modules π-divisibles sur
T de re´duction H1/S , H2/S. Soit f : H1/S −→ H2/S. Il existe alors un unique morphisme
g : EO(H1) −→ EO(H2)
tel que ∀u : VO(H1) −→ VO(H2) relevant VO(f) : VO(H1/S) −→ VO(H2/S), dans le diagramme
VO(H1)
  i //
u

EO(H1)
g

VO(H2)
  i // EO(H2)
g ◦ i− i ◦ u ∈ exp (Hom(VO(H1), J.LieEO(H2)))
ou` J est l’ide´al de S dans T et exp est l’application de´finie dans la proposition B.32.
La de´monstration de ce the´ore`me repose sur l’analogue du lemme 2.6.3 page 135 de [22] :
Lemme B.36. — Soit H un O-module π-divisible sur T et N >> 0 tel que πNOT = 0 et ωH[πN ]D
soit localement libre. Soit I = ker(OT ⊗Zp O ։ OT ) et
α : H [πN ] −→ ωH[πN ]D/I.LieE(H) = VO(H)
l’application universelle telle que
α∗
(
0→ H [πN ]→ H π
N
−−→ H → 0
)
= (0→ VO(H)→ EO(H)→ H → 0)
Soit F un faisceau en O-modules sur Tfppf tel que F̂ soit un O-module formel. Soit un diagramme
O-e´quivariant
H [πN ]
α

v
""E
EE
EE
EE
EE
VO(H)
w // F
qui commute apre`s re´duction sur S et tel que si
v∗
(
0→ H [πN ]→ H π
N
−−→ H → 0
)
= (F → G → H → 0)
alors l’action de O sur LieG est l’action naturelle donne´e par O → OS. Il existe alors un unique
morphisme O-e´quivariant w′ : VO(H) −→ F tel qu’en remplac¸ant w par w′ le diagramme pre´ce´dent
commute, w′ ≡ w sur S et w′ − w soit une exponentielle.
De´monstration. la de´monstration est identique a` celle de [22] : on de´visse au cas J2 = πJ = 0
puis on utilise la formule explicite donne´e dans la proposition B.32 pour exp dans ce cas la`. Ce
qu’il faut ve´rifier c’est que les de´visages n’affectent pas l’hypothe`se de l’action de O sur l’objet
note´ LieG dans l’e´nonce´. Mais cela ne pose pas de proble`me puisque la seule modification faite au
morphisme v est v 7→ v−w◦α, or w◦α est tel que si ξ est l’extension 0→ H [πN ]→ H π
N
−−→ H → 0
alors (w ◦α)∗ξ = w∗(α∗ξ) mais O agit naturellement via O → OS sur Lie (α∗ξ) et on en de´duit le
re´sultat d’apre`s le lemme B.37 qui suit.
La fin de l’argument page 143 de [22] se modifie en utilisant que sur S, α : H [πN ]/S −→
VO(H/S) est universel pour les O-morphismes β de H [πN ]/S vers un OS-module cohe´rent M
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tel que si ξ est l’extension pre´ce´dente alors O agisse naturellement sur Lie β∗ξ. Il faut e´galement
utiliser de nouveau le lemme B.37 applique´ a` (
∑
(−1)nΠn)−1.
Lemme B.37. — Les classes des extensions 0 → E1 → E2 → E3 → 0 de O-modules sur
Sfppf telles que O agisses naturellement sur LieE2 via O → OS forment un sous O-module de
ExtO(E1, E2). Ces classes sont stables par image directe via un morphisme O-line´aire u : E1 → E′1
tel que O agisse naturellement sur LieE′1 et induisant u∗ : ExtO(E1, E2)→ ExtO(E′1, E2).
De´monstration. Elle est facile et laisse´e au lecteur.
Expliquons maintenant quels sont les arguments a` adapter dans la de´monstration du the´ore`me.
La principale chose a` ve´rifier est que l’on peut appliquer le lemme B.36 dans la de´monstration de
l’e´quivalent du lemme 2.7.4 de [22]. Plus pre´cise´ment, avec les notations de ce lemme dans [22],
il faut ve´rifier que si v′ : G −→ EO(H) est l’unique rele`vement de v′0 alors, si
ξ =
(
0→ G[πN ]→ G π
N
−−→ G→ 0
)
O agit naturellement sur Lie (v′|G[πN ])∗ξ. Mais (v′|G[πN ])∗ξ est une extension scinde´e. Son alge`bre
de Lie est donc une extension scinde´e de LieEO(H) par LieG, d’ou` l’assertion.
Le reste de la de´monstration en bas de la page 145 jusqu’a` la page 146 s’adapte imme´diatement
en remplac¸ant les Hom et Ext par des HomO et ExtO.
B.7. The´orie de la de´formation des O-modules π-divisibles. —
The´ore`me B.38. — Soit (S →֒ T ) ∈ NCRISO(S/Σ). Soit C la cate´gorie des O-modules π-
divisibles sur T . Soit D la cate´gorie des O-modules π-divisibles sur S munis d’une filtration lo-
calement facteur directe de leur cristal ge´ne´ralise´ e´value´ sur S →֒ T (cf. the´ore`me pre´ce´dent)
de´formant la partie vectorielle de leur O-extension vectorielle universelle. Soit F : C → D le
foncteur qui a` H sur T associe
(
H ×T S, VO(H) →֒ F(S →֒T )
)
. Alors, F induit une e´quivalence de
cate´gories.
De´monstration. La de´monstration est absolument identique a` celle du the´ore`me 1.6 page 151
du chapitre V de [22].
B.8. The´orie de Dieudonne´ “classique” des O-modules π-divisibles. — Soit k un corps
parfait extension du corps re´siduel de O et H un O-module π-divisible sur k. Soit σ le Frobenius
de W (k). Soit D(H) le module de Dieudonne´ de H , un W (k)-module libre de rang htH muni de
ϕ : D(H) −→ D(H) une application σ-line´aire induisant un isomorphisme apre`s inversion de p.
L’action de O sur D(H) muni celui-ci d’une structure de W (k)⊗Zp O-module. Donc,
D(H) =
⊕
τ :F 0 →֒W (K)Q
D(H)τ
ou` D(H)τ est un OF ⊗OF0 ,τ W (k)-module libre. De plus,
ϕ : D(H)τ −→ D(H)στ
Rappelons que k est une extension du corps re´siduel de O. Cela de´finit canoniquement un τ0 :
F 0 →֒ W (k)Q qui de´finit lui-meˆme un isomorphisme
OF ⊗OF0 ,τ W (k)
∼−−→ WO(k)
Soit σO le Frobenius de WO(k).
De´finition B.39. — On note DO(H) = D(H)τ0 , unWO(k)-module libre de rang htOH =
htH
[F :Qp]
.
Il est muni d’un ope´rateur σO-line´aire ϕ =
π
p[F
0:Qp]
ϕ[F
0:Qp].
Proposition B.40. — Le foncteur H 7−→ (DO(H), ϕO) induit une e´quivalence entre la cate´gorie
des O-modules π-divisibles sur k et celle des couples (M,ϕ) ou` M est un WO(k)-module libre de
rang fini et ϕ :M →M est une application σO-line´aire telle que πM ⊂ ϕ(M).
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De´monstration. Il suffit de voir que (D,ϕ) 7→ (Dτ0 , πp[F0:Qp]ϕ
[F 0:Qp]) induit une e´quivalence entre
les couples sur W (k) (D,ϕ) tels que pD ⊂ ϕ(D) ⊂ D et si V = pϕ−1 alors O agit naturellement
sur D/VD et les (M,ϕ) comme dans l’e´nonce´. Mais si D =
⊕
τ Dτ ,
V : Dτ −→ Dσ−1τ et D/VD =
⊕
τ
Dτ/V Dστ
et donc,
∀τ 6= τ0 V : Dστ ∼−−→ Dτ
est un isomorphisme tandis que
D/VD = Dτ0/V Dστ0
On en de´duit que V Dστ0 = V
[F 0:Qp]Dτ0 et en posant VO = V
[F 0:Qp] on en de´duit facilement
que (D,V ) 7→ (Dτ0 , VO) est une e´quivalence avec les couples tels que πD ⊂ VOD. On a alors
ϕOVO = π.
Proposition B.41. — Supposons p 6= 2. Soit E le cristal de H alge`bre de Lie de la O-extension
vectorielle universelle sur NCRISO(Spec(k)/Spec(O)). Le morphisme de Frobenius F : H −→ H(q)
commute a` l’action de O et de´finit donc F : Fr∗qE −→ E. Alors, DO(H) s’identifie a`
Γ (Spec(k) →֒ Spec(O), E)
et ϕ au morphisme induit par F .
De´monstration. Soit E ′ le cristal de H alge`bre de Lie de l’extension vectorielle universelle sur
NCRIS(Spec(k)/Spec(W (k))). Alors,
D(H) ≃ Γ (Spec(k) →֒ Spec(W (k)), E ′)
et par la proprie´te´ de cristal
D(H)⊗W (k) O ≃ Γ (Spec(O/pO) →֒ Spec(O), E ′)
et donc
D(H)τ0 =
(
D(H)⊗W (k) O
)
O⊗ZpO
O
≃ Γ (Spec(O/pO) →֒ Spec(O),ΠO∗E)
= Γ (Spec(O/pO) →֒ Spec(O), E)
= Γ (Spec(k) →֒ Spec(O), E)
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