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We investigate the ground state nature of the transverse field Ising model on the J1 − J2 square
lattice at the highly frustrated point J2/J1 = 0.5. At zero field, the model has an exponentially large
degenerate classical ground state, which can be affected by quantum fluctuations for non-zero field
toward a unique quantum ground state. We consider two types of quantum fluctuations, harmonic
ones by using linear spin wave theory (LSWT) with single-spin flip excitations above a long range
magnetically ordered background and anharmonic fluctuations, by employing a cluster-operator
approach (COA) with multi-spin cluster type fluctuations above a non-magnetic cluster ordered
background. Our findings reveal that the harmonic fluctuations of LSWT fail to lift the extensive
degeneracy as well as signaling a violation of the Hellmann-Feynman theorem. However, the string-
type anharmonic fluctuations of COA are able to lift the degeneracy toward a string-valence bond
solid (VBS) state, which is obtained from an effective theory consistent with the Hellmann-Feynman
theorem as well. Our results are further confirmed by implementing numerical tree tensor network
simulation. The emergent non-magnetic string-VBS phase is gapped and breaks lattice rotational
symmetry with only two-fold degeneracy, which bears a continuous quantum phase transition at
Γ/J1 ∼= 0.50 to the quantum paramagnet phase of high fields. The critical behavior is characterized
by ν ∼= 1.0 and γ ∼= 0.33 exponents.
PACS numbers: 75.10.Jm, 75.30.Kz, 64.70.Tg
I. INTRODUCTION
Geometric frustration in quantum magnets results in
emergence of many intriguing exotic phases of matter,
ranging from resonating valence bond solid (VBS) phases
with broken spatial symmetry to spin liquids with frac-
tional quasi-particle excitations1. It has further been
shown that the geometric frustration plays an important
role in the physics of non-Fermi liquid of doped Mott
insulators and high-Tc superconductors2–6. Typically,
frustrated magnetic systems show extensive degeneracy
of their ground states in the classical limit, which can be
lifted by addition of thermal or quantum fluctuations, or
perturbations such as spin-orbit interactions, spin-lattice
couplings, further neglected exchange terms and impuri-
ties. It would lead to the emergence of exotic collective
quantum behaviors.
One of the simplest and hence most tractable models
featuring such an interplay between the geometric frus-
tration and quantum fluctuations is the spin-12 J1 − J2
antiferromagnetic Heisenberg model on the square lat-
tice, which is a suitable candidate for a quantum spin liq-
uid state and is highly relevant to cuprates and Fe-based
superconductors7. It has already been shown that the
ground state of the system in the highly frustrated point,
J2/J1 = 0.5, is given by a non-magnetic state emerg-
ing as an intermediate phase between Ne´el and striped
antiferromagnetic (AFM) states in the small and large
limit of J2/J1 coupling, respectively. However, the true
nature of the intermediate non-magnetic phase is still
under debate. Early and recent studies have proposed
different candidate ground states for the intermediate re-
gion around J2/J1 = 0.5, such as a dimer VBS with
both translational and rotational broken symmetries8,9,
plaquette VBS with broken translational symmetry but
with rotational symmetry preserved10–12, gapless spin
liquid13–16, and gapped Z2 spin liquid phases
17–20.
Our aim in this paper is to shed light on the true na-
ture of this intermediate magnetically-disordered state by
introducing both quantum fluctuations and anisotropies
in the spin space to lift the extensive degeneracy of
the classical system towards a quantum ordered ground
state. We can introduce anisotropies to the bonds of
the spin- 12 J1 − J2 Heisenberg model on the square lat-
tice by breaking the SU(2) symmetry and reducing the
Heisenberg interactions of J1 − J2 bonds to XXZ cou-
plings. Such spin anisotropy is relevant theoretically21,22
as well as experimentally23–25. For the large limit of Ising
anisotropies, the XXZ model behaves equivalently to a
transverse field Ising (TFI) model on the J1 − J2 square
lattie. Such TFI model with an interplay between frus-
tration and quantum fluctuations, can reveal what hap-
pens, by reduction of symmetry from SU(2) to Z2, for
the true nature of the under-debate non-magnetic ground
state of the Heisenberg model at highly frustrated point
J2/J1 = 0.5.
Moreover, the 2D TFI model is a prototype frustrated
magnetic model, which received much attention, to ex-
plore novel emergent phases26–28. The ground state of
2D TFI model at the highly-frustrated point, to the best
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FIG. 1: (color online) (a),(b) Ne´el and striped AFM phases
used as magnetically ordered backgrounds in LSWT. Pink and
blue bullets correspond to up and down arrangement of spins.
(c),(d),(e),(f) Canditates of non-magnetic cluster orderings as
a ground state background, used in COA. The case of (f)
corresponds to string-VBS of ` = 6. Solid and dashed lines
are J1 and J2 bonds, respectively.
of our knowledge, is not known. It is challenging to find
a ground state, which is a result of quantum fluctuations
on an extensive degenerate ground space.
In this paper, we therefore examine the spin- 12 trans-
verse field Ising model on the J1 − J2 square lattice,
Hamiltonian 1, by resorting to different analytical and
numerical techniques such as linear spin-wave theory
(LSWT)29, cluster operator approach (COA)30,31 and
tree tensor network (TTN) simulation32. We found
that harmonic quantum fluctuations in LSWT based on
single-spin flip excitations are incapable of lifting the ex-
tensive degeneracy of the classical system. However, con-
sidering anharmonic fluctuations with multi-spin flip ex-
citations via COA certifies the existence of global-loop-
type of quantum fluctuations, which are able to lift the
extensive degeneracy of the system at J2/J1 = 0.5 toward
a string-VBS phase with broken lattice rotational sym-
metry, leading to an order by disorder transition. The
string-VBS state is a manifestation of macroscopic quan-
tum superposition33,34. These findings are further con-
firmed by numerical (TTN) simulations.
The paper is organized as follows. In Sec. II, we intro-
duce the model and some of its classical features. Next,
in Sec. III we present LSWT and COA used for determin-
ing the true nature of quantum ground state by introduc-
ing different type of quantum fluctuations. We compare
the results obtained from two approaches with each other
and also with the TTN results. Details of our approaches
are presented in Appendices. We argue that string-type
quantum fluctuations can cast the ground state of highly
frustrated point J2/J1 = 0.5 to a string-VBS phase at
low fields with broken rotational symmetry. Sec. IV dis-
cusses the existence of a quantum phase transition from
string-VBS phase of low fields to a quantum paramagnet
phase of high fields at Γ/J1 ∼= 0.5, where the critical ex-
ponents are extracted. Finally, the paper is summarized
and concluded in Sec. V.
II. MODEL
In this section, we introduce the spin-1/2 transverse
field Ising model on the square lattice with J1−J2 inter-
actions. We consider a square lattice, where spin-1/2 par-
ticles are placed at the vertices of the lattice and the an-
tiferromagnetic exchange coupling J1 (J2) are tuned be-
tween the nearest neighbor (next-nearest neighbor) spins
(see Fig. 1). Hamiltonian of the model in the presence of
a transverse magnetic field Γ is given by
H = J1
∑
〈i,j〉
Szi S
z
j + J2
∑
〈〈i,j〉〉
Szi S
z
j − Γ
∑
i
Sxi , (1)
where Si ≡ (Sxi , Syi , Szi ) are the usual quantum spin-1/2
operators with Si
2 = S(S + 1).
In the extreme case, where J2 = 0 and Γ = 0, the clas-
sical ground state of the system is given by a Ne´el state
(Fig. 1-(a)), which persists as the frustration is increased
up to a critical point at J2/J1 = 0.5, where it breaks to
a collinear anti-ferromagnetic phase with striped AFM
order (Fig. 1-(b)) for J2/J1 > 0.5, through a first-order
quantum phase transition27,35,36. The classical ground
state of the system further displays an exponential de-
generacy at the highly frustrated point J2/J1 = 0.5 in
which the ground state is described by two-up-two-down
configurations for spins on every crossed square of the
lattice. Our aim in this paper is to study the effects
of quantum fluctuations to lift this extensive degeneracy
toward a unique quantum ground state. Hence, we con-
sider J2/J1 = 0.5 with Γ 6= 0, which induces zero-point
quantum fluctuations to the system due to Sx that does
not commute with other terms in the Hamiltonian 1.
III. NATURE OF QUANTUM FLUCTUATIONS
A. Linear Spin Wave Theory
To incorporate harmonic quantum fluctuations within
LSWT, we start with the degenerate classical magneti-
cally ordered backgrounds at J2/J1 = 0.5, i.e. Ne´el and
3striped AFM phases shown in Fig. 1-(a, b). The trans-
verse magnetic field, Γ, creates the same canting angle θ
on each classical spin vector of the Ne´el and striped con-
figurations. Accordingly, the classical spin components
become Sxi = S sin θ and S
z
i = ±S cos θ, where ± sign
denotes up and down spins in the z-direction. The an-
gle θ increases with the strength of the transverse field Γ
up to the maximum value of θmax = pi/2 , which corre-
sponds to a full polarization of the classical spins in the
+x-direction for Γ ≥ Γc, where Γc is the critical magnetic
field. For a system with N spins, there are 2N bonds
with J1 coupling and 2N bonds with J2 coupling on the
square lattice. The classical ground state energy per spin
for both the Ne´el and striped phases are therefore given
as
εNe´elcl = ε
striped
cl = −S2cos2θ − ΓSsinθ. (2)
After minimizing the classical energy per spin with re-
spect to angle θ, we set θ = pi/2 to obtain the crit-
ical transverse field ΓLSWTc , given by Γ
LSWT
c = 2S.
Then, a LSWT is constructed on each of the two clas-
sical canted Ne´el and canted striped AFM magnetically
ordered backgrounds. Harmonic quantum fluctuations
of LSWT around these classical reference states will re-
duce the magnitude of the classical order parameters and
result in zero-point energy corrections. In a general for-
malism (see Appendix. A), we define Sl,p as the p-th spin
(p = 1, . . . , n) of the l-th cell, where n is the number of
spins in a magnetic unit cell. We consider small quantum
fluctuations on the classical reference states by linearized
Holstein-Primakoff transformations and finally obtain an
effective diagonal quadratic form of Hamiltonian Eq. 1
as,
HLSWT = Ecl− N
n
∑
p
(
h˜p
2
)
+
∑
k,p
ωk,p
(
c†k,pck,p +
1
2
)
,
(3)
where k sums over the first Brillouin zone of the lattice
constructed from the centers of magnetic unit cells of the
classical reference state. Furthermore, p runs over the
n spins of a magnetic unit cell, h˜p is a quantum cor-
rection and ωk,p define the spectrum of quasi-particles,
which are created by the bosonic creation operators c†k,p.
The effective Hamiltonian, Eq. 3, obtained within LSWT
framework, shows that both Ne´el and striped magneti-
cally ordered backgrounds have the same zero-point en-
ergy corrections, which is a result of the harmonic single-
spin-flip excitations. Hence, quantum corrections at har-
monic level do not distinguish between different ordered
manifold of states, failing to lift the extensive degen-
eracy at J2/J1 = 0.5. Moreover, as shown in Fig. 5,
we observe a violation of Hellmann-Feynman theorem
at enough high fields before reaching the critical point
ΓLSWTc /J1 = 1.0. Indeed, by increasing the transverse
field Γ, before reaching the critical value, the transverse
magnetization obtained from Hellmann-Feynman theo-
rem, mx = − 1S ∂〈H〉∂Γ , deviates from the expectation value
of magnetic order parameter mx =
1
S 〈Sx〉, signaling a
violation of the Hellmann-Feynman theorem. This in-
consistency implies again that quantum fluctuations go
beyond the harmonic level of approximation considered
in LSWT.
B. Cluster Operator Approach
In order to consider anharmonic quantum fluctuations,
we implement the cluster operator approach. Analo-
gous to the spin-wave theory, a candidate cluster-ordered
background is proposed above which, the anharmonic
multi-spin excitations are defined. This is in contrast
to the LSWT, where only single-spin excitations have
been taken into account. Let us further note that COA
besides the introduction of anharmonic quantum fluctu-
ations, can reveal the existence of possible valence bond
solid phases. Generally, VBS phases are appeared as a
regular pattern of dimers, trimers, quadrumers or loops
shown in Fig. 1-(c-f).
It is shown that at zero field and J2/J1 = 0.5, two-
spin flip excitation on a dimer, three-spin flip excitation
on a trimer or four-spin flip excitation on a quadrumer
cost the same finite energy as a single-spin flip one, i.e.
4J1. This is true for any finite cluster, which is shown in
Appendix. B. However, flipping the spins on a vertical or
horizontal global closed loop costs zero excitation energy,
keeping the system in the degenerate ground state man-
ifold (see Appendix. B). Therefore, it can be anticipated
that in the presence of quantum fluctuations by a trans-
verse field Γ, such global loops are proper building blocks
to construct the ground state structure of the model. To
confirm such assertion, we consider four candidate clus-
ter orderings shown in Fig. 1-(c-f) as ground state back-
grounds used in COA. We obtain an effective theory by
a bosonization formalism for each cluster configuration,
and then compare their results with each other to confirm
that the true excitations of the model are of the global-
loop type, constructing a columnar string-VBS phase for
low fields at the highly frustrated point.
The following steps are carried out to construct an
effective theory for the candidate cluster ordered back-
grounds of Fig. 1. First, we rewrite the Hamiltonian,
Eq. 1, as a sum over two terms, H = H0 +Hint, where
H0 =
∑
I HI denotes the set of shaded isolated clus-
ters and Hint defines the interaction Hamiltonian be-
tween them. Next, we associate a boson to each eigen-
state of the TFI Hamiltonian on a single cluster. In this
respect, each eigenstate |u〉 of cluster I is created by a
boson creation operator b†I,u acting on the vaccum |0〉,
i.e. |u〉I = b†I,u|0〉, where b†I,u and bI,u are usual bosonic
operators, satisfying [bI,u, b
†
I,u] = 1 and [b
(†)
I,u, b
(†)
I,u] = 0.
Hence, a cluster ordered background is a Bose-condensate
of ground state |u = 1〉 bosons, i.e.
〈b†I,1bI,1〉 ≡ p¯2, ∀I (4)
4where p¯ is the condensation amplitude and p¯2 gives the
probability of such condensation. In the absence of
inter-cluster interactions, p¯2 is equal to unity. There-
fore, the Bose-condesate background acts like an ordered-
reference state, above which quantum fluctuations will
reduce the magnitude of condensation probability p¯2 and
result in zero-point energy corrections. In other words,
inter-cluster interactions give rise to low-lying excitations
above the perfect cluster ordered background. As a re-
sult of hybridization of ground state of each cluster to
other excited states, the value of p¯2 reduces from unity
by bringing about a non-zero occupation of other excited
bosons. Nevertheless, for preserving the Hilbert space of
the effective model, the total occupation of bosons per
cluster should be equal to one. According to these ar-
guments, the effective Hamiltonian for a cluster ordered
background can now be written in a quadratic bosonic
form within a mean-field approximation of condensated
bosons, as
H = Ncp¯21 +
∑
I
∑
u
ub
†
I,ubI,u
−µ
[
Ncp¯
2 +
∑
I,u6=1
b†I,ubI,u −Nc
]
(5)
+p¯2
∑
〈I,J〉
∑
u,v
[
(dIJuv) b
†
I,ub
†
J,v + (h
IJ
uv) b
†
I,ubJ,v + h.c.
]
.
The first line includes intra-cluster terms, where the in-
dex I sums over all isolated clusters, u sums over the
dominant excited states of each cluster with correspond-
ing eigen energies u, and Nc denotes the total num-
ber of isolated clusters. The second line enforces sin-
gle boson occupancy constraint, via a chemical poten-
tial µ. The third line involves inter-cluster terms, where
u, v are the two excited bosons of neighboring clusters I
and J , respectively. Coefficients dIJuv = 〈uv|HIJ |11〉 and
hIJuv = 〈u1|HIJ |1v〉 are respectively creation and hopping
amplitudes between excited bosons of neiboring clusters.
The minimization of ground-state energy of the bosonic
effective theory in addition to the conservation of Hilbert
space dimension are satisfied by the solution of ∂〈H〉∂µ = 0
and ∂〈H〉∂p¯ = 0 equations. Details of the bosonic effective
theory for COA are given in Appendix. C.
The condensation probability p¯2 of different cluster or-
derings shown in Fig. 1-(c, d, e, f) is demonstrated in
Fig. 2. We found that for low transverse fields (Γ < 0.5),
there is a strong condensation probability (near unity)
of the global loops (` = 4, 6, 8, 10) on the lattice, while
the condensation probability of dimers, trimers and pla-
quettes (quadrumers) is weak (∼ 0.55). We have also
considered the staggered dimer configuration in our cal-
culations not shown here, which gives a result similar to
the dimer case. Let us note that a global loop is a closed
string, which covers all sites along a horizontal or ver-
tical direction of the periodic square lattice, as shown
in Fig. 1-(f). This implies that at low fields the proper
conjecture for the ground-state structure is based on the
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FIG. 2: (color online) The condensation probability p¯2 for
different cluster orderedings of Fig. 1-(c, d, e, f). ` denotes
the cylinder perimeter length considered in COA for a string-
ordered background shown in Fig. 1-(f)
Γ/J1
0 0.1 0.2 0.3 0.4 0.5 0.6
En
er
gy
 p
er
 s
pi
n/
J 1
-0.38
-0.36
-0.34
-0.32
-0.3
-0.28
-0.26
-0.24
Classical
LSWT
COA
TTN
0.2
-0.2602
-0.2601
-0.26
FIG. 3: (color online) Ground-state energy per site versus
transverse magnetic field. A comparision between classical,
linear-spin wave, cluster operator (with string-ordered back-
ground on ` = 10 cylinder) and tree-tensor network (on a
8 × 6 lattice) approaches is presented. The inset shows the
magnified data for Γ/J1 = 0.2.
global loops, while finite size clusters fail to condensate
properly in the ground state.
The results of Fig. 2 suggest a string-VBS phase for the
ground state of our model at low fields. It turns out that
anharmonic quantum fluctuations, mediated in terms of
COA, lift the classical degeneracy at the highly frus-
trated point, towards a string-VBS phase, which breaks
lattice rotational symmetry and leaves the system with
a two-fold degenerate ground state. The ground-state
energy per site versus transverse magnetic field is illus-
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FIG. 4: (color online) Nearest-neighbor correlations, CNN ,
obtaind by TTN numerical simulation, which measures the
breaking of lattice rotational symmetry in the string-VBS
phase. Left panel: low-field regime representing the string-
VBS state. Right panel: high-field regime of the quantum
paramagentic phase, which preserves rotational symmetry.
trated in Fig. 3. We observe that the energy of the string-
VBS state obtained from COA is less than the classical
and LSWT ones, justifying the existence of string for-
mation in the ground state. The inset of Fig. 3 clearly
shows the lower energy value of COA for a low field value
Γ/J1 = 0.2. We have also shown the ground-state energy
obtained from TTN numerical algorithm, as a reference
close to the exact diagonalization data. The numerical
TTN is a renormalization ansatz to simulate large lattice
sizes that is explained in Appendix. D. Accuracy of our
data on {4× 6, 6× 6, 6× 8} lattices is of order, respec-
tively, {10−8, 10−5, 10−4} which is not presented here.
The nature of ground state can be represented by the
nearest-neighbor (NN) correlation function,
CNN = 〈Szi Szj 〉, i, j : NN on the lattice. (6)
In this respect, we compute CNN on a 6×6 lattice using
TTN which is shown in Fig. 4, for two different values of
transverse field Γ. The left panel of Fig. 4 corresponds
to low-field regime (Γ/J1 = 0.25), while the right panel
corresponds to the high-field values (Γ/J1 = 0.60). The
left panel shows that the correlations along the verti-
cal direction are close to their maximum value of Ne´el
type ordering (|CmaxNN | = 0.25), while the correlations on
the horizontal direction is very small. This is a clear
signature of the string formation as a VBS phase. The
emergence of strings could be either in vertical or hori-
zontal direction, breaking the rotational symmetry of the
lattice which manifests the two-fold degeneracy. Increas-
ing the magnetic field to the high-field regime drives the
model to a quantum paramagnet, which has rotational
symmetry and leads to almost equal correlations along
the two perpendicular directions as shown in the right
panel of Fig. 4. Such symmetry breaking of ground state
at low fields is a signature for presence of a quantum
phase transition from the string-VBS phase of low fields
to the quantum paramagentic phase of high fields, which
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FIG. 5: (color online) Transverse magnetization calculated
by different methods, LSWT, COA and TTN. The value
obtained directly from the expectation value of Sx opera-
tor, mx =
1
S
〈Sx〉 is compared with the one obtained from
Hellmann-Feynmann theorem, mHFx = − 1S ∂〈H〉∂Γ .
is investigated with more details in the next section.
IV. QUANTUM PHASE TRANSITION
In this section, we study the behavior of field induced
magnetization, mx =
1
S 〈Sx〉, by increasing the trans-
verse field from the low-field to high-field regimes. The
magnetization as a function of transverse field calculated
by different approaches is depicted in Fig. 5. More-
over, the transverse magnetization mx, obtained directly
from the expectation value of Sx operator, is compared
with the derivative of effective Hamiltonian expectation
value versus Γ, i.e. mHFx = − 1S∂〈H〉/∂Γ corresponding
to Hellmann-Feynmann theorem. As we mentioned in
Sec. III A, LSWT exhibits a violation of the Hellmann-
Feynmann theorem as the magnetic field increases toward
the high-field regime. This implies that when increasing
the transverse field , quantum fluctuations are beyond the
harmonic level of approximation considered in LSWT.
However, COA results are in a good agreement with the
Hellmann-Feynmann theorem and numerical results ob-
tained from TTN simulation. The COA results further
show that the anharmonic quantum fluctuations will ren-
der the violated region of the Hellmann-Feynmann theo-
rem to the quantum paramagnet phase, proposing a lower
critical value than the LSWT counterpart, between the
string-VBS and quantum paramagnet phases.
Quantum phase transition can be traced out by the
divergent behavior of magnetic susceptibility, which is
the derivative of transverse magnetization with respect
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FIG. 6: (color online) (a), (b) Magnetic susceptibility ob-
tained from COA and TTN, respectively for different system
sizes. They show a sharp peak indicating a phase transition
from string-VBS phase of low fields to the quntum param-
agnet of high fields, at (Γ/J1)c = 0.5 ± 0.01 with exponent
ν = 1.0 ± 0.01. (c) Data collapse of magnetic susceptibil-
ity obtained from COA, which shows the scale invariance of
susceptibility governed by exponent γ = 0.33± 0.01.
to the magnetic field,
χ =
∂mx
∂Γ
= − 1
S
∂2E
∂Γ2
. (7)
The magnetic susceptibility of COA data is plotted in
Fig. 6-(a), which shows sharper and stronger divergence
as the length (`) of lattice is increased. Let us note that
the COA results with string-ordered background are ob-
tained for lattices defined on an infinite cylinder that has
a finite perimeter length `. Finite-size scaling theory tells
us how to estimate the critical exponents for the model37.
The divergent behavior of χ obeys the following scaling
relations
|Γc − Γmax| ∼ `−1/ν , (8)
χ(Γmax) ∼ `γ/ν , (9)
where Γc is the critical field in the thermodynamic limit,
Γmax is the position of maximum of finite-lattice sus-
ceptibility χ, ν is the correlation length exponent i.e.
ξ ∼ |Γ − Γc|−ν and γ is an exponent, which governs
singularity in the magnetic susceptibility. As shown in
the inset of Fig. 6-(a), we find a good scaling for COA
data, which gives ν = 1.0 ± 0.01 and Γc = 0.51 ± 0.01.
A similar behavior is also observed for χ versus Γ of the
TTN numerical computation presented in Fig. 6-(b). Ac-
cordingly, the same critical field and exponent ν are also
reported in the inset of Fig. 6-(b). Once we have ob-
tained ν and Γc from Eq. 8, we can use them to find
γ from Eq. 9, as well as getting the scale invariant be-
havior of magnetic susceptibility, which is observed from
a good data collapse of different sizes in Fig. 6-(c). It
shows the scale invariance of susceptibility with expo-
nent γ = 0.33 ± 0.01. Both COA and TTN imply a
continuous phase transition from string-VBS phase (at
low fields) to the quantum paramagnet phase (at high
fields) at Γc = 0.5± 0.01. The continuous nature of such
transition is confirmed by the broken lattice rotational
symmetry in the string-VBS phase compared with sym-
metric quantum paramagnet phase.
We would like to comment on the nature of string-VBS
ground state. The formation of loops yields the ground
state to inherit partially the one-dimensional (1D) char-
acter of TFI model. At zero field, the ground state of 1D
TFI model is doubly degenerate, which is given by classi-
cal antiferromagnetic state |φ〉 = |+−+− · · ·+−〉 and its
spin flipped one |φ¯〉 = | −+−+ · · · −+〉, where |+〉, |−〉
represent the eigenstates of Sz Pauli operator. In the
presence of small transverse field, the ground state is a
linear superposition of different configurations mostly oc-
cupied by |φ〉 and |φ¯〉. This is actually a macroscopic su-
perposition of quantum states, which has been discussed
by Leggett33 to distinguish between macroscopic quan-
tum superposition and quantum entangelement. A recent
study in Ref.34 verifies that the ground state of 1D TFI
model in AFM region is essentially a superposition of the
two macroscopic distinct states |φ〉 and |φ¯〉, i.e. a macro-
scopic quantum superposition. We therefore conjuncture
7that the string-VBS state is a witness for two-dimensional
version of macroscopic quantum superposition. In other
words, we conclude that string-VBS phase consists of a
columnar ordering of string-valence bonds each of which
in an equal superposition of two possible Ne´el configura-
tions with no magnetic order in z-direction.
V. SUMMARY AND CONCLUSIONS
We have studied the zero-temperature phase diagram
of the transverse field Ising model on the J1 − J2 square
lattice at the highly frustrated point J2/J1 = 0.5, which
is known to have an extensive degenerate classical ground
state at Γ = 0. The LSWT analysis of the model failed
to lift this classical degeneracy implying that harmonic
fluctuations, coming from the single-spin flip excitations,
are not able to represent the true quantum fluctuations of
the system at the highly frustrated region. We therefore,
applied the cluster operator approach, which is based on
the multi-spin flip type of anharmonic quantum fluctua-
tions above a non-magnetic cluster ordered background.
We found that the exponential degeneracy of the classical
ground state at J2/J1 = 0.5 is lifted toward a string-VBS
phase which breaks rotational symmetry of the lattice
with only two-fold degeneracy. This is a manifestation
of order-by-disorder transition that is induced by anhar-
monic quantum fluctuations.
The quantum phase transition between string-VBS
phase at low fields and quantum paramagnet phase at
high fields occurs at the critical point (Γ/J1)c = 0.50 ±
0.01 and is of a continuous type as the rotational sym-
metry is only broken at the string-VBS phase. The crit-
ical exponents have been obtained to be ν = 1.0 ± 0.01
and γ = 0.33 ± 0.01. Moreover, we conjuncture that
the string-VBS state is an example of macroscopic su-
perposition of distinct quantum states in 2D, where the
whole lattice is a direct product of 1D ground states, i.e.⊗
j
(|φj〉+ |φ¯j〉).
Let us discuss the connection of our results to the phase
diagram of spin-1/2 J1 − J2 AFM Heisenberg model on
two-dimensional square lattice. The ground state struc-
ture of Heisenberg model at J2/J1 = 0.5 is controver-
sial to be either a valence bond solid state or a spin liq-
uid phase8–20. Early studies proposed that anharmonic
fluctuations could make a dimer-VBS38 or a plaquatte-
VBS39 as stable phases around J2/J1 = 0.5, granting
that short-range corrections to the ground-state energy
are small. Our COA results on TFI model with dimer-
VBS is similar to the case of Ref.38, where dimer-VBS
corrections are not small to construct a stabilized dimer-
VBS at J2/J1 = 0.5. According to the recent investi-
gations, a quntum spin liquid is more plausible phase
for the intermediate region of the Heisenberg model13–20.
On the other hand, our results on TFI model govern the
high anisotropy limit of the Heisenberg model, where the
easy-axis coupling is much stronger than the coupling in
the fluctuating plane. It suggests that we get the string-
VBS ground state by increasing the easy-axis anisotropy
of the Heisenberg model. In other words, we conclude
that by reduction of symmetry from SU(2) to Z2, plau-
sible spin liquid phase of J1−J2 Heisenberg model on the
square lattice cast to a string-VBS phase at the highly
frustrated point J2/J1 = 0.5. Such a novel string-VBS
phase can also emerge in the case of reducing quantum
fluctuations by increasing the dimensionality or the spin
quantum number, as it was predicted in previous litera-
ture for a S = 1 J1− J2 Heisenberg model on the square
lattice40,41.
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Appendix A: Linear Spin Wave Theory
We use the three classical reference states shown in
Fig. 7 as a background on which harmonic spin waves
are considered. Magnetic unit cell of each background
state is shown with a red rectangle in Fig. 7. As a general
formalism29, we define Sl,p as the p-th spin (p = 1, . . . , n)
of the l-th cell, where n is the number of spins in a mag-
netic unit cell. In the classical limit, an applied trans-
verse field Γ rotates all spins around the y axis by an
angle θ. We now introduce a local rotation of spins, as
Sl,p → S˜l,p, in such a way that all three classical states
shown in Fig.7 map to a simple ferromagnetic state in
z direction, i.e. S˜zl,p = S everywhere. Accordingly, we
define
S˜l,p = σpRy(σpθ)Sl,p (A1)
where σp = ±1 denotes the direction of p-th spin along
the z axis, and R is the rotation matrix around y axis
by an angle σpθ. Therefore, the following relations be-
tween spin components in the rotated and non-rotated
representations are obtained
Szl,p = σpcosθS˜
z
l,p − sinθS˜xl,p,
Sxl,p = σpcosθS˜
x
l,p + sinθS˜
z
l,p. (A2)
After rewriting the Hamiltonian in terms of new spin
operators S˜zl,p and S˜
x
l,p, we consider small quantum fluc-
tuations around this general ferromagnetic classical refer-
ence state by the following linearized Holstein-Primakoff
transformations,
S˜zl,p = S − a†l,pal,p, S˜xl,p ≈
√
S
2
(
a†l,p + al,p
)
, (A3)
where al,p and a
†
l,p are bosonic operators with well-known
commutation relations [al,p, a
†
l,p] = 1 and [a
(†)
l,p , a
(†)
l,p ] = 0.
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FIG. 7: (color online) Schematic representations of the clas-
sical magnetically ordered states around which we consider
harmonic quantum fluctuations of LSWT. Magnetic unit cells
of each classical phase are shown with red rectangles.
Hamiltonian is expanded up to the quadratic order of
bosonic operators,
HLSWT = Ecl +
∑
l,p
h˜pa
†
lpalp (A4)
+
1
8
sin2 θ
∑
l,δ,p,p′
J˜(δ)pp′
(
a†l,p + al,p
)(
a†l′,p′ + al′,p′
)
,
where linear terms vanish by construction and J˜(δ) is an
n×n matrix, containing the couplings between spins p, p′
of the two unit cells l, l′ at position δ and
h˜p = −1
2
σp cos
2(θ)
∑
δ,p′
[
J˜(δ)
]
pp′
σp′ + Γ sin θ. (A5)
The momentum space representation is used with the
following transformations,
ak,p =
√
n
N
∑
l
eik.rlal,p,
J˜(k) =
∑
δ
e−ik.δJ˜(δ) . (A6)
Hence, the quadratic Hamiltonian can be written in the
following compact form
HLSWT = Ecl − N
n
∑
p
(
h˜p
2
)
+
1
2
∑
k
A†kMkAk,
(A7)
where
A†k = (a
†
k,1, . . . , a
†
k,n, a−k,1, . . . , a−k,n),
Mk =
(
h˜+ ∆k ∆k
∆k h˜+ ∆k
)
,
[h˜]pp′ = h˜pδpp′ ,
∆k =
1
2
(
J˜(k) + J˜(−k)
)
. (A8)
Finally, performing an n-mode paraunitary Bogoli-
ubov transformation42, we obtain the effective diagonal
quadratic Hamiltonian given by
HLSWT = Ecl− N
n
∑
p
(
h˜p
2
)
+
∑
k,p
ωk,p
(
c†k,pck,p +
1
2
)
,
(A9)
where k sums over the first Brillouin zone of a lattice
constructed from the centers of magnetic unit cells of
the classical reference states and p runs over the spins
of a magnetic unit cell, h˜p is a correction term gained
from bosonic commutation relations and ωk,p defines the
spectrum of quasi-particles with corresponding bosonic
creation operators c†k,p. In fact, the eigenmodes ωk,p are
the eigenvalues of ΞMk, where Ξ matrix is given by
Ξ =
(
In 0n
0n −In
)
. (A10)
Finally, the eigenmodes ωk,p can be expressed in terms
of the eigenvalues λk,p of matrix ∆k in the form
ωk,p = h˜p
√
1 + 2
λk,p
h˜p
. (A11)
Appendix B: Excited states in zero field
At the highly frustrated point J2/J1 = 0.5 and zero
transverse field, the ground state of Hamiltonian Eq. 1 is
highly degenerate. A typical state of this ground space is
the Ne´el state shown in Fig. 8. The lowest-energy excita-
tions might be either a single-spin flip or a joint flip of all
spins of a specific cluster, which are shown in Fig. 8. In a
Ne´el configuration all nearest-neighbor bonds J1 are sat-
isfied, while the next-nearest neighbor bonds J2 are not.
Accordingly, flipping one spin will satisfy four J2-bonds,
while dissatisfy four J1-bonds. Hence, the energy cost of
a single-spin flip excitation is given by 8(J1 − J2), which
is equal to 4J1 at J2/J1 = 0.5. Similarly, the energy
cost of a dimer-flip, trimer-flip, plaquette flip or every
finite cluster flip will be 4J1. However, a joint flip of all
spins on a global loop of the lattice (green loop in Fig. 8)
costs 4n(J1 − 2J2), where n is the number of spins on
the global loop. Therefore, it implies a zero energy cost
at J2/J1 = 0.5, which corresponds to the transformation
of Ne´el state to another state of the highly degenerate
manifold. Therefore, the energy cost of a global loop flip
is lower than any other finite cluster flip, at the highly
frustrated point J2/J1 = 0.5.
Appendix C: Cluster Operator Approach
In cluster operator approach (COA), we first consider
a perfect multi-spin cluster ordering as a ground state
background, in which all isolated clusters are in their
unique ground states. Quantum fluctuations by inter-
cluster interactions around such ordered reference state
91 1
11
2
2
3
3
4
4
5 56 7 8
9 910 11 12
13 1314 15 16
FIG. 8: (color online) A classical Ne´el configuration of Hamil-
tonian 1 at zero field, with periodic boundary conditions on
both sides. All J1 bonds are satisfied with this phase while
it is not the case for J2 bonds. Different kinds of spin excita-
tions corresponding to single-spin flip, dimer-flip, trimer-flip,
plaquette-flip and global-loop flip are shown.
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FIG. 9: (color online) (a) A columnar ordering of dimers as
a ground state background, used in COA. (b) The interac-
tion between two ‘nearest-neighbor’ dimers I and J , given by
J1S
z
1(I)S
z
2(J).
give rise to low-lying excitations above the perfect clus-
ter ordered background, as a result of hybridization of
ground state of each cluster to its other excited states,
which eventuate the zero-point energy correction. In the
following, we first propose two-spin clusters with colum-
nar orderings shown in Fig. 9-(a). The method for other
cluster ordered backgrounds will be similar to this.
In order to construct an effective theory for the dimer
ordered background, we rewrite the Hamiltonian 1 as
H = H0 + Hint, where H0 =
∑
C HC denotes the set
of shaded isolated dimers shown in Fig. 9 and Hint de-
fines the interaction between them.
The Hamiltonian of a single dimer is given by
Hsingle−dimer = J1(Sz1Sz2 )− Γ(Sx1 + Sx2 ). (C1)
The dimer Hamiltonian is diagonalized exactly. The en-
ergy spectrum as a function of Γ/J1 is shown in Fig. 10-
(a). It shows a unique ground state |1〉 at non-zero trans-
verse field Γ. In order to develop an effective theory
including inter-dimer interactions Hint, we first examine
the interaction between two neighboring dimers. Accord-
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FIG. 10: (color online) (a) Energy spectrum (in units of J1)
of a single dimer versus Γ/J1. The bottom line (|1〉) is the
unique ground state of the dimer. (b) Transition amplitude
〈u|Szα|1〉 (α = 1, 2), between the ground state |1〉 and four
eigenstates |u〉 of a dimer, versus transverse field Γ/J1.
ingly, we deduce which excited states of each dimer par-
ticipate in the dynamics of the system when imposing
quantum fluctuations above the perfect columnar dimer
ordered background. Fig. 9-(a) shows that each dimer I
interacts with eight neighboring dimers J . Let us con-
sider interaction between two dimers I and J , via a bond
J1 between spin 1 of dimer I and spin 2 of dimer J , shown
in the Fig. 9-(b). The interaction, HIJ , is given by
HIJ = J1Sz1(I)Sz2(J). (C2)
In the absence of this interaction, both dimers I and J are
in their unique ground states |1〉. Thus, the state of two-
dimer system is |11〉, i.e. a direct product of single-dimer
ground states. Now we proceed to turn on the interaction
term HIJ between two dimers, as a perturbation. HIJ
does not commute with the isolated dimer Hamiltonian,
Eq. C1, which hybridizes the ground state of each dimer
with its excited states. Accordingly, the matrix elements
of HIJ between two direct product states, |uv〉 and |11〉,
are given by
〈uv|HIJ |11〉 = J1〈u|Sz1(I)|1〉 × 〈v|Sz2(J)|1〉, (C3)
where |u〉 and |v〉 are four possible eigenstates of dimers
I and J, respectively. Fig. 10-(b) represents the behav-
ior of transition amplitude 〈u|Szα|1〉 (α = 1, 2), between
the ground state |1〉 and four eigenstates |u〉 of a single
dimer. It shows clearly that for all values of Γ/J1, there
are two excited states u = 2, 3 which dominantly con-
tribute to the dynamics of the system as quantum fluctu-
ations. Accordingly, in the following section we construct
an effective theory for the columnar dimer ordered back-
ground via a bosonization formalism including only three
eigenstates |u〉 (u = 1, 2, 3) of each dimer.
We introduce a bosonization formalism43, similar to
what has been done in Ref. 30,31 to obtain the effective
theory. We associate a boson to each of the three eigen-
states |u〉 of each dimer (u = 1, 2, 3). In this respect, each
eigenstate |u〉 of dimer I is created by a boson creation
operator b†I,u acting on the vaccum |0〉,
|u〉I = b†I,u|0〉, u = 1, 2, 3 (C4)
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where b†I,u and bI,u are usual bosonic operators, satisfying
[bI,u, b
†
I,u] = 1 and [b
(†)
I,u, b
(†)
I,u] = 0. According to the
earlier definition, columnar dimer ordered background is
a Bose-condensate of ground state |u = 1〉 bosons, i.e. at
a mean field level we write
bI,1 ≡ b†I,1 ≡ p¯, ∀I (C5)
where p¯ is the condensation amplitude and p¯2 gives the
probability of a single dimer to be in its ground state. In
the absence of interaction between dimers, p¯2 is equal to
unity. However, the existence of inter-dimer interactions
reduce p¯2 from unity, giving rise to a non-zero occupation
of excited bosons on single dimers. Nevertheless, to pre-
serve the Hilbert space of the effective model, the total
occupancy of bosons per dimer should be unity, i.e.
Ndp¯
2 +
∑
I,u=2,3
b†I,ubI,u = Nd, (C6)
whereNd is the total number of dimers in Fig. 9-(a). Hav-
ing in mind the Bose-condensation of ground bosons, the
excited bosons are present in very dilute concentrations,
which lead to neglect the interaction between excited
bosons. Hence, we only consider the interactions be-
tween excited bosons and ground bosons. In the bosonic
language, there are two kinds of inter-dimer interactions
participating in the effective Hamiltonian. First, a cre-
ation (annihilation) term of excited bosons on neighbor-
ing dimers,
|uv〉〈uv|HIJ |11〉〈11| ≡ dIJuv p¯2 b†I,ub†J,v ,
|11〉〈11|HIJ |uv〉〈uv| ≡ dIJuv
†
p¯2 bI,ubJ,v , (C7)
and second, a hopping term of excited bosons between
neighboring dimers,
|u1〉〈u1|HIJ |1v〉〈1v| ≡ hIJuv p¯2 b†I,ubJ,v ,
|1v〉〈1v|HIJ |u1〉〈u1| ≡ hIJuv
†
p¯2 bI,ub
†
J,v , (C8)
where coefficients dIJuv = 〈uv|HIJ |11〉 and hIJuv =
〈u1|HIJ |1v〉 are creation and hopping amplitudes, re-
spectively. On the other hand, according to Fig. 10-(b),
the values of terms like 〈1|Szα|1〉 are zero, which rules
out O(p¯3) and O(p¯4) terms in the effective Hamiltonian.
Those terms independent of p¯ and O(p¯) can be ignored
due to neglecting interaction between excited bosons.
Based on the above arguments, the effective Hamilto-
nian for the columnar dimer ordered background can now
be written in a quadratic bosonic form,
H = Ndp¯21 +
∑
I
∑
u
ub
†
I,ubI,u
−µ
[
Ndp¯
2 +
∑
I,u
b†I,ubI,u −Nd
]
+p¯2
∑
〈I,J〉
∑
u,v
[
(dIJuv) b
†
I,ub
†
J,v + (h
IJ
uv) b
†
I,ubJ,v +H.c.
]
.
(C9)
The first line includes intra-dimer terms, where the in-
dex I sums over all isolated dimers in Fig. 9-(a) and u
sums over the two dominant excited states (u = 2, 3)
of each dimer with corresponding eigen energies u. The
second line enforces the Hilbert space constraint, Eq. C6,
via a chemical potential µ. The third line involves inter-
dimer terms, where u, v = 2, 3 are the two excited bosons
of neighboring dimers I and J , respectively. It is re-
markable that the eigenstates of a single dimer Hamilto-
nian, according to Eq. C1, have Z2 symmetry. It implies
that all of the bosonic states participating in the effec-
tive Hamiltonian keep this symmetry. Therefore, the Z2
symmetry of the original Hamiltonian Eq. 1 is respected
in our effective theory of Eq. C9.
In order to diagonalize the effective Hamiltonian, we
first go to the momentum space by introducing the
Fourier transform of the bosonic operators and interac-
tions,
bk,u =
1√
ND
∑
k
bI,ue
−ik.rI , Hk =
∑
k
HIJe
ik.(rJ−rI),
(C10)
where k sums over the first Brillouin zone of a rectan-
gular lattice formed by the centers of columnar dimers
of Fig. 9-(a). Finally, having done a paraunitary Bogoli-
ubov transformation42, the effective Hamiltonian takes
the diagonal form
H = NDµ+NDp¯2(1 − µ)− 1
2
ND
∑
u=2,3
(u − µ)
+
∑
k
2∑
ν=1
(1
2
+ γ†ν,kγν,k
)
Ων,k(µ, p¯), (C11)
where Ων,k gives the eigenmodes of the effective model,
corresponding to the bosonic excitations γ†ν,k around the
columnar dimer ordered background. These excitation
modes cause the zero-point energy corrections for the
ground state. Two parameters p¯ and µ are specified self
consistently, by solving the following equations
∂〈H〉
∂µ
= 0,
∂〈H〉
∂p¯
= 0. (C12)
It should be mentioned that the above procedure is
essentially a numerical task for clusters larger than four
sites. For instance, we have to take 256 states into ac-
count for ` = 10 cluster to consider non-vanishing tran-
sition amplitudes.
Appendix D: Tree Tensor Network
In tensor network formalism, we could represent each
quantum many-body state in terms of local tensors con-
nected through geometric structures32. The geometric
structures are determined by global properties appeared
11
in the system, such as entanglement and or correlations.
In principle, faithful tensor network states should have
the ability to reproduce all global features apeared in
the system. For instance, low-lying excited states of lo-
cal Hamiltonians respect area law, stating bipartite en-
tanglement entropy (of subsystem) scales by common
boundary of two partitions instead of volume44. Fur-
thermore, two-point correlation function for gapped and
gapless phases respectively decay exponentially and al-
gebraically, as distance between two partitions increases.
So, the reliable tensor network states are ones that are
cleverly designed to fulfill such behavior, specially pat-
tern of entanglement and correlation are of important
ones.
TTN is a class of tensor network states inspired by
renormalization group methodology, i.e. Wilsona’s and
Kadanoff’s earlier works45. TTN states are represented
in terms of local isometric tensors (see Fig. 11-(a, b))
forming a tree-like geometric graph. Such tree-like struc-
tures have some numerical/conceptual advantages, mak-
ing TTN as a powerful numerical toolbox: (i) dif-
ferent types of optimization method could be simply
applied46,47, (ii) reduces time/memory cost of the algo-
rithm, and (iii) reproduces algebraic behavior of correla-
tion function and so on. However, 2D TTNs are suitable
only for small clusters, since it violets area law—as it oc-
curs for matrix product states. In Fig. 11-(a), we have
shown a 3-layer 1D TTN composing of isometric trian-
gular tensors. The triangular tensors play the role of
RG steps, mapping 3 spins into a superspin with effec-
tive bond-dimension χ. At each layer, they are the same,
exploiting translational invariant symmetry. One could
easily generalize 1D TTN to 2D cases, as we have shown
them for 4 × 4, 6 × 6 and 6 × 8 clusters, respectively, in
Fig. 11-(c, d, e). We exactly utilize these 2D TTNs in
our simulations.
We follow Ref. 48 to perform optimization algorithm:
the main idea is to take a specific local isomeric tensor—
fixing the other tensors—as variational parameters and
then obtain variational ground-state energy, so that it
becomes minimum. By repeating this process over all
other tensors, TTN state would hopefully converge to
real ground state. Bond-dimension χ is our control pa-
rameter determining accuracy of algorithm—it is obvious
for χ → ∞, the result would be exact. Time and mem-
ory cost of optimization processing respectively scale by
O(χ4) and O(χ3). Calculating expectation value of lo-
cal operators, (nearest neighbor) correlation function and
variational energy have also the same cost. In our calcu-
lation, we consider clusters up to 8×6 spins, and also do
finite-χ scaling to obtain more accurate result49. We use
the following equation to obtain our final data
< Ô >χ=< Ô >∞ +A0
χθ
, (D1)
where< Ô > stand for expectation value of operators, A0
and θ are two constants—determined by the best fitting
methods. Note < Ô >∞ is the quantity which is reported
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FIG. 11: (color online) Graphical representation of TTN. (a)
1D TTN, (b) isometric constraint, 2D TTN for (c) 4× 4, (d)
6× 6 and (e) 6× 8 latices.
throughout the paper. We take χ ∼ 400 so that error in
variational ground-state energy, in the worst cases (crit-
ical point), is of order 10−4.
∗ Electronic address: marzieh sadrzadeh@physics.sharif.edu
† Electronic address: langari@sharif.edu
1 Balents Leon, Nature 464, 199208 (2010), ISSN 0028-0836.
2 Sheckelton J. P., Neilson J. R., Soltan D. G., and McQueen
T. M., Nat Mater 11, 493496 (2012), ISSN 1476-1122,
URL http://www.nature.com/nmat/journal/v11/n6/
abs/nmat3329.html#supplementary-information.
3 R. L. Doretto and M. Vojta, Phys. Rev. B 85,
104416 (2012), URL http://link.aps.org/doi/10.1103/
PhysRevB.85.104416.
4 T. Liu, C. Repellin, B. Douc¸ot, N. Regnault, and K. L.
Hur, Triplet fflo superconductivity in the doped kitaev-
heisenberg honeycomb model (2015), arXiv:1511.03289.
5 M. Harland, M. Katsnelson, and A. Lichtenstein, Plaquette
valence bond theory of high-temperature superconductivity
(2016), arXiv:1604.01808.
6 N. Nembrini, S. Peli, F. Banfi, G. Ferrini, Y. Singh,
P. Gegenwart, R. Comin, K. Foyevtsova, A. Damascelli,
A. Avella, et al., Tracking local spin-dynamics via high-
energy quasi-molecular excitations in a spin-orbit mott in-
12
sulator (2016), arXiv:1606.01667.
7 C. Xu, M. Mu¨ller, and S. Sachdev, Phys. Rev. B 78,
020501 (2008), URL http://link.aps.org/doi/10.1103/
PhysRevB.78.020501.
8 R. R. P. Singh, Z. Weihong, C. J. Hamer, and J. Oitmaa,
Phys. Rev. B 60, 7278 (1999), URL http://link.aps.
org/doi/10.1103/PhysRevB.60.7278.
9 A. Metavitsiadis, D. Sellmann, and S. Eggert, Phys. Rev.
B 89, 241104 (2014), URL http://link.aps.org/doi/10.
1103/PhysRevB.89.241104.
10 L. Isaev, G. Ortiz, and J. Dukelsky, Phys. Rev. B 79,
024409 (2009), URL http://link.aps.org/doi/10.1103/
PhysRevB.79.024409.
11 J.-F. Yu and Y.-J. Kao, Phys. Rev. B 85, 094407 (2012),
URL http://link.aps.org/doi/10.1103/PhysRevB.85.
094407.
12 R. L. Doretto, Phys. Rev. B 89, 104415 (2014), URL http:
//link.aps.org/doi/10.1103/PhysRevB.89.104415.
13 W.-J. Hu, F. Becca, A. Parola, and S. Sorella, Phys. Rev.
B 88, 060402 (2013), URL http://link.aps.org/doi/10.
1103/PhysRevB.88.060402.
14 L. Wang, D. Poilblanc, Z.-C. Gu, X.-G. Wen, and F. Ver-
straete, Phys. Rev. Lett. 111, 037202 (2013), URL http:
//link.aps.org/doi/10.1103/PhysRevLett.111.037202.
15 S.-S. Gong, W. Zhu, D. N. Sheng, O. I. Motrunich, and
M. P. A. Fisher, Phys. Rev. Lett. 113, 027201 (2014),
URL http://link.aps.org/doi/10.1103/PhysRevLett.
113.027201.
16 S. Morita, R. Kaneko, and M. Imada, Journal of
the Physical Society of Japan 84, 024720 (2015),
http://dx.doi.org/10.7566/JPSJ.84.024720, URL http://
dx.doi.org/10.7566/JPSJ.84.024720.
17 H.-C. Jiang, H. Yao, and L. Balents, Phys. Rev. B 86,
024424 (2012), URL http://link.aps.org/doi/10.1103/
PhysRevB.86.024424.
18 F. Mezzacapo, Phys. Rev. B 86, 045115 (2012), URL http:
//link.aps.org/doi/10.1103/PhysRevB.86.045115.
19 T. Li, F. Becca, W. Hu, and S. Sorella, Phys. Rev. B 86,
075111 (2012), URL http://link.aps.org/doi/10.1103/
PhysRevB.86.075111.
20 Y.-Z. Ren, N.-H. Tong, and X.-C. Xie, Journal of Physics:
Condensed Matter 26, 115601 (2014), URL http://
stacks.iop.org/0953-8984/26/i=11/a=115601.
21 A. Benyoussef, A. Boubekri, and H. Ez-Zahraouy, Physics
Letters A 238, 398 (1998), ISSN 0375-9601,
URL http://www.sciencedirect.com/science/
article/pii/S0375960197008852.
22 R. F. Bishop, P. H. Y. Li, R. Darradi, J. Schulenburg, and
J. Richter, Phys. Rev. B 78, 054412 (2008), URL http:
//link.aps.org/doi/10.1103/PhysRevB.78.054412.
23 S. Yamaki, K. Seki, and Y. Ohta, Phys. Rev. B 87,
125112 (2013), URL http://link.aps.org/doi/10.1103/
PhysRevB.87.125112.
24 R. Higashinaka, T. Asano, T. Nakashima, K. Fushiya,
Y. Mizuguchi, O. Miura, T. D. Matsuda, and Y. Aoki,
Journal of the Physical Society of Japan 84, 023702 (2015),
http://dx.doi.org/10.7566/JPSJ.84.023702, URL http://
dx.doi.org/10.7566/JPSJ.84.023702.
25 C. Nisoli, R. Moessner, and P. Schiffer, Rev. Mod. Phys.
85, 1473 (2013), URL http://link.aps.org/doi/10.
1103/RevModPhys.85.1473.
26 S. Suzuki, J. ichi Inoue, and B. K. Chakrabarti, Quan-
tum Ising Phases and Transitions in Transverse Ising Mod-
els (Lecture Notes in Physics) (Springer, 2012), ISBN
364233038X, URL http://link.springer.com/book/10.
1007%2F978-3-642-33039-1.
27 A. Kalz, A. Honecker, S. Fuchs, and T. Pruschke, Journal
of Physics: Conference Series 145, 012051 (2009), URL
http://stacks.iop.org/1742-6596/145/i=1/a=012051.
28 B. K. C. U. D. T. F. R. D. S. Amit Dutta, Gabriel Aeppli,
Quantum phase transitions in transverse field spin models:
from statistical physics to quantum information (2010),
arXiv:1012.0653.
29 L.-P. Henry, P. C. W. Holdsworth, F. Mila, and
T. Roscilde, Phys. Rev. B 85, 134427 (2012), URL http:
//link.aps.org/doi/10.1103/PhysRevB.85.134427.
30 R. Ganesh, S. Nishimoto, and J. van den Brink, Phys. Rev.
B 87, 054413 (2013), URL http://link.aps.org/doi/10.
1103/PhysRevB.87.054413.
31 Sadrzadeh, Marzieh and Langari, Abdollah, Eur. Phys.
J. B 88, 259 (2015), URL http://dx.doi.org/10.1140/
epjb/e2015-60142-2.
32 F. Verstraete, V. Murg, and J. Cirac, Adv. Phys.
57, 143 (2008), URL http://dx.doi.org/10.1080/
14789940801912366.
33 A. J. Leggett, Progress of Theoretical Physics Supplement
69, 80 (1980), URL http://ptps.oxfordjournals.org/
content/69/80.abstract.
34 T. Abad and V. Karimipour, Phys. Rev. B 93,
195127 (2016), URL http://link.aps.org/doi/10.1103/
PhysRevB.93.195127.
35 J. Oitmaa, Journal of Physics A: Mathematical and
General 14, 1159 (1981), URL http://stacks.iop.org/
0305-4470/14/i=5/a=035.
36 J. L. Mora´n-Lo´pez, F. Aguilera-Granja, and J. M. Sanchez,
Phys. Rev. B 48, 3519 (1993), URL http://link.aps.
org/doi/10.1103/PhysRevB.48.3519.
37 H. Nishimori and G. Ortiz, Elements of Phase Transitions
and Critical Phenomena (Oxford University Press, 2011),
ISBN 9780199577224,
URL https://global.oup.com/academic/product/
elements-of-phase-transitions-and-critical-phenomena-9780199577224?
cc=us&lang=en&.
38 A. V. Chubukov and T. Jolicoeur, Phys. Rev. B 44,
12050 (1991), URL http://link.aps.org/doi/10.1103/
PhysRevB.44.12050.
39 M. E. Zhitomirsky and K. Ueda, Phys. Rev. B 54,
9007 (1996), URL http://link.aps.org/doi/10.1103/
PhysRevB.54.9007.
40 Z. Cai, S. Chen, S. Kou, and Y. Wang, Phys. Rev. B 76,
054443 (2007), URL http://link.aps.org/doi/10.1103/
PhysRevB.76.054443.
41 H. C. Jiang, F. Kru¨ger, J. E. Moore, D. N. Sheng, J. Zaa-
nen, and Z. Y. Weng, Phys. Rev. B 79, 174409 (2009),
URL http://link.aps.org/doi/10.1103/PhysRevB.79.
174409.
42 J. Colpa, Physica A: Statistical Mechanics and its Appli-
cations 93, 327 (1978), ISSN 0378-4371,
URL http://www.sciencedirect.com/science/
article/pii/0378437178901607.
43 S. Sachdev and R. N. Bhatt, Phys. Rev. B 41, 9323 (1990),
URL http://link.aps.org/doi/10.1103/PhysRevB.41.
9323.
44 J. Eisert, M. Cramer, and M. B. Plenio, Rev. Mod.
Phys. 82, 277 (2010), URL http://link.aps.org/doi/
10.1103/RevModPhys.82.277.
45 E. Efrati, Z. Wang, A. Kolan, and L. P. Kadanoff, Rev.
Mod. Phys. 86, 647 (2014), URL http://link.aps.org/
13
doi/10.1103/RevModPhys.86.647.
46 M. Gerster, P. Silvi, M. Rizzi, R. Fazio, T. Calarco,
and S. Montangero, Phys. Rev. B 90, 125154 (2014),
URL http://link.aps.org/doi/10.1103/PhysRevB.90.
125154.
47 G. Evenbly and G. Vidal, Phys. Rev. B 79, 144108 (2009),
URL http://link.aps.org/doi/10.1103/PhysRevB.79.
144108.
48 L. Tagliacozzo, G. Evenbly, and G. Vidal, Phys. Rev. B
80, 235127 (2009), URL http://link.aps.org/doi/10.
1103/PhysRevB.80.235127.
49 F. Pollmann, S. Mukerjee, A. M. Turner, and J. E. Moore,
Phys. Rev. Lett. 102, 255701 (2009), URL http://link.
aps.org/doi/10.1103/PhysRevLett.102.255701.
