Abstract: In this paper we introduce a new test of the null hypothesis of no cointegration between a pair of time series. For a very simple generating model, our test compares favourably with the Engle-Granger/Dickey-Fuller test and the Johansen trace test. Indeed, shortcomings of the former motivated the development of our test.
Introduction
Following the pioneering work of Granger (1981) and Engle and Granger (1987) , the topic of cointegration has been at the heart of time series econometrics. In addition to the substantial theoretical developments that have subsequently been reported, considering the possibility of cointegration, and the associated errorcorrection model representation, has become an integral part of the standard paradigm of applied time series econometrics.
In this paper we shall discuss a specific problem -testing the null hypothesis of no cointegration between a pair of time series. Let t y 1 and t y 2 both be generated by processes which are integrated of order one, ) 1 ( I ; that is, the series are nonstationary, but their first differences are stationary, or ) 0 ( I . Then, the series are cointegrated if and only if there exists a scalar b, such that ( ) y by t t 1 2
The Basic Case
To motivate our test, we begin by reporting and discussing the results of a small simulation study. Pairs of time series ) , ( − following an I(0) first order autoregression with parameter φ γ = − 1 2 . Due to this symmetry, it is irrelevant which it y is treated as the left-hand variable in EngleGranger regressions, thus abstracting from an issue discussed by Ng and Perron (1997) . The generating process (1) is a special case of processes used by Banerjee et al (1986) , Blangiewicz and Charemza (1990) , Hansen and Phillips (1990), Gonzalo (1994) , and others.
The two most commonly applied tests of the null hypothesis of no cointegration are the Engle-Granger/Dickey-Fuller (EGDF) test Granger 1987, Engle and Yoo 1987) and the Johansen trace (JT) test (Johansen 1988 , Johansen and Juselius, 1990 ). We applied these tests to series of 200 , 100 = T observations, generated from (1), allowing for non-zero intercept, but not trend, in the generating process. We also took the model order to be known, so that redundant autoregressive terms were not incorporated in the models to be estimated to generate the test statistics. Then, the EGDF test was based on the residuals from the regression of y t 1 on y t 2 , with intercept. The test statistic is the t-ratio from the Dickey-Fuller regression on these residuals, with no intercept or lagged first differences. Critical values were obtained from the response surfaces of MacKinnon (1991) . The JT test was based on the vector autoregression, with intercept, using critical values given by Osterwald-Lenum (1992) . Here, and in the more general case of the next section, we tried also the maximal-eigenvalue variant of the Johansen test. However, the results were invariably very similar to those from the trace test, and so will not be reported.
The results of these experiments on the powers of the two tests are summarised in 
Its distribution therefore depends on the sampling distribution of the least squares estimator b . Table 2 reports simulation evidence on the mean and standard deviation of b for series of 100 observations generated from (1). For large positive ρ this estimator has mean close to 1, with small standard deviation. However, as ρ decreases, the bias in b rapidly increases, the extent of that bias being quite startling for large negative ρ . It is certainly not surprising that the EGDF test has low power in these circumstances. Gonzalo (1994) discusses in some detail bias in this and other estimators of the cointegrating parameter. Our interest lies in the impact of that bias on the EGDF test.
The results in Table 1 Ng and Perron (1995) . In fact, the power of the EGDF test was not improved, and was slightly lower for ρ close to -1. We conclude then that there exist circumstances -those in which the parameter of the cointegrating regression is poorly estimated -when EGDF has very poor performance. Unfortunately, in practical applications, which are likely to involve models that are different from and more elaborate than (1), it would be practically impossible to identify cases where such circumstances arose.
Although the performance of the EGDF test can be very poor, the results of Let τ b be the t-ratio associated with the estimate of c. The lower is that t-ratio, the stronger is the evidence supporting cointegration for a given b . Our test statistic is the lowest value of τ b for all possible b ; that is easily be found numerically. Table 3 shows critical values of the τ * statistic at the standard significance levels, obtained through simulations based on independent driftless random walks.
We shall discuss the asymptotics in the next section, but note for now that the critical values appear to settle down quite quickly with increasing sample size. It is not necessary to verify the robustness of these critical values to correlation between the innovations generating the random walks. As we shall see, for the model (1), the finite sample distribution of τ * is invariant to ρ for any γ .
We next show that, to assess the power of the τ * test applied to the model (1), it is only necessary to consider the case of ρ = 0 . We can write (1) as 
The required results follow directly from (3 
First, if b = ±1, the right-hand side of (3) is a constant multiple of the right-hand side of (4) with b * . = ±1 In the more general case, the right-hand side of (3) is a constant multiple of the right-hand side of (4) if . Therefore, both the size and power of the τ * test are invariant to ρ for series generated from the model (1). Table 4 shows powers of the τ * test for model (1). Comparing these with the results of Table 1 , we find that τ * has appreciably higher power than the JT test. In fact, the new test has about the same power as the EGDF test when ρ = 0 . For ρ close to 1, EGDF is noticeably more powerful than τ * . This is to be expected, however, since in that case, as we see from Table 2 , b is quite precisely estimated through the regression (2).
There is a sense in which the relatively strong performance of the EGDF test is fortuitous when ρ is not very close to one. For example, in the case ρ = 0 , EGDF is noticeably more powerful than the Johansen test, and about as powerful as the τ * test.
Yet, in that case, as can be seen from Table 2 , the least squares estimator of b in (2) is quite severely biased. To see why the EGDF test nevertheless has respectable power, let ¢ b be any fixed number. Then precisely as in (3), The τ * statistic performs impressively for the model (1), which is of course a very special case of cointegration. In the next section we discuss an augmented variant of the τ * test, appropriate for general vector autoregressive generating models.
However, even in the non-augmented case, the simulation results of Table 4 apply to a much broader set of models than simply (1). 
where the white noise innovations ) , (
Then, all values of (c, d, ρ) in this model yield τ * statistics with identical sampling distributions. In particular, unidirectional casual models result from setting c = d.
The usual error-correction interpretation in this model requires 0 ( 2 ≤ − < c d ) .
The General Case
We begin by deriving a representation for the asymptotic distribution of τ * in the case of no cointegration. The model we consider is more general than that in (1) 
where ν t is a stationary vector process with
First, we define 
satisfies the conditions of Theorem 2.1 in Phillips and Durlauf (1986) . Then, for any non-empty compact interval 
is a bivariate vector Brownian motion defined as the limit of
Proof: See Appendix. 
which is free of all nuisance parameters as in Phillips and Perron (1988) . It should be noted that in the proof of Theorem 1 there is no restriction on the dimension of b .
Hence, the extension of the theorem to a more general case where there are more than two cointegrated variables should be straightforward.
In the case where
, which is the simplified statistic considered in Section 2.
When ν t is a pure autoregressive process of finite order it is simple to construct an operational version of the test z * . We suppose ν t follows the VAR(p) process We now extend Theorem 1 to make the infimum statistic operational.
Theorem 2. Suppose that the sequence
satisfies the conditions of Theorem 2.1 in Phillips and Durlauf (1986) . Let Ĝ and Ω be any consistent estimators for G
and Ω respectively, not depending on
is defined as in Theorem 1.
Proof: See Appendix.
In Theorem 2, we require Ĝ and Ω not to depend on b . This condition, however, is more than we actually need to prove the theorem. In fact, Ĝ and Ω could be allowed to depend on b as long as they can be expressed as continuous functions of b and some sample moments which are ) Table 5 ; the critical values used for z 1 * being those given in Table 3 . Also shown is the size of the Johansen trace statistic, assuming one lagged term in all broadly correct, whereas JT 1 remains over-sized in some cases. Finally, it is interesting to note that, for given A 1 , the size of z 1 * appears little affected by changing ρ . The results of the previous Section may well be relevant in explaining this phenomenon. Table 6 examines the powers of z 1 * and JT 1 to detect cointegration for sample size T = 100. Since the size of the tests does not depend on ρ to any great extent, we set ρ = 0 throughout these simulations. In all the cases except when A I 1 0 8 = . , z 1 * is generally seen to be more powerful than JT 1 , often considerably so, and with power gains of up to 22%. When A I 1 0 8 = .
the powers appear roughly equal, but only because JT 1 is over-sized in this case. Table 7 reports results from a similar exercise using T = 200. Consistency of the test z 1 * is clearly evident, which is as we would expect given its origins in the Dickey-Fuller methodology. Once more, z 1 * is generally more powerful than JT 1 , with gains of around 10% in mid-range power.
An Empirical Example
As a simple example of our test procedure, we test for cointegration between short and long term U.K. interest rates. The short term rate ( y t 1 ) is the 91 day U.K. Treasury Bill rate and the long term rate ( y t 2 ) is the yield on 20 year U.K. gilts. The data are quarterly from 1952Q1-1988Q4 (148 observations), and were obtained from Mills (1993) . Augmented Dickey-Fuller tests applied to each series suggest that both are I(1) without drift, not rejecting the I(1) null even at the 0.10 significance level (we omit the detailed results here). 
Summary
In this paper we have introduced a new test of the null hypothesis of no cointegration between a pair of I (1) In Section 3 we proposed a general version of our test, which incorporates the test of Section 2 as a special case, based on the prior fitting of vector autoregressions to first differences of the time series. Simulation results confirmed that this general test has satisfactory size properties -more satisfactory in some cases than the JT test.
Moreover, the relative superiority in power of the new test, observed in the simple case of Section 2, continues to hold for the vector autoregressions examined in a simulation experiment in Section 3. Finally, in Section 4 we applied the new test and the JT test to series of short-and long-term interest rates. While the former suggested strong evidence of cointegration, the latter did not, in a situation where several authors, including Engle and Granger (1987) , have suggested that cointegration might reasonably be expected on a priori grounds. 
Therefore, we have
where T Z is a 1 × m random vector with 19 = m defined as:
The identity in the second line of (5) 
The function ) (a φ is a set function from 
whose limiting distribution we want to obtain. The next step is to show (i) the joint convergence of T Z in distribution and (ii) the continuity of ) (a h .
Since the last three elements in T Z have degenerate limiting distributions and
it is sufficient to show the joint convergence of the first four components. Using the functional central limit theorem and continuous mapping theorem, we have Sims, Stock and Watson (1990) , Chan and Wei (1988) for more details. Hence,
Next, we need to invoke the maximum theorem in Berge (1963) 
which completes the proof. s
Proof of Theorem 2. Basically the same arguments as used in Theorem 1 go through in the proof of Theorem 2. Note that
which completes the proof. s 
