Bayesian graphical models have been shown to be a powerful tool for discovering uncertainty and causal structure from real-world data in many application fields. Current inference methods primarily follow different kinds of trade-offs between computational complexity and predictive accuracy. At one end of the spectrum, variational inference approaches perform well in computational efficiency, while at the other end, Gibbs sampling approaches are known to be relatively accurate for prediction in practice. In this paper, we extend an existing Gibbs sampling method, and propose a new deterministic Heron inference (Heron) for a family of Bayesian graphical models. In addition to the support for nontrivial distributability, one more benefit of Heron is that it is able to not only allow us to easily assess the convergence status but also largely improve the running efficiency. We evaluate Heron against the standard collapsed Gibbs sampler and state-of-the-art state augmentation method in inference for well-known graphical models. Experimental results using publicly available real-life data have demonstrated that Heron significantly outperforms the baseline methods for inferring Bayesian graphical models.
INTRODUCTION
Bayesian graphical models refer to a family of probabilistic unifying models in which nodes represent random variables, and edges represent possible dependency between individual pairs of nodes. The graphical models have become a powerful tool for discovering uncertainty and causal structure from real-world data. They have been widely used in computer vision [4] , text data mining [3] , [6] , and [16] , natural language processing [10] , music information retrieval [12] , and computational biology [8] . Given a graphical model, one of the most fundamental tasks could be inference, simply, Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). LONDON'18, July 2018, London, U.K. computing the marginal distribution of one or a couple of random variables in the model.
Generally, two categories of approaches are mainly adopted for inferring Bayesian graphical models, i.e., variational inference and Gibbs sampling methods. Variational approaches mainly rely on stochastic optimization to fit an approximate model out of a postulated family of models. The choice for the family is known to facilitate efficiency as well as online learning process of the algorithms [11] . However, the approximation for the targeted true model via a different model inevitably sacrifices accuracy. In contrast, based on the theory of stationary distribution that guarantees a convergence to the desired distributions, Gibbs sampling methods have been shown to result in decent predictive accuracy. Unfortunately, their convergence is often costly and difficult to assess. The Gibbs sampling methods are typically slow compared to variational inference, due to the fact that the posterior distribution must be computed and sampled for every single observation. Moreover, both collapsed Gibbs sampling and variational inference are known to be sequential algorithms, meaning that every step in the methods depends on the results of the previous step. Then, these algorithms are basically not distributable.
Recently, a state augmentation inference method, called state augmentation for marginal estimation (SAME) [28] , has shown that by drawing a number of samples as opposed to extracting one sample from each conditional distribution, it is possible to improve the predictive perplexity of the Gibbs sampler and reduce the negative impact on perplexity caused by distributing the datasets into batches. Therefore, a higher sampling replication rate is able to yield better predictive performance. Unfortunately, SAME's computational complexity depends on the number of replications. As the number of replications increases, its computational cost will eventually surpass the computational cost of the Gibbs sampler. To keep the computational cost reasonable, SAME typically performs 100 replications for sampling from the conditional distribution. Arguably, SAME could be the fastest and most accurate inference algorithm under the Gibbs sampling framework.
In this paper, we aim at improving the computational cost and predictive power in inference for Bayesian graphical models. We extend SAME, and develop a new Heron inference approach. In particular, we develop a new learning framework that drives the number of replications of latent state up to infinity. By doing so, we then yield a deterministic inference algorithm even within the Gibbs framework. Determinism is typically a major source for computational speed-up. Though modern GPUs support hardware implementations of some samplers, sampling still limits the performance of randomized inference algorithms. Our proposed heron Inference method does not require sampling, which leads to much better efficiency than sampling counterparts. In addition, maximizing the number of replications of the sampling procedure naturally leads to an improvement for the predictive power of the algorithm. In addition, the easy assessment for convergence is possible thanks to the determinism.
With analyzing the convergence properties, we found that the proposed deterministic inference method is ultimately solving a fixed-point system of equations. This is perhaps one of the major benefits of Heron inference, as fixed-point methods have been well studied, and their iterative solvers can be clearly distributable. An additional advantage from the fixed-point system is that the computation of repeated document-word tuples is unnecessary, which actually leads to an improvement for the efficiency. Although recently proposed inference algorithms also avoid this cost [22] , the fixed-point system provides a theoretical explanation within the Gibbs framework.
The proposed Heron inference can be applied to a family of graphical models that satisfy the following conditions: 1) The posterior distributions of the model need to have an analytical form, 2) The posterior distributions need to be discrete distributions" and 3) The latent random variables need to be independent of each other, given the data and related parameters of the model. Note that we coin the term Heron Inference in honor of Heron of Alexandria. Heron is perhaps thought to be the first person who solved iteratively a fixed-point function with the objective of computing the square root of a number.
We have made the following main contributions in this work:
(1) We propose a novel inference method, which is applicable to a family of probabilistic models, with the same convergence guarantees as Gibbs sampling but easier convergence assessment. (2) Our proposed method is an order of magnitude faster method than the state-of-the-art inference method available within the Gibbs framework, and at the same time achieving an improved perplexity. (3) We demonstrate theoretical support for the distributability of the proposed algorithm. (4) We transform the Gibbs sampling inference approach into a new deterministic domain where optimization techniques can be further explored.
RELATED WORK
Along rich history of Bayesian graphical models, several main categories of inference algorithms have been developed, i.e., variational Bayesian inference [3] , expectation propagation [17] , Gibbs sampling [9] , and belief propagation [29] . Among these, Gibbs sampling and variational inference are perhaps the most popular algorithms, possibly due to their efficacy or efficiency. Specifically, Gibbs sampling methods have been known to guarantee to converge to the true posterior via a sampling scheme, while the variational inference basically relies on a theoretically-backed optimization approach to approximate the true posterior. Existing approaches in the category of variational inference aim to improve the predictive perplexity. These methods approximate intractable integrals, which then results in inaccuracy. Collapsed variational Bayesian schemes [22] use a second-order Taylor expansion to approximate the integrals, while other variational approaches use the zero-order information in order to obtain more accurate inference [20] . With respect to the distributability of these methods, empirical work has demonstrated effective approximations that avoid a major impact on the predictable performance [11] .
Previous methods in the category of Gibbs sampling are mainly concerned with improving efficiency. This is natural given their powerful predictive capability. FastLDA was shown to be 8 times faster than the latent Dirichlet allocation via collapsed Gibbs sampling (LDA-CGS), while maintaining the exact same predictive power [19] . The high computational cost of LDA-CGS stems from the O(K) time complexity incurred at every sampling step (K: number of latent topics). One key observation is that many words are often assigned to only a small number of different topics. Hence, by keeping track of these words, FastLDA requires significantly less than K operations per sample on average.
SparseLDA [25] factorizes the posterior equation into a sum of three factors. The sampling scheme is then replaced by a uniform sampling, where it is observed that the probability mass falls in one of the buckets 90% of the time. By making an appropriate data structure, the computation of the mass can be optimized. As a result, the model achieves an order of magnitude improvement in computational complexity without affecting its predictive power, when compared to collapsed Gibbs sampling. A faster approach, which exploits sparsity, relis on a variant of the Fenwick tree to encode the posterior, so that sampling can be performed in loд(K) time (F+LDA) [26] .
Based on efficient Metropolis-Hastings, AliasLDA [14] and LightLDA [27] can reduce the O(K) complexity of sampling to O(1) via Walker's alias method [23] . Unfortunately, these methods result in problems of frequent cache misses caused by random accesses to the parameter matrices. WarpLDA deals with the Metropolis-Hasting's problem by fitting the use of randomly accessed memory per-document in the L3 cache. Remarkably, WarpLDA is consistently 5 ∼ 15 times faster than LightLDA, and it also outperforms F+LDA [7] .
The sparsity exploited by recent algorithms has been used to develop GPU implementations of inference algorithms [15] . Alternatively, the SAME method is the inference algorithm that leverages a Poisson distribution and efficiently replaces sampling several times a categorical distribution with sampling a single time a Poisson distribution [28] . Their GPU implementation is much faster than the GPU algorithm first introduced in [24] . Different from other GPU based methods, Poisson sampling is done via a hardware implementation available on NVIDIA GPUs, which makes SAME a very efficient inference algorithm.
Existing inference methods reside in the Pareto optima, where variational approaches are optimal in efficiency, while sampling approaches are optimal in predictive power. Other inference methods for Bayesian graphical models have different trade-offs between efficiency and accuracy. Recently, SAME has been shown to improve the optima using the state augmentation technique. The resulting algorithm is more accurate and efficient than existing CPU or GPU implementations [28] . In this work, we propose to maximize the augmentation of the latent state, and then develop a deterministic algorithm whose convergence properties can be exploited to further improve the efficiency and efficacy for inferring graphical models in practice.
PRELIMINARIES
In this section, we present preliminaries about existing well-known graphical models and the unified collapsed Gibbs sampling algorithm, followed by the state-of-the-art state augmentation inference method.
Latent Dirichlet allocation (LDA), one of the most popular graphical models, has been widely used to discover latent topical structure of a given text collection of documents. Simply, LDA assumes the following generative process: Relational topic model (RTM) [6] extends LDA by taking into account the citation links between pairwise documents. RTM adds one more step to the generative process of LDA:
where y d,d ′ is an indicator variable of the citation relationship between documents d and d ′ , and its probability is given by the following function:
where η and ν are hyper-parameters,
hot based topic assignment), and ⊙ means element-wise product. Supervised LDA (sLDA) [16] is a statistical model of labeled documents, and it extends LDA by adding an observed variable x that ndicates the label of a document, for example, the rating given to a movie. The sLDA adds the following step to the generative process of LDA:
where x d is the label of document d, and both γ and σ are hyperparameters.
The inference for these graphical models, can be typically performed using collapsed Gibbs sampling (CGS). Algorithm 1 describes the unified sampling method by sequentially processing each of the |D| records in the dataset. Table 1 lists the posterior density of each graphical model as a function of the statistics Ω. Some main statistics are defined as follow: C k j ,d j : the number of times that assignment k j and document d i co-occur in the training data. D k j ,w j : the number of counts that latent assignment k j and word w i co-occur in the data.
for j = 1 to |D| do 5: updateStats(Ω, z j , Substract) Table 1 7:
updateStats(Ω, z ′ j , Add) from Equation 2 9:
end for 10: until convergence counts that latent assignment k occurs in the given data. Note that "-j" in a quantity means that the contribution of the j th record is not considered in the quantity. 
The unified CGS algorithm shares some commonality across several graphical models. It first computes the statistics Ω = {C, D} for each model, which are required to compute the posterior equation д(Ω) for each record in the dataset. Rather than recomputing all the parameters of the statistics for every record in the dataset, it is more desired and more efficient to just update the statistics as required. In step 5, CGS subtracts the contribution of the j th record from each of the statistics before computing the conditional distribution д(Ω). Then, at step 8, it computes the statistics with the updated assignment z ′ j . Equation 2 shows the update for the statistics of the LDA model at the j th record, corresponding to the function updateStats in Algorithm 1:
This algorithm explicitly reveals problems caused by Gibbs sampling. First, the statistics used to compute the posterior in Line 6 are updated after every tuple in the dataset. As a consequence, the algorithm is non-distributable. Though approximate methods have been proposed to solve the distributability of the inference, they are only applicable to some specific graphical models, and sacrifice the predictive power of the collapsed Gibbs sampler [21, 24] . In addition, Line 6 and 7 show that the posterior must be computed and sampled for every row in the dataset, even when the content of multiple observed tuples is repeated. For example, the same word dould appear multiple times in a document in reality. The repetition of tuples can considerably increase the computational complexity. For instance, the Cora dataset contains 23.01% repeated tuples, while the Diggs repeats 18.17% of its tuples.
To cope with these problems, a state augmentation inference method, called state augmentation for marginal estimaton (SAME), introduces the idea of combining multiple independent samples of each posterior [28] . This effectively corresponds to "cooling" the posterior, allowing an annealed search of the MAP parameters. As a result, the inference often yields higher-quality estimates than the single sample based approaches. To deal with the higher cost of obtaining additional samples, SAME employs a coordinated-factored approximation, in which it replaces sampling m multinomial distributions with a single Poisson sample per category, hence the label of coordinated approximation. The efficiency of a Poisson sampler remains similar to sampling from a multinomial distribution as long as m takes a value of 100 or less. The sampling scheme replaces Line 7 and 8 in Algorithm 1, as shown below: z
We note that the statistics of the method take into account the n th replication of the latent state as follows:
HERON INFERENCE
Following SAME, the proposed Heron inference method leverages multiple samples to "cool" the posterior. Differently, Heron introduces a new mathematical manipulation to drive the number of samples m up to infinity, yielding a deterministic fixed-point algorithm. We follow three main steps to derive Heron inference method. Firstly, we show that by maximizing the replication of samples, we obtain an update that is no longer random, i.e., transforming Gibbs sampling into a deterministic algorithm. Secondly, we study the convergence properties of the novel deterministic algorithm, and realize that the method is implicitly solving a fixed-point system of equations, which presents a new framework for doing inference for probabilistic graphical models. Lastly, we observe that repeated document-word tuples converge to the same fixed-point equations, hence they only need to be solved once by the algorithm.
First, the two steps in Equation 3 can be reduced to one step by deriving the distribution from the linear transformation of the Poisson distribution when multiplied by
Then, the probability mass function of U k can be expressed in terms of any outcome u as :
As we increase m, we observe that the variance decreases. In effect the variance tends to zero as m grows up to infinity. Instead, the mean for each outcome u remains as:
The probability mass starts to concentrate in the mean value λ. Figure 2 illustrates this effect. As a result, by maximizing m, we obtain an update that does not require any sampling. Then, Line 7 and 8 of Algorithm 1 can be replaced by:
where
Second, we examine the convergence properties of Gibbs sampling. As shown by [5] , Gibbs sampling converges to the stationary distribution of a Markov chain, where the transition matrix corresponds to the multiplication of the conditional distributions |X | m=1 p(Z m |Z −m , X ). Hence, labeling P(Z * j ) as the j t h stationary distribution, we have:
Estimation of these marginal distributions is based merely on the topic assignments z j , ∀j ∈ 1 · · · |D|. Hence, upon convergence, there must exist a set of values z * j that satisfy or approximate the system of Equations 9. Furthermore, the solution to the system of equations presented in Equation 9 as necessary condition approximates the conditional distributions p(Z * j |Z * −j = z * −j , D) to the marginal distributions p(Z * j ). Therefore, we obtain:
where д(Ω) is the posterior equation derived for the model of interest (see Table 1 ). Note that Ω is computed based on the topic assignments z. To transform Equation 10 into a fixed-point equation, we need to find a representation such that the posterior is written in terms of deterministic updates as opposed of the random topic assignments of the collapsed Gibbs sampler.
To that end, we use the deterministic Equation 7 obtained above. This equation explicitly expresses how the update of p(Z j ) is given by the parameters of the posterior equation. As a result, we obtain the fixed-point condition that must hold at convergence of the given model. To simplify the notation, we define x dw ≡ p(Z j = k |Z −j = z −j , D), where j indexes the document-word tuple composed by (d, w).
We have transformed the inference problem into a system of |D| × |Nd | non-linear equations whose solutions correspond to all possible outcomes of an infinitely replicated latent state augmentation independent of the initialization.
Finally, we can further simplify this system of equations by observing that the same document-word tuples will also converge to the same values. Thus, we have:
This is easy to check using Equation 11 . Upon convergence, repeated tuples will have the same fixed-point equations. Now the problem has been transformed into solving a system of |D| × |W | non-linear equations. As a solution, we leverage the fixed-point iterative method. The fixed-point method finds the solution to a system of equations x = f (x) as long as f is a continuous function.
The algorithm is similar to CGS presented in Algorithm 1 with the main differences: 1) There is no need to iterate over |D| × |Nd | steps, and 2) The algorithm is distributable since we only need to update the statistics until the end of each iteration. Theoretically, we can partition the dataset into as many pieces as |D| × |W |. The end result will be the same as long as we combine the results at the end of each iteration. We present Heron inference in Algorithm 2. Note that the definition of Ω = {C, D} in computeStats is overridden with Ω = { C, D}. for d = 1 to |D| do in parallel 6: for w = 1 to |W | do in parallel 7: x dw ∝ д( Ω) from Table 1 8: end for 9: end for 10: stats= computeStats(z j ,ρ j ) from Equation 8 11: until convergence ( Equation 13) An additional advantage of the deterministic Heron method is that the assessment for convergence is now possible within the Gibbs framework. We are allowed to explore the assessment for convergence using the average Kullback-Leibler divergence (KL) or the average Chi-Squared distance on the learned θ and ϕ. We find that the latter metric oscillates and it does not have a monotonic behavior. We find that it is often more practical to measure the change in either θ or ϕ. Equation 13 presents the metric used to assess convergence of Heron at the i th iteration.
Finally, the SAME based methods are under the premise of independence among topics, therefore the methods such as hidden Markov model [2] and stochastic block mixture model [1] are not guaranteed to work using these inference approaches.
EXPERIMENTS
We evaluate our proposed Heron inference method against two well-established baseline methods. In this section we aim to answer the following research questions (RQs) RQ1 Is Heron able to fit better a test set than the state-of-theart inference method SAME? RQ2 What is the effect on perplexity as we increase the number of batches, and does the moving average estimate of θ improve Heron's learning? RQ3 How sensitive is Heron to the setting of the hyperparameters α and β?
RQ4 How does the efficiency of Heron compare against the arguably fastest GPU-based inference method within the Gibbs framework? RQ5 How does the efficiency of Heron inference get affected by the batch size? RQ6 Does Heron help extract topics with acceptable coherence? Datasets We used three popular and publicly available datasets for our experimental evaluation.
• Cora dateset contains research papers and their citation networks. After preprocessing, we obtained 2, 618 documents with a vocabulary composed of 1,400 words. The number of citation links is 5,212. The dataset was first used for testing the RTM model [6] 1 .
• Diggs dataset consists of 6, 192 document-rating pairs with a vocabulary composed of 3,145 words after preprocessing. Note that, following [16] , we normalized the ratings into the range [1, 5] to avoid numerical overflows when calculating sLDA's posterior. The dataset was originally used for evaluating sLDA [16] 2 .
• Movielens is a popular benchmark for rating prediction and recommendation. We used the MovieLens 20M dataset 3 , and focused on the most popular 100,000 users who rated 25,646 movies. We treated the movies and users as pseudo documents and words, respectively. The average rating of all the related users on a movie was used as the rating of the movie (document). Baselines We compared Heron inference with two strong baselines, i.e., standard collapsed Gibbs sampling and SAME inference method [28] . Collapsed Gibbs sampling is perhaps one of the most commonly used methods for inferrring graphical models, while SAME has been shown to attain the best predictive perplexity for inferring LDA model.
Topic Models To test the performance of Heron for inferring graphical models, we used three well-known topic models, i.e., LDA (Latent Dirichlet Allocation) [3] , RTM (Relational Topic Model) [6] and sLDA (Supervised Latent Dirichlet Allocation) [16] . For LDA, all the datasets can be used to evaluate the inference methods. Inference for RTM can be only tested on the Cora dataset, as only Cora has a citation networks. We used Movielens and Diggs to test the inference for sLDA, since in addition to documents/movies, corresponding ratings are also available.
Implementation Details All the algorithms were evaluated on a single PC equipped with a single 2-core CPU (Intel Xeon @ 2.20 GHz) and a Nvidia tesla K80 GPU with dual stream processors. Each GPU processor comes with 2, 496 cores and 12GB of GDDR5 clocked at 5GHz. Only one processor of the GPU was used in the benchmark. The standard Gibbs sampler was implemented using CPU resources. In all our experiments we fixed both the grid size and block size.
We assess our proposed inference method in terms of running time, predictability, as well as coherence of the extracted topics. In particular, we conduct the following three experiments. 
Predictive Perplexity
The problem defined is given as follows: given a fraction of the original data, we evaluate our model's ability to generate the withheld portion. As such, the evaluation metric adopted in our experiments is the predictive perplexity. The number of topics K is tuned amongst {10, 25, 50, 100}. The training-testing split is 70 − 30, and we run all models for 1, 000 iterations. Furthermore, we conducted five trials for each setting in the spirit of robust experimentation, and we reported the average results. The hyperparameters are given in Table 2 . Models applied to the same dataset use the same hyperparameter settings. Table 3 shows the comparison results of all the inference methods when applied to the three models. Answering RQ1, our proposed Heron inference outperforms CGS and SAME method, i.e., both the best and second best performance on each configuration comes from Heron model across all K values. As expected, SAME method consistently outperforms CGS. This is due to the fact that SAME has been derived from CGS by applying a finite replication of the latent states, and Heron maximizes this effect using a mathematical manipulation. SAME method improves Gibbs sampling because the estimation for the parameters is done based on the document-topic and word-topic counts. Hence, the estimation is based on discrete values. By using multiple replications of the latent state, it is possible to make this estimation more granular so that the counts can be thought to reside in the space of real numbers. As we increase the number of replications, the estimation becomes more granular, and Heron becomes the most flexible approach approximating the local optima closer than the other methods.
The benefit of the distributed methods lies in their ability to split the dataset into batches, so that several GPUs can be used to boost the speed of inference. As such, we propose RQ2 and solve it by studying the effect of splitting the datasets into different batch sizes. We fix K = 25 and split the dataset into exponentially larger number of batches. Similar to SAME method, Heron inference may treat the batches as an infinite stream, and it is not necessary to denote passes over the dataset. In addition, we also study SAME's moving average estimate for θ [28] , which has shown improvements when applied to other learning algorithms [11] . We label the results of applying this technique as Heron-LDA * , Heron-sLDA * , and Heron-RTM * .
We answer RQ2 using Figure 3 . We conclude that the batched versions converge to a better estimation as measured by the predictive perplexity. As the dataset is split into smaller pieces, the predictive perplexity improves. This may be due to the fact that splitting the dataset into batches allows the inference to reach a better local optima with the use of a moving average estimate for θ [11, 28] . Nonetheless, after a certain number of batches the predictive perplexity is affected, indicating that the learning has become compromised. Note that Heron can be distributed into as many batches as the number of document-word tuples. The final inference will result in the same estimation as if we partitioned the dataset into any number of pieces or if we did not partition the dataset. This is because Heron inference is ultimately solving a fixed-point system of equations, given by Equation 11 . The results show that Heron can yield better local optima if we decide to use the moving average updates. In that case, the learning of Heron may also be compromised if we split the dataset into a large number of batches. As proposed in RQ3, we study the hyperparameter sensitivity of the different inference methods. We made a grid search on α and β starting at 0.1 and stopping at 0.5 with steps of 0.1. We applied the inference methods to LDA on the Cora dataset. Table 4 shows that the predictive perplexity of Heron is superior to that of SAME, and as expected, SAME has more predictive power than CGS. The results are solid, Heron lower bounds SAME, and SAME lower bounds CGS. Based on the range of the perplexity across different hyperparameters, we conclude that Heron is more robust to the hyperparameter settings, while CGS and SAME have similar sensitivity.
Learning Time
In this section, we report the runtime to convergence of the inference algorithms normalized by the number of iterations.
First, we study the effect of chaning the number of topics on running time, as shown in Table 5 . Remarkably, Heron is about one order of magnitude faster than the state-of-the-art SAME method across all the values of K. The main reason lies in Heron does not rely on the sampling operations for inference. In contrast, SAME method not only incurs the sampling costs but also is limited at every clock cycle by the available number of samplers within the GPU. Benefitting from purely arithmetic operations, Heron does not suffer from the limitations and sampling costs. We also observe that the running time increases linearly as we increase K for the three inference methods. While this increment is larger for Heron, Heron can also benefit from tuning the grid size and block size (GPU Kernel parameters) to favor different values of K. The flexibility of tuning GPU parameters is reduced for SAME, since at its optimal configuration, the system will be still limited by the availability of hardware based samplers. This answers RQ4.
In Figure 4 , we show the effect of splitting the datasets into batches. The results show that both inference methods increase its running time logarithmically to the number of batches. This is outstanding given that Heron's convergence is invariant to the number of batches, when the moving average estimate is not applied. It means that Heron can converge to accurate inference results dramatically fast, given that we have enough cores running simultaneously. Answering RQ5, Heron efficiency reduces logarithmically to the number of batches slightly.
Automatic Topic Coherence
Besides assessing how the methods fit the data, it is important to evaluate the quality of the topics inferred by the methods. Following the evaluation introduced by Newman et al. [18] , we computed the automatic topic coherence based on the top N most likely words for each of the extracted topics. Specifically, we relied on word co-occurrence metrics on the corpus to compute the average coherence of each topic. The automatic topic coherence has been studied extensively, and the normalized point-wise mutual information (NPMI), the probabilistic mutual information (PMI), and the pairwise log-conditional probability (LCP) are co-occurrence metrics that have been shown to correlate positively to the human coherence evaluation [13] . Thus, we use these metrics to assess the coherence of the extracted topics.
For the experimental settings, we fixed α and β to 0.5, and the number of topics K to 25. We varied the value of N to study the effect of defining the coherence with different sets of topics. Finally, we normalized the measurements to be invariant to changes in N , so that it facilitates the comparison of the results. Results presented in Table 6 show that Heron is able to infer latent topics with much better or comparable coherence compared to that by CGS or SAME. Interestingly, SAME achieves the best topic coherence in Movielens for N = 20. Although, simultaneously, it also obtains the worst results for N = 50. Apparently, SAME assigns a high ranking to the most frequent words in the dataset which leads to an improved coherence as measured by the co-occurrence based metrics.
In all datasets, a smaller value of N results in better coherence. This can be justified by the fact that as we increase the number of words inside a topic, the harder it is to maintain the coherence of the topic. In other words, the top ranked words per topics typically result in better representation for the topic.
Given that Heron is able to improve CGS in all datasets, we conclude that Heron is able to infer coherent latent topics, answering RQ6.
CONCLUSION
In this paper, we have presented a probabilistic inference method within Gibbs framework named Heron. The derivation for Heron begins with maximizing the replications of the latent state, which is known to approximate better local optima. As such, our method achieves a higher predictive power as measured by the predictive perplexity. We studied the properties of convergence of the proposed algorithm and we found that ultimately we are solving a non-linear system of equations. This is beneficial since the fixedpoint iterative algorithm that solves the system of equations allow the inference to be distributed into as many processes as the number of observed records in the dataset without affecting the estimation of the parameters. Our proposed Heron is deterministic which reduces the learning process to the pure computation of arithmetic operations and as result, our method runs faster than the state of the art GPU implementation within the Gibbs framework. GPU and CPU implementations of Heron are available at https://github.com/danrugeles/Heron/.
