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3ВВЕДЕНИЕ 
Экспертные системы (ЭС) — первый продукт, появившийся 
на информационном рынке, как итог 30-летней изыскательской 
работы в области искусственного интеллекта (ИИ) [1; 2; 3]. 
ЭС представляют собой программы для компьютера, которые 
могут воспроизводить процесс решения проблемы человеком-
экспертом. В настоящее время интерес к ЭС со стороны про-
мышленности чрезвычайно возрос, поскольку они способны 
дать средства, стимулирующие повышение производительно-
сти труда и увеличение прибыльности производства [4; 5; 6].
По классическому определению экспертная система — это 
программный продукт, в котором используется искусствен-
ный интеллект в виде типовых логических правил, содержа-
щихся в базе знаний, заполняемой экспертом. Работа систе-
мы построена по алгоритму, имитирующему мыслительный 
процесс.
В начале 80-х гг. XX в. в рамках искусственного интеллек-
та сформировалось самостоятельное направление — «ин-
женерия знаний», в задачу которого входят разработка, ис-
следование и использование экспертных систем. Термин 
«инженерия знаний» введен Е. Фейгенбаумом как «привнесе-
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ние принципов и инструментария исследований из области 
искусственного интеллекта в решение трудных прикладных 
проблем, требующих знаний экспертов» [7]. Огромный инте-
рес к ЭС вызван следующими основными причинами. Во-пер-
вых, они ориентированы на решение широкого круга задач 
в неформализованных областях, т. е. на приложения, которые 
до недавнего времени считались малодоступными для вычи-
слительной техники. Во-вторых, экспертные системы позво-
ляют специалистам, не имеющим навыков программирова-
ния, создавать практически значимые приложения, что резко 
расширяет сферу использования вычислительной техники. 
В-третьих, экспертные системы при решении практических 
задач позволяют получать результаты, сравнимые, а иногда 
и превосходящие те, которые может получить эксперт-чело-
век. В-четвертых, современные ЭС легко объединяются с тра-
диционными программными системами (системами управле-
ния базами данных, пакетами прикладных программ и т. д.) 
в интегрированные приложения.
При рассмотрении ЭС используются следующие основные 
понятия [8]: предметная область, проблемная область, дан-
ные, знания. Под предметной областью будем иметь в виду 
область экспертизы или знания об этой области. Понятие про-
блемная область включает предметную область и задачи, ре-
шаемые в этой области. Термин «проблемная область» будет 
использоваться в тех случаях, когда необходимо подчеркнуть, 
что речь идет не только об описании фактов области эксперти-
зы, но и о задачах, решаемых в этой области. Под данными бу-
дем понимать исходные, промежуточные или окончательные 
данные о решаемой в текущий момент задаче, т. е. данные — 
это та информация, которая существует в ходе консультаций. 
Под знаниями будем понимать любую информацию (в том 
числе и конкретные факты), которая хранится в системе вне 
зависимости от того, решает система задачу или нет.
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Настоящее учебное пособие посвящено одному из цент-
ральных вопросов, возникающих при проектировании экс-
пертных систем (ЭС), — проблеме представления знаний.
В области экспертных систем представление знаний озна-
чает не что иное, как систематизированную методику опи-
сания на машинном уровне того, что знает человек-эксперт, 
специализирующийся в конкретной предметной области.
Любое общение человека с миром техники предполага-
ет наличие некоторого предварительного знания. Если, на-
пример, некто берется за поиск неисправности в цифровой 
схеме, то это предполагает, что он обладает определенными 
базовыми знаниями из области электротехники и цифровой 
техники. Нет необходимости подчеркивать, что компью-
тер (в чистом виде) никакими предварительными знаниями 
не обладает, а потому техническая экспертность — набор ка-
честв, лежащих в основе высокого уровня работы людей –спе-
циалистов при решении проблем в определенной узкой обла-
сти, — должна включать и эти предварительные знания.
И наконец, представление предполагает определенную 
организованность знаний. Представление знаний должно 
позволить извлекать их в нужной ситуации с помощью от-
носительно несложного и более–менее естественного меха-
низма. Простого перевода информации (знаний) в форму, 
пригодную для хранения на машинных носителях, здесь явно 
недостаточно. Для того чтобы можно было достаточно быстро 
извлекать те элементы знаний, которые наиболее пригодны 
в конкретной ситуации, база знаний должна обладать доста-
точно развитыми средствами индексирования и контекстной 
адресации. Тогда программа, использующая знания, сможет 
управлять последовательностью применения определенных 
«элементов» знания, даже не обладая точной информацией 
о том, как они хранятся.
61. ВОПРОСЫ, РЕШАЕМЫЕ  
ПРИ ПРЕДСТАВЛЕНИИ ЗНАНИЙ
Первый и основной вопрос, который надо решить при пред-
ставлении знаний, это вопрос определения состава знаний, 
т. е. определение того «ЧТО представлять» в ЭС [9]. Важность 
вопроса «ЧТО представлять» определяется тем, что решение 
именно этой проблемы обеспечивает адекватное отображе-
ние моделируемой сущности в системе. Второй вопрос каса-
ется того «КАК представлять» знания. Необходимо отметить, 
что проблемы «ЧТО представлять» и «КАК представлять» 
не являются независимыми [7; 8].
Вопрос «КАК представлять» можно разделить на две в зна-
чительной степени независимые задачи:
1) как организовать (структурировать) знания, 
2) как представить знания в выбранном формализме.
Стремление выделить организацию знаний в самостоя-
тельную задачу вызвано, в частности, тем, что эта задача воз-
никает для любого языка представления, и способы решения 
этой задачи являются одинаковыми (либо сходными) вне за-
висимости от используемого формализма.
71. Вопросы, решаемые при представлении знаний 
Итак, в круг вопросов, решаемых при представлении зна-
ний, включаются следующие [7; 8]:
•	 определение состава представляемых знаний;
•	 организация знаний;
•	 представление знаний, т. е. определение модели пред-
ставления;
•	 использование выбранного представления.
82. СОСТАВ ЗНАНИЙ  
ЭКСПЕРТНОЙ СИСТЕМЫ
Рассмотрим вопрос о том, какими (по составу) знания-
ми должна обладать ЭС для выполнения стоящих перед ней 
задач.
Состав знаний ЭС определяется следующими факто- 
рами [7, 8]:
•	 проблемной средой (областью);
•	 архитектурой (структурой) ЭС;
•	 потребностями и целями пользователей;
•	 языком общения.
В соответствии с общей схемой статической экспертной 
системы (см. рис. 2.1) для ее функционирования требуются 
следующие знания [7; 8]:
•	 знания о процессе решения задачи (т. е. управляющие 
знания), используемые интерпретатором (решателем);
•	 знания о языке общения и способах организации ди-
алога, используемые лингвистическим процессором 
(диалоговым компонентом);
•	 знания о способах представления и модификации зна-
ний, используемые компонентом приобретения знаний;
92. Состав знаний экспертной системы 




















База знаний Рабочая память 
Рис. 2.1. Структура статической ЭС 
Для динамической ЭС, кроме того, необходимы следующие 
знания (см. рис. 2.2):
•	 знания о методах взаимодействия с внешним окруже-
нием;
•	 знания о модели внешнего мира.
Зависимость состава знаний от требований пользователя 
проявляется в следующем [7; 8]:
1) какие задачи (из общего набора задач) и с какими дан-
ными хочет решать пользователь;
2) каковы предпочтительные способы и методы решения;
3) при каких ограничениях на количество результатов 
и способ их получения должна быть решена задача;
4) каковы требования к языку общения и к организации 
диалога;
5) какова степень общности/конкретности знаний о про-
блемной области, доступная пользователю;
6) каковы цели пользователей.
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с БД и ППП 
Рис. 2.2. Архитектура статических и динамических ЭС 
(компоненты, подвергающиеся изменениям, 
имеют тень) 
Состав знаний о языке общения зависит как от языка обще-
ния, так и от требуемого уровня понимания.
Рассмотрим классификацию знаний с точки зрения про-
блемной области и с точки зрения архитектуры ЭС.
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2. Состав знаний экспертной системы 
2.1. Классификация знаний с точки 
зрения проблемной области
Понятие «проблемная среда» включает предметную область 
(множество сущностей, описывающих область экспертизы, 
т. е. множество объектов, значений их характеристик и связы-
вающих их отношений) и решаемые в предметной области за-
дачи [7]. Иначе говоря, проблемная среда включает сущности 
(структуры данных) и решаемые над ними задачи, представля-
емые в виде исполняемых утверждений (в виде правил, проце-
дур, формул и т. п.). В связи с этим проблемная среда определя-
ется характеристиками соответствующей предметной области 
и характеристиками типов решаемых в ней задач. Заметим, 
что наряду с понятием «проблемная среда» используется сино-
нимичный ему термин «проблемная область».
Характеристики предметной области определяются сле-
дующим набором параметров [7]:
1) тип предметной области:
•	 статический, т. е. входные данные не изменяются 
за время сеанса работы приложения, значения других 
(не входных) данных изменяются только ЭС;
•	 динамический, т. е. входные данные, поступающие 
от внешних источников, изменяются во времени, зна-
чения других данных изменяются ЭС или подсистемой 
моделирования внешнего окружения;
2) способ описания сущностей предметной области:
•	 совокупность атрибутов и их значений (фиксирован-
ный состав сущностей);
•	 совокупность классов (объектов) и их экземпляров (из-
меняемый состав сущностей);
3) способ организации сущностей в БЗ:
•	 неструктурированная БЗ; 
•	 структурирование сущностей БЗ по различным ие-
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рархиям (наиболее распространенные иерархии: «об-
щее/частное», «часть/целое»), что обеспечивает насле-
дование свойств сущностей, представляемых в БЗ.
Характеристиками типов задач являются [7]:
1) тип решаемых задач:
•	 задачи анализа и (или) синтеза;
•	 статические или динамические задачи;
2) частность (общность) исполняемых утверждений (пра-
вил, процедур, формул и т. д.):
•	 частные (специализированные, конкретные) исполня-
емые утверждения;
•	 общие исполняемые утверждения.
Наиболее естественным для человека способом описания сущ-
ностей предметной области является соотнесение с ними в памя-
ти ЭВМ объектов, состоящих из атрибутов со значениями. Обыч-
но вводится описание объекта некоторого типа, в соответствии 
с которым создаются конкретные экземпляры объектов этого 
типа. При этом количество экземпляров объекта никак не огра-
ничивается, т. е. состав представляемых сущностей при таком 
представлении проблемной области является изменяемым.
Однако для простых приложений при малом количестве 
объектов (от 1 до 5) иногда применяют упрощенное представ-
ление в виде атрибут/значение без упоминания объекта, кото-
рому эти атрибуты принадлежат. Следствием этого упрощения 
явилось то, что реально существующие объекты (сущности) 
предметной области стали представляться в виде фиксирован-
ного количества размноженных имен соответствующих атри-
бутов. Например, вместо ссылки на атрибут i(1ёК) объекта 
X(1ёN) использовали ссылку на атрибут j(1ё(K×N)). Таким 
образом, вместо K атрибутов вводили K×N атрибутов. Досто-
инства этого подхода состоят в том, что обеспечивается прямая 
ссылка на атрибут (объект). Недостатки в общем случае весьма 
значительны. Они заключаются в следующем:
13
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1) невозможно использовать «общие» исполняемые утвер-
ждения (правила, процедуры, функции и т. п.), ссыла-
ющиеся на произвольное количество сущностей; при-
ходится использовать частные (специализированные) 
утверждения, что увеличивает их количество. Кроме 
того, при изменении состава сущностей в БЗ приходит-
ся вводить новые соответствующие им специализиро-
ванные утверждения;
2) устранение объектов не позволяет явно определить ес-
тественные взаимосвязи между атрибутами одного объ-
екта (все атрибуты являются как бы независимыми);
3) с устранением объектов исчезает возможность опреде-
лить иерархию классов объектов [7].
Следующим параметром, характеризующим предметную 
область, является наличие (отсутствие) структурирова- 
ния БЗ. Смысл структурирования БЗ состоит в следующем:
1) ограничить круг сущностей, которые должны рассма-
триваться механизмом вывода, и таким образом сокра-
тить перебор при выборе решения;
2) обеспечить наследование свойств сущностей, т. е. пе-
редачу свойств вышестоящих в иерархии сущностей 
нижестоящим, что значительно упрощает процесс при-
обретения и использования знаний. Например, общие 
свойства класса «автомобиль» автоматически наследу-
ются всеми подклассами автомобилей и конкретными 
экземплярами этих подклассов. В подобной иерархии 
наследуется отношение «являться подмножеством (эк-
земпляром)». Кроме того, широко применяется и дру-
гая иерархия — «является частью».
По типу решаемых задач в первую очередь все задачи целе-
сообразно разделить на задачи анализа и синтеза [7; 8].
В задаче анализа задана модель сущности (объекта) и тре-
буется в результате анализа этой модели определить некото-
14
Представление знаний в эксПертных системах
рые неизвестные характеристики (функции) модели. В зада-
че синтеза задаются условия, которым должны удовлетворять 
характеристики (функции) некоторой «неизвестной» модели 
сущности, и требуется построить модель этой сущности. Ре-
шение задачи синтеза представляет собой итерационный про-
цесс, состоящий из следующих шагов [7]:
1) создание исследовательской модели сущности;
2) анализ этой модели (т. е. решение задачи анализа);
3) сравнение результатов анализа с условиями задачи.
Таким образом, задача синтеза включает в себя анализ. 
Отметим, что в процессе создания конкретной ЭС, решающей 
задачу анализа, разработчик, создавая БЗ (модель области 
экспертизы), решает задачу синтеза, а построенная ЭС будет 
решать задачу анализа.
Задачи синтеза и анализа могут решаться в статических 
и динамических областях. Если ЭС базируется на предпо-
ложении, что исходная информация о предметной области 
(об окружающем мире), на основе которой решается задача, 
не изменяется за время решения задач, то говорят о статиче-
ской предметной области (точнее о статическом представле-
нии области в ЭС); если информация о предметной области 
изменяется за время решения задач, то говорят о динамиче-
ской предметной области. При представлении динамиче-
ской области возникает задача моделирования окружающего 
мира, в частности моделирования активных агентов.
Если задачи, решаемые ЭС, явно не учитывают фактор вре-
мени и (или) не изменяют в процессе своего решения данные 
(знания) об окружающем мире, то говорят, что ЭС решает 
статические задачи; если задачи учитывают фактор времени 
и (или) изменяют в процессе решения данные об окружаю-
щем мире, то говорят о решении динамических задач. Таким 
образом, ЭС работает в статической проблемной среде, если 
она использует статическое представление и решает статиче-
15
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ские задачи. ЭС работает в динамической проблемной среде, 
если она использует динамическое представление и (или) ре-
шает динамические задачи.
Учитывая значимость времени в динамических проблемных 
средах, многие специалисты называют их приложениями (ЭС), 
работающими в реальном времени. Обычно выделяют следую-
щие системы реального времени: «псевдореального» времени, 
«мягкого» реального времени и «жесткого» реального времени. 
Системы псевдореального времени, как следует из названия, 
не являются системами реального времени, однако они в отли-
чие от статических систем получают и обрабатывают данные, 
поступающие от внешних источников. Системы псевдореаль-
ного времени решают задачу быстрее, чем происходят значи-
мые изменения информации об окружающем мире.
Системы «мягкого» реального времени работают в тех при-
ложениях, где допустимо время реакции на события более 
0,1–1 с. К этому диапазону относятся почти все существующие 
ЭС реального времени. Системы «жесткого» реального вре-
мени должны обеспечивать время реакции быстрее 0,1–0,5 с. 
Для достижения такого быстродействия они использу-
ют не стандартные операционные системы (ОС) типа Unix 
и Windows NТ, а специализированные ОС и специализирован-
ные бортовые ЭВМ, обеспечивающие быстрое время реакции. 
В настоящее время ЭС, работающие в «жестком» реальном 
времени, нам не известны.
Задачи, решаемые ЭС, различают тем, как представляются 
исполняемые утверждения. Используются как частные (спе-
циализированные) утверждения, т. е. утверждения, содержа-
щие ссылки на конкретные сущности (объекты), так и общие 
утверждения, относящиеся к любым сущностям заданного 
типа (вне зависимости от их числа и имени). Использова-
ние общих утверждений позволяет значительно лаконичнее 
представлять знания. Однако так как общие утверждения 
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не содержат явных ссылок на конкретные сущности, для их 
использования требуется затратить значительную работу 
по определению тех сущностей, к которым они должны при-
меняться, т. е. выполнить, как говорят специалисты, опера-
цию сопоставления [7, гл. 6].
Не все сочетания перечисленных выше параметров, харак-
теризующих проблемную среду, встречаются на практике. 
Выделим несколько наиболее часто встречающихся типов 
проблемных сред.
Ти п  1 .  Статическая проблемная среда: статическая пред-
метная область; сущности представляются как совокупность 
атрибутов и их значений; состав сущностей неизменяемый; 
БЗ не структурирована; решаются статические задачи анали-
за, используются только специализированные исполняемые 
утверждения.
Ти п  2 .  Статическая проблемная среда: статическая пред-
метная область; сущности представляются в виде атрибутов 
со значениями или вырожденных объектов (фреймов); состав 
сущностей неизменяемый; иерархия БЗ либо отсутствует, 
либо слабо выражена (нет наследования свойств); решаются 
статические задачи анализа, используются специализирован-
ные исполняемые утверждения.
Ти п  3 .  Статическая проблемная среда: статическая пред-
метная область; сущности представляются в виде объектов; 
состав сущностей изменяемый; БЗ структурирована; реша-
ются статические задачи анализа и синтеза, используются об-
щие и специализированные исполняемые утверждения.
Ти п  4 .  Динамическая проблемная среда: динамическая 
предметная область; сущности представляются совокупно-
стью атрибутов и их значений; состав сущностей неизменяе-
мый; БЗ не структурирована; решаются динамические задачи 
анализа, используются специализированные исполняемые 
утверждения.
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Ти п  5 .  Динамическая проблемная среда: динамическая 
предметная область; сущности представляются в виде объек-
тов; изменяемый состав сущностей; БЗ структурирована; ре-
шаются динамические задачи анализа и синтеза; используют-
ся общие и специализированные исполняемые утверждения.
2.2. Классификация знаний с точки 
зрения архитектуры ЭС
С точки зрения архитектуры ЭС знания могут быть струк-
турированы так, как показано на рис. 2.3. Данная классифи-
кация рассматривает знания, учитывая их использование 
в ходе работы экспертной системы. С учетом архитектуры 
экспертной системы знания целесообразно делить на интер-
претируемые и неинтерпретируемые [7; 8]. К первому типу 
относятся те знания, которые способен интерпретировать 
решатель (интерпретатор). Все остальные знания относятся 
ко второму типу. Решатель не знает их структуры и содержа-
ния. Если эти знания используются каким-либо компонентом 
системы, то он не «осознает» этих знаний.
Неинтерпретируемые знания подразделяются на вспомо-
гательные, хранящие информацию о лексике и грамматике 
языка общения, информацию о структуре диалога, и поддер-
живающие знания. Вспомогательные знания обрабатываются 
естественно-языковой компонентой, но ход этой обработки 
решатель не осознает, так как этот этап обработки входных 
сообщений является вспомогательным для проведения экс-
пертизы. Поддерживающие знания используются при созда-
нии системы и при выполнении объяснений. Поддержива-
ющие знания выполняют роль описаний (обоснований) как 
интерпретируемых знаний, так и действий системы. Под-
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держивающие знания подразделяются на технологические 
и семантические. Технологические поддерживающие знания 
содержат сведения о времени создания описываемых ими 
знаний, об авторе знаний и т. п. Семантические поддержи-
вающие знания содержат смысловое описание этих знаний. 
Они содержат информацию о причинах ввода знаний, о на-
значении знаний, описывают способ использования знаний 
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Рис. 2.3. Структура знаний в базе знаний 
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Интерпретируемые знания можно разделить на предмет-
ные знания, управляющие знания и знания о представлении. 
Знания о представлении содержат информацию о том, каким 
образом (в каких структурах) в системе представлены интер-
претируемые знания.
Предметные знания содержат данные о предметной об-
ласти и способах преобразования этих данных при решении 
поставленных задач. Отметим, что по отношению к предмет-
ным знаниям знания о представлении и знания об управлении 
являются метазнаниями. В предметных знаниях можно выде-
лить описатели и собственно предметные знания. Описатели 
содержат определенную информацию о предметных знаниях, 
такую как коэффициент определенности правил и данных, 
меры важности и сложности. Собственно предметные знания 
разбиваются на факты и исполняемые утверждения. Факты 
определяют возможные значения сущностей и характеристик 
предметной области. Исполняемые утверждения содержат 
информацию о том, как можно изменять описание предмет-
ной области в ходе решения задач.
Говоря другими словами, исполняемые утверждения — 
это знания, задающие процедуры обработки. Однако исполь-
зовать термин «процедурные знания» не рекомендуется, так 
как эти знания могут быть заданы не только в процедурной, 
но и в декларативной форме.
Управляющие знания можно разделить на фокусирующие 
и решающие. Фокусирующие знания описывают, какие знания 
следует использовать в той или иной ситуации. Обычно фоку-
сирующие знания содержат сведения о наиболее перспектив-
ных объектах или правилах, которые целесообразно исполь-
зовать при проверке соответствующих гипотез [7]. В первом 
случае внимание фокусируется на элементах рабочей памяти, 
во втором — на правилах базы знаний. Решающие знания со-
держат информацию, используемую для выбора способа ин-
20
Представление знаний в эксПертных системах
терпретации знаний, подходящего к текущей ситуации. Эти 
знания применяются для выбора стратегий или эвристик, на-
иболее эффективных для решения данной задачи.
2.3. Использование метазнаний
Качественные и количественные показатели экспертной 
системы могут быть значительно улучшены за счет исполь-
зования метазнаний, т. е. знаний о знаниях. Метазнания 
не представляют некоторую единую сущность, они могут при-
меняться для достижения различных целей [7; 8].
Перечислим возможные назначения метазнаний [8, гл. 6]:
1) метазнания в виде стратегических метаправил исполь-
зуются для выбора релевантных правил;
2) метазнания используются для обоснования целесо- 
образности применения правил из области экспертизы;
3) метаправила используются для обнаружения синтак-
сических и семантических ошибок в предметных пра-
вилах;
4) метаправила позволяют системе адаптироваться к окру- 
жению путем перестройки предметных правил и функ-
ций;
5) метаправила позволяют явно указать возможности 
и ограничения системы, т. е. определить, что система 
знает, а что не знает.
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Вопросы организации знаний необходимо рассматривать 
в любом представлении, и их решение в значительной сте-
пени не зависит от выбранного способа (модели) представ-
ления. Выделим следующие аспекты проблемы организации 
знаний [7; 8]:
•	 организация знаний по уровням представления 
и по уровням детальности;
•	 организация знаний в рабочей памяти экспертной си-
стемы;
•	 организация знаний в базе знаний.
3.1. Уровни представления  
и уровни детальности
Для того чтобы экспертная система могла управлять про-
цессом поиска решения, была способна приобретать новые 
знания и объяснять свои действия, она должна уметь не толь-
ко использовать свои знания, но и обладать способностью 
понимать и исследовать их, т. е. экспертная система должна 
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иметь знания о том, как представлены ее знания о проблем-
ной среде [7; 8]. Если знания о проблемной среде назвать 
знаниями нулевого уровня представления, то первый уровень 
представления содержит метазнания, т. е. знания о том, как 
представлены во внутреннем мире системы знания нулевого 
уровня. Первый уровень содержит знания о том, какие средст-
ва используются для представления знаний нулевого уровня. 
Знания первого уровня играют существенную роль при управ-
лении процессом решения, при приобретении и объяснении 
действий системы. В связи с тем, что знания первого уровня 
не содержат ссылок на знания нулевого уровня, знания перво-
го уровня независимы от проблемной среды.
Число уровней представления может быть больше двух. 
Второй уровень представления содержит сведения о знани-
ях первого уровня, т. е. знания о представлении базовых по-
нятий первого уровня. Разделение знаний по уровням пред-
ставления обеспечивает расширение области применимости 
системы [7; 8].
Выделение уровней детальности позволяет рассматривать 
знания с различной степенью подробности. Количество уров-
ней детальности во многом определяется спецификой реша-
емых задач, объемом знаний и способом их представления. 
Как правило, выделяется не менее трех уровней детальности, 
отражающих соответственно общую, логическую и физиче-
скую организацию знаний. Введение нескольких уровней де-
тальности обеспечивает дополнительную степень гибкости 
системы, так как позволяет производить изменения на одном 
уровне, не затрагивая другие. Изменения на одном уровне де-
тальности могут приводить к дополнительным изменениям 
на этом же уровне, что оказывается необходимым для обеспе-
чения согласованности структур данных и программ. Однако 
наличие различных уровней препятствует распространению 
изменений с одного уровня на другие [7; 8].
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3.2. Организация знаний  
в рабочей памяти
Рабочая память (РП) экспертных систем предназначена 
для хранения данных. Данные в рабочей памяти могут быть 
однородны или разделяются на уровни по типам данных. 
В последнем случае на каждом уровне рабочей памяти хра-
нятся данные соответствующего типа. Выделение уровней 
усложняет структуру экспертной системы, но делает систему 
более эффективной. Например, можно выделить уровень пла-
нов, уровень агенды (упорядоченного списка правил, готовых 
к выполнению) и уровень данных предметной области (уро-
вень решений) [7; 8].
В современных экспертных системах данные в рабочей 
памяти рассматриваются как изолированные или как связан-
ные. В первом случае рабочая память состоит из множества 
простых элементов, а во втором — из одного или нескольких 
(при нескольких уровнях в РП) сложных элементов (напри-
мер, объектов). При этом сложный элемент соответствует 
множеству простых, объединенных в единую сущность. Тео-
ретически оба подхода обеспечивают полноту, но использова-
ние изолированных элементов в сложных предметных облас-
тях приводит к потере эффективности [7; 8].
Данные в РП в простейшем случае являются константами 
и (или) переменными. При этом переменные могут тракто-
ваться как характеристики некоторого объекта, а констан-
ты — как значения соответствующих характеристик. Если 
в РП требуется анализировать одновременно несколько раз-
личных объектов, описывающих текущую проблемную ситу-
ацию, то необходимо указывать, к каким объектам относятся 
рассматриваемые характеристики. Одним из способов реше-
ния этой задачи является явное указание того, к какому объ-
екту относится характеристика [7; 8].
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Если РП состоит из сложных элементов, то связь между 
отдельными объектами указывается явно, например зада-
нием семантических отношений. При этом каждый объект 
может иметь свою внутреннюю структуру. Необходимо отме-
тить, что для ускорения поиска и сопоставления данные в РП 
могут быть связаны не только логически, но и ассоциатив- 
но [7; 8].
3.3. Организация знаний в базе знаний
Показателем интеллектуальности системы с точки зрения 
представления знаний считается способность системы ис-
пользовать в нужный момент необходимые (релевантные) 
знания [9]. Системы, не имеющие средств определения ре-
левантных знаний, неизбежно сталкиваются с проблемой 
«комбинаторного взрыва». Можно утверждать, что эта про-
блема является одной из основных причин, ограничивающих 
сферу применения экспертных систем. В проблеме доступа 
к знаниям можно выделить три аспекта: связность знаний 
и данных; механизм доступа к знаниям; способ сопоставле- 
ния [7; 8; 9].
Связность (агрегация) знаний является основным спосо-
бом, обеспечивающим ускорение поиска релевантных зна-
ний. Большинство специалистов пришли к убеждению, что 
знания следует организовывать вокруг наиболее важных объ-
ектов (сущностей) предметной области. Все знания, характе-
ризующие некоторую сущность, связываются и представля-
ются в виде отдельного объекта. При подобной организации 
знаний, если системе потребовалась информация о некоторой 
сущности, то она ищет объект, описывающий эту сущность, 
а затем уже внутри объекта отыскивает информацию о дан-
ной сущности. В объектах целесообразно выделять два типа 
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связок между элементами: внешние и внутренние. Внутрен-
ние связки объединяют элементы в единый объект и предназ-
начены для выражения структуры объекта. Внешние связки 
отражают взаимозависимости, существующие между объек-
тами в области экспертизы. Многие исследователи классифи-
цируют внешние связки на логические и ассоциативные. Ло-
гические связки выражают семантические отношения между 
элементами знаний. Ассоциативные связки предназначены 
для обеспечения взаимосвязей, способствующих ускорению 
процесса поиска релевантных знаний [7; 8].
Основной проблемой при работе с большой базой знаний 
является проблема поиска знаний, релевантных решаемой 
задаче. В связи с тем, что в обрабатываемых данных может 
не содержаться явных указаний на значения, требуемые для 
их обработки, необходим более общий механизм доступа, 
чем метод прямого доступа (метод явных ссылок). Задача это-
го механизма состоит в том, чтобы по некоторому описанию 
сущности, имеющемуся в рабочей памяти, найти в базе зна-
ний объекты, удовлетворяющие этому описанию. Очевидно, 
что упорядочение и структурирование знаний могут значи-
тельно ускорить процесс поиска [7; 8].
Нахождение желаемых объектов, в общем случае, умест-
но рассматривать как двухэтапный процесс. На первом эта-
пе, соответствующем процессу выбора по ассоциативным 
связкам, совершается предварительный выбор в базе зна-
ний потенциальных кандидатов на роль желаемых объектов. 
На втором этапе путем выполнения операции сопоставления 
потенциальных кандидатов с описаниями кандидатов осу-
ществляется окончательный выбор искомых объектов. При 
организации подобного механизма доступа возникают опре-
деленные трудности: Как выбрать критерий пригодности кан-
дидата? Как организовать работу в конфликтных ситуациях? 
и т. п. [7; 8].
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Операция сопоставления может использоваться не только 
как средство выбора нужного объекта из множества кандида-
тов; она может быть использована для классификации, под-
тверждения, декомпозиции и коррекции. Для идентификации 
неизвестного объекта он может быть сопоставлен с некото-
рыми известными образцами. Это позволит классифициро-
вать неизвестный объект как такой известный образец, при 
сопоставлении с которым были получены лучшие результаты. 
При поиске сопоставление используется для подтверждения 
некоторых кандидатов из множества возможных. Если осу-
ществлять сопоставление некоторого известного объекта 
с неизвестным описанием, то в случае успешного сопостав-
ления будет осуществлена частичная декомпозиция описа- 
ния [7; 8].
Операции сопоставления весьма разнообразны. Обыч-
но выделяют следующие их формы: синтаксическое, пара-
метрическое, семантическое и принуждаемое сопоставле- 
ния [7; 8; 9]. В случае синтаксического сопоставления соотно-
сят формы (образцы), а не содержание объектов. Успешным 
является сопоставление, в результате которого образцы ока-
зываются идентичными. Обычно считается, что переменная 
одного образца может быть идентична любой константе (или 
выражению) другого образца. Иногда на переменные, входя-
щие в образец, накладывают требования, определяющие тип 
констант, с которыми они могут сопоставляться. Результат 
синтаксического сопоставления является бинарным: образцы 
сопоставляются или не сопоставляются. В параметрическом 
сопоставлении вводится параметр, определяющий степень 
сопоставления. В случае семантического сопоставления со-
относятся не образцы объектов, а их функции. В случае при-
нуждаемого сопоставления один сопоставляемый образец 
рассматривается с точки зрения другого. В отличие от других 
типов сопоставления здесь всегда может быть получен поло-
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жительный результат. Вопрос состоит в силе принуждения. 
Принуждение могут выполнять специальные процедуры, свя-
зываемые с объектами. Если эти процедуры не в состоянии 
осуществить сопоставление, то система сообщает, что успех 
может быть достигнут только в том случае, если определен-
ные части рассматриваемых сущностей можно считать сопо-
ставляющимися [7; 8].
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ЗНАНИЙ
Перед тем как перейти к описанию моделей представле-
ния, выскажем несколько общих соображений [7; 8].
Вопрос выбора модели представления знания сводят к об-
суждению баланса между декларативным представлением 
(ДП) и процедурным представлением (ПП). Различие между 
ДП и ПП можно выразить как различие между «ЗНАТЬ ЧТО» 
и «ЗНАТЬ КАК». ПП основано на предпосылке, что интеллекту-
альная деятельность есть значение проблемной области, вло-
женное в программы, т. е. знание о том, как можно использо-
вать те или иные сущности. ДП основано на предпосылке, что 
знание неких сущностей («ЗНАТЬ ЧТО») не имеет глубоких 
связей с процедурами, используемыми для обработки этих 
сущностей. При использовании ДП считается, что интеллекту-
альность базируется на некотором универсальном множестве 
процедур, обрабатывающих факты любого типа, и на множе-
стве специфических фактов, описывающих частную область 
знаний [9]. Основное достоинство ДП по сравнению с ПП за-
ключается в том, что в ДП нет необходимости указывать спо-
соб использования конкретных фрагментов знания. Простые 
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утверждения могут использоваться несколькими способами, 
и может оказаться неудобным фиксировать эти способы зара-
нее. Указанное свойство обеспечивает гибкость и экономич-
ность ДП. Позволяет по-разному использовать одни и те же 
факты [7; 8].
В ДП знание рассматривается как множество независимых 
или слабо зависимых фактов, что позволяет осуществлять 
модификацию знаний и обучение простым добавлением или 
устранением утверждений. Для ПП проблема модификации 
значительно сложнее, т. к. здесь необходимо учитывать, каким 
образом используется данное утверждение. Однако известно, 
что существует значительное количество сущностей, которые 
удобно представить в виде процедур и весьма трудно — в чи-
сто декларативном представлении. Желание использовать 
достоинства ДП и ПП привело к разработке формализмов, 
использующих смешанное представление, т. е. декларатив-
ное представление с присоединенными процедурами (на-
пример, фрейм-представление или сети с присоединенными 
процедурами) или процедурное представление в виде моду-
лей с декларативными образцами. В наиболее совершенном 
виде эта проблема реализована в объектно-ориентированном 
подходе [7, п. 5.3].
Модели представления знаний обычно делят на логические 
(формальные) и эвристические (формализованные) [7; 8]. 
В основе логических моделей представления знаний лежит по-
нятие формальной системы (теории). Примерами формаль-
ных теорий могут служить исчисление предикатов [10; 11] 
и любая конкретная система продукций [12]. В логических 
моделях, как правило, используется исчисление предикатов 
первого порядка, дополненное рядом эвристических страте-
гий. Особенно активизировалось использование исчисления 
предикатов после создания мощных процедур поиска вывода, 
а именно метода резолюций [11] и обратного метода [13]. Эти 
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методы были обогащены эвристическими процедурами, кото-
рые существенно повысили эффективность вывода [11; 14]. 
Эти методы являются системами дедуктивного типа, т. е. 
в них используется модель получения вывода из заданной си-
стемы посылок с помощью фиксированной системы правил 
вывода. Дальнейшим развитием предикатных систем явля-
ются системы индуктивного типа, в которых правила вывода 
порождаются системой на основе обработки конечного числа 
обучающих примеров [15]. Особое место среди логик, исполь-
зуемых для представления знаний, занимают логики отно-
шений, получивших название псевдофизических [16; 17; 18]. 
Особенность этих логик состоит в использовании в правилах 
вывода конкретных знаний о свойствах отношений внутри 
предметных областей.
В логических моделях представления знаний отношения, 
существующие между отдельными единицами знаний, вы-
ражаются только с помощью тех небогатых средств, которые 
предоставляются синтаксическими правилами используемой 
формальной системы.
В отличие от формальных моделей эвристические модели 
имеют разнообразный набор средств, передающих специ-
фические особенности той или иной проблемной области. 
Именно поэтому эвристические модели превосходят логиче-
ские как по возможности адекватно представить проблем-
ную среду, так и по эффективности используемых правил 
вывода. К эвристическим моделям, используемым в экс-
пертных системах, можно отнести сетевые, фреймовые, про-
дукционные и объектно-ориентированные модели. Следует 
отметить, что продукционные модели, используемые для 
представления знаний в экспертных системах, отличаются 
от формальных продукционных систем [7, п. 1.2]; [12] тем, 
что они используют более сложные конструкции правил, 
а также содержат эвристическую информацию о специфике 
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проблемной среды, выражаемую часто в виде семантических 
структур.
4.1. Логическая модель представления 
знаний
В основе логических моделей лежит понятие формальной 
теории, задаваемой четверкой [7; 8; 9; 19], 
S = < В, F, A, R >, 
где В — счетное множество базовых символов (алфавит) тео-
рии S;
F — подмножество выражений теории S, называемых фор-
мулами теории (под выражениями понимаются конечные по-
следовательности базовых символов теории S). Обычно суще-
ствует эффективная процедура (множество синтаксических 
правил), позволяющая строить из В синтаксически правиль-
ные выражения — формулы;
А — выделенное множество формул, называемых аксиома-
ми теории S, т. е. множество априорно истинных формул;
R — конечное множество отношений {r1, …, rn} между фор-
мулами, называемыми правилами вывода.
Для каждого ri существует целое положительное число j, та-
кое, что для каждого множества, состоящего из j формул, и для 
каждой формулы f эффективно решается вопрос о том, нахо-
дятся ли данные j формул в отношении ri с формулой f. Если 
отношение ri выполняется, то f называется непосредственным 
следствием данных j формул по правилу ri. Следствием (выво-
дом) формулы fn в теории S называется любая последователь-
ность f1, …, fn формул, такая, что для любого i формула fi есть 
либо аксиома теории S, либо непосредственное следствие 
каких-либо предыдущих формул по одному из правил выво-
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да. Правила вывода позволяют расширять множество формул, 
которые считаются истинными в рамках данной теории [7; 8].
Формальная теория называется разрешимой, если сущест-
вует единая эффективная процедура, позволяющая узнать для 
любой данной формулы, существует ли ее вывод в S. Формаль-
ная система S называется непротиворечивой, если не сущест-
вует формулы А, такой, что А и ША выводимы в S [7; 8].
Наиболее распространенной формальной системой, ис-
пользуемой для представления знаний, является исчисление 
предикатов первого порядка. Алфавит исчисления предика-
тов состоит из следующего набора символов [7; 8]:
•	 знаков пунктуации {, (, , ,), . , ;};
•	 пропозициональных связок {Ш, L, V, Й};
•	 знаков-кванторов {", $};
•	 символов переменных xk, k = 1, 2, …;
•	 n-местных функциональных букв: fk
n, k ≥ l, n ≥ 0 (fk0 на-
зывают константными буквами);
•	 n-местных предикатных букв (символов): pk
n, k ≥ 1, n ≥ 1.
В дальнейшем для упрощения вместо xk будем употреблять 
u, v, х, у, z, …; вместо fk
 0 — а, b, с, d, …; вместо fk
n (n № 0) — f, g, 
h, …; а вместо pk
n — P, Q, R, S, T, V, W.
Из символов алфавита можно строить различные выраже-
ния. Выделяют термы, элементарные формулы (атомы) и пра-
вильно построенные формулы (или просто формулы). Вся-
кий символ переменной или константной буквы есть терм. 
Если t1, …, tn (n ≥ 1) — термы, то и fkn (t1, …, tn) является тер- 
мом [7; 8].
Если pk
n — предикатная буква, a t1, …, tn — термы, 
то pk
n (t1, …, tn) — элементарная формула (атом). Атом являет-
ся правильно построенной формулой. Если А и В — правильно 
построенные формулы, то ША, A Ъ В, А Щ В, А Й B есть правильно 
построенные формулы. Если А — правильно построенная фор-
мула и х — переменная в А, то конструкции ("х)А и ($х)А — 
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правильно построенные формулы. Выражение является пра-
вильно построенной формулой, только если оно получено 
с соблюдением приведенных выше правил [7; 8].
Для того чтобы придать формуле содержание, ее интер-
претируют как утверждение, касающееся рассматриваемой 
предметной области. Под интерпретацией понимают всякую 
систему, состоящую из непустого множества D, называемого 
областью интерпретации, и какого-либо соответствия, отно-
сящего каждой предикатной букве pk
n некоторое n-местное 
отношение в D; каждой функциональной букве fk
n — некото-
рую n-местную функцию, отображающую Dn ® D, и каждой 
константной букве fk
 0 — некоторый элемент из D. При за-
данной интерпретации переменные мыслятся «пробегающи-
ми» все значения в области D этой интерпретации, а всякой 
элементарной формуле приписывается значение «истинно» 
(И) или «ложно» (Л). Приписывание значения элементарной 
формуле pk
n (t1, …, tn) осуществляется по следующему прави-
лу: если термы предикатной буквы соответствуют элементам 
из D, удовлетворяющим отношению, определяемому данной 
интерпретацией, то значением элементарной формулы будет 
истина, в противном случае — ложь. Значение неэлементар-
ной формулы вычисляется рекуррентно, исходя из значений 
составляющих ее формул. Очевидно, что значения формул мо-
гут быть истинными или ложными в зависимости от выбран-
ной интерпретации [7; 8].
Основной задачей, решаемой в рамках исчисления преди-
катов, является выяснение истинности или ложности задан-
ной формулы нa некоторой области интерпретации. При этом 
особая роль отводится общезначимым формулам, т. е. форму-
лам, истинным при любой интерпретации, и невыполнимым 
формулам, т. е. формулам, ложным при любой интерпрета-
ции. Справедлива следующая основополагающая теорема 
дедукции [10]: «Пусть даны формулы B1, …, Вn и формула A. 
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Формула А является логическим следствием B1, …, Bn тогда 
и только тогда, когда формула B1 Щ … Щ Вn Й А общезначима, 
т. е. ╞ (В1 Щ … Щ Bn) Й А». Напомним, что формула А логически 
следует из формул B1, …, Bn тогда и только тогда, когда всякая 
интерпретация I, удовлетворяющая B1 Щ … Щ Bn, удовлетворяет 
также и А. Формулы B1, …, Вn называют посылками, а А — за-
ключением логического следования и обозначают: B1, …, Bn╞ A.
Задачей доказательства теоремы называют выяснение во-
проса логического следования некоторой формулы А из за-
данного множества формул B1, …, Вn, что равносильно до-
казательству общезначимости формулы B1 Щ … Щ Вn Й А или 
невыполнимости формулы В1 Щ … Щ Bn Щ ШA.
Известно, что для исчисления предикатов первого поряд-
ка не существует общего метода установления общей значи-
мости любых формул, т. е. исчисление предикатов первого 
порядка является неразрешимым. Однако если некоторая 
формула исчисления предикатов общезначима, то существует 
процедура для проверки ее общезначимости, т. е. исчисление 
предикатов можно назвать полуразрешимым. Наиболее из-
вестными методами доказательства теорем являются метод 
резолюции [7, гл. 5] и обратный метод [13].
Приведем пример записи некоторого факта в виде форму-
лы исчисления предикатов [7]:
ДАТЬ (МИХАИЛ, ВЛАДИМИРУ, КНИГУ);
($ х) (ЭЛЕМЕНТ (х, СОБЫТИЕ — ДАТЬ) Щ  
ИСТОЧНИК (х, МИХАИЛ) Щ АДРЕСАТ (х, ВЛАДИМИР) Щ 
ОБЪЕКТ (х, КНИГА)).
Здесь описаны два способа записи одного факта; «Михаил 
дал книгу Владимиру».
Основным достоинством использования исчисления пре-
дикатов в качестве модели представления знаний является 
наличие формальной единообразной процедуры доказатель-
ства теорем. Однако высокая степень единообразия влечет 
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за собой и основной недостаток данного подхода — слож-
ность использования при доказательстве эвристик, отража-
ющих специфику конкретной проблемной среды. Указанный 
недостаток особенно важен при построении экспертных сис-
тем, вычислительная мощность которых в основном опреде-
ляется знаниями, характеризующими специфику проблемной 
среды. К другим недостаткам формальных систем следует от-
нести их монотонность [7, п. 6.3.3] и [8], отсутствие средств 
для структурирования используемых элементов и недопусти-
мость противоречий [7, гл. 5].
Стремление устранить недостатки формальных систем при 
их использовании в качестве моделей представления привело 
к появлению семиотических систем [7; 8; 17; 19; 20]. Семио-
тическая система формально задается восьмеркой:
S = <В, F, A, R, Q (B), Q (F), Q (A), Q (R)>.
Здесь первые четыре компонента те же, что и в определе-
нии формальной системы (см. выше), а остальные компонен-
ты — правила изменения первых четырех компонентов под 
влиянием накапливаемого в базе знаний интеллектуальной 
системы опыта о строении и функционировании сущностей 
в данной проблемной среде (области). Необходимо отметить 
явную близость понятий «семиотическая система» и «систе-
мы возможных миров» Крипке [21; 22; 23]. Можно считать, 
что правила Q (B), Q (F), Q (A), Q (R) после каждого своего 
применения фиксируют некоторый возможный мир, полно-
стью описываемый соответствующей формальной моделью. 
При такой трактовке семиотическая система описывается 
на двух уровнях: на нижнем уровне модель представления 
знаний описывается традиционной формальной системой, 
а на верхнем уровне задается модель перестройки (адапта-
ции) этой формальной системы [20]. Теория таких систем на-
ходится на начальной стадии развития.
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4.2. Продукционная модель
Продукционная модель, или модель, основанная на прави-
лах, позволяет представить знания в виде предложений типа 
«Если (условие), то  (действие)», где условие — это образец, 
по которому осуществляется поиск в базе; действие — дейст-
вия или операторы, выполняемые при успешном исходе пои-
ска (могут быть промежуточными, выступающими далее как 
условия, и терминальными или целевыми, завершающими 
работу системы) [24].
При использовании продукционной модели база знаний 
состоит из набора правил. Программа, управляющая пере-
бором правил, называется машиной вывода. Чаще всего вы-
вод бывает прямой (от данных к поиску цели) или обратный 
(от цели для ее подтверждения к данным). Данные — это ис-
ходные факты, на основании которых запускается машина 
вывода — программа, перебирающая правила из базы.
Продукционная модель чаще всего применяется в про-
мышленных ЭС. Она привлекает разработчиков своей на-
глядностью, высокой модульностью, легкостью внесения до-
полнений и изменений и простотой механизма логического 
вывода. Имеется большое число программных средств, реали-
зующих продукционный подход (например, язык OPS_5 [25]; 
«оболочки» или «пустые» ЭС — EXSYS [26], ЭКСПЕРТ [27]; 
инструментальные системы ПИЭС [28], СПИЭС [29]), а также 
промышленных ЭС на его основе (ФИАКР [30]).
4.3. Модули, управляемые образцами
В традиционном программировании команды устанав-
ливаются в жесткой фиксированной последовательности. 
По умолчанию после выполнения i-й команды выполняется 
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(i+1)-я команда, если i-я команда не является командой вет-
вления. Все места в традиционном программировании ука-
зываются явно. Подобный способ программирования удобен 
в тех случаях, когда последовательность обработки мало за-
висит от обрабатываемых данных, т. е. тогда, когда ветвление 
является исключением, а не нормой. В противном случае про-
грамму лучше рассматривать как совокупность независимых 
модулей, управляемых образцами. На каждом шаге работы 
такая программа анализирует текущую ситуацию и определя-
ет по анализу образцов, какой модуль подходит для обработки 
этой ситуации [7; 8].
Каждый управляемый образцом модуль (УОМ) состоит 
из механизмов исследования и модификации одной или 
нескольких структур данных. Диапазон УОМ может колебать-
ся в широких пределах: от простого продукционного правила 
до процедуры произвольной степени сложности, вызываемой 
по образцу. Каждый УОМ на очередном шаге работы анализи-
рует данные рабочей памяти, проверяя наличие структур, ко-
торые сопоставляются с его образцом. Системы, построенные 
на основе УОМ, называют системами вывода, управляемыми 
образцами. Функции управления в этих системах осуществля-
ет интерпретатор [7; 8].
С точки зрения представления знаний подход, использую-
щий управляемые образцами модули, можно охарактеризо-
вать следующими особенностями:
•	 разделение постоянных знаний, хранимых в базе зна-
ний, и временных знаний, хранимых в рабочей памяти;
•	 структурная независимость модулей, облегчающая мо-
дификацию и совершенствование системы, что чрезвы-
чайно важно для экспертных систем, постоянно моди-
фицирующих свои знания. Кроме того, независимость 
модулей упрощает объединение программ, написан-
ных разными авторами;
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•	 отделение схемы управления от модулей, несущих зна-
ния о проблемной области, что позволяет применять 
различные схемы управления.
Системы, управляемые образцами, классифицируются 
в соответствии с ограничениями, накладываемыми на моду-
ли. На рис. 4.1 приведена классификация систем, управляе-
мых образцами, которая может рассматриваться и как клас-
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Рис. 4.1. Классификация систем, управляемых образцами 
Если системы, управляемые образцами, состоят из моду-
лей, локализованных на вершинах сети, которые активизи-
руются сигналами, приходящими по дугам, то такие системы 
называются системами, основанными на сетях [7; 8].
Большинство систем, управляемых образцами, удовлет-
воряет следующему ограничению: все исследования данных 
рабочей памяти в каждом модуле объединены и предшест-
вуют всем действиям по модификации данных. Таким обра-
зом, модуль разделяется на две части: предусловие, исследую-
щее данные, и действие, модифицирующее данные. Модули, 
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имеющие такое деление, называют правилами, а системы, 
использующие такие правила, называют системами, основан-
ными на правилах. Разделение операции исследования и мо-
дификации данных облегчает отладку системы [7; 8].
Системы, основанные на правилах, разделяются по видам 
правил на продукционные системы и трансформационные си-
стемы. Продукционные системы образованы из правил, в ко-
торых сопоставление и планирование (управление) являются 
явными функциями системы, зафиксированными в интерпре-
таторе. Трансформационные системы, в отличие от продук-
ционных, могут не иметь явных функций по сопоставлению 
правил и управлению правилами. Примерами трансформа-
ционных систем являются формальные системы и системы 
формальных грамматик. Продукционные системы могут быть 
разделены на продукционные системы, управляемые данны-
ми (предусловиями правил), и на продукционные системы, 
управляемые целями (действиями правил). Традиционно под 
продукционными системами понимают только системы, ис-
пользующие вывод, направляемый данными. Обычно пред-
условие (антецедент) задается в виде логической комбинации 
утверждений о данных рабочей памяти, а действием (консек-
вентом) является некоторая операция по модификации рабо-
чей памяти. Сложность действий колеблется в значительных 
пределах: от простой операции присваивания до функции 
произвольной степени сложности [7; 8].
В продукционных системах, управляемых целями, пред-
условия и действия являются утверждениями о данных. Здесь 
вывод осуществляется в обратном направлении от утвержде-
ний, которые должны быть доказаны. Необходимо подчерк-
нуть, что образцы могут быть заданы как декларативно, так 
и процедурно [7; 8].
Итак, представление знаний в виде УОМ и продукционных 
правил обладает следующими достоинствами [7; 8]:
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•	 модульностью организации знаний;
•	 независимостью правил, выражающих самостоятель-
ные фрагменты знаний;
•	 легкостью и естественностью модификации знаний;
•	 отделением управляющих знаний, что позволяет при-
менять различные управляющие стратегии;
•	 возможностью создания для ряда приложений управ-
ляющих механизмов для автоматического решения 
задач.
Основным недостатком данного подхода является его бо-
лее низкая эффективность по сравнению с методами тради-
ционного программирования. Различные авторы по-разному 
классифицируют продукционные системы [7; 8]. Одни от-
носят их к декларативному представлению, другие — к про-
цедурному или декларативно-процедурному. Вероятно, рас-
хождения объясняются тем, насколько широко трактуется 
понятие «продукционное правило». По мнению авторов [7; 8], 
даже в самом простом продукционном правиле (т. е. прави-
ле, не содержащем присоединенных процедур) есть элемент 
процедурности, так как предполагается, что правило будет 
использовано для выполнения некоторого действия. Именно 
это и отличает процедурное представление от декларативно-
го, поскольку декларативные знания не несут никакой ин-
формации о том, как они будут использованы. В более слож-
ных продукционных правилах степень «процедурности» еще 
выше. Однако в продукционных правилах и даже в модулях, 
управляемых образцами, есть и элемент декларативности, 
так как способ использования правил и модулей в самих пра-
вилах и модулях не указывается. В общем, можно считать, 
что, так же как и представления в виде фреймов и иерархи-
ческих сетей, продукционные правила объединяют в себе 
свойства и декларативного, и процедурного представле- 
ний [7; 8].
41
4. Модели представления знаний
4.4. Семантические модели
В основе этих моделей лежит понятие сети, образованной 
помеченными вершинами и дугами. Вершины сети пред-
ставляют некоторые сущности (объекты, события, процес-
сы, явления), а дуги — отношения между сущностями, кото-
рые они связывают. Пример семантической сети приведен 
на рис. 4.2 [24].
В качестве вершин тут выступают понятия «человек», «Ива-
нов», «Волга», «автомобиль», «вид транспорта» и «двигатель»; 
в качестве дуг — отношения «это» (IS-A; АКО: A-Kind-of — явля-




















Рис. 4.2. Семантическая сеть 
Характерной особенностью семантических сетей является 
наличие трех важнейших типов отношений: класс — элемент 
класса («это»); свойство — значение («цвет — красный»); 
пример элемента класса («например») [24].
Кроме перечисленных, в семантических сетях используют-
ся следующие типы отношений: связи типа «часть — целое» 
(«класс — подкласс», «элемент — множество» и т. п.); функ-
циональные связи («объект — свойство», «свойство — зна-
чение»); атрибутивные связи (количественные, временные, 
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пространственные); логические связи (и, или, не); лингви-
стические связи.
Семантические сети можно классифицировать на [24]:
•	 однородные (с единственным типом отношений); неод-
нородные (с различными типами отношений);
•	 бинарные (в которых отношения связывают два объек-
та); n-арные (в которых есть специальные отношения, 
связывающие более двух понятий).
Проблема поиска решения в базе знаний типа семантиче-
ской сети сводится к поиску фрагмента сети, соответствующе-
го некоторой подсети, представляющей вопрос.
Наложив ограничения на описания вершин и дуг, можно 
получить сети различного вида. Если вершины не имеют соб-
ственной внутренней структуры, то соответствующие сети 
называют простыми сетями. Если вершины обладают неко-
торой структурой, то такие сети называют иерархическими 
сетями. В настоящее время в большинстве приложений, ис-
пользующих семантические сети, они являются иерархиче-
скими. На рис. 4.3 изображен фрагмент простой семантиче-
ской сети, выражающий примерно следующую информацию: 
«Михаилу в течение интервала времени [t1, t2] принадлежат 
ЖИГУЛИ № 25–15». Михаил есть агент (собственник) в со-
бытии В1. Михаил является элементом (э) множества ЧЕ-
ЛОВЕК. ЖИГУЛИ № 25–15 являются элементом множества 
МАШИНЫ. Событие В1 является элементом множества всех 
событий ВЛАДЕТЬ, которое является подмножеством (п) мно-
жества СИТУАЦИИ и т. д. Использованные на рис. 4.3 дуги 
«э» (элемент) и «п» (подмножество) служат для выражения 
таксономии понятий, представленных вершинами. Важность 
таксономии заключается в том, что множества обычно имеют 
свойства, присущие всем элементам данного множества. Эти 
свойства связываются в сети не с конкретными элементами, 
а с вершинами, сопоставляемыми всему множеству. Так, дуга 
43
4. Модели представления знаний
«п» указывает отношение быть «подмножеством». В связи 
с тем, что большинство подмножеств являются различными, 
т. е. непересекающимися, для их представления удобно ввес-
ти дугу специального вида — «пр» (подмножество различное). 
Дуга «пр», идущая из вершины х (например, люди) в вершину 
z (например, официальные лица), указывает, что множество, 
представленное вершиной х (люди), есть подмножество мно-
жества, представленного вершиной z (официальные лица), 
и что х (люди) не пересекается ни с каким другим подмноже-
ством, представляемым вершиной r (например, предприятия) 
и имеющим дугу «пр» из r (предприятия) в z (официальные 














































Рис. 4.3. Фрагмент семантической сети 
Одно из основных отличий иерархических семантических 
сетей от простых семантических сетей состоит в возможности 
разделить сеть на подсети (пространства) и устанавливать от-
ношения не только между вершинами, но и между пространст-
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вами [9]. Все вершины и дуги являются элементами по крайней 
мере одного пространства. Отметим, что понятие пространства 
аналогично понятию скобок в математической нотации. Раз-
личные пространства, существующие в сети, могут быть упо-
рядочены в виде дерева пространств, вершинам которого со-
ответствуют пространства, а дугам — отношения «видимости».
На рис. 4.4 приведен пример дерева пространств, в со-
ответствии с которым, например, из пространства Р6 (про-
странство-потомок), видимы все вершины и дуги, лежащие 
в пространствах-предках P4, P2, Р0, а остальные пространства 
невидимы. Отношение «видимости» позволяет сгруппировать 
пространства в упорядоченные множества — «перспективы». 
Перспектива обычно используется для ограничения сетевых 
сущностей, «видимых» некоторой процедурой, работающей 
с сетью. Обычно в перспективу включают не любые, а иерар-
хически сгруппированные пространства. При графическом 
изображении иерархических сетей обычно используют следу-
ющие соглашения [7; 8]:
1) вершины и дуги, лежащие в одном пространстве, ог-
раничиваются на рисунках многоугольником (обычно 
прямоугольником);
2) дуга принадлежит тому пространству, в котором нахо-
дится имя дуги;
3) пространство Pi (точнее, ограничивающий его много-
угольник), изображаемое внутри пространства Pj, счи-
тается потомком (внутренним уровнем), т. е. из Pi «ви-
димо» Pj. Пространство Pi может рассматриваться как 
супервершина, которая лежит в Pj. Свойство «невиди-
мости» позволяет повысить эффективность операции 
поиска в сети. Например, при поиске конкретных фак-
тов информация из кванторных утверждений и правил 
невидима, так как она заключена в пространствах, ог-
раничивающих эти утверждения и правила [7; 8].
45









Р3 Р5 Р4 
Р7 Р6 
Рис. 4.4. Пример разбиения сети на пространства 
При необходимости в иерархических сетях можно пред-
ставить любые логические связки и кванторы. На рис. 4.5 
и 4.6 приведено представление выражений, содержащих со-
ответственно импликацию и квантор всеобщности (выражен-
ный через импликацию). Кроме представления логических 
связок и кванторов, сеть может быть использована также для 
кодирования других структур высших порядков.
При решении многих конкретных задач представление 
знаний только в виде семантических сетей оказывается неу-
добным или неэффективным. По этой причине в семантиче-





















Рис. 4.5. Сетевое представление импликации 
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Рис. 4.6. Изображение в сети квантора всеобщности  
с использованием импликации 
Основным преимуществом семантической модели является 
то, что она больше других соответствует современным пред-
ставлениям об организации долговременной памяти человека 
и была предложена психологом Куиллианом. Термин «семан-
тическая» означает «смысловая», а сама семантика — это нау-
ка, устанавливающая отношения между символами и объекта-
ми, которые они обозначают, т. е. наука, определяющая смысл 
знаков. Недостатком этой модели является сложность органи-
зации процедуры поиска вывода на семантической сети [24].
Для реализации семантических сетей существуют специ-
альные сетевые языки, например, NET [31], ВОЛНА [32; 33] 
и др. Широко известны ЭС, использующие семантические 
сети в качестве языка представления знаний, например, 
PROSPECTOR, CASNET, TORUS [34; 35].
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4.5. Фреймы
Стремление разработать представление, соединяющее 
в себе достоинства различных моделей, привело к возникно-
вению так называемого фрейм-представления [36] (фрейм — 
от англ. frame — «рама» или «рамка»). По Минскому, фрейм — 
это структура данных (т. е. декларативное представление), 
предназначенная для представления некоторой стандартной 
ситуации. С каждым фреймом ассоциируется разнообраз-
ная информация (в том числе и процедуры), например, ин-
формация о том, как пользоваться данным фреймом, каковы 
ожидаемые результаты выполнения фрейма, что делать, если 
ожидания не оправдались, и т. п. Фрейм можно представить 
в виде сети, состоящей из вершин и отношений (дуг). «Верх-
ние уровни» фрейма фиксированы и представляют сущности, 
всегда истинные в ситуации, описываемой данным фреймом. 
«Нижние уровни» заканчиваются слотами (от англ. slot — 
поле), которые заполняются конкретной информацией при 
вызове фрейма. Можно провести аналогию между фреймами 
и описанием процедур в языках программирования [7; 8].
Фрейм соответствует описанию процедуры, а означенный 
фрейм (фрейм-пример) соответствует вызову процедуры. 
Отличие фреймов от описаний процедур состоит в том, что 
фреймы могут вызываться не по имени, а по соответствию 
текущей ситуации той ситуации, которую описывает данный 
фрейм. Кроме того, фрейм, слоты и механизм их означивания 
описывают ситуацию в семантических (а не синтаксических) 
терминах и в метатерминах. С каждым слотом фрейма свя-
заны описания условий, которые должны быть соблюдены, 
чтобы могло произойти означивание слота. В простейших 
случаях эти условия могут сводиться к указанию семанти-
ческих категорий, которым должно удовлетворять значение 
слота. В более сложных случаях условия могут касаться отно-
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шений между значениями, выбираемыми для нескольких сло- 
тов [7, 8].
Итак, фрейм-пример может быть представлен в виде следу-
ющей конструкции:
f = [< r1, v1 >,< r2, v2 >, …,< rn, vn >], 
где f — имя фрейма; ri — имя слота; vi — значение слота. В ка-
честве значений слотов могут выступать имена других фрей-
мов, что обеспечивает связь между фреймами (так образуют-
ся сети фреймов) [7, 8].
Ту же запись можно представить в виде таблицы [24].
Имя фрейма
Имя слота Тип слота Значение слота Присоединенная  
процедура
 
В таблице дополнительный столбец предназначен для воз-
можного присоединения к тому или иному слоту специальных 
процедур, что допускается в теории фреймов, и для указания 
типа слота [24].
Родственные фреймы связываются в систему фреймов. 
Система содержит описание зависимостей (причинных, вре-
менных и т. п.) между входящими в нее фреймами. Для выра-
жения указанных зависимостей фреймы, входящие в некото-
рую систему, имеют общее множество слотов. Представление 
зависимостей в явном виде позволяет предсказать переход 
от одного состояния А (выражаемого фреймом А´) к друго-
му зависимому от него состоянию В (выражаемому фреймом 
В´) и осуществить этот переход эффективно, т. е. не вычисляя 
заново значений всех параметров, характеризующих состоя-
ние В, а перечислив только изменившиеся (или новые) пара-
метры [7].
Различают фреймы-образцы, хранящиеся в базе знаний, 
и фреймы-экземпляры, которые создаются для отображения 
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реальных фактических ситуаций на основе поступающих дан-
ных [24].
Модель фрейма является достаточно универсальной, по-
скольку существуют не только фреймы для обозначения объек-
тов и понятий, но и фреймы-роли (отец, мать, начальник, пеше-
ход), фреймы-сценарии (лекция, собрание), фреймы-ситуации 
(тревога, авария, рабочий режим устройства) и др. [24].
Феноменологическая сила фрейм-представления во мно-
гом основывается на включении в него предположений 
и ожиданий. Слотам фрейма могут быть заранее приписаны, 
по умолчанию, некоторые стандартные значения. Это по-
зволяет анализировать с помощью фреймов ситуации, в ко-
торых отсутствует упоминание о ряде деталей. Стандартные 
значения, присвоенные по умолчанию, не жестко связаны 
со своими слотами и могут быть замещены более подходя-
щими значениями, если они найдены в обрабатываемой 
ситуации. Использование концепции «умолчания» часто 
позволяет исключить необходимость в кванторных утвержде-
ниях. Системы фреймов, в свою очередь, обычно организу-
ют в информационно-поисковую сеть. Эта сеть используется 
в случаях, когда предложенный фрейм не удастся привести 
в соответствие с данной ситуацией, т. е. когда слотам не мо-
гут быть присвоены значения, удовлетворяющие условиям, 
связанным с этими слотами. В подобных ситуациях сеть ис-
пользуется для того, чтобы предложить какой-либо другой 
фрейм [7; 8].
Необходимо отметить, что фрейм-представление (так же, 
как декларативное и процедурное представление) является 
не конкретным языком для представления знаний, а некой 
концепцией, реализуемой по-разному в таких конкретных 
языках, как KRL (Knowledge Representation Language) [34], 
FRL (Frame Representation Language) [37], K-NET и т. п. В част-
ности, фреймы могут быть представлены с помощью иерар-
50
Представление знаний в эксПертных системах
хических семантических сетей, как это сделано в K-NET, где 
некоторое пространство в сети рассматривается как фрейм, 
а дуги, связывающие это пространство с остальной сетью, 
рассматриваются как слоты [7; 8].
Важнейшим свойством теории фреймов является заим-
ствованное из теории семантических сетей наследование 
свойств. И во фреймах, и в семантических сетях наследова-
ние происходит по АКО-связям. Наследование свойств может 
быть частичным [24].
Основным преимуществом фреймов как модели представ-
ления знаний является то, что она отражает концептуальную 
основу организации памяти человека, а также ее гибкость 
и наглядность [38].
Специальные языки представления знаний в сетях фрей-
мов (FRL, KRL и др.) позволяют эффективно строить промыш-
ленные ЭС. Широко известны такие фрейм-ориентированные 
ЭС, как ANALIST, МОДИС [39].
4.6. Объектно-ориентированный  
подход
Наиболее развитым способом представления знаний в ЭС 
является объектно-ориентированная парадигма. Этот подход 
является развитием фреймового представления. В его основе 
лежат понятия объект и класс [7, гл. 5]; [7, прил. 1]. В реаль-
ном мире, а точнее в интересующей разработчика предметной 
области, в качестве объектов могут рассматриваться конкрет-
ные предметы, а также абстрактные или реальные сущности. 
Например, объектами могут быть покупатель, фирма, про-
изводящая определенные товары, банк, заказ на поставку. 
Объект обладает индивидуальностью и поведением, имеет 
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атрибуты, значения которых определяют его состояние. Так, 
конкретный покупатель, делая заказ, может оказаться в со-
стоянии, когда денег на его счете не хватает для оплаты, а его 
поведение в этом случае заключается в обращении в банк 
за кредитом [7].
Каждый объект является представителем некоторого клас-
са однотипных объектов. Класс определяет общие свойства 
для всех его объектов. К таким свойствам относятся состав 
и структура данных, описывающих атрибуты класса и соот-
ветствующих объектов, и совокупность методов — проце-
дур, определяющих взаимодействие объектов этого класса 
с внешней средой. Например, описание класса «магазины» 
может включать такие атрибуты, определяющие состояние 
объектов, как название и адрес, которые индивидуальны 
для каждого объекта этого класса — конкретного магазина, 
штат сотрудников, размер текущего счета, а также методы: 
формирование заказов на поставку товаров, передача товара 
со склада в торговую секцию и т. д. [7].
Объекты и классы обладают характерными свойствами, 
которые активно используются при объектно-ориентиро-
ванном подходе и во многом определяют его преимущества. 
К этим свойствам относятся следующие [7]:
•	 инкапсуляция — скрытие информации [7, гл. 5]. При 
объектно-ориентированном программировании име-
ется возможность запретить любой доступ к атрибутам 
объектов, доступ возможен только через его методы. 
Внутренняя структура объекта в этом случае скрыта 
от пользователя, объекты можно считать самостоятель-
ными сущностями, отделенными от внешнего мира. Для 
того чтобы объект произвел некоторое действие, ему 
извне необходимо послать сообщение, которое иниции-
рует выполнение нужного метода. Инкапсуляция позво-
ляет изменять реализацию любого класса объектов без 
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опасения, что это вызовет нежелательные побочные эф-
фекты в программной системе. Тем самым упрощается 
процесс исправления ошибок и модификации программ;
•	 наследование — возможность создавать из классов но-
вые классы по принципу «от общего к частному». Насле-
дование позволяет новым классам при сохранении всех 
свойств классов-родителей (называемых в дальнейшем 
суперклассами) добавлять свои черты, отражающие 
их индивидуальность. С точки зрения программиста 
новый класс должен содержать только коды и данные 
для новых или изменяющихся методов. Сообщения, 
обработка которых не обеспечивается собственными 
методами класса, передаются суперклассу. Наследова-
ние позволяет создавать иерархии классов и является 
эффективным средством внесения изменений и допол-
нений в программные системы [7];
•	 полиморфизм — способность объектов выбирать метод 
на основе типов данных, принимаемых в сообщении. 
Каждый объект может реагировать по-своему на одно 
и то же сообщение. Полиморфизм позволяет упростить 
исходные тексты программ, обеспечивает их развитие 
за счет введения новых методов обработки [7].
Итак, объектно-ориентированный подход заключается 
в представлении системы в виде совокупности классов и объ-
ектов предметной среды. При этом иерархический характер 
сложной системы отражается в виде иерархии классов, а ее 
функционирование рассматривается как взаимодействие 
объектов, с которыми ассоциируются, например, продукци-
онные правила. Ассоциирование продукционных правил ЭС 
с иерархией классов осуществляется за счет использования 
общих правил, в качестве префикса которых обычно исполь-
зуется ссылка на класс, к которому данное правило приме-
нимо. Указанный префикс, с точки зрения декларативного 
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представления знаний, семантически подобен квантору все-
общности в исчислении предикатов [7].
4.7. Практика использования моделей 
представления знаний в экспертных 
системах
Для того чтобы охарактеризовать представление знаний, 
используемое в некоторой системе, необходимо определить 
представление данных в рабочей памяти и представление 
знаний в базе знаний. В большинстве систем из соображений 
эффективности в базе знаний хранятся не только изолирован-
ные правила (как предписывает теория), но и некоторая связ-
ная модель, характеризующая проблемную среду в целом. 
В связи с разным назначением правил и модели обычно для 
их задания используются различные представления. Ниже бу-
дут рассмотрены наиболее типичные подходы, используемые 
в экспертных системах при представлении данных, правил 
и моделей проблемной области [7].
Применение продукционных правил
При этом подходе данные в рабочей памяти представляются 
в виде изолированных троек: «объект — атрибут — значение». 
С каждой тройкой связан коэффициент определенности. Иерар-
хия объектов задается с помощью дерева контекстов. Это дере-
во может рассматриваться как фрейм, который обеспечивает 
механизм наследования. В дереве контекстов каждому объекту 
приписаны соответствующие ему атрибуты. Впервые этот под-
ход был использован в ЭС MYCIN [8]. Ниже приведен способ 
представления продукционных правил в типичной ЭС [7]:
<правило>::= (ЕСЛИ <условие> ТО <действие> 
                                 ИНАЧЕ <действие>) 
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<условие>::= (И {<предложение>}*) 
<предложение>::= (ИЛИ {<предложения>}*) з 
(<предикат><тройка>) 
<тройка>::= (<объект><атрибут><значение>) 
<действие>::= {<заключение>}* з <процедура> 
<заключение>::= (<тройка><коэффициент определенности>) 
Здесь при истинности условия выполняется действие, сто-
ящее за указателем ТО, а при ложности — действие, стоящее 
за указателем ИНАЧЕ. Сущности, помеченные звездочкой, могут 
появиться в правиле один или более раз. Например, условие есть 
конъюнкция одного или более предложений, а предложение есть 
либо дизъюнкция одного или более предложений, либо преди-
кат, примененный к тройке: «объект — атрибут — значение».
Использование семантических сетей
При этом подходе (см., например, ЭС PROSPECTOR [40]) 
данные в рабочей памяти и базе знаний представлены не в виде 
изолированных троек «объект — атрибут — значение», а в виде 
семантической сети. Отметим, что семантическая сеть может 
рассматриваться как обобщение представления в виде троек, 
допускающее представление любого n-арного отношения над 
произвольным числом объектов. Один из возможных способов 
представления правил в семантической сети [7]:
<правило>::= (ЕСЛИ <условие> ТО <мера И> <мера Л> 
< действие>) 
<условие>::= <утверждение> 
<утверждение>::= <логическое утверждение> з 
                                        <описательное утверждение> 
<логическое утверждение>::= (И {<утверждение>}*) з 
                                                               (ИЛИ {<утверждение >}*) з 
                                                               (НЕТ <утверждение>) 
<действие>::= <описательное утверждение> 
Правила связывают условие и действие, являющиеся утвер-
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ждениями о проблемной области. Утверждения могут быть 
истинными и ложными. Утверждения делятся на логические 
и описательные. Логическое утверждение является булевской 
комбинацией других утверждений. Действие и терминальная 
компонента логического утверждения всегда являются описа-
тельными утверждениями, которые в общем случае представ-
ляют собой фрагмент семантической сети [7].
Для учета неопределенности во многих ЭС вводится коэффи-
циент определенности утверждений. Коэффициент определен-
ности логического утверждения вычисляется по правилам ло-
гики размытых множеств [41]. Коэффициент определенности 
описательных утверждений либо указывается пользователем 
(для исходных данных), либо (для выведенных утверждений) 
вычисляется по правилу Байеса [42]. В случае неопределен-
ности каждое правило содержит две меры, используемые для 
модификации коэффициента определенности утверждения, 
выведенного этим правилом. Первая из мер используется в том 
случае, если условие определено как истинное, а вторая — 
если условие ложно. Условие оценивается как истинное, если 
его коэффициент определенности лежит в диапазоне: (0;+1]. 
При изменении коэффициента определенности некоторого 
условия применяется правило, и на основе процедуры Байеса 
подсчитывается коэффициент определенности действия (опи-
сательного утверждения) соответствующего правила [7].
Использование фреймов
При этом подходе (см., например, ЭС RLL [43]) в виде фрей-
мов обычно представляются все виды данных и знаний, бо-
лее сложных, чем список значений: объекты, правила, слоты 
фреймов, механизмы выводов и т. п. Фреймы организуются 
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Описание Сообщить пользователю 
об опасности для его здоровья, 




 (Химическая активность вы-
сока?)
ЕСЛИ истинно релевантен  (Близость химически актив-
ного места и пользователя?)
ТО сказать пользователю «Не дышать, химически актив-
ные вещества!»
ТО добавить к агенде  (<соответствующие систем-
ные указания>)
Приоритет Высокий
Среднее время выполнения: 0,1 с
Частота использования: Рассматривалось 985 раз, ис-
пользовалось 4 раза
Представление правила в виде фрейма имеет следующие 
отличия [7]:
1) наличие не одного, а нескольких условий и действий 
для разных уровней анализа правила;
2) наличие большого количества описательных (невы-
полняемых) слотов, которые могут быть использованы 
метаправилами для управления. Необходимо обратить 
внимание на то, что информация о правиле хранится 
в нескольких слотах. Это позволяет использовать раз-
личные интерпретаторы правил в зависимости от це-
лей разработчика. Например, один дешевый интер-
претатор, предназначенный для быстрой обработки, 
может на основе анализа слота «ЕСЛИ потенциально 
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релевантен» определять число подходящих правил 
и уже затем принимать решение в зависимости от по-
лученного результата. Второй, более традиционный ин-
терпретатор оценивает все слоты «ЕСЛИ» всех правил 
и затем, если число подходящих правил больше одного, 
будет разрешать конфликт, выбирая единственное пра-
вило. Третий интерпретатор, оценив сначала, сколько 
времени имеется на решение задачи, может устранить 
из рассмотрения все правила, имеющие высокое значе-
ние слота «Среднее время выполнения», проанализи-
ровать далее слоты «Если потенциально релевантен» и, 
если правил все еще много, устранить те из них, кото-
рые определяют новые фреймы, а для оставшихся пра-
вил оценить все слоты «ЕСЛИ» и выбрать единственное 
правило.
Использование управляемых образцами модулей
Механизм использования управляемых образцами моду-
лей проиллюстрируем на примере инструментальной систе-
мы HEARSAY-III [44], предназначенной для проектирования 
ЭС и являющейся модификацией системы понимания речи 
HEARSAY-II [7].
Все рассмотренные ранее способы представления знаний 
использовали частный случай управляемых образцами моду-
лей. Действительно, каждый модуль представлялся в виде про-
дукционного правила. Сложность правил была весьма ограни-
чена, что позволяло выразить их в виде, понятном эксперту. 
Если же преобразования, выполняемые модулем, очень слож-
ны, то для их представления приходится прибегать к проце-
дурной форме. Стремление сохранить независимость модулей 
друг от друга привело к созданию в HEARSAY-III схемы, обес-
печивающей взаимодействие модулей не непосредственно, 
а только через рабочую память, называемую «классная доска». 
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Модули в HEARSAY-III называются источниками знаний (ИЗ). 
Каждый источник знания состоит из программы-условия, 
которая определяет, применим ли ИЗ к текущему состоянию 
классной доски, и программы-действия, производящей ре-
зультаты [7].
Классная доска разделена на несколько уровней, на каждом 
из которых обрабатываются данные определенного вида. Так, 
в системе HEARSAY-II выделены следующие уровни: предло-
жение, словосочетание, слово, слог, фонема и т. д. Поиск ре-
шения рассматривается системой как итеративный процесс, 
состоящий из выдвижения гипотез и проверки их правдопо-
добности. Текущее состояние решения представляется в виде 
гипотез на классной доске. Гипотеза представляет собой ин-
терпретацию некоторой части устного высказывания на опре-
деленном уровне. Гипотезы различных уровней объединены 
в направленный граф (сеть), что позволяет описывать гипоте-
зы высшего уровня через гипотезы более низкого уровня [7].
Итак, в HEARSAY-III рабочая память представляется в виде 
сети, а знания о проблемной среде — в виде модулей, вызы-
ваемых по образцу. Использование программ, вызываемых 
по образцу, является шагом в направлении к процедурному 
представлению с попыткой сохранить независимость источ-
ников знания. Подобный подход (в отличие от использова-
ния продукций и сетей) позволяет решать значительно более 
сложные задачи, но уменьшает возможности по объяснению 
и приобретению новых знаний. Использование программ, 
вызываемых по образцу, требует разработки для каждой пред-
метной области своего специфического решателя, осуществ-
ляющего планирование процесса решения и использование 
знаний. Применение правил в виде продукций, фреймов, се-
тей позволяет создавать системы, ориентированные на опре-
деленный класс задач, сохранив способности к объяснению 
и приобретению знаний. Однако малая мощность подобных 
59
4. Модели представления знаний
правил приводит к резкому снижению эффективности при ре-
шении сложных задач. Так, например, экспериментальная по-
пытка представить часть HEARSAY-II в виде продукционных 
правил привела к замедлению работы примерно в 1000 раз. 
Общим для всех рассмотренных подходов является использо-
вание образцов при вызове модуля или правила [7].
Смешанные представления (объекты и правила)
Как правило, в экспертных системах используется не одно, 
а несколько представлений. Исполняемые утверждения пред-
ставляются либо в виде продукционных правил, либо в виде 
модулей (процедур), вызываемых по образцу. Для представле-
ния модели предметной области используются объектный под-
ход или сетевые модели (семантические сети и фреймы) [7].
Главное преимущество использования объектно-ориен-
тированного программирования при разработке систем об-
работки данных заключается в поддержке методов, облегча-
ющих повторное использование кода. Однако, как отмечают 
многие исследователи, эффект от внедрения объектно-ориен-
тированной технологии программирования начинает прояв-
ляться лишь через 5–8 лет. Это обусловлено необходимостью 
накопления опыта разработок и формирования устойчивой 
и достаточно гибкой иерархии классов. Очевидно, что подоб-
ные издержки неприемлемы для инструментальных средств 
инженерии знаний, где одним из определяющих требований 
является необходимость создания «быстрого прототипа». Поэ-
тому объектно-ориентированный инструментарий для созда-
ния систем, основанных на знаниях, должен включать и би-
блиотеку стандартных, но достаточно легко модифицируемых 
объектов [7].
Применение объектно-ориентированного подхода в си-
стемах инженерии знаний выводит на первый план другую 
его особенность, а именно возможность естественной деком-
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позиции задачи на совокупность подзадач, представляемых 
достаточно автономными агентами, работающими со знани-
ями. На сегодняшний день это единственная практическая 
возможность работы в условиях экспоненциального роста 
сложности (количества взаимосвязей), характерного для сис-
тем, использующих знания. Так, практически все инструмен-
тальные средства для создания динамических ЭС поддержи-
вают объектно-ориентированный подход к проектированию 
систем, объединенный с правилами [7, гл. 9].
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5. ОСОБЕННОСТИ  
ПРЕДСТАВЛЕНИЯ ЗНАНИЙ 
В СУЩЕСТВУЮЩИХ  
ЭКСПЕРТНЫХ СИСТЕМАХ 
И ИНСТРУМЕНТАЛЬНЫХ  
СРЕДСТВАХ ДЛЯ ИХ РАЗРАБОТКИ
Рассмотрим особенности представления знаний (состав 
знаний и способ их представления) в существующих извест-
ных экспертных системах и инструментальных средствах для 
их разработки [45–48].
5.1. Промышленная экспертная  
система DENDRAL
Система [49; 50] разработана в рамках Стэндфордского 
проекта, продолжавшегося 16 лет (с 1965 г.). Областью при-
ложения DENDRAL является химия. Задача системы состоит 
в том, чтобы на основе химической формулы и масс-спектро-
граммы вывести возможные структуры молекулы. Эта задача 
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относится к классу задач интерпретации. DENDRAL решает 
практические задачи, требующие высокой классификации.
Знания состоят из химических структур, правил и ограничений. 
Химические структуры представляются в виде графов, состоящих 
из вершин (атомов) и дуг (связей между атомами). Ограничения 
представляются в виде подграфов с указанием о том, запрещены 
они или возможны. Правила, на основании которых генерируют-
ся структуры молекул, имеют форму «ситуация ® действие», где 
«ситуация» и «действие» представлены в виде подграфов.
Процедура вывода представляет собой эвристический по-
иск, происходящий в три этапа: «план — генерация — про-
верка». На этапе «план» определяются пространство поиска 
и ограничения, соответствующие входным данным. На этапе 
«генерация» порождаются все возможные структуры, удов-
летворяющие ограничениям. При поиске используется стра-
тегия, «направляемая данными». Пользователь может задать 
дополнительные ограничения. На этапе «проверка» осуществ-
ляется отбор лучших из предложенных решений, т. е. выбира-
ются те из полученных структур, которые наиболее точно со-
ответствуют исходным данным.
В первых редакциях система DENDRAL имела минималь-
ные объяснительные способности и простейший язык обще-
ния. Процесс приобретения знаний весьма трудоемок и слабо 
автоматизирован. Для устранения этого недостатка была раз-
работана система MetaDENDRAL, автоматизирующая процесс 
приобретения правил DENDRAL.
5.2. Системы MYCIN, TEIRESIAS, EMYCIN
Система MYCIN [51] находится на стадии действующего 
прототипа. Областью приложения системы MYCIN являет-
ся медицина. Система решает задачи постановки диагноза 
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и определения методов лечения инфекционных заболеваний 
крови. По качеству решений система не уступает эксперту- 
человеку.
Знания в MYCIN разделяются на факты и продукционные 
правила (продукции). Общее количество правил около 400. 
Факты представляются в виде троек («объект — атрибут — 
значение»), снабженных коэффициентом определенности. 
Продукции представлены в форме «условие ® действие», где 
«условие» есть булевское выражение предикатных функций, 
применимых к фактам, а «действие» — факт или операция 
над фактом. Факту, полученному в результате выполнения 
продукции, присваивается коэффициент определенности, ко-
торый вырабатывается по определенным правилам в зависи-
мости от значений коэффициентов определенности у фактов, 
входящих в условие. Если этот коэффициент меньше некото-
рого положительного порогового значения, то его значение 
приравнивается нулю.
Процедура вывода реализуется в виде исчерпывающего по-
иска, «направляемого целями». При постановке диагноза для 
каждого из 100 известных ей заболеваний система просма-
тривает правые части продукций и выделяет те из них, кото-
рые содержат заключения о текущей цели (заболевании). Для 
таких продукций система пытается вычислить истинность ус-
ловий. Если значение некоторого условия неизвестно, то вхо-
дящие в него факты рассматриваются как подцели и процесс 
повторяется. В связи с тем, что осуществляется исчерпываю-
щий поиск, в результате будет найден (если, конечно, он су-
ществует) путь, приводящий от фактов, характеризующих 
условие задачи, к диагнозу.
Диалог с пользователем-специалистом ведется на огра-
ниченном английском языке. От пользователя не требуется 
знаний в области программирования. В связи с ограниченно-
стью предметной области используется простой лингвистиче-
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ский процессор, поскольку оказалось достаточным понимать 
смысл предложений на уровне ключевых слов. Система обла-
дает объяснительными способностями: анализируя процесс 
получения решения, она может отвечать на вопросы о том, 
ПОЧЕМУ был использован некий факт или КАК этот факт был 
установлен. Система обладает способностью модифициро-
вать старые правила и приобретать новые. Для развития объ-
яснительных способностей системы MYCIN и автоматизации 
приобретения знаний была построена инструментальная сис-
тема TEIRESIAS [52–54].
Стремление использовать подход, примененный в MYCIN, 
для более широкого круга приложений привело к созданию 
инструментальной системы EMYCIN (Empty MYCIN, т. е. пу-
стой МИЦИН), которая является версией MYCIN, не завися-
щей от проблемной области. Таким образом, EMYCIN [55] яв-
ляется базовой системой, предназначенной, в первую очередь, 
для решения задач диагностики. EMYCIN позволяет приме-
нить процедуры вывода к такой предметной области, знания 
о которой могут быть записаны в виде правил MYCIN. Систе-
ма EMYCIN находится на исследовательской стадии.
5.3. Системы PROSPECTOR и KAS
ЭС PROSPECTOR достигла стадии промышленной системы. 
Областью приложения системы PROSPECTOR [56; 40] явля-
ется геология. Задача системы — помочь геологу определить 
наличие месторождения руды заданного вида на основе ге-
ологических данных. Качество решений, получаемых систе-
мой, не уступает качеству решений, даваемых экспертом-ге-
ологом. Знания об области экспертизы представлены в виде 
моделей, каждая из которых соответствует месторождению 
определенного типа. Правила имеют вид «условие ® дейст-
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вие (Х><Y)». Условие и действие суть утверждения о про-
блемной области, которые могут быть истинными (от 1 до 0) 
и ложными (от 0 до –1). Условие является булевской комбина-
цией утверждений. Действие состоит из одного утверждения. 
Все утверждения представляются в виде семантических сетей 
с пространствами [57, 9], которые представляют собой обоб- 
щение троек, использованных в MYCIN.
Для работы с неопределенными знаниями с каждым 
утверждением связано значение вероятности, т. е. мера, оце-
нивающая степень истинности утверждения. Вероятность 
логического утверждения (т. е. утверждения, содержащего 
булевские операции) вычисляется исходя из вероятности 
компонент этого утверждения по правилам Заде для размы-
тых множеств [41]. Вероятность простого утверждения (т. е. 
утверждения, не содержащего булевские операции) определя-
ется или из ответа пользователя, или по правилу Байеса [42]. 
<X> и <Y> в правиле указывают, как модифицировать веро-
ятность утверждения в действии правила: <X> используется 
тогда, когда условие истинно (т. е. вероятность условия нахо-
дится в диапазоне 0–1), <Y> — когда условие ложно (т. е. веро-
ятность в диапазоне 0 — (–1)).
Процедура вывода в системе может осуществлять поиск ре-
шения не только с помощью стратегии, «направляемой целя-
ми» (как в MYCIN), но и с помощью стратегии, «направляемой 
данными». При поиске, «направляемом целями», вместо ис-
черпывающего поиска в ширину (как это делается в MYCIN) 
используется метод эвристических оценочных функций.
Общение системы с пользователем осуществляется в виде 
обмена простыми предложениями английского языка. Объ-
яснительные способности подобны способностям MYCIN. Для 
упрощения процесса приобретения знаний системой 
PROSPECTOR разработана система KAS. В процессе приобре-
тения знаний KAS подсказывает пользователю пропущенные 
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им обязательные компоненты новых знаний. Ядром KAS яв-
ляется сетевой редактор, в котором имеются знания о процес-
сах, происходящих в PROSPECTOR. Именно эта способность 
KAS позволяет ей при приобретении знаний осуществлять их 
проверку с точки зрения как формы, так и содержания.
KAS может рассматриваться как не зависящая от про-
блемной области версия PROSPECTOR, она соотносится 
с PROSPECTOR так же, как EMYCIN с MYCIN. KAS позволяет 
использовать процедуры вывода PROSPECTOR в проблемных 
областях, знания о которых могут быть представлены в виде 
правил, используемых в системе PROSPECTOR.
5.4. Экспертная система CADUCEUS
Первоначальное название этой системы INTERNIST [58]. 
Система находится на стадии действующего прототипа. Обла-
стью экспертизы является диагностика внутренних болезней 
человека. Система содержит информацию о 500 болезнях, что 
составляет 80 % всех известных терапевтических заболева-
ний. База данных CADUCEUS — самая большая среди баз дан-
ных существующих ЭС. В системе хранятся знания приблизи-
тельно о 100000 ассоциативных связях между симптомами 
и болезнями. Система используется в клинической практике 
и для обучения студентов-медиков. Качество решений систе-
мы высокое. Знания системы включают два основных типа 
данных: болезни и их проявления (анамнез, симптомы, при-
знаки, лабораторные данные). Между этими типами данных 
установлен ряд отношений. Каждой болезни сопоставлен ас-
социативный список ее проявлений. Существует и обратный 
список, т. е. для каждого проявления указаны болезни, при 
которых оно встречается. Связям между болезнями и прояв-
лениями присвоены весовые коэффициенты (от 1 до 5). Бо-
67
5. Особенности представления знаний 
лезни организованы в иерархическое дерево, а также связаны 
причинными, временными и ассоциативными отношениями. 
Знания представляются в виде сетей с использованием коэф-
фициента определенности. При поиске решения система ком-
бинирует стратегию, «направляемую данными», со стратеги-
ей, «направляемой целями». Данные о пациенте используются 
для порождения некоторых гипотез (целей). Эти гипотезы 
используются для порождения других гипотез, которые либо 
подтверждаются, либо используются для изменения исход-
ных гипотез. В процессе поиска решения используются зна-
ния о таксономии болезней и о причинных взаимоотношени-
ях между ними. В рассуждениях системы учитывается фактор 
неопределенности знаний.
Интерфейс с пользователем довольно удобен. Объясни-
тельные способности минимальны. Система ориентирована 
на возможное расширение списка болезней, симптомов и вза-
имосвязей между ними. При добавлении новых знаний моди-
фикация связей осуществляется автоматически.
5.5. Коммерческая экспертная  
система R1
Областью приложения системы R1 является вычислитель-
ная техника [59]. На основании заказа пользователя, прио-
бретающего требуемую ему конфигурацию вычислительной 
системы VAX-11/780 фирмы DEC, система R1 выполняет сле-
дующие функции:
1) определяет, не содержит ли заказ пользователя несов-
местимых компонент системы VAX, и выявляет компо-
ненты, недостающие для функционирования заказыва-
емой конфигурации;
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2) выдает в виде диаграммы конечную конфигура-
цию VAX, которая используется техническими служба-
ми при установке системы заказчику;
3) учитывает при построении диаграммы накладываемые 
заказчиком ограничения (на желаемый порядок распо-
ложения компонент, на типы и длину кабелей, связыва-
ющих устройства, и т. п.).
Сложность задач, решаемых системой R1, обусловлена 
сложностью системы VAX-11, состоящей из 420 компонент, 
и многочисленностью правил, ограничивающих возможные 
способы взаимодействия компонент. Система R1 превосходит 
эксперта-человека по качеству работы и по времени решения 
задачи (R1 безошибочно определяет конфигурацию за 2,5 ми-
нуты, а эксперт-человек, затрачивая на работу несколько ча-
сов, допускает ошибки, обнаруживаемые только после уста-
новки системы).
Знания в системе представляются в виде правил: «условие 
® действие». В системе используется примерно 3000 правил. 
Правила можно рассматривать как операции, преобразую-
щие состояния. Условная часть каждого правила описывает 
свойства состояния, к которому правило применимо. Часть 
«действие» определяет, как текущее состояние должно быть 
преобразовано.
Особенность процедур вывода в системе R1 состоит в том, 
что поиск решения осуществляется, как правило, методом 
сопоставления, а не методом «генерация и проверка», т. е. ис-
пользуется безвозвратная стратегия [60]. При безвозвратном 
управлении применимое правило используется необратимо. 
Говоря другими словами, вместо генерации нескольких гипо-
тез и выбора среди них одной, приводящей к решению, сис-
тема исследует проблемную область и генерирует единствен-
ное приемлемое решение. Метод сопоставления применим 
в тех случаях, когда знания, используемые на каждом шаге, 
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достаточны для того, чтобы отличить приемлемое решение 
от неприемлемого. Почти все задачи, решаемые системой R1, 
удовлетворяют этому требованию, что позволило избежать 
перебора при поиске решения.
5.6. Планировщик STRIPS
Программа STRIPS [61] демонстрирует один из подходов 
к представлению проблем. Наименование программы — аб-
бревиатура от Stanford Research Institute Problem Solver (реша-
тель проблем Станфордского исследовательского института). 
Программа предназначалась для решения проблемы форми-
рования плана поведения робота, перемещающего предметы 
через множество (анфиладу) помещений. Программа STRIPS 
оказала очень большое влияние на последующие разработки 
в области искусственного интеллекта, и те базовые методи-
ки представления знаний, которые были в ней использованы 
для формирования действий, не утратили своей актуальности 
до настоящего времени.
Текущее состояние окружающей среды — помещений 
и предметов в них — представляется набором выражений 
«предикат-аргумент», которые в совокупности образуют мо-
дель мира. Так, набор формул 
W = {at (poбoт, комната А), at (ящик 1, комната Б),  
at (ящик 2, комната В)} 
означает, что робот находится в комнате А, и имеются два 
ящика, один из которых находится в комнате Б, а второй — 
в комнате В.
Действия, которые может выполнить робот, принимают 
форму операторов, приложимых к текущей модели мира. Эти 
операторы позволяют добавить в модель некоторые факты 
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(сведения) или изъять их из модели. Например, выполнение 
операции 
«Переместить робот из комнаты А в комнату Б» 
в модели мира приведет к формированию новой модели W´. 
При этом факт at (робот, комната А) будет изъят из модели, 
а добавлен факт at (робот, комната Б). В результате новая мо-
дель мира будет иметь вид 
W´ = {at (робот, комната Б), at (ящик 1, комната Б),  
аt (ящик 2, комната В)}.
Следует обратить внимание на то, что в данной работе рас-
сматриваются только символические преобразования в моде-
ли мира и не затрагивается вопрос о возможности реального 
перемещения робота из комнаты А в комнату Б. Обладающий 
интеллектом робот должен быть не только способен изменять 
свое реальное положение в окружающей среде, но и однов-
ременно менять свое внутреннее представление этой среды, 
знать, где он сейчас находится.
Таблицы операторов и методика  
«средство — анализ завершения»
Допустимые операции, такие как перемещение робота 
из одной комнаты в другую или проталкивание объектов, ко-
дируются в таблице операторов. Ниже показан элемент этой 
таблицы, соответствующий операции push (толкать):
push (X, Y, Z) 
Предварительные условия at (poбoт, Y), at (X, Y) 
Список удалений at (робот, Y), at (X, Y) 
Список добавлений at (робот, Z), at (X, Z) 
Здесь выражение push (X, Y, Z) означает, что объект X вы-
талкивается (роботом) из положения Y в положение Z, при-
чем X, Y и Z — переменные в области значений, охватываю-
щей доступное множество объектов, в то время как робот, 
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комната А, ящик 1, комната Б, ящик 2, комната В — это имена 
конкретных объектов из этого множества.
С точки зрения программиста переменные X, Y и Z в опре-
делении оператора, заданном элементом таблицы, — это ана-
логи формальных параметров в определении процедуры, ко-
торая соответствует такому действию:
«Вытолкнуть какой-либо объект из какого-либо положения 
в любое другое положение, если имеют место заданные предва-
рительные условия; затем удалить формулы, указанные в списке 
удаления, и добавить формулы, указанные в списке добавления».
С точки зрения логики элемент push таблицы операторов 
может быть прочитан в виде формулы, которая утверждает:
«При любых X, Y и Z объект X выталкивается из Y в Z, если 
робот и объект X находятся в Z, а затем состояние изменятся 
заменой Y на Z».
Целевое состояние также представляется формулой, на-
пример:
а1 (ящик 1, комната А), а Щ ящик 2, комната Б).
Программа STRIPS включает множество процедур, кото-
рые выполняют различные функции, в частности: обработку 
списка целей; выбор очередной цели; поиск операторов, кото-
рые могут быть использованы для достижения текущей цели; 
анализ соответствия между целью и формулами в списке до-
бавлений в модель; установку сформулированных предвари-
тельных условий в качестве подцелей.
Чтобы представить себе, как на практике использовать 
подобную структуру представлений, рассмотрим простую 
задачу: как готовиться к ланчу с потенциальным клиентом. 
Для этого, во-первых, нужно иметь в своем распоряжении 
определенную сумму наличных денег, чтобы расплатиться; 
во-вторых, нужно проголодаться, поскольку речь идет о прие-
ме пищи. Сформулированные условия можно рассматривать 
в качестве предварительных для достижения цели «ланч». 
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Эта цель может быть представлена оператором, как показано 
на рис. 5.1. После завершения ланча деньги будут потрачены, 
а у вас исчезнет чувство голода. Эти простые факты нашли от-
ражение в списках удалений и добавлений для оператора have 
lanch. Однако обладание известной суммой наличных денег 
нельзя рассматривать как естественное состояние клиента. 
Сначала нужно получить их в банкомате, что, в свою очередь, 
требует передвижения. Следовательно, нужно добавить в таб-
лицу операторов еще два элемента — at cash mashine (передви-
жение к банкомату) и have money (получение наличности).
 
Have Lunch with Client 
(пригласить клиента на ланч) 
 
Предварительные условия have money (иметь деньги) 
have appetite (иметь аппетит) 
Список удалений have money (иметь деньги)  
have appetite (иметь аппетит) 
Список добавлений have client (иметь клиента) 
 
Have money (иметь деньги)  
Предварительные условия At cash machine (у банкомата) 
Have cash card (иметь кредитную 
карточку) 
Список удалений at cash machine (у банкомата) 
Список добавлений have money (иметь деньги) 
 
At cash machine (у банкомата)  
Предварительные условия have transport (иметь транспорт) 
Список удалений at work (на рабочем месте) 
Список добавлений at cash machine (у банкомата) 
 
Рис. 5.1. Таблица операторов для задачи «Ланч» 
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Этот простой пример обладает довольно интересными 
свойствами. Отметим, что формулы для модели мира в исход-
ном состоянии 
at (work), have (transport) 
остаются в неприкосновенности до тех пор, пока мы явно 
не удалим их. Таким образом, у вас остается возможность пе-
редвигаться по городу на протяжении всего времени реали-
зации плана, поскольку формально отсутствуют какие-либо 
признаки, что эта возможность может быть утеряна (напри-
мер, автомобиль будет угнан, или вы попадете в дорожную 
аварию, или по дороге к банкомату кончится бензин). Точно 
так же может что-нибудь произойти и с банкоматом — он мо-
жет «зажевать» карточку, или вы можете забыть вытащить ее, 
или может вдруг появиться механическая рука и ножницами 
разрезать ее. Но предполагается, что последовательность дей-
ствий, представленная в сгенерированном машиной плане, 
не должна предвидеть такие исключительные ситуации, хотя 
в реальной обстановке это соблюдается далеко не всегда.
Такая стратегия «обратных» рассуждений, т. е. от целей 
к подцелям, чрезвычайно распространена в программах 
искусственного интеллекта и экспертных системах, как вы 
уже убедились на примере системы MYCIN. Но даже на таком 
ограниченном множестве операторов, как в нашем примере, 
может существовать несколько вариантов выполнения дейст-
вий. В этом случае необходимо будет организовать какой-то 
механизм поиска наилучшей последовательности операто-
ров, приводящих к достижению сформулированной цели.
По существу, в системе STRIPS при выборе операторов 
выполняется поиск в пространстве состояний. В результате 
формируется план, т. е. последовательность операторов, при-
водящая к достижению цели, причем за основу берется стра-
тегия «обратного» прослеживания. Основное отличие STRIPS 
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от других аналогичных программ состоит в том, что вместо 
методики «генерация — проверка» для передвижения в про-
странстве состояний используется другой метод, известный 
как «средство — анализ завершения» (means-ends analisys).
В контексте нашей задачи применение методики «генера-
ция — проверка» означает следующее: для каждого текущего 
состояния предпринимаются попытки использовать все воз-
можные операторы, причем после каждой попытки анализиру-
ется, не привела ли она к желанной цели. Но такая методика 
явно бессмысленна, поскольку количество разнообразных опе-
раций, которые робот способен выполнить в некоторой произ-
вольной ситуации, очень велико, причем многие из этих опе-
раций не имеют никакого отношения к достижению заданной 
цели. Уже после нескольких первых испытаний размерность 
пространства состояний увеличится и будет экспоненциально 
нарастать с каждым новым испытанием. Совершенно очевид-
но, что в данном случае нужна совершенно иная стратегия.
Основная идея, которая лежит в основе метода «средст-
во — анализ завершения», состоит в том, чтобы с каждой 
новой операцией отличие между текущим состоянием и це-
левым уменьшалось, т. е. каждая очередная операция должна 
приближать нас к цели. Но это предполагает включение в рас-
смотрение некоторой меры для оценки «расстояния» в про-
странстве состояний. Такая мера очень походит на оценочную 
функцию. Если очередная цель сформулирована в виде 
at (ящик 1, комната А), 
а ящик находится в комнате Б, то перемещение робота из ком-
наты А в комнату В никак не «приблизит» текущее состояние 
к целевому. А вот перемещение робота из комнаты А в ком-
нату Б уменьшит расстояние между текущим и целевым со-
стоянием, поскольку робот теперь сможет на очередном шаге 
вытолкнуть ящик из комнаты Б в комнату А. В этом смысле 
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поведение робота «мотивируется» от целевого состояния 
к подцелям, которые могут привести к достижению сформу-
лированной цели.
В действительности программа STRIPS считывает список 
целей наподобие такого:
at (ящик 1, комната А), аt (ящик 2, комната Б), 
а затем сопоставляет эти цели и список добавления в описа-
нии каждого оператора. Так, цель at (ящик 1, комната А) бу-
дет соответствовать элементу at (X, Z) в списке добавлений 
оператора push (X, Y, Z).
Пусть существует подстановка значений переменных 
Х/ящик 1, Z/комната А, 
которая приводит к равенству выражений at (ящик 1, комна-
та А) nat (X, Z).
Программа следующим образом формирует подцели, выби-
рая в качестве таковых предварительные условия оператора.
(1) Подстановкой {Х/ящик 1, Z/комната А} обозначить 
предварительное условие, которое является производным 
от соответствия at (ящик 1, комната А) nat (X, Z), и получить 
таким образом 
at (poбoт, Y), at (ящик 1, Y).
(2) Найти в модели мира формулу, которая представляла бы 
текущее положение ящика а1 (ящик 1, комната Б), сравнить 
ее с at (ящик 1, Y) и в результате этого сравнения сформулиро-
вать подстановку {Y/комната Б}, которую затем применить 
к уже частично означенному предварительному условию. 
В результате будет сформулирована очередная подцель:
at (робот, комната Б), at (ящик 1, комната Б).
Теперь первое предварительное условие даст желаемое 
(целевое) положение робота, а второе предварительное усло-
вие уже выполнено.
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Так как таблица операторов, модель мира и цели представ-
лены с помощью одного и того же синтаксиса в виде конструк-
ций «предикат-аргумент», то, применяя описанную выше 
схему сопоставления, программа довольно просто находит, 
какие именно операции нужно выполнить для достижения 
поставленной цели. Все, что нужно для этого сделать, — прос-
мотреть списки добавлений в описании операторов и найти 
в них элемент, соответствующий заданной цели, как это пока-
зано на рис. 5.1.
Подцели формулируются на основе анализа предваритель-
ных условий, заданных для операторов, означивая их под-
становкой переменных из формулы модели мира. Как только 
выбран нужный оператор, его предварительные условия пре-
образуются и добавляются в список подцелей. Если в текущем 
состоянии можно применить не один оператор, то для выбо-
ра между «кандидатами» нужно применить какую-либо эври-
стику. Например, можно выбрать тот из операторов, который 
сулит наибольшее сокращение «расстояния» между текущим 
состоянием и целевым. Другой возможный вариант — опера-
торы в таблице заранее упорядочены и нужно применять тот 
из них, который стоит в списке раньше.
Весь процесс решения проблемы по такой методике име-
ет ярко выраженный рекурсивный характер. Подцели могут, 
в свою очередь, приводить к формулировке подподцелей 
и т. д. На самом нижнем уровне окажутся подцели, которые 
реализуются операторами, либо не имеющими предваритель-
ных условий, либо имеющими такие предварительные усло-
вия, которые удовлетворяются тривиально.
Анализ метода представления и управления в STRIPS
Для того чтобы яснее представить себе достоинства метода 
представления, использованного в системе STRIPS, рассмот- 
рим альтернативный метод. Предположим, что текущее со-
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стояние окружающего мира представлено в виде двумерного 
массива с элементами разного размера (в таком массиве эле-
менты верхнего уровня — ячейки — представляют различные 
помещения, а элементы второго уровня — объекты в этих по-
мещениях). Такой вариант представления компактнее описа-
тельного, но он не позволяет выполнять операции сопостав-
ления, описанные в предыдущем разделе. Можно, конечно, 
придумать какой-нибудь способ описания целей и операций 
на языке, ориентированном на работу с массивами, но тогда 
будут утеряны некоторые из главных достоинств рассмотрен-
ной методики.
В качестве операторов придется использовать процедуры 
манипуляции с элементами массивов, которые с большим тру-
дом воспринимаются человеком, а значит, отлаживать и кон-
струировать операторы в такой форме значительно труднее, 
чем в форме таблиц операторов.
Программу будет значительно сложнее модифицировать 
и совершенствовать. Предположим, что усложнится разме-
щение помещений и связи между ними. В таком случае при-
дется полностью пересмотреть и вручную скорректировать 
все процедуры работы с массивами помещений и объектов, 
поскольку изменятся размерность массива и связи между его 
элементами. А в системе STRIPS единственное, что нужно бу-
дет сделать в этом случае, изменить модель мира, что делает-
ся значительно проще, поскольку при этом меняется не про-
граммный код, а только описания.
Предположим теперь, что в множество целей нужно вклю-
чить, например, и такую: «перенести любые три ящика в ком-
нату А», т. е. цель задает не единственное состояние мира, 
а множество состояний, удовлетворяющих сформулирован-
ному условию. При такой постановке проблемы набор проце-
дур, ориентированных на табличное представление, придется 
пересмотреть коренным образом. Представление на базе кон-
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струкций «предикат-аргумент» позволяет выразить целевое 
состояние, введя в выражение переменные 
at (X, комната А), at (Y, комната А), at (Z, комната А).
После этого можно использовать прежнюю методику 
поиска решения.
Поиск решения проблемы предполагает использование эв-
ристик, поскольку, как правило, существует множество вари-
антов, среди которых приходится выбирать.
При единообразном представлении проще находить те 
операторы, которые можно применить в конкретной ситуа-
ции, и просмотреть, какой эффект даст их применение. Еди-
нообразное представление также значительно упрощает про-
граммную реализацию процесса поиска.
Часто удается достичь заданной цели, применяя методику 
понижения уровня сложности проблемы (problem reduction). 
При этом производится обратная трассировка проблемы — 
«отталкиваясь» от цели; далее выясняем, какие предвари-
тельные условия требуется удовлетворить для ее достижения, 
и формулируем на основе таких рассуждений более простые 
подцели. Этот процесс рекурсивно продолжается до тех пор, 
пока не будут сформулированы тривиальные подцели, дости-
жимые с помощью простейших операций.
Язык представления, подобный тому, что используется 
в STRIPS, с точки зрения программной реализации, является 
интерпретируемым языком, т. е. трансляция с этого языка вы-
полняется интерпретатором, программой, которая способна 
распознавать в операторах языка формулы, подобные 
рush (ящик 1, комната Б, комната А), 
и выразить заложенный в формулах смысл в терминах выпол-
няемых процедур. Так, смысл приведенной выше формулы 
интерпретируется как необходимость достичь предваритель-
ных условий 
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at (робот, комната Б), at (ящик 1, комната Б), 
а затем реализовать действия, предписанные списками добав-
лений и исключений, т. е. добавить в модель мира состояние 
at (poбoт, комната А), at (ящик 1, комната А) 
и исключить из модели мира состояние 
at (робот, комната Б), at (ящик 1, комната Б).
Такой подход к интерпретации получил наименование 
процедуральной семантики (procedural semantics), поскольку 
все, что известно программе о смысле формулы, а именно, ка-
кие действия ей нужно выполнить для того, чтобы формула 
получила значение «истина». Процедуральная семантика по-
зволяет построить связь между мыслью и действием.
5.7. Инструментальная коммерческая 
система OPS_5
ОРS_5 является языком для представления знаний, исполь-
зующим правила [62]. В его основе лежит разработанный ра-
нее язык OPS, сконструированный для исследований в области 
искусственного интеллекта и психологии сознания [63]. Пер-
вым опытом применения OPS в области разработки ЭС явилась 
система R1. Знания в OPS_5 состоят из элементов данных и пра-
вил. Элемент данных является вектором (списком значений) 
или объектом, с которым связывают пары «атрибут — значе-
ние». Правила имеют вид «условие ® действие», где «условие» 
есть образец, задающий неполное описание элементов данных, 
а «действие» — одна или несколько операций над данными.
OPS_5 определяет только общую схему процедуры вывода, 
не определяя частных стратегий. Этот язык позволяет про-
граммисту использовать символы и представлять отношения 
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между символами, но ни символы, ни отношения не имеют 
для OPS предопределенных значений. Значения определяют-
ся с помощью продукционных правил, записанных програм-
мистом. Процедуры вывода заданы в виде интерпретатора, 
реализующего продукционную систему. Цикл работы интер-
претатора состоит из стандартных этапов: сопоставление, раз-
решение конфликта, выполнение. Достоинством OPS_5 яв-
ляется использование единых средств для представления 
знаний и механизмов управления. Кроме того, в OPS_5 реа-
лизован мощный и эффективный метод сопоставления образ- 
цов [64], что позволяет решать сложные задачи с минималь-
ным перебором. К числу недостатков OPS_5 относится отсут-
ствие развитых средств для реализации интерфейса, объясне-
ния и приобретения знаний.
5.8. Инструментальная система ROSIE
ROSIE является языком инженерии знаний. Система ROSIE 
находится на исследовательской стадии [65; 66]. Отличитель-
ным свойством ROSIE является использование в ней языка, 
синтаксис которого подобен синтаксису английского языка. 
Это обстоятельство упрощает процесс создания и ведения 
базы данных. Необходимо отметить, что ROSIE не являет-
ся системой, понимающей естественный язык, так как она 
не имеет встроенных семантических знаний о лексике ан-
глийского языка (за исключением небольшого количества 
функциональных слов). Опыт использования ROSIE показал, 
что даже такая ограниченная форма «понимания» значитель-
но облегчает пользователю процесс преобразования нефор-
мальных знаний в формальную модель.
Факты хранятся в базе данных системы в декларатив-
ной форме. В этой же базе, но отдельно от данных, хранит-
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ся множество правил. Факт представляется в виде n-местно-
го отношения, записываемого с использованием синтаксиса 
и лексики английского языка. В системе выделено пять типов 
отношений, соответствующих пяти типам предложений ан-
глийского языка. Правила представляются в одном из трех 
видов: «процедура», «действие», «условие ® действие». Дейст-
вия бывают простые, составные и итеративные. Пользователь 
может организовать выполнение правил, либо упорядочив 
их в явном виде, либо вызывая те правила, условия которых 
истинны. Правила могут применяться с использованием как 
стратегии, «направляемой данными», так и стратегии, «на-
правляемой целями».
За счет использования английского синтаксиса взаимо-
действие с пользователем осуществляется в ROSIE в удобной 
форме. Объяснительные способности подобны способностям 
MYCIN. Основное ограничение ROSIE — недостаточные спо-
собности системы по модификации своих правил и процедур 
вывода.
5.9. Инструментальная система 
HEARSAY-III
HEARSAY-III — комплекс программных средств, независи-
мых от проблемной области и предназначенных для построе-
ния ЭС [67; 68; 44]. HEARSAY-III находится на исследователь-
ской стадии. По своей общей структуре HEARSAY-III является 
модификацией системы понимания речи HEARSAY-II [68]. 
HEARSAY-III управляет взаимодействием независимых источ-
ников знаний. Взаимодействие между модулями и правилами 
в HEARSAY-III осуществляется только через обратную область 
памяти, называемую «классной доской» (blackboard). По-
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добно OPS_5 система HEARSAY-III имеет весьма неразвитые 
средства для взаимодействия с пользователем, для объясне-
ния своих действий и для приобретения знаний. Основной 
причиной этих недостатков HEARSAY-III является отсутствие 
внешнего языка высокого уровня для представления знаний.
5.10. Инструментальная  
исследовательская система RLL
RLL представляет собой структурированный набор про-
граммных средств, предназначенных для конструирования, 
использования и модификации ЭС [43]. RLL может рассма-
триваться как ЭС, предметной областью которой является по-
строение ЭС. База знаний RLL содержит общую информацию 
о программировании и конкретную информацию о разраба-
тываемой системе. Факты в RLL представляются в виде фрей-
мов [36]. В виде фреймов представляются также все понятия, 
слоты, механизмы наследования, управляющие структуры 
и правила. Кроме слотов, соответствующих «условию» и «дей-
ствию», в правилах имеются слоты, задающие различную ме-
таинформацию), которая используется при работе системы 
(например, «приоритет», «среднее время работы», «дата со-
здания правила» и т. п.). Система RLL содержит набор полез-
ных конструкций (различные типы управляющих механиз-
мов, слотов, схем наследования и методов ассоциаций). RLL 
организует свои конструкции в библиотеку и представляет 
пользователю средства для работы с этой библиотекой. Сила 
RLL обусловлена общностью используемых информационных 
структур и алгоритмов. RLL может рассуждать о своих соб-
ственных действиях и данных. За достигнутую гибкость RLL 
расплачивается памятью, а не временем.
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Подобно OPS_5 и HEARSAY-III, RLL обладает недостаточно 
мощными средствами для взаимодействия с пользователем, 
для объяснения своих действий и приобретения знаний.
5.11. Инструментальный комплекс  
для создания статических экспертных 
систем (на примере интегрированного 
комплекса ЭКО)
Комплекс ЭКО разработан в Российском научно-исследова-
тельском институте информационных технологий и систем 
автоматизированного проектирования (РосНИИ ИТ и АП) 
[7; 69]. Наиболее успешно комплекс применяется для созда-
ния ЭС, решающих задачи диагностики (технической и ме-
дицинской), эвристического оценивания (риска, надежности 
и т. д.), качественного прогнозирования, а также обучения.
Комплекс ЭКО используется для создания коммерческих 
и промышленных экспертных систем на персональных ЭВМ, 
а также для быстрого создания прототипов экспертных сис-
тем с целью определения применимости методов инженерии 
знаний в некоторой конкретной проблемной области.
На основе комплекса ЭКО было разработано более 100 при-
кладных экспертных систем, например: поиск одиночных 
неисправностей в персональном компьютере; оценка состоя-
ния гидротехнического сооружения (Чарвакская ГЭС); подго-
товка деловых писем при ведении переписки с зарубежными 
партнерами; проведение скрининговой оценки иммуноло-
гического статуса; оценка показаний микробиологического 
обследования пациента, страдающего неспецифическими 
хроническими заболеваниями легких; психодиагностика 
в психосоматике, а также другие системы.
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Структура комплекса ЭКО
Комплекс ЭКО включает три компонента [7; 69]. 
Ядром комплекса является интегрированная оболочка экс-
пертных систем ЭКО, которая обеспечивает быстрое создание 
эффективных приложений для решения задач анализа в ста-
тических проблемных средах типа 1 и 2 (см. гл. 2).
При разработке средств представления знаний оболочки 
преследовались две основные цели: эффективное решение 
достаточно широкого и практически значимого класса задач 
средствами персональных компьютеров; гибкие возможно-
сти по описанию пользовательского интерфейса и проведе-
нию консультации в конкретных приложениях. При представ-
лении знаний в оболочке используются специализированные 
(частные) утверждения типа «атрибут — значение» и частные 
правила, что позволяет исключить ресурсоемкую операцию 
сопоставления по образцу и добиться эффективности разра-
батываемых приложений. Выразительные возможности обо-
лочки удалось существенно расширить за счет интегриро-
ванности, обеспечиваемой путем вызова внешних программ 
через сценарий консультации и стыковки с базами данных 
(ПИРС и dBase IV) и внешними программами. В оболочке 
ЭКО обеспечивается слабая структуризация БЗ за счет ее раз-
деления на отдельные компоненты — для решения отдельных 
подзадач в проблемной среде — модели (понятию «модель» 
ЭКО соответствует понятие «модуль» базы знаний системы 
G2, см. раздел 5.12).
С точки зрения технологии разработки ЭС оболочка под-
держивает подходы, основанные на поверхностных знаниях 
и структурировании процесса решения.
Оболочка функционирует в двух режимах: в режиме прио-
бретения знаний и в режиме консультации (решения задач). 
В первом режиме разработчик ЭС средствами диалогового ре-
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дактора вводит в БЗ описание конкретного приложения в тер-
минах языка представления знаний оболочки. Это описание 
компилируется в сеть вывода с прямыми адресными ссылка-
ми на конкретные утверждения и правила. Во втором режиме 
оболочка решает конкретные задачи пользователя в диало-
говом или пакетном режиме. При этом решения выводятся 
от целей к данным (обратное рассуждение).
Для расширения возможностей оболочки по работе с глу-
бинными знаниями комплекс ЭКО может быть дополнен 
компонентом К-ЭКО (конкретизатором знаний), который 
позволяет описывать закономерность в проблемных средах 
в терминах общих (абстрактных) объектов и правил. К-ЭКО 
используется на этапе приобретения знаний вместо диалого-
вого редактора оболочки для преобразования общих описа-
ний в конкретные сети вывода, допускающие эффективный 
вывод решений средствами оболочки ЭКО. Таким образом, 
использование конкретизатора обеспечивает возможность 
работы с проблемными средами типа 2 (см. гл. 2).
Третий компонент комплекса — система ИЛИС, позволя-
ющая создавать ЭС в статических проблемных средах за счет 
индуктивного обобщения данных (примеров) и предназна-
ченная для использования в тех приложениях, где отсутствие 
правил, отражающих закономерности в проблемной среде, 
возмещается обширным экспериментальным материалом. 
Система ИЛИС обеспечивает автоматическое формирование 
простейших конкретных правил и автономное решение задач 
на их основе; при этом используется жесткая схема диалога 
с пользователем. Поскольку при создании реальных прило-
жений эксперты представляют, как правило, и знания о за-
кономерностях в проблемной среде, и экспериментальный 
материал (для решения частных подзадач), возникает необхо-
димость в использовании правил, сформированных системой 
ИЛИС, в рамках более сложных средств представления зна-
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ний. Комплекс ЭКО обеспечивает автоматический перевод 
таких правил в формат оболочки ЭКО. В результате удается 
получить полное (адекватное) представление реальной про-
блемной среды, кроме того, задать гибкое описание органи-
зации взаимодействия ЭС с конечным пользователем.
Средства представления знаний в оболочке ЭКО
База знаний (БЗ) представляет собой совокупность несколь-
ких моделей, каждая из которых описывает отдельное конкрет-
ное приложение или его компонент [7; 69]. Отдельная модель 
включает описание проблемной среды и знания о порядке ре-
шения задач (сценарий консультации). Описание проблемной 
среды состоит из описаний атрибутов и правил вывода.
Структура базы знаний оболочки изображена на рис. 5.2. 
Атрибуты используются для описания состояния предметной 
области, например атрибуты «возраст», «диагноз» и т. д. Опи-
сание атрибута включает список возможных значений, а так-
же некоторую лингвистическую информацию, необходимую 
для ведения диалога с конечным пользователем. Оболочка 
работает со статическими проблемными средами (значения 
атрибутов не изменяются в ходе решения задачи), в которых 
предметная область может быть описана с помощью априор-
но заданного набора атрибутов. Не допускается динамиче-
ское создание атрибутов во время решения задачи.
Средства комплекса позволяют представлять качествен-
ные (символьные) и количественные (числовые) характери-
стики предметной области. Высказывания типа «А есть В», где 
А — атрибут, представляющий качественную характеристику, 
а В — одно из его возможных значений, называются утвержде-
ниями о состоянии предметной области. Например, высказы-
вание «диагноз — острый бронхит» является утверждением 
предметной области, если в ней определен атрибут «диагноз», 
одним из возможных значений которого является «острый 
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бронхит». Значения символьных атрибутов задаются разработ-
чиком ЭС при создании системы, при этом система формиру-
ет соответствующее множество утверждений. Решение задачи 
сводится к получению значе ний некоторых целевых атр ибутов 
(наприм ер, «диагноз» или «оценка риска») и (или) определе-
































Рис. 5.2. Структура базы знаний оболочки ЭКО
Оболочка позволяет работать с неточно и нечетко опре де-
ленными знаниями о кач ественных  характеристиках предмет-
ной области. С кажд ым утверждением о состоянии предметной 
области связывается коэффициент определенности, который 
характеризует степень уверенности в его истинности. Значе-
ние символьного атрибута задается распределе нием коэффи-
циента определенности по всем возможным его значениям. 
Вывод решени й заключается в нахождении коэффициентов 
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определенности некоторых целевых утверждений, указывае-
мых разработчиком ЭС. Для построения вывода в условиях нео-
пределенности используются нечеткая логика и байесовский 
подход, кроме того, допускается применение произвольных 
эвристических подходов, предлагаемых экспертами. Вывод 
в условиях неопределенности может быть описан с помощью 
правил 6 типов, которые рассматриваются ниже.
Коэффициенты определенности утверждений — это дейст-
вительные числа, принимающие значения от –5,00 до +5,00. 
Коэффициенту определенности D (H) утверждения Н можно 
дать следующую содержательную интерпретацию:
если точно известно, что Н истинно, то D (H) = 5,00;
если точно известно, что Н ложно, то D (H) = –5,00;
если Н может быть с одинаковой уверенностью истинно 
или ложно, то D (H) = 0,00;
если Н скорее истинно, чем ложно, то 0,00 < D (H) < 5,00, 
причем D (Н) тем больше, чем больше уверенность в истин-
ности Н;
если Н скорее ложно, чем истинно, то –5,00 < D (H) < 0,00, 
причем D (Н) тем меньше, чем больше уверенность в ложности Н.
Числовые значения коэффициентов определенности могут 
связываться со словесными описаниями с помощью лингви-
стических шкал, приписываемых символьным атрибутам или 
утверждениям. Например, шкала 
«да = 5,00 возможно = 2,5, да или нет = 0,  
маловероятно = –2,5, нет = –5» 
связывает со словом «да» все значения коэффициента 
от 3,75 до 5, «возможно» — от 1,25 до 3,75 и т. д. Шкалы можно 
вводить и для числовых атрибутов, например для возраста:
«ребенок = 10, подросток = 14, молодой = 18, средний = 40, 
пожилой = 60».
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Шкалы применяются при формировании текстов вопросов 
и сообщений конечному пользователю.
Утверждения и числовые атрибуты модели называются целя-
ми, а символьные атрибуты, представляющие собой множество 
утверждений, называются сложными целями. Значения целей 
определяются с помощью правил вывода. Правило вывода ука-
зывает, каким образом можно получить значение цели по значе-
ниям других атрибутов и утверждений, называемых подцелями 
правила. Кроме того, правила могут описывать ввод исходных 
данных — обращение с вопросами к конечному пользователю 
или к внешним программам. В зависимости от типа цели (про-
стая или сложная) правила делятся на простые и сложные.
Правила могут иметь условия применимости — нечеткие 
логические выражения, вычисляемые в момент обращения 
к правилу. Правило применяется только в том случае, если 
выполнено условие его применимости (вычисленный коэф-
фициент определенности условия больше нуля). Определены 





К сложным правилам относятся:
•	 альтернативный вопрос;
•	 дистрибутивный вопрос.
Правила-вопросы позволяют запрашивать данные о конкрет-
ной ситуации в предметной области — исходные данные консуль-
тации. Возможны два способа ввода этих данных: вопрос к поль-
зователю или обмен информацией с внешними программами.
Простой вопрос позволяет получать либо значение число-
вого атрибута, либо коэффициент определенности отдельно-
го утверждения. Сложный опрос позволяет получить распре-
деление коэффициентов определенности по всем возможным 
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значениям символьного атрибута. Альтернативный вопрос 
используется в тех случаях, когда известно, что символьный 
атрибут имеет точно одно значение из множества возможных 
значений. Дистрибутивный вопрос используется в тех случа-
ях, когда символьный атрибут может иметь одновременно 
несколько значений или ни одного.
Арифметические правила предназначены для вычисления 
значений числовых атрибутов, а также для получения коэф-
фициентов определенности утверждений по эвристическим 
формулам, предложенным экспертам.
Логические правила предназначены для вычисления ко-
эффициентов определенности утверждений по формулам 
нечеткой логики, при этом значение логического выражения 
в условии правила присваивается коэффициенту определен-
ности целевого утверждения правила.
Байесовские правила применяются для вычисления коэф-
фициентов определенности тех утверждений, об истинности 
которых можно судить по выполнению ряда факторов (сим-
птомов), имеющих разную значимость.
Для определения значения одной цели разработчик экс-
пертной системы может задавать несколько правил, образу-
ющих в модели упорядоченный список правил вывода данной 
цели. Порядок правил в списке отражает порядок их рассмо-
трения во время решения задачи.
Сценарий консультации описывает порядок проведения 
консультации и представляет собой последовательность пред-
ложений, каждое из которых может иметь условие примени-
мости. В рамках каждого предложения возможно выполнение 
одного из следующих действий: вывести значение цели; вы-
дать сообщение пользователю; выдать сообщение внешней 
программе; сбросить выведенные результаты (СБРОС); пе-
рейти к выполнению другого предложения; принять инфор-
мацию от внешней программы; передать информацию о ре-
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зультатах решения внешней программе; создать контрольную 
точку консультации; загрузить контрольную точку; обратить-
ся к подмодели, решающей некоторую частную подзадачу, 
передать ей параметры и получить выведенные в подмодели 
результаты; закончить консультацию с сообщением (СТОП).
Рассмотрим построение сети вывода на основе содержа-
щихся в модели описаний правил и атрибутов. В процессе по-
строения сети из числовых атрибутов, утверждений и правил 
строится сеть вывода, в явном виде включающая все связи 
между атрибутами и утверждениями, обусловленные прави-
лами вывода. Сеть вывода образует граф с вершинами двух 
типов: вершины первого типа соответствуют простым целям 
(т. е. числовым атрибутам и утверждениям), а вершины вто-
рого типа — простым правилам. Дуги представляют связи 
между простыми целями и простыми правилами: если про-
стая цель G выводится с помощью правила R, то в сети имеет-
ся дуга, которая соединяет вершины, соответствующие G и R, 
и направлена от G к R.
Сложные правила преобразуются в результате компиляции 
в совокупности простых, выводящих значения всех утвер-
ждений о целевых символьных атрибутах, соответствующих 
сложным правилам. Особенность таких простых правил со-
стоит в том, что применение одного из них влечет за собой 
применение остальных.
Сеть вывода строится следующим образом. При вводе но-
вой простой цели (нового числового атрибута или нового зна-
чения символьного атрибута) в сеть вывода вводится верши-
на, соответствующая этой цели.
При вводе простого правила, т. е. правила вывода значения 
простой цели, в сеть добавляются вершина, соответствующая 
этому правилу, и дуги, представляющие связи между простой 
целью и правилом, между правилом и его подцелями. При 
вводе сложного правила из него создается несколько простых 
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правил, предназначенных для вывода значений утверждений 
о сложной цели вводимого правила. Простые правила добав-
ляются описанным ранее образом в сеть вывода.
Пример сети вывода и соответствующих ей правил из об-
ласти анестезиологии приведен на рис. 5.3 [7, 69]. В правилах 
представлены рекомендации относительно целесообразности 
направления пациента в стационар для проведения хирургиче-
ского вмешательства под общим обезболиванием. Если трав-
матичность предполагаемого вмешательства высокая и риск, 
обусловленный общим состоянием пациента, высокий, то ре-
комендуется проведение общего обезболивания в стационаре. 
В противном случае (риск не является высоким или травма-
тичность вмешательства низкая) нет показаний к проведению 
общего обезболивания в условиях стационара. Риск считается 
высоким, если пациент страдает тяжелой формой бронхиаль-












П1: ЕСЛИ   [Травматичность высокая] & [Риск высокий] ТО ОС 
П2: ЕСЛИ ~ [Травматичность высокая] V ~ [Риск высокий] ТО ~ОС 




Общее обезболивание в стационаре (ОС) 










П1: ЕСЛИ [Травматичность высокая] & [Риск высокий] ТО ОС 
П2: ЕСЛИ ~ [Травматично  сокая] V ~ [Риск высокий] ТО ~ОС 
П3: ЕСЛИ ТБ V АШ ТО [Риск высокий] 
Pиc. 5.3. Пример сети вывода 
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5.12. Инструментальный комплекс  
для создания экспертных систем  
реального времени (на примере  
интегрированной среды  
G2-Gensym Corp., США)
Основное предназначение программных продуктов фир-
мы Gensym (США) [7; 70] — помочь предприятиям сохра-
нять и использовать знания и опыт их наиболее талантливых 
и квалифицированных сотрудников в интеллектуальных сис-
темах реального времени, повышающих качество продукции, 
надежность и безопасность производства и снижающих про-
изводственные издержки. Интегрированная среда G2 фирмы 
Gensym (США) и подобные ей системы предназначены для 
решения следующих классов задач: мониторинг в реальном 
масштабе времени; системы управления верхнего уровня; 
системы обнаружения неисправностей; диагностика; состав-
ление расписаний; планирование; оптимизация; системы — 
советчики оператора; системы проектирования.
Инструментальные средства фирмы Gensym явились эволю-
ционным шагом в развитии традиционных экспертных систем 
от статических предметных областей к динамическим [7, 71]. 
Немалую долю успеха фирме Gensym обеспечили основные 
принципы, которых она придерживалась в своих новых раз-
работках: проблемно-предметная ориентация; следование 
стандартам; независимость от вычислительной платформы; 
совместимость снизу-вверх с предыдущими версиями; уни-
версальные возможности, независимые от решаемой задачи; 
обеспечение технологической основы для прикладных сис-
тем; комфортная среда разработки; поиск новых путей разви-
тия технологии; распределенная архитектура клиент-сервер; 
высокая производительность.
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Основным достоинством оболочки экспертных систем 
G2 является возможность применять ее как интегрирующий 
компонент, позволяющий за счет открытости интерфейсов 
и поддержки широкого спектра вычислительных платформ 
легко объединить уже существующие, разрозненные средст-
ва автоматизации в единую комплексную систему управле-
ния, охватывающую все аспекты производственной деятель-
ности — от формирования портфеля заказов до управления 
технологическим процессом и отгрузки готовой продукции. 
Это особенно важно для отечественных предприятий, парк 
технических и программных средств которых формировался 
по большей части бессистемно, под влиянием резких колеба-
ний в экономике.
Успех инструментального комплекса G2 обусловлен прежде 
всего тем, что G2 — динамическая система в полном смысле 
этого слова. G2 — это объектно-ориентированная интегриро-
ванная среда для разработки и сопровождения приложений 
реального времени, использующих базы знаний. G2 функцио-
нирует на большинстве существующих платформ (табл. 5.1). 
База знаний G2 сохраняется в обычном ASCII-файле, который 
однозначно интерпретируется на любой из поддерживаемых 
платформ. Перенос приложения не требует его перекомпиля-
ции и заключается в простом переписывании файлов. Функ-
циональные возможности и внешний вид приложения не пре-
терпевают при этом никаких изменений.
Таблица 5.1 
Платформы, на которых функционирует G2 
Фирма-
производитель
Вычислительная система Операционная  
среда
Digital VAX Зххх, 4xxx, 6ххх, VMS
Equipment 7xxx, 8xxx, 9xxx
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Фирма-
производитель








SUN SUN-4 Sun OS
Microsystems
SPARC 1, 2, 10, LX, Sun OS/Solaris 1, 
Solaris
Classic 2.x
Hewlett Packard HP 9000/4xx, 7xx, 8xx HP-UX
IBM RISC 6000 AIX
Data General AViiON DG/UX
Silicon Graphics IRIS, INDIGO IRIX
ПЭВМ Intel 486/Pentium Windows NT, 
Windows-95
Motorola Motorola 88000 UNIX
NEC EWS 4800 EWS-UX/V
База знаний
Все знания в G2 хранятся в двух типах файлов: базы зна- 
ний (БЗ) и библиотеки знаний (БиЗ). В файлах БЗ хранятся 
знания о приложениях: определения всех объектов, объек-
ты, правила, процедуры и т. п. В файлах БиЗ хранятся общие 
знания, которые могут быть использованы более чем в одном 
приложении, например определение стандартных объектов. 
Файлы БЗ имеют расширение kb (knowledge base), a файлы 
БиЗ — kl (knowledge libraries). Файлы БЗ могут путем замены 
расширения преобразоваться в БиЗ и обратно.
В целях обеспечения повторной используемости приложе-
ний в G2 реализовано средство, позволяющее объединять ра-
Окончание табл. 5.1
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нее созданные kb- и kl-файлы с текущим приложением. При 
этом G2 автоматически выявляет и выводит на дисплей кон-
фликты в объединяемых знаниях.
Знания в G2 структурируются следующими способами: 
иерархия классов, иерархия модулей, иерархия рабочих про-
странств. Каждая из указанных иерархий может быть показа-
на на дисплее с использованием возможности «Inspect».
С у щ н о с т и  и  и е р а р х и я  к л а с с о в 
Класс является основой представления знаний в G2. Поня-
тие «класс в G2» базируется на объектно-ориентированной 
технологии (ООТ). Как уже указывалось ранее (см. гл. 4), ис-
пользование ООТ является на текущем уровне развития ИИ 
и вообще программирования главной тенденцией.
В ООТ структуры данных представляются в виде классов 
объектов (определений объектов), имеющих определенные 
атрибуты. Классы наследуют атрибуты от суперклассов и пе-
редают свои атрибуты подклассам. Каждый класс (исключая 
корневой) может иметь конкретные экземпляры класса. В чет-
вёртой версии G2 введен механизм множественного наследо-
вания. Теперь в системе достаточно легко произвести, напри-
мер, новый класс саморегулирующихся насосов от классов 
контроллеров и насосов. В системе достаточно изящно решена 
проблема конфликтов между именами атрибутов. Использова-
ние ООТ обеспечивает следующие преимущества [7]:
1) уменьшает избыточность и упрощает определение 
классов, так как определяется не весь класс, а только 
его отличия от суперкласса;
2) позволяет использовать общие правила, процедуры, 
формулы, что уменьшает их количество;
3) является естественным для человека способом описа-
ния сущностей.
Класс в G2 является основой представления знаний. Все, 
что хранится в БЗ и чем оперирует система, является экзем-
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пляром того или иного класса. Все синтаксические конструк-
ции G2 тоже являются классами. Для сохранения общности 
даже базовые типы данных — символьные, числовые, булев-
ские и истинностные значения нечеткой логики представ-
лены соответствующими классами. Описание класса (тоже 
экземпляр специального класса) включает ссылку на супер-
класс (is-а-иерархия) и перечень атрибутов, специфичных для 
класса (part-of-иерархия).
Концептуально иерархия классов G2 берет свое начало 
от корневого класса, именуемого «item-or-value» (сущность 
или значение). Класс item-or-value сам по себе не может иметь 
экземпляров. Однако так как он является корнем всей иерар-
хии классов, он определяет основное поведение всех классов 
G2. «Item-or-value» имеет два производных класса — «value» 
(хотя концептуально ветвь «value» представляется классом, 
в действительности это типы данных G2) и item. Каждый 
из этих классов имеет свои производные классы. Сущность 
(item) является корнем разветвленной иерархии классов. На-
иболее важные ветви этой иерархии могут быть сгруппиро-
ваны в небольшое число категорий. Они перечислены ниже, 
в порядке их «видимости» для пользователя, начиная с наибо-
лее «видимых».
И е р а р х и я  м о д у л е й  и  р а б о ч и х  п р о с т р а н с т в 
С2-приложение не представляет собой единый блок. Оно 
структурируется с помощью модулей и рабочих пространств 
на легко управляемые куски. Несмотря на то, что функции мо-
дулей и рабочих пространств похожи, между ними есть суще-
ственные различия, отмеченные ниже [7].
Приложение в G2 может быть организовано в виде одной 
БЗ или в виде нескольких БЗ, называемых модулями. В по-
следнем случае говорят, что приложение модуляризировано 
(структурировано на модули). Модули приложения органи-
зованы в древовидную иерархию с одним модулем верхнего 
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уровня. Модули следующего уровня состоят из тех модулей, 
без которых не может работать модуль предыдущего уровня. 
Эти модули называют «непосредственно требуемые модули». 
Существуют 2 способа создать G2-приложения.
1. Разрабатывается одномодульное приложение, которое 
затем при необходимости разделяется на отдельные мо-
дули.
2. Приложение изначально создается как состоящее 
из нескольких модулей. Некоторые из этих модулей 
разрабатываются впервые, а другие могут выбираться 
из библиотеки знаний.
Структурирование приложения на модули обеспечивает 
следующие преимущества: позволяет разрабатывать прило-
жение одновременно нескольким группам разработчиков; 
упрощает разработку, отладку и тестирование; позволяет из-
менять модули независимо друг от друга; упрощает повтор-
ное использование знаний.
Рабочие пространства являются контейнерным классом, 
в котором размещаются другие классы и их экземпляры, на-
пример объекты, связи, правила, процедуры и т. д. Каждый 
модуль (база знаний) может содержать любое количество ра-
бочих пространств. Рабочие пространства образуют одну или 
несколько древовидных иерархий с отношением «is-a-part-of» 
(является частью). С каждым модулем (базой знаний) ассо-
циируется одно или несколько рабочих пространств верхнего 
(нулевого) уровня, каждое из этих рабочих пространств явля-
ется корнем соответствующей древовидной иерархии. В свою 
очередь, с каждым объектом (определением объекта или 
связи), расположенным в нулевом уровне, может быть ассо-
циировано рабочее пространство первого уровня, связанное 
с ним отношением «является частью», и т. д.
Различие между модулями и рабочими пространствами 
состоит в следующем. Модули разделяют приложение на от-
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дельные базы знаний, совместно используемые в различных 
приложениях. Динамические модули (аналог библиотек ди-
намического связывания) могут подгружаться и вытеснять-
ся из оперативной памяти во время исполнения программно 
и одновременно использоваться несколькими приложениями. 
Рабочие пространства выполняют свою роль при исполнении 
приложения. Они содержат в себе (и в своих подпространствах) 
различные сущности и обеспечивают разбиение приложения 
на небольшие части, которые легче понять и обрабатывать. На-
пример, весь процесс разбивается на подпроцессы, и с каждым 
подпроцессом ассоциируется свое подпространство.
Рабочие пространства могут устанавливаться (вручную 
или действием в правиле-процедуре) в активное или неак-
тивное состояние (т. e. сущности, находящиеся в этом про-
странстве и в его подпространствах, становятся невидимыми 
для механизма вывода). Механизм активации (деактивации) 
рабочих пространств используется, например, при наличии 
альтернативных групп правил, когда активной должна быть 
только одна из альтернативных групп.
Кроме того, рабочие пространства используются для зада-
ния пользовательских ограничений, определяющих поведе-
ние приложения для различных категорий пользователей.
С т р у к т у р ы  д а н н ы х  Б З 
Глобально сущности в БЗ G2 с точки зрения их использо-
вания могут быть разделены на структуры данных и испол-
няемые утверждения. Примерами первых являются объекты 
и их классы, связи (connection), отношения (relation), пере-
менные, параметры, списки, массивы, рабочие пространства 
и т. п. Примерами вторых — правила, процедуры, формулы, 
функции и т. п.
Опишем наиболее важные ветви иерархии «item» [7].
Объект (object) и  его подклассы. Объекты представляют 
объекты реального мира в приложении. Класс объектов опре-
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деляет атрибуты, которые позволяют создать пиктограммы 
для объектов, определить их положение на схемах и отростки 
связей (stubs) для присоединения их к другим объектам.
Связь (connection). Класс для изображения путей между 
объектами. Можно создать подкласс связей для указания раз-
личных типов потоков, которые могут существовать между 
объектами на схеме. Например, объекты могут быть соеди-
нены водопроводными трубами и (или) проводами, передаю-
щими логические сигналы. Определив различные классы для 
этих связей, можно быть уверенным, что G2 будет их разли-
чать и никогда не позволит воде течь по электропроводам.
Рабочее пространство БЗ (Kb-workspace). Класс, опреде-
ляющий независимый сегмент базы знаний, который может 
быть активирован или деактивирован. Рабочие пространст-
ва отображаются как отдельные, ограниченные рабочие об-
ласти, в которых можно помещать объекты и объединять их 
в схемы. Можно создать связи между рабочими пространства-
ми с помощью точек связи (connection posts). По сути, класс 
рабочих пространств является развитием концепции рабочей 
памяти в традиционных системах. Можно сказать, что рабо-
чая память системы G2 строится на основе иерархии рабочих 
пространств. Иерархия рабочих пространств тесно связана 
с графическим представлением объектов. Рабочее простран-
ство является контейнерным классом для экземпляров других 
классов. Каждый экземпляр объекта может обладать своим 
рабочим пространством, представляющим его внутреннюю 
структуру. Введение концепции рабочих пространств обес-
печивает две важные функции системы G2: возможность осу-
ществлять рассуждения на разных уровнях абстракции и воз-
можность продолжительной (теоретически — бесконечной) 
работы системы без необходимости «сборки мусора» в преде-
лах отведенного объема оперативной памяти, что очень важ-
но для систем управления непрерывными процессами.
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Классы пользовательского интерфейса (user-interface). 
Определяют такие элементы пользовательского интерфей-
са, как меню, селективные кнопки (radio button), сообщения 
(message), шкалы, круговые шкалы и многое другое. Можно 
определять подклассы класса сообщений, например, для со-
здания сообщений со специальным способом отображения. 
Из всех классов пользовательского интерфейса только для 
сообщений есть возможность создавать производные классы.
Классы описаний классов (class definition) определяют клас-
сы, экземпляры которых содержат созданные пользовате-
лем описания классов и служат шаблонами для создания эк-
земпляров других классов. Эти классы порождены от класса 
описание (definition). Описание имеет три подкласса — опи-
сание объекта (object-definition), описание связи (connection-
definition) и описание сообщения (message-definition) в соответ-
ствии с классами, которые может определять пользователь.
Классы языка G2 (G2 language): эти классы используются 
для определения различных элементов языка G2, таких как 
правила, отношения, действия и процедуры. Нельзя создать 
собственные производные классы от этих классов.
С помощью G2 новые классы могут создаваться не только 
в процессе разработки, но и динамически, во время работы 
приложения. Во время исполнения приложения может быть 
создан, модифицирован или уничтожен экземпляр любого 
класса или целый класс. Это касается как объектов, так и пра-
вил и процедур. В этом смысле G2 более объектно-ориенти-
рованная система, чем даже C++. Эта возможность являет-
ся частью общих возможностей G2, дополняющих описания 
классов и позволяющих создавать новые сущности, включая 
рабочие пространства, правила, связи и процедуры. G2 обес-
печивает операции create by cloning (создание клонированием) 
и change the text of (изменить текст), которые используются 
для клонирования похожего описания класса и последующе-
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го редактирования его в соответствии с требованиями новых 
особенностей. По умолчанию динамически созданные сущ-
ности являются временными (transient), т. е. они существуют 
только на протяжении данного сеанса работы и не сохраняют-
ся в базе знаний. Однако описание класса должно быть посто-
янной (permanent) сущностью в момент создания экземпляра 
или производного класса. Можно использовать операцию 
make permanent (сделать постоянным) для преобразования 
временной сущности — описания класса в постоянную.
Все классы G2 обладают по крайней мере одним общим 
свойством — их экземпляры имеют графическую форму пред-
ставления. Используя эти графические образы вместе с клас-
сом связей, можно строить схемы систем для любого уровня 
сложности. Кроме визуализации взаимодействия объектов 
G2 предоставляет синтаксические конструкции, позволяю-
щие осуществлять рассуждения на основе графических схем. 
Например, можно проверить состояние всех вентилей, соеди-
ненных с данной емкостью, или определить температуру объ-
екта, ближайшего к указанному.
Рассмотрим подробнее наиболее важные классы сущно-
стей [7].
Выделяют объекты (классы), встроенные в систему и вводи-
мые пользователем. При разработке приложения, как правило, 
создаются подклассы пользовательских и встроенных классов, 
отражающие специфику данного приложения. Среди встроен-
ных подклассов наибольший интерес представляет подкласс 
объектов, включающий подклассы переменных и параметров, 
и подкласс связей (connection) и отношений (relation).
Объекты 
Объекты в базе знаний представляют собой отображения 
элементов реального мира, которые будут применяться при 
решении поставленной перед ЭС РВ задачи. Выделяют посто-
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янные и временные объекты. Постоянные объекты заносят-
ся в БЗ разработчиком ЭС РВ в процессе диалога с системой, 
в то время как временные объекты создаются после выполне-
ния специальных команд в правилах и процедурах. Времен-
ные объекты могут существовать в БЗ только в процессе рабо-
ты ЭС реального времени. С каждым объектом ассоциируется 
таблица атрибутов, в которую заносятся существенные для 
решаемой задачи свойства объекта. Элемент данной таблицы 
представляет собой пару «атрибут — значение».
Объекты могут иметь графические образы, отображаемые 
на экране дисплея, называемые пиктограммами. На пик-
тограммах разработчиком могут быть выделены отдельные 
участки. Цвет таких участков может изменяться в результате 
выполнения специальных команд в правилах или процедурах. 
Таким способом обеспечивается высокая наглядность инфор-
мации, предоставляемой лицу, работающему с ЭС реального 
времени.
Поскольку реальные приложения могут содержать боль-
шое количество объектов, целесообразно предоставлять 
возможность объединения множества объектов со схожи-
ми свойствами в классы. Классы объектов составляют ие-
рархию, в которой определяется отношение «родительский 
класс — подкласс». Объекты подклассов могут наследовать 
атрибуты и пиктограммы родительских классов. Иерархиче-
ская упорядоченность классов значительно упрощает задачу 
определения новых классов в приложении. Например, атри-
буты, характеризующие объекты различных классов, могут 
быть однократно определены в одном классе, являющемся 
общим родительским классом для них. Такие атрибуты будут 
автоматически наследоваться объектами, принадлежащими 
к подклассам, что снимает необходимость их повторного оп-
ределения. Другим важным достоинством введения классов 
объектов является возможность составления правил, отно-
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сящихся ко всем объектам, принадлежащим к некоторому 
классу (общих правил). Задача разработчика значительно 
упрощается за счет того, что им может быть составлен ряд 
общих правил, применимых к различным классам объектов 
приложения, а результирующая БЗ будет иметь меньший объ-
ем по сравнению с БЗ, в которой не могут применяться общие 
правила.
Особая роль в G2 отводится переменным. В отличие от ста-
тических систем переменные в G2 делятся на три вида: соб-
ственно переменные, параметры и простые атрибуты. Па-
раметры получают значения в результате работы машины 
вывода или выполнения какой-либо процедуры. Переменные 
представляют измеряемые характеристики объектов реаль-
ного мира и поэтому имеют специфические черты: время 
жизни значения и источник данных. Время жизни значения 
переменной определяет промежуток времени, в течение кото-
рого это значение актуально, по истечении этого промежут-
ка переменная считается не имеющей значения. В отличие 
от переменных параметры всегда имеют значение, так как их 
значения либо заданы в качестве начальных значений, либо 
перевычислены механизмом вывода G2.
Поскольку системе может потребоваться текущее значе-
ние переменной, для каждой из них должен быть определен 
источник данных (сервер данных). Источником данных для 
переменной могут служить: машина вывода, подсистема 
имитационного моделирования или внешний по отношению 
к G2 источник данных. С переменными могут быть ассоции-
рованы формулы имитационного моделирования, в резуль-
тате применения которых система также может получать 
значения переменных. Для параметров указанный механизм 
получения значений из источника данных не используется; 
они получают новые значения после выполнения специаль-
ных операторов в заключениях правил или процедур.
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При ссылке в правиле или процедуре как для переменных, 
так и для параметров допустимо использование следующих 
выражений, отражающих динамику их значений [7]: текущее 
значение; значение в заданный момент времени; среднее зна-
чение за интервал времени; интеграл по интервалу времени; 
интерполяция значения в заданный момент времени; макси-
мальное (минимальное) значение за интервал времени; ко-
личество собранных значений за интервал времени; скорость 
изменения значений в течение интервала времени; стандарт-
ное отклонение в течение интервала времени.
Очевидно, что далеко не для всех используемых в приложе-
нии значений нужно применять такой мощный инструмента-
рий, поэтому в целях повышения эффективности функциони-
рования системы в этих случаях используют простые атрибуты.
Связи и отношения 
В G2 предусмотрены два вида взаимосвязей между объекта-
ми: связи и отношения. Под связями понимается взаимосвязь 
между двумя сущностями, задаваемая разработчиком прило-
жения и имеющая графическое представление. В реальном 
физическом окружении, описываемом в G2, связи может со-
ответствовать физическая связь между сущностями, такая как 
электрическое соединение или трубопровод. В G2 разработчик 
может задавать классы связей, ссылаться на объекты посредст-
вом указания связей, в которых они участвуют, а также делать 
заключения на основании наличия или отсутствия связей. Отно-
шения, как и связи, представляют взаимосвязи между объекта-
ми. Под отношением понимается поименованная взаимосвязь 
между двумя сущностями. G2 предоставляет возможность раз-
работчику задавать различные типы отношений. На основании 
наличия или отсутствия отношения между объектами могут 
производиться выводы. Основные отличия связей и отношений 
сводятся к следующему: 1) связи задаются разработчиком в про-
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цессе создания ЭС, в то время как отношения устанавливаются 
динамически после выполнения специальных операторов в пра-
вилах или процедурах; 2) связи имеют графическое представ-
ление, в то время как отношения не отображаются на экране 
дисплея; 3) отношения в отличие от связей нецелесообразно со-
хранять в качестве постоянной части БЗ.
Исполняемые утверждения БЗ 
Основу исполняемых утверждений БЗ составляют правила 
и процедуры. Кроме того, есть формулы, функции, действия 
и т. п. Правила в G2  имеют традиционный вид [7]: условие 
(антецедент) и заключение (консеквент). Кроме if-правила 
условие («if <логическое выражение>») и заключение («then 
<действия>») используются еще 4 типа правил: initially, 
unconditionally, when и whenever.
Способы применения каждого правила определяются его 
синтаксисом [7]:
<правило>::= {з<префикс for>з 
{<правило if >з <правило unconditionally> 
з<правило when> з <правило whenever>} 
з<пpaвилo initially>} 
<префикс for>::= for {any з the} <item> …
<правило if>::= if <логическое выражение> 
                                  then <список действий> 
<правило unconditionally>::= unconditionally <список дей-
ствий> 
<правило when>::= when <логическое выражение> 
                                         then <список действий> 
<правило whenever>::= whenever <описание события> 
зor <описание события>з 
зand when <логическое выражение>з 
<правило initially>::= initially
[if <логическое выражение> then] <список действий> 
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Каждый из типов правил может быть как общим, т. е. от-
носящимся ко всему классу, так и специализированным, от-
носящимся к конкретным экземплярам класса. Возможность 
представлять знания в виде общих, а не только конкретных, 
правил обеспечивает следующие преимущества:
•	 минимизируется избыточность БЗ;
•	 упрощается наполнение БЗ и ее сопровождение;
•	 минимизируются ошибки при отладке БЗ;
•	 способствует повторной используемости знаний 
(так как общие правила запоминаются в библиотеке 
G2 и могут использоваться в подобных приложениях).
Несмотря на то, что продукционные правила обеспечивают 
достаточную гибкость для описания реакций системы на из-
менения окружающего мира, в некоторых случаях, когда необ-
ходимо выполнить жесткую последовательность действий 
(например, запуск или остановку комплекса оборудования), 
более предпочтительным является процедурный подход. Язык 
программирования (ЯП), используемый в G2 для представле-
ния процедурных знаний, является достаточно близким род-
ственником ЯП «Паскаль». Кроме стандартных управляющих 
конструкций язык расширен элементами, учитывающими ра-
боту процедуры в реальном времени: ожидание наступления 
событий, разрешение другим задачам прерывать выполнение 
данной процедуры, директивы, задающие последовательное 
или параллельное выполнение операторов. Еще одна инте-
ресная особенность языка — итераторы, позволяющие ор-
ганизовать цикл над множеством экземпляров класса. Пере-
численные свойства языка позволяют системе одновременно 
выполнять множество различных процедур или множество 




В заключение обратим внимание на ограничения сущест-
вующих ЭС и инструментариев в рассматриваемом аспекте 
состава и способа представления знаний.
Причинами ограничения состава знаний, используемых 
в ЭС, могут быть:
1) отсутствие знаний о причинных моделях, недостаточ-
ное представление знаний о разнообразии целей и воз-
можностей пользователей, недостаточность знаний 
о собственных возможностях и ограничениях системы;
2) неполнота знаний, представленных в ЭС, следствием 
которой является ограничение возможных областей их 
использования;
3) отсутствие хорошо разработанных методов представле-
ния временных и пространственных знаний;
4) невозможность описания с помощью применяемых 
языков представления знаний всех отношений, кото-
рые эксперт считает важными, в едином формализме.
На основании вышесказанного в качестве одной из тен-
денций развития ЭС можно указать расширение сферы их ис-
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