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Abstract
By considering the Dirichlet boundary condition x(0) = x(1) = 0, we say that
q ∈ L1[0, 1] is a non-degenerate potential if the ordinary diﬀerential equation
x′′ + q(t)x = 0 has only the trivial solution x(t)≡ 0 which veriﬁes the boundary
condition. Starting with a non-degenerate positive constant potential B, in this paper,
we will apply the Pontryagin maximum principle (PMP) in optimal control theory to
ﬁnd the optimal bound r = r(A,B) for any A ∈ [–∞,B) such that any potential
q ∈ L1[0, 1] satisfying A≤ q≤ B and ∫[0,1] q(t)dt > r(A,B) is necessarily non-degenerate.
Such a non-degeneracy problem can be considered as the dual problem in a series of
papers by Li et al.
Keywords: non-degenerate potential; eigenvalue; optimal control; Pontryagin
maximum principle; boundary value problem
1 Introduction
Let us introduce the notion of non-degenerate potentials by considering the Dirichlet
boundary condition.
Deﬁnition  Let q ∈ L[, ] be an integrable potential. If the following problem
x′′ + q(t)x = , t ∈ [, ], ()
x() = x() = , ()
has only the trivial solution x≡ ,we say that q(t) is a non-degenerate potential, or problem
()-() is non-degenerate.
If problem ()-() is non-degenerate, then, for any h ∈ L[, ], by the Fredholm alterna-
tive principle, the inhomogeneous equation
x′′ + q(t)x = h(t), t ∈ [, ],
has a unique solution x(t) verifying boundary condition (). Thus one can also say that
problem ()-() is non-resonant or invertible, as seen from diﬀerent literature sources.
© 2015 Shen and Zhang. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
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Non-degenerate potentials are very important in many problems. For example, it is well
known that non-degenerate potentials play an important role in the solvability of bound-
ary value problems of semilinear diﬀerential equations [–]. The maximum and anti-
maximum principles for various boundary value problems are also related with non-
degenerate potentials [–]. More importantly, in recent years, it was found that the
solvability, the exact multiplicity and the stability of solutions of several interesting classes
of superlinear diﬀerential equations of the Landesman-Lazer type or of the Ambrosetti-
Prodi type can be obtained from the characterization of non-degenerate potentials [, ,
–].
All of these applications are based on explicit construction of non-degenerate potentials.
To describe some known classes of non-degenerate potentials, let us use
λ(q) < λ(q) < · · · < λm(q) < · · ·





x =  ()
with boundary condition (). Then the non-degeneracy can be explained using eigenvalues
as follows.
Lemma  For q ∈ L[, ], problem ()-() is non-degenerate if and only if λm(q) =  for all
m ∈N.
Throughout this paper, denote
μm := λm() = (mπ ), m ∈N,
the eigenvalues of problem ()-() with zero potential q = . Then a constant potential q =
c ∈ R is non-degenerate if and only if c = μm for all m ∈ N. Moreover, by the comparison
results for eigenvalues, it is well known that if q satisﬁes
μn– ≺ q≺ μn ()
for some n ∈N, then q is non-degenerate. This is a trivial, but frequently used, class of non-
degenerate potentials. Here μ is understood as –∞, and q ≺ q means that q(t)≤ q(t)
for all t ∈ [, ] and q(t) < q(t) on some subset of [, ] of positive measure.
Because of Lemma , it is not an easy task to explicitly characterize non-trivial classes of
non-degenerate potentials. However, in the study of semilinear ordinary diﬀerential equa-
tions, Li and his collaborators have applied the Pontryagin maximum principle (PMP) in
the optimal control theory to construct several useful classes of non-degenerate potentials
of () with respect to various boundary conditions like theDirichlet, theNeumann, and the
periodic boundary conditions. See [, , , ]. Their main results, by taking the Dirichlet
boundary condition as an example, are as follows. For –∞ ≤ A < B≤ +∞, denote
A,B :=
{
q ∈ L[, ] : A≤ q(t)≤ B a.e. t ∈ [, ]}.
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Starting with a non-degenerate constant potential q ≡ A ∈ (μn,μn+) for some n ∈ N, for





is a non-degenerate potential of problem ()-(). In fact, the bound R := R(A,B) ∈ (A,μn+]
















B –A . ()
Moreover, by letting
R(A, +∞) := lim




R(A, +∞) is the corresponding optimal bound so that potentials q ∈ A,+∞ satisfying
∫ 

q(t)dt < R(A, +∞)
are also non-degenerate.
In [], the second author of this paper has used some Sobolev inequalities to char-
acterize another important class of non-constant non-degenerate potentials for problem
()-() and its p-Laplacian counterpart. This class of non-degenerate potentials is used in
[, ]. It is worth mentioning that papers [–] on the Lyapunov-type inequalities are
also related with non-degenerate potentials.
In this paper, we study the following problemwhich can be considered as a dual problem
to that in [, , , ]. Given an upper bound
B ∈ (μn,μn+) for some n ∈N, i.e.,n = [
√
B/π ] ∈N. ()
In case A ∈ (μn,B), any q ∈ A,B is always non-degenerate. See condition (). In the fol-
lowing we assume that
A ∈ [–∞,μn] ()
and consider potentials in A,B. We aim at ﬁnding the optimal value r = r(A,B) such that
any q ∈ A,B satisfying
∫ 

q(t)dt > r(A,B) ()
is necessarily non-degenerate. The ﬁnal results are as follows.
Theorem  Let B and A be as in () and ().
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• For A ∈ (,μn], let
r := r(A,B) ∈ [μn,A + nπ (B –A)/
√
B
] ⊂ [μn,B) ()














B –A . ()








Then, for any q ∈ A,B satisfying condition (), we have
λn(q) <  < λn+(q), ()
which implies that problem ()-() is non-degenerate. Moreover, the bound r(A,B) is opti-




and qˆ is degenerate.
One may compare equation () with (). The results of Theorem  are obtained mainly
using the PMP. However, diﬀerent from the arguments in [, , , ], we will extensively
apply the eigenvalue theory for problem (). In fact, the non-degeneracy of potentials is
a consequence of the estimates () on eigenvalues which are also optimal in a certain
sense. Moreover, in order to prove the existence of the optimal control potentials for the
optimal control problems deduced from the non-degenerate potential problems, we ﬁnd
that the (strong) continuous dependence of solutions and eigenvalues of () in potentials
(with weak topology) in [] can simplify the arguments signiﬁcantly. In these senses, the
present paper has given some simpler approach to the non-degeneracy problem.
The paper is organized as follows. At ﬁrst, we introduce the Pontryagin maximum prin-
ciple in optimal control theory and establish the connection between non-degeneracy
problems and optimal control problems. Secondly, Theorem  is proved by solving equa-
tions in the PMP. Finally, we brieﬂy consider non-degenerate potentials of () with the
Neumann boundary condition and point out that the class of potentials in Theorem  is
also non-degenerate with respect to the Neumann problem. As seen from applications
of non-degenerate potentials to nonlinear diﬀerential equations mentioned above, it can
be expected that the new class of non-degenerate potentials in Theorem  can lead to
interesting applications to semilinear and superlinear diﬀerential equations.
2 Control systems and the Pontryaginmaximum principle
For our purpose, let us introduce the following class of optimal control problems [].
A control system consists of four elements: state-control trajectory, ﬁnal state, set of ad-
missible controls and cost functional.
Shen and Zhang Boundary Value Problems  (2015) 2015:189 Page 5 of 17
• the state-control trajectory (x,u) is characterized by a ﬁrst-order ordinary diﬀerential
system
x˙ = f(x,u(t), t), t ∈ [t, tf ], ()
with a known initial state
x(t) = x, ()
where x,x ∈ Rn, u ∈ Rm;




where g : Rn → Rk is a known function;
• the set of admissible controls is described by
U[t,tf ] :=
{u(t) : u(·) is a piecewise continuous function on [t, tf ]
such that u(t) ∈Um for all t ∈ [t, tf ] and
problem ()-()-() has solutions x(t)}, ()
where Um ⊂ Rm is a known domain; and







where L(x,u, t) is a known function.
The optimal control problem is to ﬁnd an admissible control u(·) ∈ U[t,tf ] that max-
imizes the cost functional J[u(·)]. Suppose that the optimal control problem is solvable
and (x∗,u∗) is the optimal state-control trajectory . Then u∗ and x∗ can be characterized
by the Pontryagin maximum principle [].
Theorem  (Pontryagin maximum principle) Consider the optimal control problem ()-
(), where Um ⊂ Rm is a closed bounded set. Suppose that
• f(x,u, t), fx(x,u, t), L(x,u, t), g(x), gx(x) are continuous; and
• f(x,u, t), fx(x,u, t), Lx(x,u, t) are bounded.
Let us introduce the Hamiltonian H by
H(x,u,ψ , t) = L(x,u, t) +ψT f(x,u, t), ()
where ψ ∈ Rn. If (u∗,x∗) is the optimal solution of the problem, then there exist a vector-
valued function ψ : [t, tf ]→ Rn and a constant vector μ ∈ Rn such that (x∗(t),ψ(t)) satis-




ψ˙T (t) = – ∂H
∂x (x∗(t),u∗(t),ψ(t), t),
()
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and boundary conditions









(x∗(t),u∗(t),ψ(t)) ≡ const. ∀t ∈ [t, tf ], ()






For problem ()-(), the construction of non-degenerate potentials q ∈ A,B can be
stated as the following optimal control problem. By setting (x,x) = (x, x˙), equation ()
is equivalent to the following system:
x˙ = x, x˙ = –q(t)x, ()




= (, ). ()
The ﬁnal state is
x() = . ()
The set of admissible controls is
ˆA,B :=
{
q ∈ A,B : problem ()-() has nontrivial solutions
}
.




q(t)dt, q ∈ ˆA,B. ()
In the following we consider the case that A ∈ (–∞,μn] is ﬁnite.
Lemma  The optimal control problem ()-() associated with problem ()-() has an
optimal control potential q∗ ∈ A,B.
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One has qk ∈ ˆA,B such that limk→∞ J[qk] = r. It is well known that the order-interval A,B
is a compact subset of L[, ] when the weak topology w is considered. Since {qk} ⊂
ˆA,B ⊂ A,B, without loss of generality, let us assume that qk → q∗ in (L[, ],w). Thus
q∗ ∈ A,B.
Let xk(t), k ∈N, be solutions of
x¨k + qk(t)xk =  in [, ],
satisfying (xk(), x˙k()) = (, ). By the continuity dependence results of solutions on po-
tentials in [], as k → ∞, xk converges in (C[, ],‖ ·‖C ) to xwhich is the unique solution
of
x¨ + q∗(t)x =  in [, ],
satisfying (x(), x˙()) = (, ). Since xk()≡  for all k, one has x() = . Since x = , we see
that q∗ ∈ ˆA,B. Finally, qk → q∗ in (L[, ],w) implies that J[qk]→ J[q∗]. Hence J[q∗] = r,
i.e., q∗ is an optimal control. 




q∗(t)dt ∈ [μn,B). ()
Then any potential q ∈ A,B satisfying () is non-degenerate with respect to problem ()-().
Proof Suppose that q ∈ A,B satisﬁes (). If problem ()-() has non-trivial solutions, one
would have q ∈ ˆA,B and J[q∗] = supqˆ∈ˆA,B J[qˆ]≥ J[q], a contradiction with ().
Since q≡ B ∈ A,B is non-degenerate, one has q∗ ≺ B and r(A,B) < B. On the other hand,
as q≡ μn ∈ A,B is degenerate, one has r(A,B)≥ J[μn] = μn. These have given the bounds
() for r(A,B). 
3 Construction of non-degenerate potentials for the Dirichlet problem
In this section, we apply the PMP to ﬁnd the optimal control q∗ and complete the proof of















L(x,q, t) = q,
U = [A,B]⊂ R.
Then the Hamiltonian () in the PMP is
H = q +ψT f(x,q, t) = q +ψx –ψqx, where ψ ∈ R. ()
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Let q∗ ∈ A,B and (x∗ ,x∗) be the optimal solutions. Then ()-() in the PMP read as
x˙∗ = x∗, x˙∗ = –q∗(t)x∗ , ()


















where μ,ν ∈ R are some constants.
Note that system () is essentially the same as (). In fact, both x∗ (t) and ψ(t) are
solutions of the following equation:
y¨ + q∗(t)y = , t ∈ [, ]. ()
Moreover, from () and (), one has
(







Thus there exists a constant c such that
ψ(t)≡ cx∗ (t) and ψ(t)≡ –cx∗(t), t ∈ [, ]. ()
Recall that eigenvalues λm(q) of problem ()-() have the following comparison proper-
ties:
qi ∈ L[, ], q ≤ q ⇒ λm(q)≥ λm(q) for allm ∈N,
and
qi ∈ L[, ], q ≺ q ⇒ λm(q) > λm(q) for allm ∈N,
where q ≺ q means that q ≤ q and q(t) < q(t) on some subset of [, ] of positive
measure. It is trivial that
λm(q + γ ) = λm(q) – γ
for any constant γ , we see that condition B ∈ (μn,μn+) is equivalent to
λn(B) <  < λn+(B). ()
As for the optimal potential q∗ in Lemma , one has the following results.
Lemma  The optimal control potential q∗ in Lemma  must satisfy λn(q∗) = . Conse-
quently, as an eigenfunction, x∗ (t) has precisely (n + ) zeros in [, ], say  = t < t < · · · <
tn = .
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Proof Since q∗ ∈ ˆA,B, one has λm(q∗) =  for some m ∈N. As q∗ ≤ B, by the comparison
results for eigenvalues, one has λn+(q∗)≥ λn+(B) > . Thusm≤ n.
We assert that m = n and hence one has λn(q∗) = . Otherwise, assume that m ≤ n – .
Denote
qτ := ( – τ )q∗ + τB ∈ A,B, τ ∈ [, ].
One has λn(q) = λn(q∗) > λm(q∗) =  and λn(q) = λn(B) < . By the continuity of λn(qτ )







it is a contradiction with the optimality of q∗. 
In order to deduce the optimal potential q∗, we will use properties () and () in the
PMP. For simplicity, we write
y(t) := x∗ (t), t ∈ [, ],
which is a solution of problem ()-() and satisﬁes (y(), y˙()) = (, ).
By () and (), H takes the following form:
H




q – cy˙(t) =:G(t,q),






B if  – cy(t) > ,
A if  – cy(t) < ,
∈ [A,B] if  – cy(t) = .





B if  – cy(t) > ,
A if  – cy(t) < ,
∈ [A,B] if  – cy(t) = .
If c ≤ , we would have q∗ = B, which is impossible. Hence c > . Let us denote
c∗ := /





B if |y(t)| < c∗,
A if |y(t)| > c∗,
∈ [A,B] if |y(t)| = c∗.
()





q∗(t) – y˙(t)/c∗ ≡ const. ()
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For each i = , , . . . ,n, as y(ti) = , one has |y(t)| < c∗ on some (maximal) interval Ii con-
taining ti. By (), q∗(t) = B on Ii. Thus () implies that B – y˙(ti)/c∗ ≡ const. Hence








, i = , , . . . ,n. ()
Moreover, on Ii, y(t) satisﬁes
y¨ + By = .
Using conditions (), we know that, on Ii, y(t) is given by








t ∈ (, ) : ∣∣y(t)∣∣ ≥ c∗
}
.
Then J is a closed set contained in (, ). Note that q∗(t) = B on [, ]\J and q∗ = B. Thus




where Jj = [ξj,ηj]⊂ (, ) may shrink into a single point. However, as q∗ = B, at least one of
Jj ’s is a non-trivial closed interval.
Lemma  The number of intervals Jj’s in (), including the degenerate ones, is precisely n.
Moreover, by labeling Ji according to the order in R, one has Ji ⊂ (ti–, ti) for i = , , . . . ,n,
where ti’s are as in Lemma .





Step . For each i = , , . . . ,n, we assert that (ti–, ti) contains at most one interval Jj from
().
Otherwise, we would have two neighboring intervals [ξ ,η] and [ξˆ , ηˆ] from Jj ’s such
that ti– < ξ ≤ η < ξˆ ≤ ηˆ < ti and |y(t)| < c∗ on (η, ξˆ ). Since y(t) does not change sign in
(ti–, ti), let us assume that y(η) = y(ξˆ ) = c∗ and  < y(t) < c∗ on (η, ξˆ ). Then, on (η, ξˆ ),
y¨(t) = –q∗(t)y(t) = –By(t) <  and y(t) is strictly concave. Hence we would have y(t) > c∗
on (η, ξˆ ), a contradiction.
Step . Let Jj = [ξ ,η] be any interval from () such that Jj = [ξ ,η]⊂ (ti–, ti). For t ∈ [η, ti],
y(t) is given by (). Thus c∗ = |y(η)| ≤ /
√
B.
Step . For each i = , , . . . ,n, we assert that (ti–, ti) contains precisely one interval Jj
from ().
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Otherwise, from Step , let us assume that (ti–, ti) contains no Jj from (). Thus |y(t)| <
c∗ on (ti–, ti). On [ti–, ti], y(t) is given by (). As y(ti–) = , we have from () that ti –
ti– = π/
√
B. Thus c∗ > |y((ti– + ti)/)| = /
√
B, a contradiction with the result on c∗ in
Step . 
For i = , , . . . ,n, denote Ji = [ξi,ηi]⊂ (ti–, ti). We have obtained the following formulas:












B for t ∈ [ηi, ti].
()
These give q∗(t) and y(t) on [, ]\J . Moreover, as |y(ξi)| = |y(ηi)| = c∗, we have from ()
ξi – ti– = ti – ηi ≡ τ , i = , , . . . ,n, ()




B >  is a constant. Note that τ ≤ π/√B.
In order to construct q∗(t) and y(t) on J , we need to distinguish two cases.
Case  < A ≤ μn. Let us ﬁrst consider a non-trivial interval from Ji’s, say J = [ξ,η],
where ξ < η. Since q∗ ≥ A > , equation () implies that y(t) is strictly concave on [t, t].
Thus y(t) > c∗ = y(ξ) = y(η) on (ξ,η). By (), one has
q∗(t) = A, t ∈ (ξ,η). ()
Since y(t) satisﬁes
y¨ +Ay = 
on (ξ,η), y(t) is symmetric with respect to t = (ξ + η)/ and




t – (ξ + η)/
))
, t ∈ (ξ,η), ()





















where τ is as in (). Hence the length |J| = η – ξ is uniquely determined by the param-
eter τ .
Next, for any i, it follows from () and () that Ji = [ξi,ηi] has the same length with
|J|. Hence ti – ti– = /n for all i, i.e., ti = i/n for i = , , . . . ,n. By using the parameter τ in
(), one has then |Ji| = /n – τ .
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Finally, let us introduce the following parameter:
α := nτ ∈ (,nπ/√B]⊂ (, ). ()











When A and B are ﬁxed, it is easy to verify that equation () has a unique solution
α = α(A,B) in the interval () for α. In fact, one has  < α(A,B) < nπ/
√
B in this case.
Moreover, q∗(t) is determined by () and ().
Lemma  Suppose that B is as in () and A ∈ (,μn]. Then the optimal control potential
q∗ ∈ A,B is unique. Moreover, one has q∗(t) ≡ q∗(t – (i – )/n) for all t ∈ [(i – )/n, i/n],
where i = , , . . . ,n, and q∗|[,/n] is given by
q∗(t) =
{
B for t ∈ [,α/n]∪ [/n – α/n, /n],
A for t ∈ (α/n, /n – α/n), ()
where α = α(A,B) ∈ (,nπ/√B) is the unique solution of equation ().
Case A ≤ . Denote Ji = [ξi,ηi] ⊂ (ti–, ti). At ﬁrst, we assert that y(t) ≡ (–)i+c∗ on Ji.
This is trivial when ξi = ηi. In the following, we assume that ξi < ηi. If y(t) is not constant
on Ji, one would have a non-trivial subinterval (ξ ,η)⊂ [ξi,ηi] such that
(–)i+y(t) > c∗ on (ξ ,η), and (–)i+y(ξ ) = (–)i+y(η) = c∗. ()
Then, on (ξ ,η), it follows from () that q∗(t) = A ≤  and from equation () that
(–)i+y¨(t) = –A(–)i+y(t) ≥ . Thus (–)i+y˙(t) is non-decreasing. However, () implies
that (–)i+y˙(ξ ) ≥  and (–)i+y˙(η) ≤ . Therefore (–)i+y˙(t) ≡  and y(t) is constant on
(ξi,ηi), a contradiction with assumption ().
Next we assert that
y˙(t) =  ∀t ∈ Ji = [ξi,ηi]. ()
In fact, for any t ∈ Ji, one has (–)i+y(t) = maxs∈(ti–,ti)(–)i+y(s). Hence one has ().
Finally, from (), () and (), one knows that τ satisﬁes cos(
√




Moreover, as (–)i+y(t)≡ c∗ on (ξi,ηi), we obtain from equation () that
q∗(t) = , t ∈ (ξi,ηi), i = , , . . . ,n. ()
Lemma  Suppose that B is as in () and A ∈ (–∞, ].Then the optimal control potential
q∗ ∈ A,B is not unique. By letting
α = α(A,B) := nτ = nπ/
√
B ∈ (, ), ()
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one optimal control potential q∗ can be chosen so that q∗(t) ≡ q∗(t – (i – )/n) for all t ∈
[(i – )/n, i/n], where i = , , . . . ,n, and q∗|[,/n] is given by
q∗(t) =
{
B for t ∈ [,α/n]∪ [/n – α/n, /n],
 for t ∈ (α/n, /n – α/n). ()
Here formulas () and () are deduced from () and from (), (), respectively.







q∗(t)dt = ( – α)A + αB, ()
where α = α(A,B) is the solution of equation (). By letting r = r(A,B), one has from ()
that α = (r – A)/(B – A) and  – α = (B – r)/(B – A). Substituting into (), we know that
r = r(A,B) satisﬁes equation (). Moreover, one has from Lemma  that r ≥ μn and from
() that r = A + α(B – A) < A + nπ (B – A)/
√
B. Hence r is inside the interval () in this
case.








In these two cases, denote
ˇA,B :=
{






Lemma  asserts that any q ∈ ˇA,B is non-degenerate. In fact, as ˇA,B is a convex set con-
taining B, for any q ∈ ˇA,B, one has ( – s)q + sB ∈ ˇA,B for s ∈ [, ]. By Lemma ,
m(s) := λm
(
( – s)q + sB
) =  ∀s ∈ [, ],∀m ∈N.
As continuous functions of s, one has then
 <m()m() = λm(q)λm(B) ∀m ∈N.
Thus λn(q) and λn+(q) have the same signs as those of λn(B) and λn+(B), respectively. Due
to (), we obtain ().
Moreover, the optimality of r(A,B) follows from Lemmas  and , by simply taking
qˆ = q∗.
Case : A = –∞. In this case, one has–∞,B ⊃ A,B for any A ∈ (–∞, ]. By the meaning
of r(–∞,B), one has r(–∞,B)≥ r(,B) = nπ√B.
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Since q≤ B, one has
λn+(q)≥ λn+(B) > . ()
For any A ∈ (–∞, ), deﬁne
EA :=
{
t ∈ [, ] : q(t) < A},
qA(t) :=
{
q(t) for t ∈ [, ]\EA,
 for t ∈ EA.
Then qA ≥ q and qA ∈ A,B. Let  < ε <  – nπ
√










q(t)dt – ε =  – ε > nπ
√
B.
Thus qA – ε ∈ ˇA–ε,B. From inequality (), for qA – ε, we know that
λn(qA – ε) = λn(qA) + ε < . ()
When A ↓ –∞, the measure of EA tends to  and ‖qA – q‖ → . Therefore
λn(q) = limA↓–∞λn(qA)≤ –ε < .








q ∈ L[, ] : q(t)≤ B a.e. t ∈ [, ], and
∫ 

q(t)dt > r(–∞,B) = nπ√B
}
is non-degenerate. Note that these non-degenerate potentials q(t)may be unbounded from
below.
Let us ﬁx B as in () and consider r(A,B) as a function of A ∈ (–∞,μn]. From equation
(), it is easy to prove that r = r(A,B) is continuous and non-increasing in A. Moreover,
one has r(μn,B) = μn = (nπ ). As a function of A, the graph of r(A,B) is as in Figures 
and .
4 Non-degenerate potentials for the Neumann problem
For equation () with the Neumann boundary condition
x˙() = x˙() = , ()
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Figure 1 The bound r(A,B) with the choice
B = 20 ∈ (μ1,μ2). Solid: r = r(A,B), dashed: r = B.
Figure 2 The bound r(A,B) with the choice
B = 70 ∈ (μ2,μ3). Solid: r = r(A,B), dashed: r = B.
the non-degenerate potentials can be deﬁned similarly as in Deﬁnition . Given a potential
q ∈ L[, ]. The eigenvalues of problem ()-() are
λˆ(q) < λˆ(q) < · · · < λˆm(q) < · · · , limm→+∞ λˆm(q) = +∞. ()
Note that
μˆm := λˆm() = (mπ ), m ∈ Z+ := {} ∪N. ()
One has μˆm = μm form ∈N.
By the approach in the preceding sections, for the Neumann problem, the results are as
follows.
Theorem  Let B and A be as in () and (), where n ∈ N. By letting r(A,B) and ˇA,B
be as those for the Dirichlet problem, any q ∈ ˇA,B is also non-degenerate with respect to
problem ()-().
For the Neumann problem, one has the zeroth eigenvalue. See () and (). This leads
to the following problem. Suppose that B and A are such that
 < B < μ, A≤ . ()
What is the optimal lower bound r(A,B) for
∫ 
 q(t)dt so that any q ∈ A,B is non-
degenerate?
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Theorem  Let B and A be as in (). Then r(A,B)≡ . That is, any q ∈ A,B satisfying
∫ 

q(t)dt >  ()
is a non-degenerate potential of problem ()-(). Moreover, the lower bound  in () is
optimal.
Proof This theorem is simply a restatement of some classical results. In fact, for any q ∈





See []. Under assumption (), one has λˆ(q) < . On the other hand, for any q ∈ A,B, as
q≤ B, one has λˆ(q)≥ λˆ(B) = μ –B > . See assumption (). Thus q is a non-degenerate
potential of problem ()-().
As for the optimality, one needs only to notice that the zero potential q =  ∈ A,B is
degenerate with respect to problem ()-(). 
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