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summary
Studies in plane geometry can benefit from identifying R2 with C and exploiting analytic pro-
perties of the complex numbers. This motivates the investigation, whether geometry in three
dimensional space can profit in a similar way from applying of the analytical properties of the
quaternions when R3 is identified with the imaginary space ImH of the quaternions.
Hence this paper starts with a general basic introduction to the properties of the skewfield H of
HAMILTONIAN quaternions and with the extension of H by the point ∞ to the compactification
Ĥ by stereographic projection. In particular we will find that two quaternions are conjugate to
each other if and only if their real parts and absolute values coincide. Using the characteriza-
tion of conjugation and the skewfield properties of H it is possible to simplify a quaternionic
polynomial equation of degree 2 of the form
XcX + Xd− aX − b = 0,
with a, b, c, d ∈ H, c 6= 0 and b − ac−1d 6= 0, where X is the variable, and to characterise
the solvability of this equation in H. The existence of a solution of this equation is derived
using elementary mathematical methods. In some cases a statement about shape and number of
solutions is made.
In the following part fundamentals of geometry in Ĥ and Im Ĥ are discussed. Among other
things the circumcenter of three points from ImH is specified as well as the circumcenter and
circumradius of a tetrahedron in Im Ĥ. The representations of these points are required for
the generalisations of the tetrahedron and parallel version of Robert’s Theorem by continuity
arguments. For this also the introduction of the power of a point with respect to a sphere is
necessary as well as the terms radical plane, line and point.
In the next chapter quaternionic MO¨BIUS transformations are introduced and their properties
characterised. For example the group M of the MO¨BIUS transformations is isomorphic to the
projective general linear group PGL2(H) = GL(2;H)/ (R⋆ · E) and these transformations
map 3-spheres and hyperplanes onto 3-spheres or hyperplanes. After that those transformations
which map Im Ĥ onto Im Ĥ are determined. They are found to be given by
{M ∈ GL(2;H); φM(Im Ĥ) = Im Ĥ} = R⋆ ·P
with
P := {M ∈ Mat(2;H); MQMt = Q}
∪˙{M ∈ Mat(2;H); MQMt = −Q}
= P+∪˙P−
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and
Q =
(
0 1
1 0
)
∈ GL(2;H).
Especially those transformaions are determined which map the 2-sphere S2 to itself.
Then the focus is on the fixed point structure and the iterative behaviour of the MO¨BIUS transfor-
mations which map Im Ĥ onto Im Ĥ. It is found that these MO¨BIUS transformations have fixed
points in Im Ĥ only under certain conditions. Because both the fixed point structure and iterative
behaviour are invariant under conjugation the fixed point structure and iterative behaviour of the
MO¨BIUS transformations from Im Ĥ to Im Ĥ are characterised by specifying simple elements
of the conjugacy class and examining their fixed point structure and iterative behaviour.
June LESTER has developed the theory of cross ratios in the compactified complex plane in se-
veral publications. She proves many identities for the cross ratio and focuses on its geometric
properties. A similar aim is now strived for: The cross ratio of four distinct points in Ĥ is defi-
ned and elementary properties of this cross ratio are derived. Because H is a skewfield, i.e. the
elements do not commute with respect to multiplication, the cross ratio of four distinct points in
Ĥ can not be defined as in LESTER’s case but one has to switch to conjugacy classes. Amongst
other things, relationships are made between MO¨BIUS transformations and cross ratios: For ex-
ample it is proven that cross ratios are invariant under MO¨BIUS transformations and that there
exists a MO¨BIUS transformations which maps qn to wn for 1 6 n 6 4, where q1, q2, q3, q4 ∈ Ĥ
and w1,w2,w3,w4 ∈ Ĥ are four mutually distinct points, respectively, if and only if the cross
rations [q1, q2, q3, q4] and [w1,w2,w3,w4] are equal. Moreover, geometrical properties of the
cross ratios are considered. For example it is possible to characterise if four distinct points in Ĥ
lie on a circle or a straight line and if three not collinear points build a equilateral triangle.
In the following chapter the triangle and parallel versions of MIQUEL’s Theorem are proven for
any plane in the compactified imaginary space Im Ĥ. In addition those theorems are transferred
to conditions of intersection on a 2-sphere. These different versions of MIQUEL’s Theorem are
necessary in order to prove of ROBERT’s Theorem.
In the last chapter the tetrahedron and parallel versions of ROBERT’s Theorem are proved fol-
lowing Nathan ALTSHILLER-COURT. Using arguments of continuity leads to general versions
of the theorems. Moreover, MO¨BIUS transformations are used upon the tetrahedron and paral-
lel versions of ROBERT’s Theorem whereby new theorems of intesection are found. In addition
to these examples there are many other possibilities to get new theorems of intersection using
MO¨BIUS transformations. So these transformations present a flexible instrument for geometry
in three dimensional space.
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Zusammenfassung
In der ebenen euklidischen Geometrie kann man sich wegen der Isomorphie R2 ∼= C die
(analytischen) Eigenschaften der komplexen Zahlen zunutze machen. Wegen der Isomorphien
R4 ∼= H und R3 ∼= ImH liegt es daher nahe, eine analoge Herangehensweise an geometrische
Problemstellungen des Raumes zu versuchen und fu¨r diese die (analytischen) Eigenschaften der
HAMILTONschen Quaternionen H nutzbar zu machen.
Begonnen wird daher mit einer allgemeinen, elementaren Einfu¨hrung in die Eigenschaften des
Schiefko¨rpers H und einer Motivation des durch Hinzunahme des Punktes ∞ kompaktifizier-
ten Quaternionenraums Ĥ mittels stereographischer Projektion. Es wird unter anderem festge-
stellt, dass zwei Quaternionen aus H⋆ genau dann konjugiert zueinander sind, wenn ihre Real-
teile und Betra¨ge u¨bereinstimmen. Unter Verwendung dieser Konjugationseigenschaft und der
Schiefko¨pereigenschaften von H ist es dann mo¨glich, eine Quaternionengleichung vom Grad 2
der Form
XcX + Xd− aX − b = 0,
mit a, b, c, d ∈ H, c 6= 0 und b − ac−1d 6= 0, wobei X die Unbestimmte bezeichnet, stark zu
vereinfachen und schließlich die Aussage zu treffen, dass eine Gleichung dieser Form immer
eine Lo¨sung in H hat. Die Existenz einer Lo¨sung dieser Gleichung wird mit elementaren mathe-
matischen Methoden begru¨ndet und teilweise auch eine Aussage u¨ber Gestalt und Anzahl der
Lo¨sungen getroffen.
Daran schließen sich Grundlagen einer Geometrie in Ĥ und Im Ĥ an. Unter anderem wird der
Umkreismittelpunkt dreier Punkte aus ImH sowie der Umkugelmittelpunkt und -radius eines
Tetraeders in Im Ĥ angegeben. Die konkrete Darstellung dieser Gro¨ßen wird beno¨tigt, um spa¨ter
die Tetraeder- und Parallelenversion des Satzes von ROBERTS mithilfe von Stetigkeitsargumen-
ten verallgemeinern zu ko¨nnen. Hierfu¨r ist auch die Einfu¨hrung der Potenz eines Punktes bzgl.
einer Kugel sowie der Potenzebenen, -geraden und des Potenzpunktes hilfreich.
Im Folgenden werden MO¨BIUS-Transformationen auf Ĥ eingefu¨hrt und ihre Eigenschaften cha-
rakterisiert; z.B. ergibt sich die Isomorphie der Gruppe M der MO¨BIUS-Transformationen und
der projektiven linearen Gruppe PGL2(H) = GL(2;H)/ (R⋆ · E). Zudem bilden MO¨BIUS-
Transformationen Hyperebenen und 3-Spha¨ren aus Ĥ wieder auf Hyperebenen oder 3-Spha¨ren
in Ĥ ab. Danach werden die MO¨BIUS-Transformationen bestimmt, die den erweiterten Ima-
gina¨rraum Im Ĥ wieder in sich selbst u¨berfu¨hren, da diese spa¨ter auf den Satz von ROBERTS
angewendet werden. Es wird
{M ∈ GL(2;H); φM(Im Ĥ) = Im Ĥ} = R⋆ ·P
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mit
P := {M ∈ Mat(2;H); MQMt = Q}
∪˙{M ∈ Mat(2;H); MQMt = −Q}
= P+∪˙P−
und
Q =
(
0 1
1 0
)
∈ GL(2;H)
bewiesen. Mit dieser Charakterisierung werden dann unter diesen Transformationen diejenigen
bestimmt, die die 2-Spha¨re S2 wieder auf sich abbilden.
Danach steht das Fixpunkt- und Iterationsverhalten der MO¨BIUS-Transformationen von Im Ĥ
nach Im Ĥ im Vordergrund: Es wird festgestellt, dass diese MO¨BIUS-Transformationen nur un-
ter bestimmten Bedingungen Fixpunkte in Im Ĥ haben. Da sowohl das Fixpunkt- als auch das
Iterationsverhalten invariant unter Konjugation sind, werden das Fixpunkt- und Iterationsverhal-
ten der MO¨BIUS-Transformationen von Im Ĥ nach Im Ĥ charakterisiert, indem einfache Konju-
gationsklassenvertreter angegeben und deren Fixpunkt- und Iterationsverhalten untersucht wird.
June LESTER hat in mehreren Vero¨ffentlichungen die Theorie der Doppelverha¨ltnisse in der
erweiterten komplexen Zahlenebene entwickelt und sie fu¨r die euklidische Geometrie der Ebe-
ne nutzbar gemacht. Sie beweist zahlreiche Identita¨ten fu¨r das Doppelverha¨ltnis, bescha¨ftigt
sich schwerpunktma¨ßig aber mit seinen geometrischen Eigenschaften. Ein a¨hnliches Ziel wird
anschließend angestrebt: Das Doppelverha¨ltnis vierer paarweise verschiedener Punkte aus Ĥ
wird definiert und elementare Eigenschaften dieses Doppelverha¨ltnisses hergeleitet. Da die Qua-
ternionen H einen Schiefko¨per bilden, also die Multiplikation nicht kommutativ ist, kann das
Doppelverha¨ltnis auf Ĥ nicht wie bei LESTER definiert werden, sondern man muss auf Kon-
jugationsklassen u¨bergehen. Es werden unter anderem Beziehungen zwischen MO¨BIUS-Trans-
formationen und Doppelverha¨ltnissen hergestellt: Es wird z.B. bewiesen, dass Doppelverha¨lt-
nisse invariant unter MO¨BIUS-Transformationen sind und dass zu vier jeweils paarweise ver-
schiedenen Punkten q1, q2, q3, q4 ∈ Ĥ und w1,w2,w3,w4 ∈ Ĥ genau dann eine MO¨BIUS-
Transformation, die jeweils qn auf wn fu¨r 1 6 n 6 4 abbildet, existiert, wenn die Doppel-
verha¨ltnisse [q1, q2, q3, q4] und [w1,w2,w3,w4] u¨bereinstimmen. Weiterhin werden geometri-
sche Eigenschaften des Doppelverha¨ltnisses betrachtet. Es gelingt beispielsweise, Bedingungen
dafu¨r anzugeben, dass vier paarweise verschiedene Punkte aus Ĥ auf einem Kreis oder einer
Gerade liegen und dass drei nicht-kollineare Punkte ein gleichseitiges Dreieck bilden.
Im Folgenden wird sowohl die Dreiecks- als auch die Parallelenversion des Satzes von MIQUEL
in beliebige Ebenen des erweiterten Imagina¨rraums Im Ĥ bewiesen. Zudem werden die ebenen
Versionen des Satzes von MIQUEL auf Schnittbedingungen auf beliebigen 2-Spha¨ren aus Im Ĥ
u¨bertragen. Die diversen Versionen des Satzes von MIQUEL werden fu¨r den Beweis des Satzes
von ROBERTS beno¨tigt.
Am Ende dieser Arbeit werden in Anlehnung an Nathan ALTSHILLER-COURT die Tetraeder-
und Parallelenversion des Satzes von ROBERTS bewiesen und beide durch Heranziehen von Ste-
tigkeitsargumenten verallgemeinert. Anschließend werden sowohl auf die Tetraeder- als auch auf
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die Parallelenversion dieses Satzes MO¨BIUS-Transformationen angewandt und auf diese Weise
neue Schnittpunktsa¨tze erhalten. Neben den gezeigten Beispielen sind noch viele andere Trans-
formationen des Satzes denkbar. Die Anwendung von MO¨BIUS-Transformationen sollte auch
bei anderen Schnittpunktsa¨tzen fu¨r Geraden, Kreise, Ebenen und Kugeln aus R3 bzw. Im Ĥ
neue Schnittpunktsa¨tze generieren und sich so als flexibles Werkzeug der ra¨umlichen Geometrie
erweisen.
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Einleitung
In der ebenen euklidischen Geometrie kann man sich wegen der Isomorphie R2 ∼= C die (ana-
lytischen) Eigenschaften der komplexen Zahlen zunutze machen. LESTER war es in [Les96a],
[Les96b] und [Les97] mittels dieser Identifikation und der Einfu¨hrung des Doppelverha¨ltnisses
vierer paarweise verschiedener Punkte aus der erweiterten komplexen Zahlenebene Ĉ beispiels-
weise mo¨glich, Sa¨tze u¨ber ¨Ahnlichkeit von Dreiecken und den Satz von MIQUEL analytisch zu
beweisen. Sie hat so einen wichtigen Beitrag zur Vernetzung der mathematischen Disziplinen
Analysis und Geometrie geliefert. In ihren Beweisfu¨hrungen nehmen die geometrischen Eigen-
schaften der Doppelverha¨ltnisse, aber auch die MO¨BIUS-Transformationen bzgl. Matrizen aus
GL(2;C) und deren Abbildungseigenschaften eine Schlu¨sselrolle ein. Diese MO¨BIUS-Trans-
formationen haben die geometrische Eigenschaft, dass sie Geraden und Kreise aus Ĉ wieder
auf Geraden oder Kreise in Ĉ abbilden. Mithilfe dieser Abbildungen lassen sich daher aus be-
stehenden geometrischen Schnittpunktsa¨tzen neue geometrische Aussagen gewinnen, wie es in
[Her03] mit einer Dreiecks- und Parallelenversion des Satzes von MIQUEL durchgefu¨hrt wurde.
Betrachtet man nun den Anschauungsraum R3, so liegt es nahe, eine analoge Herangehensweise
an geometrische Problemstellungen zu versuchen. Tatsa¨chlich bieten die Isomorphien R4 ∼= H
und R3 ∼= ImH einen geeigneten Rahmen fu¨r solche ¨Uberlegungen: Die Identifikation der
Elemente des R4 mit den HAMILTONschen Quaternionen H und des R3 mit den reinen Quater-
nionen ImH sowie die ¨Ubertragung geometrischer Eigenschaften von Objekten aus R4 bzw. R3
auf Objekte in H bzw. ImH rechtfertigen eine analytische Herangehensweise an die Geometrie
des Raumes.
Im Vordergrund des ersten Kapitels steht daher eine allgemeine, elementare Einfu¨hrung in die
Eigenschaften des Schiefko¨rpers H. Da wir wie im Falle von Ĉ das geometrische Abbildungs-
verhalten der MO¨BIUS-Transformationen bzgl. Matrizen aus GL(2;H) auf Ĥ nutzen wollen,
um neue geometrische Schnittpunktsa¨tze herzuleiten, und wir fu¨r den Definitionsbereich dieser
Transformationen den durch den Punkt ∞ kompaktifizierten Quaternionenraum Ĥ beno¨tigen,
schließt sich an diese allgemeine Einfu¨hrung eine Motivierung dieser Kompaktifizierung mittels
stereographischer Projektion an. Im letzten Abschnitt des ersten Kapitels steht dann die Lo¨sung
einer Quaternionengleichung vom Grad 2 im Mittelpunkt. Um das Fixpunktverhalten der MO¨BI-
US-Transformationen auf Ĥ genau zu charakterisieren, beno¨tigten [HJ96] die Aussage, dass fu¨r
a, b, c, d ∈ H eine Gleichung der Form
XcX + Xd− aX − b = 0, mit c 6= 0 und b− ac−1d 6= 0,
wobei X die Unbestimmte bezeichnet, immer eine Lo¨sung in den Quaternionen hat. Eine a¨hnli-
che Aussage beno¨tigten auch [PW02]. Beide Vero¨ffentlichungen ziehen dafu¨r [EN44] heran, die
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einen
”
Fundamentalsatz der Algebra“ fu¨r Quaternionen mit recht kompliziertem Beweis formu-
lieren. In diesem Abschnitt wird die Existenz einer Lo¨sung dieser Gleichung mit elementaren
mathematischen Methoden begru¨ndet und teilweise auch eine Aussage u¨ber Gestalt und Anzahl
der Lo¨sungen getroffen.
Das zweite Kapitel bescha¨ftigt sich mit den Grundlagen einer Geometrie in Ĥ und Im Ĥ, die
analog zu [KK00], [Koe03] und [Coo97] entwickelt wird. Ein Schwerpunkt liegt dabei auf der
Geometrie in Im Ĥ, da wir uns im letzten Kapitel mit verschiedenen Versionen des Satzes von
ROBERTS, d.h. mit Schnittpunktsa¨tzen in Im Ĥ, bescha¨ftigen. Im ersten Abschnitt dieses Kapi-
tels fu¨hren wir allgemein u¨bliche Definitionen und Bezeichnungen der Geometrie des Raumes
ein. Es werden z.B. Bezeichnungen fu¨r Geraden, Ebenen und 3- bzw. 2-Spha¨ren genannt. Im
Vordergrund des zweiten Abschnitts steht der Umkreis dreier Punkte aus ImH: Wie im ebenen
Fall besitzen drei paarweise verschiedene, nicht-kollineare Punkte aus ImH einen eindeutig
bestimmten Umkreis in Im Ĥ, dessen Mittelpunkt und Radius angegeben wird. Im darauf fol-
genden Abschnitt wird zuna¨chst der Mittelpunkt der Umkugel eines Tetraeders aus Im Ĥ ange-
geben. Um schließlich den Radius der Umkugel wie [SF98] in Abha¨ngigkeit der Tetraederkan-
tenla¨ngen angeben zu ko¨nnen, bestimmen wir anschließend eine Relation fu¨r die Absta¨nde vierer
Punkte einer Ebene und geben mithilfe dieser Relation das Tetraedervolumen in Abha¨ngigkeit
der Kantenla¨ngen an. Einfache ¨Uberlegungen fu¨hren danach dazu, dass wir den Umkugelradius
in Abha¨ngigkeit des Tetraedervolumens darstellen ko¨nnen und daher das gewu¨nschte Ergebnis
erhalten.
Da wir aus verschiedenen Versionen des Satzes von ROBERTS weitere geometrische Aussagen
gewinnen wollen und MO¨BIUS-Transformationen dafu¨r wegen ihrer geometrischen Eigenschaf-
ten ein geeignetes Mittel darstellen, betrachten wir diese Abbildungen im dritten und vierten
Kapitel genauer. Wir beginnen mit der Definition der MO¨BIUS-Transformationen sowie mit ele-
mentaren und geometrischen Eigenschaften dieser Abbildungen. Weil es sich beim Satz von
ROBERTS um einen Schnittpunktsatz in Im Ĥ handelt, beno¨tigen wir, wenn wir MO¨BIUS-Trans-
formationen auf die Bedingungen dieses Satzes anwenden wollen, genau die MO¨BIUS-Transfor-
mationen bzgl. Matrizen aus GL(2;H), die den erweiterten Imagina¨rraum wieder in sich selbst
u¨berfu¨hren. Einen Hinweis darauf, welche definierenden Matrizen dafu¨r in Frage kommen, lie-
fert [Kri03], der feststellt, dass fu¨r q ∈ H
Re(φM(q)) =
Re(q)
|cq + d|2 ,
falls cq + d 6= 0 und M = ( a bc d ) eine Matrix der (eigentlichen) POINCARE´-Gruppe P+ ist. Wir
definieren daher die verallgemeinerte POINCARE´-Gruppe P und stellen
{M ∈ GL(2;H); φM(Im Ĥ) = Im Ĥ} = R⋆ ·P
fest. Mithilfe dieses Ergebnisses ist es schließlich mo¨glich, diejenigen MO¨BIUS-Transformatio-
nen von Im Ĥ nach Im Ĥ zu bestimmen, die die 2-Spha¨re S2 wieder auf sich selbst abbilden.
Im vierten Kapitel gilt das Interesse dem Fixpunkt- und Iterationsverhalten der MO¨BIUS-Trans-
formationen, die den erweiterten Imagina¨rraum in sich u¨berfu¨hren. [HJ96] haben gezeigt, dass
die MO¨BIUS-Transformationen von Ĥ nach Ĥ immer mindestens einen Fixpunkt in Ĥ haben.
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Dieses Ergebnis wiederholen wir im ersten Abschnitt dieses Kapitels. Zudem haben [HJ96]
sowohl das Fixpunkt- als auch das Iterationsverhalten der MO¨BIUS-Transformationen auf Ĥ
charakterisieren ko¨nnen. Da beides invariant unter Konjugation ist, haben sie jeweils einen ein-
fachen Vertreter der Konjugiertenklasse angegeben und das Fixpunkt- bzw. Iterationsverhalten
dieses Vertreters bestimmt. Unser Ziel in diesem Kapitel ist es, das Fixpunkt- und Iterations-
verhalten der MO¨BIUS-Transformationen von Im Ĥ nach Im Ĥ zu charakterisieren, indem wir
ebenfalls einfache Konjugationsklassenvertreter angeben und deren Fixpunkt- und Iterations-
verhalten untersuchen. Wir stellen beispielsweise fest, dass MO¨BIUS-Transformationen bzgl.
Matrizen aus R⋆ ·P nur unter gewissen Bedingungen Fixpunkte in Im Ĥ haben.
Wie schon erwa¨hnt, hat LESTER in [Les96a], [Les96b] und [Les97] die Theorie der Doppel-
verha¨ltnisse in der erweiterten komplexen Zahlenebene entwickelt und sie fu¨r die euklidische
Geometrie der Ebene nutzbar gemacht. Sie beweist zahlreiche Identita¨ten fu¨r das Doppelverha¨lt-
nis, bescha¨ftigt sich schwerpunktma¨ßig aber mit seinen geometrischen Eigenschaften. Sie stellt
unter anderem fest, dass vier paarweise verschiedene Punkte aus Ĉ genau dann auf einem Kreis
oder einer Gerade liegen, wenn das Doppelverha¨ltnis dieser Punkte reell ist. Zudem gelingt es
ihr mithilfe des Doppelverha¨ltnisses, diverse geometrische Sa¨tze analytisch zu beweisen.
Ein a¨hnliches Ziel streben wir im fu¨nften Kapitel an: Wir definieren das Doppelverha¨ltnis vie-
rer paarweise verschiedener Punkte aus Ĥ und leiten elementare Eigenschaften dieses Doppel-
verha¨ltnisses her. Da die Quaternionenmenge H nur einen Schiefko¨per bildet, also die Multi-
plikation nicht kommutativ ist, ko¨nnen wir das Doppelverha¨ltnis auf dieser Menge nicht wie
LESTER definieren, sondern mu¨ssen auf ¨Aquivalenzklassen u¨bergehen, um eine gewisse Kom-
mutativita¨t zu erreichen. Zudem stellen wir Beziehungen zwischen MO¨BIUS-Transformationen
und Doppelverha¨ltnissen her: Wir beweisen unter anderem die Invarianz von Doppelverha¨ltnis-
sen unter MO¨BIUS-Transformationen und stellen weiterhin fest, dass zu vier jeweils paarweise
verschiedenen Punkten q1, q2, q3, q4 ∈ Ĥ und w1,w2,w3,w4 ∈ Ĥ genau dann eine MO¨BI-
US-Transformation, die jeweils qn auf wn fu¨r 1 6 n 6 4 abbildet, existiert, wenn die Dop-
pelverha¨ltnisse [q1, q2, q3, q4] und [w1,w2,w3,w4] u¨bereinstimmen. Weiterhin betrachten wir
geometrische Eigenschaften des Doppelverha¨ltnisses. Uns gelingt es beispielsweise, Bedingun-
gen dafu¨r anzugeben, dass vier paarweise verschiedene Punkte aus Ĥ auf einem Kreis oder einer
Gerade liegen und dass drei nicht-kollineare Punkte ein gleichseitiges Dreieck bilden.
Im sechsten Kapitel u¨bertragen wir die Dreiecks- und Parallelenversion des Satzes von MI-
QUEL, wie sie schon in [Her03] fu¨r Ĉ zu finden sind, auf eine beliebige Ebene in Im Ĥ. Zudem
projizieren wir die Schnittbedingungen der ebenen Versionen des Satzes von MIQUEL mittels
stereographischer Projektion auf Schnittbedingungen auf einer 2-Spha¨re. Wir beno¨tigen diese
verschiedenen Versionen des Satzes von MIQUEL, um im letzten Kapitel die Tetraeder- und Par-
allelenversion des Satzes von ROBERTS zu beweisen.
ROBERTS hat in [Rob81] bereits 1881 eine ho¨herdimensionale Version des Satzes von MIQUEL
bewiesen: Anstelle eines Dreiecks in der Ebene betrachtet ROBERTS ein Tetraeder im Raum. Er
wa¨hlt auf jeder Tetraederkante einen festen Punkt. Durch jeweils einen Eckpunkt und die drei
Punkte auf den in dem Eckpunkt zusammentreffenden Kanten wird dann eindeutig eine Kugel
bestimmt. Auf diese Weise erha¨lt ROBERTS vier Kugeln und beweist, dass sich diese vier Ku-
geln in genau einem Punkt schneiden.
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Wir betrachten im ersten Abschnitt des letzten Kapitels zuna¨chst die Tetraederversion des Sat-
zes von ROBERTS, wie man sie beispielsweise in [Rob81] und [AC64] findet, und fu¨hren einen
Beweis in Analogie zu [AC64] durch. Stetigkeitsargumente lassen eine Verallgemeinerung des
Satzes in dem Sinne zu, dass man auf den Tetraederkanten gewa¨hlte Punkte in bestimmter Wei-
se auch in die Eckpunkte des Tetraeders verlegen kann. Im zweiten Abschnitt steht dann die
Parallelenversion des Satzes von ROBERTS im Vordergrund: Die Idee dieser Parallelenversion
ist es, einen Tetraedereckpunkt in den Punkt ∞ zu verlegen, d.h. wir gehen nun nicht mehr von
einem Tetraeder, sondern von einem Dreieck und drei zusa¨tzlichen parallelen Geraden durch die
Dreieckseckpunkte aus sowie von fest gewa¨hlten Punkten auf den Dreiecksseiten und den Paral-
lelen. Wir legen durch je einen Dreieckseckpunkt und die drei Punkte auf den Geraden, die sich
in diesem Eckpunkt schneiden, jeweils eine Kugel. Zudem liegen die auf den Parallelen gewa¨hl-
ten Punkte in einer eindeutig bestimmten Ebene. Mit analogen Methoden zu [AC64] gelingt es
uns, zu zeigen, dass sich die drei Kugeln und die Ebene in genau einem Punkt schneiden. Wir
beno¨tigen im Vergleich zu [AC64] dabei zusa¨tzlich aber die Parallelenversion des Satzes von
MIQUEL aus dem sechsten Kapitel. Auch im Fall dieser Parallelenversion des Satzes von RO-
BERTS liefern Stetigkeitsargumente eine Verallgemeinerung. Im letzten Abschnitt des Kapitels
wenden wir schließlich MO¨BIUS-Transformationen auf die Tetraeder- und Parallelenversion des
Satzes von ROBERTS an und erhalten auf diese Weise neue Schnittpunktbedingungen.
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1 Der Quaternionen-Schiefko¨rper
In diesem Kapitel betrachten wir den Schiefko¨rper H der HAMILTONschen Quaternionen.
Im ersten Abschnitt fu¨hren wir diverse Bezeichnungen ein und weisen Eigenschaften der Qua-
ternionen nach, die wir in den folgenden Kapiteln beno¨tigen. Insbesondere fu¨hren wir den Ima-
gina¨rraum ImH ∼= R3 ein und halten Eigenschaften der Elemente dieses Raumes fest. Wir
stu¨tzen uns dabei weitestgehend auf [EHH+92] und [GHS06].
Im zweiten Abschnitt erweitern wir den Quaternionen- und auch den Imagina¨rraum um den
Punkt ∞ und motivieren H ∪ {∞} =: Ĥ und ImH ∪ {∞} =: Im Ĥ durch stereographische
Projektion im R5 bzw. R4. Die Herleitung geometrischer Eigenschaften der stereographischen
Projektion rundet diesen Abschnitt ab.
Mit einer Quaternionengleichung vom Grad 2 bescha¨ftigt sich der letzte Abschnitt dieses Kapi-
tels. Fu¨r den Nachweis der Existenz von Fixpunkten der MO¨BIUS-Transformationen aus Kapi-
tel 3 beno¨tigen [HJ96] die Lo¨sung der Quaternionengleichung in der Unbestimmten X
XcX + Xd− aX − b = 0,
wobei a, b, c, d ∈ H, c 6= 0 und b − ac−1d 6= 0. Sie verweisen fu¨r den Nachweis, dass diese
Gleichung immer eine Lo¨sung in H hat, auf den
”
Fundamentalsatz der Algebra“ fu¨r Quater-
nionen, den [EN44] formulieren und mit aufwendigen Methoden beweisen. Auch [PW02] ver-
weisen ohne elementaren Nachweis von Nullstellen der Polynome auf [EN44]. Wir beweisen,
dass eine Gleichung der angegebenen Form immer eine Lo¨sung in H hat. Dazu vereinfachen
wir die Gleichung so weit wie mo¨glich und wenden anschließend elementare Methoden an, um
Aussagen u¨ber die Existenz von Nullstellen und zum Teil auch u¨ber deren Anzahl zu treffen.
1.1 Elementare Eigenschaften der Quaternionen
Bekanntlich bilden die HAMILTONschen Quaternionen einen Schiefko¨rper. Wir definieren zu
Beginn dieses Abschnitts den Quaternionenschiefko¨rper so, wie wir ihn im folgenden Teil ver-
wenden werden. Da zudem bekannt ist, dass die Quaternionenmenge H eine vierdimensionale,
nicht-kommutative R-Algebra bildet, fu¨hren wir analog zu der Menge C der komplexen Zahlen
Begriffe wie z.B. Real- und Imagina¨rteil oder Skalarprodukt ein (vgl. [EHH+92], S. 162f).
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(1.1.1) Definition (HAMILTONsche Quaternionen)
Den Schiefko¨rper der HAMILTONschen Quaternionen definieren wir durch
H := R + Ri + Rj + Rij = {q = q0 + q1i + q2 j + q3ij; q0, q1, q2, q3 ∈ R}.
Dabei gelten fu¨r die imagina¨ren Einheiten i, j und ij die definierenden Relationen
i2 = j2 = −1 und ij = −ji.
Wir geben weiterhin folgende Bezeichnungen an:
Fu¨r q = q0 + q1i + q2 j + q3ij, r = r0 + r1i + r2 j + r3ij ∈ H nennen wir
a) Re(q) = q0 den Realteil und Im(q) := q1i + q2 j + q3ij den Imagina¨rteil von q,
b) 〈q, r〉 := q0r0 + q1r1 + q2r2 + q3r3 das Skalarprodukt von q und r ,
c) |q| := √〈q, q〉 = √q20 + q21 + q22 + q23 den Betrag von q,
d) q := Re(q)− Im(q) = q0 − q1i− q2 j− q3ij die zu q konjugierte Zahl,
e) ImH := Ri + Rj + Rij = {q ∈ H; Re(q) = 0} den Imagina¨rraum von H.
Die Definition und Bezeichnung des Skalarprodukts und des Betrages als solche werden durch
die Isomorphie H ∼= R4 gerechtfertigt.
(1.1.2) Bemerkung
In den in Definition 1.1.1 eingefu¨hrten Quaternionenschiefko¨rper sind die reellen Zahlen
R = {q ∈ H; Im(q) = 0}
und die komplexen Zahlen
C = {q = q0 + q1i + q2 j + q3ij ∈ H; q2 = q3 = 0}
kanonisch eingebettet.
Die Nicht-Kommutativita¨t der HAMILTONschen Quaternionen wird besonders deutlich durch
das (vgl. [EHH+92], S. 165)
(1.1.3) Lemma (Zentrum vonH)
Das Zentrum von H ist R, d.h. ZentH := {q ∈ H; qr = rq fu¨r alle r ∈ H} = R.
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Wir wiederholen nun einige elementare Eigenschaften der Quaternionen, die wir im Folgenden
immer wieder verwenden werden (vgl. [EHH+92], S. 162f).
(1.1.4) Proposition (Elementare Eigenschaften der Quaternionen)
Fu¨r alle q, r ∈ H gilt:
a) q + r = q + r, q · r = r · q, q = q.
b) Re(q) = Re(q) = 12(q + q), 〈q, r〉 = Re(qr) = 12(qr + rq), Re(qr) = Re(rq).
c) Genau dann ist q reell, wenn q = q. Es gilt
ImH = {q ∈ H; q = −q}.
d) |q|2 = qq = qq = |q|2.
e) q−1 = 1|q|2 · q fu¨r q 6= 0.
f) |q| > 0 und |q| > 0 fu¨r q 6= 0. Fu¨r q ∈ R ist |q| der reelle Betrag.
g) |q + r| 6 |q|+ |r|, ||q| − |r|| 6 |q− r| (Dreiecksungleichung).
h) |q · r| = |q| · |r| und ∣∣r−1∣∣ = 1|r| fu¨r r 6= 0.
i) |〈q, r〉| 6 |q| · |r| und |Re(q)| 6 |q|.
j) Es gilt P(q) = 0 fu¨r
P(X) := X2 − 2Re(q)X + |q|2 ∈ R[X],
d.h.
q2 = 2Re(q)q− |q|2.
Mithilfe von Proposition 1.1.4, j) ko¨nnen wir nun fu¨r q = q0 + q1i + q2 j + q3ij ∈ H die dritte
Potenz bestimmen. Es gilt na¨mlich
q3 = q2 · q
=
(
2Re(q)q− |q|2) q
= 2Re(q)(2Re(q)q− |q|2)− |q|2q
= (4q20 − 3|q|2)q0 + (4q20 − |q|2) Im(q). (1.1)
Wir ko¨nnen mithilfe dieser Darstellung nun die Elementen aus H charakterisieren, deren dritte
Potenz mit minus Eins u¨bereinstimmt.
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(1.1.5) Satz
Sei q = q0 + q1i + q2 j + q3ij ∈ H. Dann sind die folgenden Aussagen (i) und (ii) a¨quivalent:
(i) q3 = −1 und q 6= −1,
(ii) Re(q) = 12 und |q| = 1.
Beweis
”
(i)⇒(ii)“ Sei q3 = −1 = Re(q3). In diesem Fall folgt sofort
|q3| = |q|3 = 1 ⇐⇒ |q| = 1.
Nach Gleichung (1.1) gilt in diesem Fall weiterhin
Re(q3) = −1 Gl. (1.1)⇐⇒ (4q20 − 3|q|2)q0 = −1
|q|=1⇐⇒ (4q20 − 3)q0 = −1
⇐⇒ 4q30 − 3q0 + 1 = 0
⇐⇒ 4(q0 − 1
2
)2(q0 + 1) = 0
⇐⇒ q0 ∈ {−1, 1
2
}.
Nehmen wir nun q0 = −1 an, dann folgt aus |q|2 = 1 sofort | Im(q)|2 = 0. Dies bedeutet aber
Im(q) = 0 und damit q = q0 = −1. Dies ist ein Widerspruch zur Voraussetzung q 6= −1.
Somit ist q0 = Re(q) = 12 .
”
(ii)⇒(i)“ Seien Re(q) = q0 = 12 und |q| = 1. Aus Re(q) = 12 folgt sofort q 6= −1. Weiterhin
gilt mit Gleichung (1.1)
q3 = (4q20 − 3|q|2)q0 +
(
(4q20 − |q|2)q1
)︸ ︷︷ ︸
=0 fu¨r q0= 12 , |q|=1
i
+
(
(4q20 − |q|2)q2
)
j +
(
(4q20 − |q|2)q3
)
ij
|q|=1, q0= 12= (1− 3)1
2
= −1. 
Da wir spa¨ter oft nur Vertreter von Konjugiertenklassen betrachten werden, geben wir eine Be-
dingung an, wann zwei Elemente aus H⋆ := H \ {0} in einer Konjugiertenklasse liegen.
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(1.1.6) Satz (Charakterisierung der Konjugationsklassen vonH⋆)
Seien q, r ∈ H⋆. Dann sind q und r genau dann konjugiert zueinander, d.h. es existiert ein
α ∈ H⋆ mit
r = αqα−1,
wenn
Re(q) = Re(r) und |q| = |r|.
Dabei schreiben wir fu¨r die Konjugationsklasse von q auch abku¨rzend
〈q〉 = {r ∈ H⋆; es ex. α ∈ H⋆ mit r = αqα−1}.
Beweis
”
⇒“ Seien q, r, α ∈ H⋆ mit r = αqα−1. Nach Proposition 1.1.4, b) erha¨lt man
Re(r) = Re(αqα−1) = Re(qα−1α) = Re(q)
und zudem mit Proposition 1.1.4, h)
|r| = |αqα−1| = |α||q||α|−1 = |q|.
”
⇐“ Seien q, r ∈ H⋆ mit Re(q) = Re(r) und |q| = |r|.
Zu zeigen: Es existiert ein α ∈ H⋆, so dass r = αqα−1.
Dazu: Falls ein solches α ∈ H⋆ existiert, gilt wegen Re(q) = Re(r)
r = αqα−1 ⇐⇒ Re(r) + Im(r) = αRe(q)α−1 + α Im(q)α−1
Re(q)∈R=ZentH⇐⇒ Re(r) + Im(r) = Re(q) + α Im(q)α−1
Re(q)=Re(r)⇐⇒ Im(r) = α Im(q)α−1.
Somit sind q und r genau dann zueinander konjugiert, wenn ihre Imagina¨rteile zueinander kon-
jugiert sind. Da nach Voraussetzung
|q|2 = |r|2 ⇐⇒ Re(q)2 + | Im(q)|2 = Re(r)2 + | Im(r)|2
Re(q)=Re(r)⇐⇒ | Im(q)| = | Im(r)|
gilt, genu¨gt es zu zeigen: Sind u, u′ ∈ ImH mit |u| = |u′|, dann existiert ein α ∈ H⋆ mit
u′ = αuα−1.
Dazu: Ohne Beschra¨nkung der Allgemeinheit sei |u| = |u′| = 1. Gilt na¨mlich |u| = |u′| = 0,
dann folgt sofort u = u′ = 0. Somit sind u und u′ konjugiert zueinander. Fu¨r |u| = |u′| /∈
{0, 1} gilt zudem die ¨Aquivalenz
u′ = αuα−1
|u|=|u′|6=0⇐⇒ u′|u′|−1 = au|u|−1a−1
1 Der Quaternionen-Schiefko¨rper 21
1.1 Elementare Eigenschaften der Quaternionen
und ∣∣∣u′ · |u′|−1∣∣∣ = ∣∣∣u · |u|−1∣∣∣ = 1.
Nach [EHH+92], S. 178, gilt fu¨r die spezielle orthogonale Gruppe von ImH
SO(ImH) = { f : ImH → ImH; ∃α ∈ S3 := {x ∈ H; |x| = 1} so dass
f (u) = αuα−1 fu¨r alle u ∈ ImH}.
Da die Gruppe SO(ImH) nach [Koe03], S. 185, transitiv auf
S2 := {x ∈ ImH; |x| = 1}
operiert, existiert zu u, u′ ∈ ImH mit |u| = |u′| = 1 auch ein α ∈ S3 mit
u′ = αuα−1.
Insgesamt folgt somit die Behauptung. 
Satz 1.1.6 beschreibt also genau eine Konjugiertenklasse. Insbesondere gilt
S2 = 〈i〉 = 〈j〉 = 〈ij〉.
Da fu¨r q ∈ H⋆ und q˜ := Re(q) + | Im(q)|i ∈ C⋆ := C \ {0} die Bedingungen
Re(q) = Re(q˜) und |q| = |q˜|
aus Satz 1.1.6 gelten, ist jedes Quaternion konjugiert zu einem Element aus C, genauer sogar zu
einem Element aus R + R+i ⊂ C.
(1.1.7) Korollar
Sei q = q0 + q1i + q2 j + q3ij ∈ H⋆. Dann ist q konjugiert zu
q˜ := q0 + | Im(q)|i = q0 +
(√
q21 + q
2
2 + q
2
3
)
i ∈ R + R+i,
d.h. jede Konjugationsklasse aus Satz 1.1.6 hat einen Vertreter in R + R+i.
Wir erhalten noch ein
(1.1.8) Korollar
Seien q, r ∈ H⋆. Dann gibt es ein α ∈ H⋆, so dass
αqα−1 = Re(q) + | Im(q)|i ∈ R + R+i
und
αrα−1 = Re(r) + r˜ ∈ R + Ri + R+ j,
wobei r˜ ∈ Ri + R+ j.
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Beweis
Zu q, r ∈ H⋆ existiert nach Korollar 1.1.7 ein α ∈ H⋆ mit
αqα−1 = Re(q) + | Im(q)|i und αrα−1 = r1 + r2 j ∈ H⋆,
wobei r1, r2 ∈ C und insbesondere Re(r1) = Re(r) gilt. Ist r2 = 0, ist die Behauptung gezeigt.
Sei also r2 6= 0. Dann existiert genau ein ϕ ∈ [0, 2π), so dass r2 = |r2| · eiϕ. Wir definieren
ǫ := e−i
ϕ
2 ∈ C⋆.
Dann gilt
|ǫ| = 1 und ǫ2r2 = e−iϕ · eiϕ · |r2| = |r2|
r2 6=0∈ R⋆+. (1.2)
Weiterhin erhalten wir
ǫ(r1 + r2 j)ǫ
−1 ǫ−1=ǫ, ǫ∈C= r1 + ǫr2 j ǫ︸︷︷︸
=ǫj
r2,ǫ∈C= r1 + ǫ2r2 j
Gl. (1.2)∈ R + Ri + R⋆+ j
und
ǫ(Re(q) + | Im(q)|i)ǫ = Re(q) + | Im(q)|i,
da ǫ ∈ C.
Daher liefert α˜ := ǫα die Behauptung. 
Aus Korollar 1.1.8 ko¨nnen wir direkt einen weiteren Zusammenhang folgern.
(1.1.9) Korollar
Seien q, r, Q, R ∈ H⋆. Dann sind die Aussagen (i) und (ii) a¨quivalent:
(i) Es existiert ein ǫ ∈ H⋆ mit
ǫqǫ−1 = Q und ǫrǫ−1 = R.
(ii) Es gilt
Re(q) = Re(Q), Re(r) = Re(R), |q| = |Q|, |r| = |R| und 〈q, r〉 = 〈Q, R〉.
Beweis
”
(i)⇒(ii)“ Die Behauptung folgt aus Satz 1.1.6 und aus
〈Q, R〉 = Re(QR)
= Re(ǫqǫ−1ǫrǫ−1) = Re(ǫ−1q ǫǫrǫ−1)
= |ǫ|2 Re(qrǫ−1ǫ−1) = Re(qr)
= 〈q, r〉.
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”
(ii)⇒(i)“ Ist | Im(q)| Vor.= | Im(Q)| = 0, so ergibt sich sofort die Behauptung. Denn in diesem
Fall gilt mit unseren Voraussetzungen q = Q ∈ R⋆ = (ZentH) \ {0}. Wir ko¨nnen q = Q
daher mit beliebigen Elementen aus H⋆ konjugieren und auf r und R Satz 1.1.6 anwenden.
Sei also | Im(q)| = | Im(Q)| 6= 0. Nach den Korollaren 1.1.7 und 1.1.8 existieren α, β ∈ H⋆,
so dass
αqα−1 = Re(q) + | Im(q)|i Vor.= Re(Q) + | Im(Q)|i = βQβ−1
und
αrα−1 = Re(r) + r1i + r2 j, βRβ−1 = Re(R) + R1i + R2 j,
wobei Re(r) + r1i + r2 j, Re(R) + R1i + R2 j ∈ R + Ri + R+ j.
Es genu¨gt somit zu zeigen, dass
r1 = R1 und r2 = R2,
denn dann ist (i) mit ǫ := β−1α erfu¨llt.
Nach Voraussetzung gilt
Re(Q)Re(R) + | Im(Q)|R1 = 〈βRβ−1, βQβ−1〉
= 〈R, Q〉 Vor.= 〈r, q〉
= 〈αqα−1, αrα−1〉
= Re(q)Re(r) + | Im(q)|r1,
was wegen Re(q) = Re(Q), Re(r) = Re(R) und | Im(q)| = | Im(Q)| 6= 0 a¨quvalent ist zu
r1 = R1. (1.3)
Weiterhin erhalten wir
Re(R)2 + R21 + R
2
2 =
∣∣∣βRβ−1∣∣∣2 = |R|2 Vor.= |r|2 = ∣∣∣αrα−1∣∣∣2
= Re(r)2 + r21 + r
2
2,
was wegen Re(R) = Re(r) und Gleichung (1.3) a¨quivalent ist zu
R22 = r
2
2
r2,R2∈R+⇐⇒ R2 = r2. 
Die komplexen Zahlen kann man sich fu¨r die Beschreibung geometrischer Eigenschaften in der
Geometrie der Ebene zu Nutze machen, indem man C mit R2 identifiziert. In analoger Weise
ko¨nnen wir die Isomorphie des Imagina¨rraums ImH der Quaternionen zu R3 ausnutzen, um
geometrische Sachverhalte aus dem Anschauungsraum R3 zu beschreiben. Daher betrachten
wir an dieser Stelle diverse Eigenschaften der so genannten reinen Quaternionen aus ImH
(vgl. [EHH+92], S. 162).
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(1.1.10) Proposition
a) Fu¨r alle q ∈ H ist q2 = −ω, ω ∈ R+, a¨quivalent zu q ∈ ImH. In diesem Fall gilt
ω = |q|2.
b) Fu¨r alle u, v ∈ ImH gilt
uv + vu = −2〈u, v〉 ∈ R.
Es gilt genau dann uv ∈ ImH, wenn 〈u, v〉 = 0. In diesem Fall gilt dann zudem
uv = −vu.
Wir geben zuna¨chst eine Beziehung zwischen den Elementen aus H und denen aus ImH an
(vgl. [GHS06], S. 23).
(1.1.11) Lemma
Sei q = q0 + q1i + q2 j + q3ij ∈ H. Dann la¨sst sich q als Produkt zweier Elemente aus ImH
darstellen, d.h. es existieren u, v ∈ ImH mit
q = uv.
Beweis
Da 0 = 0 · 0 ∈ ImH, sei ohne Beschra¨nkung der Allgemeinheit q = q0 + q1i + q2 j + q3ij ∈
H⋆. Setze zudem q˜ := q0 + | Im(q)|i ∈ R + R+i. Dann existiert nach Korollar 1.1.7 ein
α ∈ H⋆ mit
αqα−1 = q˜.
Weil aber fu¨r u, v ∈ ImH einerseits
q = uv ⇐⇒ αqα−1 = αuα−1αvα−1
gilt und wegen(
αuα−1
)2
= α u2︸︷︷︸
∈R, da u∈ImH
α−1 = u2 Prop. 1.1.10, a)= −ω, ω ∈ R+,
andererseits auch αuα−1 ∈ ImH und analog αvα−1 ∈ ImH gilt, ko¨nnen wir ohne Beschra¨n-
kung der Allgemeinheit q = q0 + q1i ∈ R + R+i annehmen. Wa¨hlen wir nun u = qj =
q0 j + q1ij ∈ ImH und v = −j ∈ ImH, dann ergibt sich die Behauptung aus
q = q · 1 = qj · (−j). 
Wir ko¨nnen auf ImH ∼= R3 das Vektorprodukt durch das Quaternionenprodukt ausdru¨cken
(vgl. [EHH+92], S. 162, und [GHS06], S. 41f).
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(1.1.12) Satz (Vektprodukt und Identita¨ten)
Der Imagina¨rraum ImH der Quaternionen wird mit dem Vektorprodukt
u× v := 1
2
(uv− vu) ∈ ImH
fu¨r u, v ∈ ImH zu einer nicht-kommutativen, nicht-assoziativen R-Algebra. Es gilt fu¨r alle
u, v,w ∈ ImH:
a) i× j = ij, j× ij = i, ij× i = j.
b) u× v = −(v× u), u× u = 0.
c) u× (v× w) = 〈u,w〉v− 〈u, v〉w (GRASSMANN-Identita¨t).
d) u× (v× w) + v× (w× u) + w× (u× v) = 0 (JACOBI-Identita¨t).
e) |u× v|2 = |u|2|v|2 − 〈u, v〉2 (LAGRANGE-Identita¨t).
f) Sind u, v linear abha¨ngig, so gilt u× v = 0. Sind u, v linear unabha¨ngig, so ist u, v, u× v
eine Basis von ImH mit der Eigenschaft
〈u, u× v〉 = 〈v, u× v〉 = 0.
Wir halten die algebraische Bedeutung von (ImH,×) fest in der
(1.1.13) Bemerkung ((ImH,×) Lie-Algebra)
Nach Satz 1.1.12 ist (ImH,×) eine nicht-kommutative, nicht-assoziative R-Algebra. Da ins-
besondere die JACOBI-Identita¨t sowie
u× u = 0 fu¨r alle u ∈ ImH
gelten, bildet (ImH,×) nach [Mey76], S. 116, eine Lie-Algebra.
Wir ko¨nnen nun eine Bedingung angeben, wann die Multiplikation zweier Elemente aus H
kommutativ ist (vgl. [GHS06], S. 43f).
(1.1.14) Lemma
Seien q = q0 + u, r = r0 + v ∈ H, q0, r0 ∈ R, u, v ∈ ImH. Das Produkt von q und r ist
genau dann kommutativ, wenn u und v linear abha¨ngig sind, d.h.
qr = rq ⇐⇒ u, v linear abha¨ngig.
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Beweis
Wir erhalten
qr − rq = (q0 + u) · (r0 + v)− (r0 + v) · (q0 + u)
= r0q0 + r0u + q0v + uv− r0q0 − q0v− r0u− vu
= uv− vu
= 2(u× v)
und somit genau dann
qr = rq,
wenn
2(u× v) = 0 ⇐⇒ u× v = 0.
Dies ist nach Satz 1.1.12, f) aber genau dann der Fall, wenn u und v linear abha¨ngig sind. 
1.2 Stereographische Projektion
Damit wir in Kapitel 3 die MO¨BIUS-Transformationen auf der erweiterten Menge der Quater-
nionen definieren ko¨nnen, kompaktifizieren wir H und ImH durch Hinzufu¨gen des Punktes ∞.
Diese Kompaktifizierung wird in der Topologie auch Einpunkt- oder ALEXANDROFF-Kompak-
tifizierung genannt.
(1.2.1) Definition (Erweiterte Quaternionenmengen)
Wir nennen Ĥ := H∪{∞} die um den Punkt ∞ erweiterte Quaternionenmenge. Weiterhin
bezeichne Im Ĥ := ImH∪ {∞} den erweiterten Imagina¨rraum.
Wie im Fall der komplexen Zahlen erhalten wir die Menge Im Ĥ durch stereographische Pro-
jektion im R4 und Ĥ durch stereographische Projektion im R5. Beispielhaft betrachten wir hier
den zuerst genannten Fall:
Wir identifizieren ImH dabei mit der Hyperebene x4 = 0 im
R
4 := {(x1, x2, x3, x4); x1, x2, x3, x4 ∈ R}
und projizieren die dreidimensionale Einheitsspa¨hre
S3 := {x = (x1, x2, x3, x4) ∈ R4; x21 + x22 + x23 + x24 = 1}
vom Punkt
N = (0, 0, 0, 1) ∈ S3
aus stereographisch auf ImH (vgl. [FL83], S. 143).
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(1.2.2) Lemma (Stereographische Projektion)
Die Abbildung
ϕ : S3 → Im Ĥ, ϕ(N) := ∞,
ϕ(x) :=
1
1− x4 (x1i + x2 j + x3ij)
fu¨r x = (x1, x2, x3, x4) ∈ S3 \ {N} ist eine Bijektion mit Umkehrabbildung
ψ : Im Ĥ → S3, ψ(∞) = N,
ψ(y) =
1
|y|2 + 1(2y1, 2y2, 2y3, |y|
2 − 1)
fu¨r y = y1i + y2 j + y3ij ∈ ImH.
Projiziert man die RIEMANNsche Zahlenkugel Ĉ := C ∪ {∞} stereographisch auf S2, so
bildet diese stereographische Projektion Kreise und Geraden aus Ĉ auf Kreise auf S2 ab. Dabei
entspricht das Bild einer Gerade aus Ĉ einem Kreis durch den Nordpol von S2 und ein Kreis aus
C wird auf einen Kreis auf S2, der den Nordpol nicht entha¨lt, abgebildet (vgl. [FL83], S. 143f).
Eine analoge Aussage leiten wir nun fu¨r die stereographische Projektion aus Lemma 1.2.2 her.
(1.2.3) Satz
Seien ϕ die stereographische Projektion aus Lemma 1.2.2 und ∅ 6= K ⊂ S3. K ist genau dann
eine nicht zu einem Punkt entartete 2-Spha¨re in S3, wenn ϕ(K) eine nicht-entartete Kugel
oder eine Ebene in Im Ĥ ist.
Genauere Definitionen und Bezeichnungen fu¨r Spha¨ren bzw. Kugeln und (Hyper-)Ebenen in Ĥ
und Im Ĥ werden wir in Kapitel 2 einfu¨hren.
Beweis
”
⇒“ Sei K ⊂ S3 eine nicht zu einem Punkt entartete 2-Spha¨re. Dann ist K der Schnitt von S3
mit einer Hyperebene E, d.h.
K = S3 ∩ E.
Nach Definition 2.1.1, i) des na¨chsten Kapitels existieren daher a := (a1, a2, a3, a4) ∈ R4,
a 6= (0, 0, 0, 0), und d ∈ R mit
E := {x := (x1, x2, x3, x4) ∈ R4; a1x1 + a2x2 + a3x3 + a4x4 = d}. (1.4)
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Nach Lemma 1.2.2 existiert zu jedem x = (x1, x2, x3, x4) ∈ S3 \ {N} ein eindeutig bestimmtes
y := y1i + y2 j + y3ij ∈ ImH mit
ϕ(x) = y und x = 1|y|2 + 1(2y1, 2y2, 2y3, |y|
2 − 1),
also
x1 =
2y1
|y|2 + 1, x2 =
2y2
|y|2 + 1 , x3 =
2y3
|y|2 + 1 und x4 =
|y|2 − 1
|y|2 + 1 . (1.5)
Somit gilt wegen Gleichung (1.4) genau dann x ∈ K, wenn
2a1y1 + 2a2y2 + 2a3y3 + a4(|y|2 − 1)
|y|2 + 1 = d
⇐⇒ 2a1y1 + 2a2y2 + 2a3y3 + (a4 − d)|y|2 − a4 − d = 0. (1.6)
1. Fall: Liegt N = (0, 0, 0, 1) ∈ K, so folgt aus Gleichung (1.4) sofort a4 = d. Dies impliziert
(a1, a2, a3) 6= (0, 0, 0),
denn fu¨r a = (0, 0, 0, d) wa¨re entweder a = (0, 0, 0, 0) fu¨r d = 0 oder K = {N} entartet fu¨r
d 6= 0. Mit a4 = d ist Gleichung (1.6) daher a¨quivalent zu
a1y1 + a2y2 + a3y3 = d mit (a1, a2, a3) 6= (0, 0, 0).
Daher erhalten wir
y ∈ E˜ := {q ∈ ImH; 〈a1i + a2 j + a3ij, q〉 = d}.
In diesem Fall folgt also insgesamt die Behauptung.
2. Fall: Es gelte N /∈ K, d.h. a4 6= d. Gleichung (1.6) gilt demnach genau dann, wenn
|y|2 + 2 · a1
a4 − d y1 + 2 ·
a2
a4 − d y2 + 2 ·
a3
a4 − d y3 −
a4 + d
a4 − d = 0
⇐⇒ |y|2 − 2 ·
〈 −a1
a4 − d i−
a2
a4 − d j−
a3
a4 − dij, y
〉
=
a4 + d
a4 − d
⇐⇒ |y− u|2 = ̺
fu¨r
u =
−1
a4 − d (a1i + a2 j + a3ij) und ̺ =
1
(a4 − d)2 (a
2
1 + a
2
2 + a
2
3 + a
2
4 − d2).
Da ϕ bijektiv und K 6= ∅ eine nicht-entartete 2-Spha¨re in S3 ist, gilt ̺ > 0 und ϕ(K) ist eine
Kugel in Im Ĥ.
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1.3 Lo¨sung einer Quaternionengleichung vom Grad 2
”
⇐“ Sei nun ∅ 6= K ⊂ S3, so dass ϕ(K) eine nicht-entartete Kugel oder eine Ebene in Im Ĥ
ist. Nach [GHS06], S. 122, existieren dann α, ǫ ∈ R und b := βi + γj + δij ∈ ImH mit der
Eigenschaft
|b|2 = β2 + γ2 + δ2 > αǫ
und
ϕ(K) \ {∞} = {y = y1i + y2 j + y3ij ∈ ImH; α|y|2 + 2〈b, y〉+ ǫ = 0}
Definieren wir nun a1 := β, a2 := γ, a3 := δ, a4 := α−ǫ2 , d := − ǫ+α2 ∈ R. Dann folgt sofort
(a1, a2, a3, a4) 6= (0, 0, 0, 0),
denn anderfalls folgt unmittelbar β = γ = δ = 0 und α = ǫ, was den Widerspruch
0 > ǫ2
liefert. Zudem ergibt sich mit den angegebenen Definitionen
α|y|2 + 2〈b, y〉+ ǫ = 0
⇐⇒ α|y|2 + 2βy1 + 2γy2 + 2δy3 + ǫ = 0
⇐⇒ (a4 − d)|y|2 + 2a1y1 + 2a2y2 + 2a3y3 − a4 − d = 0,
also
ϕ(K) \ {∞} = {y = y1i + y2 j + y3ij ∈ ImH; (a4 − d)|y|2 + 2a1y1 + 2a2y2
+2a3y3 − a4 − d = 0}
Gl. (1.6)
=
{
y ∈ ImH; 2a1y1 + 2a2y2 + 2a3y3 + a4(|y|
2 − 1)
|y|2 + 1 = d
}
mit (a1, a2, a3, a4) 6= (0, 0, 0, 0). Ersetzen wir nun gema¨ß Gleichung (1.5) die entsprechen-
den Terme durch x1, x2, x3 und x4, erhalten wir, indem wir die ersten Schritte des Beweises
ru¨ckwa¨rts durchfu¨hren, die Behauptung. 
1.3 Lo¨sung einer Quaternionengleichung vom Grad 2
[HJ96] beno¨tigen fu¨r den Nachweis der Existenz von Fixpunkten der MO¨BIUS-Transformatio-
nen, die wir in den Kapiteln 3 und 4 genauer betrachten, die Aussage, dass fu¨r a, b, c, d ∈ H die
Gleichung in der Unbestimmten X
XcX + Xd− aX − b = 0, wobei c 6= 0 und b− ac−1d 6= 0,
eine Lo¨sung q ∈ H besitzt. Sie verweisen in diesem Zusammenhang auf [EN44], die einen
”
Fundamentalsatz der Algebra“ fu¨r Quaternionen mit recht kompliziertem Beweis liefern.
Wir beweisen nun mit elementaren Methoden, dass die angegebene Gleichung eine Lo¨sung be-
sitzt.
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(1.3.1) Satz
Seien a, b, c, d ∈ H, c 6= 0, b− ac−1d 6= 0. Dann hat die Gleichung
XcX + Xd− aX − b = 0
eine Lo¨sung q ∈ H.
Beweis
Da c 6= 0 ist, gilt fu¨r q ∈ H genau dann
qcq + qd− aq− b = 0,
wenn
c (qcq + qd− aq− b) = 0 ⇐⇒ cqcq + cqd− cac−1cq− cb = 0.
Man kann daher ohne Beschra¨nkung der Allgemeinheit (ersetze cq durch q, cac−1 durch a˜ und
cb durch b˜) die Gleichung
q2 + qd− a˜q− b˜ = 0
betrachten, wobei
b˜− a˜d = c(b− ac−1d) 6= 0
gilt.
Weiterhin erhalten wir
q2 + qd− a˜q− b˜
= (q + d)2 − (d + a˜)q− d2 − b˜
= (q + d)2 − (d + a˜)(q + d) + a˜d− b˜.
Ohne Beschra¨nkung der Allgemeinheit betrachten wir daher die Gleichung (ersetze q + d durch
q, −(d + a˜) durch D und a˜d− b˜ durch A)
q2 + Dq + A = 0 mit A = a˜d− b˜ 6= 0.
Nach Korollar 1.1.7 ist D konjugiert zu
D˜ := Re(D)︸ ︷︷ ︸
=:D0
+ | Im(D)|︸ ︷︷ ︸
=:D1
i.
Demnach exisiert ein α ∈ H⋆ mit
αDα−1 = D˜.
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Damit erhalten wir
q2 + Dq + A = 0 ⇐⇒ α (q2 + Dq + A) α−1 = 0
⇐⇒ αqα−1αqα−1 + αDα−1︸ ︷︷ ︸
=D˜
αqα−1 + αAα−1 = 0.
Wir ko¨nnen daher ohne Beschra¨nkung der Allgemeinheit die Gleichung (ersetze αqα−1 durch q
sowie αAα−1 durch A†)
q2 + D˜q + A† = 0 mit D˜ = D0 + D1i ∈ R + R+i
betrachten, wobei
A† = αAα−1 = α
(
a˜d− b˜
)
α−1 6= 0.
Wir betrachten den Term q2 + D˜q + A† nun genauer und erhalten
q2 + D˜q + A†
= q2 + D0q + D1iq + A
†
=
(
q +
D0
2
)2
+ D1i
(
q +
D0
2
)
+ A† − D
2
0
4
− D1D0
2
i.
Es genu¨gt daher eine Lo¨sung der Gleichung (ersetze q + D02 durch q und A†− D
2
0
4 − D1D02 i durch
A⋆)
q2 + D1iq + A
⋆ = 0 mit D1 ∈ R+
zu bestimmen. Dazu haben wir zwei Fa¨llen zu betrachten.
1. Fall: Sei D1 = 0, d.h.
q2 + A⋆ = 0.
Da A⋆ nach Korollar 1.1.7 konjugiert ist zu A˜ := Re(A⋆) + | Im(A⋆)|i ∈ C, existiert ein
α˜ ∈ H⋆ mit
α˜A⋆α˜−1 = A˜.
Wegen
q2 + A⋆ = 0 ⇐⇒ α˜ (q2 + A⋆) α˜−1 = 0 ⇐⇒ α˜qα˜−1α˜qα˜−1 + A˜ = 0
betrachten wir ohne Beschra¨nkung der Allgemeinheit (ersetze α˜qα˜−1 durch q)
q2 + A˜ = 0. (1.7)
In diesem Fall gilt aber
X2 + A˜ ∈ C[X].
Nach dem Fundamentalsatz der Algebra existiert daher mindestens eine Lo¨sung der Gleichung
in C ⊂ H.
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In Abha¨ngigkeit von A˜ ko¨nnen wir in diesem Fall sogar eine genauere Angabe u¨ber die Anzahl
der Nullstellen des Polynoms machen. Wir formen die Gleichung (1.7) dafu¨r zuna¨chst a¨quivalent
fu¨r q = q0 + q1i + q2 j + q3ij ∈ H um zu
q2 + A˜ = 0
Prop. 1.1.4, j)⇐⇒ 2q0q− |q|2 = −A˜
⇐⇒ q20 − q21 − q22 − q23 + 2q0 Im(q) = −A˜. (1.8)
(i) Ist A˜ = 0, so ist q = 0 die einzige Nullstelle des Polynoms X2 + A˜, weil H nullteilerfrei
ist.
(ii) Im Falle von −A˜ ∈ R⋆+, hat das Polynom genau die zwei Nullstellen −
√
−A˜ und
√
−A˜.
Nimmt man in Gleichung (1.8) zuna¨chst q0 = 0 an, so ergibt sich
| Im(q)|2 = A˜,
was wegen −A˜ ∈ R⋆+ ein Widerspruch ist. Es muss also q0 6= 0 gelten. Machen wir in
Gleichung (1.8) nun einen Koeffizientenvergleich, so erhalten wir sofort
q1 = q2 = q3 = 0
und somit
q20 = −A˜,
also die Behauptung.
(iii) Falls A˜ ∈ R⋆+, hat das Polynom unendlich viele Nullstellen. Diese sind genau die q ∈
ImH mit |q|2 = A˜. Fu¨r diese gilt na¨mlich
q2 + A˜
Prop. 1.1.4, j)
= −|q|2 + A˜ = 0.
Ist q0 6= 0, so mu¨sste wegen Gleichung (1.8)
q1 = q2 = q3 = 0
und
q20 = −A˜
gelten. Dies ist wegen −A˜ < 0 nicht mo¨glich. Somit gibt es außerhalb des Imagina¨rraums
keine Nullstellen des Polynoms.
Die Lo¨sungsmenge bildet in diesem Fall wegen q ∈ ImH mit |q|2 = A˜ eine 2-Spha¨re in
ImH.
(iv) Ist A˜ ∈ C \R, existieren genau zwei Nullstellen des Polynoms, die beide in C \R liegen.
Denn wegen Gleichung (1.8) muss in jedem Fall q0 6= 0 gelten, da wir auf der linken Seite
von Gleichung (1.8) sonst keinen Imagina¨rteil erhalten. Da A˜ ∈ C \ R, liefert dann ein
Koeffizientenvergleich sofort
q2 = q3 = 0.
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Damit erhalten wir die Gleichung
q20 − q21 + 2q0q1i = −A˜ ⇐⇒ (q0 + q1i)2 = −A˜,
woraus die Behauptung folgt.
2. Fall: Sei D1 > 0. Dann gilt genau dann
q2 + D1iq + A
⋆ = 0,
wenn (
q
D1
)2
+ i
(
q
D1
)
+
1
D21
A⋆ = 0
⇐⇒
(
q
D1
)2
−
(
q
D1
)
i +
1
D21
A⋆ = 0.
Ohne Beschra¨nkung der Allgemeinheit ko¨nnen wir daher die Gleichung (ersetze qD1 durch q und
1
D21
A⋆ durch A⊲)
q2 − qi + A⊲ = 0 (1.9)
betrachten. Nach dem Beweis zu Korollar 1.1.8 existiert zu A⊲ = a1 + a2 j ∈ H, a1, a2 ∈ C, ein
ǫ ∈ C mit |ǫ| = 1 und ǫ2a2 ∈ R+. Damit erhalten wir
ǫA⊲ǫ−1 = ǫA⊲ǫ
= ǫa1ǫ+ ǫ a2 j ǫ︸︷︷︸
=ǫa2 j
ǫ,a1∈C= a1 + ǫ2a2︸︷︷︸
∈R+
j ∈ R + Ri + R+ j.
Damit ergibt sich
q2 − qi + A⊲ = 0
⇐⇒ ǫ (q2 − qi + A⊲) ǫ = 0
⇐⇒ ǫqǫǫqǫ− ǫqǫi + ǫA⊲ǫ = 0.
Daher betrachten wir ohne Beschra¨nkung der Allgemeinheit (ersetze ǫqǫ durch q und ǫA⊲ǫ
durch A∗) die Gleichung
q2 − qi + A∗ = 0,
wobei
A∗ = A0 + A1i + A2 j ∈ R + Ri + R+ j.
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Wir ko¨nnen nun zwei Fa¨lle unterscheiden.
2.1 Fall: Sei A2 = 0. In diesem Fall erhalten wir
X2 − 2Xi + A∗ ∈ C[X].
Nach dem Fundamentalsatz der Algebra hat das Polynom daher mindestens eine Nullstelle und
ho¨chstens zwei Nullstellen in C. Die Nullstellen aus C sind auch die einzigen in H. Denn neh-
men wir die Existenz einer Nullstelle q = q0 + q1i + q2 j + q3ij /∈ C des Polynoms an, so
bedeutet dies q2 6= 0 ∨ q3 6= 0. Mit Proposition 1.1.4, j) folgt dann
q2 − 2qi + A∗
= 2Re(q)q− |q|2 − 2qi + A∗
= 2q20 + 2q0q1i + 2q0q2 j + 2q0q3ij− 2q0i + 2q1 + 2q2ij− 2q3 j
−|q|2 + A∗
= 2(q20 + q1) + 2(q0q1 − q0)i + 2(q0q2 − q3)j + 2(q0q3 + q2)ij
−|q|2 + A∗. (1.10)
Da q nach unserer Annahme Nullstelle des Polynoms ist und zudem −|q|2 + A∗ ∈ C gilt, muss
insbesondere
q0q2 − q3 = 0 und q0q3 + q2 = 0
sein.
Ist q0 = 0, ergibt sich sofort
q3 = q2 = 0,
was im Widerspruch zu q2 6= 0 ∨ q3 6= 0 steht.
Ist q0 6= 0, so erhalten wir
q0q2 − q3 = 0 und q0q3 + q2 = 0
⇐⇒ q2 = q3q0 und q2 = −q0q3,
was keine Lo¨sung liefert, da q2 6= 0 ∨ q3 6= 0 gelten soll.
Wir wissen also, dass das Polynom X2 − 2Xi + A∗ ein oder zwei Nullstellen in C hat.
2.2 Fall: Sei A2 > 0. Fu¨r
q = q0 + q1i + q2 j + q3ij ∈ H
gilt dann mit derselben Rechnung wie in Gleichung (1.10) und A∗ = A0 + A1i + A2 j
q2 − 2qi + A∗
= q20 − q21 − q22 − q23 + 2q1 + A0 + (2q0q1 − 2q0 + A1) i
+ (2q0q2 − 2q3 + A2) j + (2q0q3 + 2q2) ij.
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Die Gleichung
q2 − 2qi + A∗ = 0 (1.11)
ist daher genau dann erfu¨llt, wenn
q20 − q21 − q22 − q23 + 2q1 + A0 = 0 (1.12)
und 2q0q1 − 2q0 + A1 = 0 (1.13)
und 2q0q2 − 2q3 + A2 = 0 (1.14)
und 2q0q3 + 2q2 = 0. (1.15)
Wir erhalten aus den Gleichungen (1.14) und (1.15)
q2 =
−q0A2
2(q20 + 1)
und q3 =
A2
2(q20 + 1)
. (1.16)
Wir unterscheiden nun mehrere Fa¨lle.
2.2.1 Fall: Sei A1 = 0. Dann ist Gleichung (1.13) a¨quivalent zu
q0 = 0 oder q1 = 1.
Gilt
1+ A0 >
A22
4
⇐⇒ 1− 1
4
A22 + A0 > 0,
so wa¨hlen wir q0 = 0. Dann ergibt sich in (1.16)
q2 = 0 und q3 =
1
2
A2.
Setzen wir dies in Gleichung (1.12) ein, so erhalten wir
q21 +
1
4
A22− 2q1 − A0 = 0
⇐⇒ q1 = 1±
√
1− 1
4
A22 + A0, wobei 1−
1
4
A22 + A0 > 0.
Somit sind in diesem Fall (
1±
√
1− 1
4
A22 + A0
)
i +
1
2
A2ij
Lo¨sungen der Gleichung (1.11). Ist
1+ A0 <
A22
4
,
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so wa¨hlen wir q1 = 1. Dann ist Gleichung (1.12) a¨quivalent zu
q20 + 1−
A22
4(q20 + 1)
+ A0 = 0
⇐⇒ q40 + q20(2+ A0) + 1 + A0 −
A22
4
= 0.
Da aber
z2 + z(2 + A0) + 1+ A0 − A
2
2
4
= 0 ⇐⇒ z = −2+ A0
2
± 1
2
√
A20 + A
2
2
und fu¨r 1+ A0 <
A22
4 ⇐⇒ 4+ 4A0 < A22 zudem auch
−2+ A0
2
+
1
2
√
A20 + A
2
2
> −2+ A0
2
+
1
2
√
A20 + 4A0 + 4
= −2+ A0
2
+
1
2
√
(A0 + 2)2
=
1
2
(|A0 + 2| − (A0 + 2))
> 0
gilt, ist in diesem Fall q = q0 + q1i + q2 j + q3ij mit
q0 =
√
−2+ A0
2
+
1
2
√
A20 + A
2
2, q1 = 1, q2 =
−q0A2
2(q20 + 1)
und q3 =
A2
2(q20 + 1)
eine Lo¨sung der Gleichung (1.11).
2.2.2 Fall: Sei A1 6= 0. Nach Gleichung (1.13) gilt in diesem Fall dann
q1 =
2q0 − A1
2q0
, falls q0 6= 0.
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Setzen wir dies und die Identita¨ten (1.16) in die Gleichung (1.12) ein, so erhalten wir
q20 −
(2q0 − A1)2
4q20
− A
2
2
4(q20 + 1)
+ 2 · 2q0 − A1
2q0
+ A0 = 0
⇐⇒ q20 +
2q0 − A1
2q0
(
2− 2q0 − A1
2q0
)
− A
2
2
4(q20 + 1)
+ A0 = 0
⇐⇒ q20 +
4q20 − A21
4q20
− A
2
2
4(q20 + 1)
+ A0 = 0
⇐⇒ q40(q20 + 1) + q20(q20 + 1)−
A21
4
(q20 + 1)−
A22
4
q20 + A0q
2
0(q
2
0 + 1) = 0
⇐⇒ q60 + q40 (2+ A0) + q20
(
1+ A0− A
2
1
4
− A
2
2
4
)
− A
2
1
4
= 0.
Betrachten wir die auf R stetige Polynomfunktion
f : R → R, x 7→ x6 + x4 (2+ A0) + x2
(
1+ A0 − A
2
1
4
− A
2
2
4
)
− A
2
1
4
,
so erhalten wir
f (0) = −A
2
1
4
A1 6=0
< 0 und lim
x→∞ f (x) = ∞.
Nach dem Zwischenwertsatz von BOLZANO (vgl. [EL72], S. 111) existiert daher ein t ∈ R⋆+
mit
f (t) = 0.
Definieren wir nun
q0 := t, q1 :=
2q0 − A1
2q0
, q2 =
−q0A2
2(q20 + 1)
und q3 =
A2
2(q20 + 1)
,
so ist q = q0 + q1i + q2 j + q3ij eine Lo¨sung der Gleichung (1.11). 
Das Vorgehen im Fall 2.2.2 la¨sst sich auch auf die Fa¨lle 2.1 und 2.2.1 u¨bertragen. Die geson-
derte Diskussion dieser Fa¨lle liefert aber zusa¨tzliche Informationen u¨ber Gestalt und Anzahl der
Nullstellen.
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2 Grundlagen einer Geometrie im
erweiterten Quaternionen- und
Imagina¨rraum
In diesem Kapitel steht die Geometrie im erweiterten Quaternionenraum Ĥ und insbesondere
im erweiterten Imagina¨rraum Im Ĥ im Vordergrund, da sie in den folgenden Kapiteln eine be-
deutende Rolle spielt.
Wir beginnen mit einigen Definitionen und Bezeichnungen, die wir analog zur Geometrie im R4
bzw. R3 wa¨hlen, wie sie z.B. in [Koe03] zu finden sind. Dabei liegt der Schwerpunkt auf der
Geometrie im erweiterten Imagina¨rraum.
Im zweiten Abschnitt bestimmen wir den Umkreismittelpunkt und -radius dreier nicht-kolline-
arer Punkte aus ImH.
Die Umkugel eines Tetraeders in Im Ĥ ist Thema des daran anschließenden Abschnitts: Wir
geben nicht nur den Umkugelmittelpunkt eines Tetraeders an, sondern bestimmen in Anlehnung
an [SF98] das Volumen eines Tetraeders in Abha¨ngigkeit seiner Kantenla¨ngen, um damit dann
den Umkugelradius ebenfalls in Abha¨ngigkeit der Tetraederkantenla¨ngen anzugeben.
Im letzten Abschnitt betrachten wir den Begriff der Potenz in Bezug auf eine Kugel in Im Ĥ.
Wir geben unter anderem Bedingungen an, wann die drei Potenzebenen, die zu je zwei von drei
Kugeln geho¨ren, parallel sind und wann sie sich in einer Potenzgerade schneiden. Da wir in
Kapitel 7 den Schnittpunkt vierer Kugeln betrachten, der mit dem Potenzpunkt dieser Kugeln
zusammenha¨ngt, geben wir zudem an, wann dieser existiert und von welcher Form er ist.
2.1 Definitionen und Bezeichnungen
Wir beno¨tigen im Folgenden geometrische Objekte wie z.B. Geraden, Ebenen, Dreiecke und Te-
traeder. Daher beginnen wir mit allgemeinen Definitionen und Bemerkungen zu geometrischen
Objekten und Sachverhalten im erweiterten Quaternionenraum Ĥ.
(2.1.1) Definition und Bemerkungen
a) Seien q, r ∈ H, r 6= 0, dann ist die Menge
Gq,r := (q + R · r) ∪ {∞}
eine Gerade in Ĥ mit Aufpunkt q und Richtung r.
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b) Seien q, r ∈ H, r 6= q, so wird die eindeutig bestimmte Gerade in Ĥ, die diese beiden
Punkte entha¨lt, gegeben durch
Gq,r−q = (q + R · (r − q)) ∪ {∞}.
c) Seien q, r, s ∈ H paarweise verschiedene Punkte. Liegen die Punkte auf einer Gerade, so
heißen sie kollinear. Auch wenn mehr als drei paarweise verschiedene Punkte aus H auf
einer Gerade liegen, spricht man von Kollinearita¨t.
d) Sind q, r, s ∈ H paarweise verschiedene, nicht-kollineare Punkte, so bilden sie ein Dreieck
in Ĥ, das wir auch kurz mit ∆qrs bezeichnen. Die Punkte q, r und s heißen Eckpunkte des
Dreiecks. Die drei Geraden Gq,r−q, Gr,s−r, Gs,q−s nennen wir Seiten des Dreiecks.
Das Dreieck ∆qrs heißt gleichseitig, wenn
|q− r| = |r − s| = |s− q|
gilt.
e) Seien q, r, s ∈ H, so dass r und s linear unabha¨ngig sind (also insbesondere r, s 6= 0). Dann
ist die Menge
Eq,r,s := (q + R · r + R · s) ∪ {∞}
eine Ebene mit Aufpunkt q und linear unabha¨ngigen Richtungsvektoren r und s.
f) Seien q, r, s ∈ H drei paarweise verschiedene Punkt, fu¨r die r − q und s − q linear un-
abha¨ngig sind. Die eindeutig durch diese drei Punkte bestimmte Ebene in Ĥ wird gegeben
durch
Eq,r−q,s−q = (q + R · (r− q) + R · (s− q)) ∪ {∞}.
g) Seien q, r, s, t ∈ H paarweise verschiedene Punkte. Liegen q, r, s und t in einer Ebene, so
heißen sie komplanar. Auch wenn mehr als vier paarweise verschiedene Punkte aus H in
einer Ebene liegen, spricht man von Komplanarita¨t.
h) Man nennt vier paarweise verschiedene, nicht-komplanare Punkte q, r, s, t ∈ H ein Te-
traeder in Ĥ, das wir auch kurz mit Θqrst bezeichnen. Die Punkte q, r, s und t heißen
Eckpunkte des Tetraeders. Die sechs Geraden Gq,r−q, Gr,s−r, Gs,t−s, Gt,q−t, Gt,r−t und
Gq,s−q nennen wir Kanten des Tetraeders. Weiterhin sprechen wir bei den vier Ebenen
Eq,r−q,s−q, Eq,s−q,t−q, Eq,r−q,t−q und Er,s−r,t−r
von den Seiten bzw. Seitenfla¨chen des Tetraeders.
Das Tetraeder Θqrst heißt regula¨r oder regelma¨ßig, wenn die Dreiecke
∆qrs, ∆qrt, ∆qst und ∆rst
gleichseitig sind, d.h. wenn
|q− r| = |q− s| = |q− t| = |r − s| = |r − t| = |s− t|.
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i) Die Menge
Hc,γ := {q ∈ H; 〈c, q〉 = γ} ∪ {∞} ⊂ Ĥ, c ∈ H⋆ und γ ∈ R,
bildet eine Hyperebene in Ĥ.
j) Die Menge
Km,̺ := {q ∈ H; |q−m| = ̺}, ̺ ∈ R⋆+, m ∈ H,
ist eine 3-Spha¨re in Ĥ mit Radius ̺ und Mittelpunkt m.
Wir ko¨nnen einen wesentlichen Unterschied zwischen Hyperebenen und 3-Spha¨ren in Ĥ fest-
halten.
(2.1.2) Bemerkungen
(i) Jede Hyperebene von Ĥ entha¨lt den Punkt ∞. Dieser Punkt ist aber nie Element einer
3-Spha¨re.
(ii) Nicht-triviale Schnitte zweier 3-Spha¨ren bzw. einer 3-Spha¨re mit einer Hyperebene von
Ĥ bilden bekanntlich eine 2-Spha¨re. Weiterhin ergibt ein nicht-trivialer Schnitt zweier
Hyperebenen aus Ĥ eine (zweidimensionale) Ebene.
Umgekehrt la¨sst sich jede 2-Spha¨re und (zweidimensionale) Ebene als ein Schnitt von
3-Spha¨ren und Hyperebenen darstellen.
(iii) Kreise und Geraden sind genau die nicht-trivialen Schnitte zweier 2-Spha¨ren bzw. zweier
(zweidimensionalen) Ebenen sowie von 2-Spha¨ren und (zweidimensionalen) Ebenen.
Da ein Schwerpunkt in den folgenden Kapiteln auf der Geometrie in Im Ĥ liegt, betrachten wir
in den folgenden Abschnitten nun die Raumgeometrie genauer.
In Anlehnung an die Definition und Bemerkungen 2.1.1 fu¨hren wir zuna¨chst noch einige Be-
zeichnungen fu¨r den erweiterten Imagina¨rraum Im Ĥ ein. Einige Bezeichnungen entsprechen
denen aus der Definition und den Bemerkungen 2.1.1. Spa¨ter wird aus dem jeweiligen Zusam-
menhang ersichtlich sein, ob Objekte in Ĥ oder in Im Ĥ gemeint sind.
(2.1.3) Definition und Bemerkungen
a) Sind q, r, s, t ∈ ImH gegeben und erfu¨llen die Punkte die jeweils geforderte Bedingung, so
verwenden wir dieselben Bezeichnungen wie in der Definition und den Bemerkungen 2.1.1
a) bis h). Wir sprechen in diesem Fall von Geraden, Ebenen, Dreiecken und Tetraedern
in Im Ĥ, da die genannten Objekte Teilmengen des erweiterten Imagina¨rraums sind.
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b) Die Menge
Hc,γ := {q ∈ ImH; 〈c, q〉 = γ} ∪ {∞} ⊂ Im Ĥ, c ∈ ImH \ {0} und γ ∈ R,
bildet eine Ebene in Im Ĥ.
c) Die Menge
Km,̺ := {q ∈ ImH; |q−m| = ̺}, ̺ ∈ R⋆+, m ∈ ImH,
ist eine 2-Spha¨re bzw. Kugel in Im Ĥ mit Radius ̺ und Mittelpunkt m.
Spa¨ter werden wir noch folgende Begriffe beno¨tigen (vgl. [Koe03], S. 209).
(2.1.4) Definition
Seien Gq,r und Gs,t, q, r, s, t ∈ ImH, r, t 6= 0, zwei Geraden in Im Ĥ und Hc,γ und Hd,δ,
c, d ∈ ImH \ {0}, γ, δ ∈ R, zwei Ebenen in Im Ĥ.
(i) Gq,r und Gs,t heißen parallel (Bezeichnung: Gq,r‖Gs,t), falls r und t linear abha¨ngig sind.
(ii) Gq,r und Gs,t heißen windschief, falls Gq,r ∩ Gs,t = {∞} und r und t linear unabha¨ngig
sind.
(iii) Hc,γ und Hd,δ heißen parallel (Bezeichnung: Hc,γ‖Hd,δ), falls c und d linear abha¨ngig
sind.
Wir erhalten sofort die
(2.1.5) Bemerkungen
a) Zwei parallele Geraden, die einen Punkt gemeinsam haben, sind gleich.
b) Liegen Gq,r und Gs,t in einer Ebene und sind r und t linear unabha¨ngig, so sind die Ge-
raden nicht parallel und auch nicht windschief. In diesem Fall haben sie einen eindeutig
bestimmten Schnittpunkt in der Ebene, in der sie liegen.
c) Zwei parallele Ebenen, die einen Punkt gemeinsam haben, sind gleich.
d) Zwei nicht-parallele Ebenen schneiden sich in einer Gerade.
Wir zeigen nun, dass die Parallele zu einer Gerade durch einen bestimmten Punkt eindeutig
bestimmt ist.
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(2.1.6) Korollar
Seien Gq,r mit q, r ∈ ImH, r 6= 0, eine Gerade in Im Ĥ und s ∈ ImH ein beliebieger Punkt.
Dann existiert genau eine Gerade G ⊂ Im Ĥ, fu¨r die gilt
s ∈ G und G‖Gq,r.
Beweis
Definiere G := Gs,r. Dann gilt s ∈ G und G‖Gq,r nach Definition 2.1.4, (i). Die Eindeutigkeit
folgt sofort aus Bemerkung 2.1.5, a) und der Transitivita¨t der Parallelita¨t. 
Wir beno¨tigen spa¨ter einen Schnittpunkt zweier nicht paralleler Ebenen in Im Ĥ. Seien daher
Hc,γ und Hd,δ, c, d ∈ ImH \ {0}, γ, δ ∈ R, zwei nicht-parallele Ebenen in Im Ĥ. Nach
Bemerkung 2.1.5, d) schneiden sie sich in einer Gerade aus Im Ĥ. Zudem mu¨ssen c und d nach
Definition 2.1.4, (iii) linear unabha¨ngig sein.
Da
〈 γ|c|2 · c + λ1 · (c× (c× d)) , c〉 = 〈
γ
|c|2 · c, c〉+ λ1 · 〈c× (c× d), c〉︸ ︷︷ ︸
=0
= γ fu¨r alle λ1 ∈ R,
gilt
γ
|c|2 · c + R · (c× (c× d)) ⊂ Hc,γ
und analog
δ
|d|2 · d + R · (d× (c× d)) ⊂ Hd,δ.
Zudem gilt
〈 γ|c|2 · c + λ1 · (c× (c× d)) , c× d〉 = 0
und
〈 δ|d|2 · d + λ2 · (d× (c× d)) , c× d〉 = 0
fu¨r alle λ1,λ2 ∈ R, d.h. die Geraden
γ
|c|2 · c + R · (c× (c× d)) und
δ
|d|2 · d + R · (d× (c× d)) (2.1)
liegen beide in der Ebene Hc×d,0. Da
(c× (c× d))× (d× (c× d)) Satz 1.1.12, c)= |c× d|2 · (c× d) 6= 0,
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sind c× (c× d) und d× (c× d) linear unabha¨ngig. Nach Bemerkung 2.1.5, b) haben die Ge-
raden aus (2.1) daher einen eindeutig bestimmten Schnittpunkt in ImH, den wir im Folgenden
bestimmen wollen:
Die beiden Geraden haben genau dann einen Schnittpunkt in ImH, wenn λ1,λ2 ∈ R existieren,
so dass
γ
|c|2 · c + λ1 · (c× (c× d))︸ ︷︷ ︸
=〈c,d〉c−|c|2d
=
δ
|d|2 · d + λ2 · (d× (c× d))︸ ︷︷ ︸
=|d|2c−〈c,d〉d
⇐⇒
(
γ
|c|2 + λ1〈c, d〉 − λ2|d|
2
)
c +
(
λ2〈c, d〉 − λ1|c|2 − δ|d|2
)
d = 0.
Da c und d linear unabha¨ngig sind, ko¨nnen wir λ1 daher aus dem Gleichungssystem
γ
|c|2 + λ1〈c, d〉 − λ2|d|
2 = 0 (2.2)
und λ2〈c, d〉 − λ1|c|2 − δ|d|2 = 0 (2.3)
bestimmen. Gleichung (2.2) ist a¨quivalent zu
γ
|d|2|c|2 + λ1
〈c, d〉
|d|2 = λ2.
Setzen wir dies in Gleichung (2.3) ein, erhalten wir(
γ
|d|2|c|2 + λ1
〈c, d〉
|d|2
)
〈c, d〉 − λ1|c|2 − δ|d|2 = 0
⇐⇒ 〈c, d〉γ|d|2|c|2 −
δ
|d|2 +
( 〈c, d〉2
|d|2 − |c|
2
)
λ1 = 0
⇐⇒ 〈c, d〉γ|d|2|c|2 −
δ
|d|2 =
|c× d|2
|d|2︸ ︷︷ ︸
6=0, da c,d l. u.
λ1
⇐⇒ 〈c, d〉γ|c|2|c× d|2 −
δ
|c× d|2 = λ1
⇐⇒ 〈c, d〉γ− |c|
2δ
|c|2|c× d|2 = λ1.
Setzen wir nun λ1 in Gleichung (2.2) ein, so la¨sst sich λ2 ∈ R bestimmen, d.h. das Gleichungs-
system ist lo¨sbar. Der Schnittpunkt der beiden Geraden liegt im Schnitt der beiden anfangs
gegebenen Ebenen, d.h.
γ
|c|2 · c +
〈c, d〉γ− |c|2δ
|c|2|c× d|2 · (c× (c× d)) ∈ Hc,γ ∩ Hd,δ.
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Wir ko¨nnen mithilfe von [Koe03], S. 209, nun folgende Definition formulieren.
(2.1.7) Definition (Schnittgerade zweier Ebenen)
Seien Hc,γ und Hd,δ, c, d ∈ ImH \ {0}, γ, δ ∈ R, zwei nicht-parallele Ebenen in Im Ĥ.
Dann wird die Schnittgerade der beiden Ebenen gegeben durch
Hc,γ ∩ Hd,δ = p + R · (c× d),
wobei
p :=
γ
|c|2 · c +
〈c, d〉γ− |c|2δ
|c|2|c× d|2 · (c× (c× d))
ein Aufpunkt der Schnittgerade ist.
Wir erhalten sofort die
(2.1.8) Bemerkung
Der Aufpunkt der Schnittgerade aus Definition 2.1.7 ha¨ngt stetig von γ, δ, c und d ab. Der
Richtungsvektor c × d der Schnittgerade ha¨ngt stetig von c und d ab. Beides gilt, solange c
und d linear unabha¨ngig sind.
Wir wollen nun noch den Schnittpunkt einer Gerade mit einer zu ihr nicht-parallelen Ebene
angeben. Mit [Koe03], S. 167f und S. 208, erhalten wir sofort das
(2.1.9) Korollar
Sei Gq,r, q, r ∈ ImH, r 6= 0, eine Gerade in Im Ĥ und Es,t,u = s + Rt + Ru, s, t, u ∈ ImH,
t, u linear unabha¨ngig, eine Ebene in Im Ĥ.
(i) Die Gerade Gq,r und die Ebene Es,t,u sind genau dann parallel, wenn r und t× u ortho-
gonal sind.
(ii) Die Gerade Gq,r und die Ebene Es,t,u schneiden sich genau dann in einem Punkt in ImH,
wenn sie nicht parallel sind. In diesem Fall wird der Schnittpunkt gegeben durch
q +
〈t× u, s− q〉
〈r, t× u〉 · r.
Es ergibt sich sofort die
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(2.1.10) Bemerkung
Der Schnittpunkt der Gerade und der Ebene aus Korollar 2.1.9, (ii) ha¨ngt stetig von q, r, s, t
und u ab, solange r, t und u linear unabha¨ngig sind.
2.2 Der Umkreis eines Dreiecks im erweiterten Imagina¨rraum
Die folgende Bemerkung ist schon aus der Geomtrie der Ebene bekannt und gilt ebenso in der
Geometrie des Raumes Im Ĥ (vgl. [KK00], S. 144).
(2.2.1) Bemerkung (Existenz des Umkreises)
Ist ∆stu ein Dreieck in Im Ĥ, dann gibt es genau einen Kreis, den sogenannten Umkreis
K := Kstu des Dreiecks, durch die Punkte s, t und u.
Den Umkreis dreier Punkte aus ImH konstruiert man wie im ebenen Fall: Der Schnittpunkt der
Mittelsenkrechten, die man zu je zwei der Punkte s, t und u in der Ebene Eu,t−u,s−u bildet, ist
der Mittelpunkt des Umkreises.
Wir geben den Umkreismittelpunkt sowie den Umkreisradius nun konkret an.
(2.2.2) Satz (Umkreismittelpunkt und -radius)
Sei ∆stu ein Dreieck in Im Ĥ. Dann wird der Umkreismittelpunkt des Dreiecks gegeben durch
mKstu :=
1
2 |s× t + t× u + u× s|2
(
|u− t|2〈t− s, u− s〉 · s
+|s− u|2〈u− t, s− t〉 · t + |t− s|2〈s− u, t− u〉 · u
)
und der Umkreisradius durch
̺Kstu :=
|s− t| · |t− u| · |u− s|
2 |s× t + t× u + u× s|
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Beweis
Zuna¨chst gilt fu¨r alle a ∈ ImH, s′ := s + a, t′ := t + a und u′ := u + a
mKs′t′u′ =
1
2 |s′ × t′ + t′ × u′ + u′ × s′|2
(
|u′ − t′|2〈t′ − s′, u′ − s′〉 · s′
+|s′ − u′|2〈u′ − t′, s′ − t′〉 · t′ + |t′ − s′|2〈s′ − u′, t′ − u′〉 · u′
)
= mKstu +
1
2 |s× t + t× u + u× s|2
(
|u− t|2〈t− s, u− s〉
+|s− u|2〈u− t, s− t〉+ |t− s|2〈s− u, t− u〉
)
· a. (2.4)
Da aber
|u− t|2〈t− s, u− s〉+ |s− u|2〈u− t, s− t〉+ |t− s|2〈s− u, t− u〉
= 2|u− t|2|t− s|2 + |u− t|2〈t− s, u− t〉+ |s− u|2〈u− t, s− t〉
+|t− s|2〈t− s, u− t〉
= 2|(u− t)× (t− s)|2 − |s− u|2〈t− s, u− t〉
+〈u− t, t− s〉
(
〈u− t, u− t〉+ 2〈u− t, t− s〉+ 〈t− s, t− s〉
)
= 2|(u− t)× (t− s)|2
= 2|s× t + t× u + u× s|2,
gilt in Gleichung (2.4)
mKs′t′u′ = mKstu + a.
Zudem sieht man sofort, dass
̺Ks′ t′u′ = ̺Kstu .
Nach einer Translation ko¨nnen wir daher ohne Beschra¨nkung der Allgemeinheit u = 0 anneh-
men. Zu zeigen ist zuna¨chst, dass
m := mKstu ∈ E0,t,s [Koe03], S. 208= Hs×t,0
liegt.
Dazu: Es gilt
〈m, s× t〉 =
〈
1
2 |s× t|2 ·
(
|t|2〈s− t, s〉 · s + |s|2〈t− s, t〉 · t
)
, s× t
〉
=
1
2 |s× t|2
(
|t|2〈s− t, s〉 〈s, s × t〉︸ ︷︷ ︸
=0
+|s|2〈t− s, t〉 〈t, s × t〉︸ ︷︷ ︸
=0
)
= 0,
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d.h. m ∈ Hs×t,0.
Es bleibt nun
|m− u|2 = |m− s|2 = |m− t|2 = ̺2 := ̺2Kstu
zu zeigen.
Dazu: Zuna¨chst gilt
|m− u|2
u=0
= |m|2 = 〈m,m〉
=
1
4 |s× t|4
〈|t|2〈s− t, s〉 · s + |s|2〈t− s, t〉 · t, |t|2〈s− t, s〉 · s
+|s|2〈t− s, t〉 · t〉
=
1
4 |s× t|4 ·
(
|t|4|s|2〈s− t, s〉2 + 2|t|2|s|2〈s− t, s〉〈t − s, t〉〈t, s〉
+|s|4|t|2〈t− s, t〉2
)
.
Wenden wir auf die Summe in der Klammer Satz 1.1.12, e) an, entspricht der gesamte letzte
Term
1
4 |s× t|4 ·
(
2|t|4|s|4|s− t|2 − |t|4|s|2|s× t|2 + 2|t|2|s|2〈s− t, s〉〈t − s, t〉〈t, s〉
−|s|4|t|2|s× t|2
)
. (2.5)
Wegen
2|t|4|s|4|s− t|2 + 2|t|2|s|2〈s− t, s〉〈t − s, t〉〈t, s〉
= 2|t|2|s|2
(
|t|2|s|2|s− t|2 + 〈s− t, s〉〈t − s, t〉〈t, s〉
)
= 2|t|2|s|2
(
|t|2|s|2|s− t|2 + |s− t|2〈t− s, t〉〈t, s〉 − 〈t− s, t〉2〈t, s〉
)
= 2|t|2|s|2
(
|t|2|s|2|s− t|2 − |s− t|2〈t, s〉2 + |s× t|2〈t, s〉
)
= 2|t|2|s|2|s× t|2
(
|s− t|2 + 〈t, s〉
)
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stimmt der Term (2.5) mit
1
4 |s× t|4 ·
(
2|t|2|s|2|s× t|2 (|s− t|2 + 〈t, s〉)− |t|4|s|2|s× t|2
−|s|4|t|2|s× t|2
)
=
1
4 |s× t|2 ·
(
2|t|2|s|2|s− t|2 + 2|t|2|s|2〈t, s〉 − |t|4|s|2 − |s|4|t|2
)
=
1
4 |s× t|2 ·
(
|t|2|s|4 + |t|4|s|2 − 4|t|2|s|2〈t, s〉+ 2|t|2|s|2〈t, s〉
)
=
1
4 |s× t|2 ·
(
|t|2|s|4 + |t|4|s|2 − 2|t|2|s|2〈t, s〉
)
=
|s− t|2|t|2|s|2
4 |t× s|2 = ̺
2
u¨berein. Zusammengefasst gilt daher
|m− u|2 = ̺2.
Weil m und ̺ symmetrisch in s, t und u sind, folgt
|m− s| = |m− t| = |m− u| = ̺,
also die Behauptung. 
Wir ko¨nnen den Umkreismittelpunkt aus Satz 2.2.2 auch in einer anderen Form angeben. Es
gilt
1
2
(s + t)− 〈t− u, u− s〉
2 · |(t− s)× (u− s)|2
(
(s− t)× ((u− s)× (s− t)))
=
1
2|(t− s)× (u− s)|2
[
|(t− s)× (u− s)|2 · (s + t)− 〈t− u, u− s〉
·
(
(s− t)× ((u− s)× (s− t)))]
=
1
2|(t− s)× (u− s)|2
[
|(t− s)× (u− s)|2 · (s + t)− 〈t− u, u− s〉
·
(
|s− t|2 · (u− s)− 〈s− t, u− s〉 · (s− t)
)]
.
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Der letzte Term ist aber gleich
1
2|(t− s)× (u− s)|2
[(
|(t− s)× (u− s)|2 + 〈t− u, u− s〉 · (|s− t|2
+〈s− t, u− s〉)) · s + (|(t− s)× (u− s)|2 − 〈t− u, u− s〉
·〈s− t, u− s〉
)
· t− |s− t|2 · 〈t− u, u− s〉 · u
]
=
1
2|(t− s)× (u− s)|2
[(
|(t− s)× (u− s)|2 + 〈t− u, u− s〉
·〈s− t, u− t〉
)
· s +
(
|(t− s)× (u− s)|2 + 〈s− t, u− s〉2
+|u− s|2 · 〈s− t, u− s〉
)
· t + |s− t|2 · 〈t− u, s− u〉 · u
]
.
Fassen wir den Ausdruck in der Klammer geeignet zusammen, erhalten wir weiterhin
1
2|(t− s)× (u− s)|2
[(
|u− t|2 · |s− t|2 − |u− t|2〈s− t, u− t〉
)
· s
+
(
|t− s|2 · |u− s|2 + |u− s|2 · 〈s− t, u− s〉
)
· t +
(
|s− t|2
·〈t− u, s− u〉
)
· u
]
=
1
2 |s× t + t× u + u× s|2
(
|u− t|2〈t− s, u− s〉 · s + |s− u|2
·〈u− t, s− t〉 · t + |t− s|2〈s− u, t− u〉 · u
)
,
d.h. mit Satz 2.2.2
mKstu =
1
2
(s + t)− 〈t− u, u− s〉
2 · |(t− s)× (u− s)|2
(
(s− t)× ((u− s)× (s− t))). (2.6)
2.3 Die Umkugel eines Tetraeders aus dem erweiterten
Imagina¨rraum
In diesem Abschnitt wollen wir den Umkugelmittelpunkt, das Volumen und den Umkugelradius
eines Tetraeders aus Im Ĥ bestimmen.
2.3.1 Der Umkugelmittelpunkt
Wir beno¨tigen zuna¨chst eine Aussage u¨ber die Existenz der Umkugel eines Tetraeders. Daher
betrachten wir folgende
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(2.3.1) Bemerkung
Ist Θqrst ein Tetraeder in Im Ĥ, q, r, s, t ∈ ImH paarweise verschieden, dann gibt es genau
eine Kugel, die sogenannte Umkugel Kqrst des Tetraeders, durch die Punkte q, r, s und t.
Wir geben nun den Umkugelmittelpunkt eines Tetraeders an.
(2.3.2) Satz (Umkugelmittelpunkt des Tetraeders)
Sei Θqrst ein Tetraeder in Im Ĥ. Dann ist
mKqrst :=
1
2α
(
(|q|2 − |t|2)((q− r)× (q− s))+ (|q|2 − |r|2)((q− s)× (q− t))
+(|q|2 − |s|2)((q− t)× (q− r))),
wobei α := 〈q − t, (q − r) × (q − s)〉 6= 0, der Mittelpunkt der durch das Tetraeder Θqrst
eindeutig bestimmten Umkugel.
Beweis
Zuna¨chst gilt fu¨r alle a ∈ ImH, q′ := q + a, r′ := r + a, s′ := s + a und t′ := t + a
mKq′r′s′ t′
=
1
2α′
(
(|q′|2 − |t′|2)((q′ − r′)× (q′ − s′))+ (|q′|2 − |r′|2)((q′ − s′)
×(q′ − t′))+ (|q′|2 − |s′|2)((q′ − t′)× (q′ − r′)))
α′=α
= mKqrst +
1
α
(
〈q− t, a〉((q− r)× (q− s))+ 〈q− r, a〉((q− s)× (q− t))
+〈q− s, a〉((q− t)× (q− r))) (2.7)
und zudem
〈q− t, a〉((q− r)× (q− s))+ 〈q− r, a〉((q− s)× (q− t))
+〈q− s, a〉((q− t)× (q− r))
= 〈q− t, (q− r)× (q− s)〉a − (q− t)×
(
a× ((q− r)× (q− s)))
+〈q− r, a〉 ((q− s)× (q− t)) + 〈q− s, a〉 ((q− t)× (q− r))
= 〈q− t, (q− r)× (q− s)〉a,
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also in Gleichung (2.7)
mKq′r′s′ t′ = mKqrst + a.
Nach einer Translation ko¨nnen wir daher ohne Beschra¨nkung der Allgemeinheit q = 0 anneh-
men. Fu¨r α ergibt sich damit
α = 〈t, s× r〉.
Außerdem erhalten wir mit der Definition m := mKqrst
|m− q|2 = |m|2.
Weiterhin gilt
|m− r|2 = |m|2 + |r|2 − 2〈m, r〉
= |m|2 + |r|2 + 1
α
〈|t|2 (r× s) + |r|2 (s× t) + |s|2 (t× r) , r〉
= |m|2 + |r|2 + |r|
2
α
〈s× t, r〉︸ ︷︷ ︸
=−α
= |m|2
sowie
|m− s|2 = |m|2 + |s|2 + 1
α
〈|t|2 (r× s) + |r|2 (s× t) + |s|2 (t× r) , s〉
= |m|2 + |s|2 + |s|
2
α
〈t× r, s〉︸ ︷︷ ︸
=−α
= |m|2
und
|m− t|2 = |m|2 + |t|2 + 1
α
〈|t|2 (r× s) + |r|2 (s× t) + |s|2 (t× r) , t〉
= |m|2 + |t|2 + |t|
2
α
〈r × s, t〉︸ ︷︷ ︸
=−α
= |m|2.
Insgesamt gilt somit
|m− q|2 = |m− r|2 = |m− s|2 = |m− t|2,
also die Behauptung. 
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2.3.2 Eine Relation fu¨r die Absta¨nde vierer Punkte in einer Ebene
Wir wollen in Anlehnung an [SF98], S. 27ff, das Volumen und den Umkugelradius eines Tera-
eders aus Im Ĥ in Abha¨ngigkeit seiner Kantenla¨ngen bestimmen. Dazu beno¨tigen wir zuna¨chst
eine Relation fu¨r die Absta¨nde vierer Punkte in einer Ebene.
Sei ∆ABC ein Dreieck in Im Ĥ mit Seitenla¨ngen
a := |B− C|, b := |C− A| und c := |A− B|.
Weiterhin sei D ein von A, B und C verschiedener Punkt der Ebene, die von ∆ABC aufgespannt
wird. Zudem seien die Absta¨nde des Punktes D von den Eckpunkten des Dreiecks ∆ABC defi-
niert durch
d := |A− D| e := |B− D| und f := |C− D|.
A
B
C
D
α
β
γ
α = β+ γ
A
B
C
D
α
β
γ
α = β− γ
A
B
C
D
αβ
γ
α = γ− β
A
B
C
D
αβ
γ
2π − α = β+ γ
Abbildung 2.1: Die Winkel der Dreiecke ∆BCD, ∆ACD, ∆ABD in Abha¨ngigkeit von der Lage
des Punktes D
Wir bezeichnen nun mit α den Winkel des Dreiecks ∆BCD bei D, mit β den Winkel des Drei-
ecks ∆ACD bei D und mit γ den Winkel des Dreiecks ∆ABD bei D. Dabei ist eins der Dreiecke
entartet, sobald D auf einer der Dreiecksseiten von ∆ABC liegt. Je nach Lage des Punktes D
erhalten wir entweder
α = β+ γ, α = β− γ, α = γ− β oder 2π − α = β+ γ.
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Dies gilt auch im Falle, dass eins der Dreiecke entartet ist. Somit gilt also in jedem Fall
cos α = cos(β± γ).
Damit erhalten wir die Identita¨t
cos2 α+ cos2 β+ cos2 γ− 2 cos α cos β cosγ
= cos α (cos(β± γ)− 2 cos β cosγ) + cos2 β+ cos2 γ
Add.theor.
= cos α(∓ sin β sin γ− cos β cos γ) + cos2 β+ cos2 γ
cos α=cos(β±γ)
= cos2 β+ cos2 γ− cos2 β cos2 γ+ sin2 β sin2 γ
= cos2 β(1− cos2 γ︸ ︷︷ ︸
=sin2 γ
) + cos2 γ+ sin2 β sin2 γ
= 1. (2.8)
Mit dem Kosinussatz (vgl. [KK00], S. 117) erhalten wir weiterhin
cos α =
f 2 + e2 − a2
2e f
, cos β =
d2 + f 2 − b2
2d f
und cosγ = e
2 + d2 − c2
2ed
.
Setzen wir diese Identita¨ten in (2.8) ein, erhalten wir
1 = cos2 α+ cos2 β+ cos2 γ− 2 cos α cos β cos γ
=
( f 2 + e2 − a2)2
4e2 f 2
+
(d2 + f 2 − b2)2
4d2 f 2
+
(e2 + d2 − c2)2
4e2d2
−2 · f
2 + e2 − a2
2e f
· d
2 + f 2 − b2
2d f
· e
2 + d2 − c2
2ed
.
Formt man diese Gleichung a¨quivalent um, so ergibt sich daraus
a2d2(a2 − b2 − c2) + c2 f 2(c2 − b2 − a2) + b2e2(b2 − c2 − a2)
+ a2(d2 − e2)(d2 − f 2) + b2(e2 − f 2)(e2 − d2) + c2( f 2 − d2)( f 2 − e2)
+ a2b2c2 = 0, (2.9)
also eine Relation fu¨r die Absta¨nde vierer verschiedener Punkte die in einer Ebene des erweiter-
ten Imagina¨rraums Im Ĥ liegen.
2.3.3 Das Volumen eines Tetraeders in Abha¨ngigkeit seiner
Kantenla¨ngen
Mithilfe des vorangegangenen Abschnitts ko¨nnen wir nun das Volumen eines Tetraeders in
Abha¨ngigkeit seiner Kantenla¨ngen angeben (vgl. [SF98], S. 28f). Wir beno¨tigen das Tetraeder-
volumen, um eine Formel fu¨r den Umkugelradius in Abha¨ngigkeit der Tetraederkantenla¨ngen
herzuleiten.
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Sei ΘABCD ein Tetraeder in Im Ĥ mit Kantenla¨ngen
a := |B− C|, b := |C− A|, c := |A− B|,
d := |A− D| e := |B− D|, f := |C− D|.
Sei weiterhin P der Fußpunkt des von D auf die Fla¨che des Dreiecks ∆ABC gefa¨llten Lotes
und
p := |D− P|
die Ho¨he des Tetraeders. Wir definieren nun die Absta¨nde der Eckpunkte von ∆ABC zum Punkt
P gema¨ß
d′ := |A− P|, e′ := |B− P| und f ′ := |C− P|.
A B
C
D
ab
c
d ep
d′ P
e′
f ′
f
Abbildung 2.2: Tetraeder mit Lotfußpunkt
Nach Konstruktion erfu¨llen a, b, c, d′ , e′ und f ′ die Relation (2.9) aus dem vorangegangenen
Abschnitt, also
a2d′2(a2 − b2 − c2) + c2 f ′2(c2 − b2 − a2) + b2e′2(b2 − c2 − a2)
+ a2(d′2 − e′2)(d′2 − f ′2) + b2(e′2 − f ′2)(e′2 − d′2) + c2( f ′2 − d′2)( f ′2 − e′2)
+ a2b2c2 = 0. (2.10)
Da nach dem Satz des PYTHAGORAS (vgl. [KK00], S. 91)
d2 = d′2 + p2, e2 = e′2 + p2 und f 2 = f ′2 + p2,
also auch, wenn wir nach p2 umformen und die Gleichungen gleichsetzen,
d2 − e2 = d′2 − e′2, e2 − f 2 = e′2 − f ′2 und f 2 − d2 = f ′2 − d′2
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gilt, erhalten wir aus Gleichung (2.10)
0 = a2d′2(a2 − b2 − c2) + c2 f ′2(c2 − b2 − a2) + b2e′2(b2 − c2 − a2)
+a2(d′2 − e′2)(d′2 − f ′2) + b2(e′2 − f ′2)(e′2 − d′2)
+c2( f ′2 − d′2)( f ′2 − e′2) + a2b2c2
= a2(d2 − p2)(a2 − b2 − c2) + c2( f 2 − p2)(c2 − b2 − a2)
+b2(e2 − p2)(b2 − c2 − a2) + a2(d2 − e2)(d2 − f 2)
+b2(e2 − f 2)(e2 − d2) + c2( f 2 − d2)( f 2 − e2) + a2b2c2
= a2(d2 − e2)(d2 − f 2) + b2(e2 − f 2)(e2 − d2) + c2( f 2 − d2)( f 2 − e2)
+a2b2c2 + b2e2(b2 − c2 − a2) + c2 f 2(c2 − a2 − b2)
+a2d2(a2 − b2 − c2) + p2(2c2b2 + 2a2b2 + 2a2c2 − a4 − b4 − c4).
Dieser Ausdruck ist aber a¨quivalent zu
a2(d2 − e2)(d2 − f 2) + b2(e2 − f 2)(e2 − d2) + c2( f 2 − d2)( f 2 − e2)
+a2b2c2 + b2e2(b2 − c2 − a2) + c2 f 2(c2 − a2 − b2) + a2d2(a2 − b2 − c2)
= −p2(2c2b2 + 2a2b2 + 2a2c2 − a4 − b4 − c4). (2.11)
Wir bezeichnen die linke Seite der Gleichung (2.11) mit F, also
F = −p2(2c2b2 + 2a2b2 + 2a2c2 − a4 − b4 − c4). (2.12)
Bekanntlich gilt fu¨r den Fla¨cheninhalt A∆ABC des Dreiecks ∆ABC
A∆ABC =
1
2
· c · hc︸︷︷︸
=b·sin α
, wobei hc die Ho¨he des Dreiecks bzgl. c bezeichne,
Kosinussatz
=
1
2
· c · b ·
√
1− (b
2 + c2 − a2)2
4b2c2
.
Daraus ergibt sich
A
2
∆ABC =
1
4
· c2 · b2
(
1− (b
2 + c2 − a2)2
4b2c2
)
=
1
16
(2b2c2 + 2b2a2 + 2c2a2 − a4 − b4 − c4).
Vergleichen wir das mit Gleichung (2.12), ergibt sich
−F = 16 · p2 · A2∆ABC. (2.13)
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Weil nun aber fu¨r das Volumen VΘABCD des Tetraeders
VΘABCD =
1
3
· A∆ABC · p
gilt, ko¨nnen wir das Tetraedervolumen wegen Gleichung (2.13) in Abha¨ngigkeit seiner Kan-
tenla¨ngen angeben, denn wir erhalten insgesamt
9 ·V2ΘABCD = A2∆ABC · p2 = −
1
16
F
⇐⇒ V2ΘABCD = −
1
144
· F, (2.14)
wobei F mit den Gleichungen (2.12) und (2.11) aus den Kantenla¨ngen berechnet werden kann.
2.3.4 Der Radius der Umkugel des Tetraeders in Abha¨ngigkeit von
dessen Kantenla¨ngen
Nun geben wir den Umkugelradius des Tetraeders in Abha¨ngigkeit seiner Kantenla¨ngen an (vgl.
[SF98], S. 30f).
A B
C
D
ab
c
d
e
r
r r
f
M
αβ
A B
C
D
ab
c
d
e
f
M
r rγ
A B
C
D
ab
c
d
e
f
M
r
r
r δ
ϕ
A B
C
D
ab
c
r
r
d
e
f
M
ǫ
Abbildung 2.3: Die Winkel der Dreiecke ∆MBC , ∆MAC, ∆MAB, ∆MAD, ∆MBD und
∆MCD bei M
Sei wie im Abschnitt zuvor ΘABCD ein Tetraeder in Im Ĥ mit Kantenla¨ngen
a := |B− C|, b := |C− A|, c := |A− B|,
d := |A− D| e := |B− D|, f := |C− D|.
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Zudem seien M ∈ ImH der Mittelpunkt der Tetraederumkugel und r deren Radius. Wir be-
zeichnen mit α den Winkel des Dreiecks ∆MBC bei M, mit β den des Dreiecks ∆MAC bei M
und mit γ den des Dreiecks ∆MAB bei M. Weiterhin seiein δ der Winkel des Dreiecks ∆MAD
bei M, ǫ der Winkel des Dreiecks ∆MBD bei M sowie ϕ der Winkel des Dreiecks ∆MCD bei
M.
Der Kosinussatz (vgl. [KK00], S. 117) liefert uns sofort
a2 = r2 + r2 − 2r2 cos α ⇐⇒ cos α = 1− a
2
2r2
.
Analog ergibt sich
cos β = 1− b
2
2r2
, cosγ = 1− c
2
2r2
, cos δ = 1− d
2
2r2
,
cos ǫ = 1− e
2
2r2
, cos ϕ = 1− f
2
2r2
. (2.15)
Ohne Beschra¨nkung der Allgemeinheit ko¨nnen wir nach einer Translation M = 0 annehmen.
Da die Tetraedereckpunkte von M den Abstand r > 0 haben, sind sie alle ungleich Null. Wir
ko¨nnen daher die Richtungskosinusse der Tetraedereckpunkte betrachten, d.h. die Kosinusse der
Winkel zwischen der zu beschreibenden Richtung und den positiven Koordinatenachsen (vgl.
[MV03], S. 23f). Seien also
ϕ1 := ∡(A, i), ψ1 := ∡(A, j), θ1 := ∡(A, ij),
ϕ2 := ∡(B, i), ψ2 := ∡(B, j), θ2 := ∡(B, ij),
ϕ3 := ∡(C, i), ψ3 := ∡(C, j), θ3 := ∡(C, ij),
ϕ4 := ∡(D, i), ψ4 := ∡(D, j), θ4 := ∡(D, ij).
Wegen der Eigenschaften der Richtungskosinusse gilt einerseits
cos2 ϕm + cos
2 ψm + cos
2 θm = 1 fu¨r 1 6 m 6 4 (2.16)
und andererseits (vgl. [MV03], S. 24)
cos α = cos ϕ2 cos ϕ3 + cosψ2 cosψ3 + cos θ2 cos θ3,
cos β = cos ϕ1 cos ϕ3 + cosψ1 cosψ3 + cos θ1 cos θ3,
cosγ = cos ϕ1 cos ϕ2 + cosψ1 cosψ2 + cos θ1 cos θ2,
cos δ = cos ϕ1 cos ϕ4 + cosψ1 cosψ4 + cos θ1 cos θ4,
cos ǫ = cos ϕ2 cos ϕ4 + cosψ2 cosψ4 + cos θ2 cos θ4,
cos ϕ = cos ϕ3 cos ϕ4 + cosψ3 cosψ4 + cos θ3 cos θ4. (2.17)
Damit erhalten wir mit den Bezeichnungen
K :=

cos ϕ1 cosψ1 cos θ1 0
cos ϕ2 cosψ2 cos θ2 0
cos ϕ3 cosψ3 cos θ3 0
cos ϕ4 cosψ4 cos θ4 0

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und
L :=

cos ϕ1 cos ϕ2 cos ϕ3 cos ϕ4
cosψ1 cosψ2 cosψ3 cosψ4
cos θ1 cos θ2 cos θ3 cos θ4
0 0 0 0

fu¨r das Produkt dieser Matrizen
K · L Gl. (2.16),(2.17)=

1 cosγ cos β cos δ
cosγ 1 cos α cos ǫ
cos β cos α 1 cos ϕ
cos δ cos ǫ cos ϕ 1
 .
Bilden wir nun die Deteminante der rechten Matrix, so ergibt sich
1− cos2 α− cos2 β− cos2 γ− cos2 δ− cos2 ǫ− cos2 ϕ+ cos2 α cos2 δ
+ cos2 β cos2 ǫ+ cos2 γ cos2 ϕ− 2 cos α cos β cos δ cos ǫ
−2 cos β cos γ cos ǫ cos ϕ− 2 cos γ cos α cos δ cos ϕ+ 2 cos α cos β cos γ
+2 cos α cos ǫ cos ϕ+ 2 cos β cos δ cos ϕ+ 2 cosγ cos δ cos ǫ
= det

1 cosγ cos β cos δ
cosγ 1 cos α cos ǫ
cos β cos α 1 cos ϕ
cos δ cos ǫ cos ϕ 1
 = det(K · L) = detK · det L = 0,
wenn wir den Determinantenmultiplikationssatz auf die Determinante des Matrixprodukts K · L
anwenden. Diese Gleichung ist aber a¨quivalent zu
1 = cos2 α+ cos2 β+ cos2 γ+ cos2 δ+ cos2 ǫ+ cos2 ϕ− cos2 α cos2 δ
− cos2 β cos2 ǫ− cos2 γ cos2 ϕ+ 2 cos α cos β cos δ cos ǫ
+2 cos β cosγ cos ǫ cos ϕ+ 2 cosγ cos α cos δ cos ϕ− 2 cos α cos β cos γ
−2 cos α cos ǫ cos ϕ− 2 cos β cos δ cos ϕ− 2 cos γ cos δ cos ǫ.
Setzen wir in diese Gleichung nun auf der rechten Seite fu¨r cos α, cos β, cosγ, cos δ, cos ǫ und
cos ϕ die Identita¨ten aus (2.15) ein, so ergibt sich mit der Definition von F aus den Gleichungen
(2.12) und (2.11)
F
4r6
+
2a2b2d2e2 + 2b2c2e2 f 2 + 2a2c2d2 f 2 − a4d4 − b4e4 − c4 f 4
16r8
= 0. (2.18)
Definieren wir
S :=
1
2
(ad + be + c f ),
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so ist Gleichung (2.18) wegen
2a2b2d2e2 + 2b2c2e2 f 2 + 2a2c2d2 f 2 − a4d4 − b4e4 − c4 f 4
= 16 · S(S− ad)(S − be)(S − c f )
a¨quivalent zu
r2 =
S(S− ad)(S − be)(S− c f )
36V2ΘABCD
, (2.19)
wenn wir zusa¨tzlich noch Gleichung (2.14) anwenden.
2.4 Die Potenz bgzl. einer Kugel
In [KK00], S. 135f, wird die Potenz eines Punktes in Bezug auf einen Kreis und die Potenz-
gerade zweier Kreise definiert. Schneiden sich zwei Kreise, so liegen ihre Schnittpunkte auf
der Potenzgerade. Ein Analogon dazu formulieren wir nun fu¨r Kugeln in Im Ĥ (vgl. [Gro58],
S. 54f).
(2.4.1) Definition (Potenz eines Punktes bzgl. einer Kugel)
Sei K eine Kugel in Im Ĥ mit Mittelpunkt m und Radius ̺ ∈ R⋆+, d.h.
K := {q ∈ ImH; |q−m| = ̺}.
Wir setzen fu¨r u ∈ ImH
κ(u) := κK(u) := |u−m|2 − ̺2 ∈ R
und nennen κ(u) die Potenz von u in Bezug auf K.
Wir erhalten direkt die
(2.4.2) Bemerkung (Vorzeichen der Potenz und die Lage eines Punktes)
Liegt der Punkt u aus Definition 2.4.1 innerhalb der Kugel, so gilt
κ(u) < 0.
Falls
κ(u) > 0,
liegt der Punkt u außerhalb der Kugel. Der Punkt u ist ein Punkt der Kugel, wenn
κ(u) = 0,
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d.h. die Kugel aus Definition 2.4.1 hat die Darstellung
K = {q ∈ ImH; κ(q) = 0}.
Wir betrachten nun die Punkte, die dieselbe Potenz in Bezug auf zwei verschiedene Kugeln
haben (vgl. [Gro58], S. 58f):
Seien K1 und K2 zwei verschiedene Kugeln mit Mittelpunkten m1 bzw. m2 und Radien ̺1 bzw.
̺2, so dass m1 6= m2 gilt. Sei weiterhin q ∈ ImH ein Punkt, fu¨r den
κK1(q) = κK2(q)
gilt, d.h.
|q−m1|2 − ̺21 = |q−m2|2 − ̺22
⇐⇒ |q|2 − 2〈q,m1〉+ |m1|2 − ̺21 = |q|2 − 2〈q,m2〉+ |m2|2 − ̺22
⇐⇒ 〈q,m2 −m1〉 = 1
2
(|m2|2 − |m1|2 + ̺21 − ̺22).
Alle Punkte, die in Bezug auf K1 und K2 die gleiche Potenz haben, liegen daher in der Ebene
Hm2−m1, 12 (|m2|2−|m1|2+̺21−̺22).
(2.4.3) Definition (Potenzebene)
Seien K1 und K2 zwei verschiedene Kugeln mit Radien ̺1 bzw. ̺2 und verschiedenen Mittel-
punkten m1 bzw. m2. Dann nennen wir die Ebene
PK1,K2 := Hm2−m1, 12 (|m2|2−|m1|2+̺21−̺22)
die Potenzebene der Kugeln K1 und K2.
Wir erhalten sofort die (vgl. [Gro58], S. 58)
(2.4.4) Bemerkungen
a) Die Potenzebene der Kugeln aus Definition 2.4.3 ist senkrecht zur Verbindungsgerade der
Mittelpunkte der Kugeln.
b) Schneiden sich die Kugeln aus Definition 2.4.3 in einem Kreis oder beru¨hren sie sich in
einem Punkt, so liegt der Schnittkreis oder der Beru¨hrpunkt in der Potenzebene PK1,K2 .
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Wir betrachten nun die Potenzebenen dreier Kugeln (vgl. [Gro58], S. 58f).
(2.4.5) Satz
Seien K1, K2 und K3 drei verschiedene Kugeln in Im Ĥ mit Radien ̺1, ̺2 bzw. ̺3 und
paarweise verschiedenen Mittelpunkten m1, m2 bzw. m3. Seien weiterhin PK1,K2 , PK1,K3 und
PK2,K3 die Potenzebenen von je zwei der Kugeln.
(i) Die Potenzebenen PK1,K2 , PK1,K3 und PK2,K3 sind genau dann parallel, wenn m1, m2 und
m3 kollinear sind.
(ii) Die Potenzebenen PK1,K2 , PK1,K3 und PK2,K3 schneiden sich genau dann in einer Gerade,
wenn m1, m2 und m3 nicht-kollinear sind.
Beweis
(i) Seien zwei der drei Potenzebenen parallel; ohne Beschra¨nkung der Allgemeinheit seien das
PK1,K2 und PK1,K3 . Nach Definition 2.1.4, (iii) ist das genau dann der Fall, wenn (m2−m1)
und (m3−m1) linear abha¨ngig sind. Lineare Abha¨ngigkeit von (m2−m1) und (m3−m1)
ist a¨quivalent zu
m2 −m1 = λ · (m3 −m1) ⇐⇒ m2 = m1 + λ · (m3 −m1) ∈ Gm1,m3−m1
fu¨r eine λ ∈ R. Somit sind zwei der drei Potenzebenen genau dann parallel, wenn die
Mittelpunkte der Kugeln kollinear sind. Da Parallelita¨t transitiv ist, sind in diesem Fall
auch alle drei Potenzebenen parallel.
(ii) Seien die Mittelpunkte m1, m2 und m3 nicht-kollinear. Nach (i) ist dies genau dann der Fall,
wenn die Potenzebenen nicht alle drei parallel sind. Ohne Beschra¨nkung der Allgemeinheit
seien die Ebenen PK1,K2 und PK1,K3 nicht parallel, d.h. es existiert ein q ∈ ImH, so dass
q ∈ PK1,K2 ∩ PK1,K3 liegt. Da in diesem Fall
κK1(q)− κK2(q) = 0
und
κK1(q)− κK3(q) = 0,
erhalten wir auch
κK2(q)− κK3(q) = κK2(q)− κK1(q) + κK1(q)− κK3(q) = 0,
also q ∈ PK2,K3 .
Nach [Koe03], S. 209, schneiden sich die beiden Potenzebenen PK1,K2 und PK1,K3 in der
Gerade
PK1,K2 ∩ PK1,K3 = q + R · ((m2 −m1)× (m3 −m1)) =: G.
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Wegen
〈(m2 −m1)× (m3 −m1),m3 −m2〉
= 〈(m2 −m1)× (m3 −m1) + (m2 −m1)× (m1 −m2),m3 −m2〉
= 〈(m2 −m1)× (m3 −m2),m3 −m2〉
= 0
sind die Gerade G und die Potenzebene PK2,K3 nach [Koe03], S. 167, parallel. Aus
q ∈ G ∩ PK2,K3
folgt daher
G ⊂ PK2,K3 .
Existiert andererseits eine Schnittgerade der drei Potenzebenen, sind diese nicht parallel.
Dies ist nach (i) genau dann der Fall, wenn die Mittelpunkte m1, m2 und m3 nicht-kollinear
sind. 
Wir erhalten nun zusammen mit Definition 2.1.7 die
(2.4.6) Definition (Potenzgerade)
Seien K1, K2 und K3 drei verschiedene Kugeln in Im Ĥ mit Radien ̺1, ̺2 bzw. ̺3 und paar-
weise verschiedenen, nicht-kollinearen Mittelpunkten m1, m2 bzw. m3. Seien weiterhin PK1,K2 ,
PK1,K3 und PK2,K3 die Potenzebenen von je zwei der Kugeln. Die nach Satz 2.4.5 eindeutig be-
stimmte Schnittgerade der Potenzebenen PK1,K2 , PK1,K3 und PK2,K3 nennen wir Potenzgerade.
Sie wird gegeben durch
GK1,K2,K3 := p + R · ((m2 −m1)× (m3 −m1)) ,
wobei p nach Definition 2.1.7 gegeben wird durch
p :=
γ
|m2 −m1|2 · (m2 −m1) +
〈m2 −m1,m3 −m1〉γ− |m2 −m1|2δ
|m2 −m1|2|(m2 −m1)× (m3 −m1)|2
·
(
(m2 −m1)×
(
(m2 −m1)× (m3 −m1)
))
,
wobei
γ :=
1
2
(|m2|2 − |m1|2 + ̺21 − ̺22)
und
δ :=
1
2
(|m3|2 − |m1|2 + ̺21 − ̺23).
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Wir erhalten sofort die (vgl. [Gro58], S. 59)
(2.4.7) Bemerkungen
a) Die Potenzgerade aus Definition 2.4.6 steht senkrecht auf der Ebenen durch die drei Ku-
gelmittelpunkte.
b) Die Potenzgerade aus Definition 2.4.6 ha¨ngt stetig von den Mittelpunkten und Radien der
Kugeln K1, K2 und K3 ab, solange die Mittelpunkt paarweise verschieden und nicht-
kollinear sind.
Da wir spa¨ter den Schnittpunkt von vier Kugeln betrachten werden, der nach Bemerkung 2.4.4, b)
in der Potenzebene je zweier der Kugeln liegen muss, sind nun die Potenzebenen vierer Kugeln
fu¨r uns von Interesse (vgl. [Coo97], S. 242):
Seien K1, K2, K3 und K4 vier verschiedene Kugeln mit Radien ̺1, ̺2, ̺3 bzw. ̺4 und paarwei-
se verschiedenen Mittelpunkten m1, m2, m3 bzw. m4. Seien weiterhin PK1,K2 , PK1,K3 , PK1,K4 ,
PK2,K3 , PK2,K4 und PK3,K4 die Potenzebenen von je zwei der Kugeln.
Wir unterscheiden nun drei verschiedene Fa¨lle:
1. Fall: Die Mittelpunkte der vier Kugeln seien kollinear. Da Parallelita¨t eine ¨Aquivalenzrelation
ist, folgt mit Satz 2.4.5, (i) die Parallelita¨t der sechs Potenzebenen, d.h. je zwei der Ebenen sind
entweder gleich oder haben keinen Punkt aus ImH gemeinsam.
2. Fall: Die Mittelpunkte der vier Kugeln seien komplanar und nicht-kollinear. Ohne Beschra¨n-
kung der Allgemeinheit seien m1,m2 und m3 nicht-kollinear. Nach Satz 2.4.5, (ii) schneiden
sich die Potenzebenen PK1,K2 , PK1,K3 und PK2,K3 daher in der Potenzgerade GK1,K2,K3 , die nach
Bemerkung 2.4.7 senkrecht auf der Ebene durch die Kugelmittelpunkte steht. Nach Bemerkung
2.4.4, a) sind die Potenzebenen PK1,K4 , PK2,K4 und PK3,K4 ebenfalls senkrecht zur Ebene durch
die Kugelmittelpunkte und somit parallel zur Gerade GK1,K2,K3 .
3. Fall: Bilden die Punkte m1, m2, m3 und m4 ein Tetraeder in ImH, so sind je drei Kugelmittel-
punkte nicht-kollinear. Nach Definition 2.4.6 existieren daher sowohl die Potenzgerade zu den
Kugeln K1, K2 und K3, die gegeben wird durch
GK1,K2,K3 := p + R · ((m2 −m1)× (m3 −m1))
mit p ∈ PK1,K2 ∩ PK1,K3 ∩ PK2,K3 beliebig, als auch die Potenzgerade der Kugeln K1, K2 und
K4, die durch
GK1,K2,K4 := p˜ + R · ((m2 −m1)× (m4 −m1)) ,
mit p˜ ∈ PK1,K2 ∩ PK1,K4 ∩ PK2,K4 beliebig gegeben wird. Weil m1 6= m2 und m1,m2,m3 und
m4 ein Tetraeder bilden, gilt
((m2 −m1)× (m3 −m1))× ((m2 −m1)× (m4 −m1))
= 〈(m2 −m1)× (m3 −m1),m4 −m1〉(m2 −m1) 6= 0,
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d.h. (m2−m1)× (m3−m1) und (m2−m1)× (m4−m1) sind linear unabha¨ngig. Somit sind
die Geraden GK1,K2,K3 und GK1,K2,K4 nicht parallel. Zudem gilt
GK1,K2,K3 , GK1,K2,K4 ⊂ PK1,K2 ,
d.h. die beiden Geraden sind nicht windschief. Somit schneiden sich die Geraden in genau einem
Punkt q, der aufgrund der Definition der Potenzgeraden die Eigenschaft
{q} = PK1,K2 ∩ PK1,K3 ∩ PK2,K3 ∩ PK1,K4 ∩ PK2,K4
hat. Es gilt zusa¨tzlich
κK3(q)− κK4(q) = κK3(q)− κK1(q) + κK1(q)− κK4(q) = 0,
also q ∈ PK3,K4 . Insgesamt folt also
{q} = PK1,K2 ∩ PK1,K3 ∩ PK2,K3 ∩ PK1,K4 ∩ PK2,K4 ∩ PK3,K4 .
Zusammengefasst erhalten wir in diesem Fall daher, dass sich die Potenzebenen in genau einem
Punkt schneiden.
Wir erhalten somit folgenden (vgl. [Coo97], S. 242)
(2.4.8) Satz
SeienK1,K2,K3 undK4 vier verschiedene Kugeln mit Radien ̺1, ̺2, ̺3 bzw. ̺4 und paarwei-
se verschiedenen Mittelpunkten m1, m2, m3 bzw. m4. Seien weiterhin PK1,K2 , PK1,K3 , PK1,K4 ,
PK2,K3 , PK2,K4 und PK3,K4 die Potenzebenen je zweier Kugeln.
(i) Die Potenzebenen PK1,K2 , PK1,K3 , PK1,K4 , PK2,K3 , PK2,K4 und PK3,K4 sind genau dann
parallel, wenn m1, m2, m3 und m4 kollinear sind.
(ii) Die Potenzebenen PK1,K2 , PK1,K3 , PK1,K4 , PK2,K3 , PK2,K4 und PK3,K4 sind alle parallel zu
einer (Potenz-) Gerade, wenn m1, m2, m3 und m4 komplanar sind.
(iii) Die Potenzebenen PK1,K2 , PK1,K3 , PK1,K4 , PK2,K3 , PK2,K4 und PK3,K4 schneiden sich ge-
nau dann in einem Punkt, wenn m1, m2, m3 und m4 ein Tetraeder in ImH bilden.
Mithilfe von [Koe03], S. 167f, ko¨nnen wir folgende Definition formulieren.
(2.4.9) Definition (Potenzpunkt)
SeienK1,K2,K3 undK4 vier verschiedene Kugeln mit Radien ̺1, ̺2, ̺3 bzw. ̺4 und paarwei-
se verschiedenen Mittelpunkten m1, m2, m3 bzw. m4, so dass m1, m2, m3 und m4 ein Tetraeder
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bilden. Dann schneiden sich die sechs Potenzebenen der Kugeln in genau einem Punkt, den
wir Potenzpunkt der vier Kugeln nennen. Der Potenzpunkt wird gegeben durch
s := sK1,K2,K3,K4
:= p +
|m4|2 − |m1|2 + ̺21 − ̺24 − 2〈p,m4 −m1〉
2 · 〈(m2 −m1)× (m3 −m1),m4 −m1〉 · ((m2 −m1)× (m3 −m1)) ,
wobei p wie in Definition 2.4.6 definniert ist.
Wir ko¨nnen folgende Bemerkung formulieren.
(2.4.10) Bemerkung
Der Potenzpunkt aus Definition 2.4.9 ha¨ngt stetig von den Mittelpunkten und Radien der Ku-
geln K1, K2 K3 und K4 ab, solange die Mittelpunkte ein Tetraeder in Im Ĥ bilden.
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3 MO¨BIUS-Transformationen des
kompaktifizierten Quaternionen- und
Imagina¨rraums
Dieses Kapitel bescha¨ftigt sich mit den MO¨BIUS-Transformationen und ihren Eigenschaften auf
der erweiterten Quaternionenmenge Ĥ, wie sie z.B. in [GHS06], S. 121ff, beschrieben werden.
Das Hauptaugenmerk liegt dabei auf einer Untergruppe der Gruppe M der MO¨BIUS-Trans-
formationen: Nach allgemeinen Definitionen und Eigenschaften der Gruppe M der MO¨BIUS-
Transformationen auf Ĥ im ersten und zweiten Abschnitt betrachten wir im dritten Abschnitt
eine Verallgemeinerung der POINCARE´-Gruppe aus [Kri03], S. 896, und geben Eigenschaften
fu¨r diese an.
Im darauf folgenden Abschnitt ko¨nnen wir mithilfe der POINCARE´-Gruppe dann die MO¨BIUS-
Transformationen bestimmen, die den erweiterten Imagina¨rraum Im Ĥ in sich selbst u¨berfu¨hren.
Im letzten Abschnitt bestimmen wir unter den MO¨BIUS-Transformationen, die Im Ĥ auf Im Ĥ
abbilden, diejenigen, die die Spha¨re S2 auf sich selbst abbilden.
3.1 Definition und elementare Eigenschaften der
MO¨BIUS-Transformationen
Analog zu den MO¨BIUS-Transformationen auf der erweiterten komplexen Zahlenebene definie-
ren wir MO¨BIUS-Transformationen auf Ĥ (vgl. [HJ96], S. 314, und [GHS06], S. 121ff). Man
beachte dabei, dass wir mit
GL(2;H) =
{
M =
(
a b
c d
)
∈ Mat(2;H); ad 6= 0, falls c = 0,
bzw. b− ac−1d 6= 0, falls c 6= 0
}
die Gruppe der invertierbaren 2 × 2-Matrizen mit Eintra¨gen aus H bezeichnen. Die Gruppe
GL(2;H) wird von den Matrizen(
a 0
0 1
)
,
(
1 b
0 1
)
,
(
0 1
1 0
)
mit a, b ∈ H, a 6= 0, (3.1)
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erzeugt. Mit E bezeichnen wir die Einheitsmatrix
E =
(
1 0
0 1
)
∈ GL(2;H).
(3.1.1) Definition (MO¨BIUS-Transformationen)
Sei M =
(
a b
c d
) ∈ GL(2;H). Dann nennt man eine Abbildung der Form
φM : Ĥ → Ĥ, q 7→
{
(aq + b)(cq + d)−1 , falls q ∈ H, cq + d 6= 0,
∞ , falls q ∈ H, cq + d = 0,
und
φM(∞) :=
{
∞ , falls c = 0,
ac−1 , falls c 6= 0,
eine MO¨BIUS-Transformation auf der Menge Ĥ. Mit
M := {φM; M ∈ GL(2;H)}
bezeichnen wir die Menge der MO¨BIUS-Transformationen.
Die φM definierende Matrix M ∈ GL(2;H) nennt man auch VAHLEN-Matrix (vgl. [GHS06],
S. 122).
Mit unserer Definition der MO¨BIUS-Transformationen ergeben sich direkt die
(3.1.2) Bemerkungen
Sei φM ∈ M, M =
(
a b
c d
) ∈ GL(2;H). Dann gilt:
a) φM(∞) = lim|q|→∞ φ(q).
b) Falls c 6= 0 ist, gilt
φM(−c−1d) = ∞ = lim
q→−c−1d
φM(q).
Analog zu den Eigenschaften der MO¨BIUS-Transformationen der erweiterten komplexen Zah-
lenebene in [FL83], S. 34ff, geben wir Eigenschaften der MO¨BIUS-Transformationen u¨ber Ĥ
an.
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(3.1.3) Lemma (Elementare Eigenschaften der MO¨BIUS-Transformationen)
Fu¨r L, M ∈ GL(2;H) gilt
φE = φλ·E = id fu¨r alle λ ∈ R⋆ und φL ◦ φM = φLM.
Alle MO¨BIUS-Transformationen sind bijektiv mit φ−1M = φM−1 . Die Menge der MO¨BIUS-
Transformationen bildet eine Gruppe bzgl. Komposition und ist isomorph zur projektiven li-
nearen Gruppe PGL2(H), d.h.
M∼= GL(2;H)/ (R⋆ · E) = PGL2(H).
Beweis
Zuna¨chst gilt
φE(q) = q fu¨r alle q ∈ H
und
φE(∞) = ∞.
Zudem ergibt sich fu¨r alle λ ∈ R⋆
φλ·E(q) = λqλ−1
ZentH=R
= q fu¨r alle q ∈ H
und
φλ·E(∞) = ∞.
Weiterhin erha¨lt man fu¨r L =
(
a b
c d
)
, M =
(
a˜ b˜
c˜ d˜
)
∈ GL(2;H)
L · M =
(
aa˜ + bc˜ ab˜ + bd˜
ca˜ + dc˜ cb˜ + dd˜
)
.
1. Fall: Sei q ∈ H mit c˜q + d˜ 6= 0 und c(a˜q + b˜)(c˜q + d˜)−1 + d 6= 0. Dann gilt
φL ◦ φM(q) = (a(a˜q + b˜)(c˜q + d˜)−1 + b)(c(a˜q + b˜)(c˜q + d˜)−1 + d)−1
= (a(a˜q + b˜) + b(c˜q + d˜))(c(a˜q + b˜) + d(c˜q + d˜))−1
= ((aa˜ + bc˜)q + (ab˜ + bd˜))((ca˜ + dc˜)q + (cb˜ + dd˜))−1
= φLM(q).
2. Fall: Sei q ∈ H mit c˜q + d˜ = 0. In diesem Fall gilt
φM(q) = ∞.
Da
φL(∞) =
{
∞ , falls c = 0,
ac−1 , falls c 6= 0,
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und mit elementaren Umformungen sowie der Voraussetzung c˜q + d˜ = 0 auch
φLM(q) :=
{
∞ , falls c = 0,
ac−1 , falls c 6= 0,
gilt auch in diesem Fall
φL ◦ φM(q) = φLM(q).
3. Fall: Sei q ∈ H mit c˜q + d˜ 6= 0 und c(a˜q + b˜)(c˜q + d˜)−1 + d = 0. Dann gilt
φL ◦ φM(q) = ∞.
Einfache Umformungen ergeben zudem
φLM(q) = ∞
und daher
φL ◦ φM(q) = φLM(q).
4. Fall: Sei q = ∞. Auch in diesem Fall ergibt sich mit elementaren Umformungen
φL ◦ φM(q) = φLM(q),
wenn man die Fa¨lle c˜ = 0 und c˜ 6= 0 unterscheidet.
Ist M ∈ GL(2;H), so existiert M−1 ∈ GL(2;H) mit M−1M = MM−1 = E. Mit der
Bedingung φL ◦ φM = φLM folgt daher
φM ◦ φM−1 = φM−1 ◦ φM = φE = id.
Also ist φM bijektiv mit φ−1M = φM−1 .
Wegen (M · L) · K = M · (L · K) fu¨r M, L,K ∈ GL(2;H) gilt auch
(φM ◦ φL) ◦ φK = φM ◦ (φL ◦ φK).
Daher bilden die MO¨BIUS-Transformationen insgesamt eine Gruppe bzgl. Komposition.
Es bleibt zu zeigen: M ∼= GL(2;H)/(R⋆ · E).
Dazu: Da die Abbildung
Φ : GL(2;H) →M, M 7→ φM,
ein surjektiver Gruppenhomomorphismus bzgl. Komposition ist, genu¨gt es
KernΦ = R⋆ · E
zu zeigen, denn dann folgt die Isomorphie mit dem Homomorphiesatz fu¨r Gruppen (vgl. [Mey80],
S. 54).
Dazu:
”
⊃“ Sei M = λ · E, λ ∈ R⋆. Dann hatten wir schon
φM = id,
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also
M ∈ KernΦ
gezeigt.
”
⊂“ Sei M = ( a bc d ) ∈ KernΦ, d.h.
φM(q) = q fu¨r alle q ∈ Ĥ.
Aus
φM(∞) = ∞, φM(0) = 0 und φM(1) = 1
ergibt sich sofort
c = 0, b = 0 und a = d.
Demnach hat M die Form
M =
(
a 0
0 a
)
.
Wegen
q = φM(q) = aqa
−1 ⇐⇒ aq = qa fu¨r alle q ∈ H
folgt
a ∈ ZentH \ {0} = R⋆,
also
M ∈ R⋆ · E. 
Ist λ ∈ H⋆ := H \ {0} beliebig und M ∈ GL(2;H), so gilt im Allgemeinen nicht
φλ·M = φM.
Denn wa¨hlen wir etwa λ = i ∈ H⋆ und M = E ∈ GL(2;H). Dann gilt fu¨r q = q0 + q1i +
q2 j + q3ij ∈ H
φi·E(q) = iqi−1 = q0 + q1i− q2 j− q3ij
i.A.
6= q0 + q1i + q2 j + q3ij = q = φE(q).
Wir geben nun die Erzeugenden der Gruppe M der MO¨BIUS-Transformationen an.
(3.1.4) Satz (Erzeuger vonM)
Die Gruppe M der MO¨BIUS-Transformationen wird von den Abbildungen
q 7→ aq, q 7→ q + b, q 7→ q−1, a ∈ H⋆, b ∈ H,
erzeugt.
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Beweis
Da Φ aus dem Beweis zu Lemma 3.1.3 ein Gruppenhomomorphismus von GL(2;H) in die
Menge der MO¨BIUS-Transformationen ist, folgt aus Gleichung (3.1) die Behauptung. 
Unser Ziel ist es nun, eine MO¨BIUS-Transformation φM, M =
(
a b
c d
) ∈ GL(2;H) zu bestim-
men, die
φM(q1) = ∞, φM(q2) = 0 und φM(q3) = 1
erfu¨llt. Seien daher q1, q2, q3 ∈ Ĥ paarweise verschiedene Punkte. Ohne Beschra¨nkung der
Allgemeinheit ko¨nnen wir q2, q3 6= ∞ annehmen. Denn ist beispielsweise der Punkt q2 = ∞, so
gilt fu¨r die Matrix
L :=
(
0 1
1 −q1
)
∈ GL(2;H)
und die zugeho¨rige MO¨BIUS-Transformation
φL(q1) = ∞, φL(q2) = 0, φL(q3) = (q3 − q1)−1.
1. Fall: Sei q1 6= ∞. Wa¨hle
M =
(
1 −q2
(q3 − q2)(q3 − q1)−1 −(q3 − q2)(q3 − q1)−1q1
)
.
Dann ist M ∈ GL(2;H), denn
−q2 +
(
(q3 − q2)(q3 − q1)−1
)−1
(q3 − q2)(q3 − q1)−1q1 = q1 − q2 6= 0
und es gilt
φM(q1) = ∞, φM(q2) = 0 und φM(q3) = 1.
2. Fall: Sei q1 = ∞. Wa¨hle
M =
(
1 −q2
0 q3 − q2
)
.
Dann ist M ∈ GL(2;H), denn
1 · (q3 − q2) = q3 − q2 6= 0,
und es gilt
φM(q1) = ∞, φM(q2) = 0 und φM(q3) = 1.
Wir erhalten insgesamt das
(3.1.5) Lemma
Seien q1, q2, q3 ∈ Ĥ paarweise verschiedene Punkte. Dann existiert eine MO¨BIUS-Transfor-
mation φM, M ∈ GL(2;H), mit
φM(q1) = ∞, φM(q2) = 0 und φM(q3) = 1.
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Damit ko¨nnen wir nun eine dreifach transitive Operation von GL(2;H) auf Ĥ angeben.
(3.1.6) Satz (Dreifach-Transitivita¨t von GL(2;H) auf Ĥ)
Die Gruppe GL(2;H) operiert dreifach transitiv auf Ĥ mittels
GL(2;H)× Ĥ → Ĥ, (M, q) 7→ φM(q),
d.h. zu q1, q2, q3 ∈ Ĥ und q˜1, q˜2, q˜3 ∈ Ĥ jeweils paarweise verschieden existiert ein M ∈
GL(2;H) mit
φM(q1) = q˜1, φM(q2) = q˜2 und φM(q3) = q˜3.
Beweis
Wegen
φML(q) = (φM ◦ φL)(q) = φM(φL(q))
fu¨r M, L ∈ GL(2;H), q ∈ Ĥ, und
φE(q) = q,
definiert
GL(2;H)× Ĥ → Ĥ, (M, q) 7→ φM(q),
eine Operation von GL(2;H) auf Ĥ.
Weiterhin existieren nach Lemma 3.1.5 zwei Matrizen K, L ∈ GL(2;H) mit
φK(q1) = ∞ = φL(q˜1), φK(q2) = 0 = φL(q˜2) und φK(q3) = 1 = φL(q˜3).
Somit gilt wegen der Bijektivita¨t der MO¨BIUS-Transformationen und φ−1L = φL−1
φL−1K(q1) = q˜1, φL−1K(q2) = q˜2 und φL−1K(q3) = q˜3.
Definieren wir nun M := L−1K, so folgt die Behauptung. 
3.2 Geometrische Eigenschaften der
MO¨BIUS-Transformationen
In Ĉ kann man Ebenen und Kreise durch eine allgemeine Gleichung charakterisieren. Eine ana-
loge Quaternionengleichung geben wir nun fu¨r die Beschreibung von 3-Spha¨ren und Hyperebe-
nen von Ĥ an (vgl. [GHS06], S. 122).
(3.2.1) Satz
Seien a, c ∈ R und b ∈ H mit |b|2 > ac und
K := {q ∈ H; aqq + qb + bq + c = 0}.
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(i) Ist a 6= 0, so ist K eine 3-Spha¨re in Ĥ mit Mittelpunkt −a−1 · b und Radius
√
|b|2−ac
|a| .
(ii) Ist a = 0, dann ist K ∪ {∞} eine Hyperebene in Ĥ.
Zudem hat jede 3-Spha¨re eine Darstellung der Form K und jede Hyperebene eine Darstellung
der Gestalt K ∪ {∞}.
Wir nennen die Darstellung K bzw. K ∪ {∞} (allgemeine) 3-Spha¨ren-/Hyperebenenglei-
chung auf der Menge Ĥ der erweiterten Quaternionen.
Wir halten nun eine spezielle geometrische Eigenschaft der MO¨BIUS-Transformationen fest, die
im folgenden Teil fu¨r uns von Bedeutung sein wird (vgl. [GHS06], S. 123).
(3.2.2) Satz
MO¨BIUS-Transformationen bilden Hyperebenen und 3-Spha¨ren aus Ĥ auf Hyperebenen oder
3-Spha¨ren in Ĥ ab.
Im Beweis von Satz 3.2.2 verwendet man die Darstellung aus Satz 3.2.1 fu¨r 3-Spha¨ren und
Hyperebenen und zeigt die Behauptung fu¨r die Erzeuger von M aus Satz 3.1.4.
Die Bemerkungen 2.1.2, (ii) und (iii) aus dem zweiten Kapitel und der vorangegangene Satz
liefern uns wegen der Bijektivita¨t der MO¨BIUS-Transformationen direkt das na¨chste
(3.2.3) Korollar
(i) MO¨BIUS-Transformationen bilden 2-Spha¨ren und zweidimensionale Ebenen aus Ĥ auf
2-Spha¨ren oder zweidimensionale Ebenen in Ĥ ab.
(ii) MO¨BIUS-Transformationen bilden Kreise und Geraden aus Ĥ auf Kreise oder Geraden
in Ĥ ab.
3.3 Die verallgemeinerte POINCARE´-Gruppe
Wir werden spa¨ter sehen, dass man die Menge der MO¨BIUS-Transformationen, die den erwei-
terten Imagina¨rraum Im Ĥ in sich u¨berfu¨hren, durch eine verallgemeinerte POINCARE´-Gruppe
charakterisieren kann. In diesem Abschnitt fu¨hren wir diese Gruppe daher zuna¨chst ein und
leiten einige Eigenschaften dieser Gruppe her.
Zuna¨chst definieren wir die POINCARE´-Gruppe analog zu [Kri03], S. 896.
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(3.3.1) Definition (POINCARE´-Gruppe)
Die (eigentliche) POINCARE´-Gruppe wird definiert durch
P+ := {M ∈ Mat(2;H); MQMt = Q}, Q =
(
0 1
1 0
)
.
Weiterhin definieren wir die verallgemeinerte POINCARE´-Gruppe durch die disjunkte Ver-
einigung
P := P+∪˙{M ∈ Mat(2;H); MQMt = −Q}
= P+∪˙ {M ∈ Mat(2;H); M ·
(
1 0
0 −1
) ∈ P+}︸ ︷︷ ︸
=:P−
= P+ ∪˙P−.
Wir erhalten sofort die
(3.3.2) Bemerkung
Die Matrixmenge P− ist keine Gruppe bzgl. Matrixmultiplikation, da fu¨r M, N ∈ P−
M · N ∈ P+
gilt und auch das Einselement E nicht in P− liegt.
Aus den Eigenschaften, die in [Kri03], S. 897, fu¨r P+ beschrieben werden, ko¨nnen wir direkt
analoge Eigenschaften fu¨r P folgern in dem
(3.3.3) Lemma (Eigenschaften von P)
Sei M =
(
a b
c d
) ∈ Mat(2;H). Dann sind die Aussagen (i) bis (iv) a¨quivalent:
(i) M ∈ P.
(ii) Mt ∈ P.
(iii) ab, cd ∈ ImH und ad + bc ∈ {−1, 1}.
(iv) ac, bd ∈ ImH und ad + cb ∈ {−1, 1}.
Liegt M ∈ P+, so gilt in (iii) bzw. in (iv)
ad + bc = 1 bzw. ad + cb = 1.
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Fu¨r M ∈ P− gilt in (iii) bzw. in (iv)
ad + bc = −1 bzw. ad + cb = −1.
Es gilt zudem
M−1 = (ad + cb︸ ︷︷ ︸
∈{−1,1}
)−1
(
d b
c a
)
∈ P.
Wir ko¨nnen die erzeugenden Matrizen von P+ und P angeben.
(3.3.4) Korollar (Erzeuger von P+ und P)
(i) Die (eigentliche) POINCARE´-Gruppe wird von den Matrizen
Q und
(
1 v
0 1
)
, v ∈ ImH,
erzeugt.
(ii) Die verallgemeinerte POINCARE´-Gruppe P wird von den Matrizen
Q,
(
1 0
0 −1
)
und
(
1 v
0 1
)
, v ∈ ImH,
erzeugt.
Beweis
(i) Wegen
Q3 = Q2Q = EQ = Q
und (
1 v
0 1
)(
0 1
1 0
)(
1 0
−v 1
)
=
(
v 1
1 0
)(
1 0
−v 1
)
=
(
0 1
1 0
)
= Q
liegen die angegebenen Matrizen in P+.
Sei M =
(
a b
c d
) ∈ P+. Dann gilt nach Lemma 3.3.3, (iii) und (iv)
ab, cd, bd, ac ∈ ImH und ad + bc = ad + cb = 1.
Zwischenbehauptung: Gilt ad = 1, so liegt auch
(
a 0
0 d
)
im Erzeugnis der Matrizen
Q und
(
1 v
0 1
)
, v ∈ ImH.
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Dazu: Zu a ∈ H existieren nach Lemma 1.1.11 zwei reine Quaternionen u, v a 6=0∈ ImH \
{0} mit
a = uv.
Damit erhalten wir
ad = uvd = 1
u,v∈ImH⇐⇒ d = u−1v−1.
Weiterhin erhalten wir fu¨r q ∈ ImH \ {0}(
1 q
0 1
) (
1 0
−q−1 1
)
︸ ︷︷ ︸
=Q
(
1 −q−1
0 1
)
Q
(
1 q
0 1
)(
0 1
1 0
)
=
(
q 0
0 −q−1
)
.
Da mit q ∈ ImH auch q−1 = − q|q|2 ∈ ImH, liegt die Matrix
(
q 0
0 −q−1
)
daher im
Erzeugnis der Matrizen
Q und
(
1 v
0 1
)
, v ∈ ImH.
Damit folgt die Zwischenbehauptung mittels der Zerlegung(
a 0
0 d
)
=
(
uv 0
0 u−1v−1
)
=
(
u 0
0 −u−1
)
·
(
v 0
0 −v−1
)
.
Wir mu¨ssen nun noch zeigen, dass sich die Matrix M =
(
a b
c d
) ∈ R⋆ ·P+ geeignet in
Matrizen des Erzeugnisses zerlegen la¨sst.
1. Fall: Sei c = 0. Dann liegt die Matrix
M =
(
a b
0 d
)
=
(
a 0
0 d
)(
1 a−1b
0 1
)
im Erzeugnis der Matrizen
Q und
(
1 v
0 1
)
, v ∈ ImH,
da die Zwischenbehauptung und
a−1b =
1
|a|2 ab
M∈P+∈ ImH
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gelten.
2. Fall: Sei c 6= 0. Dann ist b− ac−1d 6= 0, weil P+ eine Untergruppe von GL(2;H) ist.
Es gilt zuna¨chst
c(b− ac−1d) = cb− cd c−1 a
cb+da=1
= 1− (dc + cd)︸ ︷︷ ︸
=0, da M∈P+
c−1 a
= 1.
Nach Lemma 3.3.3, (iii) ist daher(
c d
0 b− ac−1d
)
∈ P+
und nach dem ersten Fall liegt diese Matrix im Erzeugnis der Matrizen
Q und
(
1 v
0 1
)
, v ∈ ImH.
Damit ergibt sich(
a b
c d
)
=
(
1 ac−1
0 1
)(
0 1
1 0
)(
c d
0 b− ac−1d
)
,
also wegen ac−1 = 1|c|2 ac
M∈P+∈ ImH insgesamt die Behauptung.
(ii) Die Behauptung folgt aus (i) und der Definition 3.3.1. 
Wir werden festellen, dass
{M ∈ GL(2;H); φM(Im Ĥ) = Im Ĥ} = R⋆ ·P
ist, wobei
R
⋆ ·P := {r · M; M ∈ P, r ∈ R⋆}.
Daher formulieren wir ein zu Lemma 3.3.3 analoges Lemma fu¨r die Matrizen dieser Gruppe.
(3.3.5) Lemma (Eigenschaften von R⋆ ·P)
Sei M =
(
a b
c d
) ∈ Mat(2;H). Dann sind die Aussagen (i) bis (iv) a¨quivalent:
(i) M ∈ R⋆ ·P.
(ii) Mt ∈ R⋆ ·P.
(iii) ab, cd ∈ ImH und ad + bc ∈ R⋆.
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(iv) ac, bd ∈ ImH und ad + cb ∈ R⋆.
In (iii) und (iv) gilt insbesondere
ad + bc = ad + cb > 0 fu¨r M ∈ R⋆ ·P+
und
ad + bc = ad + cb < 0 fu¨r M ∈ R⋆ ·P−.
Zudem gilt
M−1 = (ad + cb︸ ︷︷ ︸
∈R⋆
)−1
(
d b
c a
)
∈ R⋆ ·P.
3.4 MO¨BIUS-Transformationen des erweiterten
Imagina¨rraums
Wir wollen in diesem Abschnitt
{M ∈ GL(2;H); φM(Im Ĥ) = Im Ĥ} = R⋆ ·P
zeigen. Einen Hinweis darauf liefert [Kri03], S. 897. Dort wird festgestellt, dass fu¨r q ∈ H
Re(φM(q)) =
Re(q)
|cq + d|2 ,
falls cq + d 6= 0 und M = ( a bc d ) ∈ P+ gilt.
Um die gewu¨nschte Aussage zu beweisen, zeigen wir zuna¨chst, dass die Gruppe R⋆ ·P dreifach
transitiv auf Im Ĥ operiert. Dazu beno¨tigen wird zuna¨chst das folgende
(3.4.1) Lemma
Seien q1, q2, q3 ∈ Im Ĥ paarweise verschiedene Punkte. Dann existiert ein M ∈ R⋆ ·P, so
dass
φM(q1) = ∞, φM(q2) = 0 und φM(q3) = i
gilt.
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Beweis
Wa¨hlen wir M1 ∈ R⋆ ·P,
M1 =

(
0 1
1 −q1
)
, falls q1 6= ∞,(
1 0
0 1
)
, falls q1 = ∞,
dann gilt φM1(q1) = ∞ und wegen
φM1(q2) =

0, falls q1 6= ∞, q2 = ∞,
(q2 − q1)−1, falls q1 6= ∞, q2 6= ∞,
q2, falls q1 = ∞,
und
φM1(q3) =

0, falls q1 6= ∞, q3 = ∞,
(q3 − q1)−1, falls q1 6= ∞, q3 6= ∞,
q3, falls q1 = ∞,
also
φM1(q2), φM1(q3) ∈ ImH
und insbesondere
φM1(q2), φM1(q3) 6= ∞ = φM1(q1).
Ohne Beschra¨nkung der Allgemeinheit ko¨nnen wir daher q1 = ∞ und q2, q3 ∈ ImH annehmen.
Fu¨r
M2 =
(
1 −q2
0 1
)
∈ R⋆ ·P
gilt zudem
φM2(∞) = ∞, φM2(q2) = 0 und φM2(q3) = q3 − q2 ∈ ImH \ {0}.
Seien daher ohne Beschra¨nkung der Allgemeinheit q1 = ∞, q2 = 0 und q3 ∈ ImH \ {0}.
Wegen
Re(q3 · |q3|−1) = 0 = Re(i) und
∣∣∣q3 · |q3|−1∣∣∣ = 1 = |i|
existert nach Satz 1.1.6 ein α ∈ H⋆ mit
αq3 · |q3|−1α−1 = i.
Mit
M3 =
(
α 0
0 α|q3|
)
∈ R⋆ ·P
erhalten wir daher
φM3(∞) = ∞, φM3(0) = 0 und φM3(q3) = i. 
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Mit Lemma 3.4.1 erhalten wir nun die gewu¨nschte Transitivita¨tsaussage fu¨r R⋆ ·P in Bezug auf
Im Ĥ.
(3.4.2) Korollar (Dreifach-Transitivita¨t von R⋆ ·P auf Im Ĥ)
Die Gruppe R⋆ ·P operiert dreifach transitiv auf Im Ĥ mittels
(R⋆ ·P)× Im Ĥ → Im Ĥ, (M, q) 7→ φM(q),
d.h. zu q1, q2, q3 ∈ Im Ĥ und q˜1, q˜2, q˜3 ∈ Im Ĥ jeweils paarweise verschieden existiert ein
M ∈ R⋆ ·P mit
φM(q1) = q˜1, φM(q2) = q˜2 und φM(q3) = q˜3.
Beweis
Nach Lemma 3.4.1 existieren K, L ∈ R⋆ ·P mit
φK(q1) = ∞ = φL(q˜1), φK(q2) = 0 = φL(q˜2) und φK(q3) = i = φL(q˜3).
Definieren wir M := L−1K ∈ R⋆ ·P, dann gilt
φM(q1) = q˜1, φM(q2) = q˜2 und φM(q3) = q˜3. 
Wir ko¨nnen nun die MO¨BIUS-Transformationen charakterisieren, die den erweiterten Imagina¨r-
raum festhalten.
(3.4.3) Satz (Gruppe der MO¨BIUS-Transformationen von Im Ĥ)
Es gilt {
M ∈ GL(2;H); φM(Im Ĥ) = Im Ĥ
}
= R⋆ ·P.
Beweis
”
⊃“ Wir betrachten die Erzeugenden von P aus Korollar 3.3.4, (ii):
Fu¨r q ∈ ImH \ {0} gilt
Re(φQ(q)) = Re(q
−1)
q∈ImH\{0}
= 0, Re(φQ(∞)︸ ︷︷ ︸
=0
) = 0 und φQ(0) = ∞
sowie fu¨r q ∈ ImH
Re(φ( 1 0
0 −1
)(q)) = Re(−q) = 0 und φ( 1 0
0 −1
)(∞) = ∞
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und fu¨r q ∈ ImH und v ∈ ImH
Re(φ( 1 v
0 1
)(q)) = Re(q + v︸ ︷︷ ︸
∈ImH
) = 0 und φ( 1 v
0 1
)(∞) = ∞.
Somit gilt die Behauptung fu¨r die Erzeugenden von P, also auch fu¨r die Matrizen aus R⋆ ·P.
”
⊂“ Sei M ∈ GL(2;H) mit φM(Im Ĥ) = Im Ĥ. Dann existiert nach Lemma 3.4.1 ein N ∈
R⋆ ·P, so dass
φNM(0) = 0 und φNM(∞) = ∞ (3.2)
und wegen “⊃” und unserer Voraussetzung auch
φNM(Im Ĥ) = Im Ĥ. (3.3)
Nach Definition 3.1.1 bedeuten die Bedingungen (3.2) fu¨r die Form der Matrix NM zudem
NM =
(
a 0
0 d
)
mit a, d ∈ H⋆.
Weiterhin gilt die Bedingung (3.3) nun aber genau dann fu¨r alle q ∈ ImH, wenn
0 = Re(aqd−1) =
1
|d|2 Re(daq) ⇐⇒ Re(daq) = 0 fu¨r alle q ∈ ImH. (3.4)
Sei da := z0 + z1i + z2 j + z3ij ∈ H⋆. Dann erhalten wir aus Gleichung (3.4) fu¨r q = i, j, ij ∈
ImH
0 = Re(daq) =

−z1, falls q = i,
−z2, falls q = j,
−z3, falls q = ij,
und wegen a, d 6= 0 daher
ad = z0 ∈ R⋆.
Damit gilt nach Lemma 3.3.5, (iii)
NM ∈ R⋆ ·P
und somit, weil mit N auch N−1 ∈ R⋆ ·P,
M = N−1 · NM ∈ R⋆ ·P. 
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Nach Satz 3.4.3 sind die MO¨BIUS-Transformationen, die den erweiterten Imagina¨rraum in sich
selbst u¨berfu¨hren, genau die φM, fu¨r die M ∈ R⋆ ·P liegt. Unter diesen geben wir jetzt dieje-
nigen an, die die 2-Spha¨re
S2 := {q ∈ ImH; |q| = 1}
wieder auf S2 abbilden.
(3.5.1) Satz
Es gilt {
M ∈ R⋆ ·P; φM(S2) = S2
}
=
{(
a b
c d
) ∈ R⋆ ·P; ab = cd und |c| = |b| und |a| = |d|} .
Beweis
Wir machen zuna¨chst ein paar Umformungen, die wir im Folgenden immer wieder verwenden
werden. Fu¨r M =
(
a b
c d
)
und q ∈ S2 gilt genau dann
1 = |φM(q)|2
= |aq + b|2 · |cq + d|−2,
wenn
|aq + b|2 = |cq + d|2
|q|=1⇐⇒ |a|2 + |b|2 + 2〈aq, b〉 = |c|2 + |d|2 + 2〈cq, d〉
⇐⇒ |a|2 + |b|2 + 2Re(q(ba− dc)) = |c|2 + |d|2
⇐⇒ |a|2 + |b|2 + 2〈q, ab− cd〉 = |c|2 + |d|2. (3.5)
”
⊂“ Sei M = ( a bc d ) ∈ {M ∈ R⋆ ·P; φM(S2) = S2}. Insbesondere gilt also M ∈ R⋆ ·P,
d.h. M erfu¨llt die Bedingungen aus Lemma 3.3.5.
1. Fall: Sei c = 0 und somit a, d 6= 0, da M ∈ R⋆ ·P ⊂ GL(2;H).
Ist b = 0, so ist Gleichung (3.5) nach Voraussetzung fu¨r alle q ∈ S2 erfu¨llt und a¨quivalent zu
|a| = |d|.
Wegen Lemma 3.3.5 existiert ein t ∈ R⋆ mit
ad = t
|a|=|d|⇐⇒ a · |a|
2
t
= d,
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d.h. es existiert ein s := |a|
2
t ∈ R⋆ mit
d = s · a.
Wegen |d| = |a| folgt aus dieser Bedingung
|s| = 1 ⇐⇒ s ∈ {−1, 1}.
Fu¨r die Matrix M ergibt sich im Fall von c = b = 0 daher die Form
M =
(
a 0
0 ǫ · a
)
, a ∈ H⋆, ǫ ∈ {−1, 1}.
und es gilt
M ∈ {( a bc d ) ∈ R⋆ ·P; ab = cd und |c| = |b| und |a| = |d|} .
Ist b 6= 0, so liegt wegen M ∈ R⋆ ·P auch ab · |ab|−1 ∈ S2. Gleichung (3.5) gilt also insbe-
sondere fu¨r q = ab · |ab|−1, d.h.
|a|2 + |b|2 + 2〈ab · |ab|−1, ab〉 = |d|2
|ab|=|ab|⇐⇒ |a|2 + |b|2 + 2|ab| = |d|2
⇐⇒ (|a|+ |b|)2 = |d|2
⇐⇒ |a|+ |b| = |d|.
Wir ersetzen |d| in Gleichung (3.5) nun durch |a|+ |b| und erhalten
〈q, ab〉 = |ab|
|ab|=|ba|⇐⇒ Re(qba) = |ba| fu¨r alle q ∈ S2.
Wegen ba
a,b 6=0∈ ImH \ {0} ist
ba = α1i + α2 j + α3ij, α1, α2, α3 ∈ R, (α1, α2, α3) 6= (0, 0, 0).
Somit gilt
Re(qba) = |ba| ⇐⇒ Re(q(α1i + α2 j + α3ij)) =
√
α21 + α
2
2 + α
2
3
fu¨r alle q ∈ S2. Wir setzen nun i, j, ij ∈ S2 nacheinander fu¨r q in die Gleichung ein und erhalten
Re(i(α1i + α2 j + α3ij)) =
√
α21 + α
2
2 + α
2
3 ⇐⇒ −α1 =
√
α21 + α
2
2 + α
2
3 (3.6)
und
Re(j(α1i + α2 j + α3ij)) =
√
α21 + α
2
2 + α
2
3 ⇐⇒ −α2 =
√
α21 + α
2
2 + α
2
3
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sowie
Re(ij(α1i + α2 j + α3ij)) =
√
α21 + α
2
2 + α
2
3 ⇐⇒ −α3 =
√
α21 + α
2
2 + α
2
3.
Somit folgt sofort
α1 = α2 = α3 < 0, da (α1, α2, α3) 6= (0, 0, 0).
Fu¨r α1 < 0 ist Gleichung (3.6) aber a¨quivalent zu
α21 = α
2
1 + α
2
2 + α
2
3
⇐⇒ 0 = α22 + α23,
also α2 = α3 = 0 und somit α1 = 0, was ein Widerspruch zu (α1, α2, α3) 6= (0, 0, 0) ist. Dieser
Fall kann also nicht eintreten.
2. Fall: Sei c 6= 0. Wegen M ∈ R⋆ ·P ⊂ GL(2;H) ist dann b− ac−1d 6= 0.
2.1 Fall: Sei a = 0, dann folgt sofort b 6= 0.
Ist d = 0, so gilt nach Voraussetzung fu¨r alle q ∈ S2 Gleichung (3.5), die a¨quivalent ist zu
|b| = |c|.
Analog zum ersten Fall (b = 0) erha¨lt man fu¨r die Matrix M im Fall von a = d = 0 daher die
Form
M =
(
0 b
ǫ · b 0
)
, b ∈ H⋆, ǫ ∈ {−1, 1},
und es gilt
M ∈ {( a bc d ) ∈ R⋆ ·P; ab = cd und |c| = |b| und |a| = |d|} .
Ist d 6= 0, so folgt analog zum ersten Fall (b 6= 0), dass fu¨r alle q ∈ S2
Re(qdc) = |dc|
gelten muss. Setzt man i, j, ij ∈ S2 fu¨r q in diese Gleichung ein, so ergibt sich analog zum ersten
Fall (b 6= 0) ein Widerspruch. Dieser Fall kann daher nicht eintreten.
2.2 Fall: Sei a 6= 0.
Ist b = 0, so ergibt sich d 6= 0 und es folgt analog zum ersten Fall (b 6= 0)
Re(qdc) = |dc|
fu¨r alle q ∈ S2. Setzt man i, j, ij ∈ S2 fu¨r q in diese Gleichung ein, so ergibt sich analog zum
ersten Fall (b 6= 0) ein Widerspruch. Dieser Fall tritt somit nicht ein.
Falls b 6= 0 und d = 0, erhalten wir analog zu oben einen Widerspruch, so dass dieser Fall
ebenfalls nicht eintreten kann.
Ist b 6= 0 und d 6= 0, so gilt nach Voraussetzung fu¨r alle q ∈ S2 Gleichung (3.5). Sie muss also
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insbesondere fu¨r q = ab · |ab|−1 ∈ S2 erfu¨llt sein. Setzen wir dieses q in die Gleichung (3.5)
ein, ergibt sich
|a|2 + |b|2 + 2|a||b| − 2|ab|−1〈ab, cd〉 = |c|2 + |d|2.
Setzen wir dies fu¨r |c|2 + |d|2 in Gleichung (3.5) ein, so muss fu¨r alle q ∈ S2 die Bedingung
2〈q, ab− cd〉 = 2|a||b| − 2|ab|−1〈ab, cd〉 (3.7)
gelten. Mit q = cd · |cd|−1 ∈ S2 ergibt sich dann
−2|c||d| + 2|cd|−1〈cd, ab〉 = 2|a||b| − 2|ab|−1〈ab, cd〉
⇐⇒
(
|cd|−1 + |ab|−1
)
· 〈cd, ab〉 = |a||b| + |c||d|
⇐⇒ |a||b| + |c||d||a||b||c||d| · 〈cd, ab〉 = |a||b| + |c||d|
⇐⇒ 〈cd, ab〉 = |a||b||c||d|.
Setzen wir dies in Gleichung (3.7) ein, so mu¨ssen alle q ∈ S2
〈q, ab− cd〉 = |a||b| − |c||d|
⇐⇒ 〈q, ab− cd〉 = |ab| − |cd|
erfu¨llen. Da ab, cd ∈ ImH \ {0}, gilt
ab = α1i + α2 j + α3ij, cd = β1i + β2 j + β3ij,
wobei α1, α2, α3, β1, β2, β3 ∈ R, (α1, α2, α3), (β1, β2, β3) 6= (0, 0, 0). Somit muss fu¨r alle q ∈
S2
〈q, (α1 − β1)i + (α2 − β2)j + (α3 − β3)ij〉 =
√
α21 + α
2
2 + α
3
3 −
√
β21 + β
2
2 + β
2
3
gelten. Wir setzen nun i, j, ij ∈ S2 nacheinander fu¨r q in die Gleichung ein und erhalten
α1 − β1 =
√
α21 + α
2
2 + α
3
3 −
√
β21 + β
2
2 + β
2
3 (3.8)
und
α2 − β2 =
√
α21 + α
2
2 + α
3
3 −
√
β21 + β
2
2 + β
2
3
sowie
α3 − β3 =
√
α21 + α
2
2 + α
3
3 −
√
β21 + β
2
2 + β
2
3.
Daraus erhalten wir direkt
α1 − β1 = α2 − β2 = α3 − β3. (3.9)
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Zudem liegt aber auch 13 i +
2
3 j +
2
3 ij ∈ S2. Setzen wir dies in die Gleichung fu¨r q ein, erhalten
wir
1
3
(α1 − β1) + 2
3
(α2 − β2) + 2
3
(α3 − β3) =
√
α21 + α
2
2 + α
3
3 −
√
β21 + β
2
2 + β
2
3
Gl. (3.9)⇐⇒ 5
3
(α1 − β1) =
√
α21 + α
2
2 + α
3
3 −
√
β21 + β
2
2 + β
2
3
und mit Gleichung (3.8) daher
5
3
(α1 − β1) = α1 − β1 ⇐⇒ α1 = β1,
woraus wir in Gleichung (3.9)
α2 = β2 und α3 = β3
erhalten. Insgesamt muss in diesem Fall also
ab = cd (3.10)
gelten. Daraus folgt aber sofort
|d| = |a||b||c| . (3.11)
Verwenden wir die Identita¨ten (3.10) und (3.11) in Gleichung (3.5) erhalten wir
|a|2 + |b|2 = |c|2 + |d|2
⇐⇒ |a|2 + |b|2 = |c|2 + |a|
2|b|2
|c|2
⇐⇒ (|c|2 − |a|2) · (|c|2 − |b|2) = 0
⇐⇒ |c| = |a| ∨ |c| = |b|
Gl. (3.10)⇐⇒ (|c| = |a| ∧ |b| = |d|) ∨ (|c| = |b| ∧ |a| = |d|),
wobei der Fall |c| = |a| ∧ |b| = |d| nicht eintreten kann, da mit Gleichung (3.10) dann
ab = cd ⇐⇒ |a|2 · b− |c|2 · ac−1d = 0
|c|=|a|⇐⇒ b− ac−1d = 0,
also M /∈ GL(2;H) folgen wu¨rde. Insgesamt erfu¨llt die Matrix M = ( a bc d ) also die Bedingun-
gen
ab = cd, |c| = |b| und |a| = |d|,
was nichts anderes als
M ∈ {( a bc d ) ∈ R⋆ ·P; ab = cd und |c| = |b| und |a| = |d|}
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bedeutet
”
⊃“ Sei M = ( a bc d ) ∈ R⋆ ·P mit
ab = cd und |c| = |b| und |a| = |d|.
Weiterhin sei q ∈ S2. Dann erfu¨llen a, b, c und d nach Voraussetzung die Bedingung
|a|2 + |b|2 + 2 〈q, ab− cd〉︸ ︷︷ ︸
=0, nach Vor.
= |c|2 + |d|2.
Betrachten wir die Umformungen von Gleichung (3.5) ru¨ckwa¨rts, so ist die Bedingung a¨quiva-
lent zu
|φM(q)|2 = 1.
Somit gilt φM(q) ∈ S2.
Behauptung: Fu¨r die Inverse von M gilt
M−1 ∈ {( a bc d ) ∈ R⋆ ·P; ab = cd und |c| = |b| und |a| = |d|} .
Dazu: Nach Lemma 3.3.5 gilt
M−1 = (ad + cb︸ ︷︷ ︸
∈R⋆
)−1
(
d b
c a
)
∈ R⋆ ·P.
Da die Matrix M−1 die Bedingungen
|d| = |d| Def. von M= |a| = |a|
und
|c| = |c| Def. von M= |b| = |b|
erfu¨llt und
db = ca ⇐⇒ db− ca = 0
⇐⇒ cd|b|2 − |c|2ab = 0
|b|=|c|⇐⇒ cd− ab = 0
⇐⇒ cd = ab
wegen M ∈ {( a bc d ) ∈ R⋆ ·P; ab = cd und |c| = |b| und |a| = |d|} gilt, folgt die Behaup-
tung.
Da zudem mit M auch M−1 ∈ {( a bc d ) ∈ R⋆ ·P; ab = cd und |c| = |b| und |a| = |d|}, erhal-
ten wir insgesamt
M ∈ {M ∈ R⋆ ·P; φM(S2) = S2} . 
Die Matrizen aus Satz 3.5.1 sind von einfacher Form, wenn c = 0 oder a = 0 und c 6= 0 ist.
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(3.5.2) Bemerkung
Liegt die Matrix M =
(
a b
c d
)
in der Matrizenmenge aus Satz 3.5.1, dann gilt
M =

(
a 0
0 ǫ · a
)
, falls c = 0,(
0 b
ǫ · b 0
)
, falls a = 0 und c 6= 0,
wobei ǫ ∈ {−1, 1}.
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4 Fixpunkt- und Iterationsverhalten der
MO¨BIUS-Transformationen des
erweiterten Imagina¨rraums
In diesem Kapitel charakterisieren wir das Fixpunktverhalten und das Iterationsverhalten der
MO¨BIUS-Transformationen, die den erweiterten Imagina¨rraum auf sich selbst abbilden.
[HJ96] haben gezeigt, dass die MO¨BIUS-Transformationen von Ĥ nach Ĥ immer mindestens
einen Fixpunkt in Ĥ haben. Dieses Ergebnis betrachten wir im ersten Abschnitt dieses Kapitels.
Im zweiten Abschnitt stellen wir fest, dass die MO¨BIUS-Transformationen bzgl. Matrizen aus
R⋆ ·P nur unter gewissen Bedingungen Fixpunkte in Im Ĥ haben. Da die Fixpunktstruktur der
MO¨BIUS-Transformationen invariant unter Konjugation ist, bestimmen wir einfache Vertreter
der Konjugiertenklassen und die Struktur der Fixpunktmengen.
Der letzte Abschnitt bescha¨ftigt sich mit dem Iterationsverhalten der MO¨BIUS-Transformatio-
nen von Im Ĥ nach Im Ĥ. [HJ96] haben eine solche Betrachtung fu¨r die Gruppe M der MO¨BI-
US-Transformationen von Ĥ nach Ĥ bereits durchgefu¨hrt. Wie im vorangegangenen Abschnitt
a¨ndern sich die Bedingungen fu¨r MO¨BIUS-Transformationen bzgl. Matrizen aus R⋆ ·P.
4.1 Erste Definitionen und Feststellungen
Wir beginnen mit einer Definition. Da wir auch die Folge der Hintereinanderausfu¨hrungen ei-
ner MO¨BIUS-Transformation von Im Ĥ na¨her betrachten wollen, fu¨hren wir in Anlehnung an
[HJ96] zuna¨chst folgende Begriffe ein.
(4.1.1) Definition (Fixpunkt, Punkt der Periode n)
Sei φM, M ∈ R⋆ · P, eine MO¨BIUS-Transformation von Im Ĥ. Wird φM n-mal, n ∈ N,
hintereinander ausgefu¨hrt, bezeichnen wir dies rekursiv mit
φ
(0)
M := φE und φ
(n)
M := φM ◦ φ(n−1)M .
Wir nennen q˜ ∈ Im Ĥ einen periodischen Punkt der Periode n, n ∈ N, wenn
φ
(n)
M (q˜) = q˜
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und φ(m)M (q˜) 6= q˜ fu¨r alle m ∈ N mit m < n.
Periodische Punkte der Periode n = 1 heißen Fixpunkte von φM. Ist q˜ ein Fixpunkt von φM,
dann heißt
A(q˜) :=
{
q ∈ Im Ĥ; lim
n→∞ φ
(n)
M (q) = q˜
} q˜∈A(q˜)
6= ∅
der Attraktionsbereich von q˜. Ist A(q˜) eine Umgebung von q˜, so heißt q˜ attraktiv oder an-
ziehend. Ein periodischer Punkt mit Periode n heißt attraktiv, wenn er ein attraktiver Fixpunkt
bzgl. der Abbildung φ(n)M ist.
Mithilfe von Satz 1.3.1 ko¨nnen wir nun ganz elementar beweisen, dass jede MO¨BIUS-Transfor-
mationen von Ĥ nach Ĥ mindestens einen Fixpunkt in Ĥ hat.
(4.1.2) Satz
Sei M =
(
a b
c d
) ∈ GL(2;H). Dann hat die MO¨BIUS-Transformation φM einen Fixpunkt in
Ĥ.
Beweis
Wir unterscheiden zwei Fa¨lle:
1. Fall: Sei c = 0. In diesem Fall gilt
φM(∞) = ∞.
Die MO¨BIUS-Transformation φM hat in diesem Fall also den Fixpunkt ∞.
2. Fall: Sei c 6= 0, also b− ac−1d 6= 0. In diesem Fall ist ∞ kein Fixpunkt. Dann ist q ∈ ImH
genau dann Fixpunkt von φM, wenn
φM(q) = q ⇐⇒ aq + b = qcq + qd ⇐⇒ qcq− aq + qd− b = 0.
Nach Satz 1.3.1 existiert eine Lo¨sung dieser Gleichung in H. Somit hat die MO¨BIUS-Transfor-
mation φM in diesem Fall mindestens einen Fixpunkt in H. 
Da wir im Folgenden mit zueinander konjugierten MO¨BIUS-Transformationen arbeiten, geben
wir zuna¨chst an, was Konjugation in Bezug auf MO¨BIUS-Transformationen heißt.
(4.1.3) Definition (Konjugation von MO¨BIUS-Transformationen)
Seien φM, φN , M, N ∈ R⋆ ·P, MO¨BIUS-Transformationen von Im Ĥ nach Im Ĥ. φM und
φN heißen konjugiert zueinander, wenn ein L ∈ R⋆ ·P existiert, so dass
φM = φL ◦ φN ◦ φL−1
gilt.
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Schon [HJ96] haben gezeigt, dass das Fixpunkt- und Iterationsverhalten der MO¨BIUS-Transfor-
mationen von Ĥ nach Ĥ invariant unter Konjugation ist. Auch fu¨r die MO¨BIUS-Transforma-
tionen bzgl. Matrizen aus R⋆ ·P gilt dies, wenn man sich auf Im Ĥ als Definitionsbereich der
MO¨BIUS-Transformationen beschra¨nkt. Wir zeigen dies beispielhaft anhand des Fixpunktver-
haltens.
(4.1.4) Lemma (Invarianz des Fixpunktverhaltens unter Konjugation)
Seien φM, φN, M, N ∈ R⋆ ·P, zwei zueinander konjugierte MO¨BIUS-Transformationen von
Im Ĥ nach Im Ĥ mit Konjugationsmatrix L ∈ R⋆ ·P, d.h.
φM = φL ◦ φN ◦ φL−1 .
Hat φM den Fixpunkt q ∈ Im Ĥ, dann hat φN den Fixpunkt φL−1(q).
Beweis
Sei φM(q) = q. Nach Voraussetzung gilt dann
φN (φL−1(q)) = (φL−1 ◦ φM ◦ φL) (φL−1(q))
= (φL−1 ◦ φM) (q)
φM(q)=q
= φL−1(q). 
4.2 Das Fixpunktverhalten
[HJ96] haben das Fixpunktverhalten vonM schon beschrieben. Wir mo¨chten nun das Fixpunkt-
verhalten der MO¨BIUS-Transformationen, die Im Ĥ in Im Ĥ u¨berfu¨hren, charakterisieren.
Wir stellen zuna¨chst fest, dass MO¨BIUS-Transformationen bzgl. Matrizen aus R⋆ ·P− immer
einen Fixpunkt in Im Ĥ haben. Zudem geben wir eine Bedingung an, wann MO¨BIUS-Transfor-
mationen bzgl. Matrizen aus R⋆ ·P+ einen Fixpunkt in Im Ĥ besitzen.
Da die Fixpunktstruktur der MO¨BIUS-Transformationen nach Lemma 4.1.4 invariant unter Kon-
jugation ist, besteht unser Ziel anschließend darin, mo¨glichst einfache Vertreter der Konjugier-
tenklassen zu bestimmen und Aussagen u¨ber die Anzahl der Fixpunkte einer Konjugiertenklasse
zu treffen.
Da jede MO¨BIUS-Transformation φM, M =
(
a b
c d
) ∈ R⋆ ·P mit c = 0 mindestens den Fixpunkt
∞ hat, betrachten wir im Folgenden zuna¨chst nur Transformationen dieser Gestalt mit c 6= 0.
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4.2.1 MO¨BIUS-Transformationen bzgl. Matrizen aus R⋆ ·P−
MO¨BIUS-Transformationen bzgl. Matrizen aus R⋆ ·P− haben immer einen Fixpunkt in Im Ĥ.
Dies la¨sst sich leicht beweisen.
(4.2.1) Satz
Sei M =
(
a b
c d
) ∈ R⋆ ·P−, c 6= 0. Dann hat die MO¨BIUS-Transformation φM einen Fixpunkt
in ImH. Insbesondere liegen in diesem Fall alle Fixpunkte von φM in H bereits in ImH.
Beweis
Da M =
(
a b
c d
) ∈ R⋆ ·P−, existiert nach Lemma 3.3.5 ein r ∈ R⋆, r < 0, so dass
da + bc = r ⇐⇒ bc = r− da. (4.1)
Sei nun q ∈ H, q 6= −c−1d, beliebig. Wegen
φM(q) = (aq + b)(cq + d)
−1 = |cq + d|−2(aq + b)(q c + d)
= |cq + d|−2
(
|q|2ac + bq c + aqd + bd
)
ergibt sich
|cq + d|2 · Re (φM(q))
= |q|2 Re(ac) + Re(bq c) + Re(aqd) + Re(bd)
Lemma 3.3.5
= Re(cqb) + Re(aqd)
= Re(bcq) + Re(daq)
Gl. (4.1)
= Re((r− da)q) + Re(daq)
= −|r| · Re(q). (4.2)
Nach Satz 4.1.2 hat φM mindestens einen Fixpunkt in H. Nach Gleichung (4.2) gilt aber
Re (φM(q)) 6= Re(q) fu¨r alle q ∈ H \ ImH,
denn die beiden Realteile haben fu¨r q ∈ H \ ImH verschiedene Vorzeichen. Daher muss dieser
Fixpunkt in ImH liegen. Insbesondere gilt damit, dass alle Fixpunkte von φM in H bereits in
ImH liegen mu¨ssen. 
4.2.2 MO¨BIUS-Transformationen bzgl. Matrizen aus R⋆ ·P+
Es gestaltet sich etwas schwieriger, im Falle c 6= 0 eine Aussage zu treffen, wenn M ∈ R⋆ ·P+
liegt. Durch Konjugation der durch M gegebenen MO¨BIUS-Transformation ko¨nnen wir zuna¨chst
einen einfacheren Repra¨sentanten der zugeho¨rigen Konjugiertenklasse angeben.
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(4.2.2) Satz
Sei M =
(
a b
c d
) ∈ R⋆ ·P+, c 6= 0. Dann ist φM konjugiert zu einer MO¨BIUS-Transformation
der Form
φT(q) = (a˜q + c˜)(c˜q)
−1 = a˜c˜−1 + c˜q−1c˜−1, T =
(
a˜ c˜
c˜ 0
)
∈ R⋆ ·P+, (4.3)
wobei c˜ = c0 + c1i ∈ C⋆, c1 > 0, und a˜ = a0 + a1i + a2 j ∈ R + Ri + R+ j.
Beweis
Da zu M =
(
a b
c d
) ∈ R⋆ ·P+ nach Lemma 3.3.5 ein r > 0 mit
ad + bc = r
existiert und φM = φ 1√
r
·M sowie
1√
r
· M ∈ P+ gilt, ko¨nne wir ohne Beschra¨nkung der Allge-
meinheit
M =
(
a b
c d
) ∈ P+ mit c 6= 0
annehmen. Aus cd ∈ ImH erhalten wir wegen
Re(c−1d) = |c|−2 Re(cd) = |c|−2 Re(cd) = 0
dann auch
c−1d ∈ ImH.
Damit liegt die Matrix(
1 c−1d
0 1
)
∈ P+ mit Inverser
(
1 −c−1d
0 1
)
.
Weiterhin sei c˜ = c0 + c1i := Re(c) + | Im(c)|i. Dann sind c und c˜ nach Korollar 1.1.7 konju-
giert zueinander und es existiert daher ein α ∈ H⋆ mit
α−1cα = c˜.
Fu¨r die Matrix
N :=
(|α| · α−1 0
0 |α| · α−1
)
gilt dann N ∈ P+ und N−1 =
( |α|−1α 0
0 |α|−1α
)
. Definieren wir
L := N ·
(
1 c−1d
0 1
)
=
(|α| · α−1 |α| · α−1c−1d
0 |α| · α−1
)
∈ P+
mit Inverser
L−1 =
(|α|−1 · α −|α|−1 · c−1dα
0 |α|−1 · α
)
,
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so erhalten wir mittels Konjugation
L · M · L−1 =
(
α−1(a + c−1dc)α α−1(b− ac−1d)α
c˜ 0
)
∈ P+.
Da L · M · L−1 ∈ P+, erhalten wir
α−1(b− ac−1d)α · c˜ = 1 c˜ 6=0⇐⇒ α−1(b− ac−1d)α = |c˜|−2 · c˜
r:=|c˜|−2⇐⇒ α−1(b− ac−1d)α = r · c˜.
Somit hat die Matrix L · M · L−1 die Form
L · M · L−1 =
(
a˜ r · c˜
c˜ 0
)
, a˜ := α−1(a + c−1dc)α.
Sei nun a˜ := a˜1 + a˜2 j ∈ H, a˜1, a˜2 ∈ C. Wir wa¨hlen analog zu Gleichung (1.2) ein ǫ ∈ C⋆, so
dass
|ǫ|2 = 1 und ǫ2 a˜2 ∈ R+.
Dann gilt
ǫa˜ǫ−1 a˜1,ǫ∈C= a˜1 + ǫa˜2 j ǫ
a˜2 jǫ=ǫa˜2 j
= a˜1 + ǫ
2 a˜2 j ∈ R + Ri + R+ j.
Weiterhin liegt die Matrix (
ǫ 0
0 ǫ
)
∈ P+ mit Inverser
(
ǫ 0
0 ǫ
)
,
so dass (
ǫ 0
0 ǫ
)
· L · M · L−1 ·
(
ǫ 0
0 ǫ
)
c˜∈C⋆
=
(
ǫa˜ǫ r · c˜
c˜ 0
)
r=|c˜|−2∈ P+,
wobei ǫa˜ǫ ∈ R + Ri + R+ j. Eine weitere Multiplikation von rechts mit(
4
√
r 0
0 14√r
)
∈ P+
und von links mit der Inversen (
1
4
√
r
0
0 4
√
r
)
liefert zusammen mit Lemma 3.1.3 die Behauptung fu¨r die MO¨BIUS-Transformation φM. 
Wir ko¨nnen nun eine Aussage daru¨ber machen, wann eine MO¨BIUS-Transformation der Form
in (4.3) einen Fixpunkt in ImH hat.
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(4.2.3) Satz
Sei M = ( a cc 0 ) ∈ R⋆ ·P+, a = a0 + a1i + a2 j ∈ R + Ri + R+ j, c = c0 + c1i ∈ C⋆, c1 > 0.
Dann hat die MO¨BIUS-Transformation φM genau dann einen Fixpunkt in Im Ĥ, wenn
4Re(c)2 6 | Im(a)|2 = |a|2 − Re(a)2. (4.4)
Beweis
Sei M = ( a cc 0 ) ∈ R⋆ ·P+, c = c0 + c1i ∈ C⋆, c1 > 0, a = a0 + a1i + a2 j ∈ R + Ri + R+ j.
Wegen M ∈ R ·P+ gilt nach Lemma 3.3.5
ac = a0c0 + a1c1 + (a1c0 − a0c1)i + a2c0 j + a2c1ij ∈ ImH,
also
a0c0 + a1c1 = Re(ac) = 0. (4.5)
Sei q = q1i + q2 j + q3ij ∈ ImH. Dann ist q genau dann Fixpunkt von φM, wenn
φM(q) = q ⇐⇒ (aq + c)(cq)−1 = q
⇐⇒ aq + c = qcq
⇐⇒ qcq− aq− c = 0. (4.6)
Wegen
qcq = q2c0 + c1qiq
q∈ImH
= −|q|2c0 + c1q(−qi − 2q1)
= −c0|q|2 + c1(|q|2 − 2q21)i− 2c1q1q2 j− 2c1q1q3ij
und
aq = (a0 + a1i + a2 j)(q1i + q2 j + q3ij)
= −(a1q1 + a2q2) + (a0q1 + a2q3)i + (a0q2 − a1q3)j
+(a0q3 + a1q2 − a2q1)ij
ist die Fixpunktggleichung (4.6) a¨quivalent zu dem Gleichungssystem
0 = −c0|q|2 + a1q1 + a2q2 − c0 (4.7)
und 0 = c1(|q|2 − 2q21)− a0q1 − a2q3 − c1 (4.8)
und 0 = −2c1q1q2 − a0q2 + a1q3 (4.9)
und 0 = −2c1q1q3 − a0q3 − a1q2 + a2q1. (4.10)
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1. Fall: Sei c0 = 0, also c1 > 0 und wegen Gleichung (4.5) a1 = 0.
1.1. Fall: Sei a2 = 0. In diesem Fall ist die Bedingung (4.4) wegen
4c20 = 0 6 0 = a
2
1 + a
2
2
stets erfu¨llt und wir mu¨ssen zeigen, dass die MO¨BIUS-Transformation einen Fixpunkt in ImH
hat.
Da c0 = a1 = a2 = 0, ist Gleichung (4.7) erfu¨llt. Gilt
a20
4c21
> 1,
so wa¨hlen wir q2 = q3 = 0. Dann sind die Gleichungen (4.9) und (4.10) erfu¨llt und Gleichung
(4.8) hat mit
q21 +
a0
c1
q1 + 1 = 0 ⇐⇒ q1 ∈
{
− a0
2c1
±
√
a20
4c21
− 1
}
, wobei
a20
4c21
− 1 > 0,
eine Lo¨sung, d.h. in diesem Fall existiert ein Fixpunkt in ImH.
Im Falle von
1 >
a20
4c21
wa¨hlen wir q1 = − a02c1 . Dann sind die Gleichungen (4.9) und (4.10) erfu¨llt. Setzen wir dies in
Gleichung (4.8) ein, so ergibt sich
q22 + q
2
3 = 1+
a20
4c21
− a
2
0
2c21
= 1− a
2
0
4c21
> 0 nach Voraussetzung.
Wa¨hlen wir z.B.
q2, q3 ∈
{
± 1√
2
√
1− a
2
0
4c21
}
,
erhalten wir eine Lo¨sung der Fixpunktgleichung (4.6).
1.2. Fall: Sei a2 > 0. In diesem Fall ist die Gleichung (4.4) wegen
a22 + a
2
1
a1=0= a22 > 0 = 4c
2
0
stets erfu¨llt. Wir mu¨ssen daher zeigen, dass die MO¨BIUS-Transformation φM einen Fixpunkt in
ImH hat. Wir gehen einen etwas anderen Weg als im 1.1. Fall:
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Wir betrachten, wann es einen Fixpunkt q ∈ H \ ImH geben kann. In diesem Fall gilt Re(q) 6=
0. Ist q Fixpunkt, muss q die Gleichung
Re(φM(q)) = Re(q) ⇐⇒ Re(ac−1 + cq−1c−1) = Re(q)
⇐⇒ Re(ac−1)︸ ︷︷ ︸
=0, da M∈R⋆·P+
+Re(cq−1c−1) = Re(q)
⇐⇒ Re(q−1) = Re(q)
⇐⇒ 1|q|2 · Re(q) = Re(q)
Re(q) 6=0⇐⇒ 1 = |q|2
erfu¨llen.
Damit ist die Fixpunktgleichung
φM(q) = q ⇐⇒ ac−1 + cq−1c−1 = q ⇐⇒ ac−1 + 1|q|2 cqc
−1 = q
a¨quivalent zu
ac−1 + cqc−1 = q und |q| = 1.
Wir betrachten die linke Gleichung nun genauer. Es gilt fu¨r q = q0 + q1i + q2 j + q3ij ∈ H \
ImH
ac−1 + cqc−1 = q
⇐⇒ |c|−2ac + q0 − q1i− q2cjc−1 − q3cijc−1 − q0 − q1i − q2 j− q3ij = 0
c0=a1=0⇐⇒ c−21 (−a0c1i + a2c1ij)− 2q1i + q2 j + q3ij− q2 j− q3ij = 0
⇐⇒ −a0c1i + a2c1ij− 2q1c21i = 0.
Damit erhalten wir ein inhomogenes lineares Gleichungssystem
A · q˜ = b,
wobei
A =
2c21 0 00 0 0
0 0 0
 ∈ R3×3, q˜ =
q1q2
q3
 , b =
−a0c10
a2c1
 ∈ R3.
Da a2 > 0 ist, hat dieses Gleichungssystem keine Lo¨sung, was gleichbedeutend damit ist, dass
es in H \ ImH keinen Fixpunkt geben kann. Nach Satz 4.1.2 muss die MO¨BIUS-Transforma-
tion in diesem Fall aber einen Fixpunkt haben, der daher nur in ImH liegen kann.
2. Fall: Sei c1 = 0, also c0 6= 0 und wegen Gleichung (4.5) a0 = 0. Ohne Beschra¨nkung
Das Fixpunkt- und Iterationsverhalten der MO¨BIUS-Transformationen 99
4.2 Das Fixpunktverhalten
der Allgemeinheit ko¨nnen wir a1 > 0 und a2 = 0 annehmen. Andernfalls konjugieren wir die
Matrix M unter Anwendung von Korollar 1.1.7, was wegen c = c0 ∈ R⋆ ⊂ ZentH und
Lemma 4.1.4 mo¨glich ist.
Gleichung (4.8) ist mit den Bedingungen c1 = a0 = a2 = 0 immer trivialerweise erfu¨llt.
Ist a1 = 0, so erhalten wir in Gleichung (4.7)
|q|2 = −1, was ein Widerspruch ist.
In diesem Fall hat die MO¨BIUS-Transformation φM keinen Fixpunkt in ImH und in diesem Fall
gilt zudem
a21 + a
2
2 = 0 < c
2
0.
Gleichung (4.4) ist somit nicht erfu¨llt und unsere Behauptung gilt.
Ist a1 > 0, so muss aufgrund der Gleichungen (4.9) und (4.10)
q2 = q3 = 0
gelten. Setzen wir dies in Gleichung (4.7) ein, so erhalten wir
q21 −
a1
c0
q1 + 1 = 0.
Da die Diskriminante dieser quadratischen Gleichung
a21
4c20
− 1
ist, existiert in diesem Fall eine reelle Lo¨sung des Gleichungssystems genau dann, wenn
a21
4c20
− 1 > 0
erfu¨llt ist, was a¨quivalent zur Bedingung (4.4) ist. Es gibt also genau dann einen Fixpunkt von
φM in ImH, wenn Gleichung (4.4) erfu¨llt ist.
3. Fall: Seien c0, c1 6= 0 und wegen Gleichung (4.5)
a0c0 = −a1c1. (4.11)
3.1. Fall: Sei a2 = 0. Ist a1 = 0, dann ist Gleichung (4.7) a¨quivalent zu
|q|2 + 1 = 0,
was ein Widersprucht ist. In diesem Fall gibt es daher keine Lo¨sung der Fixpunktgleichung (4.6)
in ImH, was der zu zeigenden Behauptung entspricht, denn mit
a21 + a
2
2 = 0
c0 6=0
< 4c20
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ist Gleichung (4.4) nicht erfu¨llt.
Ist a1 6= 0, so gilt Gleichung (4.10) genau dann, wenn
q2 =
−q3
a1
(2c1q1 + a0) .
Setzen wir dies in Gleichung (4.9) ein, so erhalten wir
q3
a1
(2c1q1 + a0)
2 + a1q3 = 0
⇐⇒ q3
(
(2c1q1 + a0)
2 + a21
)
= 0
⇐⇒ q3 = 0, da (2c1q1 + a0)2 + a21
a1 6=06= 0
und damit sofort q2 = 0. Wegen Gleichung (4.11) sind dann die Gleichungen (4.7) und (4.8)
beide a¨quivalent zu
q21 −
a1
c0
q1 + 1 = 0.
Da die Diskriminante dieser Gleichung
a21
4c20
− 1
ist, existiert genau dann eine reelle Lo¨sung des Gleichungssystems, wenn Bedingung (4.4) erfu¨llt
ist.
3.2. Fall: Sei a2 6= 0. Wir betrachten zuna¨chst den Fall, dass a1 = 0 und dann wegen Gleichung
(4.11) auch a0 = 0 ist. In diesem Fall ist Gleichung (4.9) a¨quivalent zu
q1q2 = 0.
Wa¨hlen wir q1 = 0, dann ist dies und auch Gleichung (4.10) erfu¨llt. Subtrahieren wir nun das
1
c1
-fache der Gleichung (4.8) vom − 1c0 -fachen der Gleichung (4.7), so ergibt sich in Gleichung(4.7)
− a2
c0
q2 +
a2
c1
q3 + 2 = 0 ⇐⇒ − a2
c1
q3 = − a2
c0
q2 + 2
⇐⇒ q3 = c1
c0
q2 − 2c1
a2
.
Setzen wir dies in Gleichung (4.8) ein, so erhalten wir
q22 +
(
c1
c0
q2 − 2c1
a2
)2
− a2
c0
q2 + 2− 1 = 0
⇐⇒ q22
(
c20 + c
2
1
c20
)
− q2
(
4c21 + a
2
2
c0a2
)
+
4c21 + a
2
2
a22
= 0
⇐⇒ q22 − q2
(
4c21 + a
2
2
c0a2
)
· c
2
0
|c|2 +
4c21 + a
2
2
a22
· c
2
0
|c|2 = 0.
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Die Diskriminante dieser Gleichung ist
(4c21 + a
2
2)
2
4c20a
2
2
· c
4
0
|c|4 −
4c21 + a
2
2
a22
· c
2
0
|c|2
=
(
c40(4c
2
1 + a
2
2)
a22|c|4
)
·
(
4c21 + a
2
2
4c20
− |c|
2
c20
)
=
(
c40(4c
2
1 + a
2
2)
a22|c|4
)
︸ ︷︷ ︸
>0
·
(
a22
4c20
− 1
)
.
Die Wahl q1 = 0 liefert also genau dann eine Lo¨sung des Gleichungssystems, wenn Gleichung
(4.4) erfu¨llt ist.
Sei nun q1 6= 0. Wegen Gleichung (4.9) muss daher q2 = 0 gelten und in Gleichung (4.10)
−2c1q3 + a2 = 0 ⇐⇒ q3 = a2
2c1
.
Setzen wir dies in Gleichung (4.7) ein, so erhalten wir
q21 = −
(
a22
4c21
+ 1
)
< 0, was ein Widerspruch ist.
Insgesamt folgt daher im Falle a2 6= 0 und a1 = a0 = 0 die Behauptung.
Sei nun a1 6= 0 und dann laut Gleichung (4.11) auch a0 6= 0.
Wegen φM = φ 1
c1
·M nehmen wir ohne Beschra¨nkung der Allgemeinheit an, dass M von der
Form
M =
(
a0 + a1i + a2 j c0 + i
c0 + i 0
)
ist. Zu lo¨sen haben wir daher das Gleichungssystem
0 = |q|2 − a1
c0
q1 − a2
c0
q2 + 1
und 0 = |q|2 − 2q21 − a0q1 − a2q3 − 1
und 0 = −2q1q2 − a0q2 + a1q3
und 0 = −2q1q3 − a0q3 − a1q2 + a2q1.
Nach Addition und Subtraktion der ersten beiden Gleichungen und indem wir a0c0 = −a1 ⇐⇒
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a0 = − a1c0 in der ersten Gleichung verwenden, ist dies a¨quivalent zu
0 = q22 + q
2
3 −
a2
2c0
q2 − a2
2
q3 (4.12)
und 0 = −q21 − a0q1 +
a2
2c0
q2 − a2
2
q3 − 1 (4.13)
und 0 = −2q1q2 − a0q2 + a1q3 (4.14)
und 0 = −2q1q3 − a0q3 − a1q2 + a2q1. (4.15)
Betrachten wir Gleichung (4.14), so ergibt sich
−2q1q2 − a0q2 + a1q3 = 0 ⇐⇒ −2q1q2 − a0q2 = −a1q3
⇐⇒ q2
a1
(2q1 + a0) = q3.
Damit erhalten wir in Gleichung (4.15)
−q3 (2q1 + a0)− a1q2 + a2q1 = 0
⇐⇒ −q2
a1
(2q1 + a0)
2 − a1q2 + a2q1 = 0
⇐⇒ −q2
a1
(
(2q1 + a0)
2 + a21
)
= −a2q1
⇐⇒ q2 = a1a2q1(
(2q1 + a0)
2 + a21
) .
Fu¨r q2 = a1a2q1((2q1+a0)2+a21)
und q3 = q2a1 (2q1 + a0) ist Gleichung (4.12) erfu¨llt. Setzen wir diese
Werte fu¨r q2 und q3 zudem in Gleichung (4.13) ein, ergibt sich
−q21 − a0q1 −
−a1
c0
a22q1
2
(
(2q1 + a0)
2 + a21
) − a2q2
2a1
(2q1 + a0)− 1 = 0
a0=
−a1
c0⇐⇒ −q21 − a0q1 −
a0a
2
2q1
2
(
(2q1 + a0)
2 + a21
) − a22q1 (2q1 + a0)
2
(
(2q1 + a0)
2 + a21
) − 1 = 0
⇐⇒ −q21 − a0q1 −
a0a
2
2q1 + a
2
2q
2
1
(2q1 + a0)
2 + a21
− 1 = 0
⇐⇒
(
(2q1 + a0)
2 + a21
) (−q21 − a0q1 − 1)− a0a22q1 − a22q21 = 0
⇐⇒ 4q41 + 8q31a0 + q21(5a20 + a21 + a22 + 4) + q1a0(a20 + a21 + a22 + 4) + a20 + a21 = 0
⇐⇒ q41 + 2q31a0 + q21
(
a20 +
|a|2
4
+ 1
)
+ q1a0
( |a|2
4
+ 1
)
+
a20 + a
2
1
4
= 0.
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Zur Lo¨sung dieser Gleichung substituieren wir x := q1 + 12a0 ⇐⇒ q1 = x − 12a0. Damit
ergibt sich
q41 + 2q
3
1a0 + q
2
1
(
a20 +
|a|2
4
+ 1
)
+ q1a0
( |a|2
4
+ 1
)
+
a20 + a
2
1
4
= (x− 12a0)4 + 2(x− 12a0)3a0 + (x− 12a0)2
(
a20 +
|a|2
4
+ 1
)
+(x− 12a0)a0
( |a|2
4
+ 1
)
+
a20 + a
2
1
4
c0=− a1a0= x4 + x2 14(−a20 + a21 + a22 + 4) +
a20
4
·
(
c20 −
a21 + a
2
2
4
)
!
= 0.
Substituieren wir nun y := x2, so haben wir die quadratische Gleichung
y2 + y
1
4
(−a20 + a21 + a22 + 4) +
a20
4
·
(
c20 −
a21 + a
2
2
4
)
= 0
zu lo¨sen. Diese Gleichung wird erfu¨llt von
y =
1
8
(
a20 − a21 − a22 − 4
±
√
a40 + a
4
1 + a
4
2 + 2(a
2
0a
2
1 + a
2
0a
2
2 + a
2
1a
2
2)− 8(a20 + a21 − a22) + 16
)
,
sofern
a40 + a
4
1 + a
4
2 + 2(a
2
0a
2
1 + a
2
0a
2
2 + a
2
1a
2
2)− 8(a20 + a21 − a22) + 16 > 0.
Wegen
a40 + a
4
1 + a
4
2 + 2(a
2
0a
2
1 + a
2
0a
2
2 + a
2
1a
2
2)− 8(a20 + a21 − a22) + 16
= (a20 + a
2
1 + a
2
2)
2 − 8(a20 + a21 + a22) + 16a22 + 16
= (a20 + a
2
1 + a
2
2 − 4)2 + 16a22
> 0
ist diese Bedingung immer erfu¨llt. Da y := x2 gesetzt war, existiert eine gemeinsame Lo¨sung
der Gleichungen (4.12), (4.13), (4.14) und (4.15) genau dann, wenn
a20 − a21 − a22 − 4
±
√
a40 + a
4
1 + a
4
2 + 2(a
2
0a
2
1 + a
2
0a
2
2 + a
2
1a
2
2)− 8(a20 + a21 − a22) + 16 > 0.
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Gilt
1 >
a21 + a
2
2
4c20
⇐⇒ 4c20 > a21 + a22,
erhalten wir
a40 + a
4
1 + a
4
2 + 2(a
2
0a
2
1 + a
2
0a
2
2 + a
2
1a
2
2)− 8(a20 + a21 − a22) + 16
< a40 + a
4
1 + a
4
2 + 8 a
2
0c
2
0︸︷︷︸
=a21
+2a21a
2
2 − 8a20 − 8a21 + 8a22 + 16
= a40 + a
4
1 + a
4
2 + 2a
2
1a
2
2 − 8a20 + 8a22 + 16
< a40 + a
4
1 + a
4
2 − 2a20a21 − 2a20a22 + 2a21a22 − 8a20 + 8a21 + 8a22 + 16
= (a20 − a21 − a22 − 4)2,
wobei wir bei der zweiten Abscha¨tzung nach oben
−2a20a21 − 2a20a22 + 8a21 = −2a20(a21 + a22) + 8a21
Vor.
> −8 c20a20︸︷︷︸
=a21
+8a21
= 0
verwenden. Daher gilt∣∣a20 − a21 − a22 − 4∣∣ > √a40 + a41 + a42 + 2(a20a21 + a20a22 + a21a22)− 8(a20 + a21 − a22) + 16.
Es genu¨gt daher, das Vorzeichen von
a20 − a21 − a22 − 4
zu betrachten. Da wir den Fall
4 >
a21 + a
2
2
c20
⇐⇒ −4 < − a
2
1 + a
2
2
c20
betrachten, ergibt sich aber
a20 − a21 − a22 − 4 < a20 − a21 − a22 −
a21 + a
2
2
c20
a20c
2
0=a
2
1= a20 − a21 − a22 − a20 −
a22
c20
= −a21 − a22 −
a22
c20
< 0.
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Daher erhalten wir
a20 − a21 − a22 − 4±
√
a40 + a
4
1 + a
4
2 + 2(a
2
0a
2
1 + a
2
0a
2
2 + a
2
1a
2
2)− 8(a20 + a21 − a22) + 16 < 0,
so dass in unserem Fall keine reelle Lo¨sung des Gleichungssystems existiert, die MO¨BIUS-
Transformation φM also keinen Fixpunkt in ImH besitzt. Da Bedingung (4.4) verletzt ist, ent-
spricht dies genau der Behauptung.
Gilt nun aber die Bedingung (4.4), erhalten wir mit analogen ¨Uberlegungen
a40 + a
4
1 + a
4
2 + 2(a
2
0a
2
1 + a
2
0a
2
2 + a
2
1a
2
2)− 8(a20 + a21 − a22) + 16
> (a20 − a21 − a22 − 4)2.
Daher gilt∣∣a20 − a21 − a22 − 4∣∣ 6√a40 + a41 + a42 + 2(a20a21 + a20a22 + a21a22)− 8(a20 + a21 − a22) + 16.
Damit erhalten wir
a20 − a21 − a22 − 4 +
√
a40 + a
4
1 + a
4
2 + 2(a
2
0a
2
1 + a
2
0a
2
2 + a
2
1a
2
2)− 8(a20 + a21 − a22) + 16 > 0,
so dass in diesem Fall eine reelle Lo¨sung des Gleichungssystems existiert, die MO¨BIUS-Trans-
formation φM also einen Fixpunkt in ImH besitzt.
Insgesamt gilt daher die Behauptung im 3.2. Fall. 
Wir wollen die Fixpunktbedingung dieser Matrix nun auf unsere urspru¨ngliche Matrix u¨bertra-
gen.
Zuna¨chst beno¨tigen wir dazu einige Bezeichnungen aus [Kri85], S. 14f.
(4.2.4) Definition
Sei M =
(
a b
c d
) ∈ GL(2;H), a = a0 + a1i + a2 j + a3ij, b = b0 + b1i + b2 j + b3ij, c =
c0 + c1i + c2 j + c3ij, d = d0 + d1i + d2 j + d3ij ∈ H. Dann definieren wir
aˇ :=
(
a0 + a1i a2 + a3i
−a2 + a3i a0 − a1i
)
∈ Mat(2;C)
und analog bˇ, cˇ sowie dˇ. Weiterhin definieren wir
Mˇ :=
(
aˇ bˇ
cˇ dˇ
)
=

a0 + a1i a2 + a3i b0 + b1i b2 + b3i
−a2 + a3i a0 − a1i −b2 + b3i b0 − b1i
c0 + c1i c2 + c3i d0 + d1i d2 + d3i
−c2 + c3i c0 − c1i −d2 + d3i d0 − d1i
 ∈ GL(4;C).
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Wir halten zuna¨chst eine Aussage fest, die wir im Folgenden mehrmals verwenden (vgl. [Kri85],
S .15).
(4.2.5) Satz
Die Abbildung
Mat(2;H) → Mat(4;C), X 7→ Xˇ,
ist ein injektiver R-Algebrenhomomorphismus.
Wir ko¨nnen nun einige Identita¨ten fu¨r die Matrizen aus Definition 4.2.4 nachweisen.
(4.2.6) Lemma
Sei M =
(
a b
c d
) ∈ GL(2;H), a = a0 + a1i + a2 j + a3ij, b = b0 + b1i + b2 j + b3ij, c =
c0 + c1i + c2 j + c3ij, d = d0 + d1i + d2 j + d3ij ∈ H. Dann gilt:
(i) det aˇ = |a|2,
(ii) Spur Mˇ = 2Re(a + d),
(iii) det Mˇ =
{
|ad|2, falls c = 0,
|c|2 · |b− ac−1d|2, falls c 6= 0.
Beweis
(i) Wir erhalten
det aˇ = det
(
a0 + a1i a2 + a3i
−a2 + a3i a0 − a1i
)
= (a0 + a1i)(a0 − a1i) + (a2 + a3i)(a2 − a3i) = |a|2.
(ii) Es gilt
Spur Mˇ = Spur aˇ + Spur dˇ = 2(a0 + d0) = 2Re(a + d).
(iii) 1. Fall: Sei c = 0. Dann ergibt sich
det Mˇ =
(
aˇ bˇ(
0 0
0 0
)
dˇ
)
= det aˇ · det bˇ = |ad|2.
2. Fall: Sei c 6= 0. Wegen
M =
(
1 0
0 c
)
·
(
1 a
0 1
)
·
(
b− ac−1d 0
0 1
)
·
(
0 1
1 0
)
·
(
1 c−1d
0 1
)
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und da die Abbildung Mat(2;H) → Mat(4;C), X 7→ Xˇ, nach Satz 4.2.5 ein injekti-
ver R-Algebrenhomomorphismus ist, folgt mittels Determinantenmultiplikationssatz fu¨r
Matrizen mit der Definition q := b− ac−1d
det Mˇ = det cˇ · det qˇ = |c|2|b− ac−1d|2. 
Nach Satz 4.2.2 ist eine Matrix M =
(
a b
c d
) ∈ R⋆ ·P+, c 6= 0, konjugiert zu einer Matrix der
Form
T =
(
a˜ c˜
c˜ 0
)
∈ R⋆ ·P+,
wobei c˜ = c˜0 + c˜1i ∈ C⋆, c˜1 > 0, und a˜ = a˜0 + a˜1i + a˜2 j ∈ R + Ri + R+ j. Da die Abbildung
Mat(2;H) → Mat(4;C), X 7→ Xˇ, nach Satz 4.2.5 ein injektiver R-Algebrenhomomorphismus
ist, sind die Matrizen Mˇ und Tˇ nach [Lor92], S. 112, a¨hnlich, d.h. die charakteristischen Poly-
nome χMˇ und χTˇ dieser beiden Matrizen stimmen u¨berein und sind von der Form (vgl. [Lor92],
S. 197f)
χMˇ(X) = X
4 + q1X
3 + q2X
2 + q3X + q4
= X4 + q˜1X
3 + q˜2X
2 + q˜3X + q˜4
= χTˇ(X),
wobei q1 = − Spur Mˇ, q4 = det Mˇ, q˜1 = − Spur Tˇ und q˜4 = det Tˇ. Nach [Lor92], S. 197f,
gilt fu¨r den Koeffizienten q2 von χMˇ
q2 = (−1)2 ·
[
det
(
a0+a1i a2+a3i
−a2+a3i a0−a1i
)
+ det
(
a0+a1i b0+b1i
c0+c1i d0+d1i
)
+ det
(
a0+a1i b2+b3i
−c2+c3i d0−d1i
)
+det
(
a0−a1i −b2+b3i
c2+c3i d0+d1i
)
+ det
(
a0−a1i b0−b1i
c0−c1i d0−d1i
)
+ det
(
d0+d1i d2+d3i
−d2+d3i d0−d1i
) ]
= |a|2 + |d|2 + 4d0a0 + 2 (−c0b0 + c1b1 + c2b2 + c3b3)
= |a|2 + |d|2 + 4Re(a)Re(d)− 2〈b, c〉.
Analog ergibt sich fu¨r den Koeffizienten q˜2 von χTˇ
q˜2 = |a˜|2 − 2〈c˜, c˜〉
= |a˜|2 − 2
(
c˜0
2 − c˜12
)
.
Da χMˇ = χTˇ und c 6= 0, liefert ein Koeffizientenvergleich zusammen mit Lemma 4.2.6 die drei
Identita¨ten
q1 = q˜1 ⇐⇒ Re(a + d) = Re(a˜), (4.16)
q4 = q˜4 ⇐⇒ |c|2 · |b− ac−1d|2 = |c˜|4, (4.17)
q2 = q˜2 ⇐⇒ |a|2 + |d|2 + 4Re(a)Re(d)− 2〈b, c〉 = |a˜|2 − 2
(
c˜0
2 − c˜12
)
.(4.18)
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Wir betrachten Gleichung (4.18) nun etwas genauer. Es gilt
|a|2 + |d|2 + 4Re(a)Re(d)− 2〈b, c〉 = |a˜|2 − 2 (c˜20 − c˜21)
⇐⇒ |a|2 + |d|2 + 4Re(a)Re(d)− 2〈b, c〉 − Re(a˜)2 − 2|c˜|2
= | Im(a˜)|2 − 4c˜20
Gl. (4.16), (4.17)⇐⇒ | Im(a)|2 + | Im(d)|2 − 2〈b, c〉 − 2|c||b − ac−1d|+ 2Re(a)Re(d)
= | Im(a˜)|2 − 4c˜20. (4.19)
Auf der rechten Seite steht der Term aus Satz 4.2.3. Da φM nach Lemma 4.1.4 genau dann einen
Fixpunkt in ImH hat, wenn φT einen Fixpunkt in ImH besitzt und dies a¨quivalent ist zu
0 6 | Im(a˜)|2 − 4c˜20
= | Im(a)|2 + | Im(d)|2 − 2〈b, c〉 − 2|c||b − ac−1d|+ 2Re(a)Re(d),
erhalten wir den
(4.2.7) Satz
Sei M =
(
a b
c d
) ∈ R⋆ ·P+, c 6= 0. Dann hat die MO¨BIUS-Transformation φM genau dann
einen Fixpunkt in ImH, wenn
2|c||b − ac−1d| 6 | Im(a)|2 + | Im(d)|2 − 2〈b, c〉+ 2Re(a)Re(d). (4.20)
Abschließend erhalten wir noch eine
(4.2.8) Bemerkung
Die Gro¨ßen auf beiden Seiten der Gleichung (4.20) sind wegen der Gleichungen (4.19) und
(4.17) Invariante der Konjugationsklasse.
4.2.3 Fixpunktanzahl, -struktur und einfache
Konjugationsklassenvertreter
Die Sa¨tze 4.2.1 und 4.2.3 fu¨hren uns zu einer weiteren Aussage.
(4.2.9) Satz
Sei M =
(
a b
c d
) ∈ R⋆ ·P.
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(i) Hat φM keinen Fixpunkt in Im Ĥ, dann liegt M ∈ R⋆ ·P+ und es gilt c 6= 0. In diesem
Fall ist φM konjugiert zu einer MO¨BIUS-Transformation der Form
φS(q) = (a˜q + c˜)(c˜q)
−1, S =
(
a˜ c˜
c˜ 0
)
∈ R⋆ ·P+,
wobei a˜ = a˜0 + a˜1i + a˜2 j ∈ R + Ri + R+ j, c˜ = c˜0 + c˜1i ∈ C⋆, c˜1 > 0, und
4Re(c˜)2 > | Im(a˜)|2.
(ii) Hat φM einen Fixpunkt in Im Ĥ, so ist φM konjugiert zu einer linearen Transformation
der Form
φT(q) = (βq + γ)(rβ)
−1, T =
(
β γ
0 rβ
)
∈ R⋆ ·P,
wobei r ∈ R⋆, β = β0 + β1i ∈ C⋆, β1 > 0, γ = γ0 + γ1i + γ2 j ∈ R + Ri + R+ j. Ist
M ∈ R⋆ ·P+, so ist r > 0. Im Fall von M ∈ R⋆ ·P− gilt r < 0.
Beweis
(i) Vgl. die Sa¨tze 4.2.3 und 4.2.1 sowie die Eigenschaft, dass jede MO¨BIUS-Transformation
bzgl. der Matrix M fu¨r c = 0 mindestens den Fixpunkt ∞ hat.
(ii) Fu¨r diesen Beweis vgl. auch [HJ96], S. 314:
Wir ko¨nnen ohne Beschra¨nkung der Allgemeinheit c = 0 annehmen, denn wir ko¨nnen
zwei Fa¨lle unterscheiden:
1. Fall: Hat φM den Fixpunkt ∞, so folgt sofort c = 0.
2. Fall: Ist ∞ kein Fixpunkt von φM, so existiert ein Fixpunkt q˜ ∈ ImH von φM. Fu¨r
diesen gilt
φM(q˜) = q˜ ⇐⇒ q˜cq˜ + q˜d− aq˜− b = 0.
Definieren wir nun N :=
(
q˜ 1
1 0
)
∈ P+ mit Inverser N−1 :=
(
0 1
1 −q˜
)
, dann erhalten wir
L := N−1 · M · N =
(
cq˜ + d c
0 a− q˜c
)
∈ R⋆ ·P.
Die MO¨BIUS-Transformation φM ist somit konjugiert zu φL, so dass ohne Beschra¨nkung
der Allgemeinheit c = 0 angenommen werden kann.
Sei also M =
(
a b
0 d
) ∈ R⋆ ·P. Dann existiert nach Lemma 3.3.5 ein r ∈ R⋆ mit
da = r
a 6=0⇐⇒ d = r|a|2︸︷︷︸
=:r˜
·a.
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Damit hat M die Form
M =
(
a b
0 r˜ · a
)
,
wobei gema¨ß Lemma 3.3.5 r˜ > 0 fu¨r M ∈ R⋆ ·P+ und r˜ < 0 fu¨r M ∈ R⋆ ·P− gilt. Zu
a und b existiert nach Korollar 1.1.8 ein α ∈ H⋆ mit
a˜ := αaα−1 = Re(a) + | Im(a)|i ∈ C und αbα−1 = b˜ ∈ R + Ri + R+ j.
Da die Matrix (
α 0
0 α
)
∈ R⋆ ·P mit Inverser
(
α−1 0
0 α−1
)
und da (
α 0
0 α
)
· M ·
(
α−1 0
0 α−1
)
=
(
a˜ b˜
0 r˜ · a˜
)
,
ist φM konjugiert zu einer MO¨BIUS-Transformation der angegebenen Form. 
Wir wollen im Folgenden eine Aussage u¨ber die Fixpunktanzahl einer MO¨BIUS-Transformation
treffen. Wir machen dazu folgende ¨Uberlegung:
Die MO¨BIUS-Transforamtion φT der Form aus Satz 4.2.9, (ii) hat genau dann einen Fixpunkt
q = q1i + q2 j ∈ ImH, q1 ∈ R, q2 ∈ C, wenn
φT(q) = q ⇐⇒ βqβ−1 + γβ−1 = rq
β∈C⋆⇐⇒ q1i + βq2 = jβ−1︸ ︷︷ ︸
β
−1
j
+γβ−1 = rq1i + rq2 j
⇐⇒ q1i + ββ−1q2 j + γβ−1 = rq1i + rq2 j
⇐⇒ q1i + |β|−2β2q2 j + γβ−1 = rq1i + rq2 j
⇐⇒ (1− r)|β|2q1i + β2q2 j + γβ = r|β|2q2 j
⇐⇒ (1− r)|β|2q1i +
(
β2 − r|β|2) q2 j + γβ = 0. (4.21)
Weiterhin gilt wegen T ∈ R⋆ ·P, also γβ ∈ ImH,
γβ = γ0β0 + γ1β1︸ ︷︷ ︸
=Re(γβ)=0
+(β0γ1 − γ0β1)i + β0γ2 j + β1γ2ij
= (β0γ1 − γ0β1)i + β0γ2 j + β1γ2ij.
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1. Fall: Sei r = 1. Wegen
β2q2 j, |β|2q2 j /∈ C⋆ fu¨r β, q2 ∈ C⋆
hat Gleichung (4.21) keine Lo¨sung, sobald
β0γ1 − γ0β1 6= 0.
In diesem Fall ist ∞ der einzige Fixpunkt der MO¨BIUS-Transformation φT in Im Ĥ und die
Matrix T hat die Form
T =
(
β0 + β1i γ0 + γ1i + γ2 j
0 β0 + β1i
)
, β0γ1 − γ0β1 6= 0.
Gilt
β0γ1− γ0β1 = 0 ⇐⇒ β0γ1 = γ0β1, (4.22)
so erhalten wir aus Gleichung (4.21) mit q2 = u + iv, also q2 j = uj + vij,(
β2 − |β|2) q2 j + γβ = 0
⇐⇒ (2β0β1u− 2β21v + β1γ2) ij + (−2β21u− 2β0β1v + β0γ2) j = 0.
Zu lo¨sen haben wir daher in diesem Fall das inhomogene reelle Gleichungssystem
A · x = b,
wobei
A =
(−2β21 −2β0β1
2β0β1 −2β21
)
, x =
(
u
v
)
, b =
(−β0γ2
−β1γ2
)
.
Wegen
det A = det
(−2β21 −2β0β1
2β0β1 −2β21
)
= 4β21 · |β|2
ist das Gleichungssystem fu¨r β1 > 0 eindeutig lo¨sbar. Sei q˜ diese eindeutige Lo¨sung. Dann
hat die MO¨BIUS-Transformation unendlich viele Fixpunkte in Im Ĥ und diese bilden genau die
Gerade
(q˜ + R · i) ∪ {∞},
da q1 ∈ R beliebig gewa¨hlt werden kann. Weiterhin gilt wegen Gleichung (4.22) und β1 > 0
γ0 =
β0γ1
β1
sowie, weil Re(γβ) = 0 ⇐⇒ γ0β0 = −γ1β1,
−γ1β1 = β
2
0γ1
β1
⇐⇒ γ1 · |β|
2
β1︸︷︷︸
6=0
= 0,
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also γ1 = 0 und damit auch γ0 = 0. Fu¨r die Matrix T erhalten wir daher die Form
T =
(
β0 + β1i γ2 j
0 β0 + β1i
)
, β1, γ2 ∈ R⋆+.
Ist β1 = 0, so folgt sofort β0 6= 0 und wegen Gleichung (4.22) und Re(γβ) = 0 auch γ0 =
γ1 = 0. Gilt γ2 6= 0, so existiert keine Lo¨sung des inhomogenen reellen Gleichungssystems
A · x = b. Somit gibt es in diesem Fall keinen Fixpunkt der MO¨BIUS-Transformation φT in
ImH. Ihr einziger Fixpunkt in Im Ĥ ist ∞. Dabei hat T die Gestalt
T =
(
β0 γ2 j
0 β0
)
, β0,γ2 ∈ R⋆, γ2 > 0.
Im Falle γ2 = 0 sind alle Punkte aus Im Ĥ Fixpunkte der MO¨BIUS-Transformation φT. Die
Matrix T entspricht der Matrix
T =
(
β0 0
0 β0
)
.
2. Fall: Sei r 6= 1. In diesem Fall erhalten wir aus der Fixpunktbedingung in Gleichung (4.21)
mit q2 = u + iv
0
!
= (1− r)|β|2q1i +
(
β2 − r|β|2) q2 j + γβ
β=β0+β1i
= (1− r)|β|2q1i +
((
(1− r)β20 − (1+ r)β21
)
u− 2β0β1v
)
j
+
(
2β0β1u +
(
(1− r)β20 − (1 + r)β21
)
v
)
ij
+(β0γ1− γ0β1)i + β0γ2j + β1γ2ij.
Unsere Gleichung ist daher a¨quivalent zu dem inhomogenen reellen Gleichungssystem A · x = b
mit
A =
(1− r)|β|2 0 00 (1− r)β20 − (1+ r)β21 −2β0β1
0 2β0β1 (1− r)β20 − (1+ r)β21
 ,
x =
q1u
v
 , b =
−(β0γ1− γ0β1)−β0γ2
−β1γ2
 .
Es ergibt sich
det A = (1− r)|β|2 det
(
(1− r)β20 − (1+ r)β21 −2β0β1
2β0β1 (1− r)β20 − (1+ r)β21
)
= (1− r)|β|2
((
(1− r)β20 − (1+ r)β21
)2
+ 4β20β
2
1
)
= (1− r)|β|2
(
(1− r)2β40 + (1+ r)2β41 − 2(1− r2)β20β21 + 4β20β21
)
= (1− r)|β|2
(
(1− r)2β40 + (1+ r)2β41 + 2(1+ r2)β20β21
)
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Dabei gilt (1− r)|β|2 6= 0 wegen r 6= 1 und β 6= 0.
Wir mu¨ssen eine Unterscheidung nach r 6= −1 und r = −1 machen:
Fu¨r r 6= −1 und mit der Voraussetzung r 6= 1 gilt det A 6= 0. Somit ist das inhomogene reelle
Gleichungssystem A · x = b eindeutig lo¨sbar. Die MO¨BIUS-Transformation φT hat also genau
einen Fixpunkt in ImH. Da ∞ ebenfalls ein Fixpunkt von φT ist, hat φT in diesem Fall genau
zwei Fixpunkte in Im Ĥ. Fu¨r die Matrix T gilt
T =
(
β0 + β1i γ0 + γ1i + γ2 j
0 r(β0 + β1i)
)
, r /∈ {±1}, β0γ0 + β1γ1 = 0.
Im Fall von r = −1 ergibt sich
det A = 2|β|2
(
4β40 + 4β
2
0β
2
1
)
= 8|β|4β20.
Ist β0 6= 0, so ist det A 6= 0 und das Gleichungssystem eindeutig lo¨sbar. Die MO¨BIUS-Trans-
formation φT hat daher genau zwei Fixpunkte in Im Ĥ. Die Matrix T entspricht der Matrix(
β0 + β1i γ0 + γ1i + γ2 j
0 −β0 − β1i
)
, β0 6= 0, β0γ0 + γ1β1 = 0.
Im Falle von β0 = 0 ist β1 > 0 sowie wegen β0γ0 = −γ1β1 auch γ1 = 0 und daher das
inhomogene Gleichungssystem nur lo¨sbar, falls γ2 = 0 ist. Ist γ2 > 0, so hat die MO¨BIUS-
Transformation φT in Im Ĥ nur den Fixpunkt ∞. Fu¨r die Matrix T bedeutet dies
T =
(
iβ1 γ0 + γ2 j
0 −iβ1
)
, β1, γ2 ∈ R⋆+.
Sei nun γ2 = 0. Da RangA = 1 ist, gilt dimKern A = 3− 1 = 2. Da
x˜ :=
 γ02β10
0

im Falle von β0 = γ1 = γ2 = 0 eine spezielle Lo¨sung des inhomogenen Gleichungssystems
A · x = b ist und u, v beliebig gewa¨hlt werden ko¨nnen, bilden die unendlich vielen Lo¨sungen
des inhomogenen Gleichungssystems die Ebene
x˜ + R
01
0
+ R
00
1
 .
Somit hat die MO¨BIUS-Transformation unendlich viele Fixpunkte in Im Ĥ, die alle in einer
Ebene in Im Ĥ liegen, wenn man R3 ∼= ImH beachtet. Die Matrix T hat dann die Form
T =
(
iβ1 γ0
0 −iβ1
)
, β1 ∈ R⋆+.
Aus den vorangegangenen Ergebnissen und den geometrischen Eigenschaften der MO¨BIUS-
Transformationen aus Korollar 3.2.3 ko¨nnen wir ein paar Folgerungen ziehen.
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