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Current challenges in research and development of powertrains demand
new computational tools capable of simulating vehicle operation under
very diverse conditions. This is due, among other reasons, to new ho-
mologation standards in the automotive sector requiring compliance of
exhaust emissions regulations under any possible driving condition on the
road. Global engine or vehicle models provide many advantages to en-
gineers because they allow to reproduce the entire system under study,
considering the physical processes that take place in different components
and the interactions among them. This thesis aims to enable the modeling
of heat transfer processes in a complete engine simulation tool developed
at CMT-Motores Te´rmicos research institute. This 0D/1D simulation tool
is called Virtual Engine Model (VEMOD).
The development of heat transfer models comprises the engine block
and the ancillary systems. The model of heat transfer in the engine block
deals with the central problem of in-cylinder convection by means of a
combination of experimental research, CFD simulation and multizone 0D
modeling. The other thermal processes present in the engine block are ex-
amined in order to implement suitable submodels. Once the model is com-
plete, it undergoes a validation with experimental transient tests. After-
wards, the ancillary systems for engine thermal management are brought
into focus. These systems are considered by means of two new models: a
model of heat exchangers and a model of thermo-hydraulic circuits. The
development of those models is reported in detail.
Lastly, with the referred thermal models integrated in the global sim-
ulation tool, a validation study is undertaken. The goal is to validate the
ability of the Virtual Engine Model to capture the thermal response of a
real engine under various operating conditions. To achieve that, an ex-
perimental campaign combining tests under steady-state operation, under
transient operation and at different temperatures is conducted in paral-
lel to the corresponding simulation campaign. The capacity of the global
engine simulations to replicate the measured thermal evolution is finally
demonstrated.
Resum
Els reptes actuals en la recerca i el desenvolupament de trens de pote`ncia
demanden noves eines computacionals capaces de simular el funcionament
d’un vehicle en condicions molt diverses. Ac¸o` es deu, entre altres raons, a
que els nous esta`ndards d’homologacio´ al sector de l’automocio´ obliguen
al compliment de les regulacions d’emissions en qualsevol condicio´ possi-
ble de conduccio´ en carretera. Els models globals de motor o de vehicle
proporcionen molts avantatges als enginyers perque` permeten reproduir el
sistema sencer a estudiar, considerant els processos f´ısics que tenen lloc
als distints components i les interaccions entre ells. Aquesta tesi prete´n
fer possible el modelat dels processos de transmissio´ de calor en una com-
pleta eina de simulacio´ de motor desenvolupada a l’institut de recerca
CMT-Motores Te´rmicos. Aquesta eina de simulacio´ 0D/1D s’anomena
Motor Virtual o Virtual Engine Model (VEMOD).
El desenvolupament de models de transmissio´ de calor compre´n el bloc
motor i els sistemes auxiliars. El model de transmissio´ de calor al bloc
motor aborda el problema central de la conveccio´ a l’interior del cilin-
dre mitjanc¸ant una combinacio´ de recerca experimental, simulacio´ CFD
i modelat 0D multizona. La resta de processos te`rmics presents al bloc
motor so´n examinats per a poder implementar submodels adequats. Una
vegada el model esta` acabat, es fa una validacio´ amb assajos experimentals
en re`gim transitori. A continuacio´, el focus d’atencio´ passa als sistemes
auxiliars de gestio´ te`rmica. Aquests sistemes es prenen en consideracio´ per
mitja` de dos nous models: un model d’intercanviadors de calor i un model
de circuits termohidra`ulics. El desenvolupament dels models s’explica en
detall en aquesta tesi.
Per u´ltim, amb els referits models integrats al Motor Virtual, es porta
a terme un estudi de validacio´. L’objectiu e´s validar la capacitat del Mo-
tor Virtual per a reproduir la resposta te`rmica d’un motor real en diverses
condicions de funcionament. Per a assolir-ho, es realitza una campanya
experimental que combina assajos en re`gim estacionari, en re`gim transi-
tori i a diferents temperatures, en paral·lel a la campanya de simulacio´
corresponent. La capacitat de les simulacions globals de motor per a
replicar l’evolucio´ te`rmica observada experimentalment queda finalment
demostrada.
Resumen
Los retos actuales en la investigacio´n y desarrollo de trenes de poten-
cia demandan nuevas herramientas computacionales capaces de simular el
funcionamento de un veh´ıculo en condiciones muy diversas. Esto se debe,
entre otras razones, a que los nuevos esta´ndares de homologacio´n en el
sector de la automocio´n obligan al cumplimiento de las regulaciones de
emisiones en cualquier condicio´n posible de conduccio´n en carretera. Los
modelos globales de motor o de veh´ıculo proporcionan muchas ventajas
a los ingenieros porque permiten reproducir el sistema entero a estudiar,
considerando los procesos f´ısicos que tienen lugar en los distintos compo-
nentes y las interacciones entre ellos. Esta tesis pretende hacer posible el
modelado de los procesos de transmisio´n de calor en una completa her-
ramienta de simulacio´n de motor desarrollada en el instituto de investi-
gacio´n CMT-Motores Te´rmicos. Esta herramienta de simulacio´n 0D/1D
se denomina Motor Virtual o Virtual Engine Model (VEMOD).
El desarrollo de modelos de transmisio´n de calor comprende el bloque
motor y los sistemas auxiliares. El modelo de transmisio´n de calor en
el bloque motor aborda el problema central de la conveccio´n en el inte-
rior del cilindro mediante una combinacio´n de investigacio´n experimental,
simulacio´n CFD y modelado 0D multizona. El resto de procesos te´rmicos
presentes en el bloque motor son examinados para poder implementar
submodelos adecuados. Una vez el modelo esta´ terminado, se realiza una
validacio´n con ensayos experimentales en re´gimen transitorio. A contin-
uacio´n, el foco de atencio´n pasa a los sistemas auxiliares de gestio´n te´rmica.
Estos sistemas se toman en consideracio´n por medio de dos nuevos mod-
elos: un modelo de intercambiadores de calor y un modelo de circuitos
termohidra´ulicos. El desarrollo de los modelos se explica en detalle en
esta tesis.
Por u´ltimo, con los citados modelos integrados en el Motor Virtual, se
lleva a cabo un estudio de validacio´n. El objetivo es validar la capacidad
del Motor Virtual para reproducir la respuesta te´rmica de un motor real
en varias condiciones de funcionamento. Para conseguirlo, se realiza una
campan˜a experimental que combina ensayos en re´gimen estacionario, en
re´gimen transitorio y a diferentes temperaturas, en paralelo a la campan˜a
de simulacio´n correspondiente. La capacidad de las simulaciones globales
de motor para replicar la evolucio´n te´rmica medida experimentalmente
queda finalmente demostrada.
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1.1 Background
Atmospheric pollution and climate change are two major concerns for
society in the 21st century. Transportation is one of the main contributors,
as it is a primary source of pollutants and greenhouse gases, as shown in
Fig. 1.1. Globally, transportation systems rely on the internal combustion
engine, which at present is the most successful technology for mobility [1].
To reduce the environmental impact of engine-based transportation,
governments have issued regulations on exhaust emissions of vehicles [2]
[3]. Over the years, regulations have effectively driven the development of
cleaner and increasingly efficient internal combustion engines [4], as can
be seen in Figs. 1.2, 1.3 and 1.4. But despite regulations and technological
improvements, on-road vehicle emissions can be above the legal limits [5]
[6]. In the past, homologation tests were conducted only in laboratories.
Moreover, testing cycles were scarcely representative of real driving pro-
files. On-road experiments with portable emissions measurement systems
demonstrated that real-world pollutant production is much higher than
the values shown by laboratory measurements [7] [8] [9] [10] [11], as shown
in Fig. 1.5. This is most critical for the problematic emissions of nitrogen
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Figure 1.1: Generation of greenhouse gases by sectors [12].
Figure 1.2: Evolution of CO2 emissions from light-duty vehicles in different
countries [13].
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Figure 1.3: Evolution of emissions limits of HC, organic gas and NOx from
light-duty vehicles in US, EU and China [14].
oxides (NOx) and particulate matter (PM) from diesel engines [15] [16]
[17]. In 2015, a scandal known as Dieselgate shook the automotive indus-
try. It was discovered that one of the principal vehicle manufacturers was
installing devices that detected when a diesel car was undergoing a stan-
dard emissions test and then modified engine operation to comply with
emissions limits during the test [18] [19]. Even in cars without fraudulent
devices, researches have found that the employ of defeat strategies tailored
for the New European Driving Cycle (NEDC) is widespread [20].
Such problems have triggered the announcement of more stringent
emissions standards [21] [22]. In addition to lower emissions limits, new
regulations introduce new homologation procedures [23], see Fig. 1.6.
In the European Union, the Worldwide harmonized Light vehicles Test
Procedure (WLTP) [24] has replaced the NEDC, which was less realis-
tic and less dynamic [25] [26] [27]. In addition, Real Driving Emissions
(RDE) tests with portable emissions measurement systems have been in-
corporated to the homologation procedures. RDE procedures entail that
vehicle emissions have to be below the limits for any possible trip on the
road [28]. Coincidentally, emissions must not soar under conditions of low
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Figure 1.4: Limits of NOx and PM emissions in Euro standards [29].
Figure 1.5: Exhaust emissions compliance of different diesel cars during
real driving emissions tests [30].
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ambient temperature or high altitude [31] [32] [33].
Figure 1.6: Implementation dates of new emissions regulations in the Eu-
ropean Union [34].
This context demands tools that are capable of assessing engine per-
formance and emissions under any operating condition. Experimental
research is fundamental in internal combustion engines, but it has limita-
tions. Experimental test campaigns are costly. For engine development,
test facilities equipped with expensive instrumentation are required. In
addition, on-road validation is necessary. If a larger number of operating,
driving and environmental conditions have to be evaluated, the costs in
terms of labor, time and complexity escalate. For experimental engine re-
search, complex and expensive setups are usually needed. Moreover, at the
current level of engine development, small-scale and stochastic processes
are being studied [35] [36]. Such processes are very sensitive to changes in
engine conditions. To accurately measure those processes, invasive meth-
ods or simplified setups are required [37]. Eventually, the system under
test is significantly different from the production engine that is being de-
signed. Thus, experimental research may lose representativeness.
Computational research and development by means of modeling and
simulation can overcome limitations of experimental methods and cut
costs. With the increase of computational power in vehicles, models can
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also be used on board, for diagnosis or for engine management. Different
deterministic approaches can be used to model engine processes [38]. The
fastest option in computational terms is to use look-up tables. The values
in the tables may come from experimental measurements or from simu-
lations of more complex models. Related to this, ad-hoc mathematical
models can be adjusted basing on experimental or simulation data. How-
ever, the lack of physical foundation of these data driven models deters
extrapolations beyond the tested conditions [39]. Moreover, the models
are rarely applicable to transient conditions. Another disadvantage is that
substantial experimental effort is usually needed to fill in look-up tables
or to calibrate coefficients of mathematical models. As such, data driven
models are best suited for simulating large systems in which accuracy of
the processes going on in different components is not critical.
The next set of computational tools are the semiempirical models.
They are based on correlations that provide physical foundation and are
generally fast to evaluate. They can work stand-alone or can be integrated
in 0D or even 1D codes. 0D models have time dependency, but no spa-
tial dependency [40]. They are expressed as sets of ordinary differential
equations. 1D models, in contrast, have spatial dependency in one direc-
tion, together with time dependency [41]. They are formed by systems of
partial differential equations with time and a spatial variable as indepen-
dent variables. 0D/1D modeling offers a balance between calculation time
and accuracy. In addition, extrapolation results are reliable as long as
the physical framework does not change. These models require a certain
amount of calibration to correct for the three-dimensional nature of real
processes [42]. In general, 0D/1D modeling is useful to simulate complex
systems with multiple parts that interact with each other, assuming that a
certain physical base is required. This is usually the case of global engine
models [43] [44] [45].
At the end of the highest computational demand, 3D numerical mod-
els simulate physical phenomena with great accuracy and resolution [46].
They are usually employed for component design [47] [48]. 3D modeling is
also useful for research of complex physical phenomena, but in that case
it is necessary to bear in mind the simplifying hypotheses and boundary
conditions under which the model was tested [49]. An advantage of 3D
simulation is that calibration effort is smaller, whenever boundary condi-
tions are accurate, because physical processes can be simulated in detail.
Of course, the referred computational approaches can be combined in
multidomain models [50]. In internal combustion engines, many complex
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processes take place, and they significantly influence each other. Since
the physical nature of each engine process can be different, multiphysics
simulation is essential. Only with a physics-based approach is it possible
to simulate dynamic interactions of transient processes. To face the cur-
rent challenges of engine development, an integral approach that includes
all engine subsystems is necessary to procure the whole picture of engine
operation. Engine and vehicle simulations enable the virtualization of
technological development. Through model-based development, the size
of experimental tests campaigns in laboratories and on the road can be
effectively shrunk. The variety of conditions that can be efficiently tested
by means of simulations is enormous, which is a big advantage to antic-
ipate real driving emissions [51]. Moreover, virtual models have intrinsic
benefits in terms of flexibility, portability and manipulation when com-
pared to physical prototypes. Finally, virtualization allows several tasks
to be performed in earlier stages (front-loading), shortening the product
cycle. With this in mind, a new engine simulation tool called Virtual
Engine Model (VEMOD) has been developed at CMT-Motores Te´rmicos
research institute. This thesis is a contribution to the construction of
this tool. Particularly, this thesis covers the development of heat transfer
models.
Figure 1.7: Energy flows in the global energy balance of a diesel engine.
The present thesis focuses on engine heat transfer, which is an impor-
tant phenomenon in internal combustion engines. During the thermody-
namic cycle, a considerable amount of energy is lost through the cylinder
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walls and delivered to the cooling medium. This energy loss is around
30% of the energy released by fuel combustion [52], as can be observed
in Fig. 1.7 (Q˙cool). Therefore, heat loss has a significant influence on
indicated engine efficiency. If heat loss is reduced, more energy remains
inside the combustion chamber. Part of this extra energy can be converted
into additional mechanical work. The higher the indicated efficiency, the
lower the fuel consumption and thereby the CO2 emissions. Apart from
in-cylinder heat losses, heat transfer is important in internal combustion
engines for other reasons [53]. In the intake ports, heat transfer from walls
to air increases charge temperature, diminishing volumetric efficiency. In
the exhaust ports, heat rejection from gas to walls reduces the amount
of energy that can be recovered by the turbocharger. In addition, heat
transfer is linked to combustion anomalies such as flame quenching and to
lubrication problems due to oil degradation at high temperatures. Heat
transfer is also relevant because it affects gas and wall temperatures, which
have an important influence on the formation of pollutants like NOx [54],
carbon monoxide (CO) [55] or unburned hydrocarbons (HC) [56]. Finally,
heat transfer processes determine temperatures in the engine structure
and are thus important for safe engine operation.
In addition to engine heat transfer, this thesis delves into the whole
picture of engine thermal management. Adequate engine thermal man-
agement is accomplished by ancillary systems. The mission of thermal
management is to maintain temperatures of different engine components
within the nominal operation range. That includes dissipating excess heat,
preventing degradation of lubricant properties or actively cooling the in-
take system to increase volumetric efficiency, among other tasks. Due to
their ubiquity, thermal management systems interact with most engine
subsystems. Thermal management can directly cut fuel consumption and
pollutant emissions by shortening the warm-up process. If nominal engine
temperatures are reached earlier, HC and CO emissions are lowered [55],
the catalyst reaches light-off temperature earlier [57], friction is reduced
[58] and excessive heat loss is limited [59]. Several innovations in the
field of thermal management promise to accelerate the warm-up process
or improve engine performance by other means. Optimizing the cooling
architecture can deliver reductions in HC [60], NOx [61] and CO [62] emis-
sions and shorten warm-up [63]. New concepts aim to transport energy
from where it is excessive to where it is needed [64]. Electrovalves and elec-
trical pumps allow to control the coolant flow, tailoring cooling to actual
needs; thus preventing excessive heat rejection and also parasitic mechan-
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ical losses from pumps, fans or alternators [65] [66] [67]. Other approaches
propose to reduce thermal mass, store heat or actively heat the coolant or
lubricant [68]. The study of such technological innovations demands test-
ing different hardware, architectures or control strategies. Consequently,
to undertake the research and development of thermal management sys-
tems, simulation tools are key [42]. Ideally, computational research of ther-
mal management systems must be conducted with simulations of complete
vehicle models.
1.2 Objectives and scope
The aim of this thesis is to enable modeling heat transfer processes in in-
ternal combustion engines in full. As discussed in the background section,
the best way to simulate engine operation is by means of a global engine
model that contains all relevant submodels. The global engine model used
in this research is called Virtual Engine Model (VEMOD). VEMOD is
an in-house tool developed at CMT-Motores Te´rmicos research institute.
It is based on 0D/1D simulation and semiempirical correlations, which
provide a balance between accuracy and computation speed. This thesis
addresses VEMOD’s need to include a heat transfer model of the engine
block, as main heat source in the engine, and models of heat transfer in
ancillary systems. Once the models are ready and integrated in VEMOD,
the engine model has to demonstrate the ability to capture the thermal
evolution of a real engine under different operating conditions.
In order to fulfill the research goal, three specific objectives are pro-
posed:
1. Modeling heat transfer processes in the engine block.
2. Modeling heat transfer processes in ancillary systems of the engine.
3. Validating the thermal behavior of a global engine model.
The scope of the research was defined attending to the objectives and
to the state-of-the-art. The problem of the optimal method to predict
in-cylinder heat rejection remains unresolved to this day after decades
of research efforts. This is the most important thermal process of the
engine: convective heat transfer between the working gas and the cylin-
der walls [53]. The most promising approaches for engine heat transfer
were reviewed and assessed, with special focus on in-cylinder convection.
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However, multidimensional modeling was excluded because VEMOD is
a full 0D/1D tool. Considering 1D models, 0D models and semiempiri-
cal correlations, researchers have focused heavily on the latter two. The
reason is that engine heat transfer is not a one-dimensional process. As
a consequence, 1D models provide unclear enhancements at the cost of
significantly increasing calculation time. Only in studies of internally in-
sulated engines, 1D models have been employed [41], but that was not the
case of this research. Therefore, 1D approaches were discarded too.
On the subject of ancillary systems, research efforts were devoted to
the development of two models. The first one had to provide a common
framework for all heat exchange processes in the engine, to ensure that all
models can interact thermally. Not limited to this, the model had to im-
plement a customizable element where fluids inside circuits can exchange
heat. The second model had to simulate mass and heat transfer in closed
hydraulic circuits. In most engines, hydraulic circuits are essential for
thermal management. Other ancillary systems of the engine undergo heat
transfer processes but they are not considered in this thesis. They are
the turbocharger and the gas ducts. Still, these models exist in VEMOD.
They had been previously developed in CMT-Motores Te´rmicos, based on
experience gained over the years. When a VEMOD simulation is run, all
models come into play together.
Finally, it was decided to limit the research to diesel engines, due to
the broad experience of the research group in that kind of engines. Sub-
sequently, many resources were available for this research: a deep knowl-
edge base, experimental equipment, applied know-how and the existence
of theoretical models for multiple phenomena present in diesel engines.
Nevertheless, whenever possible, the work was developed with the inten-
tion of being general and flexible enough to be applicable to any engine,
and even to diverse thermal systems.
1.3 Outline
Having established the problem to be studied, the first task was to get
acquainted with the state of the art. In Chapter 2, the relevant literature
is surveyed. First, the antecedents that led to the development of a global
engine model at CMT-Motores Te´rmicos are explained. Second, classi-
cal and advanced approaches to model thermal processes in engines are
reviewed. The most promising non-dimensional approaches for modeling
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in-cylinder heat transfer are discussed. Moreover, methods to measure and
simulate different thermal processes taking place in the engine are exam-
ined. Finally, the most remarkable efforts to simulate thermal processes
in multisystem and global engine models are summarized. This review
provided the necessary theoretical background to study heat transfer pro-
cesses in the cylinders and in the ancillary systems of the engine.
In Chapter 3, the modeling tools that were employed to fulfill the
thesis’ works are reported. Among them, the most important are the Vir-
tual Engine Model (VEMOD) and an existing engine heat transfer model.
Special emphasis is placed on heat transfer submodels and correlations.
After these preparatory chapters, the objectives of the thesis can be
dealt with. The research to meet each specific objective is reported in a
different chapter.
Chapter 4 accounts the research carried out to obtain a model capable
of predicting heat transfer in the engine block. An existing model was
upgraded to that end. First, a qualitative and quantitative evaluation of
the model was carried out. After evaluation, some aspects to improve were
identified. A campaign of experimental engine tests provided the ground-
work for evaluation and for supporting model development. Throughout
the chapter, the work to expand the model capabilities is explained. Fi-
nally, the implemented improvements were validated on the basis of dedi-
cated engine tests.
Chapter 5 focuses on the models that allow to simulate heat transfer
processes in ancillary systems of the engine. Two models were developed
from the ground up because no precedents were available in the research
group. One is a model of heat exchangers and the other one is a model
of thermo-hydraulic circuits. Together, they contribute to simulate heat
and mass transfer processes in order to complete the virtual engine. The
models are described in depth in this chapter.
In Chapter 6, a joint validation of the virtual engine’s thermal behavior
is presented. The goal of this validation was to evaluate the reliability of
the Virtual Engine Model (VEMOD) for conducting thermal management
studies of internal combustion engines. A dedicated campaign of exper-
imental engine tests was undertaken under various operating situations.
The experimental tests were replicated by simulations of the Virtual En-
gine Model. In addition to the tests, the simulation procedure and the
model calibration are also described in detail in this chapter. Finally, the
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simulation outcomes are compared with measurements from the experi-
mental campaign.
Chapter 7 gives a final overview of the work done and summarizes the
most relevant contributions. To conclude, some ideas for continuing this
research in the future are suggested.
13
2
Previous work and literature review
2.1 Origin of the Virtual Engine Model . . . . . . . . . . . . . . 13
2.2 Engine heat transfer . . . . . . . . . . . . . . . . . . . . . . 15
2.2.1 Convective heat transfer . . . . . . . . . . . . . . . . 17
2.2.2 Measurement of engine heat transfer . . . . . . . . . 32
2.2.3 Lumped heat transfer . . . . . . . . . . . . . . . . . 40
2.2.4 Multizone heat transfer . . . . . . . . . . . . . . . . 51
2.3 Modeling of ancillary thermal systems . . . . . . . . . . . . 62
2.4 Thermal codes integrated into global engine models . . . . . 68
2.1 Origin of the Virtual Engine Model
As explained in the Introduction, engineering offers today different ap-
proaches to deal with modeling problems. 0D/1D modeling attains a
compromise between accuracy and computation time. Over the years, sev-
eral 0D and 1D models have been developed at CMT-Motores Te´rmicos
to simulate the diverse processes that are found in internal combustion
engines. The common characteristic of all relevant models is that they
are based on physics, not on bare numerical data. The correct description
of physical systems through the applicable equations allows to model the
real system behavior. In contrast to look-up tables, physical modeling
achieves reasonable accuracy even under operating conditions that are far
away from the operating points used to calibrate the model. In parallel
with development, there has been a trend of integration. Putting different
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models to work together has many benefits: models can exchange infor-
mation to provide better boundary conditions to each other, more realistic
simulations can be undertaken, interaction effects that cannot be recre-
ated by individual models can be captured when additional elements are
added to the simulation, etc. Eventually, this process of integration led to
the development of the Virtual Engine Model (VEMOD).
The core of VEMOD is the gas dynamics model. That is a 1D code
that simulates the mass and energy transfer processes in the gas path.
Before the existence of VEMOD, this code was known as OpenWAMTM.
WAM stands for Wave Action Model. OpenWAMTM had been developed
and extended during more than 30 years. It was capable of simulating the
different aspects of compressible flow, tracking the composition of chemi-
cal species along the gas path and considering heat transfer in gas ducts.
The model included many components found in thermal engines, such as
pipes, volume elements, different kinds of valves, compressors, turbines,
bifurcations, etc. An important asset of OpenWAMTM was the detailed
turbocharger model. Main heat transfer submodels of turbochargers and
gas ducts are reviewed later in this dissertation, in Sections 3.4 and 3.5.
OpenWAMTM code was significantly improved during its transformation
into VEMOD. OpenWAMTM was solved with a finite differences method,
while VEMOD uses a finite volume method. Numerical schemes are differ-
ent: OpenWAMTM allowed to choose among Lax-Wendroff, Sweby TVD
and CE-SE; VEMOD allows Godunov and MUSCL schemes. Moreover,
VEMOD allows a higher variety of species and calculation of physical
properties was also improved.
Another precursor of VEMOD is siCiclo. siCiclo is a 0D model of the
engine cycle able to calculate in-cylinder thermodynamics [69] [70]. The
complementary tool of siCiclo is CALMEC. CALMEC is a combustion
diagnosis tool. It can be said that siCiclo and CALMEC work in ‘opposite’
directions: the main output of siCiclo is the pressure trace and the main
input is the combustion law; in contrast, the main output of CALMEC is
the combustion law and the main input is the pressure trace. Over the
years, CALMEC has incorporated many submodels. The most relevant
among them are a simple emptying and filling model for gas management,
a heat transfer model of the engine block and a mechanical losses model.
This features allowed CALMEC to become a suitable tool for analyzing
the energy balance of the engine. The standalone version of CALMEC has
a significant role in this thesis and, as such, more details are given during
the description of modeling tools, in Section 3.2.
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None of the above referenced models contained a combustion model.
When needed, combustion was modeled by means of Wiebe laws, a very
common approach in engine research [69]. Wiebe laws are ad-hoc math-
ematical models of the process of energy release from fuel. For VEMOD
to be a complete 0D/1D model, a 0D or 1D combustion model had to be
implemented. The suitable in-house tool was a 0D code called ACT [71].
ACT stands for Aparent Combustion Time, the name of a fundamental
parameter of the model. The mixing submodel considers two zones in
the combustion chamber and five fuel elements in each spray. The exis-
tence of several fuel elements provides local information about temperature
and chemical composition. Ignition, premixed combustion and diffusive
combustion models are based on a simplification and parameterization of
chemical kinetics. The model takes into account transient effects through
calibrated parameters.
One of the main motivations of having a global tool as VEMOD was
to ensure that the models would be kept updated with the latest research
innovations, including in-house findings. This is why the constituents of
VEMOD are up-to-date physical models. The gas dynamics model is one-
dimensional while other important models are zero-dimensional. In many
cases, the 0D and 1D models are assisted by well-established semiempirical
correlations; for instance, to determine concentration of some pollutants
or heat transfer in some components. Altogether, the code has solid phys-
ical foundations. This makes possible to trust the model results over a
broad operation range. Through a combination of 1D, 0D and correlations,
VEMOD becomes a multidomain tool, that devotes more computational
resources where higher accuracy is required. It is noted that the most
computationally demanding models allow to select the solving method. A
simplified method (0D instead of 1D, mathematical instead of physical)
can be selected when speed is more important than accuracy. This way,
the user can decide to some extent where the computational capacity is
invested during the simulation according to particular needs.
2.2 Engine heat transfer
Multiple heat transfer processes take place in internal combustion engines.
Three are the fundamental heat transfer mechanisms: conduction, convec-
tion and radiation. Next, the equations that describe these fundamental
mechanisms are introduced.
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Fourier’s law for unidirectional heat transfer is Eq. 2.1. It applies to
heat conduction under the assumptions of unidirectionality, steady state,
absence of heat generation and uniformity of properties. Fourier’s law im-
plies that heat flux density is proportional to temperature gradient. The
proportionality constant or transport property of conductive heat trans-
fer, k, is called thermal conductivity. The negative sign indicates that
heat flows from bodies at higher temperature to bodies at lower temper-
ature. Alternatively, the equation can be expressed in terms of heat flux
as 2.2, because q = QA . A is cross-sectional area normal to the direction of
heat flux. Temperature distribution, T (x), has to be determined for each
geometry through integration of the unidirectional heat equation, Eq. 2.3.
dq
dt
















Convection is heat transfer between a fluid and a solid surface. Fun-
damentally, that is the combination of heat conduction (energy transfer)
and advection (mass transfer). Convection is modeled by Newton’s law of
cooling, Eq. 2.4. Newton’s law of cooling states that heat flux density is
proportional to the temperature difference between fluid and surface. In
convection, h is the transport property. It is called convective heat trans-
fer coefficient. Alternatively, the equation can be formulated in terms of
heat flux as Eq. 2.5, taking into account surface area A.
q˙ = h (Tfluid − Twall) (2.4)
Q˙ = h A (Tfluid − Twall) (2.5)
The third kind of heat transfer is radiation. Radiation is determined
by Eq. 2.6, where ε is emissivity, σ is the Stefan-Boltzmann constant and
F is a view factor between two bodies. Eq. 2.7 shows the expression
considering heat flux. Radiative heat transfer does not need a physical
medium to exist.
q˙ = ε σ F (T 41 − T 42 ) (2.6)
Q˙ = ε σ F A (T 41 − T 42 ) (2.7)
Among the three mechanisms, convection is the one that concentrates
more engine research. Though thermal conduction has a relevant role in
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engines, the most critical processes are dominated by convection. Among
those convective processes, the most important one is heat transfer be-
tween in-cylinder gas and cylinder walls. Radiation has lower significance
in the engine heat transfer processes.
2.2.1 Convective heat transfer
Commonly, the type of convective heat transfer processes in engines is
considered forced convection in internal turbulent flows. To predict this
kind of heat transfer process, the customary approach is to use correlations
that can be derived from the Colburn analogy [72]. Analogies among
heat, mass and momentum assume that the transport mechanisms are
equivalent for those phenomena. The Colburn analogy relates momentum
transfer between a solid surface and a fluid flow with heat transfer between









Alternatively, Eq. 2.8 can be expressed in terms of the Stanton number
(Eq. 2.9).
jH = St Pr
2/3 (2.9)















It is important to note that properties of St are evaluated at the fluid
bulk temperature while properties of Pr are calculated at film temperature
(mean of bulk and wall temperatures). The analogy is valid for values of
Re higher than 10000 and values of Pr between 0.7 and 160.
Applying the analogy to engines presents difficulties. In-cylinder heat
rejection transgresses some of the restrictions that make heat and momen-
tum transfer analogies valid [73]. First, in an engine cylinder the velocity
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profile is neither constant nor uniform like e.g. in long pipes. In addition
to wall friction, there are momentum and mass transfer mechanisms due
to both pressure and thermal gradients as well as engine dynamics. Sepa-
ration of the boundary layer occurs. Finally, gas-wall convection coexists
with other mechanisms of heat transfer, being the most important heat
generation by the combustion process.
Reordering Eq. 2.8, a correlation for the heat transfer coefficient can
be directly derived, Eq. 2.14 [74].




The widely known Dittus-Boelter correlation [75] [76] can be inferred
from the Colburn analogy. The second law of Blasius provides a simple
expression for the turbulent Fanning friction factor, Eq. 2.15, avoiding to
solve the implicit Colebrook-White equation.
f = 0.046Re−0.2 (2.15)
This is accurate for Re between 5000 and 200000. Properties of Re
are obtained at film temperature. Combining previous equations 2.8, 2.9,
2.10 and 2.15, Dittus-Boelter correlation is obtained, Eq. 2.16.
St Pr
2/3 = 0.023Re−0.2
Nu = 0.023Re0.8 Pr
1/3
(2.16)
It must be noted that this deduction neglects the fact that Re of the
friction factor and Re of the Stanton number have their properties evalu-
ated at different temperatures and therefore are not equal. Dittus-Boelter
equation is generally considered applicable to fully developed flows inside
smooth tubes with a ratio between length and diameter higher than 60.
Recommended exponent for Pr is 0.4 when fluid temperature is lower than
wall temperature (fluid is heated up) and 0.3 when heat transfer goes from
the fluid to the solid. Properties are calculated at the bulk temperature
of the fluid.
A related correlation for internal turbulent flow in ducts is the Sieder-
Tate equation, Eq. 2.17 [77]. For smooth tubes, its form is very similar to
Dittus-Boelter correlation. However, it includes a multiplicative term with
the ratio of viscosities at bulk and wall temperatures. This is a correction
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to overcome the requirement of using two different exponents for Pr in
the Dittus-Boelter equation. When the fluid is receiving heat, viscosity
decreases and Nu increases. When it is cooling, viscosity near the wall
increases and heat transfer is hindered. The larger the difference between
fluid and wall temperature, the more significant this effect is.







All properties are evaluated at bulk temperature except µwall, which
is evaluated at wall temperature. Ranges of validity for Re and Pr are
the same as those of the Colburn analogy.
A newer correlation for smooth tubes is due to Gnielinski, Eq. 2.18 [78].
According to Gnielinski, an equation of general validity can be derived by











f is the Fanning friction factor, Eq. 2.15. This equation is valid for Re
between 3000 and 5 106 and Pr between 0.5 and 2000. Physical properties
are evaluated at bulk temperature. Heat transfer conditions are assumed
to be fully developed. Therefore, ducts should still fulfill the requirement
of having a length 60 times larger than its diameter. In contrast, engine
cylinders have stroke-to-bore ratios between 0.5 and 3.
Up to now, several applicability problems were encountered. Many
flow assumptions are not fulfilled in the kind of processes found in internal
combustion engines, in particular inside the cylinder. In addition, the
presented correlations are valid for an ideal system, ducts where there are
no distortions of the velocity profile. When these correlations are applied
to internal combustion engines, they provide a certain of physical base, but
it is unrealistic to expect the same degree of accuracy as in long tubes.
Due to the highly dynamic flow conditions found in engines, usually it is
more desirable to use a correlation that can be applied over a wide range
of operating conditions than a correlation that is very accurate under a
single set of very particular conditions.
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In-cylinder convection
Historically, despite the applicability issues, many authors have proposed
correlations between Nu and Re to deal with the problem of in-cylinder
heat transfer, basing on the Colburn analogy. A common assumption has
been that variation of Pr of the working gas is small during the thermo-
dynamic cycle (between 0.6 and 0.8) and thus Pr is deemed constant.
Nu = a Reb (2.19)
Exponent b usually takes values between 0.7 and 0.8. Since Nu is
related with the heat transfer coefficient through Eq. 2.11, the following
expression may be written, Eq. 2.20.




The main differences between author proposals are the variables used
as characteristic length L and velocity for Re.
Figure 2.1: Results of Taylor and Toong [79].
Taylor and Toong were the first researchers to apply this approach [79].
They measured mean heat rejection to coolant in 19 engines of different
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types and in various operating conditions. Correlation 2.19 was used along
with the following expressions of Nu (Eq. 2.21) and Re (Eq. 2.22).
Nu =
Q˙ Dcyl





Q˙ is the measured heat rejection to coolant and m˙ is the mean gas
mass flow. Constant b was fixed at 0.75, while three different values of a
were adjusted, each one for a distinct engine type. Correlation agreement
can be assessed in Fig. 2.1.
Figure 2.2: Results of Annand and Ma [80].
Other authors aimed to determine the instantaneous heat transfer
curve during an engine cycle. Among them, Annand proposed a corre-
lation that remains popular to this day, Eq. 2.23 [80]. The first term on
the right side is, directly, Eq. 2.20. The second term is an unsteady term.
It attempts to model the phase shift between heat flux and (Tgas−Twall).
As it can be seen, Annand and Ma propose that this phase shift is inversely
proportional to engine speed, ω, in rad/s. The subject of unsteady heat
transfer is discussed later. The final term account for radiative heat trans-
fer, coming from 2.6. σ is Stefan-Boltzmann constant. Some comments
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+ 1.5 σ (T 4gas − T 4wall)
(2.23)
Results obtained with this correlation in an indirect injection diesel
engine are shown in Fig. 2.2. Measured curve is plotted in solid line and
predicted curve in dashed line. A particularity of Annand’s formula is the
velocity to evaluate Re. The velocity was calculated from a balance of
mean kinetic energies, as proposed by Knight [81]. Annand and Ma con-
sidered the inflowing and outflowing kinetic energy through valves as well
as the kinetic energy of the prechamber flow. The version of the correla-
tion that is cited here comes from a work by Annand and Ma published in
1970, but a previous version without unsteady term was published earlier,
in 1963, by Annand [82].
Perhaps the most widely known correlation is the one due to Woschni
[83] [84]. It can be deduced from Eq. 2.20, as can be seen in Eq. 2.24.
The new constant is C0, different from a. Woschni proposed C0 = 110
and b = 0.8 after tests with the experimental setup shown in Fig. 2.3.
h = a Reb
k
L








k ∝ T 0.75





h = C0 D
b−1
cyl p
b T (0.75−1.62b) vb
(2.24)
v is gas velocity, which is calculated with Eq. 2.25. In Eq. 2.25, veloc-
ity is the sum of three terms. The first one stands for the contribution of
piston motion, as cm is mean piston speed. CW1 is 6.18 for the scavenging
process and 2.28 during compression and expansion. The second term
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Figure 2.3: Experimental setup used by Woschni [83].
is the contribution of the tangential velocity or swirl motion. ω is rota-
tional gas speed around the cylinder axis. CW2 has the value 0.417 during
scavenging and 0.308 during compression and expansion. The third term
on the right is the combustion velocity term. In this term, IVC stands
for intake valve closure conditions, Vd is displaced volume, Vd = pi
D2cyl
4 s,
where s is piston stroke, and p0 is pressure under motoring conditions.
The factor (p − p0) is used because combustion has a very direct influ-
ence on pressure. TIV CpIV C VIV C accounts for in-cylinder mass. Recommended
value for C2 is 3.24 10
−3 m
s during the expansion stroke and 0 for the rest
of the engine cycle. The effect of heat radiation is considered in lumped
form by the combustion term. Woschni warned that constants had to be
calibrated for every engine design.





pIV C VIV C
(p− p0) (2.25)
Sihling and Woschni published a study [85] summarized in Fig. 2.4, in
which the prediction of this correlation was compared with measurements
at three different cylinder locations.
Hohenberg [86] conducted an experimental campaign using various
measurement techniques in different direct injection diesel engines. His
findings led him to propose a correlation similar to Woschni’s, Eq. 2.26.
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Figure 2.4: Results of Sihling and Woschni [85].
V is not the instantaneous cylinder volume but a characteristic volume
given by V = pi6D
3
sph, where Dsph is the diameter of a sphere that has the
same instantaneous volume as the engine cylinder.
h = 130 V −0.06 p0.8 T−0.4 (cm + 1.4)0.8 (2.26)
Hohenberg claimed that some limitations of Woschni’s approach, like
the overestimation of the heat peak and the underestimation of heat trans-
fer during scavenging, were overcome by his formula. A comparison be-
tween the two correlations can be seen in Fig. 2.5.
An approach that attempted to provide higher spatial resolution was
developed by LeFeuvre et al. [87] and by Dent and Suliaman [88]. LeFeu-
vre based his formula in the Colburn analogy but did not assume a con-
stant Pr, as can be seen in Eq. 2.27. However, the most important
innovation of his equation was to use the local radius r as characteris-
tic length, instead of a fixed value. This means that the heat transfer
coefficient presents a radial gradient in piston and cylinder head. In ad-
dition, the Re formulation was different, with rotational gas speed ω as
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Figure 2.5: Comparison of Hohenberg and Woschni correlations [86].
LeFeuvre’s research was conducted in a direct injection diesel engine.
The correlation was calibrated under motoring conditions. However, when
it was applied to firing operation, it displayed limited prediction capacity.
Figure 2.6: Results of Dent and Suliaman [88].
An analogous correlation was employed by Dent and Suliaman, Eq.
2.28. They considered Pr constant and evaluated gas properties at bulk
temperature. Their correlation was considered suitable only for motored
operation. Results of mean heat flux on the piston crown at different loads
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This approach, using the local radius as characteristic length, is a
simplistic way to achieve non-uniform heat transfer. More physical al-
ternatives for providing spatial resolution to in-cylinder convection will
be examined in Sections 2.2.3 and 2.2.4. They are non-dimensional ap-
proaches known as lumped element modeling and multizone heat transfer
modeling.
At the beginning of engine heat transfer research, other approaches
were used. Nusselt, Eichelberg and Pflaum used correlations that were
not based on internal forced convection but on free convection. They are
briefly reviewed here due to its historical relevance.
Figure 2.7: Spherical bomb used by Nusselt [83].
Nusselt did experiments in a spherical bomb under quiescent com-
bustion conditions [89]. An image of the bomb can be found in Fig.
2.7. Through a combination of measurements and the application of the
first law of thermodynamics, he managed to formulate Eq. 2.29 in 1923.
The equation is displayed here as reported by Woschni [83]. The term
(1 + 1.24 cm), where cm is mean piston speed, was added to the basic for-
mula to take the influence of piston motion into account. One downside of
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Nusselt’s experimental approach was that it could not be applied during
combustion.




Eichelberg made measurements in a reciprocating engine. He adapted
Nusselt’s formula to include the influence of heat transfer by radiation in
a lumped form.





The free convection approach has been considered unsuitable for en-
gine heat transfer since correlations of forced convection in turbulent flow
started to be employed.
Unsteady heat transfer
Measurements of convective heat flux reveal that this magnitude is not
directly proportional to the difference of temperature of the fluid and the
wall, as enunciated by Eq. 2.4. Instead, there is a phase shift between
heat flux and temperature difference. This has been observed under highly
dynamic or cyclic conditions, like the ones found in internal combustion
engines. Some of the first researchers to study this effect were Annand
and Ma [80] and Lawton [90]. The phase shift can cause the direction of
heat flux to be opposite to the direction of the temperature gradient. For
example, when wall temperature is higher than fluid temperature, heat
can unexpectedly flow from fluid to wall temporarily. This effect is called
heat flux reversal and is illustrated in in Fig. 2.8. Over time, if boundary
conditions are stable, flow and heat transfer start stabilizing, directions of
heat flux and temperature gradient realign and, eventually, a steady state
is reached. That is why the phase shift is known as an unsteady effect. In
a cyclic system such as a closed reciprocating machine, directions of heat
flux and temperature gradient can align, dealign and realign over and over,
cyclically. In a simulation code, these effects cannot be simulated under
quasi-steady assumptions of fluid flow and heat flux as Newton’s law of
cooling, Eq. 2.4.
In the literature, different approaches have been proposed to model
unsteady heat transfer. They can be divided into four categories:
1. Unsteady term. A term that depends on the time-derivative of a
thermodynamic variable is added in the correlation of heat flux or
heat transfer coefficient. Annand and Ma used the derivative of gas
temperature, as was seen in Eq. 2.23 [80]. The amelioration of heat
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Figure 2.8: Relation between heat flux and temperature difference [90].
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flux phase prediction in contrast with Woschni and Hohenberg corre-
lations is shown in Fig. 2.9. In contrast, Lawton, after a throughout
study, considered more appropriate to use the derivative of the cylin-
der volume [90]. His correlation was able to model the phase shift
at different engine speeds under motoring conditions.
Figure 2.9: Comparison of different heat flux correlations [91].
2. Complex Nusselt. The overall evolution of heat rejection in a closed
reciprocating machine can be theoretically formulated considering
that heat flux has a real component and an imaginary component.
This can be modeled as a complex Nusselt number of the form of Eq.
2.31. The real part, NuR, is proportional to the temperature differ-
ence while the imaginary part, NuI , is proportional to the product
of the inverse of rotational speed and the derivative of temperature
difference. Research works that applied this concept to gas springs
were the one of Kornhauser and Smith [92] and the more recent
study of Mathie et al. [93]. A related work was the numerical study
of Catto and Prata [94], also focused on a gas spring. They found
that both the correlation of Lawton and the correlation of Korn-
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3. Turbulent conductivity. Several authors have considered a turbu-
lent thermal conductivity to model the unsteady thermal boundary
layer, instead of using a time-derivative [95] [96] [97]. The turbulent
thermal conductivity was obtained from a turbulent Prandtl num-
ber and a turbulent viscosity. This could provide better physical
foundation.
4. Pressure work. Oude Nijeweme et al. [98] found contradictions in
the usage of turbulent Prandtl numbers and turbulent viscosities.
Maintaining the physics-based approach, they found that phasing is
dominated by the pressure work term. Therefore, they proposed to
add pressure work and axial convection terms to solve the energy
equation in the boundary layer. The influence of these terms is
shown in Fig. 2.10.
Figure 2.10: Contribution of pressure and convection terms in energy
equation [98].
In summary, today there is no universal agreement on how to model
the unsteady aspect of heat transfer by means of correlations or non-
dimensional models. Also, no proposed procedures to calibrate the un-
steady term in heat flux correlations have been found in the literature,
except direct comparison with experiment. Chang et al. [91] were able
to empirically fit a modified Woschni correlation to experimental mea-
surements, without using an unsteady term. First, they modified the
temperature exponent, claiming that conductivity and viscosity of the gas
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should be considered constant with temperature. Second, they used the
instantaneous chamber height as characteristic length, instead of the con-
stant bore diameter. Finally, they reduced the weight of the combustion
velocity term to make it six times smaller.
What is more, the phase shift and the reversal of heat flux have been
called into question. Rakopoulos et al. [99] made measurements in the
cylinder-head of a direct injection diesel engine. The curves of indicated
gas pressure and gas-to-wall heat flux were almost in phase, while wall
temperature on the firedeck surface presented a 10 cad phase delay. This
delay was attributed to inertia. Clearly, inertia of the instrument and
inertia of the wall material can introduce a delay. Also, if gas temperature
is measured in a location that is far away from the heat flux probe, the
measured gas temperature may be different from the local temperature.
Heat flux phasing varies widely depending on location, as shown in Fig.
2.11.
Figure 2.11: Measured heat flux at various locations [91].
Besides, several researchers have demonstrated that the experimen-
tal measurement of instantaneous heat flux itself is far from trustworthy.
In particular, the assumption of one-dimensional conduction in heat flux
probes has been disputed both by experimental and by numerical studies.
Moreover, insulation and homogeneity of the inner medium are not ideal.
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All this can make conduction in heat flux probes three-dimensional. Along
these lines, Buttsworth et al. [100] did not observe heat flux reversal when
they applied a method that did not make 1D and 2D assumptions. How-
ever, when the assumptions were applied, flux reversal appeared, as can
be seen in Fig. 2.12. Thus, they suggested that flux reversal could be the
product of wrong 1D and 2D approaches for measuring heat flux.
Figure 2.12: Measured heat flux under different assumptions [100].
After this review, it can be concluded that unsteady heat transfer is
not yet fully understood. Therefore, more research is needed to clarify this
matter. In this thesis, research was focused on quasi-steady heat transfer.
2.2.2 Measurement of engine heat transfer
A brief overview of the available techniques to measure heat transfer in
engines is provided in this section, with special focus on in-cylinder heat
rejection. This review is intended to provide a glimpse of the capabilities
and limitations of the different techniques, as well as the implementation
pitfalls.
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Energy balance
The first and less precise technique was used by Nusselt in his research
[89]. It consists in a balance of the energy flows present in the system, e.g.
the internal combustion engine. To apply this principle to the combustion
chamber, the first law of thermodynamics is used. This requires the mea-
surement of in-cylinder pressure. This technique is still employed today
with a high degree of sophistication [101]: consideration of all heat energy
flows in the system, extensive instrumentation, more accurate sensors and
equipment, combination with models and correlations, etc. The limita-
tion of this method is that in-cylinder heat flux is measured indirectly and
therefore there are many uncertainties associated to the result.
Under motoring operation, it is possible to estimate the instantaneous
heat rejection to the cylinder walls using the pressure trace, the curve of
cylinder volume and the first law of thermodynamics for closed systems,
see Eq. 2.32, where n is the polytropic index and γ is the adiabatic index,
also called specific heat ratio.
dQ =
n− γ
γ − 1 p dV





There are two problems associated to this procedure. The first one is
to determine the relative phasing of pressure and volume curves. The
second problem is that the derivative of the pressure trace amplifies signal
noise. A result of this procedure is plotted in Fig. 2.13, where heat flux
is sampled every 0.5 cad. It is important to note that the method can
only be applied during the part of the cycle in which valves are closed,
i.e. when the cylinder is a closed volume. In this thesis, this method is
employed to provide reference heat flux curves for calibrating correlation
constants and also to provide insights during the analyses.
Slow-response temperature sensors
A common technique for thermal research is to drill the engine structure
and insert thermocouples, thermistors or resistance temperature detectors
(RTD) to measure metal temperature at different locations. Slow-response
sensors measure temperature with low temporal resolution (mean temper-
ature). Nevertheless, this resolution can be enough for many studies. Dif-
ferent experimental studies showed that the maximum temperature swing
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Figure 2.13: Heat flux curve obtained from in-cylinder pressure signal.
on the metallic surface of the cylinder wall is in the order of a few tens of ,
while instantaneous temperature swing in the gas under firing operation
is in the order of hundreds of  [99] [91] [102] [103]. Today, slow-response
thermocouples are commonly installed inside the structure, away from the
surface, where temperature swing is greatly attenuated. This is a reliable
and simple technique that can provide a broad spatial resolution. An in-
stallation of slow-response temperature sensors is useful to study mean
trends of heat transfer. When the conditions in the surroundings of the
engine cylinder are maintained constant (cooling, lubrication, ancillary
systems), structure temperatures depend only on in-cylinder conditions.
On the other hand, when in-cylinder conditions are maintained constant,
the influence of ancillary systems on engine heat transfer can be studied.
In addition, slow-response temperature sensors are usually employed to
measure temperature and heat rejection in secondary flows as the cooling
or the oil circuits. Finally, if the heat flux curve has been estimated by the
above mentioned procedure and a mean temperature has been measured
on the cylinder surface, it is possible to calculate the heat transfer coeffi-
cient with Eq. 2.4 under certain assumptions: ideal gas, quasi-steady heat
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transfer and constant surface temperature.
Figure 2.14: Slow-response thermocouple installation in cylinder-head
[104].
Installations of slow-response thermocouples have been employed in
many studies. Finlay et al. [104] applied this technique in the cylinder-
head of a spark ignition engine to study precision cooling. A partial view
of the installation is shown in Fig. 2.14. The research led them to con-
clude that precision cooling reduced engine temperatures up to 50 ,
thus preventing nucleate boiling and allowing to reduce coolant flow rate
by 40%.
Figure 2.15: Slow-response thermocouple installation in engine block [105].
Alkidas [105] used an installation with 38 thermocouples in the en-
gine block, as shown in Fig. 2.15, and 30 thermocouples in the cylinder-
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head. He also measured temperatures of coolant and oil. Alkidas observed
widespread temperature non-uniformities in the engine structure. He was
able to report findings regarding the influence of engine operational pa-
rameters and coolant conditions on mean structural temperatures and on
heat rejection to coolant and oil.
In this thesis, an installation of slow-response thermocouples was used
to measure temperatures of the engine structure near the cylinder sur-
faces. Measured data was used for evaluation and validation of engine
heat transfer models.
Fast-response temperature sensors and heat flux probes
Fast-response temperature sensors are employed when a high temporal
resolution is needed [106]. Engine cycles typically have a duration in the
order of tens or a few hundreds of milliseconds. In order to obtain an
appropriate temporal resolution during a cycle, sampling frequency has to
reach the order of tens of microseconds, at least. There are thermocouples
and RTD that offer this capability. Fast-response sensors are extensively
used to measure instantaneous temperatures on the surface of cylinder
walls. The technique has been refined to account for the thermal inertia
of the instrument, which attenuates high frequency fluctuations.
Figure 2.16: Coaxial type thermocouple [102].
A surface temperature measurement can be combined with another
temperature measurement to calculate heat flux. The first sensor is flush
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to the surface in contact with the fluid. Regarding the second temperature
measurement, there are two possibilities:
1. Temperature in the engine structure, away from the surface. In
this case, heat flux can be calculated under the assumption of one-
dimensional unsteady heat conduction. To ensure that heat flux is
one-dimensional, probes are usually employed. Heat flux probes con-
sist of two temperature sensors placed at the two ends of a conduc-
tive medium, preferably of the same material as the engine structure.
Heat flows one-dimensionally between both sensors through the ho-
mogeneous medium of known thermal conductivity. An example of
heat flux measurement with a probe can be found in [103].
2. Bulk gas temperature. The assumption to obtain the heat flux curve
from the measurements is zero heat flux when bulk gas temperature
is equal to wall temperature. This is a quasi-steady assumption.
As seen in Section 2.2.1, this assumption is compromised by the
postulated phase shift between heat flux and temperature difference.
Figure 2.17: Pair-wire thermocouple [107].
The surface temperature sensor can be classified in three groups:
 Coaxial type. One of the metals is a tube that forms the external
wall of the thermocouple. The other metal is a wire located in the
center. An example is shown in Fig. 2.16.
 Pair-wire type. Both metals are wires, inserted in a passive tube, see
Fig. 2.17. A derivation of this type is the eroding ribbon thermocou-
ple, Fig. 2.18. An eroding ribbon thermocouple can provide higher
durability because the junction can be remade through erosion.
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 Film type. It is formed by thin layers of different materials. It can
be a thermocouple or a RTD. An example can be seen in Fig. 2.19.
A drawback of this type of sensor is size.
Figure 2.18: Eroding ribbon thermocouple [100].
Wimmer et al. [107] compared the different types of sensors using the
second method of the above mentioned (bulk gas temperature measure-
ment) and found that film type sensors were more accurate than coax-
ial and pair-wire thermocouples. Demuynck [108], in his recent doctoral
research, also compared different sensors. He concluded that thin film
sensors were more accurate than eroding ribbon thermocouples. In that
thesis, many interesting pitfalls of temperature sensor usage were reported.
Another pertinent topic is piston temperature measurement. Plac-
ing sensors in the piston has the additional problem that the piston is a
moving component. The researchers have used special setups to install
temperature sensors in pistons. An early experience of piston tempera-
ture measurement was reported in [109]. Chang et al. [91] and Cho et
al. [102] used a two-bar linkage mechanism to lead the signals to the
exterior through a continuous wire, as shown in Fig. 2.20. A different
solution was employed by Hendricks et al. [110]. They used a wireless
telemetry system with a microwave transmitter in the piston. Moreover,
they calculated heat flux through an inverse method combined with first
order regularization. These techniques for placing temperature sensors in
the piston can of course be applied to any sensor, not just fast-response
thermocouples. A very recent work presented a system that can be used
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Figure 2.19: Film temperature sensor [108].
for measurements with low temporal resolution [111]. The temperature
signal arrives to two pins in the piston. The pins move together with the
piston but, once per revolution, at top dead center, the pins make contact
with two stationary plates bound to the structure. This allows to record
the temperature measurement once per crank revolution. The system was
used to study the warm-up process of an optical engine.
Figure 2.20: Linkage system to measure piston temperature [102].
Disadvantages of heat flux probes are that they are sizable and they
have to be mounted with a small inclination with respect to the normal
direction of the surface. That conditions the locations where it can be
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installed and restricts the number of probes. As a consequence, spatial
resolution tends to be low.
More importantly, the accuracy of heat flux probes has been called
into question by several researchers. For instance, Buttsworth et al. [100]
conducted experiments with eroding ribbon thermocouples and concluded
that the assumption of one-dimensional unsteady heat conduction led to
wrong results. They measured the impulse response of various thermocou-
ples. The first relevant finding was that the response varied substantially
from sensor to sensor. Then they used the impulse response to derive the
surface heat flux curve in the case of in-cylinder convection in a spark
ignition engine. This curve was compared with the curves obtained from
the application of a 1D and a 2D model. They were very different, as was
seen in Fig. 2.12.
In addition to this problems, Borman and Nishiwaki also noted that the
presence of the probe disturbed the temperature field in the engine struc-
ture [53]. Finally, a disadvantage of fast-response sensors is the fragility
of the instrument.
Even though this technique is popular among researchers, the men-
tioned drawbacks discouraged its employment in this thesis’ research.
Other techniques
In the literature, it is possible to find other methods to measure temper-
atures in internal combustion engines. Some are optical techniques such
as Coherent anti-Stokes Raman Spectroscopy (CARS) [112], laser-induced
fluorescence imaging [113] or phosphor thermometry [114]. Acoustic tech-
niques have also been proposed and tested [115]. All these techniques
require the development of complex, specialized facilities, something that
was out of the scope of this thesis.
2.2.3 Lumped heat transfer
Lumped heat transfer is a modeling approach that provides spatial res-
olution while considering the different thermal phenomena: conduction,
convection, radiation, flow enthalpy variation, thermal inertia and heat
generation. That is therefore a very useful approach to model complex
systems as an engine. The lumped model approach was described by Hol-
man [116].
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Description
A lumped element model is a thermal system made up of ‘lumps’, or
nodes. The nodes are connected forming a network of thermal relations.
Other names given to these model are: lumped parameter model, lumped
component model, lumped capacitance model, resistor-capacitor network
and lumped system analysis. The fundamental assumption of the lumped
element model is that the attributes of the system are concentrated in the
nodes or in the relations. In particular, each node has a determined tem-
perature, and it is assumed that temperature difference inside each node
is negligible; nodes are isothermal. The property of temporal variation
of temperature, named capacitance, is located in the node as well. The
properties of heat transfer throughout the system, named conductances,
are concentrated in the relations among nodes. Conductances and capac-
itances are examined in more detail later. The advantage of the lumped
element model is that network theory applies. Through this, partial dif-
ferential equations can be simplified to energy balances in the nodes using
the concentrated properties.
Figure 2.21: Example of lumped element analysis in engine applications
[117].
The prerequisite to apply the lumped element approach is that heat
transfer within a node is much faster than heat transfer across the bound-
ary of the node. This validates the approximation of spatially uniform
temperature within the node, because the relatively low internal resis-
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tance allows for a fast energy distribution in the node. In comparison,
external thermal resistances must be much higher.
Formulation
When the heat equation is integrated in systems where heat flows unidi-
rectionally (plane slabs, cylinders or spheres), the form of the temperature
distribution is found. This temperature distribution is formed by the sum
of two terms. The first is the temperature at one of the locations used
as integration limit. The other is the temperature difference between the
integration limits, ∆T , multiplied by an expression that contains the spa-
tial variable, x or r. Temperature distributions for slabs, cylinders and
spheres are provided in Eqs. 2.33, 2.34 and 2.35, respectively [118].
Plane slab: T (x) = T1 −∆T x
L
(2.33)




Sphere: T (r) = T1 −∆T 1− ln(r1/r)
1− ln(r1/r2) (2.35)
When the temperature distribution, T (x) or T (r), is entered into
Fourier’s law, Eq. 2.2, it is differentiated over the spatial variable, x or r.
In all cases, this variable disappears and it is obtained that heat flux is
proportional to the temperature difference between the integration limits.
Therefore it is possible to define a thermal conductance, K, as shown in





In a lumped heat transfer model, the locations used as integration
limits of the heat equation are nodes. Therefore, ∆T is the temperature
difference between two nodes. The conductance depends on the thermal
properties and the geometry of nodes. In the case of plane slabs, conduc-
tive conductance is calculated with Eq. 2.37. A is cross section for heat
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Eq. 2.38 is applied to obtain the conductance in the case of axisym-
metric, cylindrical conduction. L is the system’s size (height or length) in













For convection, the heat transfer equation is Newton’s cooling law,
Eq. 2.5. According to this law, heat flux is proportional to temperature
difference, as in unidirectional conduction. Therefore, the convective con-
ductance can be directly obtained, Eq. 2.40. A is the area of the solid
surface in contact with the fluid.
K = h A (2.40)
In radiation, heat flux is proportional to the difference of temperatures
raised to the fourth power. Thus, it is not a linear process, unlike unidi-
rectional heat conduction or convection, in which heat flux is proportional
to temperature difference. Nevertheless, heat radiation can be considered
in different ways. If making the system of equations not linear is not a
problem, Eq. 2.6 can be entered along with the other equations. In such
case, non-linear methods must be used to solve the system of equations. If
a linear system is required, Eq. 2.7 can be linearized to obtain a radiation
conductance.Alternatively, radiation can be solved separately and entered
as a heat source.
Heat radiation has been a topic of interest to engine researchers for
decades. In the past, it was proposed that up to 40% of in-cylinder heat
rejection during combustion was due to radiation [119]. Considering the
total amount of energy released by the fuel, up to 10% could be lost
through radiative heat transfer radiation according to some authors [120].
However, other studies pointed to a much smaller role of thermal radiation
[121]. It was found that radiation was lower in spark ignition engines
than in compression ignition engines. Experiments allowed to determine
that the main source of thermal radiation in an engine are soot particles,
which are more abundant in diesel engines. Over time, different methods
were developed to study radiative heat flux [122] [123] [124]. Recently,
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experiments using modern optical techniques in diesel engines revealed
that radiation has a low influence on in-cylinder heat rejection. Radiative
heat fluxes amounting to just 0.1% up to 0.75% of the fuel energy were
reported [125].
Another thermal process that can be modeled with a conductance is
the enthalpy variation of a flowing fluid between an inlet and an outlet
location. When there is a temperature change in the fluid, there is also
heat transfer. The variation of the enthalpy flow, ∆H˙ is proportional
to the difference of temperatures at the inlet and outlet of the control
volume, ∆T . The conductance is calculated as shown in Eq. 2.41. m˙ is
mass flow, Cp is specific heat capacity of the fluid at constant pressure. In
the literature, this conductance is called flow conductance.
∆H˙ = m˙ Cp ∆T
K = m˙ Cp
(2.41)
The phenomenon of thermal inertia happens when heat is stored in a
body or liberated from it in order for the body to change its temperature.
Assuming that temperature changes linearly between two time steps, it
is possible to define a proportionality parameter between heat flux and
temperature difference for thermal inertia. This parameter is called ca-
pacitance, C, and it is calculated as shown in Eq. 2.42. m is mass and ∆t









After these examinations, it is clear that a thermal system can be seen
as a set of conductances and capacitances that represent the processes of
heat conduction, heat convection, thermal inertia and enthalphy variation.
Heat generation has to be included as a heat source to complete the heat
balance.
The heat balance emerges from the principle of energy conservation. In
each node, the balance has the form of Eq. 2.43. Subscript i refers to the
solid node where the balance is done, j refers to a neighboring solid node, f
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to a contacting fluid, gen to heat generation, cd stands for conduction and
cv for convection. Variable t is the current time, therefore t−1 denotes the
previous time step. Here it is considered that conductances and capacities
change over time because thermal properties change. Every node of the
network produces one equation. All equations are then assembled as a
system of equations that represents the thermal behavior of the system.
The system of equations can be solved using matrix methods. It must
be noted that the equations are defined here using an implicit approach.
That determines whether each variable is evaluated at time t or t − 1.
Later in this thesis, solving methods are discussed with more detail but,
at the moment, the implicit scheme is used for illustrating purposes due
to its simplicity and due to the relevancy it has in this thesis.
Q˙gen + Q˙cd + Q˙cv − Q˙accum = Q˙gen,i(t) +Kcd(t) (Tj(t)− Ti(t)) +
+Kcv(t) (Tf (t)− Ti(t))− Ci(t) [Ti(t)− Ti(t− 1)] = 0 (2.43)
In Eq. 2.44, a complete system of 4 nodes and 4 equations is shown
as example. Nodes i and j are solid nodes in thermal contact. f is a fluid
node is in contact only with node i. The fluid f undergoes an enthalpy
change, modeled by Kfl. Inlet temperature of the fluid flow is considered
as a boundary condition equal to T ∗in(t). The system is illustrated in Fig.
2.22.
(I) Q˙gen,i(t) +Kcd(t) [Tj(t)− Ti(t)] +Kcv(t) [Tf (t)− Ti(t)]−
− Ci(t) [Ti(t)− Ti(t− 1)] = 0
(II) Kcd(t) [Ti(t)− Tj(t)]− Cj(t) [Tj(t)− Tj(t− 1)] = 0
(III) Kcv(t) [Ti(t)− Tf (t)]−Kfl(t) [Tf (t)− Tin(t)]−
− Cf (t) [Tf (t)− Tf (t− 1)] = 0
(IV) Tin(t)− T ∗in(t) = 0
(2.44)
The system is assembled in matrix form in Eq. 2.45. First matrix con-
tains the conductances and multiplies the vector of current temperatures
to be calculated. Second matrix contains the capacitances that multiply
the current temperatures. Third matrix contains the capacitances that
multiply the temperatures of the previous time step, which are known.
Last vector contains boundary conditions and source terms, which are
also known.
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Figure 2.22: Example thermal system.

− (Kcd +Kcv) Kcd Kcv 0
Kcd −Kcd 0 0
Kcv 0 − (Kcv +Kfl) Kfl










Ci 0 0 0
0 Cj 0 0
0 0 Cf 0
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0 Cj 0 0
0 0 Cf 0















This is a linear system that can be arranged to be solved as [K −
C] [T (t)] + [C × T (t− 1) +BC] = 0, where K represents the conductance
matrix, C the capacitance matrix, BC the vector of boundary conditions
and source terms, T (t) is the vector of temperatures, which is the only
unknown to be solved, and T (t − 1) is the vector of temperatures in the
previous time step.
Previous research
One of the first works that combined a lumped element system and con-
vective correlations as those of Section 2.2.1 to represent an engine was
a study of Kaplan and Heywood [126]. In that ambitious study, they at-
tempted to predict hydrocarbon emissions. The heat transfer model pro-
vided information about exhaust temperature and about the contraction
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of the crevice between piston and liner during engine warm-up. In order
to achieve this, they increased the number of nodes in the exhaust port
and in the crevice region to improve calculation resolution. In addition,
they were able to report some insights comparing the warm-up process at
different engine locations. For in-cylinder heat transfer, they data gener-
ated by equations of the form of Eq. 2.19 to adjust ad-hoc mathematical
correlations. In contrast, a corrected Dittus-Boelter correlation, Eq. 2.16,
was employed in the exhaust port directly.
Figure 2.23: Lumped models of Shayler et al. [127] (left) and Veshagh
and Chen [128] (right).
Shayler et al. [127] used a lumped model made up of 23 nodes (see
Fig. 2.23, left) and simulated the same system in a finite element code
as well. Calculation time decreased dramatically with respect to the fi-
nite element model, but mean trends matched. They modeled mean heat
transfer using a correlation for heat rejection to coolant obtained from
the work of Taylor and Toong [79]. In the same conference, Veshagh and
Chen [128] presented a detailed description of a similar lumped heat trans-
fer code. The model had 24 nodes and is shown on the right side of Fig.
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2.23. They used Sieder-Tate equation for internal convection on the gas
side, Eq. 2.17. For coolant, Veshagh and Chen used a correlation sim-
ilar to Dittus-Boelter correlation and considered nucleate boiling. With
the model, they conducted various parametric studies of engine warm-up.
Finally, the authors included an interesting analysis relating temperature
uncertainty and Biot number.
Bohac et al. [40] made a complete lumped element model of an en-
gine. It can be seen in Fig. 2.24. They considered the 0D lumped element
approach to be quasi-dimensional. They used another quasi-dimensional
simulation of the thermodynamic cycle to provide in-cylinder boundary
conditions. Combustion was modeled with a two-zone (burned and un-
burned), turbulent entrainment model. In-cylinder heat transfer was mod-
eled with correlations of the form of Dittus-Boelter equation and was con-
sistent with the two zone model. To determine velocity forRe, mean piston
speed, turbulent intensity and mean flow velocity were taken into account.
They considered heat rejection to ambient, including radiation with the
linearized conductance method. In total, each cylinder was formed by
115 nodes and 217 thermal connections. Combining the model and ex-
perimental tests, relevant investigations concerning various aspects were
undertaken: nucleate boiling, head gasket conductance, split cooling, mod-
eling of oil influence and a sensitivity analysis of heat transfer. In a later
study [129], this lumped heat transfer model was reduced and integrated
into a powertrain model. The powertrain model was then used to simulate
a driving cycle. This work is reviewed in Section 2.4 because it is an early
example of multiphysics powertrain model.
Jarrier et al. [117] made measurements in an engine enclosed in a
calorimeter. They studied the distribution of heat during warm-up ex-
perimentally and then built up a lumped model to replicate the engine’s
thermal response. The model had 59 nodes. A 3D reconstruction is shown
in Fig. 2.25. For in-cylinder convection, they used Woschni’s formula, Eq.
2.24. Friction and convection processes were calibrated in steady state,
assuming that the calibration would be valid for transient operation as
long as fluid properties were temperature dependent. Then they used the
model to assess the potential of different thermal management strategies.
Wagner et al. [130] comprehensively described the procedure of mak-
ing lumped models intended for air cooled (see Fig. 2.26) and liquid
cooled spark ignition engines. The models were non-linear because ra-
diative conductances were not linearized. For convection, they used fixed
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Figure 2.24: Lumped model of Bohac et al. [40].
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Figure 2.25: Lumped model of Jarrier et al. [117].
heat transfer coefficients, which decreased accuracy. The authors stressed
the convenience of real-time calculation capability to integrate a lumped
model in the ECU (engine control unit). This would allow on-line estima-
tion of engine temperatures and other thermal variables. In this regard,
the authors discussed the impact of the on-line application on diverse as-
pects of thermal management.
Figure 2.26: Lumped model proposed by Wagner et al. [130].
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Later lumped models that are mentioned in the literature are coupled
with other models that simulate other engine or vehicle components. Such
integrated approaches are reviewed in Sections2.3 and 2.4. By now, from
the research works surveyed in the present section, it can be concluded
that lumped element models are an efficient way to gain spatial resolu-
tion and to take into account the different heat transfer mechanisms in
one single model. It has been shown throughout this review that lumped
models have several advantages: computational demand is relatively low
when compared to finite element methods, they can include semi-empirical
correlations or be coupled to other models, they can provide an accurate
account of boundary conditions and they allow scalability of complex-
ity. CMT-Motores Te´rmicos has a lumped model to simulate engine heat
transfer. It is thoroughly described in Section 3.3. The advancement of
this model is one of the cornerstones of this thesis.
2.2.4 Multizone heat transfer
Figure 2.27: Velocity distributions on the firedeck [86].
Lumped heat transfer models like those reviewed previously can pro-
vide spatial resolution to calculations, but it can be insufficient to capture
the real local distribution of in-cylinder heat transfer. The limitation of the
reviewed lumped models is that they assumed that heat transfer proper-
ties were uniform all over the cylinder. That is to say, gas temperature and
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heat transfer coefficient were considered uniform or were surface-averaged
to obtain single values that were applied to all surfaces of the combustion
chamber. However, several experiments confirm that in-cylinder condi-
tions are far from uniform, specially in modern diesel engines. In a study
on this matter, Hohenberg [86] made surface temperature measurements
at 72 locations of the firedeck. He assumed that temperature differences
on the firedeck were caused by differences in the heat transfer coefficient,
assumed to be determined locally by gas velocity. Therefore, to Hohen-
berg, temperature distribution was caused by gas velocity distribution.
In Fig. 2.27, results are shown in the form of velocity contours. Hohen-
berg reported that, for a flat piston, distribution was uniform. For a bowl
piston, in contrast, temperature and velocity distribution in the firedeck
varied between 95% to 150% with respect to the distribution using a flat
piston (see Fig. 2.27, left). On the right side of the figure, distributions
using two levels of swirl motion were reported. These experiments re-
vealed that temperature and heat transfer are not uniform throughout
the combustion chamber, and the manner in which in-cylinder conditions
influence the temperature distribution is not uniform either. Over time,
this was confirmed by CFD simulations as well [46]. Some examples are
given in Figs. 2.28 and 2.29. Regarding Hohenberg’s assumption, Noori
and Rashidi obtained distributions of velocity and heat transfer coefficient
to determine how similar they were [131]. Though distributions were not
exactly equal, the similarity indicated strong ties between gas velocity and
heat transfer (see Fig. 2.29).
Figure 2.28: Temperature distributions in piston and cylinder-head [46].
After this introduction, it is clear that the approach of single-zone
thermal state and single heat transfer coefficient has limited capability
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Figure 2.29: Heat flux distribution on the piston [131].
Figure 2.30: Distributions of velocity and heat transfer coefficient on the
piston [131].
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to capture local trends of heat transfer. It is also clear that in-cylinder
heat transfer is strongly tied to gas velocity. A 0D model that provides
reliable space-resolved results has to divide the combustion chamber in
different zones with uniform properties. In each zone, a different heat
transfer coefficient for convection between gas and wall has to be obtained.
Moreover, the heat transfer coefficient must take into account the local
influence of gas motion.
Figure 2.31: Flow regions in a multizone model [132].
The work of Morel et al. [133] [134] [135] provided key foundations
to multizone heat transfer models. They recognized that the correlations
that modeled more thoroughly the convective heat transfer process in the
cylinder used instantaneous characteristic velocities. They recognized also
that gas motion was not uniform throughout the cylinder. Therefore, they
proposed to divide the cylinder volume into three flow regions, shown in
Fig. 2.31: the squish area above the piston crown, the piston bowl volume
and the region above the bowl lip. Coherently, the cylinder walls were
divided into six surfaces, which are shown in Fig. 2.32. On each surface,
three components of gas velocity were used to calculate the characteristic
velocity of the heat transfer coefficient, as expressed by Eq. 2.46: two
orthogonal components parallel to the surface and a turbulent component.
In Eq. 2.46, TKE is the turbulent kinetic energy and t is time. The





y(t) + 2 TKE(t) (2.46)
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Figure 2.32: Wall surfaces in a multizone model [136].
 Swirl motion. Swirl velocity is parallel to all surfaces. For model-
ing, the assumption of rigid body rotation was made in each one
of the three flow regions. That is to say, flow spins with uniform
angular velocity within a region. The temporal evolution of swirl
was obtained from the solution of a differential equation for angular
momentum in each of the three flow regions. The equation of an-
gular momentum flux included the influence of mass transfer due to
squish, the influence of viscous shear among fluid regions (which can
also be seen as momentum diffusion due to turbulence), the influence
of wall friction and the influence of intake and exhaust flows.
 Reciprocating axial motion. It is related to two mechanisms: piston
kinematics and squish. For the first mechanism, piston motion rel-
ative to the liner was considered. For squish, the mass conservation
principle was applied taking into account the varying volume of the
three flow regions. Axial velocity is parallel to the vertical surfaces.
 Radial velocity. It was assumed that radial motion is only caused by
squish. Through mass conservation, both axial and radial velocities
could be obtained. Radial motion is parallel to horizontal surfaces.
 Turbulence. A k −  model was employed. This means that, in
each flow region, sources and sinks of turbulence were identified.
In a k −  model, turbulence generation, convection and dissipation
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are represented by two partial differential equations per region. Re-
garding turbulence generation, Morel et al. included the effects of
the mean strain field, compression, squish, intake flow, injection and
swirl gradients. Apart from this, turbulence convection among zones
and turbulence dissipation through viscous decay were considered.
According to the authors, the turbulent velocity term also consid-
ered three-dimensional effects of mass and momentum transfer in a
lumped form.
The heat transfer coefficient was obtained with Eq. 2.14, a correlation
that comes directly from the Colburn analogy. For the friction factor,
Morel et al. used Eq. 2.47. The value of 0.0565 is the mean between
0.046, the constant for boundary layers on flat plates, and 0.067, the con-
stant for fully developed turbulent flow in pipes. The expression is similar
to that of Blasius, Eq. 2.15. The authors demonstrated the accuracy
of this formulation using data available in the literature. In particular,




The final form of the heat transfer coefficient is Eq. 2.48. Fluid prop-
erties were evaluated at film temperature, the mean between bulk gas
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Notably, Morel et al. also proposed approximations for the boundary
layer thickness on the different surfaces in order to use this magnitude
as characteristic length Lchar. The expressions are given in equations
from 2.49 to 2.54. In the equations, Hbowl is the bowl depth, d is the
instantaneous distance between the piston top and the firedeck and Drim
is the bowl diameter at the bowl rim. On the vertical surfaces, char-
acteristic length is constant, while on the horizontal surfaces, it varies
instantaneously. Lengths on the piston crown, Eq. 2.50, and on the outer
firedeck, Eq. 2.53, are the same. Lengths on the bowl ground, Eq. 2.49,
and on the inner firedeck, Eq. 2.54, are related.
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Bowl lateral: Lchar = 0.05Dbowl (2.50)
Piston crown: Lchar = 0.05 d (2.51)
Liner: Lchar = 0.05Dcyl (2.52)
Outer firedeck: Lchar = 0.05 d (2.53)








Figure 2.33: Example of a two-zone model considering combustion.
The multizone model for convective heat transfer was completed with
a two-zone model that distinguished between a burned zone and an un-
burned zone, as shown in Fig. 2.33.
In this research, the authors also included radiation. As a first approx-
imation, a quasi-steady model was implemented. Still, the model took into
account the instantaneous extent of the burned zone. Only soot contribu-
tion to heat radiation was considered because it is the largest one. Later,
a zonal model was developed and used as a predictive tool [137].
Regarding heat conduction in the solid, it must be taken into account
that Morel et al. were interested on studying thermally insulated cylin-
ders. In that case, the temperature swing close to the wall surface becomes
significant, as wall temperature responds to the fluctuation of gas temper-
ature. However, at short distance below the surface, the swing is so damp-
ened that temperature in the material behaves quasi-steadily. To model
the transient temperature swing near the surface, the authors included a
model of one-dimensional conduction in their research [41]. In contrast,
heat conduction in the solid structure away from the surface was modeled
with a steady-state finite element model made up of 150 elements.
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Figure 2.34: Swirl regions considered by Murakami et al. [138].
Several authors developed further the multizone model method. Mu-
rakami et al. studied swirl motion in depth [138]. They made laser doppler
velocimetry measurements in a motored engine. Four different cylinder-
heads were used to induce different levels of swirl ratio. Four different
pistons with different bowl depths were tested. Along with the hard-
ware modifications, three different compression ratios and three different
engine speeds were examined. The extensive test campaign allowed the
researchers to obtain many insights about the swirling flow distribution
and, afterwards, to validate the swirl model. For modeling, they pro-
posed an analogous approach to Morel et al., but they found appropriate
to use two volumes with different swirl velocity, instead of three. One
volume represented the inner zone above the piston bowl and the other
was the outer annular area above the piston crown, see Fig. 2.34. The
model description was very thorough, focusing on the different terms of
the differential equations.
Hansen published a comprehensive description of methods to model
squish, swirl and turbulence [139] [140] and then assembled a multizone
model. For swirl, he chose the approach of Murakami et al. Regarding
turbulence, Hansen discussed previous works and proposed a k−  model,
consisting of two coupled differential equations in each one of the two vol-
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Figure 2.35: Flowchart of Hansen’s model [141].
umes considered in the swirl model. The model was valid for the period of
the engine in which valves were closed. He took into account the effects of
compression, squish and viscous dissipation. The model did not consider
turbulence generation due to shear at the interface of the inner and outer
volumes, nor the turbulence production due to shear at the walls. With
the help of the model, he found that the contribution of turbulence to
gas motion was significant but far from dominant. Hansen noted that the
roots of the turbulence model lie in the Navier-Stokes equations. In the
final paper of the series [141], Hansen included the previously developed
gas motion models into a multizone heat transfer model. The aim of the
study was to validate the predictive capability of the model under mo-
tored engine operation. A flowchart depicting the calculation procedure
can be seen in Fig. 2.35. The heat transfer coefficient correlation was the
same used by Morel et al. Hansen completed the multizone convection
model with a one-dimensional steady state heat conduction model in the
liner and a lumped element network to model heat transfer in the rest of
the engine structure. During validation, difficulties were met due to the
disparity between the idealized geometry considered in the model and the
complexity of the real cylinder. Also, aggressive corrections of the squish
influence were needed to fit the predicted and measured curves of heat
flux. Moreover, predictions during the late expansion stroke and at dif-
ferent engine speeds left room for improvement. Finally, Hansen applied
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the multizone model to fired operation [142]. In order to achieve that, he
added a radiation model and a two-zone combustion model. Upon test-
ing, it was concluded that additional work was required to better capture
injection and combustion effects on heat transfer.
Figure 2.36: Flowchart of the model of Eiglmeier et al. [132].
Eiglmeier et al. [132] built a complete multizone heat transfer model.
The flow models were similar to Hansen’s proposal. The most interesting
innovation of this work was the inclusion of a soot deposition model. It was
based on the modeling of thermophoresis and oxidation processes. Soot
deposition was relevant for heat transfer because the insulation effect of the
soot layer on the cylinder walls was considered. As a consequence, tran-
sient heat conduction through the layer was assumed. Making use of the
detailed calculation of soot concentration, a heat radiation model based
on the thermal emission from soot was set up. Another particularity of the
research of Eiglmeier et al. was the calculation method of the boundary
layer thickness. This magnitude, which was used as characteristic length
of the heat transfer coefficient, was obtained from the 1D thermal energy
equation. The validation of the final model was undertaken in a single-
cylinder diesel engine under different operating conditions and at various
locations all over the cylinder walls. In general, very good agreement with
experiment was obtained. The calculation flowchart is shown in Fig. 2.36.
Schubert et al. [136] proposed simplifications to the previous models
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backed by 3D-CFD analysis. In particular, the turbulence model was sim-
plified to a single differential equation that used several approximations.
For the friction coefficient, the authors used f = 0.0592Re−0.2. They also
included a radiation model which took into consideration the processes
of soot formation and oxidation. Soot concentration was validated ex-
perimentally. The multizone model was validated with experimental data
from 11 different engines. Schubert et al. reported improved predictions
of heat flux and other engine parameters in comparison with Woschni’s
correlation.
Komninos and Kosmadakis [143] studied a multizone model for HCCI
engines with a different configuration from the one of the previous models.
Their model was formed by an arbitrary number of nested zones in the
cylinder volume plus one zone in the crevices between the piston and the
liner, as shown in Fig. 2.37. The piston head was flat. Mass conserva-
tion and the first law of thermodynamics for open systems were applied
to each zone, in order to take into consideration species and enthalpy
transfer. Heat diffusion among zones was calculated as one-directional
conduction taking into account both laminar and turbulent conductivity.
The characteristic velocity was proportional to engine speed. For wall heat
flux, the authors derived a correlation dependent on gas temperatures in
the different zones, assuming that the temperature gradient near the wall
followed a geometric progression.
Figure 2.37: Model of Komninos and Kosmadakis [143].
In the framework of this thesis, two studies related to the topics covered
in the present section were published. In the first one [144], the influence
of swirl motion on heat transfer was experimentally measured. It was
found that swirl plays a decisive role on the amount of heat losses. Thus,
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to correctly simulate in-cylinder heat transfer, it is important to model
swirl motion with accurate approaches. The second study [145] consti-
tuted an exploration of the benefits that could be obtained by replacing
modeled gas velocities by measured velocities in a multizone model. The
proposed approach allowed to use velocity data measured with the particle
image velocimetry (PIV) technique to study heat transfer under partially
premixed combustion (PPC) conditions.
To sum up, a multizone model is the most advanced method for quasi-
dimensional heat transfer modeling found in the literature. This kind of
model can provide physical meaning, temporal resolution and spatial reso-
lution. A key factor is that zonal models take into account the influence of
gas velocity on convective heat in detail. In different research works, mul-
tizone models have demonstrated to be compatible with almost any kind
model, but specially with correlations and lumped element models. This
advantage makes zonal models an appealing add-in for integrated engine
models. It was also shown that the zonal approach has been extensively
developed for diesel engines with swirl motion and bowl in piston, like the
engines studied in the present thesis. Considering all mentioned benefits,
it could be concluded that a multizone lumped model was a promising
tool to be included in a strict 0D/1D code like VEMOD.
For higher accuracy, only 3D codes are suitable [146]. Certainly, 3D
simulations provide spatial resolution along with accurate geometry to
capture local effects. In addition, physical and chemical processes can be
modeled in 3D codes with further detail. This includes the simulation of
flame brush or the accurate flow structure, including accurate turbulence
models [147] [148] [149]. Unsteady heat transfer effects can be modeled too
when local thermodynamics are simulated. Pressure work and convection
terms can be included in the equations to model the phenomenon of phase
shift physically [150]. Top detail can be obtained by means of DNS (direct
numerical simulation) technology, that solves the Navier-Stokes equations
numerically. DNS can even simulate the thermal and the velocity bound-
ary layers accurately, at the cost of a very high computational demand
[151].
2.3 Modeling of ancillary thermal systems
This section surveys models that were developed to simulate the ancillary
systems that are subjected to thermal processes. Those ancillary systems
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are circuits that undergo thermal exchanges either if that is their primary
purpose, as is the case with the cooling circuit, or as a collateral effect,
as with the lubricating circuit. Since these systems are relatively large
and play a secondary role in engine operation, 0D/1D or even simpler
approaches have been preferred for simulations over computationally de-
manding CFD models. The models of ancillary systems reported in the
literature are usually linked to other models, such as cylinder heat trans-
fer models, or at least they include look-up maps or correlations to define
boundary conditions. Often, the look-up maps are generated from exper-
imental or simulation data before the simulation of the ancillary systems.
Under this decoupled approach, crossed effects between the main and the
ancillary engine components are neglected. Even when the different engine
elements are simulated simultaneously, engine heat rejection tends to be
modeled by means of simplified approaches. The models of ancillary sys-
tems have received considerable attention from researchers because they
are necessary to study engine thermal management. Therefore, many ref-
erence works on the topic of ancillary circuits modeling could be found.
Next, some relevant studies are reported in chronological order.
Zoz et al. [152] developed a model of the lubricating circuit of a gaso-
line engine for design purposes. The thermal and hydraulic aspects of
the circuit were modeled in FLOWMASTERTM. Heat from combustion
was calculated with a correlation, while heat from friction in the piston
rings was a constant value estimated in motoring tests. Heat from friction
in the bearings was obtained from an external tool and entered in the
circuit model as a temperature-dependent curve. The authors conducted
a validation with experimental data and later used the model to make
sensitivity studies of oil temperature to various parameters.
Park et al. [153] linked different components at the system level. The
joint model included cylinder, cooling system, radiator and thermostat.
Combustion was modeled with a simple, cosine-shaped burning law. The
cylinder model considered two zones (burned and unburned) and used
the Woschni correlation for heat transfer. Convective heat transfer in the
cooling circuit, was modeled with Dittus-Boelter equation. The thermal
state of the coolant was solved iteratively. The heat exchanger model was
based on the effectiveness-NTU method. Iterations of the global model
were undertaken until flows in the system fulfilled energy and mass con-
servation. A successful validation of the model was achieved under diverse
steady-state conditions. In Fig. 2.38, the model’s structure is depicted.
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Figure 2.38: Model of Park et al. [153].
Figure 2.39: Control system of Luptowski et al. [67].
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Luptowski et al. [67] combined an in-house model implemented in
Simulink® and GT-Power simulations of the engine cycle. The in-house
model allowed to simulate an actively controlled electric cooling system
that included several heat exchangers. A combination of methods was
employed to calculate heat transfer in the different elements: empiri-
cal Colburn correlations, the effectiveness-NTU method and the Newton-
Raphson method. The cooling circuit and the engine model were linked
to exchange data. Among other variables, the engine supplied the cooling
circuit with heat rejection from cylinder block, cylinder head and piston
to coolant and oil. In exchange, the cooling circuit returned temperatures
and heat transfer coefficients of fluids to the engine. Moreover, the authors
added a system to control the pump and the fan. It is shown in Fig. 2.39.
They found that active thermal management greatly reduced power con-
sumption of pump and fan and it also reduced temperature fluctuations
at the cylinder wall.
Figure 2.40: Calculation flowchart in the study of Torregrosa et al. [154].
Torregrosa et al. [154] used a thermo-hydraulic model of an engine as
an auxiliary tool to find the most interesting configuration to be studied
experimentally. They distinguished between an internal and an external
part of the cooling circuit which were interconnected, as shown in Fig.
2.40. The internal part, in turn, was divided into three zones, the inner-
most of which was the engine heat transfer model described in Section 3.3.
The hydraulic resistance of the cooling circuit was determined from exper-
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imental tests under steady-state conditions. Those tests were employed
to calibrate the heat transfer models as well. The circuit included several
heat exchangers that were modeled with the effectiveness-NTU method.
Moreover, transient tests were conducted to find the sensible mass of the
system and measurements in a NEDC were employed for validation and
as baseline case. Afterwards, two valves were added in the theoretical
model and five different configurations were studied. The configuration
that offered the faster warm-up was reproduced experimentally. Measure-
ments showed significant reductions of fuel consumption and emissions
with respect to the baseline case.
Figure 2.41: Calculation flowchart and cylinder heat transfer in the study
of Caresana et al. [155].
Caresana et al. [155] presented a study to assess the imperfections of
a conventional cooling system with respect to hypothetical idealized sys-
tems. They ran a set of engine simulations in AVL BOOSTTM with differ-
ent temperatures of the engine structure. The simulations allowed to gen-
erate maps of fuel consumption and heat rejection. The maps were linked
to a Simulink® code that included models of the cooling system, the drive
train and the vehicle aerodynamics. The cooling circuit passed through
engine and radiator. Circuit elements were modeled with a combination
of methods: correlations for convection, nucleate boiling and friction, ex-
perimental measurements of liner temperature, a thermostat model and
heat balance equations. The study evaluated fuel consumption in seven
driving cycles with one conventional and two idealized cooling circuits. A
schema of the calculation flow and a sketch of the cylinder thermal model
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are shown in Fig. 2.41.
Cipollone et al. [156] [157] developed a flexible model of the cooling
system and linked it to an engine heat transfer model. The engine heat
transfer model was a lumped element model with four nodes per cylinder.
ECU maps supplied the values of the operating parameters to the model.
The coolant circuits were defined by the equations that described the
different components: pumps, thermostats, heat exchangers and tanks.
All models were implemented in Simulink®. The authors used the thermal
model to study the potential of split-cooling in the New European Driving
Cycle (NEDC).
Figure 2.42: Lumped elements in the cooling circuit studied by Millo et
al. [42].
More recently, Millo et al. [42] employed a 3D model of an engine
and its cooling circuit to create an equivalent lumped element model. Oil
volumes in the cylinder-head and cylinder block were modeled as lumped
elements too. Heat transfer in the engine block was determined using
look-up maps that had been populated with data from 3D simulations.
The cooling circuit included various heat exchangers, a thermostat and
a switchable coolant pump actuated with an electromechanical clutch,
as can be seen in Fig. 2.42. The operation of the thermostat and the
pump was defined by characteristic curves. Heat exchanged in the oil
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cooler and the turbocharger as well as friction inputs were obtained from
maps populated with experimental data. That limited the validity of the
model to temperatures higher than 23, the lowest temperature at which
measurements were made. The radiator model used the method of the
logarithmic mean temperature difference. Data from steady-state exper-
iments was used to adjust the radiator heat transfer correlations. Upon
calibration, parametric studies regarding the operation of the switchable
coolant pump were conducted.
2.4 Thermal codes integrated into global engine
models
This section covers those studies that combined the simulation of different
physical processes of the engine. That is accomplished when models of
the different processes are coupled together to interact in multi-physics
co-simulations. This introduces the challenge of selecting the appropriate
solving time scale for the simulations. Many of the simulations included
models of the drivetrain to reproduce driving conditions. Due to the ex-
istence of standard driving cycles to test the compliance of vehicle regu-
lations, there has been substantial interest in developing complete models
that can simulate engine and vehicle operation during driving cycles. That
contributes to reduce the required number of expensive experimental tests
by replacing them with simulations.
One of the earliest works about multi-physics simulations in inter-
nal combustion engines was authored by Baker and Assanis [158]. They
combined a thermal model of the piston and liner and a thermo-fluid
dynamic model of the gas path. The thermal model was 2D-FEM and
axisymmetric. The gas dynamics code comprised quasi-steady models of
turbocharger, manifolds, intercooler and cylinders. In this code, mass and
energy transfer were simulated, considering energy conversion (e.g., ther-
mal to work) and 1D heat transfer [159]. The coupling between the two
models occurred only on the interface. Convection was solved as a quasi-
steady state process, using the boundary conditions provided by both
models. An iterative process achieved the consistency of temperatures
and heat fluxes on both sides. Upon convergence, the transient processes
on the gas side and on the solid side were solved separately.
The first work that could be found in which a thermal model was cou-
pled to a powertrain model was published by Murrell et al. [129]. The aim
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of the research was to build a model capable to predict engine performance
and emissions. The authors used embedded maps of fuel consumption and
emissions that depended on engine speed and torque. Torque and engine
speed were determined by a drivetrain model that followed a FTP urban
driving cycle. From the maps, values valid under fully warm operation
were obtained. Those values were then multiplied with temperature-based
correction factors. The correction factors depended on temperatures cal-
culated by the thermal model. The thermal simulation was undertaken
with a reduced version of the lumped model of Bohac et al. [40], which was
reviewed in Section 2.2.3. Thus, in this work a decoupled approach was
used instead of proper co-simulation. To finish, the researchers discussed
the application of their approach to a hybrid vehicle.
Samhaber et al. [160] presented a procedure to realize a complete
co-simulation focused on thermal aspects. The structure is depicted in
Fig. 2.43. They used a vehicle and drivetrain model implemented in
AVL CRUISETM that considered aerodynamic and rolling resistances, road
loads, system inertia and mechanical friction. The engine gas flow and
the cylinder cycle would be solved with the 1D code AVL BOOSTTM. On
the contrary, fuel consumption, friction and emissions were characterized
by look-up maps. Engine heat transfer was evaluated at a lower solving
frequency with a lumped element model. The model was formed by 21
nodes and 34 thermal conduction conductances. In-cylinder data of gas
temperature and heat transfer coefficient was received from the engine
model. The authors noted that, ideally, this should be done by means
of coupling the cylinder and the thermal simulation but for their study
they used look-up maps instead. Moreover, the heat flux was corrected
for the engine temperature. The thermal model also took into account
friction. The convective heat transfer coefficient on the oil side was given
by a look-up table dependent on engine speed. On the coolant side, the
Nusselt analogy was applied. In both circuits, the thermal and hydraulic
aspects were solved with mass and energy conservation equations. The
thermal response of the solid and the cooling and lubrication circuits were
modeled together in AVL CRUISETM. With the global model, the au-
thors conducted simulations of the NEDC in which they assessed different
thermal management measures from the point of view of the transient
response and the thermal balance of the engine.
Kitanoski et al. [161] combined different tools to model the vehicle
components. For the gas path, including the cylinder, AVL BOOSTTM
was used. Heat release was simulated by means of Wiebe laws and heat
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Figure 2.43: Co-simulation of Samhaber et al. [160].
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rejection to cylinder walls was modeled with Woschni’s correlation. The
engine heat transfer model was a lumped model with 9 elements. This
model was made in MATLAB® and Simulink®. In fact, conductances
and capacitances were implemented as Simulink® modules. The cooling
and oil circuits were implemented in KULI. The cylinder-head and the
block were the heat sources for the circuits, which had no thermal inertia.
Finally, AVL CRUISETM was employed to set up the drive train, which
generated the load signal. All the different models were integrated with
an in-house platform that managed the data exchange. Once the vehicle
model was set up, the authors simulated a warm-up at constant vehicle
speed and a NEDC cycle, both at an ambient temperature of -20.
Kunze et al. [162] conducted a study in which they evaluated preheat-
ing strategies with the aim of reducing fuel consumption. Their vehicle
model is depicted in Fig. 2.44. It included engine, gearbox, coolant, mo-
tor oil and gearbox oil in the thermal analysis. The reference test was
the NEDC. The authors validated the model with experimental data and
then carried out simulations to assess the potential of two strategies: pre-
heating different components before the start of the cycle and heating
different fluid circuits during the NEDC. A final investigation of the im-
pact of preheating the engine fluids was conducted with the model and
experimentally to check the prediction accuracy.
Figure 2.44: Model of Kunze et al. [162].
Banjac et al. [43] presented a complete simulation of the engine, the
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Figure 2.45: Co-simulation of Banjac et al. [43].
vehicle and the thermal management system. Driving conditions were
simulated through a model of vehicle dynamics and a detailed mechanical
model of the drivetrain. The engine block model was angle resolved. Com-
bustion was modeled with Wiebe laws. Heat transfer was modeled with
lumped elements and correlations. Other systems were evaluated with
lower temporal resolution. The gas path model was 0D and heat rejection
to gas was resolved once per cycle. The thermo-hydraulic model for the
cooling and lubricating circuits combined two time scales. The shorter
time scale was employed to solve the incompressible flow distribution. In
this regard, mass and momentum equations were solved quasi-steadily bas-
ing on the electric analogy described by Kirchhoff’s laws. The longer time
scale of the thermo-hydraulic model was used to solve the energy equa-
tions that defined the transient thermal response of the fluid in a circuit.
In addition to this, an ECU model controlled all aspects of vehicle and
engine operation. An overview of the system is shown in Fig. 2.45. In
order to solve the entire system, the common solver had to manage dif-
ferent time scales and different numerical techniques to provide a suitable
coupling among the various physical domains. This implied optimizing
computational speed and ensuring numerical robustness. Upon validating
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the model with a mechanically driven coolant pump, the authors analyzed
the convenience of replacing it by an electrically driven pump. Two driv-
ing cycles, JC08 and Artemis, were simulated. Fuel saving was found to be
around 1%, derived from the lowered power required to propel the pump
and from the faster warm-up which reduced friction. Also related to the
faster warm-up, higher turbine outlet temperatures were observed, which
could result in faster catalyst heat-up.
Figure 2.46: Co-simulation of Chalet et al. [44].
Recently, Chalet et al. [44] reported an engine co-simulation that in-
cluded a detailed thermal model of the engine block. Gas path, injection,
combustion, friction and wall heat rejection were computed at high fre-
quency with a GT-Suite model. This model and its look-up maps were
calibrated with experimental tests. In particular, Wiebe laws to model
the heat release process were obtained. Due to the experimental calibra-
tion, the validity of the GT-Suite model was constrained to the tested
conditions. Engine heat transfer and thermo-hydraulic circuits (oil and
coolant) were modeled in LMS AMESim®. This part of the simulation
was run at low frequency. The engine thermal model was a lumped el-
ement model with 91 nodes representing solid masses and fluid volumes.
Convective heat transfer to oil and coolant was determined through Sieder-
Tate correlation, Eq. 2.17. The vehicle, driver and ambient data was also
included in the AMESim® low-frequency model. The co-simulation was
accomplished by means of a Simulink® module that made possible the
74 Previous work and literature review 2
data exchange between the two codes, as shown in Fig 2.46. The authors
conducted a validation in three engine operation points. Later, a NEDC
cycle in a motored vehicle was measured and simulated. The correct pre-
diction of oil and coolant temperatures was confirmed. Finally, the model
was employed in a study to reduce the metal mass at different locations
of the engine block.
Overall, the field of co-simulation in global engine or vehicle models
is under development and it is providing many valuable insights. Global
engine models are a primary tool for engine development. As reported in
this section and in Section 2.3, various approaches can be applied, but the
most sound and promising one is the co-simulation of physics-based models
dedicated to the particular processes occurring in the different subsystems
of the engine. It has been shown that the modeling of thermal aspects is
indispensable in this kind of simulations. Such considerations encourage
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3.1 Virtual Engine Model (VEMOD)
VEMOD is a tool for engine modeling which covers the calculation of
several physical processes, as sketched in Fig. 3.1. Air management is
computed by means of a 1D gas dynamics model [45]. The model deals
with flow properties transport along the intake and the exhaust systems
as well as the high and low pressure EGR paths [163]. Specific submodels
are considered for the boosting system, i.e. compressor [164] and turbine
[165] models, air-charge and EGR coolers, throttle valves, heat transfer
including gas-to-wall heat exchange and wall temperature prediction, etc.
The gas dynamics model is coupled to a cylinder model whose main func-
tion is the prediction of in-cylinder conditions based on the combustion
process [69] [71]. A detailed heat transfer model is used to obtain the
heat rejection to chamber walls, coolant and oil [166]. A mechanical losses
model [167] allows obtaining the brake power. An emission submodel is
coupled to the combustion process to predict raw CO, HC, NOx, and soot
emissions as a function of the engine operating conditions. Different ex-
haust aftertreatment systems, such as DOC, DPF and deNOx systems,
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e.g. LNT or SCR, can be considered. Aftertreatment submodels combine
thermo-and fluid-dynamic with chemical modelling in order to assess the
tailpipe emissions [168] [169].
The engine model is coupled to additional models providing the capa-
bility to simulate driving cycles. On one hand, a control system model
emulates the electronic control unit (ECU) of the engine. The ECU model
manages different engine actuators, such as throttle position, EGR valves
or variable geometry turbine depending on information from engine sen-
sors. The vehicle and driver models calculate the vehicle response accord-
ing to the driving cycle being simulated. Engine speed is the main input
to the engine model. The engine model is compiled as a dynamic link
library (.dll) compatible with other codes.
Figure 3.1: Flow-chart of the Virtual Engine Model (VEMOD).
VEMOD uses four different time scales to run the different engine
submodels, since the involved physical processes are very dissimilar. Gas
dynamics and in-cylinder thermodynamics are calculated with a time-
step which varies to ensure numerical stability. Injection, combustion and
emissions formation may require smaller time steps. In such case, the
current time step of the gas-dynamics model is divided into smaller parts.
Thermal evolution of the engine block and the liquids is solved once per
cycle. Control system, vehicle and driver model are integrated with a fixed
time step of 20 ms. Many processes are executed in parallel, benefiting
from multithreading.
The thermal models developed in this thesis were integrated into VE-
MOD. During the research reported in Chapter 6, a fully assembled virtual
engine model was deployed along with experimental data to validate the
modeled thermal response.
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3.2 CALMEC: Combustion diagnosis
CALMEC is a tool for combustion diagnosis. It is mentioned in Section 2.1
as one of the predecessors of the Virtual Engine Model. In addition to this,
CALMEC was used as an auxiliary tool during the research of this thesis.
One of the roles of CALMEC was to supply boundary conditions to the
engine heat transfer model in Chapter 4. In the same chapter, CALMEC
provided reference curves of in-cylinder heat rejection for a study. Another
application was the calibration of some submodels of the Virtual Engine
Model (VEMOD) in Chapter 6. These tasks are described in-depth in the
sections of the respective studies.
The main input of CALMEC is the in-cylinder pressure signal [170].
In-cylinder pressure is measured with a piezoelectric transducer. Data
from a number of engine cycles is collected, filtered and averaged to obtain
a representative pressure trace. The number of engine cycles sampled in
every study of this thesis was 25. Then, the first law of thermodynamics
can be applied in the closed cycle, between intake valve closing (IVC)
and exhaust valve opening (EVO), exploiting the fact that the cylinder
is a quasi-closed system. The Rate of Heat Release (RoHR) can then be
















where α is crank angle degree, m is mass in the cylinder, T is gas
temperature, V is instantaneous cylinder volume, Q is heat rejection to
the walls, CV is specific heat at constant volume, mf,ev is mass of evapo-
rated fuel, hf,inj is enthalpy of injected fuel, uf,g is internal energy of the
evaporated fuel, R is the ideal gas constant and mbb is blow-by mass leak.
Main hypotheses and features of CALMEC are:
 Gas pressure and temperature are assumed to be spatially uniform
inside the cylinder.
 The ideal gas law is used to calculate instantaneous gas temperature
from pressure signal. According to Lapuerta et al. [172], employing
the ideal gas equation in combustion flow instead of a more complex
correlation yields small and localized overestimations up to 2.1%.
 Three species are considered: air, fuel and stoichiometric combustion
products.
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 Specific heat of the gas depends on instanteneous temperature and
composition [173].
 Trapped mass is calculated by means of a filling and emptying model
[174].
 Blow-by is equated with an isentropic process [69].
 Volume variation due to mechanical deformation induced by pressure
and inertia is considered by means of a simple model [175].
 Wall temperatures and heat fluxes are calculated by the lumped
conductance model that is described in Section 3.3 as one of the
subjects of this thesis.
Figure 3.2: General workflow of CALMEC.
CALMEC has been thoroughly examined in earlier research works.
Methodological foundations were laid by Armas [176]. In that work, the
experimental combustion diagnosis procedure was developed, the thermo-
dynamic model was created and experimental and theoretical uncertainties
were analyzed. Mart´ın [177] undertook in-depth studies about CALMEC’s
performance. This prompted the stablishment of procedures and recom-
mendations for CALMEC usage. Furthermore, some submodels were im-
proved. In a more recent work [101], Carren˜o focused on the application
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of CALMEC to calculate the engine’s global energy balance. A detailed
analysis of the global energy balance and the capabilities of CALMEC
allowed to propose comprehensive methods and to improve the model.
Of particular interest for this work is that the calibration procedure was
critically improved.
As a consequence of using submodels (blow-by, deformation, heat trans-
fer, etc.) to improve the accuracy of Eq. 3.1, several calibration constants
are introduced in the calculation. The values of these constants are a
source of uncertainty. The calibration procedure of CALMEC attributes
the uncertainty to four sources [178]:
 Compression ratio. When the piston is in the top dead center posi-
tion, in-cylinder volume is very small and thus it can be difficult to
determine with enough accuracy [179]. Calculation of the thermody-
namic process is very sensitive to small errors in volume estimation
[178].
 Mechanical deformation model. Related to the model’s tuning con-
stant. The influence of this uncertainty on the in-cylinder volume is
smaller than the influence of compression ratio [175].
 Heat transfer model. As discussed in Section 2.2, semiempirical
convective heat transfer correlations use calibration constants. The
model used in CALMEC is described in Section 3.3.
 Thermodynamic shift. The instant of maximum pressure occurs be-
fore the top dead center. This is related to heat and mass losses. For
combustion diagnosis, it is necessary to determine the shift between
maximum pressure and minimum volume, in order to relate both
curves. CALMEC uses a formula proposed by Hohenberg [180]. The
expression is given in Eq. 3.2 to showcase the relation between ther-
modynamic shift, ∆α, and heat rate, Q˙. Because of such relation,
there are crossed effects between the calibration of both magnitudes.
In Eq. 3.2, ∆αQ is the shift due to heat loss and ∆αm is the shift
due to mass leak, which is much smaller [181]. R is the ideal gas
constant, n is engine speed, D is bore, s is stroke, Rc is crankshaft
radius and L is connecting rod length.
∆α = ∆αQ + ∆αm =
4R Q˙
2pi2n Cp pmax D2 s
(
1 + RcL
) + ∆αm (3.2)
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The calibration is conducted using data from motored engine tests.
During calibration, the four commented uncertainties are simultaneously
tuned until Eq. 3.1 satisfies that heat release from fuel is zero all over the
engine cycle [178].
3.3 Initial model of heat transfer in the engine
block
The output of the engine is mechanical power, produced in the engine
block through a thermal process. This makes the engine block the main
source of heat in the system. The importance of the heat transfer processes
in the engine block motivates the necessity of a dedicated model.
At the beginning of this thesis’ research, a model of heat transfer in the
engine block already existed [182]. This 0D model was able to calculate
temperatures in various parts of the engine block, as well as heat fluxes. It
was based on the lumped system analysis, which was explained in Section
2.2.3. Because of this, it was known as Nodal Model. The Nodal Model
was able to take into account the different thermal processes of conduction,
convection and heat generation. Radiation required an external radiation
model to supply the heat fluxes, which could then be considered as heat
sources. An advantage of the model was that nodes had a physical meaning
because they were a representation of parts of the engine block or specific
elements of the engine, such as valves or pipes. On the other hand, a
limitation of the model was that the thermal network was formed only
by conductances, without capacitances, and therefore it did not consider
transient effects. This model had been extensively tested over the years.
The first published work related to the Nodal Model explained the
development, calibration and validation in steady state [183]. The ex-
perimental work was carried out in two diesel engines. The validation
demonstrated that the model could predict engine temperatures under
varying operation conditions: engine speed, load, coolant and oil temper-
atures and intake pressure. A subsequent study improved the model and
extended the validation to two additional engines [166]. One of the en-
gines was instrumented internally and allowed to expand the steady-state
validation and to undertake a preliminary transient validation. In the
other engine, the Nodal Model could successfully predict the temperature
evolution of coolant and oil in a New European Driving Cycle. Transient
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studies were conducted without regard to thermal capacity. Instead, a
quasi-steady approach in discrete time instants was applied.
Thermal conductances are calculated with Eq. 2.37 and Eq. 2.38 for
conduction and Eq. 2.40 for convection. Therefore, the model needs ther-
mal properties, like conductivity or heat transfer coefficients, and geomet-
rical magnitudes, like contact areas or distance between nodes. Geometry
is automatically generated by the model in order to be a representation
of a real engine block. It can be divided into three elements: cylinder
liner, cylinder-head and piston. Next, the geometry of each of the three
elements is described.
Figure 3.3: 3D reconstruction of cylinder liner model.
The cylinder liner model is displayed in Fig. 3.3. Geometry is auto-
matically generated using three inputs: bore, stroke and squish height.
The number of nodes in axial and radial direction can be specified by the
user, to provide the desired degree of discretization. In circumferential
direction, there are 6 nodes. Among the uppermost nodes, there is one
additional, external ring of nodes. Therefore, the total number of nodes is
nax · nrad · 6 + 6. Height of upper nodes is equal to the squish height and
the rest follow a geometric progression in axial direction. In general, inner
cylinder surfaces are in contact with gas and outer surfaces are in contact
with coolant. An exception is the area between cylinders in case of multi-
cylinder engines. Another exception is the top external ring of nodes. The
coolant gallery starts below it, and thus only the underside of those nodes
is in contact with coolant. Conductive conductance among nodes in radial
direction is calculated with Eq. 2.38. In the other directions, Eq. 2.37 is
used.
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Figure 3.4: 3D reconstruction of cylinder-head model. Full (left). En-
larged (right).
Figure 3.5: Cross section of cylinder-head model (left). Bottom view of
firedeck (right).
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The cylinder-head is the most complex model, see Fig. 3.4. Still, the
entire geometry is generated using as inputs the bore, the diameters of
the intake and exhaust valves and, optionally, the surface areas of intake
and exhaust ports. Node sizes are scaled proportionally to these inputs.
Relative sizes and shapes of nodes are in accordance to typical dimensions
of four-valve cylinder-heads [184]. A cross section of the model is shown
on the left side in Fig. 3.5. In total, there are 35 nodes:
 18 nodes in the firedeck, some of them in contact with in-cylinder
gas. A bottom view of these nodes can be seen on the right side of
Fig. 3.5.
 For each valve, one node for the plug and one node for the stem.
The underside of the plug is in contact with in-cylinder gas. The
upper side of the plug and the stem are in contact with gas in the
intake or exhaust port.
 One node for each of the four ports, representing the walls in contact
with intake or exhaust gas.
 Three nodes for the injector. The undermost node is in contact with
in-cylinder gas.
 Two nodes for the bulk of the cylinder-head, one on the side of the
intake ports and one on the side of the exhaust ports. They are in
contact with the coolant galleries.
Eq. 2.37 is employed to calculate all thermal conductances except
those of the valve seats, where K = 0.56 · 3000A [118].
Figure 3.6: 3D reconstruction of piston model (left). Cross section (right).
The piston model is shown in Fig. 3.6, left. It is an axisymmetrical
model formed by 10 nodes. A cut view of one half is provided on the right
side of the same figure. It is built using the bore, the bowl diameter and,
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optionally, the upper surface area as inputs. Sizes and shapes are based on
common proportions of engine pistons. Upper surfaces are in contact with
in-cylinder gas. Node number 3 is in contact with oil, simulating that it
is crossed by an oil gallery. The underside surfaces, where oil is assumed
to splash from the pan, are in contact with this fluid as well (nodes 5, 6,
8 and 10 of Fig. 3.6, right). Conductive conductances in radial direction
(for instance, between nodes 2 and 7) are calculated with Eq. 2.38. For
conductances in axial direction (for example, between nodes 2 and 3),
Eq. 2.37 is used. Thermal conduction between piston and cylinder liner
through piston rings is considered in this model. Contact area between
piston and liner nodes changes over time due to piston movement. Radial
conductive conductances are obtained taking the precaution of averaging
the varying contact areas between nodes over the calculation period.
Apart from geometrical measurements, the other required inputs to the
Nodal Model are mean temperatures of the following fluids: in-cylinder
gas, intake gas, exhaust gas, oil, coolant in liner galleries and coolant in
cylinder-head galleries. These temperatures act as boundary conditions.
They can be measured or can be provided by an external model.
In the engine block there are different processes of thermal convection
(fluid - solid), each one using a different correlation for the heat transfer
coefficient, h. They are detailed next.
The heat transfer coefficient from in-cylinder gas to walls is the most
important. In this model, it is modeled with a modified Woschni corre-
lation, Eq. 3.3. It is reminded that the original Woschni correlation was
introduced in Eq. 2.24 and Eq. 2.25.
h(α) = 0.012D−0.2cyl p(α)
0.8 T (α)−0.55 ·
·
[
CW1 cm + CW2 cu(α) + C2
Vd TIV C
pIV C VIV C
(p(α)− p0(α))
]0.8 (3.3)






thus assuming a polytropic process. C2 is equal to 0 in the absence of
combustion or when p < p0. Otherwise, C2 is given a value which is
adjusted for every engine. cu is calculated in CALMEC according to Eq.
3.4 during the closed part cycle and according to Eq. 3.5 during the
open part. This was motivated by the research published in [185]. In
the equations, n is engine speed in rpm and SR is nominal swirl ratio by
cylinder-head design.
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where,
Kno−dis = e−0.200679 SR
0.431262
If Kno−dis is higher than 1, it is made equal to 1
Moreover,
















Constants CW1 and CW2 are adjusted for each engine under study.
During the closed part of the cycle, adjustment of CW1 was done in com-
bination of other constants as explained in Section 3.2. Adjustment of CW2
is done by trial and error under the criterion of balancing the global energy
balance of the engine over tests with different swirl ratios. If no tests with
different swirl ratios are available, CW2 is calculated as CW2 = 0.59∗CW1,
a typical ratio observed in previous experiments [177]. Also under the cri-
terion of energy balance consistency, values of CW1 and CW2 during the
the open part of the cycle are adjusted from Woschni’s reference values of
6.18 and 0.417. In this model, the same heat transfer coefficient is used
for all surfaces inside the cylinder.
















The heat transfer coefficient is necessary to obtain the gas tempera-
ture used in the calculation of heat flux between in-cylinder gas and walls.
This is demonstrated in Eq. 3.6, where i is the wall node, Qi is the
amount of heat received by a node over time, t is the time instant, n is
the number of instants, ∆t is the time period, A is the exposed area and
an overline means time-averaged. The demonstration shows that this pro-
cedure guarantees the agreement among heat flux, thermal conductances
and node temperatures [40].
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On the other hand,
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(3.6)
If contact area between the wall node and the cylinder gas is constant
over time, as it is in most nodes, then Ai,t = Ai and Eq. 3.6 is simplified
to Eq. 3.7. Only the exposed area of the nodes in the liner wall changes
over time because of piston movement, as shown in Fig. 3.7. For these
nodes it is necessary to use Eq. 3.6.
T gas =
∑
t ht Tgas,t ∆tt∑
t ht ∆tt
(3.7)
Convective heat transfer in intake and exhaust ports in modeled by
means of correlations for turbulent flow inside tubes. For the intake ports,
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(3.8)
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Figure 3.7: Gas nodes in contact with liner.
For the exhaust ports, two correlations are employed. The first one,
Eq. 3.9, is applied during the period when exhaust valves are closed. It
is due to Caton [187]. m˙ is the average mass flow per engine cycle, z is
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)0.8
(3.9)
During the part of the cycle when valves are open, there is gas flow through
the ports. Instantaneous gas velocity of the exhaust flow can thus be





Heat transfer coefficient calculated with Eq. 3.9 and Eq. 3.10 is finally
averaged to obtain a mean value for the whole cycle. For the average, the
relative portions of the cycle in which exhaust valves are open and closed
are taken into consideration.
Heat transfer coefficients for convection between the engine structure
and coolant are constant. There are two constant values: one for the
liner galleries and one for the cylinder-head galleries. Both processes are
independent.
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Figure 3.8: Cross section of
the complete Nodal Model
(half).
Oil heat transfer coefficients con-
sider two processes: forced convection
in one of the piston nodes and splash
cooling at the underside. Forced con-
vection is modeled with the Dittus-
Boelter equation, Eq. 2.16. Oil
splash is modeled with a correlation
employed by Jarrier et al. [117], Eq.
3.11, where n is engine speed in rev-
olutions per minute, υ is current dy-
namic viscosity and υref is reference








In this thesis, the Nodal Model
is thoroughly analyzed and improve-
ment studies are conducted. Chapter
4 is entirely devoted to this task. The
aim is to integrate the optimized heat
transfer model in the Virtual Engine
Model. The Nodal Model had been
integrated in another code before: in
CALMEC diagnosis tool. The version
in CALMEC was used in this the-
sis to evaluate the initial heat trans-
fer model, as reported in Section 4.2.
There existed also an initially identi-
cal standalone version which was used
for most of the research in Chapter 4.
Model integration in CALMEC was
mainly a source of advantages, since
the model was adapted for exchanging data with other submodels. A
drawback of integration was that it was adapted for simulating one single
engine cycle, as CALMEC. The temporal scope of VEMOD is, in contrast,
not limited to one cycle. During the reorganization of the model for VE-
MOD, one of the tasks was to make it work for the temporal range of the
inputs, regardless of it being different from a complete cycle. A second
important drawback was that the lumped model and CALMEC were in-
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tended for simulating steady-state operation. Consequently, modeling of
thermal transients had to be added. In addition to those upgrades, many
other improvements were implemented as explained in Chapter 4.
3.4 Heat transfer in the turbocharger
The turbocharger is a machine where complex heat transfer processes can
be found. This is a thermal machine with a relevant role in the engine
heat balance. Research has demonstrated the importance of heat transfer
in turbochargers, specially at low load and under pulsating flow conditions
[189]. Thus, it becomes necessary to take heat transfer into account to cor-
rectly predict enthalpy drops, outlet compressor temperature, which has
influence on engine performance, and outlet turbine temperature, which
can determine the operation of aftertreatment systems [190]. This justifies
the existence of a dedicated model.
Figure 3.9: Simplification of turbocharger geometry in heat transfer model
[191].
The development of the turbocharger heat transfer model is described
in [192]. In the model, geometry is simplified to a set of coaxial cylinders,
see Fig. 3.9. As in the engine, the lumped system approach is applied.
The model considers heat conduction, internal and external convection,
radiation to the exterior, thermal inertia and friction heat generation.
Fig. 3.10 is a schema of the different heat transfer processes in the thermal
network.
Conductive conductances and thermal capacitances are obtained for
each turbocharger following the procedure explained in [193]. Radiation
to the exterior and external convection are considered by the model but
will not be reviewed in this section because they are not relevant for this
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Figure 3.10: Lumped heat transfer model of the turbocharger [190].
thesis, which is focused on internal heat transfer. The detailed calcula-
tion procedure can be found in [191]. Internal convection processes are
modeled with correlations based on Sieder-Tate equation, Eq. 2.17, or
Dittus-Boelter equation, Eq. 2.16. Next, a brief account of the convective
correlations is given. For full detail, the in-depth study can be consulted
[194]. Correlations cited below obtain the Nusselt number, Nu.
For convection between exhaust gas and turbine walls, Eq. 3.12, based
on Sieder-Tate equation, is used. C1 is a calibration constant, ηmax is the
maximum isentropic efficiency of the turbine for a determined opening,
and Deff and Leff are characteristic lengths.










For heat transfer between intake gas and compressor walls, Eq. 3.13, of
the form of Dittus-Boelter equation, is employed. C1 and C2 are different
when the gas is heating the wall and when the gas is cooling the wall. C2
is equal to 0.3 in the former case and 0.4 in the latter.
Nu = C1 Re
0.8 PrC2 (3.13)
The turbocharger can be cooled by oil, water or both. Oil cooling is
modeled with Sieder-Tate equation and water cooling with Dittus-Boelter
equation. Nevertheless, calibration constants C1 are different from the
original ones because they are adjusted for each turbocharger.
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This heat transfer model, the turbine and compressor models and the
global turbocharger assembly have been tested and validated under dif-
ferent operating conditions [29]. The procedures for calibrating the heat
transfer model have been gathered in [198]. The turbocharger also has a
submodel of mechanical losses [199].
This model is part of VEMOD and was developed in parallel with this
thesis. It was employed every time VEMOD was used in this thesis, as
the modeled engine had a turbocharger.
3.5 Heat transfer in gas ducts
In VEMOD, the ducts of the gas circuit have a heat transfer submodel
[195]. The submodel can take into account internal and external convec-
tion. The correlations used for internal heat transfer are relevant for this
thesis. They are the correlations used to calculate heat transfer in the
intake and exhaust ports of the cylinder-head and also in heat exchangers.
For ducts belonging to the intake system, a correlation proposed by
Depcik and Assanis is used, Eq. 3.14 [196]. It is based on the relation





On the exhaust side, correlations developed in previous theses are em-
ployed. For exhaust ports, the equation is Eq. 3.15 [197]. This correlation
is based on Sieder-Tate equation 2.17. Eq. 3.16, based on the relation













External convection is considered by the model but will not be re-
viewed here because this thesis is focused on the internal heat transfer
processes. Due to the existence of external boundary conditions, duct
wall temperatures can be variable and can be calculated by the model.
Alternatively, there is the possibility of setting fixed wall temperatures as
boundary conditions.
92 Modeling tools 3
As the turbocharger model, the gas circuit model is part of VEMOD
and thus it was active every time VEMOD was used in this thesis.
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This chapter covers the process of evaluation and improvement of the
engine heat transfer model known as Nodal Model. The evaluation was
both qualitative and quantitative. The qualitative part, reported in Sec-
tion 4.1, consisted in a examination of the initial characteristics of the
model, to contrast them with the target features. Particular attention
was focused on prediction capabilities because VEMOD is a predictive
tool. The quantitative evaluation was based on a experimental campaign
in a diesel engine. It is thoroughly accounted in Section 4.2.
After evaluation, one of the proposed improvements was to include
a multizone model to improve predictions of convective heat transfer to
cylinder walls. Model implementation is described in Section 4.3, including
related studies and the calibration, which were carried out with help of
a computational fluid dynamics (3D-CFD) code. The predictive capacity
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of the multizone model was assessed using experimental measurements as
reference.
The development of other improvements is reported in subsequent sec-
tions. Topics related to convection processes on the coolant and oil sides
are covered in Section 4.4. Introduction of capacitances in the thermal
network and mathematical methods to solve the transient response of the
thermal system are discussed in Section 4.5. Other improvements and
updates are described in Section 4.6. The final model underwent an addi-
tional validation to check the suitability of the new features.
4.1 Qualitative evaluation of the initial model
The initial engine heat transfer model was described in 3.3. It is a steady-
state lumped element model called Nodal Model. The working princi-
ples of lumped element models were explained in 2.2.3. A survey of rele-
vant models used for engine research was also undertaken. It was shown
that lumped element models are non-dimensional tools that have advan-
tages such as spatial resolution, consideration of the different heat transfer
mechanisms and uncomplicated compatibility with other models. In the
description of the initial Nodal Model in Section 3.3, its capabilities were
discussed. Two previous research studies in which this model was the
central subject were reviewed. Thereafter the scientific characteristics of
the model were detailed. After examining the collected information, a
qualitative evaluation of the model’s capabilities could be accomplished.
Initial features were:
 Broad spatial resolution with 35 nodes in the cylinder-head, 10 in the
piston and a user-configurable number of nodes in the cylinder liner.
Furthermore, the nodes corresponded to real elements or parts of
the engine structure. Node shapes were fixed but dimensions were
automatically scaled with input dimensions such as bore, stroke,
bowl diameter and valve diameters.
 Modeling of convective processes was achieved through correlations
that take into account the effect of engine parameters. A highly
developed Woschni correlation was used in the cylinder walls. In ad-
dition, there were convective correlations for the intake and exhaust
ports and for the oil.
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 The model could predict temperatures in the engine structure in
steady state. Predictions were valid for different engine speeds,
loads, coolant and oil temperatures and intake pressures.
 The model could predict temperatures of the solid as well as of the
liquids (coolant and oil) during warm-up. This capability was not
based on the consideration of the thermal capacity of the system,
but on discrete quasi-steady estimations.
 The Nodal Model was already adapted to work within the combus-
tion diagnosis tool CALMEC, coupled to other submodels.
This account portrays the Nodal Model as a suitable tool for its origi-
nal application. The model had a solid predictive capacity of steady-state
temperatures in the engine structure. It also provided considerable spa-
tial resolution and physical foundation. Last, it was adapted to work
integrated into a code of cylinder thermodynamics.
The presented account also allows to identify areas for improvement.
Geometry was based on real engine dimensions and it was resized accord-
ing to input parameters. However, engines can have very diverse geome-
tries concerning piston head shape, cylinder-head configuration, number of
elements such as valves, prechambers, etc. It was thus necessary to allow
the possibility of manually defining the geometry so that any reciprocating
machine could be defined.
Second, the quasi-steady approach used in the past to model transient
behavior is not optimal. It was argued in Section 2.2.3 that the most
rigorous way of simulating thermal inertia in lumped elements models is
adding capacitances to the network.
The correlations used for convective heat transfer performed their func-
tion properly, but alternatives could be explored. In particular, the suit-
ability of Woschni’s correlation for in-cylinder heat transfer has been dis-
puted, as was seen in Section 2.2.1. In addition, the initial Nodal Model
had no correlation for convection on the coolant side. A physical correla-
tion would allow to take into account important variables such as coolant
mass flow.
Going deeper into in-cylinder heat rejection, it was found during the
literature review in Section 2.2.4, that lumped models alone were unable
to fully reproduce the temperature distribution on the cylinder walls. The
assumption of a common heat transfer coefficient for the whole combus-
tion chamber was unsatisfactory. Several researchers have proposed to use
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zonal heat transfer coefficients based on the flow distribution. This can be
accomplished through non-dimensional modeling, by way of so-called mul-
tizone models. For the research of this thesis, it was interesting to assess
whether the Nodal Model was able to predict the temperature distribution
on the cylinder walls. Should it were incapable, a multizone model would
be a promising add-in to be tested.
A related topic is swirl motion. Research studies about multizone
heat transfer models give great importance to swirl. It is also known that
swirl has a significant influence on engine performance [200]. However, the
influence of swirl on engine heat transfer has not been thoroughly studied.
Moreover, the Nodal Model had not been validated for different levels of
swirl motion. That was therefore a subject of interest.
Finally, the integration of the Nodal Model into VEMOD implied that
it would be coupled to various models. The Nodal Model had to be
adapted to ensure compatibility and interaction among the constituents of
the Virtual Engine Model. It was mentioned in Section 3.5 that VEMOD
has heat transfer models for the intake and exhaust ports. The engine
heat transfer model had to be made compatible with them. Friction and
injector models should be able to exchange relevant data with the engine
heat transfer model too. Another change was that, in VEMOD, thermo-
dynamics are time-based instead of angle-based. The codes into which the
engine was integrated initially are angle-based. That required adaptation
as well. The last matter was the interaction of the Nodal Model with the
ancillary systems models that were developed in this thesis, concerning
the cooling and lubricating circuits.
In summary, the desired features were the following, enunciated in the
order in which they were dealt with in this thesis:
 Ability to accept any user-defined geometry, not just the default one.
This should be achieved by means of importing the lumped system
data from an external source.
 Validated prediction of the influence of engine speed, load and swirl
motion on wall temperatures. This could be fulfilled combining ex-
perimental tests and conventional simulations of the Nodal Model,
as in previous studies.
 Validated prediction of the spatial distribution of wall temperatures.
Experimental measurements should show the actual distribution.
Predictions of the Nodal Model could be enhanced by implementing
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a multizone heat transfer model. This zonal model, in turn, would
need to be calibrated and validated.
 Modeling of heat transfer coefficients on the coolant side. New cor-
relations had to be included.
 Modeling of thermal transients by means of adding thermal capac-
itances into the network. A validation of the modeled thermal re-
sponse was pertinent. The validation should be achieved through
comparison with experimental measurements.
 Adaptation of the revised Nodal Model to VEMOD implementation.
That should be attained through various modifications.
4.2 Quantitative evaluation of the initial model
4.2.1 Methods
The quantitative evaluation of the initial model of heat transfer in the
engine block, i.e. of the initial version of the Nodal Model, should be
accomplished through the validation of the predicted wall temperatures
under different conditions of engine speed, load and swirl motion. These
parameters alter in-cylinder conditions, allowing to analyze heat rejection
to walls and thermal response of the engine structure. In the initial single-
zone model, heat rejection was determined with Eq. 2.5. Three surfaces
were considered: liner, firedeck and piston head. Twall and area are re-
ferred to these surfaces. Heat transfer coefficient and gas temperature
were the same for the three surfaces. Thus, the evaluation of predicted
temperatures had to cover Twall of the different walls, that is to say, an
area-averaged temperature value for each wall. In addition, it was shown
in Section 2.2.4 that another relevant matter was the temperature distri-
bution on the cylinder walls. This had to be examined locally, without
averaging whole surfaces. Thus, both area-averaged wall temperatures
and non-averaged temperature distribution should be evaluated.
A combination of experiments and simulations could be employed to
fulfill the validation of predicted temperatures. A method to realize the
quantitative evaluation was proposed:
1. Set up an installation to measure temperatures of the engine struc-
ture experimentally.
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2. Carry out engine tests consisting in sweeps of relevant parameters:
engine speed, load and swirl motion.
3. Supply a combustion diagnostics code, CALMEC, with data from
measurements to replicate the experimental tests by simulating the
cylinder.
4. Obtain predicted temperatures in the solid from the Nodal Model
that is integrated into CALMEC.
5. Compare surface-averaged wall temperatures under the different op-
erating conditions.
6. Compare temperature distributions locally, location by location.
Test facility
Figure 4.1: Photograph of Engine 1 in test facility.
The engine and the facility used to conduct the experimental research
of this chapter are described here. The main feature of this facility was an
installation of thermocouples embedded in the engine structure, devised
to gain insight of the heat transfer processes inside the engine block. The
engine is called Engine 1 to differentiate it from the engine used to do the
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experimental work of Chapter 6. Engine 1 was a four-cylinder, four-stroke
production diesel engine. It had four valves per cylinder, centrally located
injectors and a re-entrant type piston bowl. The engine was equipped with
a high pressure exhaust gas recirculation system and a variable-geometry
turbocharger. Swirl control valves in helical intake ports allowed to set
the swirl ratio to 1.4, 2, 2.5 or 3 in every cylinder. The engine hardware
complied with Euro 4 emissions regulations. Main engine specifications
are given in Table 4.1.




Torque (max.) 320 Nm @ 2000-2750 rpm
Power (max.) 110 kW @ 4000 rpm
Table 4.1: Main specifications of Engine 1.
Variable Sensor Range Accuracy
Engine speed Dynamometer 0-7500 rpm ± 1 rpm
Torque Dynamometer 0 - 500 N m 0.5%
In-cylinder pressure Kistler 6125C10 0 - 300 bar ± 1.25 bar
Air mass flow AVL Flowsonix Air 0 - 1400 kg/h 1%
Fuel mass flow AVL 733S 0 - 41.67 g/s 0.12%
Temperature of K-type -200 to 1250 °C ±2 °C
gases and structure thermocouples
Temperature of liquids PT100 RTD -30 to 350 °C ±0.01°C
Table 4.2: Main instrumentation used in Engine 1.
The facility included complete instrumentation to measure all relevant
magnitudes. It is listed in Table 4.2. An electric dynamometer was directly
coupled to the engine. The dynamometer allowed to set engine speed and
measure torque. In-cylinder pressure was measured in each cylinder with
Kistler 6125C10 piezoelectric transducers mounted in the glow-plug bores.
The signal was then converted with Kistler 4603B10 charge amplifiers. A
crank angle increment of 0.5 degrees was used for the in-cylinder pres-
sure acquisition. A total of 25 consecutive cycles of in-cylinder pressure
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data were sampled. A DRIVVEN control module [201] recorded the pres-
sure trace. In addition to this, DRIVVEN allowed to set and record all
parameters related to injection, as well as the turbine configuration and
the opening degree of the swirl and EGR valves. A picture of one of the
swirl valves can be seen in Fig. 4.2. Signals of slow-response sensors were
monitored and collected at a sample frequency of 100 Hz with a separated
data acquisition system. In particular, temperatures of gases were mea-
sured with K-type thermocouples. Temperatures of liquids were measured
with PT100 resistance temperature detectors. The complex installation
to measure temperatures in the engine structure is described in detail in
the section below. It featured an independent recording system. Four
conditioning circuits controlled by PID were used to regulate coolant, oil,
fuel and intake air temperature. The conditioning system is depicted in
Fig. 4.3.
Figure 4.2: Photograph of a swirl valve of Engine 1 [144].
Thermocouple installation
Considering goal number 6 of the proposed method, it is clear that spa-
tial resolution was a requirement. That dictated the need of a relatively
high number of sensors. In Section 2.2.2, different options for temperature
measurement in internal combustion engines were discussed. Among the
less invasive techniques, fast-response sensors can provide high temporal
resolution and some spatial resolution. However, it was shown that mea-
surement with fast sensors is based on some assumptions that make the
technique not fully reliable yet. On the contrary, slow-response sensors
are free of questioning due to the technique’s simplicity. They are un-
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Figure 4.3: Temperature conditioning of fluid flows in Engine 1.
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able to provide sampling within an engine cycle but it is known that, in
the solid, temperature changes become quasi-steady within a very short
distance from the surface [133]. In summary, if one is willing to sacri-
fice temporal resolution, slow-response sensors are a suitable solution that
have benefits in terms of reliability and can generally provide a higher
spatial resolution than fast-response sensors because sensors are smaller.
Moreover, sensor placement is more flexible for the same reason. For the
particular application of this study, slow-response sensors were suitable
to measure the steady-state response of wall temperatures to changes in
engine parameters. Slow sensors were also useful for studying long tran-
sients, like warm-up or cool-down processes of the engine structure. The
present section, however, is focused on steady-state analysis. Transient
behavior is tackled later, in Section 4.5.
Figure 4.4: Drill holes and thermocouples in a section of the cylinder-head.
Embedded into the structure of Engine 1, there was the installation of
slow-response thermocouples. In Fig. 4.4, some drill holes are depicted.
Temperature sensors were 88 K-type thermocouples located in the vicin-
ity of the cylinder walls. In the cylinder-head, 54 thermocouples were
installed. In the cylinder block, there were 34 thermocouples. The piston
was not instrumented. As reported in Section 2.2.2, data transmission
from sensors in the piston to a recorder is problematic due to the piston
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movement. Because of this, the reviewed techniques to measure piston
temperature required a major overhaul of the engine structure. For this
study, it was preferred to maintain engine integrity. This allowed to make
tests in any operating condition, even at high engine speed and full load.
In addition, the representativity of a production engine was conserved. In
previous studies [183] [166], it was found that temperature prediction in
the piston was as good as those in the cylinder-head and in the liner. In the
present research it was assumed that if cylinder-head and liner predictions
were accurate, piston predictions would be validated as well.
Location of the thermocouples was chosen to collect data from the
closest areas to combustion chamber surfaces. Due to the fragility of the
thermocouples and the adverse conditions found in the cylinder of a fired
engine, the thermocouples were installed not flush to surface but within
a short distance, embedded in the material. This allowed to measure
temperature without exposing the sensors, thus ensuring high durability.
This measure demonstrated to be effective, since no thermocouple stopped
working after all experimental works with this engine.
(a) Depth: 4 mm (b) Depth: 7 mm
Figure 4.5: Location of thermocouples in the firedeck of cylinder 1.
In the cylinder-head under study, there were 54 thermocouples dis-
tributed on two planes perpendicular to the cylinder axis. First section
was located 4 mm above the firedeck surface and second section was at
7 mm above the surface. Location of thermocouples is indicated in Figs.
4.5 to 4.8.
It can be seen that the distribution of thermocouples was very similar
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(a) Depth: 4 mm (b) Depth: 7 mm
Figure 4.6: Location of thermocouples in the firedeck of cylinder 2.
(a) Depth: 4 mm (b) Depth: 7 mm
Figure 4.7: Location of thermocouples in the firedeck of cylinder 3.
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(a) Depth: 4 mm (b) Depth: 7 mm
Figure 4.8: Location of thermocouples in the firedeck of cylinder 4.
on both planes, except for one thermocouple on the exhaust side. Piston
bowl location and fuel spray estimated directions are also indicated in the
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Figure 4.9: Location of thermocouples in the liner of cylinder 1.
Thermocouples in the cylinder block were installed 1.3 mm deep from
the liner surface. They were located at different positions along the piston
stroke. In each cylinder there were four vertical lines of thermocouples
separated 90° from each other. Each line had a different number of ther-
mocouples. There were more thermocouples close to the cylinder top than
near the bottom. The upper area was considered more interesting be-
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Figure 4.10: Location of thermocouples in the liner of cylinder 2.
cause, due to piston motion, it had a longer exposure time to in-cylinder
gas. Along the vertical direction, thermocouples were installed on four
planes at 8, 25, 81 and 89 mm below the top of the block respectively.
Figs. 4.9 to 4.12 show the location of thermocouples in the liner of the
different cylinders. Thermocouples are marked as a purple dot. On the
lower axis, the angle of the cylinder circumference is indicated, starting
from the side of the engine where the exhaust system is. The vertical
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Figure 4.11: Location of thermocouples in the liner of cylinder 3.
In order to reduce temperature measurement errors with thermocou-
ples, the following precautions were taken [202]:
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Figure 4.12: Location of thermocouples in the liner of cylinder 4.
 The inserted length of the thermocouple into the material was, at
least, 5 times the thermocouple diameter.
 The shape of the bottom of the hole matched the shape of the end
of the sensor and the sensor was pressed fully to the bottom.
Thermocouple signals were received by two data-loggers with 60 chan-
nels each and then sent to be recorded on a computer. After conducting
the test campaign described below, the average standard deviation of ther-
mocouple measurements was 0.35. The median of the standard deviation
was 0.29. The maximum observed standard deviation was 0.83 in one
thermocouple of the liner while measuring the test point at the highest
engine speed and load.
Test campaign
Step 2 of the proposed method consisted in a test campaign. The test
campaign had to assess predictions of the Nodal Model under different
conditions of engine speed, load and swirl motion. Engine speed and
load were investigated in different operating points. Each operating point
was a combination of engine speed and load. Besides, as pointed out by
various authors cited in the literature survey of Section 2.2.4, swirl should
play an important role in in-cylinder heat transfer. To investigate the
effects of swirl, the test plan had to include sweeps of swirl ratio with
the four levels of swirl allowed by the engine. To optimize the testing
effort and keep the amount of data manageable, six operating points were
selected in which swirl sweeps were performed. The operating points, or
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keypoints, were intended to cover varied operating conditions which belong
to homologation cycles. They are shown in Fig. 4.13 and summarized in
Table 4.3. Each operating point had a nickname formed by engine speed
and brake mean effective pressure (BMEP) separated by the symbol @.
The keypoints covered three levels of engine speed, different levels of load
from very low to full load and four levels of swirl. In total, 24 operating
conditions in steady state.
Figure 4.13: Operating points (keypoints).
Nickname 1500@8 1500@14 2000@2 2000@5 2000@20 3000@14
Engine speed [rpm] 1500 1500 2000 2000 2000 3000
BMEP [bar] 8 14 2 5 20 14
Torque [N m] 123 215 31 77 318 215
Load [%] 50 85 10 25 100 70
Swirl ratio at IVC [-] 1.4, 2, 2.5, 3
Table 4.3: Test plan.
The test procedure was devised to keep constant the amount of fuel
injected in the combustion chamber and conditions at intake valve closure
in each swirl sweep. This way, the quantity of input energy was main-
tained constant under the four different swirl conditions. Thus, a rigor-
ous back-to-back comparison among all measurements was made possible.
Moreover, some settings were the same in all tests to facilitate direct com-
parison. They are summarized in the following list and their values can
be consulted in Table 4.4.
 Temperatures of intake gas, coolant, oil and fuel.
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 CA50: crank angle in which 50% of fuel mass has burned.
 Fuel mass injected by pilot injections.
 Dwell among injections.
The injection profile was formed by two pilots and one main injection. Fuel
mass injected by pilot injections and dwell among injections were the same
for all tests. On the contrary, fuel mass injected by the main injection was
adjusted in each test to reach the target torque, and injection timing was
adjusted to keep the target CA50.
Injection/combustion settings
CA50 [degrees after TDC] 13
Dwell: 1st to 2nd pilot [µs] 800
Dwell: 2nd pilot to main [µs] 800
Fuel mass: 1st pilot [mg/cycle] 1.5
Fuel mass: 2nd pilot [mg/cycle] 1.5
Fluid temperatures
Intake temperature [] 45
Coolant outlet temperature [] 87
Oil outlet temperature [] 95
Fuel inlet temperature [] 34
Table 4.4: Common settings for all operating points.
Rail pressure changed depending on the operating point and was kept
constant during each corresponding swirl sweep. Values are summarized in
Table 4.5 for the different keypoints. In the same table, limits of in-cylinder
pressure to ensure safe operation are shown. Both peak pressure and
slope of the pressure curve had to be controlled. Those pressure restraints
were defined by the engine manufacturer with the aim of guaranteeing
mechanical integrity.
Finally, torque changed in every test, in response to the variations of
swirl motion and other parameters.
After engine start up, various magnitudes were set for all tests in an
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Keypoint 1500@8 1500@14 2000@2 2000@5 2000@20 3000@14
Rail pressure [bar] 850 1020 730 970 1230 1440
Peak Firing Pressure [bar] 130 130 160 160 160 160
Pressure Rise Rate [bar/deg] 10
Table 4.5: Pressure settings for each operating point.
operating point, as a first step.
 Engine speed.
 Rail pressure.
 Fuel mass injected by pilot injections.
 Dwell among injections.
First test was done under conditions of maximum swirl ratio (SR = 3).
When providing maximum swirl, the swirl valve was in the position that
obstructed flow the most. That is to say, for maximum swirl, pressure
loss in the intake ports was the highest. Accordingly, the configuration of
the variable geometry turbine was adjusted to maximize intake pressure.
Magnitudes that changed during the test, as injection timing and duration
of main injection, were given preliminary values.
Next, the engine was warmed up until steady state was reached. Tem-
peratures of coolant, oil and structure were monitored to check that tem-
perature variation was lower than 0.5°C per minute. PID controllers regu-
lated the water flows through intercooler, coolant cooler and oil cooler to
maintain temperatures of intake gas, coolant and oil at the values shown
in Table 4.4. Fuel was also conditioned (heated or cooled) before enter-
ing the engine. The temperature settings were chosen because they are
found in typical engines during normal operation. Stabilization time was
between 20 and 40 minutes depending on the measured point. During
stabilization, injection duration and timing were gross tuned to get torque
and CA50, respectively, closer to target values.
Once steady state was reached, the duration of the main injection
was fine tuned to obtain nominal torque and BMEP. Injection timing was
also tuned to keep CA50 at 13 degrees after top dead center. When all
parameters were stable and nominal, mass flow rates of fuel and intake air
were noted down, as they had to be kept during the whole swirl sweep.
Afterwards, all relevant magnitudes were recorded, including temperatures
of the engine structure. Three repetitions of the test were measured. In
each repetition, thermocouple signals were scanned every four seconds for
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INITIAL TEST
Figure 4.14: Procedure to measure the test at maximum swirl ratio.
one minute. Response time of thermocouples was below 2 seconds. Scans
were then averaged for each thermocouple and repetition. Thereupon, the
test of maximum swirl ratio was completed. A schema of the procedure
to measure the first test of the swirl sweep, the one with the highest swirl
ratio, is shown in Fig. 4.14.
Then, the swirl valve was operated to reduce swirl ratio to the next
level (SR = 2.5). When the swirl valve was operated, obstruction of the
intake flow in the helical port changed. As explained previously, when
swirl ratio was reduced, pressure loss in the valve decreased. Therefore,
to keep the same intake mass flow when decreasing the swirl ratio, the
turbine configuration had to be adjusted in order to provide lower intake
pressure. Three parameters had to be iteratively adjusted to reach the
reference values of intake mass flow rate, fuel consumption and CA50, as
they had influence on all of them.
1. Turbine configuration.
2. Duration of main injection.
3. Timing of main injection.
Once all magnitudes converged, measurements were made. Among the
measured variables was the new torque value. Temperatures of engine
structure were measured as explained in the description of the first test.
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The process explained for the second swirl ratio was repeated for the two
remaining swirl ratios. The whole procedure was repeated in all keypoints.
Altogether, 54 measurements of 18 different operating conditions were
collected. The procedure is depicted in Fig. 4.15.







Figure 4.15: Procedure to measure the rest of the swirl sweep.
In addition to the research tests, a set of motoring tests was conducted
to calibrate the cylinder model in CALMEC. Engine speed was varied
between 1000 and 4500 rpm, every 500 rpm. All operating points were
tested at two swirl levels, minimum (SR = 1.4) and maximum (SR = 3).
Variables were measured as in the fired tests. In total, data of 14 operating
conditions was obtained.
Model calibration
Apart from the thermocouple installation described above, the engine
had additional instrumentation. Part of this instrumentation was use-
ful to monitor engine operation, e.g. engine temperatures. However,
most instrumentation was present to measure variables that were inputs
of CALMEC. Examples of those measurements are the following:
 In-cylinder pressure trace.




 Intake pressure and temperature.
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 Exhaust pressure and temperature.
 Blow-by rate.
Part of the data was used as a source of boundary conditions for
CALMEC. Another part was used to calibrate models. The rest of the
data was employed for later analyses. As explained in Sections 3.2 and 3.3,
a very influential element that needs calibration is the modified Woschni
correlation used to calculate heat rejection to cylinder walls, Eq. 3.3. It
is shown again here due to its relevance. It was mentioned that the cor-
relation includes constants that multiply mean piston speed (CW1) and
swirl velocity (CW2) to adjust the effect of those parameters. Moreover,
the calibrated values and the calibration process were discussed. Now,
the calibration process can be related to the instrumentation and the test
plan.
h(α) = 0.012D−0.2cyl p(α)
0.8 T (α)−0.55 ·
·
[
CW1 cm + CW2 cu(α) + C2
Vd TIV C




Motoring tests were used to adjust the cycle uncertainties, as described
in Section 3.2, exploiting the fact that heat release from fuel was nonex-
istent. This procedure yielded the value of CW1 = 2.17 for the closed
cycle. Since the motoring tests were done with two different swirl ratios,
CW2 could be preliminary adjusted. In addition, in a closed volume and
in absence of heat release, it is possible to apply the first law of thermo-
dynamics to estimate heat losses to the cylinder walls. The method and
its limitations were commented in Section 2.2.2. The equation to be used
was Eq. 2.32. These curves of estimated heat flux to the cylinder walls
were a result from CALMEC.
Later, the fired tests of the keypoints could be used to refine the cali-
bration. The tuning constant of the combustion velocity term in Woschni
correlation, C2, could be adjusted to the value of 1.05× 10−3. The fine-
tuned value of CW2 was 0.2. To satisfy the global energy balance, the inte-
grated curve of heat release had to match the energy of the fuel consumed
in one engine cycle, which had been experimentally measured. During the
open part of the cycle, constants CW1 and CW2 were set to 3.09 and 0.21,
respectively. These values are proportional to those proposed by Woschni
(CW1 = 6.18, CW2 = 0.417, see Section 3.3). A proportionality factor of
0.5 was selected to adjust the global energy balance during the open cy-
cle. In particular, the fact that in-cylinder heat losses are dissipated into
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coolant and oil flows was exploited. Constants could be calibrated because
all processes rejecting heat to coolant and oil were modeled and the results
could be compared to experimental values of heat rejection to coolant and
oil that had been measured. In the end, the global energy flows of mechan-
ical power, chemical energy, heat and flow enthalpy were balanced for all
tests and they were in agreement with experimental measurements. Beside
the adjustment of the global energy balance, a thermocouple installation
may allow to compare measured and predicted wall temperatures, which
can be useful for calibration, as shown in Fig. 4.16. In this study, the
later method was not employed because the thermocouple measurements
were reserved to evaluate the Nodal Model predictions.
Figure 4.16: Workflow for studies with CALMEC.
Adaptation of the engine heat transfer model
The Nodal Model under evaluation was the one integrated into CALMEC.
That permitted to reproduce the test conditions in the cylinder, which
were boundary conditions for the Nodal Model. To replicate experimen-
tal conditions even better, model geometry was adapted to represent the
real geometry obtained from engine drawings. In the cylinder-head, the
configuration of nodes was rearranged in a way that made the geomet-
rical center of the node match the thermocouple measurement location.
Node shapes had to be modified and new nodes were added. The original
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(a) Original configuration
(b) Adapted configuration for Engine 1
Figure 4.17: Configuration of nodes in the firedeck.
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Figure 4.18: View from above of some elements of the new cylinder-head
model
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and the new configurations of nodes in the firedeck can be compared Fig.
4.17. In that figure, the location of thermocouples is marked with a black
circle. 3D CAD models of the cylinder-head were built using data from
the engine drawings. Some elements can be seen from above in Fig. 4.18.
Blue elements on the right side are intake ports. Red elements on the
left side are exhaust ports. Stems of exhaust valves are visible in orange
color and stems of intake valves in dark grey. Injectors are colored in
light grey. The three planes at the bottom contained the firedeck nodes.
Each of the three levels of nodes that formed the firedeck had a different
thickness, as shown in Fig. 4.19. It must be noted that the nodes of the
two upper levels had their geometrical centers at the same distance from
the cylinder surface as the thermocouples: 4 and 7 mm. The firedeck was
crossed by coolant galleries, as was seen in Fig. 4.17(b). A lateral view
of the cylinder-head is shown in Fig. 4.20. Intake ports are colored in
dark blue, exhaust ports in dark red, valves in orange and the injector in
green. Lighter blue elements represent cooling galleries and the surround-
ing areas. Light grey parts are oil galleries and the darker gray piece at
the bottom is the firedeck. The solid material around all these elements
and above the firedeck is not represented in the figure. The geometry of
this material’s nodes around the visible elements could be obtained by
doing a negative of the model. Having the 3D CAD model of the cylinder
head was very useful to measure node volumes, as well as contact areas
and distances among nodes. As mentioned in Section 2.2.3, that data is
required for defining the conductances and capacitances of the thermal
network.
The 102 nodes in the new model of the cylinder-head could be classified
as follows:
 66 nodes formed the firedeck, which was divided into three levels.
The total thickness was 8 mm. All thermocouples coresponded with
nodes in this area.
 For each valve there were two nodes for the plug and one node for the
stem. In total, 12 nodes were used in the four-valve cylinder-head.
 One node for each of the four ports represented the walls in contact
with intake or exhaust gas.
 Four nodes made up the injector.
 The solid bulk was represented by 8 nodes on each side of the
cylinder-head (intake and exhaust). They were in contact with the





Figure 4.19: Thickness of firedeck nodes in the adapted model
Figure 4.20: Lateral view of some elements in the new cylinder-head model
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coolant galleries that were shown in the Fig. 4.20. All coolant gal-
leries were represented by a single node that acted as a boundary
condition.
The liner has a much simpler geometry. The original geometry was
kept, but an examination to find the optimal number of nodes was done.
It was mentioned in Section 3.3 that the level of discretization in the liner
model could be specified by the user. In the liner study, the automatic
geometry was generated for different number of axial nodes. Number of
radial nodes was kept in two and number of circumferential nodes in six.
In Fig. 4.21 the locations of the thermocouples were superimposed to the
nodal distribution. It was found that, in order to have one separated node
for each of the two thermocouples at the bottom, it was necessary to use 9
axial nodes. Another option that matched the geometrical centers of the
nodes with the thermocouples was to use 5 axial nodes. In that case, the
two thermocouples at the bottom corresponded to the same node but they
were near to the center. It had to be considered that twelve nodes had to
be added for each additional axial level: six for the internal ring of nodes
and six for the external ring, taking into account that the number of nodes
in radial direction was two. Under those terms, using 9 axial nodes instead
of 5 implied to add 48 new nodes to the system. Finally, the option of 5
axial nodes was considered accurate enough and was chosen, avoiding the
penalty in computational cost and complexity of results.
Finally, the piston was modeled in 3D using the information from the
engine drawings. The number of nodes, 10, was maintained, as shown
in Fig 4.22. Geometry, notwithstanding, was altered to resemble the real
piston.
For this engine, the geometry data of the nodes and the thermal con-
ductances of the network were calculated manually. To achieve this, the
3D CAD models were instrumental. Location of the geometrical centers
of the different nodes was necessary to determine the distances among
nodes. Contact areas were obtained from the 3D geometry as well. With
that data, conduction conductances were manually calculated. The data
was then arranged in the format expected by the model. A function to
read the data automatically and add it to the model was implemented.
Both geometry data and conduction conductances were imported to the
model. Conduction conductances were used directly by the model. The
geometry data was required by the model to internally calculate the con-
tact areas between solids and fluids, which were later used to obtain the
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Figure 4.21: Study of number of axial nodes in the liner.
Figure 4.22: View of the piston’s 3D reconstruction.
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convection conductances through Eq. 2.37.
Obtaining mean wall temperatures
The first analysis of the evaluation was focused on mean wall tempera-
tures. This meant that an averaging process had to be performed on the
experimental measurements, which were spatially discrete. The averag-
ing method was based on considering that localized temperatures were
representative of the region around the corresponding thermocouple.
Figure 4.23: Obtaining mean wall temperature in firedeck [144].
In the cylinder-head, the averaging was done on the plane located 4
mm deep from the surface, the nearest one. The area division is displayed
in Fig. 4.23. Thermocouple locations are marked with red circles. The
method consisted in averaging the measured temperatures according to
the respective weight of its area in the total area, Eq. 4.1. Valves did not








In Fig. 4.23, the highest possible number of thermocouples is shown,
but, in reality, all firedecks had less thermocouples, as seen in Figs. 4.5 to
4.8. To deal with the sensors that were missing in areas 1, 2 and 4 of Fig.
4.23, the following approximations were done:
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Figure 4.24: Notation used in Eq. 4.2.
 In cylinder 1, to estimate the missing measurement in the exhaust
valve bridge, the equivalence of Eq. 4.2 was assumed. Location












 In cylinder 2, the missing measurement next to the lower exhaust
valve was replaced by the one next to the upper exhaust valve, under
the symmetry assumption.
 In cylinder 3, the missing measurement next to the upper exhaust
valve was replaced by the one next to the lower exhaust valve, under
the symmetry assumption.
 In cylinder 4, to estimate the missing measurement in the exhaust
valve bridge, the same equation as in cylinder 1 was used, except
that the equivalence was made between cylinders 3 and 4, instead of
between 1 and 2.
Temperatures of areas 5 and 6 in Fig. 4.23 underwent a different
procedure because there were less sensors in those areas. First, two tem-
peratures were calculated applying Eq. 4.1 to the quarters between intake
valves and exhaust valves. Two temperatures were obtained, T intake and
T exhaust. The intake quarter was formed by areas 7, 8, 9, and 10 of Fig.
4.23, while the exhaust quarter was formed by areas 1, 2, 3 and 4. Next,
a factor, α, was used to calculate temperature of areas 5 and 6, employ-
ing equation 4.3. The criterion to choose the value of α was that, in the
firedeck of cylinder 1, T5,6 was equal to the temperature measured by the
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only thermocouple in area 5.
T5,6 = T intake α+ T exhaust (1− α) (4.3)
Figure 4.25: Obtaining mean wall temperature in cylinder liner.
An analogous method was employed to obtain the mean wall temper-
ature of the cylinder liner. As thermocouples were arranged in vertical
rows along the liner, linear distance instead of area was used as the basis
for averaging. Fig. 4.25 illustrates the method. In the figure, the four red
circles represent temperatures measured by thermocouples, as indicated
by the vertical axis. The horizontal axis measures the distance along the
liner from the top (0 mm) to the end of the piston stroke at the bottom
dead center (90.4 mm). For the stretch between the top and the first ther-
mocouple, located 8 mm below the firedeck, temperature T1 was assumed
constant and equal to the one measured by that thermocouple. Likewise,
between the bottom and the thermocouple located 89 mm below the top,
temperature T5 measured by that thermocouple was assumed. For the
other stretches, temperature was the mean of measurements at both ends
of the stretch. In the example of Fig. 4.25, the resulting temperatures are
marked with a thick black line and numbered. The different temperatures
were averaged according to the length of the corresponding stretches, us-
ing Eq. 4.4. An average temperature, T row, was obtained for each row.
Lastly, the average temperatures of the four rows were directly averaged
to obtain the final mean wall temperature of the cylinder liner.
T row =
T1 · 8 + T2 · 17 + T3 · 56 + T4 · 8 + T5 · 1.4
90.4
(4.4)
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In the liner, as in the firedeck, the number of thermocouples changed
in each cylinder. Again, some approximations were done to make the
averaging possible.
 In cylinder 1, the data of the row on the ‘back’ side (see Fig. 4.9)
was replaced by the data of the ‘exhaust’ side. This was done after
an empirical examination of similarities among the measurements
at different locations in all cylinders. Moreover, two thermocouples
on the ‘front’ side, at 81 and 89 mm below the top, were missing.
To determine them, Eq. 4.5 was applied. In the equation, index 25
refers to the measurement 25 mm below the top and index x refers






 In cylinder 2, it has to be taken into account that the ‘front’ of
cylinder 3 is the ‘back’ of cylinder 2 (see Figs. 4.10 and 4.11). Con-
sistently with examinations, the data from this row was used for
rows ‘back’, ‘exhaust’ and ‘front’.
 In cylinder 3, the row on the ‘exhaust’ side was replaced by the row
on the ‘front’ side. For the ‘back’ side of cylinder 3, the ‘front’ row
of cylinder 4 was employed because the measurement was done in
the area between both cylinders.
 In cylinder 4, the missing sensors were at the bottom of the ‘exhaust’
and ‘intake’ rows. For the bottom of the ‘intake side’, the data of
the ‘back’ row was employed, after examination of the similarities
on both sides. On the ‘exhaust’ row, the measurements of the ‘front’
row were used.
The method of area-averaging was also used to obtain mean wall tem-
peratures from results of the Nodal Model. In that case, the application
of Eq. 4.1 was straightforward because each node had one temperature
and one defined area.
As previously mentioned, the campaign of fired tests consisted of 24
operating conditions in steady state. Accordingly, 24 simulations of the
same operating conditions were completed to compare with the experimen-
tal tests. In the analysis of mean wall temperatures, results are presented
divided by wall and by cylinder. As both the cylinder-head and the cylin-
der liner were instrumented, the analysis covered two walls, firedeck and
liner. The engine had four cylinders. Consequently, the study of mean
wall temperatures comprised 192 data points.
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Temperature distribution maps
The second analysis of the evaluation dealt with local temperature predic-
tions and temperature distributions on the cylinder walls. In this study,
the number of data points was much higher than in the study of mean
wall temperatures, as for each of the 24 tests there were 88 measurements
from thermocouples. That yielded a number of data points of 2112. More-
over, in this study, the physical location where temperature was measured
mattered. Consequently, it was determined that an appropriate way to
display the data would be to use temperature distribution maps. To pro-
duce this kind of maps, an auxiliary plotting tool was created. There was
one map style for the firedeck and another one for the liner. In the report
of the study, a sample set of representative results are shown with maps.
However, for the sake of concision, most results are presented in the form
of a joint statistical analysis.
4.2.2 Results
Mean wall temperature
In this section, predictions of mean wall temperature are analyzed from
different points of view. The data was collected in the six engine operating
points, with four levels of swirl ratio and at various locations. In all studies,
data of the firedeck and data of the liner is presented separately. On the
horizontal axis, there is experimental temperature, which was measured
with the thermocouples and then averaged to obtain values of mean wall
temperature, as explained in Section 4.2.1. On the vertical axis, there
are the model results. The diagonal line indicates a perfect match of
measured and modeled temperatures. Data points above the diagonal
imply an overestimation of temperature by the model, while points below
the diagonal indicate underestimation.
In the first analysis, all data points of the firedeck are plotted together
in Fig. 4.26, but the markers allow to distinguish among operating points
(see legend). Most data points are found slightly above the diagonal and
concentrated by keypoints. This means that the model slightly overesti-
mated mean wall temperature systematically. Moreover, the concentration
of data points of the same operating point implied that engine speed and
load had a bigger influence than swirl ratio or cylinder. Another interest-
ing trend is that concentrations tend to be wider than tall. This means
that modeled results were more similar among them than measurements.
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Figure 4.26: Comparison of predicted and measured mean cylinder-head
temperatures classified by keypoint.
That is to say, the sensitivity of the model to changes in the parameters
was slightly insufficient. Overall, however, the coefficient R2 was equal to
0.96, a high value that indicated that prediction was good. Only in one
keypoint the temperature prediction was clearly unsatisfactory. This was
the operating point at higher engine speed, identified as green triangles.
In that keypoint, there was a systematical overestimation of temperature
ranging between 10 and 20. A possible reason is the relation between
engine speed and coolant flow rate. Since the coolant pump is impelled by
the timing chain, when the engine shaft rotates at higher speed, flow rate
increases. Thus, at high engine speed, cooling capacity is higher, which
experimental measurements reflected. But, in the model, heat transfer
coefficient on the coolant side was constant and equal for all keypoints.
Therefore, the effect of increased coolant flow was not modeled. That
misprediction should be solved by adding correlations for convection on
the coolant side that take into account coolant flow rate. If the 3000@14
keypoint was excluded, the coefficient R2 went up to 0.98.
Mean wall temperatures on the cylinder liner are shown in Fig. 4.27.
On the left side, Fig. 4.27(a), it is possible to see a group of data points
above the diagonal, separated from the majority of data points that are
below the diagonal. This happened only in the liner (Fig. 4.27), not in
the firedeck (Fig. 4.26). After examining the data, it was found that all
the diverging points were measurements from cylinder 1. Fig. 4.27(b)
shows the prediction when data points of cylinder 1 were removed. The
likely cause of the deviating behavior of cylinder 1 was that the cylinder
block had an aluminum piece clung to the area of the block that contained
this cylinder. The sizable aluminum piece contributed to dissipate heat.
Therefore, measured temperatures were lower than in the rest of the block.
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(a) All cylinders (b) Cylinders 2, 3 and 4
Figure 4.27: Comparison of predicted and measured mean liner tempera-
tures classified by keypoint.
As a result, the model tended to overpredict wall temperatures of cylinder
1. Overall, the model predictions achieved a good compromise among
all measured temperatures. The coefficient R2 was 0.83. This was the
result of an effective prediction capacity aided by a calibration based on
the energy balance of the whole engine, considering the four cylinders as
a group. Under normal conditions, a slight underestimation of mean wall
temperatures on the cylinder liner, around 3, could be expected.
To visualize the capability of the model to predict the influence of swirl
on wall temperature, the data was rearranged. Data from each keypoint
was plotted in a different graph. In Fig. 4.28 the predictions of the firedeck
are shown. The data points are identified according to the swirl ratio of
the test (see legend). Each swirl ratio contains four points, each one from
one cylinder. From the examination of the plots, it can be concluded that
all swirl ratios were predicted with the same accuracy. That implies that
the model was able to correctly simulate the influence of swirl. In the
last two graphs, corresponding to the keypoints 2000@20 and 3000@14, it
can be observed that, for each swirl ratio, data points were divided in two
groups of two. Further examination of the data revealed that temperatures
measured in the inner cylinders, 2 and 3, were slightly higher than those
measured in the external cylinders, 1 and 4. The difference is due to the
fact that cylinders 1 and 4 have better cooling because they have larger
contact area with cooling galleries around them.
Data points of the cylinder liner are shown in Fig. 4.29. Again, the
data points of cylinder 1 are separated from the rest. Focusing on the
different swirl ratios, the prediction accuracy is similar and the effect of
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Figure 4.28: Comparison of predicted and measured mean firedeck tem-
peratures in the swirl sweep.
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Figure 4.29: Comparison of predicted and measured mean liner tempera-
tures in the swirl sweep.
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swirl is smaller than in the firedeck. Only in keypoints 2000@20 and
3000@14, it is possible to say that predictions at high swirl are slightly
better. That could lead to slightly bigger underpredictions of temperature
at low swirl ratio.
Figure 4.30: Measured cylinder-head temperature in the swirl sweep.
After analyzing the model predictions, it is pertinent now to visualize
the influence of swirl on mean wall temperatures in a more convenient
way. It could be seen that in some keypoints temperature changed signifi-
cantly (around 10) while in other the influence was negligible. To better
study the effect of swirl, the horizontal axis of Figs. 4.30 and 4.31, is the
swirl ratio of the test. Vertical axis indicates temperatures. Modeled and
measured temperatures are signified by different curves (see legend). Only
data of cylinder 3 is plotted, for the sake of clarity.
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Fig. 4.30 shows temperatures in the firedeck. Swirl tended to increase
mean wall temperature, and the trend was not linear with swirl ratio.
In the plots, it can be clearly seen that the model was able to capture
the influence of swirl. Temperature prediction varied from a good fit in
keypoint 1500@14 to a clear overprediction in 3000@14.
Figure 4.31: Measured cylinder liner temperature in the swirl sweep.
In Fig. 4.31, the influence of swirl on liner mean temperatures is
assessed. In most cases, swirl tended to increase wall temperature, but
less clearly than in the firedeck. Temperature trends were not linear with
swirl ratio. In general, trends were captured by the model. In some
operating conditions, wall temperature was slightly underpredicted, while
in other the prediction was accurate.
In Table 4.6, the effect of swirl is summarized. They show the temper-
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ature difference between the highest and the lowest swirl ratio observed
in the experimental measurements. In the second and fourth row, tem-
perature difference was corrected with coolant temperature, which also
influenced wall temperature and varied slightly among the tests. Stan-
dard deviation of coolant temperature is given in the fifth row of the
table. The corrected values were calculated with Eq. 4.6. Comparing the
lower standard deviation of coolant temperature with the higher tempera-
ture increments caused by swirl, it can be concluded that the influence of
swirl was significant in all keypoints. However, in high load keypoints, the
differences between low and high swirl could be better evidenced because
heat rejection increased with engine load. Also, the impact of swirl was
clearer in the firedeck than in the liner.
∆Tcorr = [Twall(SR = 3)− Tcool(SR = 3)]−
− [Twall(SR = 1.4)− Tcool(SR = 1.4)]
(4.6)
Nickname 1500@8 1500@14 2000@2 2000@5 2000@20 3000@14
∆T firedeck [] 2.7 5.2 1.4 1 6.6 4.5
∆Tcorr firedeck [] 2.7 4.7 1.3 1.5 6.5 4.5
∆T liner [] 1 2.7 0.9 -1.1 1.6 0.9
∆Tcorr liner [] 1 2.2 0.7 -0.7 1.6 0.9
SD(T coolant) [] 0.1 0.5 0.2 0.4 0.1 0.2
Table 4.6: Influence of swirl ratio on wall temperature.
An additional analysis involving instantaneous curves of heat transfer
to the cylinder walls was done. The curves where estimated from the
pressure trace, as explained in Section 4.2.1. It is reminded that the
method can only be applied under motoring conditions and during the
closed part of the engine cycle. Therefore, data comes from the motoring
tests, not from the fired keypoints. In Fig. 4.32, the heat flux curves
for the lowest (SR = 1.4) and the highest (SR = 3) levels of swirl are
plotted. Each graph shows the results for a different engine speed, but all
the data comes from cylinder 3. In Fig. 4.32(a), it can be seen that heat
flux was clearly higher for the test with highest swirl ratio. The difference
was most prominent around the top dead center, when heat flux is higher.
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(a) 1000 rpm (b) 3000 rpm
Figure 4.32: Heat flux at different swirl ratios estimated from in-cylinder
measurements.
That is coherent because during the rise of the piston in the compression
stroke, there is a process of gas inflow to the piston bowl that increases
swirl velocity. This effect is explained in much more detail in Section
4.3.1. Fig. 4.32(b) presents a smaller difference between the heat curves
under low and high swirl conditions. Nevertheless, the curve of heat at
high swirl still had a higher peak than the curve of heat at low swirl.
In both cases, the curve of lowest swirl was clearly delayed with respect
to the curve of high swirl. The same trends were observed in the other
cylinders. Regarding the different operating points, the effect of swirl was
more apparent at 1000 rpm. With increasing engine speed, the curves
came closer to each other.
In summary, prediction of mean wall temperature by the Nodal Model
was good. In general, the effects of engine speed, load and swirl mo-
tion were correctly predicted. An area of improvement was that firedeck
temperature tended to be slightly overestimated by the model while liner
temperature tended to be slightly underestimated. That suggests that the
convective process was not exactly equal on both surfaces, and therefore
the assumption of a single gas zone with a single heat transfer coefficient
was not entirely satisfactory. Modeling of swirl influence, however, was ac-
curate, since good agreement was observed regardless of swirl ratio. There
were small differences among cylinders but the model was able to capture
them, except in the liner of cylinder 1, where there was a heat-dissipating
element that was not modeled. During the analyses, another subject of im-
provement was detected. There was an overprediction of wall temperature
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at high engine speed in the firedeck. This problem should be mitigated
by the implementation of correlations for convection on the coolant side
that take into account the coolant flow rate. To understand the influence
of swirl ratio on in-cylinder heat rejection, both heat flux curves and wall
temperatures from the experiments were analyzed. A clear increase of
heat flux was observed when swirl ratio was higher. However, the differ-
ence decreased with increasing engine speed. Moreover, the assessment
of wall temperatures revealed that in general, the effect of swirl was sig-
nificant, particularly in the firedeck. Notwithstanding, the effect was not
linear and it depended heavily on the keypoint. In some keypoints, the
swirl influence was negligible, specially in the liner. Altogether, engine
speed and load had a bigger influence on wall temperature than swirl
ratio.
Temperature distribution
The study of local temperatures comprises three analyses: spatial distribu-
tion of temperature on the cylinder walls, assessment of local predictions



































Figure 4.33: Temperature distribution in the firedeck.
As previously mentioned, maps are a useful tool to study spatial dis-
tributions. In Figs. 4.33 and 4.34, temperature maps are shown. In this
analysis, only experimental data is examined. Distributions correspond
to keypoint 2000@20 with maximum swirl ratio. Since the distribution of
thermocouples was heterogeneous throughout the engine, plots of different
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cylinders are presented in order to maximize the data in the plots. Black
dots are locations that had sensors. Measured temperature is plotted next
to each dot. In areas between dots, temperatures were interpolated. In
external areas around dots, the temperature field was extrapolated.
In the firedeck, cylinder 1 and cylinder 3 had the most sensors. More-
over, the plane 4 mm deep from the surface had more sensors than the
plane 7 mm deep. The maps of Fig. 4.33 contain the information of
cylinder 1 (left) and 3 (right) on the plane 4 mm deep. Combining the
information of both maps, a complete view of the temperature field could
be obtained. It is clear that there were large temperature variations de-
pendent on location. In cylinder 3, temperature ranged almost 100 from
208 at the measurement point between exhaust valves to 109 at the
point between the edge of the firedeck and an intake valve. In cylinder
1, the sensor between exhaust valves was missing but there was a sensor
in the area between an intake and an exhaust valve, on the upper side of
the map. The data from that sensor allows to speculate that the tempera-
ture field could be approximately radial. It can be seen that temperature
decreases from the center to the periphery. However, the field was not
axisymmetric, as modeled by LeFeubvre et al. or Dent and Suliaman (see
Section 2.2.1), because temperatures on the exhaust side were significantly
higher than temperatures on the intake side. Neither was the temperature
distribution symmetrical with respect to a horizontal axis: temperatures
on the upper and the lower side differed significantly.




























































































Figure 4.34: Temperature distribution in the liner.
Fig. 4.34 shows the measurements in the liner of cylinder 4, the most
instrumented cylinder. The representation uses the same principles com-
136 Heat transfer in the engine block 4
mented in Figs. 4.9 to 4.12: the vertical direction is the cylinder height
and the horizontal direction indicates the angle of the cylinder circum-
ference, starting from the side of the engine where the exhaust system
is. White masks cover the areas far from sensors where the extrapolation
was not trustworthy. In the liner, as in the firedeck, the temperature field
was very heterogeneous. A temperature drop of 30 was observed be-
tween the hottest and the coldest spot. In general, temperature decreased
from top to bottom. This is related to the fact that the upper area is
exposed for longer time to in-cylinder gas during an engine cycle due to
piston motion. However, there were also important temperature differ-
ences along the circumference. Temperature in the ‘back’ row was lower
than temperature in the ‘front’ row because the former was well cooled
while the latter is in the area between cylinders 3 and 4, where cooling
was less effective. Moreover, temperature in the ‘exhaust’ row was higher
than in the ‘intake’ row. It was seen that, in the firedeck, temperatures
also followed that pattern. In addition, the exhaust side was the piston
thrust side, which could produce heat by friction on that side.
Overall, temperature distribution was very heterogeneous in the firedeck
and the liner. Some general trends were identified, but predicting such
complex temperature fields with a model is a challenge.
Figure 4.35: Prediction of local temperature at measurement locations.
After confirming that temperature was far from homogeneous on the
cylinder walls, the capability of the Nodal Model to predict such local
variations was assessed. In Fig. 4.35, predictions of all measurement loca-
tions (88) under all operating conditions (24) were examined. On the left
side of Fig. 4.35, a direct comparison of measured and modeled tempera-
tures is shown, with different colors for firedeck and liner. The plot shows
an important concentration of data points at relatively low temperature
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around the diagonal. In general, the higher the temperature, the worse
the prediction. In particular, the highest temperatures of the firedeck
were systematically underpredicted by the model. Generally speaking, the
amount of data points far from the diagonal was significant: the coefficient
R2 was low, equal to 0.52 in the firedeck and equal to 0.42 in the liner.
On the right side of Fig. 4.35, the histogram allows to split up predictions
to analyze them more clearly. The studied magnitude was the difference
between the modeled temperature of a node minus the temperature mea-
sured at the coincident location. That is the deviation of the prediction,
where a positive value means that temperature was overpredicted and a
negative value means it was underpredicted. The height of the column
quantifies the number of data points in which the deviation is in a certain
range. The closer to zero, the better the accuracy. It can be seen that
most data points were in the range of deviation between -5 and 15. In
the firedeck, modeled temperatures tended to be above the measured ones.
This fact agreed with the observation of slightly overpredicted mean wall
temperatures that was reported in the previous section. It must be noted
that, in the present study, areas with lower concentration of thermocou-
ples were underrepresented. Also in the firedeck, the histogram shows a
considerable amount of data points in the range of clear underestimations,
on the left side of the horizontal axis. Overall, deviations around 30 and
40 were not infrequent in a local basis.
(a) Cylinder 1 (b) Cylinder 3
Figure 4.36: Prediction map of the firedeck.
At this point, it was pertinent to examine temperature deviations us-
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ing a map, to identify areas where temperature was clearly overpredicted
and underpredicted. The maps are shown in Figs. 4.36 and 4.37. In
the maps, the plotted magnitude is not the modeled temperature minus
the experimental temperature, as in previous studies. Instead, it is the
other way around, experimental minus modeled. This was done because
experimental temperatures were higher than modeled ones in the hotter
areas. In such case, the difference was positive, and hues of red were used.
In colder areas, where the model tended to overpredict temperature, the
difference was negative and hues of blue were used. Therefore, hues of red
mean that measured temperature is higher than modeled temperature,
something that usually occurs in hot areas. Hues of blue are used when
the model overpredicts temperature, something that is more frequent in
cold areas. This way, maps can be interpreted more intuitively.
In Fig. 4.36, it is possible to see the that the distribution of devia-
tions had approximately a radial shape. In the center, temperature was
underpredicted by the model. Measured temperatures were up to 45
higher than predicted. On the contrary, in the periphery of the firedeck,
where temperatures were lower as seen in Fig. 4.33, overestimations of
temperature were found. Discrepancy was up to 30. Locally, prediction
was accurate only at intermediate radii (green areas). The conclusion was
that the distribution of deviations was similar to the temperature distri-
bution, as seen in Fig. 4.33. That implies that the model yielded a more
homogeneous temperature distribution than the one that was observed
experimentally. According to the model, local temperatures did not vary
much from the average wall temperature, but the experiment showed that
was not true.
In Fig. 4.37, local predictions in the liner were analyzed. In general,
the model overpredicted wall temperature near the top. On average, the
overestimation was 10, while the maximum deviation was 19. At the
bottom, accuracy depended on location. Prediction in the well-cooled
‘back’ area was good, with a slight underestimation up to 5. In contrast,
in the ‘front’ area, where cooling was worse, measured temperature was
clearly higher than modeled temperature. Overall, in the liner, the field of
the deviations map was clearly different from the temperature field of Fig.
4.34. This was opposite to the situation observed in the firedeck, where
the deviation distribution and the temperature distribution were similar.
In summary, the model was unable to predict the local heat transfer
processes on the cylinder walls satisfactorily. Such local processes had a
larger influence on wall temperature than the Nodal Model anticipated.
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Figure 4.37: Prediction map of the liner.
Finally, the influence of swirl on wall temperature was analyzed locally.
In this study, experimental measurements at three different locations were
analyzed over a swirl sweep. Each plot includes six curves, corresponding
to the six keypoints under study. That approach allowed to observe the
effect of swirl, the influence of the operating point and the differences
among various locations. The study covers only three locations for the sake
of concision, but many other were examined and the same behavior was
observed. The three reported locations were selected because they were
representatives of the different areas. For consistency, the three locations
belonged to cylinder 4.
In the figures, a schema on the left shows the location of the sensor
under study. The plotted magnitude in the graph on the right side, ∆T ,
was calculated with Eq. 4.6. In this case, Twall was not an averaged
temperature but the local measured temperature. Standard deviation of
coolant temperature was reported for each keypoint in Table 4.6.
The first location studied here is the closest to the center of the firedeck.
It is shown in Fig. 4.38 that swirl had an important influence on wall
temperature. The effect varied widely among operating points and was
not linear with swirl ratio. The keypoint in which the impact of swirl was
the highest was 3000@14. It must be noted that, since SR = ωn , where ω is
the swirling speed of the gas and n is the engine speed, 3000@14 also had
the strongest swirl motion. Temperature variation in the range of swirl
ratios between 1.4 and 3 was 20. In keypoint 2000@20, swirl influence
was remarkable as well. In the other of keypoints, swirl had a significant
role. The trends of temperature increment were not always monotonic
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(a) Location (b) Swirl sweep
Figure 4.38: Influence of swirl on a temperature near the center of the
firedeck.
and they depended on the keypoint.
(a) Location (b) Swirl sweep
Figure 4.39: Influence of swirl on a temperature away from the center of
the firedeck.
The second sensor under examination was also located in the firedeck
but away from the center. Fig. 4.39 shows that the influence of swirl at
that location was much smaller than in the center. Note the scale change
of the vertical axis with respect to Fig. 4.38. Keypoint 1500@14 presented
the clearest variation, which was lower than 4.
Last location was in the liner, 25 mm below the top of the cylinder.
Results are shown in Fig. 4.40. Again, keypoint 1500@14 presented the
clearest trend. The maximum temperature increment was lower than 3.
In keypoint 2000@20, there was also a monotonic temperature increase.
In the other keypoints, trends were unclear.




(a) Location (b) Swirl sweep
Figure 4.40: Influence of swirl on a temperature of the liner.
In conclusion, it was found that swirl was influential in the center of
the firedeck, but in the outer firedeck and in the liner, the effect was much
less clear. Moreover, the operating point had a decisive role. Trends were
not linear with swirl ratio and in many cases they were different from a
monotonic increase of temperature.
Concluding remarks
The main takeaway of this section is that the heat transfer process on the
cylinder walls is complex, leading to very profound local variations. The
analysis of mean wall temperature led to the conclusion that the Nodal
Model was able to predict wall temperatures under varying conditions of
engine speed, load and swirl motion with reasonable accuracy. However,
a sensor-by-sensor analysis showed that model predictions were not reli-
able at particular locations. Only average temperatures over relatively
large areas could be correctly predicted. Therefore, in its initial form, the
Nodal Model was suitable to obtain mean wall temperatures, but the local
temperatures of the different nodes were not accurate, at least near the
cylinder surfaces. The model could not benefit entirely from the resolution
provided by the multiplicity of lumped elements.
4.3 Multizone model of in-cilinder convection
In Section 4.2, the capacity of the Nodal Model to predict local and
spatially-averaged temperatures was assessed. It was found that the model
was able to predict averaged magnitudes with good accuracy under dif-
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ferent operating conditions. However, even though the spatially-averaged
temperatures were reliable, it was found that the model yielded a too uni-
form local temperature distribution. As a consequence, temperature was
clearly overpredicted in some areas and clearly underpredicted in other
areas. It was also seen that for swirl sweeps under fixed operating condi-
tions, swirl effect on heat transfer depends on location. As discussed in
Section 4.2.1, the geometry of the Nodal Model was adapted to resemble
that of the real engine. Therefore, it is unlikely that local inaccuracies were
caused by imprecisions in the definition of the engine structure. As pointed
out in Section 2.2.4, inaccuracies were likely a consequence of assuming
homogeneous in-cylinder conditions. In the same section, the validity of
such assumption was discussed. It was seen that in-cylinder conditions
are remarkably heterogeneous. After examining experiments and simula-
tions from authoritative sources, it was concluded that a single-zone heat
transfer approach has limited ability to capture local trends. This was
confirmed and quantified during the present research in the final part of
the evaluation reported in Section 4.2. In an attempt to solve this de-
ficiency, researchers have modeled in-cylinder heat rejection by means of
so-called multizone or zonal models. Zonal models are quasi-dimensional
models that divide the combustion chamber into several volumes or zones.
Each zone has a different temperature, composition or fluid motion. A
thorough survey of zonal models reported in the literature was conducted
in Section 2.2.4.
In this section, the implementation of a multizone model is proposed
as an improvement that can lead to a better prediction of local temper-
atures. The zonal model relies on a submodel of gas motion to supply
characteristic gas velocities in each zone. The first part of the section
is committed to explain the works concerning the gas motion submodel.
In the second part, an assessment of the potential of the zonal model to
predict local temperatures is investigated.
To conduct studies that are necessary to implement a multizone heat
transfer model, reference tests are required. Throughout Section 4.3, a set
of motoring engine tests are used. Experimental tests were conducted in
Engine 1, as part of the test campaign described in Section 4.2.1. These
motoring tests were already used in the quantitative evaluation of Section
4.2 to calibrate uncertainties of the cylinder model, including the constant
of the Woschni correlation. The tests covered the range of engine speeds
found in typical diesel engine operation. At every engine speed, two swirl
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levels were evaluated: the minimum swirl ratio allowed by the engine (SR
= 1.4) and the maximum (SR = 3). A set of 14 operating conditions was
measured in total. They are summarized in Table 4.7.















Table 4.7: Motoring tests.
4.3.1 In-cylinder gas motion
The submodel of in-cylinder gas motion is the core of almost all zonal
models reviewed in Section 2.2.4. In that section, it was commented how
close related gas movement and heat transfer are. Also, from the re-
view in Section 2.2.1, it is clear that flow conditions have a determining
influence on convective heat transfer. As flow structure is clearly hetero-
geneous inside the cylinder, heat rejection is heterogeneous as well. In
order to simulate in-cylinder convection, it is therefore necessary to model
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flow movement locally. In a quasi-dimensional model, at least the major
mechanisms affecting the flow structure have to be simulated. Spatial res-
olution is ensured by dividing the combustion chamber into zones inside
which gas movement is assumed uniform. Flow motion mechanisms allow
momentum exchange among zones. When flow conditions are known in a
zone, a zonal heat transfer coefficient can be obtained.
In order to develop a quasi-dimensional model, information about in-
cylinder flow motion is needed. There are experimental techniques that
allow to gain insight into in-cylinder flow processes, such as particle image
velocimetry (PIV) or laser Doppler velocimetry (LDV) [56]. However, the
application of such techniques require complex installations. A practical
alternative is the 3D simulation of computational fluid dynamics (CFD).
For the research of Section 4.3.1, the experimental tests of Table 4.7 were
replicated in a CFD cylinder model. CFD results were used as a reference
to assist development and to calibrate the gas motion model.
Zones and characteristic velocity
In the surveyed literature (Section 2.2.4), two kinds of zones are found in
multizone models. One kind are flow regions, which are different parts of
the in-cylinder flow structure. Each flow region represents gas movement
in a particular area of the cylinder. The other kind of zones is related to
combustion. The distinction between burned and unburned zones allows
to have a different temperature and composition of gas in each zone. Most
authors start their investigations using motoring tests. Motoring condi-
tions allow to examine many aspects of engine operation while avoiding the
complexity of fired operation. For the present study, motoring tests are
used. According to results, it can be decided whether extending the study
to fired operation is pertinent. For motored operation, only the first kind
of zones, flow regions, was considered. Since there was no division between
burned and unburned zones, temperature and composition of the gas were
assumed homogeneous throughout the chamber in all studies. Therefore,
the term ‘zone’ is in this thesis a synonym of flow region. Multizone mod-
els based on flow regions feature different characteristic velocities and flow
conditions for different areas of the cylinder. That keeps away the assump-
tion of flow uniformity throughout the combustion chamber and allows to
spatially resolve the thermal effects of gas motion.
For the definition of flow regions, an approach proposed by Morel et al.
[133] has been adopted by many subsequent authors (see Section 2.2.4).
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In general, reports were promising, although Hansen [142] noted that the
application of this approach to fired operation failed because various in-
jection and combustion effects were not modeled, even after considering
radiation and burned zones. Morel’s proposal to split the cylinder volume
into flow regions was also followed in the present thesis. The approach was
described in Section 2.2.4. In summary, three volumes and six surfaces
were distinguished.
The three flow regions were numbered as follows:
1. Volume inside the piston bowl.
2. Inner volume directly above the piston bowl up to the firedeck. The
shape of the region is a cylinder with one base being the entrance
of the bowl and the second base being a projection of the bowl
circumference on the firedeck.
3. Outer annular volume above the piston crown up to the firedeck.
This is usually called squish region.
The six surfaces were numbered as follows:
1. Base of the piston bowl.
2. Lateral wall of the bowl.
3. Piston crown.
4. Liner wall.
5. Outer annular area of the firedeck.
6. Inner circular area of the firedeck.
Zonification can be graphically seen in Fig. 4.41, where volumes V1, V2
and V3 are flow regions and S1, S2, ... are surfaces. The characteristic
velocity for each surface has to be calculated with Eq. 2.46, which is
shown here again due to its relevance. Two of the velocity components,
v2x and v
2
y , are orthogonal and parallel to the surface. Later in the present
section, the procedure to obtain each velocity component for each zone
is described. The third component of Eq. 2.46 is the turbulent kinetic





y(t) + 2 TKE(t) (2.46)
There are several aspects to be commented regarding the two orthog-
onal velocity components parallel to the walls, v2x and v
2
y . One parallel
component is always swirl velocity. Indeed, the circumferential compo-
nent of gas motion around the cylinder axis is parallel to every wall. In
this thesis, a different swirl velocity curve was calculated in each zone.













Figure 4.41: Split of flow regions and surfaces in the cylinder.
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The second orthogonal component varies depending on the surface. There
are two mechanisms that generate gas motion inside the cylinder, apart
from swirl and turbulence.
One is the movement of the piston relative to the gas. The piston
pushes or pulls the gas. Immediately next to the piston surface, the gas
being dragged has the same velocity as the piston. Gas in direct contact
with the firedeck, on the contrary, is static. Between piston and firedeck,
an axial gradient of velocity is found. This velocity component is parallel
to vertical surfaces: liner and bowl walls. On the contrary, it is perpen-
dicular to horizontal surfaces; thus, it is not employed in the calculation
of convection on those surfaces.
The second mechanism of gas motion is called squish and it is also
related to piston movement. When the piston moves upwards, the volume
of the squish region becomes smaller. As a consequence, the gas moves
out of the squish region. If valves are open, the gas can escape through
the ports. If valves are closed, the gas moves inwards into the bowl, since
the bowl volume does not change and is then relatively larger than the
squish region. When the piston moves downwards, the inverse gas motion
occurs. The squish is a movement in two directions. In radial direction
because the gas moves inwards or outwards of the inner area where the
bowl is. And in axial direction because it moves into and out of the bowl.
In summary, there are two sources of axial motion: the piston drag
and the axial squish. In contrast, the radial component is only produced
by the squish mechanism. In the model implemented for this thesis, it
was considered that squish existed only when valves were closed. There-
fore, when valves were open, the characteristic velocity on the horizontal
surfaces had only two components: swirl and turbulence.
CFD simulations
CFD simulations of in-cylinder gas motion were conducted with the com-
mercial CONVERGETM code. The computational domain included a sec-
tor of 1/7 of the combustion chamber with the real piston geometry. The
simulated period was the whole closed cycle i.e. the extent of time between
intake valves closing and exhaust valves opening. Base mesh size was de-
termined by means of a mesh independence study which is reported below.
CONVERGETM has a feature of automatic mesh refining to increase the
resolution in areas with high gradients of velocity and temperature [203].
All tests included in Table 4.7 were simulated. Calibration of the CFD
model was undertaken under the criterion of fitting the experimental pres-
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sure curve. The variable used for calibration was the clearance volume
between piston and liner. Slight variations of the distance between the
piston crown and the top of the fire ring led to small changes of compres-
sion ratio. This had considerable influence on in-cylinder pressure. Tests
were not adjusted separately; instead, the same geometry was used for all
tests. The results for tests 1500low and 3500low can be seen in Fig. 4.42.
Good agreement was obtained in these two tests as well as in the rest.
The optimal compression ratio for adjusting the pressure curve was al-
most equal to the one obtained from the characterization of uncertainties
done in CALMEC (see Section 3.2). That fact provided extra consistency.
(a) 1500 rpm (b) 3500 rpm
Figure 4.42: Calibration of CFD model with pressure curve.
Simulation results were post-processed with MATLAB®. During post-
processing, raw data of individual cells was classified in the three flow
regions of the multizone model (see Fig. 4.41). Data of cells in each
region was mass-averaged to obtain curves of relevant variables in each
particular region.
Next, curves of velocity components in the three different regions are
examined. Fig. 4.43 shows the velocity curves of one representative test,
2000low. Each graph contains curves of a different velocity component.
In the upper graph on the left side, the vertical velocity component
parallel to the cylinder axis is plotted. Positive values indicate upwards
motion while negative values indicate downwards motion referred to Fig.
4.41. The curves tend to follow the instantaneous piston speed. Notwith-
standing, around top dead center (0°) there are fluctuations due to squish
motion, specially in the inner regions, 1 and 2.
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Figure 4.43: Gas velocities from CFD simulation.
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In the graph on the upper right, the radial velocity component is
shown. That component is perpendicular to the cylinder axis, acting in
inward or outward direction. In the graph, inwards motion is positive
and outwards motion is negative. The dominant behavior is the inwards
movement when the piston goes up and the outwards movement when the
piston goes down, with absolute maximums near the top dead center.
The third graph shows swirl velocity curves. This magnitude is the
linear velocity component around the cylinder axis, which was obtained
as the product of angular velocity in each cell and radius of the cell relative
to axis. The curves present an initial phase of deceleration due to wall
friction. Then, around top dead center, velocity rises as a result of squish.
When the gas is confined within the piston bowl, the radius of the rotating
volume decreases and thus rotational speed increases due to conservation
of angular momentum. After top dead center, swirl decays again. Swirl
was the component with the highest velocity values, even though 2000low
is a low swirl test. Therefore, an important influence of swirl could be
expected from the model.
In the last plot, on the bottom right, curves of turbulent velocity are
shown. The magnitude obtained from simulation was turbulent kinetic
energy (TKE), which is the variable used in the characteristic velocity
equation, Eq. 2.46. This is the energy per unit of mass associated to
turbulent motion. Nevertheless, the plotted magnitude in the graph is
turbulent velocity. It was obtained from TKE as vturb =
√
2 TKE. Plot-
ting turbulent velocity instead of TKE allowed for direct comparison with
other velocity components. Temporal evolution of turbulence was com-
plex and heterogeneous. In the inner regions, 1 and 2, turbulent velocity
presented a peak due to turbulence generation by compression and squish
effects. In the outer annular region, the maximum occurred earlier and
at top dead center there was a local minimum. In comparison with other
velocity components, turbulent velocity presented the lowest values and
variations, on average.
It was observed that the curves of all velocity components were very
different in the different zones. Thus, it can be concluded that considering
a mean flow in the whole combustion chamber implies a significant loss of
accuracy, specially if spatial resolution inside the cylinder is a requirement.
Moreover, considering a constant velocity over time is also an erroneous
approximation, since gas velocity changes significantly over the engine
cycle.
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Mesh independence A mesh independence study was conducted to
determine the optimal grid size for the CFD simulations. That is the base
grid size because, as previously mentioned, CONVERGETM dynamically
refines the local grid size during the simulation. Notwithstanding, the
base grid size is important because the refinement consists in gradual
subdivisions of the base size. Sizes under study were 2 mm, 1.8 mm and
1.75 mm. A grid size of 2 mm provides reasonable accuracy for typical
engine simulations. Tests with smaller grid sizes allowed to check whether
the results of gas velocity were affected by mesh size or were independent
of this variable.
Figure 4.44: Mesh independence study of axial velocity.
The study is summarized in Figs. 4.44-4.47. The different velocity
components of test 2000high are plotted for different grid sizes. Test
2000high was selected because it was an intermediate engine speed, results
were representative of all tests and velocity variations were significant
over time. First, the velocity component in axial direction, in Fig. 4.44,
was examined. In all three regions under consideration, axial velocity
presented the same temporal evolution regardless of grid size. Thus, axial
velocity was independent of mesh size. Radial velocity, in contrast, showed
Figure 4.45: Mesh independence study of radial velocity.
a higher sensitivity to grid size, in particular in region 1, inside the piston
bowl. This can be seen in Fig. 4.45. The curve from the test with a size of
2 mm was clearly different, but the tests with sizes of 1.8 mm and 1.75 mm
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were very similar. In region 2, above the bowl, all three curves were very
similar and in region 3, near the liner, curves overlapped. In Fig. 4.46,
Figure 4.46: Mesh independence study of swirl velocity.
swirl velocity is analyzed. The test with a size of 2 mm presented lower
swirl values with respect to the other two tests, which were very close.
The same behavior was seen in the three flow regions. Lastly, turbulent
Figure 4.47: Mesh independence study of turbulent velocity.
velocity was examined in Fig. 4.47. Trends were similar to those seen in
swirl velocity. The curve of the test with a size equal to 2 mm was lower
in all flow regions. Tests with sizes of 1.8 mm and 1.75 mm presented
a similar temporal evolution of the turbulent component, but they were
slightly less close than in the case of swirl velocity.
In conclusion, the mesh independence study revealed that a reduction
of grid size from 2 mm to 1.8 mm had a significant influence on various
components of gas velocity. Swirl and turbulence were the most sensitive,
while radial velocity was affected in the region inside the bowl. A further
decrease of grid size from 1.8 mm to 1.75 mm had negligible effects overall.
With those sizes, the simulation of fluid mechanics was mostly independent
of mesh size, although computation time was higher with a grid size of
1.75 mm. Therefore, a grid size of 1.8 mm was chosen for all subsequent
simulations. For all grid sizes, calculation time was below 5 hours in tests
at 2000 rpm and below 10 hours in tests at 4000 rpm, the highest engine
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speed in the range. All simulations were run in a dedicated workstation
using 8 cores. It is reminded that the simulation covered the closed part
of the cycle, not the whole engine cycle.
Figure 4.48: Heat flux with different laws of the wall.
Law of the wall Before running the final CFD simulations it was neces-
sary to select a method to calculate convective heat transfer to the cylinder
walls. That is determined by a so-called temperature wall function or law
of the wall. CONVERGETM has three models for the law of the wall,
proposed by Han & Reitz, O’Rourke and Angelberger. All three models
were evaluated, mainly to clarify the influence they had on in-cylinder
velocity, but also to determine the best model to be chosen. Curves of
heat flux from the three models were compared with the experimental
one, calculated with Eq. 2.32 as mentioned in Sections 2.2.2 and 4.2.1.
The comparison was done in the closed part of the cycle since the method
to calculate the experimental heat flux curve is only applicable to closed
volumes. In Fig. 4.48, the comparison for test 1500low and cylinder 1 is
shown. The law of the wall proposed by Han & Reitz presented the best
agreement with the curve of experimental heat flux, in particular with the
less fluctuating central part. The models of O’Rourke and Angelberger
systematically underpredicted heat flux. Later, the law of the wall from
Han & Reitz, being the most interesting, was evaluated for two levels
of swirl. In Fig. 4.49, results of the simulations 1500low and 1500high
are compared with the corresponding experimental curves. The curves
presented good agreement.
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Figure 4.49: Heat flux using Han & Reitz model at different swirl ratios.
In the following analysis, the curves of gas velocity were examined.
It was found that no velocity component was affected by the change of
law of the wall in any zone or operating condition. In Fig. 4.50, curves
of two velocity components are shown as example. They were selected
because the shape of the curves is relatively complex. On the left, the
circumferential or swirl velocity in the upper inner volume is shown. On
the right, a curve of turbulent velocity in the squish region above the
piston crown is plotted. The graphs show that the curves of all laws of the
wall overlap. The operating point is 1500low and the cylinder is cylinder
1 again.
(a) Swirl velocity in the upper inner zone (b) Turbulence velocity in the outer
zone
Figure 4.50: Gas velocities with different laws of the wall.
In conclusion, calculation of gas motion in CFD was independent of the
law of the wall model selected by the user. Therefore, any model could be
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used in this application. Nevertheless, it was found during the study that
the model proposed by Han & Reitz clearly yielded a better agreement
with experimental estimations than the other two models. Consequently,
the model of Han & Reitz was used for all CFD simulations in this thesis.
Calculation of velocity components
This section covers the description of methods to obtain the different ve-
locity components needed in Eq. 2.46 for the multizone convection model.
First motion to be discussed is the velocity induced when the piston
pushes up and pulls down the gas in the cylinder. That movement gen-
erates a velocity gradient in the gas because fluid molecules in immediate
contact with a solid wall have the same velocity as the wall, and the piston
surface has relative velocity with respect to the other cylinder walls. Since
the piston moves only in axial direction, induced velocity and gradient in
the gas can be assumed axial, although due to the complex geometry of
the combustion chamber this is an approximation. Squish mechanism is
calculated separately; that is thoroughly explained below. Focusing now
only on the axial velocity gradient, the first aspect to be commented is that
gas velocity is parallel to vertical surfaces. Among the surfaces defined in
the previous section, schematized in Fig. 4.41, there are only two that
are vertical: bowl wall and liner wall. Regarding the liner wall, the area
affected by convection with gas reaches from the piston edge to the top of
the cylinder. The velocity component involved in convective heat transfer
is parallel to the surface. This velocity varies along the liner between zero
at the top and the piston speed on the piston surface. It was assumed
that velocity had a linear distribution. Consequently, the average axial
velocity from the point of view of the liner is the instantaneous speed of
the piston divided by two, as shown in Eq. 4.7.
vax,liner = 0.5 vpis (4.7)
An analogous approach was followed to determine velocity on the bowl
wall. Gas velocity on the ground of the bowl was assumed equal to piston
speed. Under the assumption of a linear decrease of velocity in upward
direction, an expression for gas velocity at the edge of the bowl could be
found. The velocity for convection over the bowl wall was then the average
of both values. The final expression can be seen in Eq. 4.8. Lbowl is the
bowl depth, L0 is the squish height, or distance between the piston crown
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To model squish motion, the cylinder volume was split into two zones.
Radial squish was obtained defining the zones indicated in Fig. 4.51, while
for axial squish the division shown in Fig. 4.52 was employed. In both
cases there was an internal zone, which included the piston bowl, and an
external zone, which included the squish region. Calculation of squish
flow was based on a mass flow balance among both zones. The balance is
defined by Eq. 4.9, where mint is the mass of the internal volume, marked
in Fig. 4.51 as Volume 1, and mext is the mass of the external volume,
marked as Volume 2. It is noted that this equation does not take into
account blow-by. Neither takes into account fuel injection because the






Since pressure and temperature were assumed homogeneous throughout
the combustion chamber, density ρ was also spatially uniform. As ρ = mV ,







Figure 4.51: Control volumes for radial squish [139].
To calculate radial squish, the system of Fig. 4.51 had to be examined.
The internal zone, or Volume 1, was formed by flow regions 1 and 2 of Fig.
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cyl−D2bowl)[L0+s(t)]. Introducing these expressions in Eq.
4.10, an expression for δmintδt was obtained, Eq. 4.11. It had to be taken
into account that δ s(t)δt is piston speed, vpis. Moreover, the expression
of Vext was used to evaluate mext = ρ Vext. Except masses and piston


































cyl −D2bowl) (L0 + s)
δmext
δt
− ρ Vbowl vpis
L0 + s
(4.11)
It is noted that, according to Eq. 4.9, δmextδt = − δmintδt . Though substi-
tution, δmextδt could be solved as a function dependent on piston displace-
ment and speed but independent of gas mass, Eq. 4.12.
δmext
δt
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]−1 (4.12)
From the definition of mass flow rate, m˙ = ρAv, squish velocity could
be obtained, 4.13. This velocity was applicable to all horizontal surfaces.










Dbowl (L0 + s) [4 Vbowl + pi D
2
cyl (L0 + s)]
vpis
(4.13)
Radial velocity components used in the three flow regions, Eqs. 4.14,
4.15 and 4.16, were a correction of Eq. 4.13. Tuning constants were
named αrad. A detailed explanation of the tuning procedure and outcome
is shown in the next section.
vradial,1 = αrad,1 vsq,ax (4.14)
vradial,2 = αrad,2 vsq,ax (4.15)
vradial,3 = αrad,3 vsq,ax (4.16)
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Figure 4.52: Control volumes for axial squish [139].
The volume split of Fig. 4.52 allowed to calculate axial squish. The
internal zone, Volume 3, was the same as the flow region inside the bowl,
zone 1 in Fig. 4.41. Its volume was Vint = Vbowl. The upper or external
zone, Volume 2, contained the other flow regions, 2 and 3, which were





s(t)]. The procedure to obtain axial squish velocity was analogous to the
procedure to obtain radial squish velocity. Eq. 4.17 was obtained from
Eq. 4.10, considering the volume expressions. Subsequently, Eq. 4.18 was
deduced and then Eq. 4.19 could be finally obtained. In this case, the
area crossed by the gas was A = pi D2bowl, as indicated in Fig. 4.52. The
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(4.19)
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In the region inside the bowl, zone 1, the resulting velocity component
in axial direction was given by Eq. 4.20, the sum of Eq. 4.8 and Eq. 4.19
multiplied by an adjustment constant, αax,1.
vaxial,1 = vax,bowl + αax,1 vsq,ax (4.20)
The internal region above the bowl only contained one surface and it
was horizontal. Thus, no axial velocity had to be determined for zone 2.
In the outer region, zone 3, total velocity in axial direction was the result
of summing Eqs. 4.7 and 4.19. It is shown in Eq. 4.21. It is noted that
Eq. 4.19 was corrected with the αax constant in both zones.
vaxial,3 = vax,liner + αax,3 vsq,ax (4.21)
Eqs. 4.13 and 4.19 could be further simplified if an additional assump-
tion had been introduced. This assumption was that the piston bowl was








. A test was done to compare results using the real
volume of the bowl and assuming a perfectly cylindrical bowl. The differ-
ence in gas speed (axial and radial) was significant: from 3% to 20%. The
tests presented in this thesis were therefore conducted using the real bowl
volume, but the other option was also implemented in the final model as
an alternative for the user.
The method to model swirl was based on comprehensive descriptions
from Murakami et al. [138] and Hansen [139]. They divided the cylinder
volume into two subvolumes as in Fig. 4.51. Since three different flow re-
gions were considered, that means that the two inner regions were assumed
to have the same swirl velocity. The first task was to check the validity
of that assumption. If the assumption were inaccurate, the method could
be easily extended from two to three zones. The results from CFD simu-
lations were used for the assessment. In Fig. 4.43 it was clearly observed
that the temporal evolution of swirl was different in each zone. Thus,
considering the swirl velocity in the two inner zones to be equal is not
a good approximation. Consequently, the method was extended to three
separate zones.
The swirl model relied on a balance of angular momentum in each
zone. Each flow region contained a volume that rotated as a rigid body,
i.e. angular swirl velocity was uniform in the whole region. The model
considered momentum exchange between zones 1 and 2 and between zones
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2 and 3, according to the notation indicated in Fig. 4.41. The momentum
exchange was caused by mass transfer, due to squish, and by viscous
shear. In addition, there was continuous momentum decay as a result of
wall friction. In summary, the differential equation that represented the













I is moment of inertia of the gas volume, ω is angular velocity of
the gas, τsquish is angular momentum flux transported between contacting
regions by the squish flow, τvisc is angular momentum flux transmitted
between regions by viscous shear and τfric is friction moment between
gas and wall. Subscript i refers to the flow region under consideration,
subscript j refers to adjacent flow regions and subscript k to surfaces in
contact with flow region i. Since there were three flow regions, the system
to be solved was formed by three equations.
The system was solved each time step, ∆t, to determine the angular





















In the following time step, Eq. 4.24 was applied to obtain the current
ωi.
ωi(t) = ωi(t− 1) + ω˙i ∆t (4.24)
The procedure needed an initial condition, which was an initial swirl
ratio specified by the user. In this thesis, the nominal swirl ratio measured
by the manufacturer of the cylinder-head was used. Depending on the
opening of the swirl valve, swirl ratio could vary between 1.4 and 3.
In the following lines, the methods to obtain the different terms in Eqs.
4.22 and 4.23 are clarified. The moments of inertia depend on geometry
of the different regions. They were given by the expressions of Eqs. 4.25,




























V1 = Vbowl (4.28)
V2(t) = pi R
2
bowl [L0 + s(t)] (4.29)
V3(t) = pi (R
2
cyl −R2bowl) [L0 + s(t)] (4.30)
To calculate derivatives of moments of inertia, the derivatives of mass
and volume in each region were needed. The time derivative of volumes,







= pi R2bowl vpis(t) (4.32)
dV3
dt
= pi (R2cyl −R2bowl) vpis(t) (4.33)
To determine mass flow rates moving from one region to another, it
was necessary to take into account the variation of cylinder volume. Uni-
form compression and expansion was assumed. Thus, the volume fraction
of each region was used to calculate the relative share of global volume
variation and subtract it from the volume variation of the zone. Eq. 4.34
evaluated the mass flow rate from zone 1 to zone 2, dm1→2dt . It was for-
mulated as the loss of mass in zone 1. dm2→3dt , in Eq. 4.35, evaluated the
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(4.35)


































Eq. 4.37 was divided in two to separate the variation of the moment
of inertia in zone 2 caused by mass transfer from zone 1 (Eq. 4.39) and























One of the terms of Eq. 4.22, τsquish, could be obtained from the
derivatives of the moments of inertia. It was the flux of angular momentum
due to squish. During the compression stroke, the momentum flux from
zone 2 to zone 1 was given by Eq. 4.41 and the momentum flux from zone
3 to zone 2 was calculated with Eq. 4.42. During the expansion stroke,
the momentum flux from zone 2 to zone 1 was obtained with Eq. 4.43 and
the momentum flux from zone 3 to zone 2 was calculated with Eq. 4.44.
The different βsq are adjustment constants.






















The transfer of angular momentum between flow regions due to viscous
shear was modeled with Eqs. 4.45 and 4.46. The momentum flux from
zone 3 to zone 2, τvisc,3→2, was calculated as suggested by Murakami [138].
It was equal to the transmitted torque between two co-axial cylinders
placed at the representative radii of each volume, Rinner and Router. These
radii were those that divided each volume into two equal volumes. In
the equations there also appeared mean piston speed, cm. Momentum
flux from zone 2 to zone 1, τvisc,2→1, was formulated by analogy as the
transmitted torque between two rotating disks of the same radius, Rbowl.
Constants βvs were included for adjustment.
τvisc,2→1 = βvs,2→1 0.035
√
0.74 pi cm ρ R
4
bowl (ω2 − ω1) (4.45)
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τvisc,3→2 = βvs,3→2 0.28
√











The third term in Eq. 4.22 was momentum deceleration due to wall
friction, τfric. The proposal of Murakami et al. was followed once again
for consistency. Friction moments on horizontal surfaces were modeled
with the approximate solution of von Ka´rma´n for disk-like surfaces, see
Eqs. 4.47, 4.49, 4.51 and 4.52. Friction moments on vertical surfaces
were solved considering the local friction coefficient for a flat plate, see
Eqs. 4.48 and 4.50. Murakami et al. added the constants βfr to correct
these approximations. In this thesis, three constants were employed for
calibration. Each βfr,i was shared by all surfaces inside the same flow
region. It is remarked that all friction moments were negative, since they
contributed to swirl decay.








































Surface 5: τfric,5 = τfric,3 (4.51)
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Entering the expressions of moments into Eq. 4.22, the three equations
that define the system were obtained, Eqs. 4.53, 4.54 and 4.55. During the
period of the engine cycle when valves are open, it is assumed that there
is no squish motion. Therefore, when valves were open, the momentum








= τsquish,3→2 − τsquish,2→1+





= −τsquish,3→2 − τvisc,3→2+
+ τfric,3 + τfric,4 + τfric,5
(4.55)
The third component of characteristic velocity is turbulent kinetic en-
ergy (TKE). Turbulence is a complex process that concentrates many
research efforts. Abundant studies about turbulence can be found in the
literature, but studying the topic of turbulence in depth was out of the
scope of this thesis. Instead, a less specialized point of view was kept.
Reference works about multizone models were surveyed to understand the
approaches employed to model turbulence. The authors of these works
proposed methods based on thorough reviews of relevant works or on ex-
periments. A standard approach was to use a pair of coupled equations.
One equation modeled the variation of turbulence kinetic energy while the
other equation modeled the dissipation rate. Morel et al. [133] used one
pair of equations for each one of the three flow regions of their model.
Hansen [140] reduced complexity by considering only an internal and ex-
ternal zone, as he did to model swirl. The internal zone included two
flow regions as in Fig. 4.51. Schubert et al. [136] applied a global curve
of turbulent kinetic energy for the whole cylinder. They calculated the
variation of turbulence kinetic energy with a differential equation, but for
dissipation they used a simplified formula. Despite the simplifications,
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they obtained reasonable agreement with CFD simulations. In Fig. 4.43,
it was seen that turbulent velocities in the different zones were significantly
dissimilar. Therefore, considering one global velocity is not a completely
rigorous assumption. However, it was also seen that turbulent velocity
was generally of lower magnitude than the other velocity components (see
Figs. 4.43, 4.44-4.47 or 4.50). In addition, it will be shown later that the
turbulence equations are formed by several terms; evaluating the different
terms in each zone involves adding many uncertainties. On account of
the presented reasoning, it was decided to follow the global approach of
Schubert et al., although it entails a certain inaccuracy. The good results







˙TKEcomp + ˙TKEsquish ˙TKEint + ˙TKEexh
)
− ε (4.56)
As mentioned, the model used a differential equation that represented the
variation of turbulent kinetic energy over time. The implemented equation
was Eq. 4.56. Among the terms, all mechanisms that generate significant
turbulence were included. ˙TKEcomp represents the production of turbu-
lent kinetic energy by compression. It is given by Eq. 4.57 when density
is increasing; otherwise it is equal to zero. ˙TKEsquish is defined by Eq.
4.58 and it takes into account the turbulence generated by squish motion.
The equation uses the squish velocities previously calculated in the model
of radial and axial squish. ˙TKEcomp and ˙TKEsquish only apply when
cylinder valves are closed. On the contrary, ˙TKEint is evaluated when
intake valves are open, and ˙TKEexh is evaluated when exhaust valves are
open. They represent the turbulence produced by the intake and exhaust
processes and are defined by Eq. 4.59 and Eq. 4.60, respectively. Finally,
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In summary, the procedures to determine the different velocity com-
ponents of Eq. 2.46 were explained in detail. The expressions obtained
from the procedures were implemented in the multizone model. Finally, a
different characteristic velocity was calculated for each surface inside the
combustion chamber, Eqs. 4.62-4.67.





































The in-cylinder gas motion submodel was calibrated using data from CFD
simulations. All tests of Table 4.7 were simulated. Then, velocity curves
obtained from post-processing were employed as reference for calibrating
the gas motion model. A tuning constant had been included in each term
used to determine the various velocity components. The calibration con-
sisted in searching values of the tuning constants that produced velocity
curves most similar to the references. Fitting was accomplished through
the minimization of mean squared errors of all tests. Each velocity com-
ponent was optimized with a separate MATLAB® script. The tuning
constants had been named according to the velocity component.
Five so-called alpha constants were used to adjust squish influence.
For radial squish, which affected surfaces in three flow regions, there were
three constants included in Eqs. 4.14-4.16: αrad,1, αrad,2 and αrad,3. The
other two constants were used to adjust axial squish, which is only parallel
to two surfaces: bowl lateral wall, in region 1, and liner wall, in region 3.
The constants were αax,1 and αax,3, from Eqs. 4.8 and 4.7, respectively.
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Swirl velocity was adjusted with nine beta constants. Four of them
were present in the squish terms, Eqs. 4.41-4.44. They were βsq,c,2→1
and βsq,c,3→2 for the compression stroke and βsq,e,2→1 and βsq,e,3→2 for the
expansion stroke. Each constant corrected momentum flux in one interface
between flow regions. Analogously, there were two constants to adjust
viscous shear, βvs,2→1 and βvs,3→2, in Eqs. 4.45 and 4.46, respectively.
Moreover, three constants, one per flow region, were considered to adjust
wall friction. They were βfr,1, βfr,2 and βfr,3, used in Eqs. 4.47-4.52.
Finally, five gamma constants were employed to adjust turbulent mo-
tion. Constants were included in the following terms: γ∆p for compression
(Eq. 4.57), γsq for squish (Eq. 4.58), γint for intake (Eq. 4.59), γexh
for exhaust (Eq. 4.60) and γε for dissipation (Eq. 4.61). The curve of
turbulent velocity was applied to the whole cylinder.
In total, the in-cylinder gas motion submodel has 19 calibration con-
stants.
Next, results of the calibration of two tests are reported. Although the
calibration was done for all tests simultaneously, only two tests, 1500low
and 3500high, are covered for reasons of brevity. The tests were selected to
show representative results of two engine speeds and two swirl ratios. The
results of the other tests were similar to these; no different behaviors were
observed. Figs. 4.53 to 4.56 assess the adjustment for the different ve-
locity components, flow regions and the two mentioned tests. Each graph
examines one flow region and contains four curves: velocity calculated by
the gas motion model and velocity obtained from CFD simulations for
both tests, during the closed cycle.
Figure 4.53: Adjustment of axial velocity component.
Results of the axial velocity component are shown in Fig. 4.53. The
graph on the left contains the results of region 1, the piston bowl. The
squish effect was adjusted to correct the curve around top dead center,
when squish was more influential. A value of αax,1 equal to 0.45 provided
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the best fit. Region 3, the outer annular volume in contact with the piston
crown, the liner and the external part of the firedeck, is examined in the
graph on the right. The constant αax,3 was given a value of 0.15. In
general, there was good agreement between curves from CFD and from
the model. Only in the middle of the expansion stroke, velocity was very
slightly underpredicted by the model. In region 2, the inner volume above
the bowl, the axial component was not parallel to any surface, as the
only surface in flow region 2 was horizontal. Thus, this component was
not even calculated in the model because it was irrelevant for convective
heat transfer. Overall, very good agreement between velocity simulated
with CFD and velocity calculated with the model was observed in axial
direction.
Figure 4.54: Adjustment of radial velocity component.
The radial velocity component consisted exclusively in squish motion.
Results of the adjustment in the three flow regions are shown in Fig. 4.54.
The values of the constants that best fitted the CFD curves were αrad,1 =
0.17, αrad,2 = 0.7 and αrad,3 = 1.15. In regions 1 and 2, there were some
behaviors that were not taken into account by the simple squish model.
Curves obtained from the model were adjusted to follow the general trends,
but presented limitations. In region 3, trends were much more predictable.
The model achieved good agreement with CFD simulations in this region.
Figure 4.55: Adjustment of swirl velocity component.
In the model, swirl motion was controlled by three mechanisms. Due
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to the higher complexity of the swirl model in comparison with other
velocity components, the number of tuning constants was relatively large.
A total of nine constants were adjusted. To regulate the influence of squish
during compression, βsq,c,2→1 and βsq,c,3→2 were given the values 1.1 and
0.8, respectively. During expansion, βsq,c,2→1 and βsq,c,3→2 were equal to
1.2 and 1.4, respectively. The effect of squish was very important around
the top dead center and could increase swirl motion considerably. The
other mechanism producing momentum transfer among flow regions was
viscous shear. The constants of the two interfaces, βvs,2→1 and βvs,3→2
were adjusted with the values of 1 and 0.5, respectively. Finally, the three
constants to calibrate swirl deceleration due to wall friction, βfr,1, βfr,2
and βfr,3, took the value 1.3. Trends observed in the CFD simulations
were generally reproduced by the model, as shown in Fig. 4.55. However,
swirl velocity was overpredicted in some cases. In particular, the test at
3500 rpm and high swirl ratio presented a clear overestimation of swirl in
flow region 2, specially in the peak near the top dead center. In general,
the reliability of the model regarding swirl prediction was acceptable, but
some deviations could be expected under certain conditions.
Figure 4.56: Adjustment of turbulent velocity component.
Lastly, the results of calibrating the turbulence model are presented
in Fig. 4.56. There is only one graph because turbulence was modeled
globally, encompassing all surfaces in the cylinder. Five constants were
used to adjust turbulent kinetic energy. Among them, the model was
found to be most sensitive to γsq. This constant regulated the effect of
squish and was given a value of 0.013 after calibration. Another constant
linked to turbulence production, γ∆p, was set equal to 0.9. The dissipation
constant, γε, took a value of 6.8. The other two tuning constants, γint
and γexh, corrected the influence of the intake and exhaust processes on
turbulence generation. As such, they could not be adjusted with CFD
simulations because these were limited to the closed cycle. Instead, the
constants were manually adjusted using curves of turbulent motion from
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the literature as reference [140] [136]. Their values were finally set to
γint = 0.1 and γexh = 0.
The adjusted constants were entered in the model for all subsequent
studies.
4.3.2 Thermal analysis
Heat transfer coefficient calculation
The multizone model was integrated into the thermal network that formed
the Nodal Model. That implied the necessity to determine convective con-
ductances in order to define the thermal connection between in-cylinder
gas nodes and cylinder wall nodes. A convective conductance, Eq. 2.40,
is the product of a contact area and a heat transfer coefficient. In the
multizone model, the heat transfer coefficient was determined using a cor-
relation directly derived from the Colburn analogy, Eq. 2.14, which is
shown again here. Morel et al. proposed the usage of this correlation
in the report of their multizone model [133]. Other authors of multizone
models such as Hansen [141], Eiglmeier et al. [132] and Schubert et al.
[136] followed this proposal. To evaluate the friction factor, f , Blasius’
law, which is the expression given in Eq. 4.68, can be employed. Constant
Cf has the value 0.046 for flat plate boundary layers and 0.067 for fully
developed pipe flow. Morel et al. and Hansen used the mean of both
values, 0.0565, and the same was done in this thesis. All fluid properties
must be evaluated at film temperature, the mean of bulk gas temperature
and wall temperature.











Variable v is the characteristic gas velocity affecting a determined sur-
face, solved with the gas motion submodel and with Eq. 2.46, as explained
in Section 4.3.1. Therefore, a different heat transfer coefficient had to be
calculated for each surface. Correspondingly, since the heat transfer co-
efficient is used to obtain gas temperature, six nodes representing the
different gas temperatures had to be considered, one per heat transfer co-
efficient. The reason why the temperature of the gas nodes is dependent
on the heat transfer coefficient was explained in Section 3.3, in particular
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with the demonstration of Eq. 3.6. The gas nodes were connected to the
corresponding wall nodes through contact areas.
The Reynolds number of the friction factor has to be evaluated for a
characteristic length, Lchar. To maintain consistency, an approach pro-
posed by Morel et al. and applied by Hansen was followed in this thesis.
The approach consisted in using approximations of the boundary layer
thickness on the different surfaces as characteristic lengths. They were
the following:
1. Bowl ground: Lchar(t) = 0.05
(






2. Bowl lateral wall: Lchar = 0.05Dbowl (4.70)
3. Piston crown: Lchar(t) = 0.05 [L0 + s(t)] (4.71)
4. Liner wall: Lchar = 0.05Dcyl (4.72)
5. Outer firedeck: Lchar(t) = 0.05 [L0 + s(t)] (4.73)
6. Inner firedeck: Lchar(t) = 0.05
(






Lbowl is the bowl depth and Drim is the bowl diameter at the rim. [L0 +
s(t)] is the instantaneous distance between the piston top and the firedeck,
a variable that has already been used in Section 4.3.1. Notation Lchar(t)
indicates that thickness on a determined surface changes instantaneously
over time, while Lchar indicates that it is constant. It is noted that the
boundary layer thickness of surfaces 3 and 5 were assumed to be equal.
Calibration and evaluation procedures
The calibration procedure of the gas motion submodel was explained in
the previous section, Section 4.3.1. The multizone convection model also
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underwent a calibration. In particular, the in-cylinder heat transfer coeffi-
cients were scaled with a tuning constant. The same value of the constant
was used for all tests: all surfaces in the chamber, all cylinders, all en-
gine speeds and the two swirl ratios. The adjustment was performed at
the lowest swirl ratio, considering the seven tests at low swirl. Later, the
adjusted value of the tuning constant was also employed for the tests at
high swirl. This allowed to check whether the influence of swirl was well
captured by the gas motion model alone, without a need for further ad-
justment. The aim was to evaluate the potential of the multizone model
to predict wall temperatures under all conditions of the test campaign,
after calibrating one single scaling constant. The prediction would be sat-
isfactory if the model were able to capture the influences of engine speed
and swirl at the different measurement locations. Engine speed and swirl
are connected to in-cylinder heat transfer through gas motion. The ca-
pacity to predict local temperatures relies on the zonification of the heat
transfer coefficient, which should achieve an improved prediction of the
heat distribution throughout the cylinder walls.
To calibrate the tests at low swirl ratio, estimated curves of heat loss
obtained with the energy balance method were used as reference. The
method was described in Section 2.2.2 and the curves were employed in
Sections 4.2 and 4.3.1. A simple optimization method was implemented
to fit the value of the convection constant. The user had to enter an upper
and a lower bound to specify the range in which the optimum had to be
searched. Next, the range was divided into 10 sub-ranges. That provided
11 values of the tuning constant. The model had to be tested with those 11
values. For each value of the constant, all tests at low swirl were simulated.
Since each cylinder was simulated separately, a total of 28 simulations were
run. In each simulation, the instantaneous curve of heat flux from the gas
to the cylinder walls was compared with the corresponding experimental
curve and the mean absolute error was computed. For each value of the
tuning constant, the mean errors of the 28 simulations were summed. This
was the variable to be compared. After comparing the error for the 11
values of the constant, the range between the two values with lowest error
was chosen as the optimal. Next, that optimal range was subdivided into
10 sub-ranges to gain further precision. After 11 evaluations in the new
range, the optimal value of the tuning constant was found. Thus, each
optimization process consisted of 616 simulations.
It must be noted that the experimental and the modeled heat flux
curves were only compared in the closed part of the cycle, because that
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is the period when the energy balance method could be applied. When
valves were open, there was no experimental data to be used as reference.
Nevertheless, this was not considered a significant drawback because most
heat rejection to cylinder walls occurs during the closed cycle, when the
gas reaches higher temperatures.
Two correlations were optimized. The first correlation was the mod-
ified Woschni formula from the initial version of the Nodal Model. This
approach used one common heat transfer coefficient for all surfaces inside
the cylinder. The second correlation was the one discussed in the present
section. This multizone correlation considered a different heat transfer
coefficient for each of the six surfaces into which the cylinder walls were
divided, because characteristic velocity is different for each surface. The
values of the calibration constants that best fitted the reference heat curves
were very similar: 1.795 for the global Woschni correlation and 1.735 for
the multizone correlation.
Heat flux study
The first analysis of this section deals with the curves of heat flux from the
gas to the cylinder walls. These heat flux curves were the data used for
calibration. Therefore, the trends seen in these curves provided important
information concerning what to expect from the model. In the graphs of
Fig. 4.57, three curves are plotted: experimental heat flux calculated with
the energy balance method, heat flux obtained with a Woschni correlation
applied to the whole chamber (single-zone model, called global in the
figure) and heat flux obtained with the multizone model described in this
section, which considers six different heat transfer coefficients in different
zones of the combustion chamber (called Zonal in Fig. 4.57). Each row
of graphs is referred to a different engine speed and each column to a
swirl ratio. Graphs on the left side are for the lowest value of swirl ratio
(SR=1.4) while graphs on the right are for the highest (SR=3). Engine
speeds shown in this figure are, from top to bottom, 1000, 2000 and 3000
rpm. All results are from cylinder 3, but the results shown in this figure
are representative of all cylinders and are also representative of all tests
in the campaign.
At low swirl, both models presented very similar results and good
agreement with the experimental curve. The only exception was that, at
3000 rpm, the experimental curve had slightly higher slopes than those
predicted by the models. Two conclusions can be extracted from the
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Figure 4.57: Comparison of heat flux obtained with different methods:
experiment, global model and multizone model.
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graphs at low swirl. First, the results of both models were very similar,
even though they used different correlations for calculating the in-cylinder
heat transfer coefficient. That is not surprising, since both correlations are
based on the same theory of the Colburn analogy. Regarding the multizone
model, it should provide better prediction of the temperature distribution
but that cannot be seen in this analysis; it will be assessed later, during
the temperature study. Second, both the global and the multizone model
were able to predict the heat flux for different engine speeds under motored
operation. This seems a contradiction with results shown in Section 4.2, in
which at 3000 rpm there was an overestimation of mean wall temperatures.
It was commented that a possible solution to this problem was to replace
the constant heat transfer coefficients on the coolant side by a correlation
that took into account coolant flow rate. The simulations reported in the
present study already included the coolant correlation for both models
(global Woschni and multizone). Therefore, it can be concluded that the
correlation was effective in improving the predictions of the Nodal Model.
All details about the correlation for convective heat transfer in the coolant
are given in Section 4.4.
In the tests at high swirl, on the right side of Fig. 4.57, there were clear
differences among the curves. At 1000 rpm, during most of the compres-
sion and expansion strokes, heat flux obtained from both models agreed
fairly well with the experimental curve. However, around top dead cen-
ter (0°), the peak of heat flux was clearly underpredicted by the global
model and slightly overpredicted by the multizone model. At 2000 rpm,
the prediction of the global model improved but the peak was still un-
derestimated. The prediction of the multizone model was worse than at
1000 rpm. At 3000 rpm, the slope during compression was well captured
by the models but, during expansion, the heat flux dropped at a higher
rate than predicted. At this engine speed, the global Woschni correlation
slightly underpredicted the peak of heat flux while the multizone model
clearly overpredicted the peak. Overall, it can be concluded that, during
most of the closed cycle, predictions from the models were acceptable but,
around the top dead center, the global model underpredicted heat flux
and the multizone model overpredicted it. That is relevant because, due
to the high gas temperature at the top dead center, a large portion of
heat is rejected in this period. The issue was worse at high engine speed
for the global model and at low engine speed for the zonal model. Since
predictions at low swirl were arguably good for different engine speeds,
the results at high swirl suggest that the influence of swirl and possible in-
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teractions between engine speed and swirl (e.g. squish) were not properly
reproduced.
Temperature prediction analysis
The study of heat flux lacked spatial resolution, since only the total heat
loss could be analyzed. The study could not provide details such as the
distribution of heat to the different areas of the cylinder. A study of wall
temperatures, in contrast, allows to assess the prediction accuracy at the
different measurement locations on the firedeck and liner. It is reminded
that the central motivation of testing a multizone model is to improve
local predictions, which is the main deficiency of the Nodal Model. The
study of wall temperatures is condensed in Fig. 4.58. The plotted mag-
nitude, εT , is the difference between the modeled and the experimentally
measured temperature at each location, i.e. Tmod − Texp. The horizontal
axis measures the error of the global convection model. In Section 4.2,
it was found that the global model was far from perfect. Temperature
in the firedeck was underpredicted near the center and overpredicted in
the periphery. In the liner, temperature tended to be overpredicted near
the top, while at the bottom a combination of underpredictions and cor-
rect estimations was observed. On the Y axis, the error of the multizone
convection model is indicated. Ideally, all data points should be on a
horizontal line that passes through y = 0. That would mean that the mul-
tizone model predicts local temperatures with zero error. The diagonal
lines indicate locations in the graph in which the errors of both models
are equal. Therefore, data points in the upper and lower quarters mean
that the error of the multizone model is higher than the error of the global
model. On the contrary, data points in the lateral quarters indicate that
the prediction of the multizone model is better than the prediction of the
global model. A bigger concentration of data points in the lateral quarters
would lead to the conclusion that the multizone model is superior to the
global model in predictive power.
In the upper left graph, the locations on the firedeck are analyzed
for the low swirl tests. Engine speeds or operating points are plotted in
different hues of blue. Darker hues indicate higher engine speed and lighter
hues mean lower engine speed. For each operating point, 54 data points
are plotted, as there were 54 sensors in the firedeck (the experimental
installation was thoroughly explained in Section 4.2.1). All data points
are close to the diagonal, which means that both models predicted similar
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Figure 4.58: Temperature error comparison of a multizone and a global
in-cylinder convection model in motored operation.
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temperatures. However, they are slightly above the diagonal, meaning
that temperatures predicted by the multizone model were always slightly
higher than those predicted by the global model. This helped to improve
predictions at those locations were temperatures had been underpredicted
by the global model, but was detrimental for most data points. It can
also be observed that low engine speed data points presented lower error
values.
The upper right graph shows the results for the firedeck and the tests
with higher swirl ratio. All points are clearly above the diagonal. Thus,
the multizone model calculated significantly higher temperatures than the
global model. This is a clear indicator that the zonal model overestimated
the effect of swirl, at least in the firedeck. The fact is consistent with
the overestimation of the heat flux peak observed in Fig. 4.57. It was
reported in Section 4.3.1 that swirl velocities were overpredicted by the
gas motion model under concurring conditions of high swirl ratio and high
engine speed in the inner cylinder regions. This is a likely error source
in the center of the firedeck. A strong influence of engine speed can be
observed, suggesting cross-interactions with swirl.
The graph on the lower left contains the 34 data points of the liner,
from the tests at low swirl. In that case, most data points are found in
the lateral quarters, on the left or on the right. That means that the
multizone model improves the prediction of the global model. The results
are distributed along a line, but this line has a slower slope than the
diagonal, which is favorable to the predictions of the multizone model. In
the multizone model, the whole liner had the same heat transfer coefficient,
like in the global model. The advantage of the zonal model must be
therefore in the improved consideration of gas velocity. In particular, the
Woschni correlation of the Nodal Model used the mean piston speed as
axial velocity, while the multizone approach considered an instantaneous
gas velocity which additionally took into account the effect of squish.
Finally, in the graph on the lower right side, predictions for the liner
in the high swirl tests can be assessed. As at low swirl, the data points
are mostly found on the left and the right quarters, indicating a better
prediction of the zonal model. However, they are close to the diagonal,
which means that the results of the multizone model were very similar to
those of the global model. It is noteworthy that, while the swirl effect was
overestimated on the firedeck, the same did not happen in the liner. This
fact may point to the inner zones as originators of the overestimation of
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swirl effect.
Heat transfer coefficient analysis
To shed light on the observed trends, the heat transfer coefficients obtained
with the multizone model were analyzed. Fig. 4.59 shows curves of heat
transfer coefficients for the different surfaces considered within the cylinder
and for the two levels of swirl ratio. There is one graph for each surface.
Each graph contains three curves. Two of them show the evolution of the
heat transfer coefficient over the engine cycle at the two levels of swirl ratio.
The third curve is the boundary layer thickness, used as characteristic
length. The plotted curves are representative of all operating conditions.
They were extracted from the test at 2000 rpm and from cylinder 1.
At all locations, the heat transfer coefficient curves are very similar for
both swirl ratios over most of the engine cycle. The curve of high swirl is
slightly above, indicating a higher heat transfer rate. An exception to the
similarity of curves is the peak around the compression top dead center.
The high swirl test presented a clearly higher heat transfer coefficient
at that point. In all surfaces, the difference was similar, between 10%
and 15%, except in surface 2, the bowl lateral wall, where the difference
was 27%. The later surface is in the inner region, but it is part of the
piston, not the firedeck. Therefore, the singular increase of heat transfer
coefficient in surface 2 does not help to explain why the firedeck presented
an overestimation of swirl influence while the liner did not.
However, there is another finding that could be a likely responsible.
In surfaces 3 and 5, piston crown and outer firedeck respectively, it is ap-
parent that there is a second peak at the exhaust top dead center, around
360°. This peak was not related to high gas velocity but to a low value
of boundary layer thickness, used as characteristic length. Comparing the
different graphs, it can be observed that the characteristic lengths for sur-
faces 3 and 5 reached the lowest values. They were obtained with Eqs.
4.71 and 4.73, following the proposal of Morel et al. [133]. In particular,
the minimum value of Lchar is 5% of the squish height. In the engine
under study, the minimum was equal to 75µm. Low values of Lchar pro-
moted high peaks of heat transfer coefficient, as can be deduced from the
equations presented at the beginning, of Section 4.3.2, Eqs. 2.14 and 4.68.
Indeed the heat transfer coefficient reached higher values in surfaces 3
and 5 than in the rest. This behavior can explain the overestimation of
temperatures in the outer area of the firedeck.
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Figure 4.59: Heat transfer coefficient for the different surfaces and swirl
ratios.
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Temperature prediction maps
Additional spatially-resolved information can be obtained from a study of
distribution maps. The predictions of the global model and the multizone
model were compared with each other. In the maps, the experimental
minus the modeled temperature is plotted at the different measurement
locations. The reason for plotting this magnitude, the reasons for choos-
ing certain cylinders and many other details concerning these maps were
thoroughly discussed in Section 4.2. All results are from the tests at 2000
rpm.
(a) Global (b) Multizone
Figure 4.60: Prediction at low swirl in the firedeck of cylinder 1.
At low swirl, the multizone model worsened the prediction in the pe-
riphery of the firedeck with respect to the global model, as can be seen
in Figs. 4.60 and 4.61. In particular, the model predicted higher tem-
peratures that those experimentally measured. That fact could likely be
related to the high peaks of heat transfer coefficient promoted by the small
thickness of the boundary layer at the top dead center.
At high swirl, predictions were less accurate than at low swirl for both
models, since they had been calibrated at low swirl. That can be noticed
when Fig. 4.60 is compared with Fig. 4.62 or when Fig. 4.61 is com-
pared with Fig. 4.63. However, the most remarkable observation is the
important increase of modeled temperature in the multizone approach at
high swirl and, consequently, the clear overpredictions with respect to ex-
perimental data. The global model presented considerable deficiencies as
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(a) Global (b) Multizone
Figure 4.61: Prediction at low swirl in the firedeck of cylinder 3.
(a) Global (b) Multizone
Figure 4.62: Prediction at high swirl in the firedeck of cylinder 1.
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(a) Global (b) Multizone
Figure 4.63: Prediction at high swirl in the firedeck of cylinder 3.
well but, from Figs. 4.62 and 4.63, it can be concluded that its predic-
tions for the firedeck were better than those of the multizone model. Two
likely causes for the unsatisfactory predictions of the multizone model in
the firedeck have been commented: in the center, the overestimation of
swirl velocity by the gas motion submodel and, in the outer area, the
sharp peaks of heat transfer coefficient promoted by the reduction of the
boundary layer thickness.
In the liner, some different trends were found. The multizone model
slightly improved temperature prediction at some locations. This hap-
pened both at low swirl, Fig. 4.64, as at high swirl, Fig. 4.65. The
consequence was a general but small improvement of predictions in the
liner, as was seen in Fig. 4.58.
From a more fundamental point of view, Figs. 4.60 to 4.65 show that
the multizone model is unable to provide an improved prediction of wall
temperatures. An examination datapoint by datapoint leads to the con-
clusion that the multizone model, at best, achieves marginal prediction
improvements at the cost of considerably increasing calculation complex-
ity. At worst, the multizone model has flaws that produce worsened pre-
dictions with respect to a simpler global model.
Post-calibration study
As a final study, a calibration of the scaling constant was done with only
the tests at high swirl ratio. The calibrated constants at high swirl can
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Figure 4.64: Prediction at low swirl in the liner of cylinder 4.
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Figure 4.65: Prediction at high swirl in the liner of cylinder 4.
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be compared to those calibrated at low swirl to have a single numerical
indicator of the accuracy of the model when predicting the swirl influence.
The outcomes of the post-calibration and the old adjusted constants are
summarized in Table 4.8. The global Woschni correlation would have pro-
vided more accurate heat flux curves with a constant equal to 1.988, a
value 10.7% higher than the optimum for low swirl. For the multizone
model, a constant equal to 1.424 would be needed to decrease heat rejec-
tion to optimal levels. The value is 17.9% lower than the adjusted value
for low swirl. This is consistent with previous observations indicating that
the effect of swirl was clearly overpredicted by the multizone model. The
results undoubtedly agree with the trends shown in Fig. 4.57 as well.
Predicted wall temperatures from the multizone model adjusted for high
Correlation SR=1.4 SR=3
Global Woschni 1.795 1.988
Multizone 1.735 1.424
Table 4.8: Adjusted constants for the two models and swirl ratios.
swirl (tuning constant = 1.424) were also checked. Unsurprisingly, local
predictions were still poor, because lowering the scaling constant decreased
all temperatures similarly.
Concluding remarks
In summary, in Section 4.3 the potential of a multizone model to improve
the prediction of wall temperatures was evaluated. The implementation of
an in-cylinder convection model was thoroughly described. Methods and
procedures used for calibration were reported and results were discussed.
Lastly, predictions of the multizone model were compared with predictions
of the global model that was employed in the initial Nodal Model.
It was found that, after calibration, both models presented good agree-
ment with the experimental heat transfer rate over a wide range of engine
speeds. However, at high swirl the multizone model tended to overpre-
dict the heat flux peak at top dead center while the global model tended
to underpredict it. Moreover, cross-interactions between swirl and engine
speed were not fully captured by the models.
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An analysis of wall temperature prediction was performed next to pro-
vide spatial resolution to the study. In the firedeck, predictions of the mul-
tizone model were generally worse than those of the global model because
the former predicted higher temperatures. Overprediction was specially
prominent at high swirl ratio due to an overestimation of swirl influence.
In the inner area of the firedeck, this could be caused by an overpredic-
tion of swirl motion, specially at high engine speed, as was reported in
Section 4.3.1. In the outer area of the firedeck, a study focused on the
heat transfer coefficient allowed to link temperature overpredictions to an
unexpected behavior of the boundary layer thickness, used as character-
istic length. Back to the analysis of temperature prediction, it was found
that, in the liner, the multizone model slightly improved predictions and
did not overestimate swirl influence. That was different from the behavior
observed in the firedeck. Overall, however, the multizone model worsened
predictions of wall temperature in many cases and, in the cases in which
predictions improved, the gains were relatively small. These assertions
were confirmed by an analysis datapoint by datapoint with temperature
maps. Neither the global model nor the zonal model were able to properly
predict the temperature distribution on the cylinder walls. Therefore, this
study casts doubts on the potential of a 0D/1D zonal model to capture the
highly localized heat transfer processes that take place within the engine
cylinder.
From the research accounted so far in the present chapter (Sections 4.1,
4.2 and 4.3), it can be concluded that the Nodal Model has an undeniable
capacity of predicting mean temperatures of the firedeck and the liner
walls under different conditions of engine speed, load and swirl motion.
That is a relevant capability for many applications, like the calculation of
heat flux from in-cylinder gas to walls, the determination of heat rejection
to coolant and oil or the estimation of temperatures in various parts of
the engine structure. That can be achieved considering the same heat
transfer coefficient throughout the combustion chamber. In the case of
the Nodal Model, the heat transfer coefficient is obtained with a modified
Woschni correlation that requires adjustment of the gas velocity terms.
This kind of model is unable to provide a high spatial resolution of wall
temperatures near the cylinder surfaces. A multizone model with different
heat transfer coefficients for different areas of the combustion chamber
seemed a promising solution to solve the temperature field on the cylinder
walls. Notwithstanding, after the implementation and evaluation of such
model, it was concluded that it was also incapable of accurately predicting
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local temperatures.
Although it would be a valuable feature of the model, a detailed spatial
resolution of in-cylinder heat rejection is not a requirement for most ap-
plications of engine simulation. In particular, the thermal response of the
global engine model, VEMOD, can be validated without this additional
feature. Consequently, the developments of the Nodal Model focused on
improving other areas unrelated to spatial resolution. The improvements
were part of this thesis, and they involved considerable research efforts.
Starting from the initial Nodal Model, the objectives for the rest of Chap-
ter 4 are:
 To model heat rejection to coolant and oil circuits in order that the
thermal evolution in those circuits can be accurately predicted.
 To model the transient thermal response of the engine structure.
 To make the necessary changes that ensure a perfect interaction with
the other submodels of the Virtual Engine Model (VEMOD).
4.4 Heat rejection to coolant and lubricant
Various improvements were made to the way in which the hydraulic fluids
of the engine were managed in the Nodal Model. The most notorious lack
of the initial model was the absence of correlations for determining the
heat transfer coefficients on the coolant side. Constant values were used,
which did not take into account changes in flow rate or fluid properties. In
Section 4.2, it was demonstrated that this led the model to overpredict en-
gine temperature at high engine speed. The misprediction could be solved
if coolant flow rate was taken into consideration by the heat transfer coef-
ficient, by means of a correlation. To include new correlations, it had to be
taken into account that coolant galleries in the cylinder block and in the
cylinder-head were considered separately in the Nodal Model. Therefore,
two correlations of forced convection and two of natural convection were
implemented.
1. In the cylinder block, the proposal of Bohac et al. was imitated [40].
They used a correlation from Grimison [204] for flow past a bank
of cylinders, Fig. 4.66, modified for fluids other than air, Eq. 4.75
[118]. C2 for a single row of aligned cylinders is equal to 0.7. C1 and
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Figure 4.66: Flow past a single row of tubes.
m are geometry-dependent constants whose values are 0.27 and 0.63,
respectively, for aligned cylinders, typical engine dimensions and the
typical range of the Reynolds number found in engines. Flow rate
was considered in the correlation through the Reynolds number, Re.
This number can be expressed in terms of the mass flow rate, as
shown in Eq. 4.76. As characteristic length, L, the bore diameter
plus two times the thickness of the liner wall was used. Cross area
A is depicted in Fig. 4.66.







2. If coolant flow rate is zero in the liner galleries, natural convection
is assumed. The correlation of Raithby and Hollands for natural
convection inside concentric tubes was used, Eq. 4.77 [205] [118]. r1
and r2 are the internal and external radii of the gallery, respectively.
Ra is the Rayleigh number, which is the product of the Prandtl
number, Pr (see Eq. 2.13), and the Grashof number, Gr. The
expression of the Grashof number is given in Eq. 4.78. β is the
coefficient of thermal expansion, which was calculated from density
as β = −d ln(ρ(T ))dT . Gravity acceleration is present in the formula as
g. In this application, the characteristic length, L, is given by Eq.
4.79. For ∆T , a value of 15°C typically observed in engine tests was


































3. For forced convection in the cylinder-head, Dittus-Boelter correla-
tion, Eq. 2.16, was employed. The Reynolds number, Re, was eval-
uated with Eq. 4.76 again. As characteristic length, L, the diameter
of the cylinder-head galleries were selected. To find a suitable value,
various cylinder-heads were measured and also typical values were
surveyed from the literature [184]. A scalable typical value equal
to 11% of the bore was accordingly implemented. The cross sec-
tion, A was assumed to be 8% of the bore section, after the same
examinations done for the characteristic length.
4. For cylinder-head galleries when flow rate is zero, a correlation pro-
posed by Churchill and Chu for natural convection in horizontal
tubes was implemented, Eq. 4.80 [206] [207]. The gallery diame-














In some versions of the initial Nodal Model, such as the one integrated
in CALMEC, fluid nodes were simple boundary conditions with fixed tem-
perature. No temperature variation, enthalpy variation or thermal inertia
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was modeled on the fluid side. In other versions, two nodes were consid-
ered: one represented the inlet and the other the outlet. In that case,
enthalpy variation could then be taken into account. To model convec-
tive heat transfer, mean temperature of both nodes was considered. An
example system is shown in Fig. 4.67, where i is a solid node, in is a
fluid inlet node, f a fluid outlet node, Kcv is convective conductance and
Kfl is flow conductance, which represents enthalpy variation between in-
let and outlet as explained in Section 2.2.3. The equations resulting from
the energy balance at this system’s nodes are in Eq. 4.81 (see Section
2.2.3 for more details). The resulting system in matrix form can be seen
in Eq. 4.82, with many terms in the conductance matrix. This approach
was considered unsuitable to represent systems formed by large volumes
of fluid with relatively small inlet and outlet flows. A clear example of this
in an engine is the lubrication system, with a large oil pan and a small
circulating flow. In the original approach, too much weight was given to
inlet temperature. In relation with that, it was not clear where the fluid
mass should be put for obtaining the capacitance: in one of the nodes or
divided between inlet or outlet. The situation could get more complicated
if there were multiple outlets with one common inlet.
Figure 4.67: Convection between solid and fluid in the old configuration.
(I) Kcv(t)
[(










Tf (t) + Tin(t)
2
)]
−Kfl(t) [Tf (t)− Tin(t)] = 0
(III) Tin(t)− T ∗in(t) = 0
(4.81)
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Figure 4.68: Convection between solid and fluid in the new configuration.
In the new Nodal Model, it was decided to consider inlet fluid nodes,
in, as simple boundary conditions, while all fluid characteristics, like mass,
were put in a node representing the fluid bulk, f . Then, heat convection
had to take place between solid nodes, i, and fluid bulk. The inlet node
was connected only to fluid bulk nodes, not to solid nodes. System def-
inition had to be slightly different to represent the later fact. The same
system of the previous example is defined under the new criterion in Fig.
4.68. Capacitances were added for transient modeling. The corresponding
equations are gathered in Eq. 4.83 and the simpler matrix system is shown
in Eq. 4.84.
(I) Kcv(t) [Tf (t)− Ti(t)]− Ci(t) [Ti(t)− Ti(t− 1)] = 0
(II) Kcv(t) [Ti(t)− Tf (t)]−Kfl(t) [Tf (t)− Tin(t)]−
− Cf (t) [Tf (t)− Tf (t− 1)] = 0
(III) Tin(t)− T ∗in(t) = 0
(4.83)
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−Kcv Kcv 0Kcv − (Kcv +Kfl) Kfl
0 0 1
  Ti(t)Tf (t)
Tin(t)
−
Ci 0 00 Cf 0
0 0 0




Ci 0 00 Cf 0
0 0 0





 = 0 (4.84)
In addition to the mentioned improvements, the correlations to calcu-
late physical properties of fluids, with focus on coolants, were reviewed.
A literature and database survey allowed to update most correlations and
also to add some fluids and mixtures. Real mixtures were considered, not
ideal mixtures. Ultimately, density, conductivity, viscosity and specific




 Mixtures of water and ethylene glycol in any proportion
 Mixtures of water and diethylene glycol in any proportion
 Mixtures of water and triethylene glycol in any proportion
 Mixtures of water and propylene glycol in any proportion
 Mixtures of water and dipropylene glycol in any proportion
 Generic engine oil
Correlations of physical properties were included in diverse fluid submod-
els. The fluid submodels formed a generalized fluid model which was part
of VEMOD.
4.5 Transient behavior
Initially, the lumped heat transfer model did not consider thermal inertia.
However, this model had been previously used to predict the temperature
evolution of coolant and oil during a New European Driving Cycle [166].
As the thermal network did not contain capacitances, a quasi-steady ap-
proach was used. In spite of the success of this approach, the inclusion
of capacitances was imperative in order to provide a physical account of
thermal inertia. That should enhance reliability in cases of fast transients
and very dynamic conditions.
The first step to implement thermal capacitance in the Nodal Model
was to determine the nodes’ volumes. Node mass was considered as the
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product of density and volume, according to Eq. 2.42. In solids, density is
fixed at the beginning of the test because mass must not change with tem-
perature. In liquids, in contrast, the volume of the galleries is assumed
constant and the density changes when temperature changes over time.
The Nodal Model has a default geometry shown in Section 3.3. Formulas
were implemented in the model to calculate the volume of each node ac-
cording to the default geometry. In addition, the geometry of the model
was adapted for Engine 1, as explained in Section 4.2. The adaptation
included obtaining the volume of each node from 3D CAD models. That
information was part of the geometry data and was imported with the
rest.
To make the Nodal Model capable of simulating thermal transients,
the mass of the whole engine block had to be considered. The initial
model had a detailed geometry of the areas around the cylinder, but the
external areas were not included. There were two nodes representing the
bulk of the cylinder-head, but they did not account for the whole mass of
the cylinder-head. The solution was to scale the size of those two nodes
taking into consideration a user-specified value of cylinder-head mass and
the mass of the rest of the nodes. Globally, the mass of the cylinder-head
is equal to the value entered by the user. In the cylinder block, the liner
between the cylinder wall and the coolant galleries was present, but the
metal mass around the galleries was missing. A single node was added
to each cylinder model to represent that mass. As in the cylinder-hear,
a user-specified value of cylinder block mass was used to determine the
mass of this node. Another matter of interest was that, in the initial
Nodal Model, oil was in thermal contact with the piston but not with
the block. The piston was in contact with the liner through the piston
rings, but that thermal conductance was small. As a consequence, the oil
node acted usually as a heat sink. However, studies of the Global Energy
Balance found that heat transfer from oil to coolant through the structure
of the engine block was not negligible, adding up to 25% of heat rejection to
coolant under some operating conditions [101]. To model the entire engine
it was necessary to include all paths through which oil can dissipate heat
[152]. To achieve that, a thermal conductance between the the oil node
and the block bulk node was added. The value of that conductance is a
constant entered by the user. Another element for heat dissipation, the
oil cooler, can be simulated with the model of heat exchangers described
in Section 5.1.
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Once volumes and masses were determined, thermal capacitances could
be obtained. The calculation was implemented in an independent function
that can be called as frequently as needed. Specific heat capacity of each
material is a function of temperature. Therefore, the model allows the
possibility of recalculating capacitances taking into account the influence
of temperature variations over time.
Figure 4.69: Example thermal system including capacitances.
The capacitances are introduced in the matrix system of equations
that represents the thermal system in the lumped model. Under steady-
state conditions, capacitances do not apply and the system has the form
[K][T (t)]+[BC] = 0, where K represents the conductance matrix, BC the
vector of boundary conditions and source terms and T (t) is the vector of
temperatures, which is the only unknown to be solved (see Section 2.2.3).
In that system, T (t) can be determined by inverting the conductance
matrix as [T (t)] = −[K]−1 [BC] = 0. In transient, though, various finite-
difference schemes can be used to set up and solve the linear system of
equations. Three schemes were implemented in the Nodal Model and
tested. Next, they are briefly described and applied to the simple example
of Fig. 4.69. Fig. 4.70 illustrates the schemes. The vertical direction
represents time, where t is the current time step and t− 1 is the previous
one. The horizontal direction is spatial; i, j and k are the different nodes
of Fig. 4.69. The blue area covers the data points included in the equation
to solve the node j in the time step t.
1. Explicit. To solve the state of the system in the current time step,
only information of the previous time step is used, as schematized
in Fig. 4.70(a). In node j, temperature in the previous time step,
Tj(t− 1) is used to calculate heat accumulation. Also Tj(t− 1) and
the temperatures of the surrounding nodes, Ti(t − 1) and Tk(t − 1)
are used to calculate heat exchange. The resulting equation of node
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(a) Explicit
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(c) Crank-Nicolson
Figure 4.70: Finite-difference schemes.
j is Eq. 4.85. Note that the equation can be directly solved for Tj(t),
which is the only unknown. Therefore, in the explicit scheme, each
equation is independent and can be solved separately. The matrix
system has the form −[C] [T ] + [K +C] [T (t− 1)] + [BC] = 0, where
C the capacitance matrix, T (t− 1) is the vector of temperatures in
the previous time step and the other terms were clarified earlier. C
is a diagonal matrix. The explicit scheme is the fastest because no
matrix inversion is needed. It is also very simple. The main practical
drawback, however, is that the method is not unconditionally stable.
Thus, the maximum viable time step has to be determined every call
for every node and the system has to be solved within that time step,
not the one requested by the caller. Moreover, the accuracy of the
method is theoretically the lowest.
Kij [Ti(t− 1)− Tj(t− 1)] +Kjk [Tk(t− 1)− Tj(t− 1)]−
− Cj [Tj(t)− Tj(t− 1)] = 0
(4.85)
2. Implicit. This method is based on a balance in the current time
step. Temperatures of the current time step, Ti(t), Tj(t) and Tk(t)
are used to calculate heat exchange. From the previous time step,
only Tj(t − 1) is used in the equation of node j to determine the
accumulated heat. That is illustrated in Fig. 4.70(b). The expres-
sion is Eq. 4.86. Note that the equations have to be solved together
as a system due to the multiplicity of unknowns in each equation
(Ti(t), Tj(t) and Tk(t)). The system has the form [K − C] [T (t)] +
[C] [T (t−1)]+ [BC] = 0. The key advantage of this scheme over the
explicit scheme is that it is unconditionally stable, regardless of the
time step. A drawback is the need for inverting the matrix K − C
to solve the system. However, this method is considered the most
accurate of the three for relatively large time steps. The implicit
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scheme was used by Bohac et al. [40].
Kij [Ti(t)− Tj(t)] +Kjk [Tk(t)− Tj(t)]−
− Cj [Tj(t)− Tj(t− 1)] = 0
(4.86)
3. Crank-Nicolson. In this combined method, both the current state
and the previous state are considered. To calculate heat exchange,
Ti(t), Tj(t) and Tk(t) as well as Ti(t − 1), Tj(t − 1) and Tk(t −
1) are employed. Therefore, all data points of Fig. 4.70(c) are
colored. The equation of node j is Eq. 4.87 and, consequently, the









1)] + [BC] = 0. It can be deduced form this that, as in the implicit
scheme, it is necessary to to invert the K/2 − C matrix to solve
for T (t). Also as the implicit scheme, the Crank-Nicolson scheme
is unconditionally stable. However, Crank-Nicolson scheme is more
complex. Theoretically, this is the method that provides the highest
accuracy among the three for small time steps.
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Tj(t− 1)− Cj [Tj(t)− Tj(t− 1)] = 0
(4.87)
As mentioned, the finite-difference schemes were put to test. The
results are shown in Fig. 4.71. In the figure, the temperature of a node
of the cylinder-head bulk is plotted. All schemes were tested with a time
step of 0.1 s. It was found that the explicit scheme caused temperature
at this location to diverge after 1.5 s (purple curve). The implicit scheme
(black) and the Crank-Nicolson scheme (green) are unconditionally stable,
so they did not experience that problem. The test was run again with the
explicit scheme and a time step of 0.01 s. That time, the simulation did
not diverge. Comparing the different curves, it can be concluded that
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Figure 4.71: Comparison of different schemes.
the modeled evolution of temperature is the same. It was confirmed with
the rest of nodal temperatures under several operating conditions that
accuracy was not an issue in this application. Therefore, the implicit
scheme was used for the rest of calculations of this thesis because it is
simple and unconditionally stable.
Even though the solving procedure of the Nodal Model was modified
to implement the transient finite-difference schemes, it was decided to
keep the capability of steady-state solving. A steady-state solver is useful
for pre-calculating temperatures in order to attain fast convergence to a
thermal equilibrium. In VEMOD, the Nodal Model can be called in its
transient or its steady form at any moment.
To finish this section and also to assess the suitability of the changes
introduced in the previous section, a validation of the Nodal Model in
transient operation is reported. This was a preliminary validation of the
transient response considering only the model of heat transfer in the engine
block. The validation is justified because the engine block is the most
influencing component of the engine from the thermal point of view. A
more global validation is presented later in this thesis, in Chapter 6. Since
one of the main aims of this research was to have a physics-based transient
thermal model, this preliminary validation was an opportunity to assess
whether the model produced accurate results.
The Nodal Model was evaluated standalone after the discussed changes
were introduced in a version that was not integrated into any other tool,
and before its final integration into VEMOD. Because of this, there was no
coupled model to simulate in-cylinder conditions (VEMOD or CALMEC).
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However, gas temperature was needed as a boundary condition. Another
relevant variable that was typically obtained from CALMEC was instanta-
neous gas velocity in exhaust ports. To provide that data, CALMEC sim-
ulations were run at discrete time points of the tests. To supply CALMEC
simulations, instantaneous variables (specially, in-cylinder pressure) were
experimentally measured at those discrete time points. After the experi-
mental tests, CALMEC simulations in steady-state mode were run sepa-
rately for each time point. Then, in-cylinder gas temperature and exhaust
gas velocity were delivered to the Nodal Model for standalone thermal sim-
ulations. Thermal simulations with the Nodal Model were not performed
in a discrete way, but as single simulations of the same duration as the ex-
perimental test. Simulation time step was determined by the discrete time
points because, at those points, inputs from CALMEC were available. As
previously explained, at each time step, temperatures of the previous time
step were used to calculate thermal inertia, constituting a single simula-
tion. After the tests and simulations, mean temperatures of firedeck and
liner were calculated as in Section 4.2.
Figure 4.72: Transient validation: load change.
Two different tests were conducted in the facility of Engine 1. De-
scription of the facility can be found in Section 4.2.1. In the first test,
engine load was changed suddenly and then the engine was let to reach a
new thermal equilibrium. Load changed from motored operation to 50%
load. Engine speed was 1500 rpm. The final state corresponds to keypoint
1500@8 of Section 4.2. Coolant temperature was kept constant at 80
during the test. This implied that the valve of the secondary cooling cir-
cuit was wide open after the test started, in order to cool down the engine
coolant (see Fig. 4.3). Later, a PID was able to keep coolant temperature
nominal. Oil and intake air temperatures were also kept constant at 87.5
and 23, respectively. Coolant flow rate was experimentally measured.
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This information and the rest of the test data were entered into the Nodal
Model to replicate the test in a simulation. The test lasted 250 seconds.
The first five modeled data points had a time step of 5.5 seconds. At that
point, liner temperature was close to the stabilized value. The two follow-
ing points were measured and simulated with a time step of 11 seconds.
At that instant, firedeck temperature was close to stabilization. The rest
of the test was sampled with a time step of 20 seconds. In Fig. 4.72,
the results of cylinder 3 are shown. Experimental curves are plotted as
lines and modeled data points are plotted as markers. It can be seen that
coolant temperature (green) was maintained around the nominal value of
80. Small fluctuations were captured by the model. Moreover, liner tem-
perature (blue) increased around 5 from the initial value of 85.5. In
contrast, firedeck temperature (orange) increased 20 until stabilization.
At the beginning, the modeled firedeck temperature was slightly higher
than the measured one. Nonetheless, thermal evolution in the firedeck
and the liner was predicted correctly and stabilized temperatures showed
good agreement between model and experiment.
Figure 4.73: Transient validation: warm-up of structure, coolant and oil.
The second test was based on changing of coolant and oil temperatures.
The engine was operated at 1500 rpm and 50% load, i.e. keypoint 1500@8
again. At the beginning, coolant and oil were cooled down to 40 and
60 , respectively. This was achieved by entering those values as initial
settings of the PID. The test started when settings were changed to the
nominal values, 80 for coolant and 87.5 for oil. The engine entered in a
process of a warm-up until it reached the new equilibrium. Since test 2 was
longer than test 1, a time step of 60 seconds was used for the simulation.
Fig. 4.73 shows the thermal evolution in cylinder 3. Good agreement
between model and experiment was obtained during the warm-up period
and during the equilibrium period. Coolant temperature increased 40.5
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over the test while firedeck and liner temperatures increased around 35.
It can be concluded that the thermal capacitances introduced in the
Nodal Model were very effective in predicting the thermal response of
engine structure and coolant during transients.
4.6 Adaptation for integration into VEMOD
As pointed out during the qualitative evaluation in Section 4.1, several
actions were required to integrate the Nodal Model into VEMOD. The
Nodal Model not only had to work in the VEMOD environment, but also
had to be adapted to work coupled to other component models. The
paradigm change introduced by VEMOD is that simulation is not focused
on the thermodynamic cycle inside the cylinder anymore. Instead, en-
gine processes are simulated in such a way that models can interact with
other models. This means that the model structure has to separate ini-
tialization, data exchange and main execution. If the model has different
modes, they have to be separated as well to be reachable from external
calls. To comply with these requirements, all models underwent a process
of standardization. In the Nodal Model, it was necessary to organize dif-
ferent tasks into modules: initialization, creation of invariable elements,
data update from external sources, call to transient execution and call to
steady-state execution. In addition, methods to supply results to external
models had to be implemented. The schema of Fig. 4.74 is a grey-box
representation of the Nodal Model.
Initialization consisted of three tasks.
1. To read the input data file in which the model was defined, typically
coming from a graphical user interface.
2. To declare variables used throughout the model, e.g. number of
nodes and system matrices.
3. To assign properties and initial values, e.g. materials and initial
temperature.
The defining information of the engine heat transfer model had to
be entered in a compatible way with the rest of engine submodels. For
this reason, the highly standardized XML (Extensible Markup Language)
format was chosen to specify the initial input data in VEMOD. The XML
code is a schema of elements and attributes. It is contained in a XML file
that can be generated with a graphical user interface created for VEMOD.
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Figure 4.74: Grey-box diagram of the Nodal Model integrated in VEMOD.
The structure of the XML schema for the Nodal Model is shown in Fig.
4.75.
One of the elements that contain information for the simulation is
called ‘General Data’. This element includes information about fluids and
materials to be used, among other data. In Fig. 4.75, only the subelements
that are relevant for the Nodal Model are shown for reasons of concision.
Among the fluids, it is necessary to specify working fluid, lubricant and
coolant. The working fluid is defined as a mix of chemical species. There-
fore, it is necessary to specify the composition at the engine intake. The
lubricant includes coefficients for the viscosity curve and also identification
data to assign it to the lubricant circuit. The coolant contains identifica-
tion data and weight fraction, to simulate a mix of water and antifreeze.
Curves of physical properties are found in VEMOD’s code, not entered as
input data. Similarly, materials are listed under ‘General Data’ with their
identification data. Note that the ‘Material’ element can be repeated as
many times as necessary to include all necessary materials.
The other element that contains relevant information for the definition
of the engine heat transfer model is ‘Engine Block’. This element has many
subelements, but only two are of interest for this thesis: ‘Heat Transfer’
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Figure 4.75: Structure of the XML code that contains the input data of
the engine heat transfer model.
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and ‘Coolant & Oil’. One of the attributes of the ‘Heat Transfer’ element
is ‘Type’. ‘Type’ allows to select the in-cylinder convection model most
suitable for each application. At the moment, the only available type is
‘CI Swirl’. It is meant for compression ignition engines with swirl motion,
and it is based on the modified Woschni correlation reviewed in Section
3.3. Depending on the type, the heat transfer model has properties in-
cluded in the ‘CI Swirl’ subelement. Correlation constants are entered
as attributes. The initial or nominal swirl ratio is also specified there.
However, it is possible to enter a swirl table to determine swirl ratio as a
function of the swirl valve position. That way, swirl ratio can vary during
the simulation. Apart from data of the in-cylinder convection correlation,
the ‘Heat Transfer’ element has other direct attributes:
 Mean wall temperatures on the cylinder walls are specified as initial
or fixed values, because the usage of the Nodal Model to calculate
wall temperatures is optional.
 A multiplier for the in-cylinder convection correlation during the
period of the cycle in which valves are open and a multiplier for the
closed period are present for additional tuning.
Under the subelement ‘Nodal Model’ some specific information is pro-
vided:
 Additional geometry, such as liner thickness and squish height.
 Material of each engine part.
 Multipliers for convective heat transfer on the coolant and the oil
side.
 User-defined thermal conductance to consider heat exchange be-
tween the oil and the cylinder block, as mentioned in Section 4.5.
‘Coolant & Oil’ is the second element of interest under ‘Engine Block’.
It contains information about the cooling and lubricating fluids present in
the engine. The one attribute of the ‘Coolant & Oil’ element is ‘Split Cool-
ing’, which is true if cylinder block and cylinder-head are cooled by dif-
ferent circuits and false otherwise. Currently, the available sublements of
‘Coolant & Oil’ are ‘Coolant’, ‘Coolant Cylinder-Head’ and ‘Oil’. ‘Coolant
Cylinder-Head’ is used only when ‘Split Cooling’ is true. The attributes
of the fluid subelements are:
 Initial inlet temperature.
 Initial mass flow rate.
 ID of the corresponding circuit in the model of thermo-hydraulic
circuits.
 Volume occupied by the fluid inside the engine block.
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 Hydraulic resistance of the engine block, which is defined as Rh =
H/V˙ 2 , where H is the hydraulic head drop in meter column fluid and
V˙ is the fluid flow rate. For more details, see Section 5.2.
After reading the input data file, part of the information is employed
to assign properties and to initialize variables. Initial temperatures of
solid nodes are taken respectively from the initial wall temperatures of
liner, firedeck and piston. Gas nodes are initialized at ambient tempera-
ture. Initial temperatures and mass flow rates of coolant and oil nodes are
taken from the ‘Coolant & Oil’ element previously mentioned. VEMOD
has dedicated models for fluids and materials that store and calculate
physical properties such as density, thermal conductivity or specific heat
as a function of temperature. Each fluid and material present in the engine
block is linked to its corresponding fluid or material model. A new devel-
opment was that valves and port walls can be assigned different materials
from the cylinder-head material.
The next step during execution is to create a set of structures contain-
ing data that does not change during the simulation. Afterwards, some
additional initializations are done. If geometry and conduction conduc-
tances have to be imported from files (see Section 4.2.1), the operation is
done at this point. However, the most common case is to use the default
geometry of the model seen in Section 3.3 and then obtain the correspond-
ing conduction conductances. In that case, calculations are internally done
by the model. In any case, all information is stored in the mentioned data
structures.
In VEMOD, the Nodal Model is a member of another model, the
Cylinder model. Each cylinder has a Nodal Model. The Cylinder model,
in turn, is part of the Engine Block model and is also part of the model of
Heat Exchangers that is described in Section 5.1. The Cylinder model can
call the Nodal Model in two different ways: steady-state mode or transient
mode. Most processes of both modes are common. However, the numerical
solvers are different, as explained in Section 4.5. In addition to the solvers,
in transient mode there is the need to calculate thermal capacitances and
the storage term of heat flux, C dTdt .
When the Cylinder model calls the Nodal Model, it supplies some
inputs that are referred in Fig. 4.74 as periodic inputs. As VEMOD
is a time-based model and not an angle-based model, two fundamental
inputs are the time step and a vector with time increments. This vector
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has the same size as the vectors that contain instantaneous data of the
thermodynamic cycle such as the gas temperature curve, and provides the
time reference for each data point of the curve. Time step can be arbitrary,
though by default the duration of an engine cycle is employed. That is to
say, by default the Nodal Model is called at the end of each engine cycle
and is supplied with the cycle’s data (pressure, temperature, etc.).
The method to calculate in-cylinder convection is selected at the begin-
ning, in the creation stage, and linked to the heat transfer model. Then,
the in-cylinder convection submodel is fixed, and the same method is al-
ways applied throughout the simulation. As previously commented, at
the moment there is only one available method, based on the modified
Woschni correlation reviewed in Section 3.3. This method is suitable for
compression ignition engines with swirl motion. The engines studied in
this thesis are of that kind, but for future research, new models will have
to be implemented. The procedure to obtain the heat transfer coefficient
and the thermal conductances between gas and walls were only modified
to allow a time-based calculation instead of an angle-based one. No other
developments were introduced with respect to the original method.
Also in the topic of convection conductances, the methods related to
the cooling and lubricating fluids were overhauled. Important modifica-
tions were introduced to adapt the fluid nodes, as discussed with examples
in Section 4.4. Also in that section, the addition of new correlations was
reported. The new correlations introduced the need for mass flow rate
as a new input. The new Nodal Model works in close collaboration with
the models of ancillary systems that were developed in this thesis and are
described in Chapter 5. Data exchange between the Nodal Model and
the Thermo-Hydraulic model is accomplished through the Heat Exchang-
ers model. The Thermo-Hydraulic model provides inlet temperature and
mass flow rate to the Cylinder model and reads heat rejection and out-
let temperature, received by the Cylinder model from the Nodal Model.
Another development was that new tuning constants were added to the
convective correlations on the coolant and oil side in order to increase the
degrees of freedom when adjusting the model.
An important change in the Nodal Model was the method for calculat-
ing heat transfer in the intake and exhaust ports. The models used in the
initial Nodal Model, which were reviewed in Section 3.3, presented various
drawbacks.
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Figure 4.76: 3D cut of cylinder cooling galleries.
1. It depended on a simple emptying and filling model to supply gas
flow conditions.
2. Gas properties were assumed equal to air properties.
3. A constant gas temperature value was used for the whole cycle. Tem-
perature was experimentally measured with slow-response thermo-
couples in intake and exhaust manifolds.
4. In the exhaust ports, two correlations were used: one during the
closed part of the cycle (Eq. 3.9) and a different one when exhaust
valves were open (Eq. 3.10). Since Eq. 3.9 used mean mass flow
rate and Eq. 3.10 used instantaneous velocity, the curve of heat
transfer coefficient in the exhaust ports presented discontinuities at
the instants of valve closure and opening. Moreover, the combination
of mean and instantaneous magnitudes in Eq. 3.10 is questionable.
The Gas Dynamics model of VEMOD has heat transfer submodels for
intake and exhaust ports that were reviewed in Section 3.5. VEMOD has
a 1D model that can determine flow conditions accurately. Temperature is
variable over the engine cycle and has spatial resolution. In addition, gas
composition is dynamic and is coupled with the other models, being the
Combustion model the most influential. Gas properties are a function of
temperature and chemical composition. The correlations for determining
the heat transfer coefficient, Eqs. 3.14 and 3.15, are continuous and they
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were recommended after substantial research, as reported in Section 3.5.
To use those heat transfer submodels, the Nodal Model was coupled
with the Gas Dynamics model. Nodes representing the gas in the intake
and exhaust ports were removed, since they were single nodes that did
not provide any additional information. The new method that was imple-
mented consists in retrieving heat data calculated by the Gas Dynamics
model by means of a direct request and then introduce it in the equations
of the port elements as a source term. The port elements are port walls
and valves, including the upper face of the valve plugs and the stems.
An example of an exhaust port is shown in Fig. 4.77. For each port,
heat to wall, heat to valve and heat to stem can be read separately. The
number of port ducts depends on the engine. The new Nodal Model is
able to process one or two ports at the intake or at the exhaust. Wall
temperatures of port elements are required by the Gas Dynamics model
in order to calculate heat transfer. Every time the Nodal Model calculates
engine temperatures, they are stored and made readable to the Gas Dy-
namics model. In addition to wall temperatures, the Gas Dynamics model
needs the surface areas of each of the port elements in contact with gas
to calculate heat transfer. This information is made accessible to the Gas
Dynamics model when the Nodal Model geometry is created.
The original method is still allowed for cases in which the Nodal Model
and the Gas Dynamics model are uncoupled. However, additional inputs
are required: temperatures and mean mass flow rates of intake and exhaust
gas. Moreover, at the beginning of the simulation, two nodes representing
the intake and exhaust gas are created.
Figure 4.77: 3D cut of exhaust port.
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Friction is also contemplated as a heat source term in the new Nodal
Model. Friction data is calculated by the Mechanical Losses models. How-
ever, friction heat is supplied to the Nodal Model by the Cylinder model
as a periodic input. Two values are received: one is the heat dissipated
in the piston rings due to friction with the liner and the other is the rest
of heat dissipated by friction. Heat to piston rings is entered as a source
term in the equation of one of the piston nodes, node 3 (see Fig. 3.6 in
Section 3.3). Node 3 is assumed to contain the piston rings and receive all
heat dissipated by friction. Regarding the second value, the rest of heat
from friction, it is entered as a source term in the equation of the oil node.
Radiation was not considered in this model. According to modern
experiments reviewed in Section 2.2.3, the contribution of radiation to
in-cylinder heat rejection is small, even in diesel engines. Moreover, in
Section 2.2.1 it was seen that many authors had modeled thermal radiation
in a lumped form with convection, which is certainly the dominant heat
transfer mechanism. In the case of the Woschni correlation used in the
Nodal Model, radiation effects are considered in a lumped way by the
combustion velocity term. However, it is possible to supply values of
radiative heat calculated with another model to the Nodal Model with
minor modifications. These inputs can be entered as heat source terms to
the thermal system, an option commented in Section 2.2.3.
Convection conductances and source terms are recalculated every time
step, because conditions on the fluid side are highly variable during engine
operation. Thermal capacitances have to be recalculated every call as well
because they use the time increment, ∆t, which is variable (see Eq. 2.42).
At the same time, specific heat capacities can be updated according to new
node temperatures. Conduction conductances in the solid are by default
calculated only during model creation and assumed invariable for the rest
of the simulation. However, the calculation of conduction conductances is
separated to allow being called at any time. The purpose of recalculating
these conductances would be to update thermal conductivities of the solid
using current temperatures. But, in general, temperatures in the solid
do not vary much during engine operation and therefore the changes in
thermal conductivity are not very important. Moreover, recalculating the
conductances would come at the cost of slightly increasing computational
demand. For those reasons, recalculation is deactivated by default.
All modifications introduced with respect to the initial Nodal Model
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had an impact on the definition of system matrices. The matrices consti-
tute the system of equations that describe the thermal system to be solved.
Solving methods were discussed in Section 4.5. Depending on an exter-
nal call, a steady-state or a transient implicit method is employed. The
solver’s outcome is a vector that contains the temperature of every node.
This is the fundamental result of the Nodal Model. Next, a post-processing
procedure allows to obtain all relevant outputs. Temperatures are aver-
aged to calculate wall temperatures or temperatures of certain elements.
Heat fluxes among nodes are calculated by multiplying the conductance
matrix and corresponding temperature differences. The result is a heat
flux matrix. For instance, to obtain the element in row i and column j,
the operation is Qij = ±Kij (Ti − Tj). Qij is heat transfer between node i
and node j, which can be an inflow or an outflow depending on the sign of
the thermal conductance K. Heat rejection to a particular node or group
of nodes can be calculated summing all heat inflows from other nodes,
plus the accumulated heat and the heat generated in it. Nonetheless, to
obtain heat rejection to coolant and oil in VEMOD, a simpler method is
used. From the heat balance, Q˙gen + Q˙in− Q˙out = Q˙flow + Q˙accum, where
Q˙gen is generated heat, Q˙in is heat going to the fluid from other nodes,
Q˙out is heat flowing from the fluid to other nodes, Q˙flow is enthalpy in-
crement experienced by the fluid and Q˙accum is heat accumulated in the
fluid. Therefore, total heat rejection to coolant and oil can be calculated
as Q˙fluid = Q˙flow + Q˙accum.
Finally, the output of results is accomplished through a set of functions
that can be externally called. Each function returns a different variable,
which can be a temperature value, a temperature array or a heat flux value.
Most results are requested by the parent Cylinder model, but other three
models obtain data directly from the Nodal Model: the Gas Dynamics
model receives temperature of valves and port walls in the cylinder-head,
the Mechanical Losses model receives the piston rings temperature and the
Injection model receives the injector temperature. Indirectly, the Thermo-
Hydraulic model reads heat rejection and fluid outlet temperature from the
Cylinder model, which is part of the Heat Exchangers model as explained
in Section 5.1. Later, results can be written to VEMOD’s output file.
The writing functions are part of the Cylinder model and they were newly
implemented as part of this thesis’ works.
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This chapter describes two models that were developed from the ground
up in order to extend the Virtual Engine Model. The models simulate an-
cillary systems of the engine where heat transfer processes occur, either
as primary processes or as secondary ones.
One of the models, the model of heat exchangers, provides a common
framework for all elements where heat transfer takes place. This allows
all those elements to communicate with other models in a standard way.
The model of heat exchangers also comprises methods for simulating heat
transfer between two fluid flows.
The second model is a thermo-hydraulic model for fluid circuits. This
model simulates the mass and energy transport throughout a hydraulic
circuit. In a hydraulic circuit, flow is incompressible, i.e., density changes
in the fluid are negligible. This is the case of liquids and of gases that
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do not go through significant compression and expansion processes. To-
gether, the two models make possible to simulate a system like the cooling
circuit of an engine, which exchanges heat with different components and
moves the thermal energy from sources to sinks. Other systems whose
main purpose is not to transfer heat, like the lubrication circuit, can be
simulated with these models as well.
There were two purposes for modeling the ancillary systems of the en-
gine. First, to capture more accurately the behavior of the engine as an
assembly of multiple systems. Indeed, the ancillary systems have a signif-
icant influence on the thermal response of the engine. Second objective
was to provide the capability of making thermal management studies.
Also, there were three criteria that were followed when the models were
being developed. The first one was that every model had to be linkable
to the other engine models in order to work like a network. The second
criterion was that the models had to be general to allow simulating any
kind of heat exchanger and any kind of hydraulic circuit. Lastly, the
models had to be flexible enough to allow the study of diverse circuit
layouts and a wide variety of hardware.
5.1 Model of heat exchangers
5.1.1 Model structure . . . . . . . . . . . . . . . . . . . . 213
5.1.2 Effectiveness-NTU method . . . . . . . . . . . . . . 215
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An internal combustion engine is a thermal machine in which many
heat exchanges exist. Some of the thermal exchanges occur in devices
whose purpose is to exchange heat between two fluids, called heat ex-
changers. Other heat exchanges occur in elements whose primarily pur-
pose is not to exchange heat. For instance, the function of the engine
cylinders is to convert one kind of energy into another kind. In the cylin-
ders, fuel’s chemical energy is converted into mechanical energy through
changes in the thermal state of a working fluid. However, during this
process, heat transfer processes take place. The turbocharger is another
machine present in the engine whose purpose is not to exchange heat. In
the turbocharger, thermal energy is recovered from the engine exhaust as
mechanical energy and then this mechanical energy is used to increase the
thermal state of the intake gas. As in the cylinders, heat transfer is present
as a secondary effect. From the point of view of a computational model,
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all those heat exchanging elements can be simulated with a single model
that is general enough, regardless of heat transfer being a primary or a
secondary process. In this section, the name heat exchangers will be used
to refer to the generalized element of the VEMOD code and the thermo-
hydraulic model. That is, all engine components where heat transfer must
be modeled will be heat exchangers. Computationally, they are objects of
the heat exchanger model.
5.1.1 Model structure
To get a model that is general enough to consider all possible heat transfer
processes, the structure of the model has to be relatively complex. The
scope of the model is marked in grey color in Fig. 5.1. Heat exchanger






Controlled by setting: 
exchanged heat







Controlled by setting: 
outlet temperature
Thermal flow to hydraulic 
flow











Cross flow with both fluids unmixed
Cross flow with one fluid mixed
   and the other fluid unmixed
Cross flow with both fluids mixed
Effectiveness table
Figure 5.1: Structure of the model of heat exchangers.




2. Elements whose main purpose is to exchange heat.
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 Thermal flow to hydraulic flow. Like heat transfer between a gas
and a liquid through a solid. Example: from EGR gas to cooling
fluid. In the code they are called Coolers.
 Hydraulic flow to hydraulic flow. Like heat transfer between two
liquids or between a liquid and an incompressible gas flow through
a solid. Example: heat rejection of the cooling fluid in the radiator.
In the code they are called Liquid to liquid.
 Controlled by setting: exchanged heat. The exchanger is connected
to only one circuit. The fluid receives the amount of heat specified
by the user. Outlet temperature is calculated and stored. This is
useful in case the user wants to prescribe the rejected energy, for
instance because it was experimentally measured.
 Controlled by setting: outlet temperature. The exchanger is con-
nected to only one circuit. The fluid goes out at the user-specified
temperature. The necessary amount of exchanged heat is calculated
and stored. This can be applied when the heat exchanger is pro-
grammed to keep a target outlet temperature.
The first group of heat exchanger elements (cylinder, cylinder-head
and turbocharger) have dedicated models. For example, there is a cylin-
der model that simulates all the processes that take place in the cylinder:
injection, combustion, gas flow, thermodynamic evolution, piston move-
ment, friction and heat transfer. All processes are simulated by means
of submodels. The submodel for heat transfer was extensively studied in
Chapter 4. This dedicated model makes all calculations related to heat
transfer. The cylinder model is, in turn, a submodel of the engine block
model. But the cylinder model is also a submodel of the heat exchanger
model that is being described in the present section. Therefore, all listed
elements in both groups belong to the common part of the heat exchanger
model. The functions of this common part are to exchange data with
other models and to perform common operations such as calculating heat
capacity of flows, but not to calculate heat transfer. The common part
of the heat exchanger model also stores basic information like exchanged
heat, flow conditions, fluid volumes or flow resistance curves.
Elements in group 2 have submodels inside the heat exchanger model.
They determine the operation of the heat exchanger. Heat exchangers
controlled by a setting are relatively simple. Setting (heat or temperature)
is provided by a fixed value or by a table, as a function of engine speed
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and torque. The setting can be read at the beginning or be modified by
an external object. In addition, these heat exchangers have a function to
determine the exchanged heat or the outlet fluid temperature.
The remaining types are thermal-flow-to-hydraulic-flow and hydraulic-
flow-to-hydraulic-flow heat exchangers. Heat exchanges between two ther-
mal flows (gas-gas) are out of the scope of this model and were not part
of this thesis’ works. The performance of the three mentioned types of
heat exchanger is determined by the effectiveness-NTU method. This is
described in Section 5.1.2. This method requires two design inputs: one is
the subtype of heat exchanger and the other is the UA parameter. UA is
called overall conductance and it is the product of the overall heat transfer
coefficient and the heat transfer area. It is a measure of the capacity of
the device for exchanging heat. UA can be entered as a fixed value or as
a table which is a function of fluid mass flows. Regarding the subtype of
heat exchanger, this second-level classification only has influence on the
calculation of the effectiveness-NTU method. Subtypes are:
 Simple parallel flow.
 Simple counterflow.
 Shell and tube.
 Cross flow with both fluids unmixed.
 Cross flow with one fluid mixed and the other fluid unmixed.
 Cross flow with both fluids mixed.
 Effectiveness table.
A peculiarity of the heat exchange between a fluid flow and the ambi-
ent, like in a radiator, is that the heat exchanger is connected to only one
circuit. Properties of the ambient side are obtained from global engine
information.
5.1.2 Effectiveness-NTU method
The effectiveness-NTU (number of transfer units) method is used to cal-
culate heat transfer between two fluid flows in a heat exchanger. This
is a popular method widely reported in the literature [208] [209]. In this
method, exchanged heat is calculated as the product of a parameter called
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effectiveness, , and the maximum heat amount that can be exchanged
theoretically between two flows, Q˙max, as seen in Eq. 5.1.
Q˙exch =  Q˙max (5.1)
Q˙max is given by Eq. 5.2. Tin are the inlet temperatures of the fluids
and Cmin is the minimum heat capacity rate of both fluids. This maximum
heat is based on a counterflow heat exchanger of infinite length and in
absence of external heat losses. The largest temperature difference occurs
in the fluid with lowest heat capacity rate. Therefore, the largest possible
heat exchange happens when the outlet temperature of the fluid with the
lowest heat capacity rate is equal to the inlet temperature of the other
fluid. Indeed, the difference between inlet temperatures is the largest
temperature difference in the system. This is illustrated in Fig. 5.2.
Q˙max = Cmin (T1,in − T2,in) (5.2)
Figure 5.2: Maximum temperature difference in counterflow heat ex-
changer.
To calculate effectiveness, two parameters are defined: NTU and Cr.











The literature provides expressions to calculate effectiveness as a func-
tion of NTU and Cr for different subtypes of heat exchangers.
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(5.6)
 Shell and tube.
One pass through shell
1 = 2
(
1 + Cr + (1 + Cr
2)




















 Cross flow with both fluids unmixed.
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 Effectiveness table. NTU and Cr are independent variables of the
table and effectiveness is the dependent variable.
 In any case, if Cr = 0:
 = 1− e−NTU (5.13)
Once heat flux is known, outlet fluid temperatures can be calculated
with Eq. 5.14.




An assumption of this method is steady-state heat transfer, i.e., no
thermal inertia.
5.1.3 Definition of heat exchangers
The information to define the heat exchangers was entered in XML format,
the standard method in VEMOD. This way, the data and the reading
methods were compatible with all VEMOD submodels. As previously
mentioned, the XML code is a schema of elements and attributes. The
structure of the schema for the model of heat exchangers is shown in Fig.
5.3. Block of Heat Exchangers is the main element that contains all heat
exchangers. Subordinated to it, each heat exchanger constitutes a separate
element. All heat exchangers contain identification data (ID and name)
and type. Possible types are summarized in Section 5.1.1. Depending
on the type, the element may contain further information in the form of
attributes or subelements.
For the cylinders, cylinder-heads and turbochargers, only a reference
ID of the object’s model is stored (cylinder model or turbocharger model).
This is enough to create an object of the common class for components
that exchange heat.
For heat exchangers controlled by a setting, the heat exchanger element
has two additional attributes. ReadSettingFrom tells whether the setting
is entered as a constant value or as a table. In the first case, the value
is specified in the Setting attribute. If the setting is defined as a table, a
subelement representing the table is added. In the table, the independent
variables are engine speed and torque and the dependent variable is the
setting: heat or outlet temperature. Each row of the table is a subelement
of the table with three attributes: engine speed, torque and heat or tem-
perature. Moreover, the heat exchanger is connected to one fluid circuit.
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Figure 5.3: Structure of the XML code that contains the input data of the
model of heat exchangers.
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It is necessary to provide as attributes the ID of the circuit and the volume
of fluid in the heat exchanger. A necessary input for the circuit model is
the hydraulic resistance curve of the heat exchanger. It is specified as a
set of coefficients of a head loss curve in terms of temperature and flow
rate. This is discussed in detail in Section 5.2.1 of the thermo-hydraulic
circuit model.
Definition of heat exchangers that use the -NTU method, i.e., thermal-
flow-to-hydraulic-flow and hydraulic-flow-to-hydraulic-flow, is the most
complex. The UA parameter can be specified as a value or as a table,
as the setting of the previous group of heat exchangers. Attribute UA is
used to enter a constant value. The UA table is a subelement formed by
rows with three attributes: mass flow of the first fluid, mass flow of the
second fluid and UA. Heat exchanger efficiency is a mandatory subele-
ment that determines the efficiency subtype of the heat exchanger. In the
shell and tube case, the number of passes through shell is also required to
evaluate Eq. 5.8. Again, some information about the connected circuits
must be provided. In general, the heat exchanger will be connected to
two circuits. However, the heat exchanger can be connected to only one
circuit if it is connected to the ambient on the other side. In the latter
case, the Ambient subelement is required. This subelement contains fluid
speed curves of the form of Eq. 5.15. They are necessary, along with
ambient density, which is a global variable, to know air mass flow. For
each speed curve, there are five attributes. Reference speed is vref of Eq.
5.15. It can be Vehicle speed or Engine speed. Vehicle speed is a global
variable accessible to the heat exchanger model. Engine speed can be
read from the engine block model. The coefficients c0, c1 and c2 are also
entered as attributes. Finally, the cross section of the heat exchanger for
the respective speed is requested.
vamb = c0 + c1 vref + c2 v
2
ref (5.15)
The model of heat exchangers does not save any output by itself. In-
stead, the heat exchanger may be a component that has a dedicated model,
such as the cylinder or the turbocharger. The dedicated model can save
the exchanged heat as an output. On the other hand, the heat exchanger
is part of at least one fluid circuit. In such case, the gas or liquid circuit
can save the heat exchanged by the fluid as an output.
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To study engine thermal processes completely, it is necessary to take
into consideration the incompressible flows that are present in the engine.
Those flows are usually enclosed within closed circuits that interact with
different engine elements. A hydraulic circuit can be seen as a network
where a fluid flows and goes through connected elements. The most rele-
vant incompressible flow from the point of view of thermal processes is the
cooling flow, because its main function is to evacuate heat from the engine
to prevent mechanical problems. The lubrication system can be seen as a
hydraulic network as well. It also has a relevant role in thermal processes
because the lubricant is the main cooling source of the piston and because
it receives part of the heat produced by friction, which represents a sig-
nificant share of the total heat rejection, specially during engine warm up
[117] [160]. Another hydraulic circuit that can be present in the engine is
the one used for liquid fuel distribution. However, thermal interactions of
the fuel circuit circuit are usually of lesser importance in the engine [101].
To simulate the hydraulic circuits of the engine, the model described
in the present section was developed. The thermo-hydraulic model was
developed under the following specifications:
1. Network layout has to be defined with total freedom. This implies
that the model must be able to solve any possible hydraulic circuit.
2. The model must analyze the hydraulic network to calculate flow
rates and head losses over the whole network.
3. The model must be able to determine the temperature distribution
of the fluid throughout the network.
4. The variety of objects that can be included in the network has to
be enough to represent the different components that can be found
in the hydraulic circuits of engines and the objects must behave
realistically.
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5. The model has to be linkable to other submodels of engine compo-
nents, in particular to the heat exchanging elements described in
Section 5.1, including the cylinder heat transfer model of Chapter 4
as main heat source of the engine.
6. The model has to be able to work both stand-alone and integrated
into the Virtual Engine Model.
7. Thermal inertia of fluids and temperature dependence of physical
properties must be accounted for.
8. Characteristics of circuit components must be able to be defined
with great flexibility.
9. Model structure has to be modular to allow future expansions.
The model is based on the simulation of a network. A network is a
collection of nodes and branches. Prior to describing the model, some
key concepts are briefly defined. They are related to the discipline of
hydraulics and to the description of networks. These concepts are used
regularly in this section.
 Flow rate: volume of fluid per unit of time.
 Hydraulic head or piezometric head: it is a measure of the
potential of a fluid, taking into account elevation and fluid pressure.
Definition of hydraulic head is H = z+ pρ g , where z is elevation and
p is pressure. In the thermo-hydraulic model, however, elevation is
neglected since the influence is very low in automotive applications.
 Object: element that forms part of the circuit and has a determined
function. Objects are described in Section 5.2.1.
 Node: junction point where any number of objects can be con-
nected.
 Branch: linear path between two nodes. It is composed of a suc-
cession of objects. Flow rate is the same along a branch.
 Mesh: linear path that forms a closed loop. It is composed of a set
of branches.
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This section is divided into several subsections. First, circuit compo-
nents are described in detail. Second, an overview of the model’s workflow
is given. Next, it is explained how circuit information is specified and how
a circuit is built using that information. The last two subsections deal with
the calculations performed by the model to solve the hydraulic network
and the thermal distribution.
5.2.1 Description of objects
A hydraulic circuit is made up of different elements. The thermo-hydraulic
model has eight types of objects, each one with a different function. To
fully define a circuit, it is necessary to specify the elements that are present
in it, their type, their properties and the circuit layout. Next, object types
and their properties are described.
Node
A node is a junction point where any number of elements can be connected.
From the hydraulic point of view, nodes have zero volume and do not
produce head losses. Thermally, nodes are considered adiabatic and the
inflows undertake perfect mixing, as in [43].
Pipe
A pipe is a closed cylindrical tube. Flowing fluid does not have a free sur-
face because it is assumed to fill the whole pipe volume. A pipe generates
a head loss which is proportional to flow rate squared, as in Eq. 5.16. Hy-
draulic resistance of the pipe, Rh,2, is obtained from the Darcy-Weisbach
equation, Eq. 5.17. Combining Eqs. 5.16 and 5.17, and assuming that
the tube is cylindrical, Eq. 5.18 is obtained. Therefore, for each pipe,
it is necessary to know length, internal diameter and friction coefficient
between fluid and wall. Friction coefficient is considered constant in this
model. Pipes are assumed adiabatic, as in the reference work [153].
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Heat exchanger
A heat exchanger interacts thermally with the circuit fluid. Thermal prop-
erties of heat exchangers are thoroughly described in Section 5.1. Head
loss is given by a curve in terms of flow rate and fluid temperature, as can
be seen in Eq. 5.19. Temperature influence was accounted for because it
can induce density changes that have an effect on head loss.
H = (Rh,00 +Rh,01 T +Rh,02 T
2) + (Rh,10 +Rh,11 T +Rh,12 T
2) V˙+
+ (Rh,20 +Rh,21 T +Rh,22 T
2) V˙ 2 (5.19)
Curve coefficients Rh are used to define an object which represents
the curve. Curves belong to a class called Multivariate Polynomial. After
a curve is created, it can be evaluated easily by calling the proper class
method and providing the values of the parameters, in this case V˙ and
T . This simplifies the management of complex curves. All curves of the
thermo-hydraulic model are defined like this.
Pump
A pump propels the fluid around the circuit. In addition, power consumed
by the pump is rejected as heat to the fluid. Pump speed is updated
dynamically by reference to an external rotational speed through a pa-
rameter called Speed Ratio, Eq. 5.20. For mechanical pumps in engine





Power consumption W˙ is calculated with Eq. 5.21, once pump head
and flow rate through the pump are known. Pressure difference is obtained
from pump head. Pressure difference, flow rate and pump efficiency allow
to obtain pump power.





To define pump efficiency, a four-degree polynomial in terms of pres-
sure difference and flow rate is employed, Eq. 5.22.
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η = (a00 + a01 ∆p+ a02 ∆p
2 + a03 ∆p
3 + a04 ∆p
4)+
+ (a10 + a11 ∆p+ a12 ∆p
2 + a13 ∆p
3 + a14 ∆p
4) V˙+
+ (a20 + a21 ∆p+ a22 ∆p
2 + a23 ∆p
3 + a24 ∆p
4) V˙ 2+
+ (a30 + a31 ∆p+ a32 ∆p
2 + a33 ∆p
3 + a34 ∆p
4) V˙ 3+
+ (a40 + a41 ∆p+ a42 ∆p
2 + a43 ∆p
3 + a44 ∆p
4) V˙ 4
(5.22)
There are two types of pumps:
 Positive displacement pump, also called volumetric pump. In
this kind of pump, flow rate is independent of the discharge pressure,
i.e. the head loss in the circuit. Instead, flow rate is determined by
a curve dependent on two parameters: pump speed N and fluid
temperature T . Curve expression is provided in Eq. 5.23.
V˙ = (a00 + a01 N + a02 N
2) + (a10 + a11 N + a12 N
2) T+
+ (a20 + a21 N + a22 N2) T
2 (5.23)
Flow rate is limited by the maximum pressure allowed by the pump.
Due to safety reasons, once the volumetric pump reaches the max-
imum head, flow is recirculated to a return line usually connected
back to the supply line. The apparent consequence is that flow rate
is “saturated” at a certain point. Pump pressure is calculated during
network analysis. The thermo-hydraulic model takes into account
the maximum pump pressure when solving the hydraulic network,
as explained in section 5.2.5.
 Turbopump. In this type of pump, flow rate and pump head are
interrelated. Pump head is given by a curve in terms of flow rate
and pump speed. During network analysis, pump head and flow rate
through the pump are determined simultaneously with the rest of
flow rates and head differences of the circuit. Expression of pump
head is provided in Eq. 5.24. Coefficients are noted as Rh because
they can be seen as hydraulic resistances. This is discussed in section
5.2.5.
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H = (Rh,00 +Rh,01N+Rh,02N
2)+(Rh,10 +Rh,11N+Rh,12N
2) V˙+
+ (Rh,20 +Rh,21 N +Rh,22 N
2) V˙ 2 (5.24)
This kind of pump does not require a value of maximum pressure
because the pump curve is completely defined by Eq. 5.24.
Valve
A valve creates a localized hydraulic resistance. Valves are also considered
adiabatic. There are three types of valves:
 Fixed head loss. General-purpose object which defines a constant
hydraulic resistance. Head loss is calculated with Eq. 5.25. Three
constants of hydraulic resistance can be specified: Rh,0 is indepen-
dent of flow rate and uses the unit m.c.f., Rh,1 multiplies flow rate
and its unit is m.c.f. m−3 s and, finally, Rh,2 multiplies flow rate
squared and has the unit m.c.f. m−6 s2. This is the only kind of
valve that can have a volume different from zero.
H = Rh,0 +Rh,1 V˙ +Rh,2 V˙
2 (5.25)
 Operable valve. This valve is able to change its opening from
completely closed to wide open. Hydraulic resistance is variable and
depends on the opening degree of the valve, θ. Opening degree varies
from 0 (fully closed) to 1 (wide open) and can be changed dynami-
cally during the simulation. Head loss and hydraulic resistance are
determined by means of Eq. 5.26. Head loss is always proportional
to flow rate squared. Hydraulic resistance is determined by a poly-
nomial.
H = Rh,2(θ) V˙
2
Rh,2(θ) = a0 + a1 θ
−1 + a2 θ−2 + a3 θ−3
(5.26)
 Thermostat. Thermostats are special types valves whose opening
degree depends on a fluid temperature. Temperature of any object
of the circuit can be monitored. Opening curve as a function of
temperature is a logistic curve which does not account for hysteresis.
The curve is given in Eq. 5.27.
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θ =
(






θ is the opening degree, which varies from 0 (fully closed) to 1 (wide
open), Tc is the temperature at which the thermostat closes com-
pletely, x0 is the mean between Tc and the wide-opening tempera-
ture, T is the monitored temperature and γ is a shape factor which
determines the curve slope. Once θ is known, hydraulic resistance is
calculated with another curve of the form of Eq. 5.26. In summary,
the thermostat object uses two curves: opening degree as a function
of temperature and hydraulic resistance as a function of opening
degree. Changes in opening degree are associated to variations of
the monitored temperature, with some limitations. Limitations are
due to two parameters: maximum opening degree and thermostat
sensitivity. In each iteration, opening degree is updated by means
of evaluating Eq. 5.27 at the current temperature. Then, it is com-
pared to opening degree of the previous iteration to check whether
opening speed is higher than the maximum. If it is higher, opening
degree is recalculated so that opening speed is equal to maximum
opening speed. Next, opening degree is compared with thermostat
sensitivity which is, by default, 1% of total opening or an opening
degree of 0.01. If it is lower, opening degree is overwritten with a
zero.
5.2.2 General workflow
The thermo-hydraulic model starts reading the circuit definition explained
in Section 5.2.3 and creating the circuit as described in Section 5.2.4.
An arbitrary number of circuits can be created and they can thermally
interact with each other through heat exchangers. Under the Virtual
Engine Model environment, separated circuit models can be created for
the different hydraulic circuits in the engine: cooling, lubrication, fuel,
etc. Once the circuit is created, simulation can start. An iteration can be
divided into three parts: an initial updating stage, a second stage during
which the circuit is regarded as a plain hydraulic network, without thermal
considerations, and a final phase in which the thermal state of the circuit
fluid is determined. A schema of the global process can be found in Fig.
5.4.





Thermal state of the circuit
Simulation iterations
Peliminary actions
Figure 5.4: Global workflow of the thermo-hydraulic model.
Update of variables is performed at the beginning of each iteration.
Time step is externally provided. By default, pump speed is calculated
from a reference rotational speed using Eq. 5.20. Heat exchangers, man-
aged by the heat exchangers model, are required to update transferred
heat for the current time span. Depending on the heat exchanger type,
this can trigger different tasks which are performed by the heat exchang-
ers model. They are thoroughly explained in Section 5.1. Thermostats
recalculate their opening degrees as mentioned in Section 5.2.1 during the
updating stage as well.
The following stage analyses the hydraulic network to obtain flow rates
and head losses in every element of the circuit. First, hydraulic resistances
of all objects and branches are calculated. This is the main input to the
network solver. For a detailed description of the network analysis, see
Section 5.2.5. After solving the network, power consumed by the pump
can be determined with Eq. 5.21.
The last part of the model deals with thermal considerations. The
distribution of fluid temperature throughout the circuit is obtained. This
is attained by way of a 0-D approach which involves the discretization of
the circuit into parcels of fluid. The method is comprehensively explained
in Section 5.2.6. Temperature at locations of interest is stored. Inlet
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temperature of heat exchangers is determined and transferred to the heat
exchanger model along with flow rate.
Figure 5.5: Flowchart of variables in the thermo-hydraulic model.
A summary of the commented procedure including the key variables
is shown in Fig. 5.5.
5.2.3 Circuit definition
As in the model of heat exchangers, input data of the thermo-hydraulic
circuit is entered in XML format to be compatible with the rest of engine
submodels. Fig. 5.6 schematizes the structure of elements and attributes
of the circuit definition. Block of Hydraulic Circuits is the main element
that contains all hydraulic circuits. Subordinated to it, each circuit con-
stitutes a separate element. For each circuit, the flowing fluid and the
initial temperature must be indicated. A submodel provides all physi-
cal and chemical properties of each fluid. Information of each circuit’s
objects is organized in different blocks. First block is a list of the heat
exchangers that are present in the circuit. Each heat exchanger is a new
element listed simply with its ID (IDREF ), since all heat exchangers data
is included in the Block of Heat Exchangers, as explained in Section 5.1.3.
Other simple blocks contain nodes and pipes. Blocks of pumps and valves
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Figure 5.6: Structure of the XML code that contains the input data of the
thermo-hydraulic model.
are more complex. There is a separate block for volumetric or positive
displacement pumps and another one for turbopumps, as they use differ-
ent information. Each element that represents a volumetric pump has two
sub-elements: a Flow curve and an Efficiency curve. Curves are composed
of coefficients. Each coefficient has two attributes, ID and Value. Curves
of turbopumps are Head curve and Efficiency curve. Coefficients of Head
curve are grouped in three sub-elements, in threes: coefficients that do
not multiply flow rate, coefficients that multiply flow rate and coefficients
that multiply flow rate squared. See the description of the turbopump
for more details. In the case of valves, there are three sub-types and,
therefore, three blocks. Each block has different attributes. The Block of
Operable Valves and the Block of Thermostats have a Curve of Hydraulic
Resistance which is a function of the opening degree.
A final block allows to specify the outputs to be written. The list of
available outputs can be found in Table 5.1.
The circuit layout is defined by the connections among objects. Un-
der the Virtual Engine Model environment, all elements are connected by
pipes. Therefore, to define the layout is enough to specify two key at-
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Table 5.1: Outputs of the thermo-hydraulic model.
Variable Object
Flow Rate every pump
Flow Rate every heat exchanger
Pressure Difference every pump
Pressure Difference every valve
Pressure Difference every thermostat
Pressure Difference every heat exchanger
Temperature every object
Inlet Temperature every heat exchanger
Sensor Temperature every thermostat
Heat every heat exchanger
Rotational Speed every pump
Power every pump
Opening Degree every valve
Opening Degree every thermostat
tributes for each pipe: one is the ID of the element connected to the left
end of the pipe, and the other one is the ID of the element on the right
end. In general, notwithstanding, it is allowed to connect objects directly,
without pipes. In such case, IDs of the adjoining elements are specified
for each object except nodes, not only for pipes.
5.2.4 Circuit creation
Circuit creation involves different tasks. As a first step, information about
components is read from a source with the format described in Section
5.2.3. This information is stored as needed by the network analysis and
thermal state procedures. Once input information is gathered, it is neces-
sary to identify all branches and meshes of the network. This is done by
means of graph analysis using information about nodes and connections.
Next, further information is systematically stored:
 Total volume of each branch.
 Location of each object’s inlet.
 Location of each object’s outlet.
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 Heat exchangers in each branch, sorted from the end of the branch
to the beginning of the branch.
 Pumps in each branch, sorted from the end of the branch to the
beginning of the branch.
 Base hydraulic resistance of each branch. There are two kinds of
elements whose hydraulic resistance does not change dynamically
during the simulation, i.e., their hydraulic resistance does not de-
pend on variables such as fluid temperature, pump speed or valve
opening degree. These static types are Pipe and Fixed head loss.
To avoid repetitive calculations, the contribution of those objects to
the hydraulic resistance of each branch is precalculated and stored
at this point.
 For each thermostat, object whose temperature is monitored.
 For each thermostat, constants x0 and k are precalculated and stored
(see Eq. 5.27).
 Thermal state vectors are initialized to the initial circuit tempera-
ture.
Graph analysis
Graph analysis allows the thermo-hydraulic model to interpret the circuit
layout. The goals are to identify all branches and meshes of the circuit
and to store their information as required by the model.
In graph theory, a graph is a collection of elements, called vertices, in
which some pairs of vertices are related. Relations are called edges. In
the case of a hydraulic network, the vertices are the objects that form the
circuit. Edges are the physical connections among those objects. More-
over, a hydraulic network is an undirected graph because, in principle, the
fluid can flow from one object to another in both directions. Thus, the
first task is to determine the edges between the vertices, or connections
between objects. To do this, the connections of each object are processed
in order to create an adjacency matrix. The matrix indicates whether
pairs of vertices are adjacent or not in the graph. An example can be seen
in Fig. 5.7.
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          1    2    3     4    5
1      0   1   0   1   0
2      1   0   1   0   1
3      0   1   0   1   0
4      1   0   1   0   1






Figure 5.7: Example graph and associated adjacency matrix.
Second, the adjacency matrix is used to find all possible paths in the
network. To achieve this, an original depth-first search algorithm was de-
veloped. The algorithm finds all paths starting from a given object. When
a path is complete, the algorithm steps back one object and tries to find
an alternative way from there, without going back through the explored
path. If there are no alternatives, the algorithm keeps backtracking until
it finds a new way. A clarifying schema can be found in Fig. 5.8. A depth-
first search finds paths in the order 1-2-3-4. The alternative would be a
breadth-first search, which explores the neighbor objects first. This kind
of search would find paths in the order 1-3-2-4. Both options are equally
valid, and finally the depth-first search was chosen. In the algorithm, the
starting point is the first stored node or, if the network has no nodes, the
first stored object. Starting from a node simplifies the subsequent iden-
tification of branches and meshes. In the example of Fig. 5.7 and Figs.
5.9-5.15, the first node is object 2.
Fig. 5.9 shows the first move of the algorithm, both graphically and in
the matrix. From object 2, the first found edge connects to object 1. In
the adjacency matrix, this is equivalent to search the first one from left to
right in row 2. First one is found in the first column. Object 1 is added
to the path.
When object 1 is stored, the crossed edge is removed from the adja-
cency matrix to prevent immediate backtracking. This is indicated in Fig.
5.10 along with the second move of the algorithm. A black circle marks
the starting object. Red circles and arrow indicate the current search. To
move from object 1, the algorithm leaves row 2 and goes to row 1. Then,
it searches the first 1. Since element in row 1 and column 2 is now zero,
the next connection is with object 4, which is a node.
In Figs. 5.11 and 5.12 it is possible to see the two following steps.





Figure 5.8: Depth-first search algorithm to find all possible paths from
the top.
          1    2    3     4    5
  
1      0   1   0   1   0
2      1   0   1   0   1
3      0   1   0   1   0
4      1   0   1   0   1






Figure 5.9: Path search. Step 1.
          1    2    3     4    5
  
1      0   0   0   1   0
2      0   0   1   0   1
3      0   1   0   1   0
4      1   0   1   0   1








Figure 5.10: Path search. Step 2.
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          1    2    3     4    5
  
1      0   0   0   0   0
2      0   0   1   0   1
3      0   1   0   1   0
4      0   0   1   0   1








Figure 5.11: Path search. Step 3.
The algorithm continues searching through the rows and columns until it
reaches object 2. Then, it stops because object 2 is already part of the
path.
          1    2    3     4    5
  
1      0   0   0   0   0
2      0   0   1   0   1
3      0   1   0   0   0
4      0   0   0   0   1








Figure 5.12: Path search. Step 4.
A path finishes when one of the following conditions is true:
(a) The path arrives to an object which was already in the path. It is
the starting object.
(b) The path arrives to an object which was already in the path. It is
not the starting object.
(c) The path arrives to a dead end. There are no more objects along
the path.
In the example, case (a) happened. The obtained path connects objects
2-1-4-3-2.
In ending cases (b) and (c), the row of the final object is reset. In
this manner, it will be possible to move to its adjacent objects when the
object is reached again. In case (a), however, the final object is the starting
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object. Therefore, the already explored connections must not be explored
again. Only the edge from the starting object to the previous object is
restored. In this way, a new path can be started in the inverse direction
in which the current one ended, i.e. from 2 to 3 in the example. The
adjacency matrix at his point can be seen in Fig. 5.13.
          1    2    3     4    5
  
1      0   0   0   0   0
2      0   0   1   0   1
3      0   0   0   0   0
4      0   0   0   0   1






Figure 5.13: Path search. Step 5.
To search the next path, the algorithm must step back one object. The
new path continues from 2-1-4-3-. Thus, the algorithm moves to row 3.
According to Fig. 5.13, there are no ones in this row. This means that
no new routes can be found from object 3. When the end of a column is
reached and no ones are found, a new process takes place. The following
tasks are done:
1. Row of current object is restored. New paths that reach this object
will then be able to access its adjacent objects.
2. The algorithm moves to the previous object in the path. In the
example, it is object 4. New row is row 4 and new path continues
from 2-1-4-.
3. New column is that of the previous object. In the example, in row
4, there is no need to check columns to the left of column 3 again
because they were already processed along route 2-1-4-.
4. Edge from current object to previous object is removed. In the
example, edge from 4 to 3 was already zero.
The result is the situation of Fig. 5.14. From object 4, it is possible to
find a new way toward object 5. Next, as depicted in Fig. 5.15, algorithm
will move from object 5 to object 2. As this is the starting object, the
path finishes there. Path is stored as 2-1-4-5-2.
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          1    2    3     4    5
  
1      0   0   0   0   0
2      0   0   1   0   1
3      0   1   0   1   0
4      0   0   0   0   1







Figure 5.14: Path search. Step 6.
          1    2    3     4    5
  
1      0   0   0   0   0
2      0   0   1   0   1
3      0   1   0   1   0
4      0   0   0   0   0








Figure 5.15: Path search. Step 7.
Now, following the rules that were previously explained, the algorithm
will backtrack to object 2. Rows 1, 4 and 5 will be restored. From object
2, new paths can be found toward objects 3 and 5. The algorithm finishes
when it reaches the end of the row of the starting object. This means that
all paths from the starting object are explored.
In summary, the following six paths can be found in this circuit exam-








Once paths are found, the model identifies those paths that are meshes.
It is reminded that a mesh is a linear path that forms a closed loop. Some
paths start and end at the starting object. They are already arranged as
meshes and are stored without further processing. Other paths finish at a
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dead end. They can’t be meshes. The third kind of paths end at an object
which was previously read as part of the path but which is not the starting
object. The latter case is graphically illustrated in Fig. 5.16. This hybrid
type of path can be divided into two parts. One is open and goes from the
starting object to the object where the cycle starts. In the example of Fig.
5.16, the original path is 2-1-4-5-6-7-4 and the new open path is 2-1. The
other part forms a closed cycle and is formed by all objects between the two
appearances of the repeated object. In the example, the new closed path
is 4-5-6-7-4. Due to the characteristics of the path-searching algorithm,
it is impossible to have a path which has the closed, cyclic part at the
beginning and the open part at the end. Those third-kind paths with an
open and a closed part are split in the two paths previously mentioned.
As a result, they are converted in a path which is purely a closed cycle
and a path formed by the rest of elements. This effectively deletes the
hybrid paths and leaves only two kinds of paths: open and closed. After








Figure 5.16: Split of a path into an open and a closed loop.
Next steps aim to identify and preprocess the branches of the network.
Each path is parsed until reaching a node or the end of the path. Every
time a node or an end is encountered, a branch is created and the starting
point of the next branch is updated. In the example of Fig. 5.17, a
path is split into three branches. Circles represent nodes while rectangles
represent regular objects. First branch starts at the beginning of the
path, object 1 (which is a node), and ends at the next node found, object
4. Hence, Branch 1 is 1-2-3-4. Starting point for the next branch is the
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Figure 5.17: Split of a path into three branches.
last object of the previous branch, object 4. Branch 2 ends at the next
node, object 6. It contains objects 4-5-6. Third branch starts from object
6 and continues until the end of the path. This branch is formed by 6-
7. When a branch is identified, two additional pieces of information are
stored: if it is part of a mesh and, if that is the case, the index of the mesh.
This information is necessary to relate meshes and branches. Obtaining
the data is straightforward because, in previous stages, it was determined
whether each path was a closed or an open cycle. Splitting paths into
branches potentially generates repeated branches, because different paths
can share common segments, specially those segments located closest to
the starting object. However, each closed path is a different mesh. When
repeated branches are removed, the information of all the meshes that
contain a certain branch is retained. Finally, for each branch, there is a
list of meshes where the branch is included. For example, in Fig. 5.18,
there are three branches and three meshes. Branch 1 is included in Mesh
1 and Mesh 2, but not in Mesh 3, which is formed by Branch 2 and Branch
3.
A special case for identification of both paths and branches is when
there are no nodes in the network. Since nodes are the only objects that
can have more than two connections, only two configurations are possible
without nodes: a series of objects with two unconnected ends or a succes-
sion of objects forming a closed loop. As previously noted, in the general
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Figure 5.18: Relation between meshes and branches.
case, the starting point to find paths is the first node. If there are no
nodes, the first object in the list of objects is used as starting point. If the
network is a closed loop, one path is identified. This path is recognized
as a mesh and a branch, without further complications. Nonetheless, if
the ends are unconnected and the starting object is not at one end, two
paths are found, as seen in Fig. 5.19. They form a branch, but the branch
cannot be recognized because it is separated in two different paths, 3-2-1
and 3-4. Thus, two branches are identified. In this particular situation,
the model is able to join the paths in the correct orientation to form the
branch. In the example, branch 3-2-1 is reversed to 1-2-3. Then, branches
1-2-3 and 3-4 are joined to form a single branch, 1-2-3-4.
The next task related with branches is to examine the order in which
the objects that form the branch are stored. For each object, it is possible
to specify the nominal direction of the flow through that object. This is
accomplished by indicating which object comes next, called outlet object.
Under the Virtual Engine environment, the outlet object of each pipe and
each element connected to a pipe is stored, except for nodes. An algorithm
checks if the outlet object is located behind the object under examination
in the branch. If that is the case, the order of the objects in the branch is















Figure 5.19: Union of two split branches.
reversed. This task is not critical because the thermo-hydraulic network
is able to find out the correct direction of flow and invert the branch at
any time. The topic of flow rates calculation is covered in Section 5.2.5.
The rest of the procedure is committed to collect and store information
related to branches and meshes:
 For each node, branches connected to it.
 For each mesh, branches that form it. Branches are ordered forming
a chain, i.e., branches that are adjacent are stored next to each other.
In this manner, the first branch is the start of the mesh, the second
one is connected to the first, the third to the second and so on.
Adjacent branches are recognized because the object at one end of
both branches is the same. Storing branches in this order simplifies
the determination of the sign of mesh equations in Section 5.2.5.
 For each object, branch where it is located.
 For each branch, internal ID of each object contained in it.
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 For each branch, nodes at inlet and outlet of the branch, if they
exist.
5.2.5 Hydraulic network analysis
One of the main features of the thermo-hydraulic model is the determina-
tion of flow rates and head differences in the circuit. Calculations are made
under the quasi-steady assumption, which neglects transient responses of
the hydraulic system. The non-linear system of equations that describes
the network is obtained through Kirchhoff’s circuit laws [210] [43]. A sub-
set of equations may be solved by algebraic methods. Afterwards, the
remaining equations are arranged in a matrix expression which is solved
by a numerical method.
To solve the hydraulic network, flow rate in every branch and head
of every positive displaced pump must be determined. Those are the un-
knowns of the network. Once all flow rates are known, head of turbopumps
and head loss in all objects can be calculated by means of their curves or
through expressions of the kind of Eq. 5.25. Each unknown is bound to
a branch. Correspondingly, each branch has an associated unknown. For
branches that contain volumetric pumps, the unknown is the pump head.
This is because, in such case, flow rate can be obtained separately from
the network, since it only depends on pump speed and fluid temperature
(see curve 5.23). For the rest of branches, the unknowns are the flow rates.
Flow rates obtained after the network analysis may be negative. That
means that the fluid flows in the opposite direction to the branch direction.
A branch direction is determined by the order in which the objects that
form the branch are stored. If flow rate is negative, the fluid flows from the
object located at the end of the branch to the one located at the beginning.
Therefore, when flow rate is negative, the model reverses the order of the
objects in a branch and then changes the sign of flow rate to positive.
This simplifies the rest of operations done by the model. Order reversal is
performed every time it is necessary during the simulation, because flow
direction may change dynamically.
At various points of the network analysis, a solution check is done. This
check determines if all unknowns are solved. If they are, the remaining
methods of the network analysis are skipped.
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Preliminary tasks
Some flow rates are known before the network analysis. They are boundary
conditions of the system. Some may be specified by the user or by the
model itself (see case described in Section Pressure limitation of volumetric
pumps). A particular case are branches where flow rate is known to be
zero. A reason for the absence of flow is that the branch has a dead end.
This means that one end of the branch is connected to the circuit, but
the other one is unconnected and closed. There is also the possibility that
the end is open to the exterior and flow is going out of the circuit at a
constant rate. Another reason for the absence of flow in a branch is that
a valve is fully closed. Prior to the network analysis, the opening degree
of every operable valve and thermostat is checked. If it is zero, flow rate
in that branch is set to zero as new boundary condition. A first solution
check is done at this point.
Flow rate of positive displacement pumps is independent of the circuit
where they are, as long as the maximum discharge pressure of the pump is
not reached. This allows to evaluate flow rate in the branch that contains
the pump apart from the network. Flow rate is obtained by simply passing
pump speed and fluid temperature as parameters to the pump curve. It
is important to note that, even though the flow rate in the branch is
determined, the branch is not solved yet: pump head is still an unknown
of the branch. It is recalled that unknowns of the branches that contain
volumetric pumps are the pumps heads, not flow rates. No solution check
is done here for this reason.
Network reduction
A hydraulic circuit can be seen as a resistor network, where resistors are
elements with hydraulic resistance. In a hydraulic network there are three
types of resistances. One type, Rh,0, is independent of flow rate. Another
one, Rh,1 multiplies flow rate. These two kinds of hydraulic resistance can
be caused only by pumps or fixed head losses. The most common type of
hydraulic resistance, Rh,2, multiplies flow rate squared. Head difference
in an object is calculated using Eq. 5.25. In the case of pumps, hydraulic
resistance can be negative. A negative hydraulic resistance means that the
object increases flow head, while a positive hydraulic resistance impedes
flow pass producing a head loss. To simplify calculations, the network can
be reduced by applying the rules for series and parallel circuits.







Figure 5.20: Simplification of series circuit.
Resistors located in the same branch are equivalent to resistors ar-
ranged in a chain in a series circuit. Total head difference between one
end of the branch and the other is equal to the sum of head differences
of the connected objects. Flow rate V˙ is the same through all elements
because they are in the same branch. Hence, resistors of the same type
are equivalent to a single resistor of that type, as deduced in Eq. 5.28.
Subscript eq refers to the whole branch and i represents individual ob-
jects. The equivalent resistance of the combined resistor Rh,eq is the sum






















In conclusion, three separate values of hydraulic resistance are stored
for each branch. Some hydraulic resistances are constant throughout the
simulation, e.g., in pipes. To avoid repetitive operations, they are summed
at the beginning of the simulation and stored as the base hydraulic resis-
tance of each branch. Every time step, variable hydraulic resistances are










Figure 5.21: Simplification of parallel circuit.
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Rules for parallel circuits allow to further simplify the network. Paral-
lel branches can be combined into a single one with an equivalent resistor.
For this, flow direction must be the same in all of them. In addition,
only resistances of the type that multiplies flow rate squared, Rh,2 are
combined. There are three reasons for this. First, only branches with
resistances of a single type and with the same type can be combined,
as it will be shown. In relation to this, Rh,2 is the most common type
of hydraulic resistance. Last reason is that hydraulic resistances of the
kind Rh,0 and Rh,1 are usually associated to pumps; if there is a pump
in one branch, flow direction can be different. In parallel branches, head
difference H between inlet and outlet of the branch is equal. Moreover,
equivalent flow rate of the combined branch V˙ is the sum of flow rates of
the parallel branches V˙j . Equivalent resistance Rh,eq can be found accord-
ing to Eq. 5.29, where subscript eq refers to the combined branch and j
represents the individual branches.
































Branches considered for combination need to fulfill the following con-
ditions:
1. Flow rate through the branch must be initially unknown, i.e., must
not be a boundary condition.
2. Hydraulic resistances Rh,0 and Rh,1 are equal to zero.
3. Hydraulic resistance Rh,2 is not negative.
4. There are no pumps in the branch.
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First condition prevents losing information. Second condition forces
the hydraulic resistance of the considered branches to be of the same type,
plain Rh,2. Last two conditions ensure that flow goes in the same direction
in all parallel branches. Branches that fulfill the previous conditions are
analyzed. Those branches that have the same inlet and outlet nodes are
parallel and are combined into one. Once flow rates of the reduced circuit
are solved, flow rates of the original branches can be found by applying













The two Kirchhoff’s laws allow to obtain the set of equations that describes
a network.
1. First law states that the algebraic sum of all flow rates meeting at a
junction is zero, Eq. 5.31. In the thermo-hydraulic model, flow rate
sign is positive if flow is leaving the junction and negative if it goes
in, as indicated in Fig. 5.22. This ensures the compliance of mass
conservation, as junctions do not accumulate mass. In accordance,
volume of nodes is zero. Only during the calculation of the ther-
mal state of the circuit, temporary volumes associated to nodes are
considered with the sole aim of averaging temperatures of the flows
entering the node. However, that does not violate mass conservation
because those volumes are entirely distributed to other elements, as
explained in Section 5.2.6. Kirchhoff’s first law allows to obtain a
linear equation for each node of the circuit. Those equations are
called node equations. ∑
i
(V˙i) = 0 (5.31)
2. Second law is based on energy conservation. It states that, for a
particular direction around a closed loop (mesh), the sum of head
differences is zero. This is expressed by Eq. 5.32, where i is the
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Figure 5.22: Kirchhoff’s first law.
branch. Sign of head differences depends on the direction chosen as
the mesh direction, which is arbitrary for each mesh. Head differ-
ences are calculated as explained in the Network reduction section.
An example is provided in Fig. 5.23. The example consists of a
single mesh with four branches. The circular arrow at the center
indicates the mesh direction. Flow direction of Branch 3 is opposite
to mesh direction. In consequence, sign of head difference is nega-
tive. The rest of branches have positive sign because flow direction
is the same as the mesh direction. The system has as many mesh
equations as the number of meshes in the circuit.∑
i
(Hi) = 0 (5.32)∑
i
(Rh,0,i +Rh,1,i V˙i +Rh,2,i V˙
2























Hpump + R h,2,2V2






Figure 5.23: Kirchhoff’s second law.
Algebraic solver
In view of the network equations, it is possible to devise methods to solve
a subset of the equations. Depending on the flow rates that are known, in
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some node equations there may remain only one unknown. In the example
of Fig. 5.22, V˙3 can be determined if V˙1 and V˙2 are known. Hence, the
node equation can be solved separately from the system of equations. Not
only node equations, but also mesh equations, can be solved if they have
a single unknown. Moreover, algebraic solving methods must be iterative.
In this way, a solution found in a certain iteration is available in the next
iteration to solve equations that could not be solved previously.
Figure 5.24: Algebraic solver.
Based on those ideas, the thermo-hydraulic model uses the following
method, illustrated in Fig. 5.24. It consists of two loops inside a main
loop. The two inner loops are a loop for solving node equations and a loop
for solving mesh equations. In each inner loop, it is attempted to solve
equations of the respective type. Equations are evaluated until no more
equations of that type can be solved. Then, execution goes to the next
loop: from the nodes loop to the meshes loop and vice versa by virtue of
the main loop. Equation examination consists in checking if the equation
has only one unknown.
For each node equation, branches connected to the node are examined.
If only one of the branches is not marked as solved, the node equation is
processed. Signs of flow rate are determined as explained in Kirchhoff’s
circuit laws section and, next, Eq. 5.31 is used. Then, the branch is
marked as solved. A solution check is performed every time an equation
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is solved. The loop only ends after a complete iteration in which all node
equations were examined and none of them could be solved. The meshes
loop works in an analogous way to the nodes loop. In the meshes loop,
the procedure to solve meshes and Eq. 5.32 are applied. A new solution
check is performed at the end of the loop.
If this method does not accomplish the determination of all unknowns,
the main loop has to be exited so that other methods can be executed.
The criterion to leave the main loop is explained next. If the method
has gone through an inner loop and no equation was solved, no change
was made in the overall system of equations. If, in addition, the other
inner loop did not solve any equation either, it is impossible to solve more
equations with this method. The system of equations was not changed
by the nodes loop neither by the meshes loop. Entering again those loops
would not solve more equations. Under these circumstances, the algebraic
solver is exited.
System of equations setting
When solving the hydraulic equations one by one is not possible, it is nec-
essary to solve the system of equations as a whole. System size is equal
to the number of unknowns that remain to be solved. The number of
available equations can be higher than the number of unknowns. It is
therefore necessary to follow a procedure to select linearly independent
equations in order to prevent having an overdetermined system of equa-
tions. If all unsolved node equations are considered, one of them is always
a linear combination of the other equations. Thus, the number of inde-
pendent node equations is equal to the total number of node equations to
be solved minus one. The number of independent mesh equations is equal
to the number of branches to be solved minus the number of independent
node equations.
The matrix expression is obtained from Kirchhoff’s laws. V˙i terms
of the first law (see Eq. 5.31) are equivalent to Rh,1,i V˙i terms of the
second law (see Eq. 5.32) with the proviso that Rh,1,i is equal to 1 or -1.
Hence, node equations can be expressed in the form of mesh equations
with Rh,0,i = 0, Rh,2,i = 0 and |Rh,1,i| = 1. Moreover, determining the
sign of each term is not trivial when flow is unknown, because, as seen
in the example of Fig. 5.23, the sign of each head difference depends on
flow direction. A robust way to overcome this issue is to replace Rh,0,i by
Rh,0,i
V˙i
|V˙i| and Rh,2,i V˙
2
i by Rh,2,i V˙i |V˙i|. Finally, the system must include
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independent terms. Those terms are the known values of flow rate (for
node equations) and head difference (for mesh equations). Flow directions,
and thus signs, are known. They are included in the system in a vector,
[C]. The rest of coefficients, which can in general be expressed as Rh,i,
are enclosed in matrices [Rh] which multiply the vector of unknowns [X].
The resulting matrix expression is given in Eq. 5.35.





+ [ C ] = 0 (5.35)
Figure 5.25: Formulation of node equations for the system solver.
As discussed, the first step to set the equations is to choose those that
are linearly independent. For node equations, the election criterion is very
simple: all unsolved equations are selected except the last one. There is no
need for complex procedures since node equations are simple and linear,
as Eq. 5.31 shows. Next, equation coefficients are added to the system.
For each node, the connected branches are checked. Sign is changed if the
branch ends at the current node. Branch flow rate can be known or not.
If it is known, the flow rate value is added to the respective row of matrix
[C]. Otherwise, a coefficient of 1 or -1 is entered in the proper position of
matrix [Rh,1]. In Fig. 5.25, equation formulation is outlined.
Regarding mesh equations, both selection of equations and determina-
tion of coefficients are more complex.
Selection of mesh equations is accomplished by means of a merit func-
tion. First, remaining branches are listed. Initially, they are the branches
that are not solved. Mesh merit is equal to the number of remaining
branches present in the mesh. In each iteration, the meshes are examined.
After each iteration, the mesh with the highest merit is chosen for the sys-
tem of equations and its branches are removed from the list of remaining
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Figure 5.26: Selection of mesh equations for the system solver.
branches. As many meshes as the number of independent mesh equations
are selected. Once a mesh is selected, its merit is not checked anymore.
The procedure is illustrated in Fig. 5.26.
To enter the mesh equations into the matrix system, sign is determined
with the criterion explained in Kirchhoff’s circuit laws section. Mesh
direction is arbitrarily set as the direction in which branches are sorted
in the vector of meshes. Then, a loop goes over all branches in the mesh.
Sequentially, the object at the end of the current branch is compared
with the initial object of the next branch. If it is not the same, sign of
the branch coefficients is changed. As for node equations, some flow rates
may be known. If flow rate through the branch is known, flow rate value is
used together with hydraulic resistances to calculate head difference in the
branch. Then, it is added to the row of matrix [C] that corresponds to the
mesh equation. Additionally, if the branch contains a volumetric pump,
a coefficient 1 or -1 should be included in the proper position of matrix
[Rh,1], because pump head is an unknown. However, in order to accelerate
the solving process, the coefficient is given the value of 10000 or -10000
instead of 1 or -1. In this way, the unknown head to be solved has an order
of magnitude close to that of flow rates in engine applications. When the
system of equations is solved, head pump is multiplied by 10000 to obtain
the correct result. Finally, in the case that branch flow rate remains to be
calculated, branch hydraulic resistances Rh,0, Rh,1 and Rh,2 are entered
as coefficients into the matrices [Rh,0], [Rh,1] and [Rh,2], respectively. Fig.
5.27 summarizes the overall process.
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Figure 5.27: Formulation of mesh equations for the system solver.
Once the previous operations are done, the system is complete. The
only remaining task before calling the numerical solver is to assign initial
values to unknowns for the iterative algorithm. If the unknown is a flow
rate, the value of flow rate in the previous instant is used. Nevertheless,
if it is zero, a default value is given. The default value is currently set to
0.001. At the beginning of the simulation, all flow rates are initialized to
the default value. Zero is avoided as initial guess because, after experi-
menting with the numerical method, it was found that it was unable to
find the right solution when any initial value was zero. If the unknown is
the head of a volumetric pump, the default value of 0.001 is also used. As
mentioned above, the coefficient associated with this type of unknown is
multiplied by 10000.
Numerical solver
To solve the multivariable, nonlinear system of equations that represents
the hydraulic network, Eq. 5.35, a numerical method is needed. The Vir-
tual Engine Model uses an algebra C++ library called Eigen [211]. Eigen
library was explored to find a suitable method. Among Eigen’s unsup-
ported modules [212], an algorithm to find zeros of nonlinear functions is
provided. It is a modification of Powell’s hybrid method (“dogleg”) [213].
Originally, the algorithm formed part of a FORTRAN library called MIN-
PACK. This library was developed at Argonne National Laboratory (USA)
and published in 1980. MINPACK has been carefully tuned and tested
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for several decades [214]. The code was translated to C++ by different
authors and included in Eigen.
Powell’s conjugate direction method [215] is an algorithm for finding a
local minimum of a multivariate function. In the present application, the
zero of the function is searched. An advantage of the method is that it has
the property of quadratic convergence, which ensures a fast convergence
rate for quadratic problems. Eq. 5.35 is a quadratic problem because
it is a function expressed as a quadratic polynomial, i.e., a polynomial
with integer powers and with no term having a degree greater than two.
Convergence is efficient even when initial conditions are far from the final
solution. This is relevant for hydraulic networks, where flow rates can
change greatly from one instant to another through operation of valves or
sharp changes of pump speed.
Powell’s method is based on a simpler method called the taxi-cab
method. In both methods, an initial point and a set of initial search
vectors are given. Then, a bi-directional search is performed along each
vector to find the minimum in that direction, one parameter at a time. In
the taxi-cab method, directions are fixed. On the left side of Fig. 5.28, the
path followed by the taxi-cab method is shown. In contrast, in Powell’s
method, one search vector is changed in each iteration. Direction of the
new vector is the one that joins the two previous points of the path. A
shape similar to a dog leg is generated, hence the algorithm’s nickname.
The path of Powell’s method is shown on the right side of Fig. 5.28.
This method is widely known and employed because of its efficiency [214].
MINPACK modifications to Powell’s original algorithm are related to the
updating method and the iterations, and were meant to increase efficiency
[216].
In order to use the method, it was necessary to create an object which
encloses the information of the system to be solved. Object’s class is
defined in the manner expected by the Eigen function that implements
Powell’s method. The class contains the values of the coefficients, the
current guess of the unknowns and four subroutines. One of the subrou-
tines returns the number of equations. Another one returns the number
of unknowns. A key subroutine evaluates the function using the current
guess of the unknown variables. The last subroutine evaluates the Jaco-
bian of the function. Eigen allows the Jacobian to be either manually
implemented or approximated using a forward-difference method. It was
decided to manually implement the Jacobian due to its simplicity. It is
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(a) Taxi-cab (b) Powell
Figure 5.28: Comparison of Taxi-cab and Powell solving methods.
shown in Eq. 5.36, where n is the number of equations or rows and m is
the number of unknowns or columns. According to documentation, man-
ually entering the Jacobian increases reliability because the algorithm is
then much less sensitive to errors [216].
 2 (Rh,2)1,1 X1 + (Rh,1)1,1 · · · 2 (Rh,2)1,m Xm + (Rh,1)1,m... . . . ...
2 (Rh,2)n,1 X1 + (Rh,1)n,1 · · · 2 (Rh,2)n,m Xm + (Rh,1)n,m
 (5.36)
Pressure limitation of volumetric pumps
It was mentioned in Section 5.2.1 that positive displacement pumps have
a pressure limit. As discussed in that section, reaching the limit leads
to an apparent “saturation” of flow rate through the pump. Pressure
limitation is specified in the thermo-hydraulic model as a maximum head
value of the pump. In the model, this value plays its role after the network
has been solved. For each volumetric pump, the obtained pump head
is compared with its head limit. If it is above the maximum (with a
tolerance of 1%), a new value of flow rate through the pump is estimated
and imposed as boundary condition. This new flow rate is calculated with
Eq. 5.37. That is an estimation of the correct flow rate which assumes
that hydraulic resistance of branches is of the Rh,2 kind, i.e., head losses in
the branches are proportional only to flow rate squared. This is the most
common situation. Under the new conditions, the network is recalculated.
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Recalculated pump head should be close to the maximum head. These
actions are undertaken as part of a loop. If, in the previous iteration,
pump head was above the limit, an additional check is enabled. In the
previous correction, flow rate was reduced to lower pump head. Now,
pump head can be unrealistically low, if it was overcorrected. Thus, if
pump head is below the limit (with a convergence tolerance of 2%), flow
rate is corrected again and a new iteration is done. The process continues















An alternative to this process would be to impose the boundary con-
dition that pump head is equal to the limit and recalculate the network
once. This solution was not implemented because of the additional effort
required to renovate the network solver.
It was also explained in Section 5.2.1 that when the pump reaches
maximum head, outgoing flow is partially recirculated to a return line.
Still, the whole flow passes through the pump impeller and contributes to
energy consumption. For this reason, the original flow rate given by the
flow curve is used, instead of the reduced one, for calculating pump power.
Optimization of calculation
The thermo-hydraulic model has a feature to prevent redundant calcula-
tions when conditions do not change. There are several flags which are
set to true only if certain variables change from one iteration to the next.
In particular, there are flags for pump speed, valve opening degree, ther-
mostat opening degree and hydraulic resistance of branches. Only if any
flag is true, the network analysis is executed. The network analysis is the
most time-consuming method of the model because of the numerical pro-
cedure, described above, used to solve the system of non-linear equations
representing the circuit.
5.2.6 Thermal state of the circuit
Together with the network analysis, the other main component of the
thermo-hydraulic model is the calculation of the thermal state of the cir-
cuit. That means that the model determines fluid temperature at every
point of the circuit over time. This is achieved through discretization of
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the circuit fluid in lumps or parcels. Each fluid parcel has a different tem-
perature. A set of parcels is associated to each branch. Parcels undergo
three processes on every call: they are displaced, they exchange heat with
heat exchangers and pumps and they update their size and temperature
to reflect the thermal state of the circuit.
0% 50% 100% 0% 30% 100%
300 K 350 K300 K 350 K
X [%] {0, 50, 100}
 T [K] {300, 350}
 X [%] {0, 30, 100}
 T [K] {300, 350}
0% 100% 0% 25% 100%
300 K 350 K300 K
X [%] {0, 100}
 T [K] {300}
 X [%] {0, 25, 50, 75, 100}
 T [K] {300, 350, 310, 280}
50% 75%
310 K 280 K
Figure 5.29: Example vector pairs defining the thermal states of branches.
Thermal state of a branch is defined by two vectors. One stores the
location of each parcel’s boundaries. Boundary location is indicated as
percentage of the branch volume. For example, if a branch has two parcels
of equal volume, the vector contains {0, 50, 100}. If total branch volume
is 1 liter and first parcel occupies 0.3 liter, vector is {0, 30, 100}. If there is
only one parcel, vector is {0, 100}. Thus, the minimum size of this vector
is 2. The second vector stores each parcel’s temperature. Its size is always
equal to the size of the boundaries vector minus one. First value in the
vector is temperature of the parcel located between the boundaries given
by first and second position of the boundaries vector. Second value is the
temperature of the parcel between the second and the third boundary,
and so forth. For instance, given the boundaries vector {0, 50, 100},
an associated temperatures vector could be {300, 350}. This indicates
that the first parcel, which occupies the first half of the branch, is at 300
K, while the second parcel makes the second half of the branch and its
temperature is 350 K. If there is only one parcel, the temperature vector
has only one element. Some examples of vectors are given in Fig. 5.29.
Definition of the vectors is dependent on flow direction. Boundary 0% is
the end where the fluid enters the branch while 100% is the end where
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the fluid leaves the branch. If flow direction is reversed, i.e., flow rate is
negative, both the boundaries vector and the temperatures vector invert
their order. Other auxiliary vectors are inverted as well. Flow direction is
checked every time flow rates are recalculated.
The section of code that accomplishes the calculation of the thermal
state of the circuit can be divided into four parts: Part 1 updates the
internal thermal state of branches, Part 2 deals with mass transfer among
connected branches, Part 3 extracts and stores relevant information and
Part 4 limits system complexity. Prior to the description of the different
parts, some aspects of heat transfer in the thermo-hydraulic model are
explained.
Heat transfer
Heat transfer occurs when there are heat exchangers or pumps in the
branch. Heat exchangers store the value of energy exchanged with the
circuit in the current time step. Pumps store current power consumption.
In the thermo-hydraulic model, it is assumed that all power consumed
by the pump is rejected to the circuit fluid as heat. Under this assump-
tion, energy transferred from the pump to the fluid to increase pressure is
dissipated into the fluid as heat trough friction in the ducts. Mechanical
friction of the pump is also dissipated as heat to the fluid. The method
to simulate the heat transfer process is the same for heat exchangers and
pumps, except that pump power is multiplied by the time increment to
convert power to energy. It must be noted that pipe heat loss is not
explicitly modeled. If the user wants to take it into consideration, heat
exchangers must be added to simulate pipe heat loss indirectly.
This part of the model makes frequent use of a dedicated function
that creates parcels which can be inserted in branches. The function
is called InsertVolume. Mandatory inputs to this function are the pair
of boundaries and temperatures vectors of the concerned branch, location
where the new parcel starts, location where the new parcel ends and action
to be performed on the original volume. Three actions are possible.
1. First one, named Action 1, is to average temperatures of the original
volume by mass, as in Eq. 5.38. To do that, existing parcels between
the specified boundaries are read. Affected mass of each parcel, mi, is
calculated and used to average parcel temperatures, Ti. The result is
a single parcel whose location is defined by the specified boundaries.
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0% 35% 100%
300 K 360 K
 X [%] {0, 35, 70, 100}




300 K 340 K
 X [%] {0, 25, 75, 100}





 Start location: 25%
End location: 75%
Figure 5.30: InsertVolume, Action 1.
Original parcels at both ends of the new parcel could be partially
included in the new parcel. Thus, boundaries of those parcels are
modified as well to match the new boundaries. The final outcome
of the function is a new vector pair of boundaries and temperatures
in the branch. The model can use those vectors to overwrite the
existing ones. On the contrary, if the objective was just to determine
the average temperature of the original volume, T ′, the temperature
of the new parcel is received and the new vectors are dismissed. An
example of thermal states before and after applying this method is







2. Second available action of InsertVolume, Action 2, is to exchange
energy with a determined portion of the branch. It needs, in addition
to the stated mandatory inputs, the value of transferred energy and
the branch volume. Initially, Action 1 is performed to obtain a
single parcel which represents the affected volume. Then, heat is
transferred to the new parcel and a new temperature is calculated







3. Action 3 of InsertVolume is similar to Action 2 but it directly sets
the temperature of the new parcel, as seen in Eq. 5.40. The only
additional input required is the temperature value to be imposed,
T ∗. Again, Action 1 is performed first to create the parcel. Then,
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temperature of the new parcel is set to T ∗. The outcome is always
the vector pair which defines the thermal state of the branch.
Tparcel = T
∗ (5.40)
Thermal state determination, Part 1
The goal of Part 1 is to update the internal thermal state of the different
branches according to the fluid displacement obtained after solving the
hydraulic network and according to heat transfer in discrete components.
There are three possible cases, two of which are special cases while the
third is the general case.
 The simplest case occurs when branch volume is zero. In that case,
the branch is formed by one single parcel and there are no elements
such as heat exchangers. Therefore, there is no parcel displacement
nor heat exchange. In branches without volume, vectors of bound-
aries and temperatures of the current instant are made equal to those
of the previous instant as an initialization. No more actions are done
on these branches until Part 2.
 Another simple case is when flow rate in a branch is zero. There
is no displacement of parcels, but there may be heat transfer. The
applied process can be seen in steps 1) to 3) of Fig. 5.31. All heat
exchangers are processed in order, starting from the one which is
closest to the branch’s end. First, function InsertVolume is called.
A parcel is inserted which comprises the whole heat exchanger’s
volume, step 2). Hence, boundaries of the new parcel are the heat
exchanger’s inlet and outlet locations. Then, Action 2 is performed
to simulate heat exchange, step 3). Vectors of the current branch
are overwritten.
 In the general case, there is fluid displacement and heat trans-
fer. Displaced fluid volume, Vdisp, is calculated as flow rate mul-
tiplied by time increment, Vdisp = V˙ ∆t. Displacement divided
by branch volume is the percentage advance of parcels within the
branch, ∆x = Vdisp/Vbranch · 100. Thus, updating the vector of
parcels’ boundaries consists in adding up this percentage, ∆x, to
each existing value in the vector. Afterwards, some values are higher
than 100%, meaning that parcels boundaries are outside the branch.
They represent the fluid that goes out of the branch. Boundaries
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Figure 5.31: Procedure to model heat transfer in a heat exchanger. “Slow
flow” case.
0% 25% 100%
300 K 350 K
 X [%] {0, 25, 50, 75, 100}
 T [K] {300, 350, 310, 280}
50% 75%
310 K 280 K
0% 100%
300 K 350 K
 X [%] {0, 60, 85, 100}
 T [K] {300, 350, 310}
60% 85% 100% 110%
Figure 5.32: Parcel displacement inside and outside a branch.
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from 0% to 100% are stored in the original vector of parcels’ bound-
aries while the rest are stored separately for later use. To do this, if
the parcel that is currently located at the end of the branch is partly
outside, it is divided in two parcels at location 100%. The values of
the vector of parcels’ temperatures do not change, but the vector is
also split in two (inside and outside of the branch). Parcels outside
the branch simulate the overflow of the branch. The pair of over-
flow vectors (boundaries and temperatures) represent a temporary
“phantom branch” with the same volume as the original branch and
boundaries starting at 100%. Fig. 5.32 displays an example in which
the displaced volume is equal to 35% of the total branch volume.
For heat transfer in the general case, two situations are distinguished.
In one of them, displaced volume is smaller than or equal to heat exchanger
volume. This case is called “slow flow”. On the contrary, when displaced
volume is bigger than heat exchanger volume, the case is called “fast flow”.
– The steps of the “slow flow” case are illustrated in Fig. 5.31. Heat is
exchanged with the whole volume in the heat exchanger. Therefore,
Action 2 of InsertVolume is applied between the heat exchanger
boundaries, as in the case of flow rate equal to zero, steps 2) and 3)
of Fig. 5.31. Once all “slow flow” heat exchangers are processed,
the above-explained procedure for displacing parcels is undertaken.
As a result, part of the volume that exchanged heat leaves the heat
exchanger and part of the volume that was ahead of the heat ex-
changer enters in it. In step 4) of Fig. 5.31, the displaced volume is
15% of the branch volume.
– Only after all “slow flow” cases are solved, the heat exchangers under
the “fast flow” situation are processed. In that case, the volume of
fluid that passes through the heat exchanger is bigger than the vol-
ume of the heat exchanger itself. As in this case the heat exchanger
transfers heat to a fluid volume that is bigger than its own, a differ-
ent approach is needed. The procedure is summarized in Fig. 5.33.
Heat is exchanged with the volume of fluid that starts at the heat
exchanger outlet and is equal to the displaced volume. Possibly, part
of the affected volume is outside the branch where the component
is located. A fraction of heat proportional to the volume between
the heat exchanger outlet and the end of the branch is exchanged
with the fluid in that area. To represent this, a new parcel is gener-
ated with InsertVolume, left branch of step 2). The remaining heat
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Figure 5.33: Procedure to model heat transfer in a heat exchanger. “Fast
flow” case.
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is transferred to the overflow vectors. InsertVolume modifies them
to insert a new parcel starting from the end of the branch, right
branch of step 2). The right boundary of the new parcel is at the
location xF , given by Eq. 5.41, where Vb is the branch volume and
xHeatExchOut is the heat exchanger’s outlet location.
Vdisp = Vb (100− xHeatExchOut) + Vb (xF − 100)




Every time InsertVolume is used, both the vectors of locations and
temperatures are overwritten. It must be noted that, if outlet temperature
instead of heat is to be imposed, Action 3 of InsertVolume can be used
instead of Action 2.
To finish Part 1, information of the fluid that is outside the branch, in
the temporary “phantom branch”, is reduced. The vectors of parcels are
used to make a mass-average of temperature. Mean temperature of the
fluid volume leaving the branch, To, is thus obtained and stored. Volume
that goes out of the branch is equal to the displaced volume in the branch.
Total excess volumes of all branches, regardless of parcels, are stored as
overflows. Thus, for each branch, two values are stored: volume and
temperature of the branch’s overflow.








Figure 5.34: Mass and heat distribution among branches. Example circuit.
In Part 2, fluid volumes going out of branches as overflows are pro-
cessed and allocated in the circuit. This is the case when flow rate is
different from zero in any branch. An example of the procedure with the
simple circuit of Fig. 5.34 is given in Figs. 5.35 to 5.39.
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 Branch 1
 Volume: 2 L
 Flow rate: 1 L/s
 Overflow: 1 L
 Branch 2
 Volume: 1 L
 Flow rate: 0.5 L/s
 Overflow: 0.5 L
 Branch 3
 Volume: 0 L
 Flow rate: 0.5 L/s
 Overflow: 0 L
 Branch 4
 Volume: 5 L
 Flow rate: 1 L/s
 Overflow: 1 L
X [%] {0, 100}
T [K] {350}
X [%] {100, 150}
T [K] {350}
X [%] {0, 100}
T [K] {300}
X [%] {100, 150}
T [K] {300}
X [%] {0, 100}
T [K] {320}
X [%] {0, 100}
T [K] {280}
X [%] {100, 120}
T [K] {280}
 Node 1
 Buffer volume: 0 L
 Allocated volume: 0 L 
 Temperature: -
 Node 2
 Buffer volume: 0 L
 Allocated volume: 0 L 
 Temperature: -
 Node 3
 Buffer volume: 0 L
 Allocated volume: 0 L 
 Temperature: -
0) State of circuit at the beginning of Part 2
Figure 5.35: Mass and heat distribution among branches. Initial state.
Fig. 5.35 presents the state of the circuit at the start of Part 2. The
circuit is formed by three nodes and four branches, one of them without
volume. Time step is 1 s. First, for each node, it must be identified which
branches carry flow into the node (inlet branches) and out of the node
(outlet branches). Therefore, in the same manner as branches have an
inlet and an outlet node, nodes have inlet and outlet branches.
This information is used to accumulate overflows from the branches in
so-called buffer volumes of the respective outlet nodes. The buffer volume
associated to a node will receive all the overflows of its inlet branches. A
temperature of the fluid in the buffer volume, Tn, is calculated by mass-
averaging temperatures of the inflows, To, assuming instantaneous mixing.
In this manner, an overflow is an excess volume associated to a branch and
a buffer volume is an excess volume associated to a node, since nodes have
no volume. Fig. 5.36 shows the circuit after the branch overflows were
transferred to buffer volumes of the nodes.
Next, buffer volumes accumulated in the nodes are distributed among
the outlet branches. To do this, it is necessary to calculate the share of the
buffer volume that goes out of a node into each outlet branch. For each
particular branch, this volume share is determined by dividing the flow
rate through the branch by the sum of flow rates through all the outlet
branches. Each branch has only one inlet node. It is important to take
into account that part of the volume that goes into a branch from the
inlet node may go out of the branch at the same instant. This is always
the case when the receiving branch has no volume. In addition, it is is
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 Branch 1
 Volume: 2 L
 Flow rate: 1 L/s
 Overflow: 0 L
 Branch 2
 Volume: 1 L
 Flow rate: 0.5 L/s
 Overflow: 0 L
 Branch 3
 Volume: 0 L
 Flow rate: 0.5 L/s
 Overflow: 0 L
 Branch 4
 Volume: 5 L
 Flow rate: 1 L/s
 Overflow: 0 L
X [%] {0, 100}
T [K] {350}
X [%] {0, 100}
T [K] {300}
X [%] {0, 100}
T [K] {320}
X [%] {0, 100}
T [K] {280}
 Node 1
 Buffer volume: 1 L
 Allocated volume: 0 L 
 Temperature: 350K
 Node 2
 Buffer volume: 0.5 L
 Allocated volume: 0 L 
 Temperature: 300K
 Node 3
 Buffer volume: 1 L
 Allocated volume: 0 L 
 Temperature: 280K
1) Start loop. All overflows are equal to zero BUT
   node buffer volumes have to be allocated.
Figure 5.36: Mass and heat distribution among branches. State 1.
possible that branch volume is smaller than displaced volume. In such
case, the part of the volume that does not fit into the branch becomes
a new overflow associated to that branch. Then, as done previously, the
overflow is sent into the buffer volume of the outlet node. When the
new volume arrives to the node, temperature of the buffer volume, Tn,
is recalculated by mass-averaging temperatures of the current and the
new incoming volume. Again, instantaneous mixing is assumed. This
is an iterative process which goes on until the whole excess volume is
allocated. To prevent infinite iterations, the condition to exit the loop is
that remaining overflows add up to less than 0.001 times the initial sum
of overflows.
 Branch 1
 Volume: 2 L
 Flow rate: 1 L/s
 Overflow: 0 L
 Branch 2
 Volume: 1 L
 Flow rate: 0.5 L/s
 Overflow: 0 L
 Branch 3
 Volume: 0 L
 Flow rate: 0.5 L/s
 Overflow: 0.5 L
 Branch 4
 Volume: 5 L
 Flow rate: 1 L/s
 Overflow: 0 L
X [%] {0, 100}
T [K] {350}
X [%] {0, 100}
T [K] {300}
X [%] {0, 100}
T [K] {320}
X [%] {0, 100}
T [K] {280}
X [%] {100, -}
T [K] {350}
 Node 1
 Buffer volume: 1 L
 Allocated volume: 1 L
 Temperature: 350K
 Node 2
 Buffer volume: 0.5 L
 Allocated vol.: 0.5 L
 Temperature: 300K
 Node 3
 Buffer volume: 1 L
 Allocated volume: 1 L
 Temperature: 280K
2) Allocated volumes are equal to buffer volumes BUT
   an overflow is different from zero. Go to next iteration.
Figure 5.37: Mass and heat distribution among branches. State 2.
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In the example, half of the buffer volume of Node 1 goes into Branch
3. Since Branch 3 has no volume, the whole received volume of 0.5 L
becomes an overflow of the branch. The other outgoing volumes fitted
in the corresponding branches. All those allocations are accounted for in
the variable allocated volume of each node, as can be seen in Fig. 5.37.
Another iteration is needed to allocate the new overflow of Branch 3. Fig.
5.38 shows how the 0.5 L volume is incorporated to the buffer volume of
Node 2, modifying its temperature. Current buffer volume of 1 L still
fits into Branch 4. It is allocated without generating new overflows, thus
ending the loop.
 Branch 1
 Volume: 2 L
 Flow rate: 1 L/s
 Overflow: 0 L
 Branch 2
 Volume: 1 L
 Flow rate: 0.5 L/s
 Overflow: 0 L
 Branch 3
 Volume: 0 L
 Flow rate: 0.5 L/s
 Overflow: 0 L
 Branch 4
 Volume: 5 L
 Flow rate: 1 L/s
 Overflow: 0 L
X [%] {0, 100}
T [K] {350}
X [%] {0, 100}
T [K] {300}
X [%] {0, 100}
T [K] {320}
X [%] {0, 100}
T [K] {280}
3) Second iteration. All overflows are equal to zero AND
   allocated volumes are equal to buffer volumes.
 Node 1
 Buffer volume: 1 L
 Allocated volume: 1 L
 Temperature: 350K
 Node 2
 Buffer volume: 1 L
 Allocated volume: 1 L
 Temperature: 325K
 Node 3
 Buffer volume: 1 L
 Allocated volume: 1 L
 Temperature: 280K
Figure 5.38: Mass and heat distribution among branches. State 3.
When the loop ends, overflows of all branches are zero and, in all
nodes, buffer volumes are equal to allocated volumes. This is because all
excess volumes are distributed in the circuit. Each node keeps a temper-
ature which is the result of mixing the flows that passed through it. This
temperature, Tn, is imposed to the outlet branches.
Two cases are possible. If the displaced volume is higher than or equal
to the branch volume, a single parcel is created which has the tempera-
ture of the inlet node, Tn. On the contrary, if the branch volume is higher
than the displaced volume, a parcel of the size of the displaced volume is
created at the beginning of the branch. The parcel is at the inlet node
temperature, Tn. A parcel of that size was created during the displace-
ment of parcels inside the branch which was explained previously, but it
is created again at this point because it may have been modified imme-
diately afterwards, during the heat exchange operations. Fig. 5.39 shows
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 Branch 1
 Volume: 2 L
 Flow rate: 1 L/s
 Overflow: 0 L
 Branch 2
 Volume: 1 L
 Flow rate: 0.5 L/s
 Overflow: 0 L
 Branch 3
 Volume: 0 L
 Flow rate: 0.5 L/s
 Overflow: 0 L
 Branch 4
 Volume: 5 L
 Flow rate: 1 L/s
 Overflow: 0 L
X [%] {0, 50, 100}
T [K] {280, 350}
X [%] {0, 50, 100}
T [K] {350, 300}
X [%] {0, 100}
T [K] {350}
X [%] {0, 20, 100}
T [K] {325, 280}
4) Exit loop and update thermal state of branches
Node 1
Buffer volume: 0 L
Allocated volume: 0 L
Temperature: 350K
 Node 2
 Buffer volume: 0 L
 Allocated volume: 0 L
 Temperature: 325K
 Node 3
 Buffer volume: 0 L
 Allocated volume: 0 L
 Temperature: 280K
Figure 5.39: Mass and heat distribution among branches. Final state.
the final temperature distribution of the circuit after updating the state
vectors. Both buffer and allocated volumes are finally set to zero.
Thermal state determination, Part 3
At this point, temperature distribution throughout the circuit is known.
Tasks of Part 3 read temperatures at relevant locations. Those tempera-
tures are required by other models or by the processor of outcomes.
An essential output of the thermo-hydraulic model is the fluid tem-
perature at the inlet of each heat exchanger. There are different methods
to obtain this temperature depending on the flow conditions. A com-
mon assumption is that the displaced volume on the next call will be the
same as on the current call. Like in the methods for the displacement of
parcels, three cases are considered: no flow, displaced volume smaller than
or equal to heat exchanger’s volume (“slow flow”) and displaced volume
bigger than heat exchanger’s volume (“fast flow”). If there is no flow,
then the whole heat exchanger volume is comprised into a single parcel.
Temperature of that parcel is the inlet temperature.
 In the “slow flow” case, heat exchange was done first and later parcels
were displaced. A volume of fresh fluid equal to the displaced volume
entered the heat exchanger. That volume, stretching from the start
of the heat exchanger to the the furthest point where the displaced
volume arrived (still inside the heat exchanger), can be formed by
one or more parcels or be a part of a bigger parcel. In any case,
268 Heat transfer in ancillary systems 5
Figure 5.40: Calculation of inlet temperature of heat exchanger. “Slow
flow” case.
temperature of the volume is obtained through mass-average and
used as inlet temperature to the heat exchanger. In the example of
Fig. 5.40 which continues the one of Fig. 5.31, inlet temperature is
290 K.
 In the “fast flow” case, parcels were displaced first and then heat was
applied to the displaced volume beyond the heat exchanger outlet.
The incoming volume is, therefore, located immediately before the
heat exchanger outlet. Inlet temperature is the temperature of a
hypothetical parcel of the size of the displaced volume and the end
at the heat exchanger outlet. The start of such parcel is outside
(before) the heat exchanger, because the displaced volume is bigger
that the volume of the heat exchanger. This case can be divided
in two depending on whether the start of the parcel is in the same





Figure 5.41: Calculation of inlet temperature of heat exchanger. “Fast
flow” case. Heat exchanger’s branch.
– If the start of the parcel is in the same branch, the method is
to calculate the temperature of the hypothetical parcel through
mass-average.
– If the start of the parcel is in the previous branch, it must be
taken into account that there may exist several inlet branches.
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 Branch D
 Volume: 1 L
 Flow rate: 1 L/s
 Overflow: 1 L
 Branch B
 Volume: 1 L
 Flow rate: 0.5 L/s
 Overflow: 0 L
 Branch C
 Volume: 0 L
 Flow rate: 0.5 L/s
 Overflow: 0.15 L
 Branch A
 Volume: 1 L
 Flow rate: 1 L/s
 Overflow: 0.3 L
X [%] {0, 85, 100}
T [K] {310, 350}
X [%] {0, 90, 100}
T [K] {330, 300}
X [%] {0, 70, 100}
T [K] {290, 350}
 Node B
 Buffer volume: 0.15 L 
 Node A
 Buffer volume: 0.3 L 
Flow
direction




VB = 0.15 L
TB = 310 K
VA = 0.7 L
TA = 290 K
X [%] {0, 100}
T [K] {300}
VC = 0 L
TC = 300 K
VD = 0.15 L
TD = 350 K
 (VA+VB+VC+VD)
 (VA TA+VB TB+VC TC+VD TD)
TInlet =
TInlet= 302 K
Figure 5.42: Calculation of inlet temperature of heat exchanger. “Fast
flow” case. Previous branches.
The balance to calculate temperature is initiated with a mass-
average of the volume between the start of the branch which
contains the heat exchanger and the outlet of the heat ex-
changer. This is illustrated with an example in Fig. 5.41. The
example is completed in Fig. 5.42. An overflow is generated
at the branch start (not at the end) with volume equal to the
displaced volume minus the volume between the branch start
and the outlet of the heat exchanger, which was processed in
the previous step. This overflow is converted into a buffer vol-
ume of the inlet node. Then, an iterative procedure similar
to that of the distribution of overflows is undertaken to find
the volumes that will pass through the heat exchanger on the
next call. Volume share of each branch is recalculated attend-
ing to each node’s inlet branches instead of its outlet branches.
New overflows in the previous branches can be generated if the
branch volume is small or zero. Every time a volume is pro-
cessed, its temperature is mass-averaged and included into the
main balance. Another difference is that, in this case, there
is no need of calculating temperatures of buffer volumes. To
prevent infinite iterations, the condition to exit the loop is that
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remaining overflows add up to less than 0.01 times the initial
sum of overflows.
After setting inlet temperatures of heat exchangers, temperature of
every object is read and stored. For elements that are not nodes, object’s
temperature is the temperature of the parcel in the middle of the element.
In the case of nodes, temperature of the buffer volume, Tn, calculated
during the volume distribution could be used directly. However, this tem-
perature does not take into account connected branches where flow rate is
zero. To include all connected branches, a temperature of each branch is
considered. For inlet branches, it is temperature at the branch’s end (last
parcel), for outlet branches, it is temperature at the branch’s start (first
parcel). Those temperatures are averaged to obtain T of each node. As a
compromise, final node temperature is the mean between Tn and T .
Thermal state determination, Part 4
A final task is done to prevent increasing complexity of the temperature
distribution in the circuit. A maximum number of parcels per branch
is allowed. Initially, the number of parcels in every branch is checked.
If there are more parcels than a specified maximum, pairs of them are
merged. First, the combined volume of every pair of adjacent parcels
is calculated. The selected pair is the one with the lowest volume. An
additional condition is that both parcels must be inside the same object
(pipe, pump, heat exchanger, etc.) to avoid distorting object temperatures
and inlet temperatures. The pair of selected parcels is then merged into
one parcel. Temperature of the new parcel is calculated as the mass-
average of the temperatures of the two original parcels. Every iteration
merges a pair of parcels until the number of parcels is lower than or equal
to the maximum. The loop also ends if there is no pair of parcels valid
for merging, because each parcel belongs to a different element or because
there is only one parcel in the branch. An example is given in Fig. 5.43.
0% 100%
350 K
 X [%] {0, 20, 40, 50, 60, 80, 100}














330 K 320 K
0% 100%
350 K
 X [%] {0, 20, 40, 60, 80, 100}




330 K 320 K330 K
Figure 5.43: Simplification of parcels distribution by merging.
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A summary of the tasks undertaken in each of the four parts of the
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In the previous chapters, several models that simulate engine heat
transfer processes were examined. The individual capabilities and limi-
tations of each model were described. The problem of convective heat
transfer to the cylinder walls was the most complex one to be dealt with
in this thesis. This problem is not solved by the research community
yet and only limited solutions can be implemented. The capacity of the
model to provide reliable predictions of mean cylinder wall temperatures
under diverse operating conditions was experimentally confirmed. The
tendency of the model to overpredict temperature at high engine speed
was corrected by introducing appropriate convective correlations on the
coolant side. It was also seen that the temporal evolution of heat flux
over the closed part of the engine cycle was correctly estimated under
varying operating conditions. After the addition of new features to the
model, a preliminary validation was pertinent. The transient thermal re-
sponse of the engine block was analyzed. Good agreement between model
and experiment was obtained regarding the temperature evolution of en-
gine structure and outgoing coolant. The models of heat exchangers and
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thermo-hydraulic circuits deal with well-known physical processes and use
widely accepted methods. In the corresponding sections, the limitations
of the methods were reported to clarify which applications are suitable for
these models.
In summary, the thermal models of engine block, heat exchangers and
hydraulic circuits are applicable to the calculation of thermal transients
under dynamic engine operation. The work presented up to this point
motivated to test the capacity of the models in joint operation. This
capacity was assessed through a validation of the thermal response of the
Virtual Engine Model in complete driving cycle simulations. As mentioned
in the introduction of this dissertation, a modern engine simulation tool
should provide accurate results in a wide range of ambient temperatures; in
particular, at low temperature. On the one hand, because it is common for
an automotive engine to operate below nominal temperature, on the other
hand, to comply with current homologation procedures and prepare for
future ones. Therefore, all validations of this chapter were also conducted
in cold ambient at -7.
The chapter is divided into several sections which cover the process
of defining a validation procedure, collecting experimental data, setting a
simulation procedure, setting up a suitable engine model for validation,
calibrating the model, executing the validation and analyzing the outcome.
A reduced version of this validation was published as one of the papers
related to this thesis [217].
6.1 Validation methods
The validation of the thermal response of the Virtual Engine Model (VE-
MOD) was accomplished by means of a combination of simulations and
test bench experiments. The reference test was the driving cycle of the
Worldwide harmonized Light vehicles Test Procedure (WLTP) [24], which
has replaced the New European Driving Cycle (NEDC) as standard emis-
sions test in the European Union [21]. The driving cycle of the WLTP is
called Worldwide harmonized Light vehicles Test Cycle (WLTC).
In Section 6.1.1, details about the test facility and the test campaign
are explained. The test bench allowed to operate a production engine
to follow a driving cycle. Regarding the experimental investigation, a
preliminary validation in steady state was done. Steady-state operation
is relevant for design, for investigating nominal operation and for model
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calibration. The second part of the validation was undertaken under dy-
namic engine operation. Dynamic operation is required for standard tests
and also to reproduce real-life conditions; in particular, driving conditions
are most relevant. As previously mentioned, the engine was operated in
the test bench to follow the WLTP driving cycle. Since this is a very dy-
namic driving cycle, the transient behavior of the model could be properly
evaluated.
For the simulation part of the research, a whole model of the real engine
was built in the Virtual Engine Model environment. Simulations involved
all submodels of the Virtual Engine Model, including those discussed in
this dissertation. There are several aspects of the simulation procedure
that require clarification. They are dealt with in Section 6.1.2.
The evaluation of the simulation tool’s predictive performance is re-
ported in Section 6.2. Analyses are focused on coolant and oil temperature.
As mentioned, the validation was composed of different parts. Results of
the steady-state preliminary validation are shown in Section 6.2.1. In
that section, temperatures of coolant and oil are compared for the differ-
ent operating points. Later, the results from WLTC tests are discussed
throughout Section 6.2.2. There are three subsections, one for each test;
since tests were done under three different conditions of initial engine
temperature. Finally, observations and conclusions of the validation are
summarized in Section 6.3.
6.1.1 Experimental tests
For the purposes of this investigation, the experimental facility needed to
replicate a driving cycle in an engine and allow tests under cold ambient
conditions. For this reason, the test bench was installed in a test cell
capable of being conditioned from current ambient temperature up to a
room temperature of -7 °C. The engine employed for this research was
different from the engine used in Chapter 4 and thus it is called Engine 2.
Engine 2 was a four-stroke production diesel engine compliant with Euro
5 emissions regulations. The engine had four cylinders and four valves
per cylinder. A variable geometry turbocharger cooled by oil was coupled
to the engine. Low pressure and high pressure exhaust gas could be re-
circulated into the cylinders. Engine thermal management was improved
with an electrovalve which blocked coolant flow through the engine during
warm-up. Main specifications of Engine 2 can be found in Table 6.1. The
test bench was equipped with a test automation system which allowed to
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Figure 6.1: Photograph of Engine 2 in test facility.
Figure 6.2: Photograph of room conditioning system.
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measure steady-state operating points as well as driving cycles. Data was
recorded at a frequency of 10 Hz. Except for the mentioned features, the
characteristics of the measurement system were similar to those of Engine
1. Table 6.2 summarizes the instrumentation used in the studies presented
in this work.




Torque (max.) 320 Nm @ 1750 rpm
Power (max.) 96 kW @ 4000 rpm
Table 6.1: Main specifications of Engine 2.
Variable Instrument Range Accuracy
Engine speed Dynamometer 0-7500 rpm ± 1 rpm
Torque Dynamometer 0-400 Nm 0.5%
In-cylinder pressure Kistler 6125C10 0 - 300 bar ± 1.25 bar
Air mass flow AVL Flowsonix Air 0 - 1400 kg/h 1%
Fuel mass flow AVL 733S 0 - 41.67 g/s 0.12%
Temperature of K-type -200 to 1250 °C ±2 °C
fluids and structure thermocouples
Table 6.2: Main instrumentation used in Engine 2.
The steady-state study was focused on a set of 22 operating points.
They are summarized in Table 6.3. Some steady-state points were mea-
sured at a room temperature of 20 and other at -7, with the aim of
validating the model also under cold ambient conditions. The three oper-
ating points in bold font were measured at 20 and -7, while the rest
were measured at 20. All operating points were measured three times to
ensure repeatability. Combinations of engine speed and load were selected
under two criteria: covering a large area of the engine map and being in-
cluded in the WLTC range, or close to it. Fig. 6.3 shows the measurement
points together with the engine map and the trace of operating points of
the WLTC.
Engine operating parameters were set according to the calibration in-
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Engine speed [rpm] Load [%]
1000 21 44 66 88
1250 13 26 50 76 100
1500 11 25 50 75 100
2500 25 50 75 100
3500 25 50 75 100
Table 6.3: Steady-state operating points for validation.
cluded in the engine control unit (ECU). In particular, injection and charg-
ing settings were those of the ECU maps corresponding to the target op-
erating point. The engine was warmed up until steady state was reached.
Temperatures of coolant, oil and the external part of the engine block
were monitored to check that temperature variation was lower than 0.5
per minute. PID controllers regulated the water flows through intercooler
and coolant cooler to maintain nominal engine temperatures. Stabiliza-
tion time was between 20 and 40 minutes depending on the operating
point. Once steady state was reached, three repetitions of each operating
point were measured. All relevant magnitudes were recorded, including
temperatures and operation settings.
Figure 6.3: Steady-state operating points for validation and WLTC trace.
Regarding the transient tests following the WLTC, three different stud-
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ies were conducted. In the first transient study, the WLTC was measured
starting from hot conditions, i.e., oil, coolant and engine structure were
already warmed up. Starting from hot conditions allowed to have the
thermostat actuating during the whole cycle. In the second study, the
engine started the WLTC at a temperature of 20 to examine the warm-
up process. The initial temperature of the final study was -7. That
final study provided information concerning engine behavior under cold,
transient, dynamic conditions. Each study was measured three times for
repeatability. Tests were later replicated in the Virtual Engine Model to
complete the validation.
6.1.2 Simulation methods
Setup of validation model
To run the simulations, it was necessary to fully define the engine in VE-
MOD. Most geometry parameters were obtained from the engine CAD.
Dimensions of external circuits were measured in the test bench. ECU
calibration maps were obtained from the engine manufacturer. Informa-
tion about the performance of pumps, heat exchangers and thermostat
was also requested to the manufacturer. Using this information, the input
XML file could be filled with the necessary engine data. The input XML
file was the same for all engine tests. A considerable amount of data was
entered in the input file in the form of characteristic curves. The rest were
constant values.
Circuit layouts were defined as indicated in Figs. 6.4 and 6.5. Coolant
circuit was realistic, but oil circuit was a simplification. Thermocouples
measuring temperatures used in the validation are depicted at the loca-
tions where they were installed. Circuit branches are numbered for internal
reference. All branches are connected by nodes and all elements by pipes.
Looking at Fig. 6.4, the cooling fluid, after being impelled by the
turbopump in branch 1, was split into three branches: 2, 3 and 4. Branch
1 contained the engine block, branch 2 contained the high pressure EGR
cooler and branch 3 contained the low pressure EGR cooler. Thermal
exchanges in the engine block were modeled with the Nodal Model, which
was covered in Chapter 4. EGR coolers were modeled with the model of
heat exchangers described in Section 5.1, as thermal-flow-to-hydraulic-flow
heat exchangers. Branches 2 and 3 were connected at the outlet. At that
location, the thermocouple used for validation was installed. That point

























Figure 6.4: Diagram of cooling circuit model.
was connected to the return node through two branches, 5 and 6. Branch
5 contained two long pipes that led to a backroom where the coolant
cooler (main cooler) was located. The main cooler was modeled with the
heat exchangers model but not with the effectiveness-NTU method, as the
other heat exchangers. Instead, coolant temperature at the outlet of the
main cooler was a given setting, because in the test bench target outlet
temperature was always reached. Thus, from the modeling point of view,
it was a heat exchanger controlled by a setting. All details about types
of heat exchangers were explained in the corresponding section. After
passing through the main cooler, coolant entered the flow meter. Before
arriving at the return node, there was a thermostat to control flow in the
branch of the main cooler. In the parallel branch 6 there was a valve
that, in combination with the thermostat, allowed to stop coolant flow
through the engine block completely. In all experiments and simulations
of the present research, that engine valve was always wide open. Focusing
on the lower part, in the water box flow from branch 4 split into three
branches: 7, 8 and 9. Branch 7 contained the oil cooler (hydraulic-flow-
to-hydraulic-flow heat exchanger) and branch 9 the expansion bottle. All
branches from 5 to 9 ended in the return node. From there, coolant entered
again into the pump. Details about pump, valve and thermostat models,
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Figure 6.5: Diagram of lubrication circuit model.
Moving on to Fig. 6.5, the lubricating fluid (engine oil) was impelled
by a positive-displacement pump. Oil first passed through the oil cooler
mentioned in the description of the cooling circuit. Between pump outlet
and cooler inlet there was a pressure transducer and a thermocouple that
were used for validation. All those elements formed branch 1. Due to
the complexity of the oil path, a simplified approach was employed to
model this circuit. It was considered that, after the oil cooler, flow was
bifurcated into two branches, 4 and 5. Branch 4 lubricated the engine
block and branch 5 lubricated the turbocharger. Like the engine block,
the turbocharger had a dedicated model which was described in Section
3.4. Outlets of branches 4 and 5 were connected to inlet of branch 1.
The capacity of the simplified circuit to reproduce the behavior of the real
circuit is assessed in Section 6.1.2.
Characteristic curves of pumps were defined as a set of coefficients.
Coefficients were obtained by fitting to experimental data provided by
the manufacturer. The curve equations were described in Section 5.2.1.
To summarize, the coolant pump is a turbopump whose head curve is a
function of pump speed and flow rate. The oil pump, on the contrary, is
a positive-displacement pump with a flow rate curve dependent on pump
speed and fluid temperature.
Thermal properties of the different materials were also defined as
temperature-dependent curves. Again, curve coefficients were fitted to ex-
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perimental data. Available properties were thermal conductivity, specific
heat and density. Material density was kept constant during the simula-
tion to avoid variations of the engine mass when temperature changed.
Hydraulic resistance through heat exchangers was also obtained from
experimental data supplied by the manufacturer. This allowed to define
the corresponding curves by means of coefficients. Additional data re-
garding thermal behavior was used to calculate the overall heat transfer
coefficient for the effectiveness-NTU model.
Model calibration
Part of the data from steady state experiments was used for calibrating
the different models that compose the Virtual Engine Model. Other re-
searchers have also used steady state tests to calibrate models for transient
operation [117].
There are some similarities and some differences between the calibra-
tion of the cylinder model employed in the research of Chapter 4 and the
calibration of the global engine model under study in the present chapter.
The calibration of the former model relied on the CALMEC combustion-
diagnosis tool (see Section 3.2) complemented with measurements in ancil-
lary engine systems to provide further insights. A detailed account of the
calibration procedure can be found in Section 4.2.1. It is reminded that
the study was done with a different engine, described in the aforemen-
tioned section. In the present study, the measurement instrumentation
and the simulation model were significantly different from those of the
previous study. CALMEC was also used for preliminary calibration, but
it did not contain a combustion model. In fact, the combustion model of
the VEMOD tool was the most influential model in the final adjustment.
Of particular relevancy for this thesis was the determination of optimal
values for the constants of the modified Woschni correlation, Eq. 3.3,
which calculates heat rejection from in-cylinder gas to walls. These heat
losses significantly affect the combustion process. Therefore, an iterative
process that is out of the scope of this thesis was followed to adjust dif-
ferent key parameters. The calibration ensured the agreement of pressure
and heat release curves with experimental data.
For both the CALMEC simulations and the calibration of the combus-
tion model, several magnitudes had to be experimentally measured. They
were the following:
 In-cylinder pressure trace.
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 Crank angle degree.
 Fuel consumption.
 Intake pressure and temperature.
 Exhaust pressure and temperature.
 Blow-by rate.
Pressure and temperature were measured at other locations of the gas path
to calibrate the gas dynamics model. Coolant and oil temperature were
necessary for CALMEC, for the global engine model and for the validation
covered in this chapter.
As in the research of Chapter 4, a set of motoring tests were carried
out. In Section 3.2, it was explained how the measurement of indicated
parameters and the absence of combustion allow to apply the first law of
thermodynamics to perform a characterization of the engine cylinders. In
this application, the analysis was necessary to know the actual compres-
sion ratio and the deformation constant of the piston assembly. Moreover,
the constant CW1 of the Woschni correlation could be preliminary ad-
justed for the subsequent calibration of the combustion model. With the
information of the fired tests in steady-state operation and the results of
the combustion model calibration, the constants of the Woschni correla-
tion were finally set. During the part of the engine cycle in which valves
were closed, the fine-tuning of CW1 resulted in a value of 1.63. To find
CW2, the formula CW2 = 0.59 ∗ CW1 = 0.96 was applied. This formula
was mentioned in Section 3.3; it is used when no tests with different swirl
ratios are available and it is based on empirical studies. For the open part
of the cycle, those values were divided by two, yielding CW1 = 0.815 and
CW2 = 0.48. The optimal value for the combustion velocity constant, C2
was 0.001. It is important to remark that the constants of the Woschni
correlation were adjusted to achieve an agreement between experimental
and modeled curves of in-cylinder pressure and heat release. They were
not tuned to improve predictions of coolant and oil temperatures, which
are the target magnitudes of the validation presented in this chapter.
Steady-state tests were also used to calibrate uncertainties of hydraulic
circuits. Hydraulic resistance encountered by coolant and oil flow when
passing through the engine block was unknown. In addition, the hydraulic
resistance curve of the thermostat was also unknown. The combination of
tests at different engine speeds and loads, with different thermostat open-
ings, allowed to adjust hydraulic resistances. The measured magnitude in
the cooling circuit was flow rate, while in the oil circuit it was pressure.
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(a) Coolant flow rate (b) Oil pressure
Figure 6.6: Coolant flow rate and oil pressure after calibration of engine
and thermostat hydraulic resistances.
Results of the adjustment are shown in Fig. 6.6. Simulated magnitudes
(vertical axis) are plotted against measured magnitudes (horizontal axis)
for comparison. As commented in Section 6.1, some tests were measured
at low temperature, -7. They are plotted in blue color. In the rest, in
orange color, ambient temperature was 20.
On the left side of Fig. 6.6, coolant flow rate is analyzed. Values
are referred to Branch 5 of the cooling circuit, which contained the flow
meter, the thermostat and the main cooler, see Fig. 6.4. Coefficient R2
of the comparison was high: 0.98. Mean error of all tests was 5%. The
group of tests with lower flow rates comprises operating points at engine
speeds of 1000, 1250 and 1500 rpm, while the group with higher flow rates
corresponds to engine speeds of 2500 and 3500 rpm.
On the right side of the figure, the comparison of oil pressure can be
seen. Pressure was measured at the outlet of the oil pump, as shown in
Fig. 6.5. Three data groups can be identified in the graph. The group with
lower pressures comprises operating points at engine speeds of 1000, 1250
and 1500 rpm. The second group, with intermediate pressure, is formed
by operating points at 2500 rpm. The group with the highest pressures
comprise the tests at engine speed of 3500 rpm. Model predictions were
in good agreement with measurements. Mean error was 3.8%. Also for oil
pressure, coefficient R2 was 0.98. No systematic deviations were observed
in low temperature points, neither in coolant flow rate nor in oil pressure.
Prediction performance was similar at -7 and at 20. That suggested
that the hydraulic model is applicable regardless of fluid temperature. In
conclusion, the calibration achieved good agreement between simulation
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and experiment regarding the hydraulic results.
Finally, another uncertainty was mass of the engine structure, which
was not accurately known. Engine mass determined thermal capacity and
thus influenced temperature evolution in the structure. In Section 4.5,
it was discussed that the nodes that provide the highest thermal inertia
to the engine heat transfer model do not represent the real engine shape.
Starting values of mass could be obtained from the CAD, but not values
of all components nor values of the whole engine mass. Therefore, mass of
cylinder-head and mass of cylinder block were slightly adjusted to correct
thermal inertia. Mass of engine fluids, on the contrary, depended on the
volume of circuit components and ducts; thus, it was known and fixed by
geometry.
Simulation modes
Simulations can be launched under different modes. Depending on the
mode, the control model requests the input of certain variables as reference
data. Inputs determine the operation of the ECU model, which is the
control system. VEMOD allows the following modes:
1. Test bench. Values of most actuators over time are entered as in-
puts to the control system. The ECU model needs no maps, in part
because actuator settings are supplied. Besides, the control system
receives reference data of the gas path conditions (mass flow rate
and pressure) and keeps those conditions in the simulation. During
the simulation, the control system reads data from modeled sensors
placed in the locations where reference data is provided. Then, it
compares the sensor data with the reference data entered at the be-
ginning and operates the model of the variable-geometry turbine to
match both results. In summary, inputs are engine speed, injection
parameters and reference data from the gas circuit. Usually, val-
ues come from experimental measurements in an engine test bench.
This mode is employed when it is necessary to ensure that test con-
ditions are replicated. Therefore, it is suitable for model testing and
validation.
2. Test bench + calibration. Only engine speed and fuel mass flow
rate are supplied as inputs. The ECU model contains maps as a
function of those two parameters. Usually, the real ECU maps are
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used. Maps determine variables such as injection pressure, injection
timing or position of the variable-geometry turbine.
3. Engine. Input variables are engine speed and torque curves. The
control system regulates settings to reach the reference torque. En-
gine response is determined by ECU maps. This mode is useful to
set a reference power output and then compare the performance of
different alternatives.
4. Vehicle. Vehicle speed over time, i.e. a driving cycle, must be
specified. The simulation contains a vehicle model that determines
engine speed and torque for the engine model. The control system
operates like in the Engine mode to complete the driving cycle.
In this thesis, the Test bench mode was used because the goal was
to validate the thermal response of the engine model. Thus, the settings
used in the real engine had to be used in the simulations. All inputs were
measured during the experimental test campaign previously described.
Other aspects of simulations
In Section 6.1.2, it was mentioned that the same input XML file was
used all engine tests, since engine data is the same. However, this is not
completely true because, before being read by VEMOD, the simulation
launcher makes some modifications in the XML file. Modifications intro-
duce the experimental conditions of each particular test. In Test bench
mode, explained in Section 6.1.2, experimental conditions for steady-state
tests were:
 Engine speed.
 Injected mass, injection pressure and timing.
 Initial pressure and temperature of gas at various locations.
 Initial temperature of coolant and oil.
 Coolant temperature at the outlet of the main cooler, which was
experimentally measured.
Experimental conditions for driving cycles were:
 Test duration.
 Initial pressure and temperature of gas at various locations.
 Initial temperature of coolant and oil.
 Coolant temperature at the outlet of the main cooler. It was exper-
imentally measured during the tests. In each test, the mean value
was used as setting in the model of the main cooler.
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 Traces of engine speed, injection settings and reference gas data over
the time of the test.
The simulation launcher was a MATLAB® script. It controlled the
reading of inputs and the modification of the XML input file, called the
control system model and moved the generated results to a folder when the
simulation ended. The control system was implemented in Simulink®. It
read sensor information, set actuator values and called the engine model.
The engine model was supplied as a DLL (Dynamic Link Library) file.
All simulations were run in a desktop computer with a quad-core Intel®
CoreTM i5-6600K processor using four threads. Simulation time heavily
depended on engine speed because, for a given time, a higher number of
engine cycles must be simulated at higher speed. As a reference order
of magnitude, in WLTC tests, simulation duration was around 10 times
higher than real duration. For tests in steady state, 5 minutes of engine
operation were simulated. This ensured the stabilization of all variables.
6.2 Validation results
6.2.1 Validation in steady state
(a) Coolant temperature (b) Oil temperature
Figure 6.7: Steady-state validation.
The validation study under steady-state conditions is summarized in
Fig. 6.7. The comparison of modeled and experimental coolant tempera-
tures can be seen on the left side of the figure. All points were close to the
diagonal line except three points corresponding to the three repetitions of
a particular test, the one at 1500 rpm and 50% load. The highest error was
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4, but 91% of the points had an error lower than 2. Mean error was
1.1. On the right side of Fig. 6.7, the oil temperature analysis is shown.
Mean error was 2.2. In 88% of the points error was below 4. Tests done
in cold environment were plotted in blue color. No specific limitations of
prediction capability in the form of systematic errors were observed in cold
environment tests, neither in coolant nor in oil temperature.
In conclusion, the steady-state validation revealed that the Virtual
Engine Model was capable of providing reliable results with considerable
precision. Overall, the model was able to capture the thermal influence of
engine speed and load in steady-state operation. Also, cold temperature
tests were simulated with similar performance. Next, model performance
under transient conditions was studied.
6.2.2 Validation in WLTP driving cycle
The WLTC is a very dynamic driving cycle that encompasses diverse oper-
ating conditions. Before evaluating the ability of the global engine model
to predict thermal responses, it was necessary to ensure that real engine
operation was captured by the model after calibration. If engine opera-
tion were wrong, a good prediction of thermal evolution would be irrele-
vant, because thermal response is determined by engine operation. In Fig.
6.8, curves of engine speed and torque over the driving cycle are shown.
As mentioned in Section 6.1.2, engine speed was an input to the model.
Torque, on the contrary, was determined by the simulation. In the upper
plot, a comparison between measured and modeled torque can be seen.
Curves are colored red and blue respectively. The capacity of the engine
model to reproduce the experimental torque was satisfactory throughout
the cycle.
Warmed-up conditions
The first transient test was done warming up the engine prior to start.
Temperatures in the engine (structure and fluids) were stable and nominal
at the beginning of the driving cycle. During the 30 minutes of the cycle,
temperatures changed as a response to varying operation. In this test, the
warm-up process was therefore out of the study.
The first variable to be analyzed is coolant temperature. Modeled
temperature is plotted as a blue curve. As three repetitions of the test
were measured, experimental temperature is presented as a red band that
6.2 Validation results 289
Figure 6.8: Engine speed and torque during WLTP driving cycle.
Figure 6.9: Coolant temperature during WLTC starting after warm-up.
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encompasses the values of the three traces. In Fig. 6.9, it can be seen that
both the experimental traces and the simulation curve followed a similar
evolution. There were minor discrepancies at high engine speed, but they
were always lower than 1.7 with respect to measurements. Overall, the
prediction presented considerable accuracy, as mean error was 0.26. For
93% of the cycle duration, error was below 1.
Figure 6.10: Oil temperature during WLTC starting after warm-up.
Regarding oil temperature, comparison between model and experiment
is shown in Fig. 6.10. Oil temperature experienced larger variations than
coolant temperature. The model reproduced the measured trend during
most of the cycle. The maximum observed discrepancy was 2. During
86% of the time, error was below 1. In fact, mean error of the cycle
was 0.41. Inertia of the model was higher than in the experiment. This
could be attributed either to the solid mass, to the oil or to the thermostat
response time. Since temperature inertia on the coolant side was adequate,
the issue might be likely caused by the simplified nature of the oil circuit.
The modeled curve was above the average experimental trace 51% of the
time, which comprised 85% of the error.
In summary, prediction of temperatures in this particular test was
good. The accuracy of the predictions was demonstrated by the fact that
mean errors were lower than 0.5. Ensuing tests included the study of
the warm-up process.
Start at 20
In this test, temperature in the test cell was 20. The engine was not
warmed up before starting the test. Therefore, initial engine temperature
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at the beginning of the cycle was 20. During the test, the engine warmed
up until the coolant reached a temperature that triggered the thermostat
opening. Then, part of the coolant flow passed through a heat exchanger
where it was cooled down (branch 5 in Fig. 6.4). Throughout the driving
cycle, changes in operation conditions determined the thermal evolution
in the engine structure and fluids.
Figure 6.11: Coolant temperature during WLTC starting at 20.
In the analysis of coolant temperature, shown in Fig. 6.11, it can
be seen that very good agreement between model and experiment was
obtained. Mean error was 1.15. During 80% of the time, error was below
2. Thermal inertia was well captured. Moreover, the model was able to
correctly predict the slope change at around 600 s. The effect of opening
the thermostat and cooling the engine was also successfully modeled. The
thermostat started opening upon reaching 75, after approximately 900
s. The only noteworthy discrepancy was a small delay of warm-up at the
beginning of the test that can be seen in the measured band but was not
reproduced by the simulation. This caused a maximum error of 4.
The evolution of oil temperature is shown in Fig. 6.12. During most of
warm-up, agreement between simulation and experiment was very good.
Thermal inertia was well captured by the model. Over the entire cycle,
mean error was 1.24. However, during the second half of the cycle, pre-
diction deteriorated slightly. In that period, modeled oil temperature was
a few degrees above the measured reference. Possible causes are an un-
derestimation of the cooling capacity of the oil cooler or, also likely, an
underprediction of heat transfer from oil to coolant through the engine
block structure. The maximum error of the cycle was found at 1600 s
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Figure 6.12: Oil temperature during WLTC starting at 20.
and amounted to 5.8. Still, for 89% of the cycle duration, error was be-
low 3. The misprediction at the beginning which was found in coolant
temperature, was observed in oil temperature as well. Nevertheless, this
discrepancy was smaller than 3.5.
In sum, prediction of coolant and oil temperature was satisfactory
throughout the driving cycle. Of particular noteworthiness was the per-
formance during the warm-up process. That indicated that improvements
reported in this thesis and aimed to model the transient response of the
engine were successful. In addition, when the thermostat and cooler sub-
models started operating after warm-up, the simulated thermal response
agreed with experimental observations.
Cold environment
The last test assessed prediction performance under cold ambient condi-
tions, which is relevant for current developments of powertrain research.
Temperature in the test cell was kept at -7. This was the engine tem-
perature at the beginning of the driving cycle. As in the previous test,
warm-up encompassed a substantial portion of the test duration.
In Fig. 6.13, the predictive performance of the model is shown for
coolant temperature. In general, prediction was accurate and trends were
reproduced. It was slightly poorer than in the previous test in the first
part of the cycle, as coolant temperature was slightly overpredicted first
(up to 6) and slightly underpredicted later (maximum 8 at 680 s).
Nonetheless, mean error considering the whole cycle was 2.52. Temper-
ature prediction after thermostat opening was very good. For 83% of the
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Figure 6.13: Coolant temperature during WLTC starting at -7.
cycle, error was below 5.
Oil temperature is analyzed in Fig. 6.14. It is possible to see that
the small discrepancies observed in the previous test were aggravated at
low temperature. Causes that could lead to the overestimation of oil
temperature in the late part of the cycle were mentioned in the previous
section. The maximum error found in that period was 13.9. Temperature
overprediction at the beginning of the cycle, which had been a minor
issue up to this point, was in contrast remarkable in the graph under
current examination. Clearly, thermal inertia was underestimated in this
period. That resulted in faster oil warm-up, producing again a discrepancy
between model and experiment up to 14.7. The small error observed
in coolant temperature could be a consequence of the oil temperature
misprediction. Several issues can be proposed as causes of this divergence:
 There are elements that significantly contribute to thermal inertia
due to their mass, such as the connection rod, the crankshaft or
the bearings, that are currently not being considered in the thermal
model of the engine block [117] [160]. Those elements are in close
contact with the lubricating fluid. Adding such elements would delay
oil heating.
 As commented in the previous section, the amount of heat trans-
ferred from oil to coolant through the engine block structure could
have been underestimated. Similarly, heat rejected from oil to coolant
in the oil cooler could also be lower in the simulation than in the
experiment. That would have accelerated oil warm-up and delayed
coolant warm-up. It was seen in Fig. 6.13 that coolant warm-up was
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Figure 6.14: Oil temperature during WLTC starting at -7.
slightly faster than the experiment at the beginning and slightly
slower afterwards. Therefore, this cause is only applicable to the
second period. At start, the dominant cause was a different one.
 Thermal inertia of the oil cooler was neglected in the model of heat
exchangers. The effect of that would be a faster warm-up.
 Heat loss to ambient was neglected in the engine block and the oil
circuit. Results showed that this was not an issue in the previous
test at 20. However, as the current the test was done in a cold
environment, the influence of heat losses to ambient could be signif-
icant. According to some authors, heat rejection to ambient during
warm-up can be considerable [58].
These points can be used to propose future improvements for the thermal
models in VEMOD, from adding missing components, to considering heat
losses to ambient or thermal inertia of the oil cooler.
In spite of the problems observed at the beginning and the last part
of the cycle, the excellent prediction during the middle part of the cycle
kept the mean error over the whole cycle at a value of 4.57. Considering
this, it can be concluded that the results from the model can be trusted to
a certain extent under cold environment conditions. Prediction of coolant
temperature was robust and presented remarkable accuracy. However, oil
temperature from the model should be considered an approximate value.
Further improvements of the models can decisively increase prediction
accuracy at low temperature.
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6.3 Concluding remarks
The present chapter has reported the validation of the models covered in
this thesis. The validation was undertaken using a complete engine model.
Heat transfer was co-simulated together with the other engine processes.
The chapter did not only deal with the validation but also with the pro-
cedure to set up and calibrate a complex engine model. Several aspects
of the simulation process with the Virtual Engine Model (VEMOD) tool
were discussed as well. Moreover, a method to conduct the validation was
proposed. The method comprised an experimental campaign of steady-
state and transient tests at different temperatures. Results of coolant and
oil temperature were examined to evaluate the prediction capacity of the
models developed in this thesis. In general, good agreement was obtained
between simulation results and experimental measurements from the tests.
In steady-state tests, mean error was 1.1 for the coolant and 2.2 for
the oil, over different operating points. Simulations at low temperature
did not present specific issues. For the transient tests, the WLTC driving
cycle was followed. Starting with a warmed-up engine, temperature pre-
dictions were very satisfactory, with mean errors below 0.5. In the next
test, in which the engine started at 20, the warm-up process was cor-
rectly modeled. Overall, predictions were good, with mean errors of 1.2
in coolant and oil temperature. The last test, performed at -7, yielded a
mean error of 2.5 in coolant temperature and 4.6 in oil temperature.
The temperature evolution curve was well captured in the case of the
coolant. On the oil side, however, some improvements can still be made
for low temperature applications. Some suggestions for improvement were
given.
All things considered, the capability of doing thermal simulations with
VEMOD was demonstrated in this chapter. Temperature predictions can
be largely trusted over a wide range of operating conditions, no matter
how dynamic. Only at very low temperature, the prediction of oil thermal
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This thesis is framed within the context of strict homologation pro-
cedures in the automotive industry and increasing reliance on simulation
tools for research and development of powertrains. Global engine and
vehicle simulation tools present many advantages over partial or simpli-
fied models. Such global simulation tools have become a fundamental
resource for developing powertrains that are able to comply with new ho-
mologation standards. With the aim of completing an in-house integrated
engine simulation tool, this thesis has focused on modeling heat trans-
fer processes occurring in internal combustion engines. Throughout the
document, works concerning the improvement of an existing heat transfer
model, development of new models, models’ integration into a global en-
gine simulation tool and, finally, validation of thermal simulations, have
been described. Three specific objectives were set for this thesis:
1. Modeling heat transfer processes in the engine block.
2. Modeling heat transfer processes in ancillary systems of the engine.
3. Validating the thermal behavior of a global engine model.
A thorough literature survey allowed to get acquainted with different
approaches to model the diverse heat transfer processes of internal com-
bustion engines. The topic of in-cylinder heat rejection was examined
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with special attention. Quasi-dimensional approaches of different com-
plexity were found to be extensively used for system-level simulation of
thermal processes due to their many advantages. In the last years, the
trend towards integration intensified. It was argued that co-simulation of
physics-based models is the most promising approach for the study of pow-
ertrains. In regard to this matter, the proposal of the institute in which
this PhD research was conducted, CMT-Motores Te´rmicos, is called Vir-
tual Engine Model (VEMOD). The main asset of this tool is the scientific
soundness of the constituent models. The Virtual Engine Model combines
the experience accumulated by years of research by integrating 0D and
1D models developed for different physical processes that take place in
internal combustion engines. This tool aspires to be a research platform
that generates knowledge to advance the state-of-the-art.
Next, the most relevant contributions and findings of this PhD inves-
tigation are highlighted. They are organized according to the mentioned
particular objectives, following the same structure as the dissertation doc-
ument. After those conclusions, some recommendations for future work
are given, with the aim of continuing the development and improvement
of the Virtual Engine Model, specially of thermal submodels. By means
of those accounts, the present chapter summarizes the knowledge and ex-
perience obtained from the doctoral research.
7.1 Main contributions
Heat transfer model of the engine block
At the beginning of this doctoral research, a quasi-dimensional model of
heat transfer in the engine block already existed. The initial task was
to thoroughly examine this model to assess its suitability for integration
into the Virtual Engine Model and for research studies of current inter-
est. First, a qualitative evaluation was done, allowing to identify existing
capabilities and aspects to improve. Second, basing on the qualitative
evaluation, a method to quantitatively evaluate the model based on ex-
perimental tests was proposed and executed. The quantitative evaluation
revealed that, in general, the model presented good prediction capacity of
mean wall temperatures in steady state. That means that area-averaged
temperatures of cylinder walls were correctly predicted under diverse con-
ditions of engine speed, load and swirl motion. However, at high engine
speed, the model overpredicted engine temperatures. This was one of the
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problems to be solved. Also important, prediction of local temperature
at locations where sensors were installed was poor. Therefore, when wall
area-averaged temperatures were compared, predictions matched experi-
mental measurements, but this did not happen when particular locations
were examined. The quantitative study also provided insights into the
complex heat transfer distribution on the cylinder walls as well as into
the influence of swirl on heat transfer, which were discussed. Subsequent
activities to improve the model were based on the outcomes of this eval-
uation.
The issue of improving local modeling of heat transfer was dealt with
next. According to literature, multizone approaches to model in-cylinder
heat convection are better than single-zone approaches at predicting local
temperatures. A detailed study assessed the potential of a multizone ap-
proach. First, the implementation of a multizone model was thoroughly
described. Thereupon, a calibration and evaluation procedure based on
experimental data and 3D-CFD simulation was proposed to analyze its
performance. The investigation covered various aspects of heat transfer
prediction. The conclusion of the study was that the multizone approach
failed to improve local temperature predictions with respect to the original
single-zone model. Gains in prediction accuracy were small and occurred
only at few locations. Consequently, the multizone approach was discarded
and subsequent work was carried out using the original model. This meant
that wall temperature prediction was reliable only on an area-averaged ba-
sis.
Further areas of improvement had been identified during the aforemen-
tioned qualitative and quantitative evaluation. Heat rejection to coolant
and oil was critically improved. First, semi-empirical correlations for de-
termining the heat transfer coefficient on the coolant side were imple-
mented, which solved the problem of temperature overprediction at high
engine speed. Second, the method to represent fluids as elements of the
quasi-dimensional model was modified in order to better simulate transient
processes. Finally, the correlations to calculate the physical properties of
fluids were updated, with focus on real mixtures used as coolants.
A crucial improvement of the heat transfer model of the engine block
was the proper modeling of thermal transients. Introducing capacitances
in the thermal network, thermal inertia could be physically modeled. This
included extending the model to take into account areas of the engine block
that had been neglected in the past and adding new connections. More-
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over, new solving schemes were implemented. After an examination of dif-
ferent alternatives and a comparison test, an implicit scheme was selected
for all following studies. Next, all previous improvements were validated.
Two experimental studies allowed to confirm the correct performance of
the model at predicting the transient evolution of temperatures in the
engine block.
Lastly, a number of tasks aimed at making integration into the VE-
MOD global simulation tool possible were accounted. The heat transfer
model underwent a standardization process. Data input and interaction
with other submodels were adapted to the requirements of a multi-physics
code. A new coupling with the gas dynamics model was established in or-
der to improve heat transfer calculations in the intake and exhaust ports.
Another new coupling connected the mechanical losses model with the heat
transfer model to exchange friction data. In addition, the code structure
was optimized for computational efficiency and also to manage a steady
and a transient solver. Moreover, some methods for updating variables
and calculating outputs were improved.
Heat transfer models of ancillary systems
Unlike heat transfer in the engine block, there was no preexisting model
of heat transfer in the ancillary systems of an engine. Therefore, those
models had to be developed from the ground up. To complete the Virtual
Engine Model, transport of hydraulic fluids and heat transfer in engine
subsystems had to be modeled. This was achieved by means of two mod-
els. The first one, a model of heat exchangers that considered all heat
transfer processes among different submodels, including heat rejection to
fluid circuits. The second, a thermo-hydraulic model that simulated en-
ergy and mass transport in closed hydraulic circuits.
The model of heat exchangers was developed from the perspective that
a generalized model had to manage all heat transfer processes among en-
gine subsystems, i.e. among VEMOD submodels. The models of some
components, like engine cylinder or turbocharger, already included heat
transfer submodels that calculated heat fluxes inside the system and heat
rejection to fluid circuits. However, in order to couple such components to
the corresponding fluid circuits, a common framework needed to be used.
This framework is the heat exchangers model, which stores and trans-
fers data of thermal processes among submodels. Under this approach,
the engine cylinder model or the turbocharger model are also members
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of the heat exchangers model. For heat exchangers like the radiator or
the oil cooler, new generic methods were implemented, since they do not
have dedicated models. Methods were based on the effectiveness-NTU ap-
proach. Effectiveness-NTU is a simple, fast and flexible method, and it is
valid for a very large variety of heat exchangers. In this dissertation, the
characteristics of the heat exchangers model and the calculation methods
were thoroughly described.
The model of thermo-hydraulic circuits is formed by two main parts.
The first one solves the hydraulic network to determine flow rates and
pressure drops in the circuit. According to the literature, quasi-steady
approaches are commonplace when modeling hydraulic flows in automo-
tive applications. An efficient quasi-steady model was implemented. The
model optimizes the network analysis process by applying circuit rules to
reduce complexity, by using a preliminary algebraic solver and by prevent-
ing redundant calculations when hydraulic conditions do not change. This
model was completed with a non-linear solver that uses a modified ver-
sion of Powell’s conjugate direction algorithm. Circuit definition is fully
flexible and includes typical circuit components: pumps, pipes, valves (in-
cluding thermostats) and heat exchangers. The procedure used by the
code to interpret the circuit layout is an original contribution of this the-
sis based on graph analysis. A remarkable accomplishment is a depth-first
search algorithm used to find all possible paths in the network. The second
part of the thermo-hydraulic model comprises the thermal calculations. A
quasi-dimensional approach based on isothermal parcels of fluid was im-
plemented. In this model, parcels move around the circuit, exchange heat
with heat exchangers and pumps and update their size and temperature to
reflect the thermal state of the circuit. All those processes are modeled by
original algorithms that are contributions of this thesis. Special attention
was put on energy distribution in joints and also on determining the inlet
temperature used by subsystems. The model was thoroughly described in
the corresponding section of this document.
Validation of the global thermal response
The final validation was undertaken with the aforementioned models in-
tegrated into the Virtual Engine Model. The validation procedure was
designed to incorporate dynamic driving conditions and cold conditions
(-7). Additionally, typical validation tests in steady state, normal room
temperature (20) and warmed-up conditions were also included. Ex-
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perimental tests over a wide range of operating conditions were used for
validation. Regarding simulations, all procedural aspects were discussed
in detail, from setting up the model to calibrating it and launching the
computational studies. In steady state tests, simulation results presented
good agreement with experimental measurements, even under cold ambi-
ent conditions. Transient tests were conducted following the Worldwide
Harmonized Light-Duty Vehicles Test Cycle (WLTC), the reference driv-
ing profile of current homologation standards. In the first transient test,
the engine was warmed up before start. Overall, the simulation tool was
able to properly capture the temperature evolution. The second test was
conducted at a room temperature of 20, which was also the initial engine
temperature. Again, good agreement between experiment and simulation
was found. The model reproduced the trends observed during engine
warm-up. The last test was undertaken at -7. Some discrepancies were
observed in oil temperature during the early stages of warm-up but, in
general, prediction of temperature evolution was satisfactory. What is
more, measures to improve the thermal inertia of the lower parts of the
cylinder block were proposed to fix the mentioned discrepancies. In con-
clusion, the capability to perform reliable thermal simulations with the
Virtual Engine Model was therefore demonstrated.
7.2 Suggestions for future work
After accomplishing the goal of this doctoral investigation, a tool for sim-
ulating the complete engine operation is capable of taking into account
thermal processes. Relevant research studies with this simulation tool can
be proposed as future activities. Moreover, the development of the three
thermal models covered in this dissertation can be continued. During
research, ideas for improvement have arisen. Some improvements would
allow to overcome current limitations of the models. Also, the models
can be further expanded with new features. In this section, proposals for
future work are summarized, organized by topic.
In-cylinder heat rejection
Although it was found that the multizone heat transfer model could not
improve temperature prediction, some ideas of the underlying gas motion
submodel can be adopted. Currently, the convective heat transfer cor-
relation uses mean piston speed, a constant value, to take into account
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in-cylinder gas motion, as proposed by Woschni. For in-cycle applications
like VEMOD, considering a curve of instantaneous speed like those calcu-
lated with the gas motion submodel would better reflect reality. Though
swirl motion is already being considered by means of a curve, currently
this curve has no physical foundation. The gas motion submodel, on the
contrary, uses a physics-based approach to determine swirl motion.
In addition to the in-cylinder convection correlation, the modeling ap-
proach within the thermal network can be improved. Convective conduc-
tances between gas and wall nodes could be replaced by heat flux sources
in each surface node of the wall, like in the intake and exhaust ports.
That could provide important advantages. No gas nodes would be nec-
essary, which would reduce the number and complexity of equations and
prevent redundant gas temperature calculations. Consequently, system
solving would be faster. From a scientific point of view, the main advan-
tage would be the possibility to implement heat transfer correlations that
are not based on Newton’s law of cooling, Eq. 2.4, i.e. that do not assume
that heat flux is directly proportional to the difference of temperature
of the fluid and the wall. This would allow to consider non-linear and
unsteady mechanisms, such as heat radiation or the thermal phase shift
commented in Section 2.2.1. An example of heat flux equation that could
be implemented is the widely known correlation due to Annand and Ma,
Eq. 2.23.
Heat transfer in the engine block
The lower part of the engine can be better modeled. Nodes representing
components with relevant thermal influence, such as the connecting rod,
the crankshaft or the lower areas of the cylinder block, can be added to
the thermal network. An improvement of thermal inertia account would
follow. Another expected benefit is the availability of temperature data of
the mentioned components. Such temperatures are important for calcu-
lations of heat rejection to oil, friction and thermal expansion. Moreover,
no heat rejection from the block structure to ambient is currently con-
sidered. Including this mechanism could be specially beneficial in low
ambient temperature situations.
Model of heat exchangers
The heat exchangers model implemented in this thesis successfully pro-
vides a comprehensive structure to all heat transfer processes among sub-
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systems. In that aspect, no further improvements are proposed. How-
ever, the effectiveness-NTU method used as generic way to calculate heat
exchange between two flowing fluids is based on assumption that heat
transfer is a steady process. Advanced approaches, capable of taking into
account dynamic considerations and thermal inertia, are required.
Model of thermo-hydraulic circuits
The thermo-hydraulic model can be extended with additional features.
The most relevant would be the following:
 Heat loss to ambient.
 Temperature-dependent friction coefficient in pipes.
 Tanks. Mixing processes should be modeled.
 Pressure boundary conditions to allow using absolute pressures and
to enable open circuits.
 The thermostat submodel should be coupled to the control model
and hysteresis should be considered.
In addition, a couple of areas have room for improvement:
 The non-linear solver and the solving procedure can be improved
to increase stability and efficiency. For instance, the user should be
allowed to enter initial values for the solver.
 Connection to the control model should be improved. Circuit objects
must be more integrated with the system of sensors and actuators.
Global engine model
The Virtual Engine Model can be applied to many relevant studies. An
immediate application is the investigation of engine performance and emis-
sions in various scenarios. Simulation studies can be run under conditions
of interest for homologation, specially under non-conventional test condi-
tions (low temperature, low pressure, different driving profiles, etc.). The
models developed in this thesis will simulate the thermal aspects of engine
operation. As commented in the Introduction, thermal aspects are im-
portant for engine performance, including pollutant formation. Research
studies assessing potential improvements in thermal management can be
conducted using the Virtual Engine Model. Studies can be focused on
hardware modifications, circuit layouts, operation strategies or innovative
technologies. Nowadays, electrification is gaining momentum within the
automotive industry. In hybrid or electric vehicles, thermal aspects also
have an important influence on performance. Among the models devel-
7.2 Suggestions for future work 305
oped in this thesis, the thermo-hydraulic model and the heat exchangers
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