We study a random walk pinning model, where conditioned on a simple random walk Y on Z d acting as a random medium, the path measure of a second independent simple random walk X up to time t is Gibbs transformed with Hamiltonian −L t (X, Y ), where L t (X, Y ) is the collision local time between X and Y up to time t. This model arises naturally in various contexts, including the study of the parabolic Anderson model with moving catalysts, the parabolic Anderson model with Brownian noise, and the directed polymer model. It falls in the same framework as the pinning and copolymer models, and exhibits a localization-delocalization transition as the inverse temperature β varies. We show that in dimensions d = 1, 2, the annealed and quenched critical values of β are both 0, while in dimensions d ≥ 4, the quenched critical value of β is strictly larger than the annealed critical value (which is positive). This 
1 Introduction and main result
The model and main results
We first define the continuous time version of the random walk pinning model, which more precisely, could be called the random walk pinned to random walk model. Let X and Y be two independent continuous time simple random walks on Z d with jump rates 1 and ρ ≥ 0 respectively. Let µ t denote the law of (X s ) 0≤s≤t . For β ∈ R, which plays the role of the inverse temperature (if β > 0), and for a fixed realization of Y acting as a random medium, we define a Gibbs transformation of the path measure µ t . Namely, we define a new path measure µ We will show below that the limit exists and is non-random. As a disordered system, it is also natural to consider the annealed partition function E Y 0 [Z [e βLt(X−Y,0) ] is also the partition function of a homogeneous pinning model (see e.g. Giacomin [10] ), namely a random walk pinning model where the random walk X − Y (with jump rate 1 + ρ) is pinned to the site 0 instead of to a random trajectory.
To define the discrete time version of the random walk pinning model, let X, Y be discrete time simple random walks on Z d . The Gibbs transformed path measureμ β N,Y , N ∈ N, can be defined similarly as in (1.1), where we replace L t (X, Y ) by L N (X, Y ) = N i=1 1 {X i =Y i } . We then definê Z walk X is subject to the constraint X t = Y t in (1.1). In continuous time setting, for 0 < s < t < ∞, define One question of fundamental interest in the study of disordered systems is to determine when is the disorder strong enough to shift the critical point of the model, i.e., when is β ann c < β c ? For the pinning model, this question has recently been essentially fully resolved independently by Derrida, Giacomin, Lacoin and Toninelli [9] , and Alexander and Zygouras [1] . For the random walk pinning model, our main result is the following.
Theorem 1.2 [Annealed vs quenched critical points]
In dimensions d = 1 and 2, we have β ann Remark. Theorem 1.3 for d ≥ 5 (without bounds on the gap) has recently been established by Birkner, Greven, and den Hollander [3] as an application of a quenched large deviation principle for renewal processes in random scenery. Our aim here is to give an alternative proof based on adaptations of the fractional moment method used recently by Derrida et al [9] in the pinning model context, and to extend to the d = 4 case. Loosely speaking, because P(X n = Y n ) ∼ Cn −d/2 = Cn −1−α by the local central limit theorem, d ≥ 5 corresponds to the case α > 1 in [9] ; d = 4 corresponds to the case α = 1, which was not covered in [9] , but included in [1] ; while d = 3 corresponds to the marginal case α = 1/2, which for the pinning model with Gaussian disorder was recently shown by Giacomin et al [11] [12] (for d ≥ 4) that the parabolic Anderson model with Brownian noise could admit an equilibrium measure with an infinite second moment. Theorem 1.3 for the discrete time model can be used to disprove a conjecture of Garel and Monthus [15] that for the directed polymer model in random environment, the transition from weak to strong disorder occurs at β ann c . See Sec. 1.4 for more details. For some special environments in special dimensions, this conjecture has already been disproved by Camanes and Carmona [5] . In Section 1.4, we will show that the results of Derrida et al [9] on the pinning model can also be used to disprove the Garel-Monthus conjecture in d ≥ 4. The reader can also consult Section 1.5 of Birkner et al [3] for more detailed expositions on the implication of Theorem 1.3 for the various models mentioned above.
In the remainder of the introduction, we point out a connection between the random walk pinning model and the parabolic Anderson model with a single moving catalyst, and how does the random walk pinning model fit in the same framework as the pinning and copolymer models. Lastly, we will introduce an inhomogeneous random walk pinning model which generalizes both the pinning and the random walk pinning model.
Parabolic Anderson model with a single moving catalyst
As for the continuous time random walk pinning model, let Y be a continuous time simple random walk on Z d with jump rate ρ ≥ 0. The parabolic Anderson model with a single moving catalyst is the solution of the following Cauchy problem for the heat equation in a time-dependent random potential
where β ∈ R and ∆f (x) = 1 2d
) is the discrete Laplacian on Z d . Heuristically, the time-dependent potential βδ Yt (x) can be interpreted as a single catalyst with strength β moving as Y , u(t, x) is then simply the expected number of particles alive at position x at time t for a branching particle system, where initially one particle starts from each site of Z d , and independently, each particle moves on Z d as a simple random walk, and whenever the particle is at the same location as the catalyst Y , it splits into two particles with rate β if β > 0 and is killed with rate −β if β < 0. For further motivations and a survey on the parabolic Anderson model, see e.g. Gärtner and König [14] .
Quantities of special interest in the study of the parabolic Anderson model are the quenched and annealed p-th moment Lyapunov exponents.
The annealed p-th moment Lyapunov exponents for p ∈ N have been studied by Gärtner and Heydenreich in [13] . Here we show that
Theorem 1.4 [Existence of quenched Lyapunov exponent]
For any β ∈ R and ρ ≥ 0, there exists a non-random constant λ 0 = λ 0 (β, ρ) such that for all
Indeed, the solution of (1.9) admits the Feynman-Kac representation
where X is a simple random walk on Z d with jump rate 1 and X 0 = x. Except for the time reversal of X in (1.12), u(t, x) has the same representation as that for Z β t,Y . The same proof as for Theorem 1.1 then applies, which gives rise to the same representation for λ 0 as for F (β, ρ) in (1.7) due to the fact that the variational expression in (1.7) is invariant w.r.t. time reversal for X.
Relation to pinning and copolymer models
We now explain in what sense does the random walk pinning model belong to the same framework as the pinning and the copolymer models. For simplicity, we will examine the discrete time random walk pinning model with a path measure associated with the partition functionẐ The pinning and copolymer models are both Gibbs transformation of a renewal process. More precisely, let σ = (σ 0 = 0, σ 1 , σ 2 , · · · ) be a renewal process on N 0 , where the inter-arrival times (σ i − σ i−1 ) i∈N are i.i.d. N ∪ {∞}-valued random variables with distribution P(σ 1 = i) = K(i) for some probability kernel K on N ∪ {∞}. Let (ω i ) i∈N be i.i.d. real-valued random variables with E[ω 1 ] = 0 and E[e λω 1 ] < ∞ for all λ ∈ R. Let h ∈ R and β ≥ 0. Then for a fixed N ∈ N, the finite volume Gibbs weight for a given realization of the renewal sequence σ for both models are of the form
where
2 copolymer model.
(1.14)
See [10] for more on the pinning and copolymer models. For the discrete time random walk pinning model, we can writê
In view of (1.16) and (1.17), we see that the random walk pinning model associated withẐ
is also a Gibbs transformation of a renewal process with inter-arrival law K, except that the disorder (∆ i ) i∈N take values in Z d and the Gibbs weight factor w(·) for each renewal gap has a more complicated dependence on the disorder than for the pinning and copolymer models. Nevertheless, this simple observation motivates us to try to adapt the fractional moment method from the pinning model to our context. In the actual proof, we will use an alternative representation forẐ β,pin [0,t],Y , which admits a simpler form for the weight factor w(·) than (1.17). See (4.3) and (5.3). We will see later on that despite the entirely different nature of the disorder, the random walk pinning model turns out to be a close analogue of the pinning model. Lastly we note that the fractional moment method has recently been successfully applied also to the copolymer model, see Bodineau, Giacomin, Lacoin and Toninelli [4] and Toninelli [17] .
An inhomogeneous random walk pinning model
Another common feature between the pinning and the random walk pinning model is that, for both models, the annealed partition function is that of a homogeneous pinning model. A further intriguing interplay between the two models is that we can define an inhomogeneous random walk pinning model, from which both models can be obtained by partial annealing. More precisely, let X and Y be discrete time simple random walks on Z d , let (ω i ) i∈N be i.i.d. real-valued random variables with E[ω 1 ] = 0, and M (λ) = log E[e λω 1 ] is well-defined for all λ ≥ 0. Let h ∈ R and β ≥ 0. Then the discrete time inhomogeneous random walk pinning model is the Gibbs transformation of the path measure µ N of X up to time N with Radon-Nikodym derivative
is the partition function, and we now have two sources of disorder: the location of pinning as given by Y , and the strength of pinning as given by βω i + h. Note that under annealing w.r.t. Y ,
is the partition function of a pinning model (without boundary constraint (X − Y ) N = 0), where the underlying renewal process is given by the return times of X − Y to 0. On the other hand, under annealing w.r.t. ω,
is the partition function of a random walk pinning model with parameter M (β) + h.
The continuous time version of the inhomogeneous random walk pinning model can be defined similarly with partition function
where B s is a standard Brownian motion.
The discrete time inhomogeneous random walk pinning model first appeared implicitly in Birkner [2] in the study of the directed polymer model (the continuous time analogue can be found in Greven and den Hollander [12] ). Given a simple random walk (1,1) ] well-defined for all λ ′ ≥ 0, the (normalized) partition function of the directed polymer model is given by
Note that (Z λ N,ω ) N ∈N is a positive martingale. The critical point of the model can be defined by
In the literature, [0, λ c ) and (λ c , ∞) are called respectively the weak and strong disorder regimes, characterized respectively by the uniform integrability (or the lack of u.i.) of (Z λ N,ω ) N ∈N . See [6] for an overview of the directed polymer model, and see [7, Theorem 1.1 and Prop. 3.1] for the existence of λ c . The Garel-Monthus conjecture [15] asserts that λ c = λ 2 := sup{λ ≥ 0 :
On the other hand, Birkner [2, Lemma 1] showed that if Y is an independent copy of X, and (ω(n, x)) n∈N,x∈Z d is an i.i.d. field with a tilted law P(ω(n, x) ∈ dζ) = e λζ−M (λ) P(ω(n, x) ∈ dζ), independent of X, Y and ω, then the size-biased law of Z λ N,ω is the same as the law of
The uniform integrability of (Z λ N,ω ) N ∈N is then equivalent to the uniform tightness of the laws of (Z λ N,ω,ω,Y ) N ∈N . If we integrate out the disorder ω in (1.20), then
is precisely the partition function of the inhomogeneous random walk pinning model. Further integrating outω gives the partition function of a random walk pinning model with parameter Y . Therefore the law of (Z λ ′ N,ω,ω,Y ) N ∈N is uniformly tight, and hence λ c ≥ λ ′ > λ 2 , which disproves the conjecture of Garel and Monthus [15] . Since our proof is based on bounding fractional moments, we will in fact exhibit a λ ′ > λ 2 such that
See (4.5) . SinceZ λ N,ω,ω,Y is the size-biased version of the partition function Z λ ′ N,ω of the directed polymer model,
Therefore, beyond the regime of λ where Z λ N,ω is a L 2 bounded martingale, there is a regime where Z λ N,ω has uniformly bounded (1 + γ)-th moment for some γ ∈ (0, 1). Finally, we point out that based on (1.20), the results of Derrida et al [9] for the pinning model can also be used to disprove the Garel 
Integrating out Y then gives the partition of a pinning model,
, and underlying renewal process K(n) = P X−Y 0 (τ 0 = n) where τ 0 is the first return time of X − Y to 0. It is easy to check that the critical curve for the annealed pinning model is given by h ann
follows from Derrida et al [9] that there exists a continuous curve h * (β) strictly above h ann
) γ ] is uniformly bounded in N for some γ ∈ (0, 1). By the same reasoning as before, this implies the uniform tightness of (Z λ ′ N,ω,ω,Y ) N ∈N , and hence λ c ≥ λ ′ > λ 2 . We remark that in [9] , only the constrained version of the partition function Z β,h N,ω is considered, i.e., the constraint 1 {X N =Y N } is inserted in (1.22). However, the proof there can be easily adapted to the non-constrained version, as can be seen later in our analysis of the random walk pinning model. Most recently, Giacomin, Lacoin and Toninelli [11] extended their fractional moment technique to the pinning model with Gaussian disorder in the critical dimension, i.e., K(n) ∼ cn − 3 2 , which corresponds to d = 3 for the random walk pinning model considered here. Except for the technical point that [11] only considered the constrained pinning model, their result would imply λ c > λ 2 for the directed polymer model in Gaussian environment in d = 3, since in (1.22), the exponentially tilted law of a Gaussian is a shifted Gaussian.
Outline
The rest of the paper is organized as follows. In Section 2, we prove Theorem 1.1, Corollary 1.1, and Theorem 1.4. In Section 3, we prove Theorem 1.2 for d = 1, 2. In Section 4, we prove Theorem 1.3 in the discrete time case. Lastly in Section 5, we prove Theorem 1.3 in the continuous time case. The proof of Theorem 1.3 does not rely on the existence of the quenched free energies. Readers interested in how the fractional moment method is applied in this context can go directly to Sections 4 and 5.
Existence of the quenched free energy
In this section, we prove Theorems 1.1, 1.4 and Corollary 1.1.
Proof of Theorem 1.1. We consider first the constrained partition functionsẐ 
To extend the a.s. convergence to real t → ∞, we need the following crude estimates.
Proof. Part (i) is a consequence of the law of the iterated logarithm. Part (ii) follows by forcing X to visit x after exactly x 1 number of jumps, and then return to x at time t. The factor (1 + t)
arises from the local central limit theorem.
Note that for t ≥ 1, by super-additivity, we have
. On the other hand,
, and hence
from which we obtain lim
This establishes the a.s. convergence in (2.1) for t → ∞ in place of n → ∞ for n ∈ N. To obtain L 1 convergence, it remains to verify the uniform integrability of (t −1 log Z β,pin t,Y ) t≥1 . Note that
where p t denotes the transition kernel of X. Using estimates (3.5)-(3.7) below, it is easy to see
is also uniformly integrable.
Note that because log Z β t,Y ≥ 0, the unconstrained partition function (t −1 log Z β t,Y ) t≥0 is also uniformly integrable.
We now consider the unconstrained partition functionsẐ , and then force X to go to Y t at time t. If X t−t 3/4 is not too far from Y t−t 3/4 , then we expect the cost of forcing X t = Y t to be negligible, and if such X gives the dominant contribution in Z β t−t 3/4 ,Y , then we are essentially done. We now make the above heuristics precise. Note that
We claim that for t sufficiently large,
By Proposition 2.1, for t sufficiently large, we have sup 0≤s≤t Y s 1 ≤ C √ t log log t. Define recursively stopping times σ 1 = 0, and for n ∈ N,
where we set σ n , τ n to t − t 3/4 if the infimum is taken over an empty set. Then
where in the first inequality we used the fact that t 2/3 /2 >> √ t log log t >> √ t for t large. This proves the claim (2.5). By Proposition 2.1, we have
Combined with (2.4) and (2.5), we find
t,Y , (1.6) follows with F (β, ρ) = F pin . Lastly, (1.7) holds because (2.1) is valid with F pin = F (β, ρ) if we take the limit in (2.1) along nt, n ∈ N, for any fixed t > 0.
Proof of Corollary 1. 
by the L 1 convergence in Theorem 1.1 and Jensen's inequality. The statement β c ≥ 0 follows from the fact that for β < 0, F (β, ρ) = 0. Indeed, for β < 0,
where we used the local central limit theorem that P X 0 (X t = x) ≤ C(1 + t) −d/2 uniformly in t > 0 and x ∈ Z d . The existence and finiteness of β c then follows from (1.7) and the monotonicity of F (β, ρ) in β. The proof for the discrete time model is identical.
Proof of Theorem 1.4. The difference between the Feynman-Kac representation of u(t, x) in (1.12) and the representation for Z β t,Y in (1.2) is: (1) time-reversal for X; (2) in (1.12), X starts at x instead of on Y . The same proof as for Theorem 1.1 shows that lim 
Since ǫ > 0 can be arbitrarily small, a.s. this provides the correct upper bound for u(t, x) on the exponential scale as t → ∞. The L 1 convergence in (1.11) follows from the uniform boundedness of | log u(t, x)| in t, x and Y .
3 Coincidence of critical points in d = 1 and 2
Proof of Theorem 1.2 for d = 1 and 2. The proof for the discrete and continuous time cases are essentially the same, except that the estimates for the continuous time random walk transition kernel is slightly more involved. So we will only consider the continuous time case. As pointed out in the proof of Corollary 1.1, because the random walk X − Y is recurrent in d = 1 and 2, β ann c = 0. By (1.7), to show β c = 0, it suffices to show that for any β > 0, there exists t > 0 such that
We first we estimate
, where p t (x) denotes the transition probability of a jump rate 1 continuous time simple random walk on Z d . We then find lower bounds for the second term in (3.1) for d = 1 and d = 2.
Proof. By the local central limit theorem,
For a matching lower bound, we need lower bounds for p t (x) for all x ∈ Z d . Note that if p
t (·) denotes the transition probability kernel of a rate 1 simple random walk on Z,
Hence it suffices to show lim inf
For 0 < ǫ < < 1 < < A < ∞, we have the following estimates. There exist C 1 , C 2 , C 3 , T > 0 depending on ǫ and A, such that
To derive (3.4) from (3.5)-(3.7), we partition the sum x∈Z into |x|≤ǫt , ǫt<|x|<At , and |x|≥At with ǫ < < ρ < < A. By (3.5),
By (3.6) and the Markov inequality,
And by (3.7), for t sufficiently large, we have 
ρt (x) log p
Since A can be chosen arbitrarily large, (3.4) follows.
We now verify (3.5)-(3.7). Let P n (x) denote the probability that a discrete time simple random walk starting from 0 visits x at time n. Then for x and n having the same parity, by Stirling's formula,
+o "
Hence for n sufficiently large and |x|/n sufficiently small, we have
If N t denotes a Poisson random variable with mean t, then (3.5) follows from (3.13) and the observation that N t /t → 1 in probability with |P(N t is odd) − P(N t is even)| → 0 as t → ∞. For (3.6), note that for |x| < At, by (3.13),
where we used the fact that N t /t satisfies a large deviation principle with a finite rate function on [0, ∞).
For |x| ≥ At, we can bound p
t (x) from below by requiring that the random walk makes exactly |x| jumps in the time interval [0, 1] so that the random walk is at x at time 1, and at time t the random walk returns to x. Thus, by the local central limit theorem, for t large,
It is then clear that (3.7) holds.
Remark. We point out that, for general mean zero finite variance random walks, the estimates (3.5)-(3.7) can still be established by adapting the proof here and decomposing the random walk transition kernel to extract a simple random walk part.
Remark. The analogue of Lemma 3.1 also holds for discrete time simple random walks. The proof is similar and omitted.
Lower bound for E Y 0 log E X 0 e βLt(X,Y ) X t = Y t for d = 1: By Jensen's inequality,
By Donsker's invariance principle, there exists α > 0 s.t.
for some C ′ > 0 independent of t. In view of (3.
Let µ t/ log t denote the law of (X s ) 0≤s≤t/ log t , and let µ (t,y) t/ log t denote the law of (X s ) 0≤s≤t/ log t conditioned on X t = y. Then µ t/ log t and µ (t,y) t/ log t are equivalent with density
where we applied the local central limit theorem. Since X t/ log t / √ t → 0 in probability as t → ∞, it is clear that in total variational distance,
We can thus remove the conditioning at the cost of reducing the time interval from t to t/ log t. Fix A > 0. Let
.
is positive and independent of A. Since A can be chosen arbitrarily large, in view of (3.1) and Lemma 3. The representation we now derive was already used in [3] . It is based on binomial expansion for (1
, be the n-step transition probability kernel of X,
If we denoteŽ
Note that (4.3) castsŽ z,pin N,Y in the same form as (1.16), except now K(n) equals p X−Y n (0)/G X−Y instead of P X−Y (τ 0 = n). This mapping from one underlying renewal process to another defined in terms of the Green function decomposition of the original renewal process applies to any pinning model with an underlying transient renewal distribution. Of course the disorder also changes and the terms in (4.3) may not be positive in general. This is not the case here, and the key point for us is that the weight factor w now has a much simpler dependence on the disorder (∆ j ) σ i−1 <j≤σ i (i.e. only on σ i − σ i−1 and σ i j=σ i−1 +1 ∆ j ) than in (1.17). We note that ifK(n) ∼ c n 1+α for some α > 0 is the first return time distribution of a transient renewal process, then the corresponding return probability at time n satisfies p(n) ∼ Fractional moment method. We now recall the fractional moment method used by Derrida et al in [9] . Due to the common framework between pinning models and the random walk pinning model as pointed out in Section 1. 
The basic idea is to suitably group terms in the expansion forŽ z N,Y in (4.1) and then apply the fractional moment inequality
However, the effectiveness of (4.6) depends crucially on howŽ z N,Y is decomposed. In [9] , Derrida et al studied analogues of the constrained partition functionŽ z,pin N,Y , and their clever choice is to group terms in (4.3) according to the starting and the ending position of the gap in the renewal sequence σ straddling a fixed position L ∈ N. Namely,
N,Y , we can perform a similar grouping of terms in (4.1) and geť
for some C > 0 independent of i, j, N , Y and z ∈ [1, 2] by the local central limit theorem, applying (4.6) to (4.7) and taking expectation w.r.t. Y giveš
If for some choice of z > 1 and L ∈ N, 
where we abused notation and assumed L to be an integer for simplicity, then sup 1≤i≤LǍ
For d ≥ 5, we can choose γ < 1 close to 1 such that the first term on the RHS of (4.11) can be made arbitrarily small (uniformly in z) by choosing R large. To show̺ < 1 for some z > 1, it then suffices to show that lim
where R ∈ N is large and fixed, and L = 1 z−1 . This summarizes the model independent part of the fractional moment method as used in [9] .
Change of measure. The basic idea in [9] to prove (4.12) is to apply a change of measure to the disorder so that the cost of changing the measure is small, yet under the new disorder, the annealed partition function for a system of size L is small. For the pinning model, the choice of changing the measure in [9] is to make the disorder more repulsive, i.e., tilt the measure of ω i in (1.14) by a factor e −λω i for some λ > 0. In our setting, it turns out that for the continuous time model, the appropriate change of measure is to increase the jump rate of the random walk Y . For the discrete time model, the analogue is to increase the variance of the random walk increment each step without changing the support of the random walk transition kernel. However, among nearest-neighbor random walks on Z d , the variance of simple random walk is already maximal. To overcome this difficulty, we change measure for Y two steps at a time. More precisely, for h ∈ (0, 
if n is even, or n is odd and e i = ±(Y h n − Y h n−1 ), 1 + h 2d if n is odd, and
if n is odd, and e i = −(Y h n − Y h n−1 ), (4.13) for each of the 2d unit vectors
2 has larger variances than Y 2 . Clearly up to any time N ∈ N, the distribution of Y and
(4.14)
2n is the same as a simple random walk, we have
, then the first factor in (4.14) is uniformly bounded for L − R ≤ N ≤ L, and to prove (4.12), it only remains to estimate
Note that when σ i−1 is even, by the properties of Y h , we have
Similarly when σ i−1 is odd, by symmetry and translation invariance, we have
which is a constant independent of (Y h j ) 0≤j≤σ i−1 . Thus in (4.15), we can successively condition
To write the result in a more compact form, let us denote
where 
where ι e and ι o denote respectively the even and odd subsets of ι. In d ≥ 5, by the local central limit theorem, it is easy to see that there exists an inter-arrival probability distribution K * (·) on N with finite first moment, such that K * stochastically dominates both K h,even (·) and K h,odd (·) for h sufficiently small, i.e., i≥n K * (i) ≥ i≥n K h,even (i) and i≥n K * (i) ≥ i≥n K h,odd (i) for all n ∈ N and h ∈ [0,
for some c > 0. Then for all z > 1 sufficiently close to 1,
where ι * is a renewal process with inter-arrival law K * and is independent of z. By the law of large numbers, a.s. w.r.t. ι * ,
and hence lim
Thus lim
which together with (4.14) implies (4.12).
It only remains to verify (4.16). For
is independent of (Y h j ) 0≤j≤2n and is distributed as X 1 , while conditioned on
, we obtain by Fourier inversion
where in (4.22) we have used the formula for ϕ(k) and the fact that φ(k) and ψ(k) are even functions while sin k 1 is odd. Since ψ(k) < φ(k) 2 and φ(k), ψ(k) ∈ [−1, 1], we have G h,even < G h,odd , while Remark. Equation (4.16) reveals the close resemblance between the random walk pinning model and the pinning model (compare (4.17) here with (4.12) in [9] )). In both cases, after changing the measure, we end up comparing with a homogeneous pinning model of size N with weight factor e −c/ √ N for each renewal return. The factor c/ √ N partly explains why α = 1/2, resp. d = 3, is the critical case for the pinning, resp. random walk pinning model.
Remark.
For general random walks, we can try to change measure for Y one-step at a time. More precisely, let S = {y ∈ Z d : p Y 1 (y) > 0}. Then for any A, B ⊂ S and for any transition probability kernels p A 1 (·) and p B 1 (·) with support resp. A and B, and for h ∈ R sufficiently close to 0, we can change measure for Y by replacing
). In (4.14), the estimate involving the density f (N, Y ) is similar, while the estimate for
Therefore based on Taylor expansion in h, all calculations carry through as long as
and h is chosen to have the same sign. When X and Y are simple random walks, we have Q = 0 for any choice of A, B, p A 1 and p B 1 due to symmetry. In particular, changing the drift for the simple random walk fails. On the other hand, if S contains enough points so as to break symmetry, then it is reasonable to expect the existence of A, B, p A 1 and p B 1 which give Q = 0. When such A, B, p A 1 and p B 1 exist, we may even take A and B to be singletons in S. We were not able to verify (4.24) for some A, B ⊂ S for general random walks, such as for all walks with zero mean and finite variance and whose support S contains at least two points which are not related by reflections or permutations of coordinates. However, when X and Y are i.i.d. so that φ X = φ Y , φ X ≥ 0, and 0 ∈ S, it is easily seen that Q > 0 for B = {0} and p A 1 = p X 1 . This includes random walks X which are symmetric with p X 1 (0) ≥ 1 2 , as well as walks X that can be expressed as the difference of two i.i.d. random walks.
Proof of Theorem 1.3 in discrete time: d = 4
For d = 4, in the representation (4.1), we have K(n) = p X−Y n (0)/G X−Y ∼ Cn −2 which has infinite first moment. Thus d = 4 corresponds to the case α = 1 in [9] for the pinning model. In [9] , the case α = 1 was left out. However, as we will show below, there is no difficulty in extending the fractional moment method to the d = 4 case, and we expect the same to be true for the α = 1 case for the pinning model.
As in d ≥ 5, it suffices to verify (4.9). What differs in d = 4 is that Fix ǫ > 0 small, then let γ ∈ (0, 1) such that 2γ − 1 > 1 − ǫ. Analogous to (4.11), we havě
. (4.25) Therefore to show̺ < 1 for some z > 1, it suffices to show that with
Tracing through the arguments for d ≥ 5, we see that analogous to (4.17)
where ι * is a renewal process on N 0 with inter-arrival probability distribution K * satisfying the property that
where we applied Proposition A.1 with
γ(1−ǫ) , which satisfy the condition 0 < δ 1 < δ 2 < 1 if ǫ > 0 is small, and γ ∈ (0, 1) is then chosen sufficiently close to 1. 
If we denoteZβ 
Fractional moment method. Analogous to (4.7), for fixed L ∈ N, we have the decomposition 6) where
is the delta function at 0, andZβ ,pin 0,Y = 1. In the continuous setting, the analogue of (4.6), ( |a(x)|dx) γ ≤ |a(x)| γ dx for γ ∈ (0, 1), is false in general. Therefore we need to discretize the integrals in (5.6). In order to obtain uniform control for the integrand in (5.6) on intervals, it turns out to be more suitable to study the following quantities in place ofZβ t,Y andZβ ,pin t,Y . Note that t,Y is increasing in t for every Y , therefore we may assume t ∈ N. Similar to (5.6), we havē
u,YZβ t−v,θv Y dudv.
We will establish uniform estimates on the integrand for each integral in (5.11) by boundinḡ Zβ t−v,θv Y in terms ofZβ 
Next note that 13) which is uniformly bounded for ρ ∈ [0, 1]. If v ∈ (j, j +1) for some L ≤ j ≤ t−1, then by the same decomposition as (5.6) with s 1 , s 2 , j +1 now playing the roles of u, v, L and by the observations above, we havē 14) where C < ∞ is independent of t, v, Y ,β ∈ [1, 2], and furthermore is uniformly bounded for ρ ∈ [0, 1]. If u ∈ (i, i + 1) for some 0 ≤ i ≤ L − 1, then by a similar decomposition as above, we havē 17) where C < ∞ is independent of t andβ ∈ [1, 2], and can be chosen uniformly for ρ ∈ [0, 1]. As in the discrete time case, we aim to show ̺ < 1. Note thatĀβ 
Note that
where second order Taylor expansion in h in the exponent provides a true upper bound. For by at most two factors of w, and
, · · · ) be a renewal sequence on [0, ∞) with inter-arrival law K 1+ρ+h (·), and let E K 1+ρ+h [·] denote expectation w.r.t. σ ρ+h . Then in view of (5.25),
Recall the definition of C 1+ρ from (5.13), we then have Remark. Note that the change of measure argument here applies equally well to any random walks X and Y with an identical symmetric transition kernel.
Proof of Theorem 1.3 in continuous time: d = 4
As in d ≥ 5, proving Theorem 1.3 reduces to proving ̺ < 1 (see (5.17)) for appropriate choices ofβ and L depending on the diffusion constant ρ. Since E Y 0 [Zβ t,Y ] is the partition function of a homogeneous pinning model with parameterβ ≥ 1 and return time distribution K 1+ρ (t) ∼ Ct −2 , by comparing K 1+ρ with a return time distribution K ′ which is stochastically smaller than K 1+ρ and has finite first moment, we see that (5.18) also holds in d = 4. Therefore setting L = (β − 1) −1 as in d ≥ 5, we have sup 0≤t≤LĀβ ,pin2 t ≤ C < ∞, and analogous to (4.25), we have 
A A renewal process estimate
The following proposition complements Proposition A.2 in [9] for the case α = 1.
Proposition A.1 Let ι * = {ι 0 = 0, ι 1 , · · · } be a renewal process on N 0 with inter-arrival probability distribution K * satisfying n∈N K * (n) = 1 and K * (n) ∼ Cn −2 as n → ∞. Then for any c > 0 and 0 < δ 1 < δ 2 < 1, we have where we used the fact that P(V 1 > x) ∼ Cx −α as x → ∞. It is easy to see that (A.1) follows from (A.2) and (A.3) if we choose α ∈ (0, 1) such that 1 − δ 2 + δ 3 − α < 0. The case when ι * is a renewal process on [0, ∞) can be treated identically.
