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Abstract
In this work we study a class of nonlocal quadratic forms given by
E j(u,v) =
1
2
∫
RN
∫
RN
(u(x)− u(y))(v(x)− v(y)) j(x− y) dxdy,
where j :RN → [0,∞] is a measurable even function with min{1, | · |2} j ∈ L1(RN). Assum-
ing merely j /∈ L1(RN), we show local compactness of the embeddingD j(RN) →֒ L2(RN),
where D j(RN) denotes the space of functions u ∈ L2(RN) with E j(u,u) < ∞. Using this
local compactness, we establish an alternative which allows to distinguish vanishing and
nonvanishing of bounded sequences in D j(RN). As an application, we show the existence
of maximizers for a class of integral functionals defined on the unit sphere in D j(RN). Our
main results extend to cylindrical unbounded sets of the type Ω=U×Rk, whereU ⊂RN−k
is open and bounded. Finally, we note that a Poincare´ inequality associated with E j holds
for unbounded domains of this type, thereby extending the corresponding result in [5] for
bounded domains.
1 Introduction
The present paper is devoted to quadratic forms and function spaces associated with unbounded
nonlocal operators I on L2(RN) formally given by
Iu(x) = P.V.
∫
RN
(u(x)−u(y)) j(x− y) dy := lim
ε→0+
∫
R\Bε (x)
(u(x)−u(y)) j(x− y) dy. (1.1)
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2Here j : RN → [0,∞] is the associated (nonnegative) kernel function, which typically has a sin-
gularity at the origin. In recent years, operators of this type have received increasing attention,
whereas most of the work has been devoted to the case j(z) = |z|−N−α with α ∈ (0,2). In this
case, I equals, up to a multiple constant, the fractional Laplacian of order α , see e.g. [1] and the
references therein.
In the present paper, we wish to derive some useful tools for the study of quadratic forms as-
sociated to a very general class of operators of type (1.1) without any restriction of the order.
More precisely, we assume that j : RN → [0,∞] satisfies
(A1) j(z) = j(−z) for all z ∈RN and 0<
∫
RN
min{1, |z|2} j(z) dz< ∞.
If (A1) holds, then Iu ∈C(RN) is well-defined on RN by (1.1) for functions u ∈C2c (R
N). More-
over, we have
〈Iu,v〉= E j(u,v) for all u,v ∈C
2
c (R
N)
with the associated bilinear form
(u,v) 7→ E j(u,v) =
1
2
∫
RN
∫
RN
(u(x)−u(y))(v(x)− v(y)) j(x− y) dxdy. (1.2)
Note that E j is well-defined on the space
D
j(RN) := {u ∈ L2(RN) :
∫
RN
∫
RN
(u(x)−u(y))2 j(x− y) dxdy < ∞}. (1.3)
More generally, for an open set Ω ⊂RN , we define
D
j(Ω) := {u ∈D j(RN) : u≡ 0 on RN \Ω}. (1.4)
It is known and not difficult to see that D j(Ω) is a Hilbert space with scalar product 〈·, ·〉 given
by
〈u,v〉 = E j(u,v)+ 〈u,v〉L2(RN),
and corresponding norm ‖ · ‖, see [5, 6]. Moreover, D j(Ω)⊂ L2(Ω) is dense, since it contains
the space of C1-functions with compact support in Ω. Here and in the following, we identify
L2(Ω) with the space of functions in L2(RN) with u ≡ 0 on RN \Ω. It thus follows that E j is
the quadratic form of a unique self-adjoint operator I in L2(Ω). Moreover, C2c (Ω) is contained
in the domain of I, and for every v ∈C2c (Ω) the function Iv ∈ L
2(Ω) is a.e. given by (1.1). For
proofs of these statements, see e.g. [6, Section 2].
The first main purpose of the present paper is to study (local) compactness properties of the
embedding D j(RN) →֒ L2(RN). In the following, for a measurable subset K ⊂ RN , we let 1K
denote the characteristic function of K and
RK : L
2(RN)→ L2(RN), RKu= 1k u
3the corresponding multiplication operator with 1K . Moreover, if E is a normed vector space,
we call a continuous linear operator T : E → L2(RN) locally compact if RKT : E → L
2(RN) is a
compact operator for every compact subset K ⊂ RN .
We note that, if the embedding D j(RN) →֒ L2(RN) is locally compact, then the embedding
D j(Ω) →֒ L2(Ω) is compact for every bounded open set Ω ⊂ RN . A necessary condition for
the local compactness of the embedding D j(RN) →֒ L2(RN) is the following:
(A2)
∫
RN
j(z) dz= ∞.
Indeed, if on the contrary j ∈ L1(RN), then the spaces D j(RN) und L2(RN) coincide with
equivalent norms, since
‖w‖L2(RN) ≤ ‖w‖ ≤ (1+2‖ j‖L1(RN))
1/2‖w‖L2(RN) for every w ∈ L
2(RN).
Consequently, local compactness fails in this case. Assumption (A2) should thus be regarded as
the weakest possible singularity condition on the kernel under which local compactness might
be expected. In recent years, there has been an increasing interest in nonlocal operators with
weakly singular kernels as they correspond to non-fractional orders near zero, see e.g. [2,3,7,8]
and the references therein.
In our first main result, we shall see that (A2) is indeed also a sufficient condition for local
compactness.
Theorem 1.1. Suppose that j satisfies (A1) and (A2). Then the embedding D j(RN) →֒ L2(RN)
is locally compact.
As noted already, Theorem 1.1 implies that the embedding D j(Ω) →֒ L2(Ω) is compact for
every bounded open set Ω ⊂ RN . The latter result has been shown in [3, Theorem 2.1] under
the assumption that j is a radially symmetric kernel satisfying assumptions (A1), (A2) and such
that j is positive and slowly varying a neighborhood of the origin (see conditions (H1) and (H2)
in [3]). These additional restrictions are used in the proof in [3] which is based on pointwise
estimates for the Fourier symbol of the operator I as derived in [8, Proposition 6].
To deal with nonradial kernels and without additional assumptions on j, we apply a com-
pletely different and surprisingly simple argument based on weighted averages, where a cut-off
of the kernel j is used as a weight function. This also provides an alternative simple proof in
the classical case where j(z) = |z|−N−α with α ∈ (0,2), which corresponds to the fractional
Laplacian.
Our next result extends the compactness statement for the embedding D j(Ω) →֒ L2(Ω) to
(possibly unbounded) sets of finite measure.
Theorem 1.2. Suppose that j satisfies (A1) and (A2), and let Ω ⊂ RN be an open set with
|Ω|< ∞. Then the embedding D j(Ω) →֒ L2(Ω) is compact.
Theorem 1.2 will be deduced from Theorem 1.1 and from additional estimates for the killing
measure associated with j and for projections on subsets of L∞-bounded functions. Under the
4assumptions of Theorem 1.2, it follows in a standard way that the associated selfadjoint operator
I in L2(Ω) defined above admits a sequence of eigenvalues
0< λ1(Ω)≤ λ2(Ω)≤ ·· · ≤ λk(Ω)≤ λk+1(Ω)≤ ·· ·
with lim
k→∞
λk(Ω) = ∞ and an orthonormal basis of D
j(Ω) of associated eigenfunctions ξk, k ∈N.
Compactness of the embedding D j(Ω) →֒ L2(Ω) fails in general if Ω has infinite measure.
An obvious indication for this failure is the translation invariance of the quadratic form E j. Our
next theorem distinguishes vanishing and nonvanishing properties of bounded sequences with
respect to translations. In the following, for u ∈D j(RN) and x ∈RN , we define x∗u ∈D j(RN)
by [x∗u](y) = u(y− x).
Theorem 1.3. Suppose that j satisfies (A1) and (A2), and let (un)n ⊂ D
j(RN) be a bounded
sequence. Then one of the following alternatives holds.
(i)
lim
n→∞
∫
|un|≥ε
u2n dx= 0 for every ε > 0.
(ii) There exists a sequence (xn)n ⊂ R
N such that, after passing to a subsequence, we have
xn ∗un ⇀ u 6= 0 in D
j(RN).
Somewhat similarly as Theorem 1.2, Theorem 1.3 will also be deduced from Theorem 1.1
and from estimates related to the killing measure associated with j. Theorem 1.3 should be
compared with a classical result of Lions which states that a bounded sequence (un)n in the
Sobolev space H1(RN) converges to zero in Lp(RN) for 2< p< 2∗ if it satisfies
lim
n→∞
sup
y∈RN
∫
Br(y)
|un|
2 dx= 0 for some r > 0 (1.5)
(see [9, Lemma I.1] or [10, Lemma 1.21]). Here 2∗ denotes the first order critical Sobolev
exponent, i.e., 2∗ = 2N
N−2 for N ≥ 3 and 2
∗ = ∞ for N = 1,2. The proof of Lions’ result strongly
relies on the embedding of H1(RN) into Lp(RN) for 2 ≤ p < 2∗. Consequently, the argument
does not extend to the setting of Theorem 1.3 since – under the present assumptions – the space
D j(RN) might not embed into any space Lp(RN) with p> 2.
Theorem 1.3 is useful in the study of certain classes of variational problems. As an applica-
tion, we consider the maximization problem associated with
mF,RN := sup
u∈S
Φ(u), (1.6)
where S(RN) := {u ∈D j(RN) : ‖u‖ = 1} is the unit sphere in D j(RN) and
Φ : L2(RN)→ R, Φ(u) =
∫
RN
F(u)dx
is an integral functional associated with a continuous function F :R→R satisfying the follow-
ing assumptions.
5(F1) F(t)≤ c∞ t
2 for every t ∈ R with some constant c∞ > 0;
(F2) F(t) = o(t2) as t → 0;
(F3)
F(t)
t2
is nondecreasing on [0,∞) and nonincreasing on (−∞,0].
Typical examples for functions F satisfying these assumptions are t 7→ t
4
1+t2
or t 7→
∫ t
0
s3
1+s2
ds.
Assumptions (F2) and (F3) yield that F is nonnegative. Assumption (F1) implies that Φ is
bounded on bounded subsets of L2(RN). Since F is moreover continuous, a classical argument
shows that Φ is continuous on L2(RN). It also follows from (F1) that mF,RN < ∞. Moreover,
mF,RN > 0 if and only if F 6≡ 0. We have the following result.
Theorem 1.4. Assume that j satisfies (A1) and (A2), and that F ∈ C(R) satisfies (F1)–(F3).
Then the maximal value mF,RN is attained, i.e., there exists u ∈ S(R
N) with Φ(u) = mF,RN .
Both Theorem 1.3 and Theorem 1.4 admit straightforward extensions to cylindrical open
sets of the type Ω :=U ×Rk, where N = n+ k with 1≤ k,n≤ N−1 andU ⊂ Rn is a bounded
open set. More precisely, we have the following.
Theorem 1.5. Let Ω :=U ×Rk, where N = n+ k and U ⊂ Rn is a bounded open set, assume
that j satisfies (A1) and (A2), and let (un)n ⊂ D
j(Ω) be a bounded sequence. Then one of the
following alternatives holds.
(i)
lim
n→∞
∫
|un|≥ε
u2n dx= 0 for every ε > 0.
(ii) There exists a sequence (xn)n ⊂ {0}×R
k such that, after passing to a subsequence, we
have
xn ∗un ⇀ u 6= 0 in D
j(Ω).
Theorem 1.6. Assume that j satisfies (A1) and (A2). Let Ω :=U ×Rk, where N = n+ k and
U ⊂ Rn is a bounded open set, let S(Ω) := {u ∈ D j(Ω) : ‖u‖ = 1}, and let F ∈C(R) satisfy
(F1)–(F3). Then the maximal value
mF,Ω := sup
u∈S(Ω)
Φ(u).
of Φ on S(Ω) is attained, i.e., there exists u ∈ S(Ω) with Φ(u) = mF,Ω.
It is natural to ask whether Theorem 1.6 still holds if the set S(Ω) is replaced by
S˜(Ω) := {u ∈D j(Ω) : E j(u,u) = 1}.
This leads to the question whether u 7→
√
E j(u,u) defines a norm on D
j(Ω) which is equivalent
to ‖ · ‖. In the case of bounded open sets Ω ⊂ RN , this is indeed the case due to the Poincare´
inequality given in [5, Lemma 2.7]. Here we note that, by a simple variant of the argument
given in [5], the Poincare´ inequality for E j extends to domains which are only bounded in one
space direction. More precisely, we have the following.
6Proposition 1.7 (Poincare´ Inequality). Assume that j satisfies (A1). Then for any a> 0 there is
a constant Ca > 0 such that for any Ω ⊂ (−a,a)×R
N−1 we have
E j(u,u) ≥Ca
∫
Ω
u2(x) dx. (1.7)
Moreover, liminf
a→0+
Ca ≥
∫
RN
j(z) dz.
We point out that (A2) is not needed here, so Proposition 1.7 also applies to quadratic
forms of convolution type with j ∈ L1(RN). We note that Proposition 1.7 parallels the classical
Poincare´ inequality for domains Ω ⊂ (−a,a)×RN−1, which states that
‖|∇u|‖L2(Ω) ≥
‖u‖L2(Ω)
a
for all u ∈ H10 (Ω),
where H10 (Ω) is a usual (homogenous) first order Sobolev space. This classical Poincare´ in-
equality is a fundamental tool in the theory of weak solutions of second order elliptic boundary
value problems. In particular, it gives a lower bound for the spectrum of the Dirichlet Laplacian
in Ω, and it leads to a maximum principle on narrow domains which then can be used in moving
plane type arguments. Similar applications arise from Proposition 1.7, and we leave them for
future work.
The paper is organized as follows. In Section 2 we give the proof of Theorem 1.1. In Section
3, we first derive a key estimate for the killing measure associated to j , and we then complete the
proofs of Theorem 1.2 and Theorem 1.3. In Section 4, we focus on the maximization problem
related to (1.6), and we give the proof of Theorem 1.4. Since the proofs of Theorems 1.5 and
Theorem 1.6 are completely parallel to the ones of Theorems 1.3 and Theorem 1.4, we skip
them. Finally, Section 5 is devoted to the proof of Proposition 1.7.
Throughout the paper, we let Br := Br(0) denote the open ball of radius r > 0 centered at
zero.
2 Local compactness
This section is devoted to the proof of Theorem 1.1. Throughout this section, j : RN → [0,∞]
denotes a kernel function satisfying (A1) and (A2). We need the following lemma which we
believe is known. Since we could not find the statement in the literature in this form, we give a
simple proof for the convenience of the reader.
Lemma 2.1. Let w ∈ L1(RN). Then the corresponding convolution operator
Tw : L
2(RN)→ L2(RN), Twu= w∗u (2.1)
is locally compact.
Proof. By Young’s convolution inequality, Tw is a continuous linear map. Let K ⊂ R
N be a
compact subset. We first consider the case where w ∈C∞c (R
N). Let M ⊂ L2(RN) be a bounded
7set. We show that Tw(M) ⊂ L
2(RN) is an equicontinuous set of functions on RN . Indeed, if
u ∈M and x,h ∈ RN , we have
|[Twu](x+h)− [Twu](x)| =
∫
RN
u(z)[w(x+h− z)−w(x− z)]dz
≤ ‖u‖L2(RN)
(∫
RN
|w(x+h− z)−w(x− z)|2dz
) 1
2
= ‖u‖2L2(RN)
√
d(h) ,
where
d(h) :=
∫
RN
|w(y+h)−w(y)|2 dy→ 0 as h→ 0
Hence Tw(M) is equicontinuous, and therefore [Tw](M) is a relatively compact subset of C(K)
by the Arzela-Ascoli Theorem (here we identify a function u on RN with its restriction to K).
Consequently, [RKTw](M) is relatively compact in L
2(RN), and therefore
RKTw ∈L (L
2(RN),L2(RN)) is a compact operator.
Next, for general w ∈ L1(RN), we let (wn)n be a sequence in C
∞
c (R
N) with wn → w in L
1(RN).
Then we have
‖[RKTwn−RKTw](u)‖L2(RN)≤‖(wn−w)∗u‖L2(RN)≤‖wn−w‖L1(RN)‖u‖L2(RN) for u ∈ L
2(RN)
and therefore RKTwn → RKTw in L (L
2(RN),L2(RN)) as n→ ∞. Since we have already seen
that RKTwn is compact for every n ∈ N, the operator RKTw is compact as well, as claimed.
In the next lemma, we estimate the L2-distance of functions in D j(RN) to their weighted
averages, where a cut-off of the kernel j is used as a weight function.
Lemma 2.2. Let δ > 0 be such that jδ := j1RN\Bδ ∈ L
1(RN) \{0}, and consider the function
wδ :=
jδ
‖ jδ ‖L1(RN )
. Then we have
‖u−Twδ u‖L2(RN) ≤
( 2
‖ jδ‖L1(RN)
) 1
2
‖u‖ for u ∈D j(RN),
where Twδ denotes the convolution operator with wδ as defined in (2.1).
Proof. Let u ∈D j(RN). Then we have, by the evenness of wδ ,
[Twδ u](x) = [wδ ∗u](x) =
∫
RN
wδ (x− y)u(y)dy =
∫
RN
u(x+ z)wδ (z)dz for x ∈ R
N .
Moreover, since ‖wδ‖L1(RN) = 1, Jensen’s inequality implies that
‖u−Twδ u‖
2
L2(RN) =
∫
RN
(
u(x)− [Twδ u](x)
)2
dx
8=
∫
RN
(∫
RN
[u(x)−u(x+ z)]wδ (z)dz
)2
dx≤
∫
RN
∫
RN
[u(x)−u(x+ z)]2wδ (z)dzdx
≤
1
‖ jδ‖L1(RN)
∫
RN
∫
RN
[u(x)−u(x+ z)]2 j(z)dzdx ≤
2‖u‖2
‖ jδ‖L1(RN)
,
as claimed.
We now have all the tools to complete the
Proof of Theorem 1.1. Let M ⊂ D j(RN) be a bounded set, and let K ⊂ RN be compact. We
need to show that RK(M) ⊂ L
2(RN) is relatively compact. Let C := sup
u∈M
‖u‖, and let ε > 0.
Since j satisfies (A1) and
∫
RN
j(z)dz = ∞, there exists δ > 0 such that ‖ jδ‖L1(RN) ≥
2C2
ε2
. Here
and in the following, we use the notation from Lemma 2.2. Moreover, M˜ := [RKTwδ ](M) is
relatively compact in L2(RN) by Lemma 2.1. For u ∈M, Lemma 2.2 implies that
‖RKu− [RKTwδ ]u‖L2(RN) ≤ ‖u−Twδ u‖L2(RN) ≤
( 2
‖ jδ‖L1(RN)
) 1
2
‖u‖ ≤
ε‖u‖
C
≤ ε ,
and therefore RK(M) is contained in the ε-neighborhood of M˜. Since ε > 0 was chosen arbi-
trarily, we conclude that RK(M) is totally bounded in L
2(K) and therefore relatively compact.
The proof is finished.
3 An estimate for the killing measure and its consequences
In this section, we first derive estimates for the killing measure associated with the kernel j in
terms of its decreasing rearrangement. We then use these estimates to complete the proofs of
Theorem 1.2 and 1.3. Throughout this section, we assume that j : RN → [0,∞] satisfies (A1).
The decreasing rearrangement of j is defined as
d j : [0,∞)→ [0,∞], d j(r) = inf{c≥ 0 : |{ j > c}| ≤ r}
By definition, d j is a nonincreasing function, and it also has the following properties:
d j is right continuous, d j(0)= esssup
RN
j, and |{ j≥ d j(r)}| ≥ r for every r > 0. (3.1)
The first property is classical, and the second property is a consequence of the first. The third
property in (3.1) is obvious if d j(r) = 0 since |{ j ≥ 0}|= R
N . If d j(r)> 0, we have
d j(r) = inf{c≥ 0 : |{ j > c}| ≤ r} = sup{c≥ 0 : |{ j > c}|> r}
and therefore |{ j ≥ c}| ≥ |{ j > c}| ≥ r for every c < d j(r), whereas the property j ∈ L
1(RN \
B1(0)) implies that |{ j ≥ c}|< ∞ for every c> 0. Since
{ j ≥ d j(r)} =
⋂
c<d j(r)
{ j ≥ c},
9we therefore conclude that |{ j ≥ d j(r)}| = inf
c<d j(r)
|{ j ≥ c}| ≥ r.
We now want to relate the decreasing rearrangement of j to the killing measure associated
with j and a measurable set Ω ⊂RN , which is a function defined by
κΩ : R
N → [0,∞], κΩ(x) =
∫
RN\Ω
j(x− y)dy. (3.2)
We have the following inequality.
Lemma 3.1. For Ω ⊂ RN with |Ω|< ∞ and x ∈RN we have
κΩ(x)≥ κ(|Ω|), (3.3)
where κ : [0,∞)→ [0,∞] is defined by
κ(r) :=
∫
{ j<d j(r)}
j(z)dz + d j(r)
(
|{ j ≥ d j(r)}|− r
)
for r ≥ 0. (3.4)
Moreover, if j satisfies (A2), then κ(r)→ ∞ as r→ 0.
Proof. The proof is somewhat similar to the proof of [7, Proposition 3.3]. Without loss of
generality, we may assume that r := |Ω|> 0, since otherwise
κΩ(x) =
∫
RN
j(x− y)dy=
∫
RN
j(z)dz = κ(0) for every x ∈ RN .
¿From r > 0 we then deduce that d := d j(r)< ∞, and for every x ∈ R
N we have
|{ j ≥ d}\Ωx|− |Ωx \{ j ≥ d}|= |{ j ≥ d}|− |{ j ≥ d}∩Ωx|−
(
|Ωx|− |{ j ≥ d}∩Ωx|
)
= |{ j ≥ d}|− |Ωx|= |{ j ≥ d}|− r
with Ωx := x+Ω. Consequently, we have
κΩ(x) =
∫
RN\Ωx
j(y) dy=
∫
{ j<d}
j(y) dy+
∫
{ j≥d}\Ωx
j(y) dy−
∫
Ωx\{ j≥d}
j(y) dy
≥
∫
{ j<d}
j(y) dy+d
(
|{ j ≥ d}\Ωx|− |Ωx \{ j ≥ d}|
)
=
∫
{ j<d}
j(y) dy+d(|{ j ≥ d}|− r)
= κ(r) for x ∈ RN .
This shows (3.3). If in addition j satisfies (A2), then we have that d j(r) → ∞ as r → 0 and
therefore ∫
{ j<d j(r)}
j(z)dz→
∫
RN
j(z)dz = ∞ as r→ 0.
Moreover, since |{ j ≥ d j(r)}| ≥ r by (3.1), we have κ(r) ≥
∫
{ j<d j(r)}
j(z)dz and therefore
κ(r)→ ∞ as r→ 0.
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Next, for t ≥ 0, we first consider the projection Pt : L
2(RN) → L2(RN) onto the closed
convex set
Ct := {u ∈ L
2(RN) : |u| ≤ t a.e. on RN}.
It is defined by
[Ptu](x) =


u(x), |u(x)| ≤ t,
t, u(x) > t,
− t, u(x) <−t.
(3.5)
Since
|[Ptu](x)− [Ptu](y)| ≤ |u(x)−u(y)| for all u ∈D
j(RN), x,y ∈ RN ,
if follows that Pt(D
j(RN))⊂D j(RN), and that
‖Ptu‖ ≤ ‖u‖ for all u ∈D
j(RN), t ≥ 0.
It is clear that the multiplication operator RΩ : L
2(RN)→ L2(RN) commutes with Pt for all t ≥ 0.
Lemma 3.2. For t > 0 and u ∈D j(RN), we have
‖u−Ptu‖L2(RN) ≤
(
inf
x∈Ωu,t
κΩu,t (x)
)− 1
2
‖u‖ with Ωu,t := {x ∈R
N : |u(x)| > t}.
Proof. Since |u(x)|− |u(y)| ≥ |u(x)|− t ≥ 0 for x ∈ Ωu,t , y ∈ R
N \Ωu,t , we have
‖u‖2 ≥
∫
RN\Ωu,t
∫
Ωu,t
(|u(x)|− |u(y)|)2 j(x− y)dxdy
≥
∫
Ωu,t
(
|u(x)|− t
)2 ∫
RN\Ωu,t
j(x− y)dydx =
∫
Ωu,t
(
|u(x)|− t
)2
κΩu,t (x)dx
≥
(
inf
x∈Ωu,t
κΩu,t (x)
) ∫
Ωu,t
(
|u(x)|− t
)2
dx=
(
inf
x∈Ωu,t
κΩu,t (x)
)
‖u−Ptu‖
2
L2(RN),
as claimed.
Corollary 3.3. For t > 0 and u ∈D j(RN), we have
‖u−Ptu‖L2(RN ) ≤
[
κ(|Ωu,t |)
]− 1
2 ‖u‖
with Ωu,t as in Lemma 3.1 and the function κ defined in (3.4).
Proof. This is a direct consequence of Lemmas 3.1 and 3.2. Here we note that |Ωu,t | < ∞ for
t > 0 since u ∈ L2(RN).
We are now ready to complete the proof of Theorem 1.2, which is a direct consequence of
the following result.
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Theorem 3.4. Let j : RN → [0,∞] satisfy (A1) and (A2), and let Ω ⊂ RN be a measurable
subset with |Ω|< ∞. Then RΩ is compact as an operator D
j(RN)→ L2(RN).
Proof. Let M ⊂ D j(RN) be a bounded set with C := sup
u∈M
‖u‖. To show that RΩ(M) ⊂ L
2(RN)
is relatively compact, we let ε > 0 and choose t > 0 sufficiently large to guarantee that
(
κ(|Ωu,t |)
)− 1
2 <
ε
2C
for all u ∈M.
This is possible since κ(r)→ ∞ as r→ 0 by Lemma 3.1 and since
|Ωu,t | ≤
‖u‖2
L2(RN)
t2
≤
C2
t2
for every u ∈M, t > 0.
Moreover, by the inner regularity of Lebesgue measure and since |Ω| < ∞, we may choose a
compact set K ⊂ Ω with
t|Ω\K|
1
2 ≤
ε
2
.
By Corollary, 3.3, we then have
‖RΩu−RKu‖L2(RN) = ‖RΩ\Ku‖L2(RN) ≤ ‖RΩ\KPtu‖L2(RN)+‖RΩ\K(u−Ptu)‖L2(RN)
≤ |Ω\K|
1
2 ‖Ptu‖L∞(RN)+‖u−Ptu‖L2(RN) ≤ t|Ω\K|
1
2 +
(
κ(|Ωu,t |)
)− 1
2 ‖u‖ ≤ ε for u ∈M.
Hence RΩ(M) is contained in the ε-neighborhood of the set RK(M) in L
2(RN). Since ε > 0
was chosen arbitrarily and RK(M) is compact by Theorem 1.1, it follows that RΩ(M) is totally
bounded in L2(RN). Hence it is relatively compact in L2(RN), as claimed.
As mentioned above, Theorem 1.2 is an immediate consequence of Theorem 1.1. We finally
complete the
Proof of Theorem 1.3. Let C := sup
n∈N
‖un‖, and suppose that alternative (i) does not hold. Then
there exists ε ,δ > 0 and a subsequence – still denoted by (un)n – with the property that∫
|un|≥2ε
u2n dx≥ δ for all n ∈ N.
Since |un|
2 ≤ 4(|un|− ε)
2 on the set {|un| ≥ 2ε}, we deduce that
δ ≤ 4
∫
|un|≥ε
(|un|− ε)
2dx= 4‖un−Pεun‖
2
L2(RN)
where Pε : L
2(RN)→ L2(RN) is the projection on the convex set {u ∈ L2(RN) : |u| ≤ ε} as
defined in (3.5). Let Ωn := {x ∈ R
N : |un(x)| > ε} and κn(x) := κΩn(x) for n ∈ N, x ∈ Ωn. By
Lemma 3.2, we then have, for all n ∈ N,
δ
4
≤ ‖u−Pεu‖
2
L2(RN) ≤
‖u‖2
k∗n
≤
C2
k∗n
with k∗n := inf
x∈Ωn
κn(x).
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Hence the sequence (k∗n)n remains bounded. Let xn ∈ Ωn be chosen such that
κn(xn)≤ k
∗
n+1, (3.6)
and let vn := xn ∗un. Then we have
κn(x)+1≥
∫
RN\Ωn
j(xn− y)dy=
∫
{|vn|<ε}
j(y)dx =
∫
RN
jn(y)dy for all x ∈R
N , n ∈ N (3.7)
with jn := j1{|vn |<ε} : R
N → [0,∞]. Since (vn)n is bounded in D
j(RN), we may, by Theorem
1.1, pass to a subsequence with
vn ⇀ u in D
j(RN), vn → u in L
2
loc(R
N), and vn → u a.e. in R
N .
Suppose by contradiction that u = 0. Then we have jn → j a.e. in R
N . Therefore (3.7) and
Fatou’s Lemma imply that
liminf
n→∞
κn(xn)≥
∫
RN
j(y)dy = ∞.
This is a contradiction, as the sequence κn(xn) is bounded by (3.6) and since (k
∗
n)n is bounded.
It follows that u 6= 0, as claimed.
4 Application to a maximization problem
The present section is devoted to the proof of Theorem 1.4. Throughout this section, we assume
that j : RN → [0,∞] satisfies (A1) and (A2).
We first need the following preliminary lemma.
Lemma 4.1. The subspace of functions in D j(RN) with bounded support is dense in D j(RN).
Proof. For R > 0, let ϕR : R
N → R be Lipschitz functions with 0 ≤ ϕR ≤ 1, ϕR ≡ 1 on BR,
ϕR ≡ 0 on R
N \B2R and
|ϕR(x)−ϕR(y)| ≤
|x− y|
R
for x,y ∈RN .
Moreover, let ψR := 1−ϕR for R> 0, and let u ∈D
j(RN). We claim that
E j(u−uϕR,u−uϕR) = E j(uψR,uψR)→ 0 as R→ ∞. (4.1)
Indeed, we have
E j(uψR,uψR) =
1
2
∫
RN
∫
RN
[u(x)ψR(x)−u(y)ψR(y)]
2 j(x− y) dydx
=
1
2
∫
RN
∫
RN
[
u(x)
(
ψR(x)−ψR(y)
)
+ψR(y)
(
u(x)−u(y)
)]2
j(x− y) dydx
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≤
∫
RN
u(x)2KR(x)dx+
∫
RN
∫
RN
ψR(y)
2[(u(x)−u(y)]2 j(x− y) dydx
with
KR(x) =
∫
RN
[ψR(x)−ψR(y)]
2 j(x− y) dy=
∫
RN
[ϕR(x)−ϕR(y)]
2 j(x− y) dy for x ∈ RN .
Since |ψR| ≤ 1 and ψR → 0 pointwise on R
N as R→ ∞, Lebesgue’s theorem implies that
∫
RN
∫
RN
ψR(y)
2[(u(x)−u(y)]2 j(x− y) dydx→ 0 as R→ ∞.
Moreover, since
|ϕR(x)−ϕR(y)| ≤min{1,
|x− y|
R
} ≤min{1, |x− y|} for x,y ∈ RN , R≥ 1,
it follows from (A1) and Lebesgue’s theorem that
|KR(x)| ≤C j :=
∫
RN
min{1, |z|2} j(z)dz < ∞ for x ∈ RN , R≥ 1
and
KR(x)→ 0 as R→ ∞ for every x ∈ R
N .
Applying Lebesgue’s theorem again, we find that
∫
RN
u(x)2KR(x)dx→ 0 as R→ ∞.
We thus obtain (4.1). Since also
‖u−uϕR‖
2
L2(RN) = ‖uψR‖
2
L2(RN ) → 0 as R→ ∞,
we conclude that
‖u−uϕR‖→ 0 as R→ ∞.
This shows that functions with compact support are dense in D j(RN).
Remark 4.2. Combining Lemma 4.1 with [7, Proposition 4.1]), we deduce that the space
C∞c (R
N) is dense in D j(RN). However, Lemma 4.1 is sufficient for our purposes here.
Next, let F ∈ C(R) satisfy properties (F1)–(F3). As in the introduction, we consider the
integral functional
Φ : L2(RN)→ R, Φ(u) =
∫
RN
F(u)dx,
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and the maximization problem associated with
mF,RN := sup
u∈S
Φ(u),
where S(RN) := {u ∈ D j(RN) : ‖u‖ = 1} is the unit sphere in D j(RN). For simplicity, we
write mF and S in place of mF,RN and S(R
N) in the following.
Clearly, we have mF > 0 if and only if F 6≡ 0. Moreover, by (F1) we have
Φ(u) =
∫
RN
F(u)dx ≤ c∞‖u‖
2
L2(RN) ≤ c∞ for u ∈ S
and therefore mF ≤ c∞ < ∞. From the same bound, it also follows by a classical argument that
Φ is continuous on L2(RN). We also need the following lemma.
Lemma 4.3. If w ∈ D j(RN) satisfies ‖w‖ ≤ 1, then we have Φ(w) ≤ mF‖w‖
2. Moreover, if
w 6= 0 and ϕ(w) = mF‖w‖
2, then w˜= w‖w‖ is a maximizer of Φ on S.
Proof. The claim is obvious if w = 0. Hence we assume that w 6= 0, and we let t = 1‖w‖ ≥ 1.
Then we have ‖tw‖= 1 and therefore, by the definition of mF and (F3),
mF ≥ Φ(tw) =
∫
RN
F(tw)dx ≥ t2
∫
RN
F(w)dx = t2Φ(w) =
Φ(w)
‖w‖2
. (4.2)
Hence Φ(w)≤ mF‖w‖
2. Moreover, if w 6= 0 and ϕ(w) = mF‖w‖
2, then equality holds in (4.2)
and therefore Φ(tw) = mF . Hence tw=
w
‖w‖ is a maximizer of Φ on S.
We may now complete the
Proof of Theorem 1.4. The claim is obvious if mF = 0, so we assume that mF > 0 in the fol-
lowing. Let (un)n ⊂ S be a maximizing sequence, i.e., we have ‖un‖ = 1 for all n ∈ N and
Φ(un)→ mF as n→ ∞. If
lim
n→∞
∫
|un|≥ε
u2n dx= 0 for every ε > 0, (4.3)
we deduce from (F1) that
Φ(un)≤ cε
∫
|un|<ε
|un|
2 dx+ c∞
∫
|un|≥ε
u2n dx≤ cε‖un‖
2
L2
+o(1)≤ cε +o(1) as n→ ∞
for every ε > 0, where
cε := sup
0<|t|≤ε
|F(t)|
t2
→ 0 as ε → 0 (4.4)
by (F2). Hence Φ(un)→ 0 as n→∞; a contradiction. We thus conclude that (4.3) does not hold,
so by Theorem 1.3 there exists a sequence (xn)n ⊂R
N such that, after passing to a subsequence,
xn ∗un ⇀ ψ 6= 0 in D
j(RN).
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By translation invariance of Φ and S, we may replace the sequence (un)n by (xn ∗un)n, which
gives that
un ⇀ ψ 6= 0 in D
j(RN). (4.5)
Consequently, since ‖un‖= 1 for all n, we have
0< ‖ψ‖ ≤ 1 and ‖un−ψ‖
2 = 1−‖ψ‖2+o(1) as n→ ∞.
Passing to a subsequence, we may thus assume that ‖un−ψ‖< 1 for all n ∈ N. We claim that
Φ(ψ)≥ mF‖ψ‖
2. (4.6)
Suppose by contradiction that
Φ(ψ)< mF‖ψ‖
2−δ for some δ > 0.
Making δ smaller if necessary, we may assume that δ < min{1,‖ψ‖2}. Since functions with
bounded support are dense in D j(RN) by Lemma 4.1 and Φ is continuous on D j(RN)⊂ L2(Ω),
there exists ϕ ∈D j(RN) with bounded support and such that
Φ(ψ)−
δ
2
< Φ(ϕ)<mF‖ϕ‖
2−δ , (4.7)
‖ϕ −ψ‖< δ1 :=
δ
16max{1,mF}
≤ 1, (4.8)
and ‖ϕ‖ ≤ 2. (4.9)
We set wn := un−ϕ for n ∈N. Since ‖un−ψ‖< 1 for all n ∈ N and ‖ϕ‖ ≤ 2, we have
(‖un−ψ‖+ τ)
2 ≤ ‖un−ψ‖
2+3τ and (‖ϕ‖− τ)2 ≥ ‖ϕ‖2−4τ (4.10)
for τ ∈ (0,1) and n ∈ N. Consequently,
‖wn‖
2 ≤
(
‖un−ψ‖+‖ψ −ϕ‖
)2
≤
(
‖un−ψ‖+δ1
)2
≤ ‖un−ψ‖
2+3δ1 = 1−‖ψ‖
2+3δ1+o(1) as n→ ∞. (4.11)
Since 3δ1 < δ < ‖ψ‖
2, we may pass to a subsequence such that ‖wn‖ ≤ 1 for all n ∈ N, which
by Lemma 4.3 implies that
Φ(wn)≤ mF‖wn‖
2 for all n ∈ N. (4.12)
It also follows from (4.10) and (4.11) that
‖wn‖
2 ≤ 1−‖ψ‖2+3δ1+o(1)≤ 1− (‖ϕ‖−δ1)
2+3δ1+o(1)
≤ 1−‖ϕ‖2+7δ1+o(1) as n→ ∞. (4.13)
Next, let M := BR(0), where R > 0 is chosen sufficiently large to guarantee that suppϕ ⊂M.
We write
Φ = Φ1+Φ2
16
with
Φ1,Φ2 :L
2(RN)→R, Φ1(u)=Φ(u1M)=
∫
M
F(u)dx, Φ2(u)=Φ2(u1RN\M)=
∫
RN\M
F(u)dx.
Since F is nonnegative, we have
Φ1(v)≤ Φ(v) and Φ2(v)≤ Φ(v) for all v ∈ L
2(RN).
Moreover, since un1M → ψ1M in L
2(RN) by Theorem 1.1,
Φ1(un) = Φ1(ψ)+o(1)≤ Φ(ψ)+o(1)≤ Φ(ϕ)+
δ
2
+o(1) as n→ ∞.
Here we used (4.7) in the last inequality. Since un = wn on R
N \M, we also have
Φ2(un) = Φ2(wn)≤ Φ(wn)
Combining these estimates, we find, by (4.7), (4.12), and (4.13),
Φ(un) = Φ1(un)+Φ2(un)≤
(
Φ(ϕ)+
δ
2
+o(1)
)
+Φ(wn)≤
(
mF‖ϕ‖
2−
δ
2
+o(1)
)
+mF‖wn‖
2
≤
(
mF‖ϕ‖
2−
δ
2
+o(1)
)
+mF
(
1−‖ϕ‖2+7δ1+o(1)
)
=mF −
δ
2
+7mFδ1+o(1)≤ mF −
δ
16
+o(1) as n→ ∞
since 7δ1mF ≤
7δ
16
by (4.8). We conclude that
mF = lim
n→∞
Φ(un)≤ mF −
δ
16
.
This is a contradiction, and hence (4.6) holds. Since ‖ψ‖ ≤ 1, Lemma 4.3 now implies that
u := ψ‖ψ‖ is a maximizer of Φ on S.
5 The Poincare´ inequality
For the proof of Proposition 1.7 we need the following Lemma, which is a simple variant of
[4, Lemma 10]. We include the proof for the convenience of the reader. Recall that, for a
nonnegative even function q ∈ L1(RN), the corresponding bilinear form Eq(u,v) is given by
(1.2) with q in place of j.
Lemma 5.1. Let q∈ L1(RN) be a nonnegative even function. Then for all measurable functions
u : RN → R we have
Eq∗q(u,u) ≤ 4‖q‖L1(RN)Eq(u,u).
17
Proof. Let u be as stated and denote g(x,y) = (u(x)−u(y))2 for x,y ∈ RN . Note that we have
0≤ g(x,y) = g(y,x) ≤ 2g(x,z)+2g(y,z) for all x,y,z ∈ RN .
By Fubini’s theorem we have
∫
RN
∫
RN
g(x,y)(q∗q)(x− y) dxdy =
∫
RN
∫
RN
∫
RN
g(x,y)q(x− z)q(y− z) dzdxdy
≤ 2
∫
RN
∫
RN
∫
RN
[g(x,z)+g(y,z)]q(x− z)q(y− z) dzdxdy
= 4
∫
RN
∫
RN
g(x,z)q(x− z)
∫
RN
q(y− z) dydzdx = 4‖q‖L1(RN)
∫
RN
∫
RN
g(x,z)q(x− z) dxdz.
We may now complete the
Proof of Proposition 1.7. The first part of the argument follows exactly the lines of [5, Proof of
Lemma 2.7]. By assumption (A1), we have q :=min{1, j} ∈ L1(RN)∩L∞(RN), whereas
E j(u,u) ≥ Eq(u,u) =
1
2
∫
RN
∫
RN
(u(x)−u(y))2q(x− y) dxdy for all u ∈D j(Ω). (5.1)
For m ∈ N we consider the 2m-fold convolution
qm := q∗ . . .∗q︸ ︷︷ ︸
2m-times
in L1(RN). (5.2)
By Young’s inequality, we have ‖qm‖L1(RN ) ≤ ‖q‖
2m
L1(RN)
. Moreover, qm is bounded and contin-
uous for m ∈N, and
q1(0) =
∫
RN
q2(y) dy> 0
since j 6≡ 0 and therefore q 6≡ 0. By continuity, we have infBδ (0) q1 > 0 for some δ > 0, and
then standard properties of convolution yield that infB2mδ (0) qm > 0. For a > 0, we put Ωa :=
(−a,a)×RN−1 ⊂RN in the following. Without loss of generality, we may assume that Ω = Ωa
for some fixed a> 0. We then fixm∈N with 2mδ > 2a. Then |B2mδ (0)\Ω2a|> 0 and therefore∫
RN\Ωa
qm(x− y) dy=
∫
{z1<−x1−a}∪{z1>−x1+a}
qm(z) dz≥
∫
RN\Ω2a
qm(z) dz=:Ca,1 > 0 for x ∈ Ωa.
Thus, by Lemma 5.1 and (5.1), we have that
Ca,1
∫
Ωa
u2(x) dx≤
∫
Ωa
u2(x)
∫
RN\Ωa
qm(x− y) dy≤ Eqm(u,u) ≤
(
42m
m−1
∏
k=0
‖qk‖L1(RN)
)
Eq(u,u)
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≤
(
42m
m−1
∏
k=0
‖qk‖L1(RN)
)
E j(u,u) for every u ∈D
j(Ωa).
Consequently, (1.7) follows with withCa= 4
−2mCa,1
(m−1
∏
k=0
‖qk‖L1(RN)
)−1
. To see that liminf
a→0+
Ca≥∫
RN
j(z) dz, it is enough to note that, similarly as above,
E j(u,u) ≥
∫
Ωa
u2(x)
∫
RN\Ωa
j(x− y) dydx≥ C˜a
∫
Ωa
u2(x)dx for u ∈D j(Ωa)
with C˜a :=
∫
RN\Ω2a
j(z)dz, whereas lim
a→0+
C˜a =
∫
RN
j(z) dz by monotone convergence.
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