Abstract-Detecting the occurrence of large-scale router failures and localizing the failed routers are critical to enhancing network reliability. We propose a two-phase approach for detecting and localizing large-scale router failures using traceroute-like active probes. To detect large-scale router failures, the detection phase is periodically invoked to probe all routers. When detecting large-scale router failures, the localization phase is triggered to identify the failed routers. We reduce the probing cost by avoiding three types of useless probes. For the routers whose status cannot be identified by probes, we develop a distance based method to estimate their failure probability. Experimental results based on ISP topologies show that the accuracy of our approach is higher than 96.5%, even when only 10% of routers are connected by end systems for probing. Compared with prior works, the proposed approach achieves much higher accuracy with lower probing cost.
We propose an approach for detecting and localizing largescale router failures using traceroute-like active probes sent from end systems. Generally, there are two important considerations in active probe based network failure detection and localization: probing cost and accuracy. Accordingly, minimizing the probing cost (i.e., the number of probing messages) and accurately localizing the failed routers are two major challenges addressed in our approach.
To minimize the probing cost, our approach consists of a periodic detection phase and a localization phase that is triggered on demand. We carefully choose probing paths for the two phases. For the detection phase, we aim at using minimal number of probing messages to probe all routers. We formalize this problem as a 0-1 integer programming problem and prove that it is NP-hard. Hence, we propose a greedy algorithm to solve it. For the localization phase, we discover three types of probes that do not provide useful information. We avoid these probes during the localization phase.
For large-scale router failures, active probes may be unable to identify the status of some routers, which will be explained in detail in Section IV. We propose a novel distance based model to estimate the failure probability of those routers. The basic idea is that large-scale router failures are usually within a geographically contiguous area. Hence, a router close to the failed routers may also fail with high probability. Through the estimated failure probability, we can identify routers that are highly likely to have failed.
Experimental results on ISP topologies show that the accuracy of our approach is higher than 96.5%, even when only 10% of routers are connected by end systems for probing. Besides, the probing cost of our approach is very low and is not affected by the number of end systems used for probing. Compared with prior works, it achieves higher accuracy with much lower probing cost.
The rest of this paper is organized as follows. In Section II, we present the network model and failure model, and introduce our approach. Section III and Section IV present the detection phase and the localization phase of the proposed approach. Section V evaluates the performance of our approach. Finally, Section VI concludes the paper.
II. OVERVIEW
In this section, we first introduce the network model and failure model, and then outline our approach.
A. Network Model and Failure Model
Similar to prior works on IP network monitoring and failure diagnosis [11] - [13] , we model the network under study as a connected undirected graph G(V, E), where V = {v i |1 ≤ i ≤ n} is the set of nodes (IP routers) and E is the set of edges (bidirectional communication links between IP routers). The failure area is modeled as a geographically contiguous area in the network. Routers within it all fail. We do not make any assumption for the shape and location of the failure area, because in practice the failure area can be anywhere with any shape. Currently, we focus on the scenario of one failure area. Fig. 1 shows an example of large-scale router failures. The proposed approach is built on a traceroute-like active probe, which is widely used in diagnosing network failures, e.g., [8] , [12] , [14] . Suppose n p routers can be directly connected with end systems. We connect an end system with each of them and call these end systems the probers. Thus, we have n p probers m 1 , · · · , m np . In Fig. 1 , there are two probers m 1 and m 2 . A prober can issue traceroute-like active probes towards all routers. The probe from the prober m i towards the router v j follows the routing path p i,j from m i to v j . A probing path covers a router if it traverses this router.
The central Network Operations Center (NOC) controls probers to issue active probes and collects the probing result from them for failure analysis. When probing a path p i,j , the prober sends κ probing messages to each router along p i,j (The default κ in traceroute is 3.). The probing cost of p i,j is defined as κh i,j , where h i,j is the number of hops in p i,j .
When a router receives a probing message, it sends a reply message to the prober and hence we know that this router is alive. If a probing path contains failed routers, the probe can identify the first failed routers along the path. Besides, it can determine that the routers between the prober and the first failed router are alive. However, for the routers along the probing path but behind the first failed router, the probe cannot determine whether they are alive or failed. In Fig. 1 , the probe from m 1 to v 5 and the probe from m 1 to v 2 follows 
B. Design Overview
Intuitively, probers should periodically probe every path to identify the status of all routers. However, the probing cost is very high. To minimize the probing cost, we divide the whole task into two parts: detecting the occurrence of large-scale router failures and localizing the failed routers. Accordingly, our approach consists of a detection phase and a localization phase. Since we cannot foresee when large-scale router failures occur, the detection phase is periodically invoked to probe all routers. We seek to choose probing paths so as to cover all routers with minimal number of probing messages. The formulation and solution of this problem will be introduced in detail in Section III.
If the detection phase discovers that the number of failed routers exceeds the predefined threshold, the localization phase is immediately triggered to identify all failed routers. We may need to probe some additional paths to check the status of routers. We discover three types of probes that do not provide useful information, and avoid these probes during the localization phase. It is possible that the status of some routers cannot be identified by probes. Hence, we develop a distance based model to estimate the failure probability of these routers. Then we determine if they have failed based on the failure probability. The detail of the localization phase will be presented in Section IV.
III. THE DETECTION PHASE
We first define the problem and present the problem formulation, and then propose a greedy algorithm to solve it.
A. Problem Formulation
The objective is to choose probing paths to cover all routers with minimal number of probing messages. We define this problem as follows.
Definition 1 (Problem of probing paths selection): Given the network G(V, E) and the set of probing paths
the objective is to select probing paths from P that satisfy: (1) every router is covered; (2) the number of probing messages is minimal.
Before presenting the problem formulation, we define variable a k i,j in Eq. (1) for the coverage relation.
Besides, we define variable c i,j in Eq. (2) to denote that probing path p i,j is chosen.
Our problem can be formalized as a 0-1 integer programming problem as in Eq. (3)-Eq. (5).
subject to
The objective function Eq. (3) minimizes the number of probing messages and the constraint in Eq. (4) means that the selected probing paths must cover every router.
B. The Bipartite Model and Greedy Algorithm
We model the above 0-1 integer programming problem with a bipartite G B = {P, V, A}. Each vertex in the upper part P and lower part V denotes a probing path and a router. The vertex of p i,j has the attribute κh i,j , which is the probing cost of p i,j . Here, we set κ to 3, i.e., the default value in traceroute. The set A = {a ...
...
... ... With the bipartite model, our problem can be stated as: selecting a set of vertices P det from the upper part such that: (1) every vertex in the lower part has neighbors in
The problem of probing paths selection is NPhard.
Proof: By setting the attribute κh i,j to 1 for every probing path p i,j , the problem of probing paths selection is the same as the classic set cover problem. This means that the set cover problem is a special case of our problem. Since the set cover problem is NP-hard, our problem is also NP-hard.
We propose a greedy algorithm PathSelection shown in Algorithm 1 to solve our problem. The algorithm repeatedly selects a vertex from P and removes the corresponding vertices from V , until V becomes empty. Each time, it chooses p i,j with the smallest Ni,j , we choose p i,j such that v j is the leaf node of the routing tree of m i . It helps reduce the probing cost of the localization phase, which will be explained in detail in Section IV-B. If the destination of these probing paths with the same smallest κhi,j Ni,j are all non-leaf nodes, we randomly choose a vertex from the candidates. Then, we remove p i,j from P (line 5) and remove the neighbors of p i,j from V (line 7-9). Because of removing p i,j from V , some vertices in P may have no neighbors; thus we remove them from P (line [10] [11] [12] . When the algorithm terminates, the set P det contains the selected probing paths.
Algorithm 1 PathSelection
Input: The bipartite G B = {P, V, A} Output: The set of probing paths P det Procedure:
p i,j ← the vertex in P with the smallest
for each neighbor v k of p i,j do 8:
end for 10:
for each vertex p a,b ∈ P with no neighbors do 11:
end for 13: end while
The algorithm PathSelection is invoked when our approach is first deployed and when the network topology or routing configuration changes. In each detection round, probers issue active probes along the selected probing paths and then send the probing result to the NOC. For the example in Fig. 1 , the algorithm PathSelection chooses 5 probing paths p 1,5 , p 1,10 , p 2,6 , p 2,11 , and p 2,12 as shown in Fig. 3 . Probing these paths classifies the status of routers into three categories, i.e., live, failed, and unknown, as shown in Table II.   TABLE II  THE PROBING RESULT OF THE DETECTION PHASE  Status Routers
IV. THE LOCALIZATION PHASE We first discuss when to trigger the localization phase, and then describe three types of useless probes. Finally, we propose a distance based model for estimating the failure probability of routers.
A. Triggering the Localization Phase
We use a simple and practical criterion to determine if the localization phase should be triggered. The localization phase is triggered if the detection phase discovers that the number of failed routers exceeds the predefined threshold τ . This criterion is based on the fact that most failures in the Internet are sporadic link failures [15] . If several router failures are detected, it is likely that large-scale router failures have occurred. We set the threshold τ to 2 in this paper. As shown in Table II , the detection phase discovers that at least two routers have failed. Hence, the localization phase is triggered.
B. Avoiding Useless Probes
Intuitively, each prober needs to probe paths towards all routers to identify their status. In Fig. 4 , m 1 needs to issue 13 probes, and so does m 2 . We identify the following three types of useless probes. Avoiding them can save many probing messages.
1) The prober only needs to probe the paths towards the leaf nodes of its routing tree, because the paths towards non-leaf nodes are included in the paths towards the leaf nodes. In Fig. IV = 90.5% probing messages. From the probing result of the two phases, we can obtain the status of routers as shown in Table III . 
C. Distance Based Router Failure Probability Estimation
It is possible that probes cannot identify the status of some routers (e.g., v 5 in Table III) , especially when probers are very few or the failure area is large. We propose a distance based model to estimate the failure probability of the routers with unknown status. Since large-scale router failures are usually in a geographically contiguous area, a router close to the failed routers may also fail with high probability. The basic idea is to map the distance to a failure probability.
Let d i,j be the geographic distance between routers v i and v j . The probes in two phases identify some failed routers and the routers with unknown status, which are denoted by the set V F and V U , respectively. For
is the conditional failure probability of v i , when we know v j has failed. We compute P (v i |v j ) with Eq. (6) by mapping d i,j to a failure probability with a function F.
There are two requirements for the mapping function F. First, it needs to map d i,j to a real number between 0 and 1, i.e., F : R + → (0, 1). Second, it should be a strictly decreasing function, and thus a larger distance is mapped to a smaller failure probability. Many functions satisfy these requirements and can be chosen as F. We compared several functions and choose F(x) = 0.9 √ x in this paper. Based on the conditional failure probability P (v i |v j ), we calculate the failure probability of v i with Eq. (7).
In our example, the probes identify that v 4 , v 6 , and v 7 fail, and the status of v 5 is unknown. The calculation of the failure probability of v 5 is shown in Fig. 5 . Let γ ∈ (0, 1) be the predefined threshold. A router v i is said to fail if its estimated failure probability f i is larger than γ. The threshold γ should be selected according to the mapping function F and the range of the distance d i,j . In Section V, we will investigate the accuracy of our approach with different γ. In summary, the localization algorithm LocalizeFailure is shown in Algorithm 2.
Algorithm 2 LocalizeFailure
Input: The set V F and V U Output: The set V F Procedure:
In this section, we evaluate the performance of our approach and compare it with prior works [14] , [16] .
A. Simulation Setup
The simulation is based on ten ISP topologies derived from the Rocketfuel project [17] , which are summarized in Table IV . For each topology, we randomly place nodes in a 2000 × 2000 area. All topologies adopt the shortest path routing calculated based on hop count. To simplify the simulation, the failure area is a circle randomly placed in the 2000 × 2000 area with the radius randomly selected between 400 and 700. Nodes within the circle all fail. AS209  58  108  AS701  83  219  AS1668  53  64  AS2914  70  111  AS3257  41  87  AS3320  70  355  AS3356  63  285  AS3549  61  486  AS3561  92  329  AS4323  51  161 Generally, most routers in the Internet cannot be directly connected with probers. Hence, the percentage of routers connected with probers is varied from 2% to 20% in increments of 2%. We randomly select routers and connect probers with them. The parameter κ is set to 3, i.e., a prober needs three messages to probe a router. The threshold τ used in triggering the localization phase is set to 2. We choose F(x) = 0.9
as the mapping function of Algorithm 2. The threshold γ in Algorithm 2 is varied from 0.1 to 1.0 with steps of 0.1. We run each simulation 1,000 times and report the average across the simulation set. We compare the accuracy and probing cost of our algorithm LocalizeFailure with the prefix probing [14] , [16] , in which each prober sends probes towards the leaf nodes of its routing tree.
B. Accuracy
First we investigate the accuracy of our approach. The detection and localization result has three possibilities. 1) A live router is identified as live, or a failed router is identified as failed. Suppose the status of x routers are correctly identified. Then, the accuracy is defined as the ratio x n , where n is the total number of routers. 2) A live router is identified as failed. Suppose y routers are in this case. The false positive rate is the ratio y n . 3) A failed router is identified as live. Suppose z routers are in this case. The false negative rate is the ratio z n . The accuracy of our approach with varying threshold γ is shown in Fig. 6 and Fig. 7 . Due to space limits, we only show the result when 10% and 20% of routers are connected with probers. The highest accuracy is achieved when γ = 0.7, which is higher than 96.5% in all topologies. The false positive rate and false negative rate when γ = 0.7 are shown in Table V . Due to space limits, we only show results for three topologies. The high accuracy together with the low false positive rate and false negative rate show the effectiveness of our approach. We compare our algorithm LocalizeFailure (γ = 0.7) with the prefix probing and show the result in Fig. 8 . Our approach achieves much higher accuracy than prefix probing. Active probes may not identify the status of some routers, especially when there are few probers. The prefix probing cannot deal with these routers, while our approach uses the distance based method to estimate the failure probability of these routers. As a result, our approach achieves higher accuracy and the number of probers has little affect on the accuracy of our approach. 
C. Probing Cost
Next we compare the probing cost of our algorithm LocalizeFailure and that of prefix probing. The performance metric average probing cost is defined as the average number of probing messages per router. The probing messages in our approach includes the probing messages in the detection phase and the localization phase. The evaluation result is shown in Fig. 9 . The average probing cost of our approach is much lower than that of prefix probing. In prefix probing, the average probing cost is proportional to the number of probers, because each prober sends probes towards the leaf nodes of its routing tree. Our approach excludes three types of useless probes. Thus, the average probing cost is very low and increases quite slowly when the number of probers increases. Hence, our method has much better scalability than prefix probing.
VI. CONCLUSIONS
We proposed a two-phase approach for detecting and localizing large-scale router failures. For the detection phase, we propose an algorithm to choose probing paths which can cover all routers with minimal number of probing messages. For the localization phase, we identify three types of useless probes. Avoiding these probes helps reduce the probing cost significantly. For the routers whose status cannot be identified by probes, we develop a distance based method to estimate their failure probability. Experimental results based on ISP topologies show that the accuracy of our approach is higher than 96.5%, even when only 10% of routers are connected by end systems for probing. Compared with prior works, our method achieves much higher accuracy and with considerably lower probing cost. 
