This paper presents a novel application of multiagent systems to environment surveillance and develops a robust network wherein there is no need for a gateway node, which fuses information received from each node to construct a global map on a single location, and may cause a communication bottleneck. Recognizing the fact that network nodes may be heterogeneous with respect to the number of exogenous inputs such that a node may not sense a quantity or can sense multiple quantities for certain time instants, we utilize a recently developed active-passive networked multiagent systems approach. Specifically, this approach consists of agents subject to exogenous inputs (active agents) and agents without any inputs (passive agents). The key feature of this approach is that the states of all nodes converge to the average of the exogenous inputs, where these inputs may or may not overlap within the active agents. A detailed illustrative study is provided to demonstrate the efficacy of this approach as applied to environment surveillance.
I. Introduction
Distributed control of networked multiagent systems has attracted increasing attention from many multidisciplinary researchers in systems and control science, wireless communication networks, and computer science, due to their broad applications in surveillance, reconnaissance, collaborative processing of information, and gathering scientific data from spatially distributed sources (see, for example, Refs. 1-9 and references therein). Distributed control is performed by a few to several hundreds of agents, where each agent locally estimates the environment, processes information, and utilizes control algorithms via peer-to-peer communications to achieve a global objective. Distributed control offers significant advantages over centralized control such as robustness against agent failures and network bottlenecks, as it does not rely on any specific network topology or data fusion centers 4, 10 . Since distributed control does not require nodes with global information sharing ability, overall communication cost is also lower than that of centralized sensing in many situations 11, 12 . This paper presents a novel application of multiagent systems to environment surveillance and develops a robust network wherein there is no need for a gateway node, which fuses information received from each node to construct a global map on a single location, and may cause a communication bottleneck. Recognizing the fact that network nodes may be heterogeneous with respect to the number of exogenous inputs such that a node may not sense a quantity or can sense multiple quantities for certain time instants, we utilize a recently developed active-passive networked multiagent systems approach presented in Ref. 13 . Specifically, this approach consists of agents subject to exogenous inputs (active agents) and agents without any inputs (passive agents). The key feature of this approach is that the states of all nodes converge to the average of the exogenous inputs, where these inputs may or may not overlap within the active agents. A detailed illustrative study is provided to demonstrate the efficacy of this approach as applied to environment surveillance.
The notation used in this paper is fairly standard. Specifically, R denotes the set of real numbers, R n denotes the set of n × 1 real column vectors, R n×m denotes the set of n × m real matrices, R + denotes the set of positive real numbers, R n×n + (resp., R n×n + ) denotes the set of n×n positive-definite (resp., nonnegative-definite) real matrices, S n×n + (resp., S n×n + ) denotes the set of n × n symmetric positive-definite (resp., symmetric nonnegative-definite) real matrices, Z denotes the set of integers, Z + (resp., Z + ) denotes the set of positive (resp., nonnegative) integers, 0 n denotes the n × 1 vector of all zeros, 1 n denotes the n × 1 vector of all ones, 0 n×n denotes the n × n zero matrix, I n denotes the n × n identity matrix, (·) T denotes transpose, (·)
denotes inverse, (·) † denotes generalized inverse, and · 2 denotes the Euclidian norm. Next, we recall some of the basic notions from graph theory, where we refer to Ref. 14 and 15 for further details. In the multiagent literature, graphs are broadly adopted to encode interactions in networked systems. An undirected graph G is defined by a set V G = {1, . . . , n} of nodes and a set E G ⊂ V G × V G of edges. If (i, j) ∈ E G , then the nodes i and j are neighbors and the neighboring relation is indicated with i ∼ j. The degree of a node is given by the number of its neighbors. Letting d i be the degree of node i, then the degree 
II. Active-Passive Networked Multiagent Systems Overview
This section overviews the active-passive multiagent systems approach introduced in Ref. 13 . In particular, consider a system of n agents exchanging information among each other using their local measurements according to a connected, undirected graph G. In addition, consider that there exists m ≥ 1 exogenous inputs that interact with this system. We say that if agent i is subject to one or more exogenous inputs (resp., no exogenous inputs), then it is an active agent (resp., passive agent). In addition, we say that if an exogenous input interacts with only one agent (resp., multiple agents), then it is an isolated input (resp., non-isolated input). These definitions are illustrated in Figure 1 .
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Figure 1: An active-passive networked multiagent system with a) two non-overlapping non-isolated inputs, b) two overlapping non-isolated inputs, and c) two non-overlapping inputs, where one of them is isolated and the other one is non-isolated (lines denote communication links, gray circles denote active agents, white circles denote passive agents, and shaded areas denote the exogenous inputs interacting with this system).
Considering environment surveillance, it is of interest to drive the states of all (active and passive) agents to the average of the applied exogenous inputs. Motivating from this standpoint, we use the integral action-based distributed control approach of Ref. 13 given bẏ
where x i (t) ∈ R and ξ i (t) ∈ R denote the state and the integral action of agent i, i = 1, . . . , n, respectively, and c h (t) ∈ R, h = 1, . . . , m, denotes an exogenous input applied to this agent. Similar to the i ∼ j notation indicating the neighboring relation between agents, we use i ∼ h to indicate the exogenous inputs that an agent is subject to. Next, let x(t) = x 1 (t), x 2 (t), . . . , x n (t)
T ∈ R n , and
n , where we assume m ≤ n for the ease of the following notation and without loss of generality. We can now write (1) and (2) in a compact form as
where
with k 1,i ∈ Z + denoting the number of the exogenous inputs applied to agent i, i = 1, . . . , n, and
with k 2,ih = 1 if the exogenous input c h (t), h = 1, . . . , m, is applied to agent i, i = 1, . . . , n, and k 2,ih = 0 otherwise. Note that k 1,i = n j=1 k 2,ij . Since we are interested in driving the states of all (active and passive) agents to the average of the applied exogenous inputs, let
be the error between x i (t), i = 1, . . . , n, and the average of the applied exogenous inputs (t). Based on (8), (t) can be equivalently written as
which is the average of the applied exogenous inputs. Furthermore, note for the special case of isolated exogenous inputs that
A. Case 1: Constant Exogenous Inputs in Active Agents
Let c h (t) = c h , h = 1, . . . , m, be a constant exogenous input. Since c(t) = c, and hence, (t) = from (8), it follows from (7) and L(G)1 n = 0 n thaṫ
Note that F(G) ∈ S n×n + from Ref. 13 and
since (1
and using (14) in (11) yields (see Ref. 13 for details)
In addition, differentiating (14) with respect to time yieldṡ
where L(G)1 n = 0 n of Lemma 1 in Ref. 13 is used. The next theorem shows that the state of all agents x i (t), i = 1, . . . , n asymptotically converge to .
Theorem 1. Consider the networked multiagent system given by (1) and (2), where agents exchange information using local measurements and with G defining a connected, undirected graph topology. Then, the closed-loop error dynamics defined by (15) and (16) are Lyapunov stable for all initial conditions and δ(t) asymptotically vanishes.
Proof. See the proof of Theorem 1 in Ref. 13 .
A generalized version of the proposed integral action-based distributed control approach can be given bẏ
Corollary 1 in Ref. 13 proves that (17) and (18) asymptotically converges. In addition, Corollary 2 in Ref. 13 shows that if α and γ are chosen such that α 2 /γ and 1/α are small, then the transient response of the overall network is improved.
B. Case 2: Time-Varying Exogenous Inputs in Active Agents
This section deals with the case when active agents are subject to time-varying exogenous inputs c h (t), h = 1, . . . , m. Let c h (t) andċ h (t) be bounded for each input h, h = 1, . . . , m. In this case, we slightly modify the integral action-based distributed control approach in (17) and (18) to the followinġ
where α ∈ R + , γ ∈ R + , and σ ∈ R + . Next, the closed-loop error dynamics are given bẏ
where p 1 (t) and p 2 (t) represent the perturbation terms of the form
that satisfy
with ˙ (t) 2 ≤˙ * 2 and ċ(t) + µc(t) 2 ≤c * . Notice that p 1 (t) and p 2 (t) are bounded since c(t) andċ(t) are assumed to be bounded. Theorem 2. Consider the networked multiagent system given by (19) and (20) , where agents exchange information using local measurements and with G defining a connected, undirected graph topology. Then, the closed-loop error dynamics defined by (21) and (22) 
III. Illustrative Environment Surveillance Study
In this section, we present two illustrative examples of environment surveillance using the active-passive networked multiagent systems stated in Section II. Our aim is to make each agent aware of an unknown global environment through local peer-to-peer communications. We consider the case in Section II.A where the environment is static with respect to time, as well as the case in Section II.B where the environment is dynamic with respect to time. To elucidate the application of the proposed approach to environment surveillance, consider Figure 2 . In particular, the upper layer of this figure shows how agent x i,j (we use the subscript i, j to denote the state of an agent in this two-dimensional environment) uses the algorithm given by (1) and (2). This agent implements the proposed algorithm for its own (blue) environment (where it is subject to the exogenous input c i,j , and hence, active) and exchanges its state associated with this environment, x i,j , with its peers so that other neighboring agents can use the state of this agent to compute (1) and (2) simultaneously (note that neighbors of agent x i,j are passive with respect to this part of the environment). Likewise, this agent also utilizes (1) and (2) for the neighboring (green) environments, where it is passive, by using the state information received from its neighbors. Therefore, the stated results of Section II still hold for this agent as well as the entire multiagent system to achieve a global awareness of the unknown environment. A similar discussion can be given for the bottom layer of this figure for agent x i+1,j+1 . Case 1: For the unknown static environment depicted in Figure 3 , a 16 × 16 sensor grid is placed to perform environment surveillance. Each agent uses (1) and (2) for their own local environment (where they act as active agents) as well as for other parts of the global environment (where they act as a passive agent since they do not have a priori knowledge on those parts). Figure 4 shows that nodes first become aware of the unknown neighboring environments during the transient response of the entire multiagent network and Figure 5 shows that all nodes achieve global awareness of the unknown environment in Figure 3 at their steady-state. Therefore, this study illustrates the efficacy of the proposed active-passive networked multiagent system framework for static environment surveillance. Case 2: We now turn our focus to the case when agents are monitoring the dynamic environment in Figure 6 . For this purpose, each agent utilizes (19) and (20) for their own local environment (where they act as active agents) and for the other parts of the global environment (where they act as passive agents since they have no real-time knowledge of those parts). An 8 × 8 sensor grid is placed to perform environment surveillance. In Figure 6 agents closely track the environment dynamics, demonstrating the efficacy of the proposed active-passive networked multiagent system framework for dynamic environment surveillance.
IV. Conclusions
We proposed an active-passive networked multiagent systems approach to environment surveillance without requiring a gateaway node in the network, where this framework allows the states of all nodes to converge to the average of the exogenous inputs applied only to the active agents. Future work will concentrate on extending the proposed surveillance methodology to dynamic environments in the presence of nonstationary mobile nodes with system-theoretic guarantees. 
