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図３:1Vb＝4,Ｍ＝２の実験結果（10000エピソードごとの平均）
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(c）エージェント間の衝突回数（｡)ＡＣが(AMVA)個のゴミを捨てた割合
図４:lVb＝６，１VＡ＝２の実験結果（5000エピソードごとの平均）
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７むすび
強化学習は，大規模で複雑な環境に適応可能であり，協調行動を実現できるマルチエージェントの設計手
法に対するアプローチとして注目を集めている．本研究では，これまでほとんど対象とされていなかった複
数タスクを有する問題を対象にして，報酬の与え方の違いによるマルチエージェント強化学習の特性に関
して検討を行った．その際，本研究で示した協調確認の尺度を用いて，一般的に確認が難しいとされている
協調行動の有無を確認した．結果として，副目標を達成した時点に報酬を与える方法は，主目標を達成した
時点に報酬を与える方法よりも良好な学習を行い，さらに協調も獲得できることを示した．
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Researchofmostmulti-agentreinfOrcementlearninghasdesignatedontheproblemofsingletaskas 
thesubject,butmostrealisticproblemshavecontainedmultipletaskslnthispaper,weinvestigatethe 
characteristicofdifIerenceofgivingtherewardsinmultLagentreinfbrcementlearningfbrthemulti-task 
problem,calledthecleanupproblem． 
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