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1. INTRODUCTION 
We consider the difference system 
4bl - 4 -___ 
h2 
+ h2U, = 0, u, = 0, 
uj+1 + uj-1 - 2% Ujfl - uj-1 
h2 + 2jh2 + h2u, = 0, j = 1, 2 ,..., n - 1, (l-1) 
where n is a fixed positive integer and h = l/n. We suppose throughout that 
n 2 4. Systems of the type (l.l), w ic correspond to the Bessel differential h’ h 
system of zero order, 
Y(X) E c for x E [O, 11; Y(l) = 0; 
y”+$+@Y=O for x E (0, 11, (1.2) 
have been studied by Boyer [I] in a slightly different but equivalent form, and 
by the authors [2]. It results from Boyer’s work that (1.1) has n positive 
real eigenvalues. We denote these eigenvalues by {Ak2}Ic--1,2,...,n  where 
0 <A, <A, < *-* <A,. The eigenvalues for (1.2) are the squares of the 
* The research of the first two authors was supported by the Air Force Office of 
Scientific Research, Office of Aerospace Research, United States Air Force Office under 
AFOSR Grant Nos. 61-51, 62-163, 435-63. The research of the first author was per- 
formed in part at the University of Glasgow. He died before this paper was submitted 
for pubhcation. Presented to the Society, April 12, 1965, abstract 622-70, 
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positive real zeros, 0 < (1, < 11, < a** , of Jo(x). The authors have shown 
[2, p. 1031 that 
0 < Ak - Ak < C,Ak3h2 9 k = 1, 2 ,..., n, (1.3) 
Cl = (24)-l + (4-l - n-*) (2A12)-l = 0.05452... . 
It is wellknown [3, pp. 6, 7; 4, pp. 489-490; 2, p. 1081 that /l, has the form 
A, = (k - 5) 7r +- 6, , k = 1, 2,..., 
where rr/8 > S, > 6, > .** > 0, and 8, + 0 as k -+ co. 
(1.4) 
The eigenfunction for the system (1.2) corresponding to /lk and assuming 
the value 1 for x = 0 is Js(/l,x). The functions {J,,(/l~~)}~=r,~,.,. are real, and 
are orthogonal with respect to the weight function x on [0, I]. We denote 
by 44 = [uo(k>, u,(k),..., Un(k)] the eigenvector for (1.1) corresponding to 
h, and satisfying u,(k) = 1. The vectors {u(k)}~:=l,2,..,.n are real, and are 
orthogonal with respect to the weight function 1 on j = 0, l,..., n - 1, 
where j = 4 if j = 0 and j = j if j f 0; that is (cf. [ 1, p. 5201) 
n-1 
CjU>(k)Uj(p)=O, k,p=1,2,...,n, kfp. 
3=0 
(1.5) 
Our chief objective in this paper is to study order relations between 
the Jo(/lEx) and the u(k), and order relations between ordinary Fourier- 
Bessel expansions in terms of the Jo(&) and d iscrete Fourier-Bessel expan- 
sions in terms of the u(k). The principal result obtained in this connection 
is contained in Theorem 2 of Section 7. Application of these order relations 
to a boundary value problem associated with Laplaces equation is being 
prepared, The discrete reciprocal functions and related expansions introduced 
by Boyer [1, p. 5211 are not considered here. 
Without extensive use of this property, Boyer notes that the eigenvalues 
and eigenvectors for (1.1) admit representation by means of Legendre 
functions of the first and second kinds. For 1 < K < 71, this can be accom- 
plished as follows. Place 
Tdx) = p3-l12(x) - (+) iQj-l,2(X)y j = 0, I,...; 1x1 <l. (1.6) 
Let t(w) be defined on (0, 7r) as the solution of the pair of equations 
R&J) To(cos w)] = 1, R{&lJ) T,(cos co)> = co52 -FL ; ( > 2 (1.7) 
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and let w1 < ~a < **a < wn-r be the (n - 1) roots on (0, V) of the equation 
R(&w) T,(cos w)> = 0. Then 
A, = 2n sin y , 
( 1 u,(k) = R{E(wk) Tj(cos wk))t 
j = 0, l,..., n; k = 1, 2 ,..., n - 1. (1.8) 
Our analysis is based on the representations (1.8). 
We shall find it convenient to denote by 5 a number, real or complex, and 
not necessarily the same number on each occasion, satisfying 1 5kl. 
2. ORDER PROPERTIES OF Ti, P,-1,2, J,, 
We begin by presenting in this and the following three sections some 
introductory material useful in the sequel. We consider first certain order 
properties of Tj , Piml,, , J,, . (For related results and references, see [4, 
pp. 157-158; 5, pp. 147, 1621.) 
LEMMA 1. The functions Tj , Pj-l/z , Jo satisfy 
Tj(Cos W) = [T,(O) CSCl" W, j = 0, I,...; O<w<vr; (2-l) 
- 
T,(cos w) = / T,(O) 1 ef(jw-nl4) ~~92 w + $ 1~0s w( j sin w)-3/*, 
j = 1, 2,...; O<w<7r; (2.2) 
wlEJo( jw) - sinl/* wP,-~,~(cos w) = $ w5/*( jw)-PI 
o<p+ j=l,2,...; O<W<+. (2.3) 
PROOF. The relation (2.1) follows directly from the integral formula 
[Z p. 1051 
2. O3 Tj(cos w) = - e~(hJ-*l4) 
7r I 
e-2jT[sinh 7 sin(w + zk)]-l/2 d7, 
0 
j = 0, l,...; O<w<?T. (2.4) 
Here and in what follows, if z # 0, then zl/* means the principal square root, 
- T/2 < arg zw < n/2. 
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To obtain (2.2) we write 
2.. O” Tj(COS u) = - eobw-w/P) 
1 
em2JT(sinh 7 sin w cash .)-l/s 
cr 0 
x (1 + i tanh 7 cot w)-1’s do. 
From (1 + ix)-l12 = 1 + 5x/2, valid for each x on (- co, co), we then 
obtain 
&(cos 0~) = 1 T,(O) 1 ei(jer/4) csrP2 w 
+ i 1: {e-2jr * (sinh 7 sin w cash .)-l12 tanh T cot W} d7, 
j = 1, 2,..., O<W<fl. (2.5) 
Making use of the inequalities 0 < tanh 7 < 7, 1 < cash 7, 0 < 7, in the 
second term on the right in (2.5) we get (2.2). 
Now let E denote the left-hand member of (2.3). We derive two inequalities 
for E. We first obtain from (2.4) and the corresponding classical formula 
for Bessel functions, 
H:)(X) E J,(x) f iY,(x) = 5 ez(z-a141 jy e-2T[T(x + i~)]-l’~ dr, 0 < x, 
(2.6) 
the relation 
I? = f/ye-2JT / (,(,“+ jT))1’2 - (sinhT~~~ +T)“2 1 dT, 
j = 1, 2,...; o<w<?T. 
We write the function within the absolute value signs here as El + E, + E, , 
say, where 
El = T-1/2{UJ1/2(W + iT)-I/” - Sin1/2 w(Sin w + iT COS w)+). 
E2 = T-~/’ sin1/2 w((sin w + in cos cd-l/2 - sin-i/2 (w + jr)}. 
E3 = Sin’j2 w Sin-1/2 (W f iT) {Tell2 - sinh-lj2 T}. 
TO obtain bounds on El , E, , E, we use the following inequalities, which are 
valid for x real, 0 < w < r/2, 0 < T: 
R((1 + ix)l’2} > 1, 0 i sin w - w cos w < f sin W, 0 < tanh 7 < 7, 
72 
0 < cash 7 - 1 < - cash 7, 
2 
0 < sinh 7 - 7 < $ sinh 7. 
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We find that 
l/2 
Ep+, Ee=y, E&, O<w+ 
Hence E can be written 
E = 5(64-l ,; e-2j7(3wG2 + 773’2) dr 
5 =- 
d 
z (&-3/2 + 73’-5/2), 
64 T 
j = 1, 2,...; o<w+ 
This is the first inequality desired. 
We next use the Mehler-Dirichlet formula [5, p. 159 (27)], 
P,ml12(cos w) = + j-, (2 cos x - 2 cos w)-~‘~ cos ( jx) dx, 
j = 0, l,...; o<w<n, 
and the corresponding formula for Jo , 
J,,(x) = ; J’: (x2 - @)-l’s yes t dt, 0 -< x, 
to obtain 
j = 1, 2,...; O<w<7r. 
By the generalized mean value theorem, if 0 < x < w, then 
2cosx -2cosw sin x, 
w2 - x2 -=-, Xl 
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0 < 7. 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
where x < x1 < w. Since xL1 sin x is strictly decreasing on (0, n), we infer 
that the function within the absolute value signs on the right in (2.10) is 
positive for 0 < x < w < rr. Removing these signs we obtain 
1 E 1 < w1i2 - sir-A2 wP-~,~(cos w), j = 1, 2,...; 0 < w <P. (2.11) 
Now, if V(W) = P-I,2(cos w) - 1, then o(O) = 0 and [S, pp. 161 (16) and 
(19), 159 (27)i 
w’(w) = - sin wP~,,,(cos w) = (21~)~~ csc w 
s 32 
cos x - 2 cos w)lfi dx, 
o<w<?r. 
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Thus, 
v’(w) > (24-l w-1’2 csc1’2 w 
J 
‘: (,,,” - $)1/2 dx = $ (w csc ~)l’~ w > ; , 
O<w<?r, 
and 
co2 
e,,,(cos w) > 1 + 16 1 O<w<?r. 
From (2.11) we then have 
1 E 1 < G2 - (sirP2 w) (1 + $) = i”8 .&s/s, 
0<+, (2.12) 
where 
C, = 8 (3 21; + +)-’ - 1 = 0.8589... . 
This is the second inequality desired. 
From (2.7) and (2.12) we get 
5 E = ti z lr w~/~(~u)-P min ($r , +a), 
j = 1, 2,..., o<w+ (2.13) 
where & = ( jw)p-s/* + (f) (j~)p-~/~, $2 = C,(jw),. For p fixed on [0, $1, 
+i is strictly decreasing as a function of (jw) on (0, co), while $2 is non- 
decreasing. Equality is obtained for jcu = 3 approximately. For jw > $ , 
we have +r < 2 (%)P-~/~. For jw < f , we have 
#,2 Q C, (%)3/” @p--3/3 zzz (1.98 . ..) (a)“-3P; 
and (2.3) follows from (2.13). This completes the proof of the lemma. 
3. PROPERTIES OF /I(W), a(x) 
If j = 0, l,..., and 0 < w < n, then the integral on the right in (2.4) has 
positive real part. If 0 < X, then the integral on the right in (2.6) has positive 
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real and negative imaginary parts. We denote by - p(w) the principal value 
of the argument of the integral in (2.4) forj = n, and by - CY(X) the principal 
value of the argument of the integral in (2.6). Then [2, pp. 105, 1071 
(3.1) 
0 < j W’ 1 0 ’ 0 < 01, 0 < x. (3.2) 
Relevant properties of /I and c1 are included in the following lemma. Except 
for the inequality (3.3), these properties are developed in [2]. Reference is 
made in [2] to [5] and [4]. 
LEMMA 2. The function /3(w) is strictly decreasing on (0, r), /3(0 +) = r/4, 
and &n/2) = 0. Similarly, LX(X) is strictly decreasing on (0, co), a(0 +) = r/4, 
and a(x) + 0 as x + co. Furthermore, 
PROOF OF (3.3). To establish (3.3) it is sufficient to use the relation 
d(x) = 1 - 2[TLX(Jo2 + Yo2)]-1, and the asymptotic expansion [4, p. 4491 
for zc(Jo2 + Yo2). From the latter we have 
7 (Jo2 + Yo2) 3 1 - (23 . x2)-l + 33(26 . 2! . x*)-l 
- 33 - 53(2s * 3 ! - x6)-‘, 0 < x. 
Using this inequality we find that, if x > 3 410/4, then 
7 (Jo2 + Yo’) 3 1 - (8x2)-l + (649)-l > 0, 
and thus that 
- a’ < [I - (8x2)-l + (64.+)-l] - 1 < (8x”)-‘. 
From 01(x) - 0 as x--t co, we then obtain 
a(x) = 1; [- i(t)] dt < j; (812)-l dt = (8x)-1, 
,di6 
- < x. 
4 
Since Al = 2.40 ..., and 3 2/10/4 = 2.37 e.., (3.3) follows. 
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4. PROPERTIES OF &CO) 
We consider next the function S(W). The following properties are of 
interest. 
LEMMA 3 The real part of f( w ES osl me and the imaginary part negative ) ’ p ‘t . 
for 0 < w < Ti-. If 
f(w) = 1 f(w) 1 e-zY(w), O<W<T, 
where 0 < y(w) < 7712, then 
2 
~ 0 -=L Y(W) < y;* ? 0 <y’(w) <g, 0 <w +, (4.1) 
f(w) = COP T + z/z <T,(O) $ , o<w+ (4.2) 
PROOF, Except for (4.2) and the inequality y’ < d/z n/32 the results in 
this lemma are given in [2, pp. 111, 1121. Reference is made in [2] to [l]. 
We first consider (4.2). Using the notation of [2] we have 
(4.3) 
where 
L’ = COG T Q&cos w) - Q1,2(cos w), 
L’ = COG ; Pm&cos w) - P,,,(cos w), 
D = P,,,(cos wj Q-l,2(~~~ w) - P-,,,(cos w) QI,2(~~~ w). (4.4) 
It was noted in [2] only that D > 0. If, however, we make use of the identities 
[5, p. 161 (19) and p. 162 for (4.5); p. 146 (25) for (4.6)] 
Q112 = cos UJQ-~~~ - 2 sin2wQ& , Pll, = cos wP-,,, - 2 sin2 wPL,,, , 
(4.5) 
P-l,2(cos w) QI1,?(cos w) - P’,,,(cos w) Q&cos w) = csc2 w, (4.6) 
we find readily that D = 2 on (0, n). Now, by (4.4) and (4.5), we have 
U = sin” $ Q-1,2 + 2 sin” wP-~,~ , V = sin2 T Pml12 + 2 sin2 wP.~.~,~ . 
(4-7) 
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On the other hand [2, p. 1121, 
c;’ = - sin” $! sin wQ& , F’ = - sin” 4 sin wPLl12 . (4.8) 
These relations, (4.3) and D = 2 imply 
.$’ + $- tan $ E = - s i sin2 5 tan + TJcos o), O<w<7r. (4.9) 
This equation can be integrated. Noting [2, p. 1121 that ((0 +) = 1 we 
obtain 
&) = cos1/2 T - s i cosIl2 t mW J 
sin312 t tan3’2 t To(cos t) dt. (4.10) 
0 
Applying (2.1) we then find that for 0 < w < n/2 
=[fi” 16 T,(O) taS2 T (sin T - r cos +) 
which implies (4.2). 
It remains to show that 
Y’(U) <$ for 0 <w <T. 
From D = 2, and (4.6), (4.7), and (4.8) we obtain 
+ = + (uv’ - VU’) 1 e )-2 = s 1 8 (-2 sin2 T tan 5 . (4.11) 
Since Q-I,2(cos w) > 0, 0 < w < P, we have from (4.10) 
/ 4 / > R(f) > cosl~ F . 
Making use of this inequality in (4.11) we obtain y’ < &r/32,0 < w < ~12. 
This completes the proof of Lemma 3. 
40912012-6 
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5. PROPERTIES OF uk,Ak 
We conclude our introductory material with a summary of the properties 
of the zeros wk , flk. As in [2] it is convenient to introduce the zeros 8, of 
pn-l,2(cos 0). 
LEMMA 4. Let 0, -c e2 < --a -=c 0, denote the n zeros of Pn-lie(cos 0) on 
(O,?r). men 
d, < A,, k = 1, 2,..., n; (5-l) 
A, < (9 + Cp ek for 8, + 
where 
A, < (n2 + C;“>“? ek for e,<$, (5.2) 
C, = 4-l - ST-~ = 0.14867..., c,* = 2-r - 4CT-z = 0.09471...; 
e,<wk<e,+~, k=l,2 ,..., n-1; wk<+, k<E; 
n 
(5.3) 
nwk = (k - t) m + f+k) + Y(wk)v 
no, = (k - t) n + pp,) 
4s = (k - ,) n + +&>, 
k = 1, 2,..., n - I; (5.4) 
k = 1, 2,..., II; (5.5) 
k = 1, 2,... . (5.6) 
The inequalities (5.1) and (5.2) are due to Szegii [3, p. 71. Szegij’s treatment 
is for Legendre polynomials. His analysis, however, is valid for the functions 
pn-112 * The relations (5.3) through (5.6) are presented in [2, pp. 106, 108, 
1131. 
6. ORDER RELATION BETWEEN u(k) AND JO 
With the aid of the preceeding material we obtain as our first theorem the 
following order relation between u(k) and J,, . 
THEOREMS. ~fl1kK~n/2andl~j~n,th~ 
2 
1 u,(k) - h(jhAk) 1 < IS e3, 
12-112 < & (h/lk)3/2j-lke 
3 (6-l) 
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PROOF. In view of (5.1) we need consider only the first inequality in (6.1). 
It is convenient to note first the following inequality: 
where 
c&=(1 -& 
1 
-1 
= 1.00973... ,
Under the condition 4 < n, (6.2) results from (5.3) and (4.1). We now write 
u,(k) - Jo(jhdk) = R{[((w,) - w;l” sin”’ wk. Tj(cos wk)} 
+ {sirP2 wkpS-1/2(cos Wk) - wi’2h(jwk>> w?‘2 + %(jwk) - .hdjhAk)} 
= R{G( j, A)) + F2(j, 4 + F2( j, 4, (6.3) 
say, and consider Fl , F, , F, in order. 
If 1 < k < n/2, then [(4.2), (5.3)] 
&wk) - wi1’2 sin1’2 wk = cos1’2 F - wi”’ sin1’2 wk + fi [T&O) $. 
In addition, for 0 < w < n, the following inequality holds: 
0 < co~1/2 T - w-112 sin112 w < f , 
Thus, 
&wk) - w;1’2 sin1’2 wk = [Csw,2, 1<+, (6.4) 
where 
c, = Ia I T,(O) I & + & = P-,,,(O) & + $. 
We have also 
T,(O) = y jy e-sjT(sinh 7 cash .)-lj2 dr = 5 
21 
z 
Y2* j = 1, 2,... . 
Hence, by (2.1), 
Tj(cos w) = [( jw)-lj2, O<W<$ j = 1, 2,... . (6.5) 
Referring to (6.2), the inequalities (6.4) and (6.5) lead to 
R{F,) = ,Ci’2C,8;‘2j-“2 = 5(0.05191...) 0;‘sj-1’2, 
1<+, 1 <j<n. (6.6) 
Here in calculating C, we have used the value P-,,,(O) = 1.180341 [6, p. 41 
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To obtain a bound for F, we apply (2.3) with p = 4. This inequality 
results in 
5 
F, = fi 21- 
$ ,~l,pj-li2 = {(0.05782...) @j-1’2, 
l<k+ 1 <j<fl. 
In treating F, we place 
r]k=nap-Ak, 
and apply the mean value theorem to F3 to obtain 
(6.7) 
(6.8) 
where x = x( j, k) satisfies 0 < x < 1. We consider Q and Ji . By (4. I), 
(5.1), and (5.3) we have 
= (0.024...) wk2, l<k+ 
On the other hand, if 1 < k < n/2, then [(5.2), (5.3), (5.4)] 
- rlk -c (9 + Cp 8, - nwk 4 C, 2 
= c, & < 2C,(7+ wk2 = (o.ol...) wli*; 
and for k = 1 with n > 4 we have 0, < A,/4 < 3~14 and accordingly 
- yl < (2 + Cz)l/p e, - nw, < C,* 2 
= C&- < 2C,*(3s)-l w12 = (O.OZO...) q*. 
1 
It follows that 
Lb 
‘lk =xWk 
2 - tTc4’ ek2, -- 
128 
l<k+ (6.10) 
Turning to Ji we note that, if .v > 0 then J;(X) = 52-l” [4, p. 311, while if 
x > 1 then Ji = 5 2/2/n (x” - l)-“4 [4, p. 4471. Thus 
where 
J(x) = ~c,x-‘/“, 0 < x, (6.11) 
c, = [(C)’ + g4. 
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Since both RAk and wk exceed t& for 1 < k < n/2, it results that 
JJlw4 + X%)1 = 5c3hP~ l<k+, 1 <j<?Z. (6.12) 
From (6.10) and (6.12) we then have 
F3 = 5 & C,2C,@j-“2 = ((0.02251...) @j-1’2, 
1 <k+, 1 <jjn. 
From (6.6), (6.7), and (6.13) we get 
u,(k) - Jo(jkAk) = 5(0.1322...) * e;‘“j-I”, l<k+ 
and the theorem follows. 
7. PRINCIPAL THEOREM ON SERIES 
(6.13) 
1 fj<TZ, 
We consider now Fourier-Bessel and discrete Fourier-Bessel expansions. 
If ~l/~f(x) is integrable on [0, 11, then the Fourier-Bessel series for-f(s) is 
f(4 - g1 hLJO(~k~~~ x E 10,11, (7.1) 
where 
Al, = ML” j’ xf(x) Jo(A,x) dx, 
0 
Mk = ts’ x]&$.x) d.~/“~, 
0 
k = 1, 2,... . (7.2) 
On the other hand, iff(jh) is (finitely) defined for j = 0, l,..., n - 1, then 
the discrete Fourier-Bessel series for f( j/z), corresponding to the difference 
system (l.l), is 
f(.?d = i wi(k), j = 0, I ,..., n - 1, (7.3) 
kg-1 
where 
A-l 
a, = m,2k2 c jf(jk) u,(k), 
j-0 
k = 1, 2 ,..., n. (7.4) 
Since the m, are nonvanishing and the u(k) are orthogonal with respect to 
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the weight function j on 0, I,..., n - 1, for k = 1, 2 ,..., n the relation (7.3) 
is indeed an equality, and we have 
( ,jy2 h2 i m,2u,(h) u,(h) = S,“, j,p =0, l,..., n - 1, (7.5) 
k=l 
(74 
Our objective is to compare the coefficients A,, uk and the sums 
1 &h(jhfld> c akudkh corresponding to a given function f(x). The 
principal results we obtain are embodied in the following theorem. 
THEOREM 2. Suppose that the (real or complex) function f(x) E c” on 
[0, I], and that f (1) = f '(0) = 0. Put 
and Eet 
m= L [ 1 2 t B = max (1 f”(x) 1 : x E [0, l]}; 
f 4JoWU & w+(h) 
denote the ordinary Fourier-Bessel series, and the descrete Fourier-Bessel series 
for f (x) and f ( jh), respectively. Then 
1 M,A, - mkak /2)1’2 < y Bh’. (7.7) 
Furthermore, 
f 1 &h(jhh) - akuj(h) 1 < y BhJ-l’2, j = 0, I,..., n - 1, (7*8) 
k=l 
and 
b;+l 1 A&( jh&> 1 < + BWl’“, k$+l 1 akui(K> 1 d $ BhF2, 
j = 0, 1 ,..., n - 1. (7.9 
In case j = 0 the multiplier of BhJ “-lp2 in (7.8) and the multiplier in theJirst 
inequality in (7.9) can be replaced by 3 and 6 , respectively. 
The results of Theorem 2 are analogous to results of Wasow [7] and Walsh 
and Young [8] for expansions in Fourier sine series and related eigenvectors. 
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These authors employ certain properties of Fourier sine expansions which 
are not applicable for Bessel systems. 
We consider parts of the proof of Theorem 2 in lemmas, If c, , c, ,... are 
arbitrary numbers we will write 
II c, II = [jl I Ck iye; II Ck IID =[tl I Ck 12]1’2Y P = 1124 
AC, = c~+~ - c, , j = 0, l,...; vc, = 4(c, - co) k-2; 
vcj = (Cj+1 + cj-1 - 2cj) km2 + (ci+l - ciel) (2jk2)-l, j = 1, 2,... . 
8. OPERATORS AC,, Vcj 
Our first lemma is concerned with the operators Acj , DC, . 
LEMMA 5. If b, , b, ,.,., b,, , c,, , cl ,..., cRwl are arbitrary and c, = 0, then 
n-1 n-1 
A2 c jG% = - ,To ( j + i> &Ah , (8-l) 
5=0 
n-1 73-l 
C jc5ui(k) = - Aa2 C jVc&K). (8.2) 
i=O 5-O 
PROOF. If we write 
jhsVbj = ( j + +) Ab, - ( j - &) Ab+1 , 
then the left-hand member of (8.1) becomes 
j = 1, 2 ,..., 12 - 1, 
S-1 n-1 
(!d ~4, + l;l (i + i) c&j - C (i - +I ~J,-I - (8.3) 
5=1 
Replacing j by (j + 1) in the last term on the right in (8.3), and making use 
of the condition c, = 0, we obtain (8.1). From (8.1), c, = u,(K) = 0, and 
Vu,(K) = - h,2u,(K), we get both 
n-1 n-1 
c h(k) Vcj = - k-2 c (j + 8) Au,(k) AC, . 
5--o i-o 
The equality (8.2) then follows, 
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Since 
9. COEFFICIENTS A, 
[.YJ&&X)] = - A,xJ,(A,~), (9.1) 
it follows that, if f(x) E C” on [O.lJ and f( 1) = 0, then the Fourier-Bessel 
coefficients off can be written 
A, = - (M,A,)-” j’ x[f”(x) + .r-if’(x)] JO(Akx) d.v, h = I, 2 ,... . (9.2) 
0 
Similarly, iff(jh) is defined for j = 0, l,..., n andf(1) = 0, then the finite 
Fourier-Bessel coefficients off can be written [(7.4), (8.2)J 
n-1 
a, = - (m,h,)-2 h2 1 jCf( jh) u,(h), k = I, 2 )..., 71. (9.3) 
i-o 
In the following lemma we relate the Ax: and the Vj(jh). 
LEMMA 6. Under the hypotheses of Theorem 2, if 
a-1 
A,* = - (MkA,)-’ h2 1 JVf( j/i) Jo( jhx’l,), h = I, 2,... ) (9.4) 
1=0 
then 
11 Mk(Ak - A,*) /I < # Bh2. (9.5) 
PROOF. Introduce the function #(x) = f ( jh) + A-‘@ - jh) df ( jh), 
x E [jh, (j + 1) h],j = 0, l,..., n - 1, which is linear on each of the intervals 
[jh, (j + 1) 4, j = 0, I,..., n - 1, and coincides with f( jh) at the points 
jh. Noting that t/(l) = 0 we obtain 
= G4J9-1 lx - (j + +> 4 JXh4 dx 
n-1 
+ A;’ C (j + 4) dJo(jW df (.ih). 
7-O 
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Since J&n,) = 0 the last term on the right here is Mk2A,* , by (8.1) and (9.4). 
The first term is 
- WY z; ~fW) ,:y (x -jh> (x - (j + 1) h) J,“V,x> dx 
where 
I+(X) = (x - jh) (x - (j + 1) h) df( jh) (2hx)-l, 
x E [jh (i + 1) 4, j=O,l,..., n-l, O<x. 
Using (9.1) we obtain 
where 
O(x) = j-’ t++(t) dt, O<x<l. 
2 
Thus, we have 
M?(A, - A,*) = j’ x[.f(x) - $(x) ++(x) - WI Jo(44 dx, 
0 
and from Bessel’s inequality 
= G, + G2 + G . (94 
As a consequence of the conditions f E C”, 1.f” 1 < B on [0, 11, and 
f (jh) - #( jh) = 0, we get 
f(x) - #(x) = h-l ,;* dtl j::“‘” dt, j-z f “(Q dt3 = f BP, 
x E Ejh (i + *I 4, j = 0, l,..., n - 1. (9.7) 
Similarly, since f((j + 2) h) - #((j + 1) h) = 0, (9.7) holds for 
x E [(j + 3) h, (j + 1) 4. Hence 
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Using the conditionsf E C”, If” 1 < B on [0, I], we get 
and 
ldfl <(j+$)w j = 0, I,..., n - 1, 
141+ x E (0, h]; ldl sJ$, x E p, 2h]; 
5 
14 < 32 Bh2, 
2h <<x < 1. (9.8) 
These inequalities and n > 4 give 
We can write 
G2 = (5 -$T) Bh2. 
which with (9.8) gives 
We obtain then 
G, = (3[$ Bh2. 
11 Mk(Ak - A:) 11 = r; (g + g + 3 g) Bh2 = (0.370...) @h’, 
which gives (9.5). 
10. PROPERTIES OF Mk,m, 
In this section we consider the weighting factors M, , mk . The following 
result is obtained. 
LEMMA 7. If k = 1,2 ,..., then 
1 < &Mk2 < [l - (8~l~~)-~]-~. (10.1) 
If 1 < k < n/2, then 
M r 
k 
- m 
k 
= - hp~s’2 
4 k * 
(10.2) 
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PROOF. The inequalities (10.1) are a consequence of the relations [4, 
pp, 76, 449, 4471 
O-CA,, Mk = 6 I .G(4 I 9 J&&J = 0, 
JOPM Ylx~k) - J&%~ Y,(4) = %4J-1~ h = 1, 2,...; 
(1 - (8x2)-‘) < 4 x[JO”(x) + Y&)1 < 1, 0 < x. 
To establish (10.2), place 
h = 1, 2,... . 
Noting that u,(k) = J,,(O) = 1, we obtain from Theorem 1 
1 
n-1 
Mif - mk = 5h c j ( Jo( jhAk) 
I-1 
- uf(k) 1211n = g h2&'2, 
1 <k<$. 
On the other hand, if 4(x) E C” on [0, 11, then 
= $f$ max {I #“(x) ] : x E [0, l]}. (10.4) 
If we take 4(x) = xJ,,~(&x), then 4(O) = 4(l) = #‘(l) = 0, #‘(O) = 1, and 
the left-hand member of (10.4) reduces to Mk2 - Mc2. We have also 
f(x) = ~k[j&b) J;(+) + n,x[~&&&)12 - Akx~~(Akx)I* 
From the inequality [4, p. 311 Jo”(x) + 2Jh2(x) < 1, 0 < X, we get 
From (6.11) and the relation J,,(x) = [ ax-l/a, 0 < x, we thus obtain 
q(x) = 2tAk (q + c;) , 0 <x, 
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and, accordingly, 
M,= - Mi2 = tC,h’A, , 
where 
k = 1, 2,..., (10.5) 
c, = h (T + c-2) .
We obtain from (10.1) and (10.5) 
Mk - Mf = 5 & C, [ 1 + (1 - $‘)1’2] -I h2&‘2, 1 <k<+. 
(10.6) 
The constant factor in (10.6) is 0.11462 a*. . Referring then to (10.3) we get 
Mk - mk = (0.247 *a*) lh2Az’2, which gives (10.2). 
11. Two GENERAL LEMMAS 
Our final two lemmas are of a general character. 
LEMMA 8. Suppose that 
L, = E b#jok, k = 1, 2 ,..., m, 
5-1 
where 6, , b, ,.,., b,, are arbitrary constants, and a, , u, ,..., LJ,,, are distinct real 
numbers on (0, i-r) sattifying 
nu, = kn + 4 , I 4 - 4 I $ P I a, - ak I , k,p = 1,2 ,..., m. (11.1) 
Then 
(1 - vm@n)-l) IILk II,“< 2n II bk Ik - 
PROOF. We have 
(11.2) 
0 < El 1 (2n)li2 bj - (22)-l/2 ilLke-‘@k 1’ 
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where 
k.p=l 
k#P 
Since the uk are distinct numbers we find 
k,P,=l 
k #P 
1)-l 
(11.4) 
From (11.1) we obtain 
isinn(ff,-ok)I=Isin(d,--d,)i~Id,--kI~CLIUg-ukI; 
and from the condition uk E (0, v), k = l,..., ~1, we get 
I sin S (up - UJ 1 > 7r-11 up - Uk 1 . 
The inequality (11.2) then follows from (11.3) and (11.4). 
LEMMA 9. If +k(~) E C’ on [0, l] and &JO) = 0, k = 1,2 ,..., m, then 
11 +k@) hn < x max {II $8) ilrn : t E Lo9 llh O<x<l. (11.5) 
PROOF. The inequality (11.5) results from the relations 
I/ hdd II; = f ) j-‘+;(t) dt 1’ = f f&(t) dt j-:&(~) dT 
k-l 0 k=l 0 
G x2 mm {II Mt> Ilt : t E LO, 111, O<x<l. 
12. PROOF OF THEOREM 2 
We can now prove Theorem 2. We put 
cj = Vf(j4, j = 0, l,..., n - 1. 
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The c, may be real or complex. Because of the conditions f’(0) = 0, and 
f” E C”, If” 1 < B on [0, I], the cj satisfy 
I cj I < 2B9 j=O,l ,.a., 12 - 1. (12.1) 
Introducing the A,* as defined in Lemma 6 and making use of (9.3) we obtain 
MJ, - mPak = Mk(A, - A:) + k2[(mJ,2)-l - (M&l,2)-l] n!Jyj(k) 
j=O 
+ h2(MkAk2)-1 ng jcj[uj(k) - Jo( jhAk)] . 
j=l 
With the aid of (1.3) and Lemma 7 we get 
(m,A,2)-’ - (Mkd~)-’ = Cm;‘{\ MK - mk ( (i@l,a)-’ 
+ 2(Ak - hk) (hk2dk)-1) 
where 
k = 1, 2 ,..., m, 
12, = & 6 + ZC, (1 - y)-” = 0.58868... . 
Referring again to (10.1) we thus have 
-t dii h2 I/ -4,3/a k1 jci[up(k) - Jo( jhA,)J 11 
j-4 m 
=E, +E, f-Q,, 
say. By Lemma 6, 
El = $ Bh2 = (0.37500) cBh2; 
and, by (7.5) and (12.1), 
m-1 
E, = CBh2 h2 1 f ( c, 1 1 j=O 2/1 ’ = d2 C,{Bh2 = (0.83253...) cBh2. 
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E, remains to be considered. If we apply Theorem 1 directly we get only 
E, = O(W2). To get E, = O(h2) we make use of the “nearly orthogonal” 
properties of the vectors {T,(cos We), T,(cos We),..., T,-,(cos ~~)}~=i,~,..,,~,~ 
and a corresponding sequence of similar vectors involving H:l’. We write 
%(4 - .Kwk) in the form (6.3) to obtain 
TT-“~~?E, < I( Ai312 5’ jc,R{F,( j, h)} I! 
i-l m 
f 1) Ai312 k’jcjFz( j, k) /In, 
34 
+ 11 43’2 k1 j@3(j, 4 jl 
i-l nt 
= G + G, + G3, (12.2) 
say, and consider Gr , G, , G, in turn. 
The term Gr gives rise to two similar terms: 
It is enough to treat G, (I). From the definition of Fl and (6.4) we get 
For the moment we put 
b, = jc, 1 Tj(0) 1 e-ri14, j = 1, 2 ,..., n - 1. 
Then 
IhI G2 j = 1, 2 ,..., ?z - 1. 
We observe that the Fourier-Bessel series for the function f(x) = 1 is [4, 
p. 5811 
It follows from Bessel’s inequality that 
(12.4) 
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We note also that (5.1), (5.5), (5.6) and (3.3) imply /?(I?,) <(8/&)-l, 
k = 1, 2,..., n. Since 0 < t& < wk < z-12, k = 1, 2 ,..., m, and /?(cJJ) is positive 
and decreasing on (0,7~/2), we then have fl(wk) = 5(8&J1, k = 1, 2,..., m, 
and accordingly [(5.4)]. 
nwk = (k - ,) r + r(wk) + I;(gflk>-‘, k = 1, 2 ,..., m. 
Referring to (2.2) we can now write 
jcjTj(cos wk) = bje+ csclf2 wk + f jcj( jo~~)-~/~ 
= b eilh[(k-1/4h+y(wk)l csc1/2 5 
I wk + - bj jh‘d,' c&2 f.+ 8 
5 + -8 Cj( j”“u;‘y 
b*e 
fiuk (3s~~‘~ w + 5B hj3’2(Akwk’2)-1 ltB = 
L 4 
-t 4 (j”“42)4, 
where 
na, = kn + (y(wJ.) - ;) = kn + d, , k = 1, 2 ,..., m. 
Making use of the inequalities wk < cd& < C,hA, , we then obtain 
To treat the expression in double bars we note that the ok satisfy 
(k-+)+<o,<(h++)~, k = 1, 2 ,..., m. (12.5) 
Hence the ok are distinct points- on (0, rr)- Furthermore, if 1 < k < p < m, 
then [(4.1)] 
b, - &k i- @(~,) - i%k)l r 
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Thus the ok, dk satisfy (11.1) with TV = 1/2~/32, and Lemma 8 is applicable 
with !I, = b,,, = .** = bzn = 0. From (11.2) we get 
where 
c, = 2 (1 - fi &)-Y 
Thus, we infer that 
2/-, h2kl = 5 1/;; C,“‘“C, ;C, + f + f Cal Bh2 = (0.22237...) [Bh2. 
To obtain an inequality for G, we make use of (2.3) with p = Q getting 
< 3 di2Bh2 - (0 35526 4 4 - - -** ) Bh? * 
To treat Gs consider the expression 
where, as in (6.8), r], = nwk - A,. Placing 
we have &(O) = 0, so that Lemma 9 is applicable. Selecting x on [0, I] such 
409 bb-7 
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that 11 &(x) Ilrn assumes its maximum on [0, I] at x, and applying this lemma, 
we obtain 
From the identity J;(X) = - R{N~‘(x)}, we then have 
The terms Gil), G:“) can be evaluated as in the case of Gil), Gi*). From 
the inequality (6.10), we get 
G3(1) = $ C,” IIA,3’28,2h ~‘j2c&‘(jh(Ak + x71k)) (1 . 
i=l m 
We can write [4, p. 2191 
#l'(x) =dz x-1/2eih-3n/4) + $d: %-3/2, 
0 < x. 
Placing now 
b, = ‘2- n j3/2,.y.-3nill, j = 1, 2 ,..., n - 1; 
nuk = (k - $) 77 + fl(wk), k = I,2 ,..., m, 
and noting that for k = 1, 2 ,..., m, 
nek < L&L + xqk = nuk + [xhdwk) + (1 - x) a(Ak)] = nuk + ++d tl, 
we then have 
j2t$f,‘1’( jh(A, + xqk)) = h-1’2(Ak + ~7~)~~” bjeijok 
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Since (1, + xqlc is independent of j it results that 
The CQ satisfy (12.3, and are accordingly distinct points on (0, n). Further- 
more, if we write dk = - z-14 + xy(wk), so that nak = krr + dk, then for 
l<k<P<m 
4 - 4 = xWJ~J - ~(4) G x - 
--xfir 32 h[(P - k) 7r + (P(%) - B(%)) + (Y(%) - ?/(%))I 
<I& lh77 132 hKP - 4 7f + xb+Js) - Y(%)) = 32 (5 - 4 
Thus Lemma 9 is applicable. Applying this lemma we get 
We conclude that Gil’ and accordingly Ga satisfies 
d5 6 h2G3 = & C,z [C, + 2 + Bh2 = (0.06313...) [Bh2. 
The proof for (7.7) is now complete. We have, in fact, 
11 Mdn - mkak Ilrn = ii@, + E2 + G (G + G, + G2)) Bh2 
= [(1.84...) Bh” = { ‘8’Bh”. (12.6) 
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For the completion of the proof of Theorem 2 it is convenient to note that 
the conditions f’(0) = 0, and f(x) E C”, if”(x) 1 < B on [0, I] imply 
If”(x) + .v-if’(x) ] < 2B on [0, I]. It follows then from (9.2) and (10.1) 
that 
11 &*A, 11 < %‘% 11 MkA,2A, 11 < di r,: x If” + +f’ 1’ d~1~” < d% B. 
(12.7) 
We have also 
. . 
To prove (7.8);,we write 
+ (Mptl, - mka,.) m,‘u,(k). 
(12.8) 
The sum corresponding to the first term on the right in (12.8) is 0 in casej = 0. 
Ifj = 1, 2,..., n - 1, then by (6.1) and (12.7), 
t I A, 1 [ Jo( jhA,) - u,(k) j = 2 k3’2j-1’2 5 Ai’2 I A, 1 
kl k-1 
= 3 h3’y2 11 Ll;%l, // * 11  ll,,L 
= (21 g) Bhj-ll". (12.9) 
To treat the sum corresponding to the second term on the right in (12.8) 
we use (7.3, (10.2), and (12.7) to obtain 
j = 0, l,..., 12 - 1. (12.10) 
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For the third term we refer to (12.6) to get 
m a k k) @+) I < II MA; - FA Ilm II %ludWr, 
< (1.85) Bhj-^-“* < ; Bhj-^-ll’, 
j = 1,o ,..., 11 - 1. (12.11) 
From (12.8) through (12.11) and our observation on (12.8) in case j = 0 we 
infer that the left-hand member of (7.8) does not exceed 
(- 
,G+dz;; 15 
15 4 -I- 7) Bhjel’” = (2.73798...) Bhj-ll2 
and 
in case j = 1) 2 ,..., n - 1. 
i 
1/z- -- 4 + 1.85) Bhj-l/a = (2.4766...) Bhj-llz in case j = 0. 
The part of the theorem having reference to (7.8) is then established. 
Considering (7.9) we note that, if j = 1, 2 ,,.,, n - 1, then 
Since (Ik: > (k - 4) v and m + 4 > n/2, it results that 
kz+l 1 Ak.h(.$Ak) 1 < 2(jh)-1'2 B In-I /l+,,2 (k - i)-4 d$" 
< (5," [(+-) (+-,"I"' JJhj-l/2 = ($)" Bhj-l/". 
If j = 0, then we have 
= (0.25723...) B/z~-~‘~. 
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This completes the proof for the first part of (7.9). For the second part we 
have (with n > 4) 
< d/2 B (+)* (1 - (s) Cl)-’ Bhj-1’2 
= (1.1787...) Bhjf112. 
The proof of Theorem 2 is then complete. 
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