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Abstract 
Institutions of higher education in the United States operate within a climate of 
accountability and transparency where they are constantly asked to provide evidence of 
institutional effectiveness and quality assurance to multiple stakeholders, but little is known 
about how institutions actually use evidence of student learning to improve. This study examined 
the terrain of evidence use by exploring what the process of “use” looks like within institutions 
and how it unfolds; how evidence is constructed for “use” in claims regarding improvement or 
accountability; and if conceptual frameworks exist within the assessment literature to study such 
“use.”   Two sites were purposefully selected as nationally recognized institutions where 
evidence of student learning was being used to improve performance. Data were collected via 
interviews, webscans, and document review from both institutions over a five month period. The 
study found that individuals within the institutions engaged in the use of assessment data through 
telling evidence-based stories which involved using evidence in support of claims or arguments 
about improvement or accountability as told through stories designed to persuade a specific 
audience. The study presents evidence-based storytelling as a complex, interactive process 
involving individual cognition and organizational structures that is contrasted with problem-
solving models of use more regularly found within assessment literature.  
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Chapter 1 
Introduction  
Institutions of higher education in the Unites States are increasingly experiencing 
external pressures from regional accrediting groups, state and federal policy makers, and the 
general public to provide evidence of their effectiveness. Higher education is becoming 
indispensable to work and life in the U.S., yet access to higher education is increasingly limited. 
Acquiring a college education continues to become more and more expensive, and institutions 
and systems of higher education are turning students away due to limited capacity to meet rising 
demand. Filling this gap in access, various educational providers have arisen as alternatives to 
the traditional college education, raising the stakes to verify and assure quality of student 
learning. In response to increasing cost, limited access, and alternative providers, external 
stakeholders are demanding information about the college experience including graduation rates, 
student satisfaction, and evidence of student learning. Facing mounting accountability demands, 
institutions are increasing their efforts to collect and report data on the student educational 
experience to assure quality and provide evidence that they are producing graduates prepared to 
live, work in, and adapt to a changing and global environment. Yet, little evidence exists that the 
data are used, beyond reporting to a variety of internal and external stakeholders, to improve 
student learning or enhance institutional effectiveness.   
Assessment and Quality Assurance  
To help assure quality, institutions have adopted two different yet connected approaches. 
One focuses on assessing student learning, the other is aimed at demonstrating institutional 
effectiveness. For the former, an institution gathers and presents evidence to address questions 
such as, “Are students learning what the institution said they would? Are students acquiring 
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mastery of necessary knowledge and skills?” For the later, evidence is provided that the 
institution is utilizing resources in a manner which maximizes the value of students’ experiences 
and enhances overall student success, mainly via increased graduation rates. Results of 
assessment of student learning may be employed for internal improvement, external 
accountability, or both (Ewell, 2009). Assessment measures may be formative, such as those 
used for improving learning, or summative, such as those used for accountability purposes 
(Jacobi, Astin, & Ayala, 1987). To assure that students are learning, a goal-based five-step 
assessment model is often employed. The five steps include:  
1.Establishing learning outcomes statements or goals. 
2. Selecting measures to determine how well students are meeting those outcomes. 
3. Gathering data of student learning. 
4. Analyzing gathered data. 
5. Using  the results to inform the improvement of student learning (Banta, Pike, & 
Hansen, 2009; Bers, 2008; Miller, 2007; Suskie, 2009; Volkwein, 2010a; Walvoord, 
2004). 
A more detailed discussion of assessment, its various components, and multiple purposes is 
provided in the following chapter. 
The assessment model is typically presented as a single-loop feedback cycle where the 
use of results to improve student learning feeds back into the assessment process and the whole 
cycle begins anew. Literature on assessment claims that the ultimate purpose of assessing student 
learning is to use data to enhance student learning and improve institutional effectiveness (Banta, 
2002; Middaugh, 2010; Suskie, 2009; Walvoord, 2004). The two approaches are intertwined via 
a focus on the continual use of assessment data to improve outcomes through enhanced 
effectiveness of institutional processes such as instruction, curriculum design, or general 
education requirements. Thus, the third step which some refer to as “closing the loop” (Banta, 
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Pike, & Hansen, 2009), connects student learning and institutional effectiveness through a focus 
on continuous improvement and the use of data to inform decisions on what to improve to 
enhance institutional effectiveness and improve student learning. Embedded in discussions of 
assessment of student learning and institutional effectiveness is the idea that via utilization of the 
results of assessment, outcomes will ultimately improve. Or stated differently, using results to 
inform decisions and alter processes will lead to improved student outcomes. Yet, little empirical 
research exists which supports this claim.  
While there is considerable literature on how institutions implement or should implement 
the first two steps in the assessment model (e.g., Banta, Busby, Kahn, Black, & Johnson, 2007; 
Bers, 2008; Maki, 2004; Suskie, 2009; Walvoord, 2004), little attention has been given to the 
third step – the use of evidence of student learning to improve outcomes or how such use 
actually occurs. It is no longer enough for institutions to state that a plan to assess student 
learning is in place or to show that assessment is occurring; institutions are being pressured by 
external stakeholders to demonstrate how the results of assessment are actually used to inform 
decision making that ultimately leads to improvement in student learning (Middaugh, 2010). 
Even if evidence of student learning is utilized in decisions to improve outcomes or institutional 
performance, it is somewhat of a challenge to determine causal linkages between curricular 
changes or altered institutional processes, and subsequent improved performance on specific 
outcomes. Assessment of student learning assumes a process approach to improvement, meaning 
that changing processes such as courses or assignments is thought to lead to improved outcomes. 
But, in spite of the growing demand for institutions to use evidence of student learning to 
improve their practices and institutional outcomes, very little empirical research has emerged to 
explore the process of how use occurs and how institutions use evidence for improvement or 
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accountability. Specifically for U.S. higher education, there is no clear working model of how 
evidence is constructed and used to make decisions claiming to lead to improvement, in essence 
unpacking what it means to “close the loop.”  
This study focuses on what it means to use evidence of student learning and how data are 
selected and subsequently constructed as evidence in support of improvement or accountability 
claims. In order to address how the process of use unfolds, this study explores the landscape or 
topography of evidence use in two institutions. It is impossible for an institution to use all of the 
data gathered on a routine basis in a meaningful way, thus institutions must select certain types 
of data and examine them to make sense of student learning within their institutional framework. 
Understanding the landscape of evidence use involves knowing how assessment data are used to 
inform decisions regarding what aspects of the educational experience to alter or change. This 
study examines evidence use by exploring the following questions:  
1. What does the process of “use” look like within institutions and how does it unfold? 
2. How is evidence constructed for “use” in improvement or accountability claims?  
3.  What concepts and frameworks in the assessment literature help explain “use”? 
 
Methodology 
A case study approach was selected as a means to explore in-depth the process of “use” 
allowing for multiple perspectives on and deeper understanding of the phenomenon of “use” 
(Stake, 1995). Case studies are heuristic, in that they “illuminate the reader’s understanding of 
the phenomenon under study” (Merriam, 1998, p. 30). Case studies are particular, contextual, 
descriptive, and focus on “how” and “why” questions; in this situation, how use unfolds within 
institutions (Yin, 2009).  Finally, case studies are particularly appropriate, according to Merriam 
(1998), when a researcher is interested in understanding a process - such as the process of “use” 
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and evidence construction. Thus, this study involved case studies of the process of use at two 
institutions in order to better understand what use entails, to appreciate intricacies, and to 
examine underlying assumptions about use in terms of previous conceptualizations and studies of 
the phenomenon. The analysis did not focus on similarities and differences in use processes 
between the cases in terms of institutional type or other variables (e.g., private or for-profit; 
small or large; online or residential) to make claims of how use might unfold differently within 
certain types of institutions, simply because I assumed that use would unfold differently among 
institutions given different organizational arrangements, practices, actors, norms and different 
organizational histories. Instead the cases served as illustrative examples of the concept of use. 
Thus, this study does not tell the story of two cases per se, but crafts a reasoned and evidenced 
argument for what the process of use looks like.  
Site selection.  
Case study sites were selected based upon the Council for Higher Education 
Accreditation (CHEA) 2010 national award winning institutions showing Outstanding 
Institutional Practice in Student Learning Outcomes.1  Institutions apply for the award by 
completing an application involving demonstration of “outstanding institutional progress in 
developing and applying evidence of student learning outcomes as part of the ongoing evaluation 
and improvement of college and university programs” (CHEA, 2010).  The focus of the award 
on the application of evidence of student learning to the improvement of the institution is of 
direct interest to the focus of this study. Seeing how use unfolds is better facilitated at institutions 
                                                 
1CHEA is a non-governmental national accreditation agency started in 1996, which serves as an advocate and voice 
of non-governmental self-regulated accreditation and quality assurance (Bloland, 2001). It is composed of 
institutions and institutional and specialized accrediting organizations (such as the Higher Learning Commission 
which accredits institutions within a certain regional area and Accreditation Board for Engineering and Technology 
– ABET - which provides accreditation to engineering programs). The award has been given to institutions since 
2005 with multiple winners each year. 
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where use is claimed to be occurring. 
To be sure, the institutions had to apply for the CHEA award, thus self-selecting into an 
award process, yet they are recognized nationally as institutions doing good work in and using 
evidence of student learning to improve, as determined by the judgment of an expert panel. The 
award selection process involves a committee formed from U.S. higher education institutions, 
associations, accrediting organizations, and the general public. The award criteria include: 
6. Articulation and evidence of outcomes 
7. Success with regard to outcomes 
8. Information to the public about outcomes 
9. Using outcomes for improvement (CHEA, 2010) 
Thus, institutions that won the award had to demonstrate to the selection committee that they 
used evidence from assessment to improve their institutions.  
In 2010, four winners were announced. I chose two of those four institutions that had 
well-established institutional processes of assessing student learning and multiple examples of 
utilizing evidence to improve within their CHEA award application. One of the institutions from 
2010 received the award for assessment work occurring within a department as opposed to the 
institution as a whole and another was undergoing significant change in institutional leadership 
which had the potential to influence institutional assessment processes and practice, thus neither 
site was included in the study. The remaining two sites, St. Olaf College and Capella University, 
are considered national exemplars of institution-level assessment practice and provided a variety 
of examples of the use of assessment evidence to improve institutional effectiveness and quality 
in the applications, thus they were selected as case institutions. 
Capella University is a private for-profit, large, four-year doctoral/research university 
with an enrollment of roughly 40,000 students. Founded in 1993 as a fully online university 
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focused on providing degree opportunities for working adults, Capella is headquartered in 
Minneapolis. Capella refers to the students they serve as learners, and nearly 80% are enrolled in 
graduate degree programs. St. Olaf College is a private not-for-profit, residential, four-year 
baccalaureate college with an enrollment of roughly 3,200 students. Founded in 1874, St. Olaf is 
affiliated with the Lutheran church and strives to provide students with global perspectives 
through study abroad experiences and a rigorous liberal education. St. Olaf is located in 
Northfield, Minnesota. For additional background information on Capella University and St. 
Olaf College see Appendix C.  
 Data collection and analysis. 
The provosts of the two selected sites, St. Olaf College and Capella University, were sent 
email invitations to participate in the study and both agreed. An institutional contact was 
identified at each site to facilitate selection of interviewees, locate and provide copies of 
documents, answer questions, and assist with general data collection activities. This study would 
not have been possible without their help, support and insider knowledge of the institutions.  
Multiple means of data collection were utilized in the case studies. Semi-structured 
interviews were conducted with identified faculty, administrators, staff, and students at each site. 
In selecting interviewees, the institutional contacts were consulted. I had outlines of specific 
types of positions and variety of institutional roles of the interviewees with whom I was 
interested in speaking and in concert with the institutional contact I developed a list of interview 
participants based on a variety of variables of interest. In addition, interviewees were asked to 
nominate others with whom they thought I should speak. Potential interviewees were contacted 
via email for their consent to participate in the study and interview protocols were developed for 
each person tailored to his or her specific position and role. Interviews were conducted as 
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conversations around work practice and involved semi-structured, open-ended questions. 
Interviews took place via the phone and lasted between 45-60 minutes. Several follow-up 
interviews and email conversations were conducted through the course of the data analysis for 
purposes of clarification. All interviews were recorded, with permission, and notes were taken 
during and after the interviews. All interviews were transcribed. A total of twenty-two interviews 
were conducted; sixteen occurring with St. Olaf College participants and six involving Capella 
University respondents.  
In addition to interviews, relevant documents from each institution were gathered and 
analyzed for additional information on the use of assessment results. Each institution’s website 
was scanned for information related to institutional policy, practice, or processes on assessment 
of student learning using a detailed webscan approach (Jankowski & Makela, 2010; Jankowski & 
Provezis, 2011). Meeting notes of assessment committees or accreditation committees were 
collected, copies of assessment related presentations and articles by institutional representatives 
were gathered, and regional accreditation self-studies, program review reports and other relevant 
documents, such as reports and studies on institutional assessment with examples of actual or 
intended use of results, were gathered and analyzed. Documents and institutional websites were 
examined for information on assessment processes and activities, organizational history related 
to these processes, examples of potential use, and other information related to institutional 
norms, techniques, or practice to provide institutional and organizational context to the stories of 
use told in the interviews. Documents and websites were also examined to see who within the 
institution as well as which institutional offices were involved in the gathering of assessment 
data, discussion of its meaning, and potential use. Additional information on methods and data 
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analysis is located in Appendix A and a sample interview protocol including additional IRB 
materials are located in Appendix B. 
Chapter Overview 
The chapter immediately following provides an overview of assessment in higher 
education and presents the five-step assessment model. It discusses the accountability and 
transparency environment in which assessment operates; provides a history of assessment of 
student learning; and explores definitions and models of how to conduct assessment including 
the purposes for which it is undertaken, the layers at which it occurs throughout an organization, 
and how it is operationalized. The chapter concludes with some critiques of assessment.  
The third chapter frames the phenomenon of use in higher education as a specific process 
of decision making composed of five assumptions including: (a) the problem-solving model of 
use of data in decision making, (b) decision making as a choice event, (c) decision making as the 
act of an individual decision maker, (d) use as a step-by-step process, and (e) use as inevitably 
leading to improvement. Each assumption is examined in relation to relevant literature from 
fields of organizational theory, evaluation, and decision making. The chapter concludes with a 
discussion of the importance of an organization appearing rational in its decision making 
processes to external stakeholders and how such a focus has framed use in higher education. 
The fourth chapter provides use stories from the case sites including examples of 
institution level use, individual level use, position specific use (e.g., faculty, administrator, and 
student) and visions of the use of assessment data within the sites. The chapter ends with 
commentary on the use of assessment data within the sites and its relation to the literature and 
framing presented in the previous chapters.  
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The fifth chapter introduces the concept of evidence-based storytelling as a framework 
for understanding how use occurred within the sites as opposed to the problem-solving model of 
use which holds that use of evidence is instrumental and immediate. The chapter explores 
aspects of evidence-based storytelling including selection of data from which to build a claim, 
making sense of selected data, and utilizing the data as evidence in an argument for improvement 
or accountability as shared through stories told to persuade a specific audience. 
The sixth chapter argues that extant conceptualizations of evidence use do not value or 
address the types of use occurring within the case sites or how use unfolds in practice.  I explore 
means by which use was facilitated within the sites through organizational meaning making 
processes and opportunities for individuals within the sites to critically engage with data, and 
discuss alternative conceptions of use including Spillane and Miele’s (2007) practice framework 
and Preskill and Torres’ (1999) focus on culture, leadership, communication, system and 
structure. I argue that use is linked with individual and organizational meaning making, decision 
making, and organizational processes and norms – aspects previously undervalued in studies of 
use in higher education literature. My thesis is that use occurs when data are constructed as 
evidence in support of claims and arguments regarding institutional effectiveness or 
improvement decisions, crafted into narratives for a specific purpose.  
The last chapter presents conclusions, implications and areas for future research. Use was 
found to be messy, complex, diffuse, ongoing and evolving, and intimately connected with 
decision making and meaning making processes. Considering use as the last step in the 
assessment model or as “closing the loop” relegates the opportunity to use data to the final step 
in the assessment process. Rather use happens before, during and after outcomes and measures 
are selected. The larger implication of this study is that the current study of use in higher 
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education that relies on the problem-solving model does not address a broader, more amorphous, 
process of use found within these sites. A discussion of the implications of evidence-based 
storytelling for our understanding and study of use within organizations as evidence-based 
storytelling is presented and the chapter concludes with a focus on potential areas of future 
research and debate for continued study of the process of use. 
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Chapter 2 
Assessment Model: Framing the Discussion 
This chapter presents an overview of assessment in higher education in order to position 
the matter of the use of data on student learning in the context of how such data are used as 
evidence of institutional effectiveness. An overview of the accountability framework within 
which assessment operates is presented followed by a brief review of the history of assessment. 
The chapter then outlines what assessment is and how it is conducted through an exploration of 
the five-step assessment model including an introduction into how assessment is used, or how 
use is portrayed, within the current assessment and accountability discourse. Illustrative 
examples from the two institutions are incorporated throughout as instances of the assessment 
processes and the chapter concludes with some general critiques of the current framing of 
assessment.  
Accountability and Transparency 
Institutions of higher education, along with other organizations, are situated within 
systems of accountability that have evolved and shifted over time (Greene, 2009). Higher 
education in the United States operates within a climate of accountability that reflects a belief 
that colleges and universities are operating inadequately by not meeting the needs of consumers, 
i.e. students. As Morley (2004) wryly stated, “Nowadays, the public are deemed to be at as much 
risk from failing public service organizations as they are from faulty engines on aircraft” (p. 27).  
The accountability discourse also champions the idea that institutions are in need of market-
driven reform to improve effectiveness and efficiency. Effectiveness is a measure of the extent to 
which intended goals or outcomes are met or achieved while efficiency is a measure of resource 
utilization (Miller, 2007).  
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A key theme in the accountability discourse is that stakeholders want to know if students 
are learning what institutions claim they are. Absent evidence to this effect, it is impossible to 
determine if higher education is worth the cost paid by students, families, and governments. 
Institutions must then prove that the education they provide has worth related to the cost to 
produce it – in essence that it adds value. As a tool of accountability and quality assurance, a 
value-added approach poses questions about whether institutions are delivering the best 
educational value possible given their resources and student intake, and whether they are 
continuously improving and meeting goals and targets (Morley, 2004). Value-added within this 
context means documenting whether academic programs contribute to attainment of educational 
goals beyond the characteristics students bring to college (Nedwek, 1996).  
Accountability is broadly defined as the obligation to report to others – to explain, justify, 
and answer questions about how resources are used and to what effect (Trow, 1996). 
Accountability is often seen as an alternative to trust, in the sense that specific accounting of 
resources and time is required in order for institutions to be deemed as functioning appropriately 
or operating in the best interest of those served. In the 1990s a shift occurred in accountability of 
public higher education from accounting for expenditures to accounting for results focusing in 
part on the idea of performance reporting. Performance reporting rested on the rationale that 
merely publishing results of higher education would improve performance (Burke & Minassians, 
2002a). A key assumption in reporting is that a lack of accountability has led to poor 
performance (Linn, 2006) and that institutions left to their own devices will not improve, 
meaning that external oversight or regulation is required to drive improvement. Public opinion 
reinforces this belief as polls state that the public finds colleges and universities are neither 
nimble nor eager to change and that when change does occur, it is incremental and within 
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traditional structures (Keller, 2008).  
The assumption that greater reporting and accounting will improve performance remains. 
Institutions have historically been unable to respond to criticisms of higher education in a timely 
fashion and lacked readily available data to support institutional effectiveness in the face of 
concerns about rising cost and gaps in student learning (Middaugh, 2010). Within the 
accountability discourse, the solution to enhancing effectiveness and efficiency of higher 
education is found within a market mentality where markets are seen as generating information 
on the basis of which consumers act in ways that reward efficient producers and penalize 
inefficient ones – hence transparent accountability (Hammersley, 2002). This “voting with their 
feet” approach is thought to drive improvement and information sharing as institutions compete 
for students and attempt to supply consumers with information on which they are alleged to base 
decisions of college choice.2  
Transparency. 
Accountability is thought to raise the quality of institutions through external influence, 
specifically through regional accreditation and markets.3 Key elements of accountability are the 
public reporting of data, referred to as transparency, and quality assurance that involves 
explaining how resources were used to attain stated educational goals. The notion of 
accountability is infused with and borrowed from management efforts such as total quality 
management (TQM) to make greater use of results the centerpiece of reform efforts. This is 
based on the belief that what gets measured is what matters or is valued (Patton, 1997, 2011). 
                                                 
2There is some debate as to the information utilized by potential students and their families when selecting an 
institution to attend. Much has been written about how higher education is an imperfect market due to lack of perfect 
information (Long, 2007; Manski & Wise, 1983) and that students do not use the available “consumer” information 
to influence their choice process in ways aligned with market theory. A variety of factors shape college choice 
decisions including geographic location, institutional fit, campus setting, distance from home, and cost (Ewell, 2009; 
Kinzie, et al., 2004; McCormick, 2010; McDonough, 1997).  
3For more detail and a historical background on accreditation systems and processes as well as their relation to 
assessment see Brittingham (2009) and Provezis (2010a). 
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Furthermore, transparent accountability requires that institutions are held accountable through 
monitoring performance, a tactic borrowed from business on the assumption that business is 
naturally more efficient and effective than public institutions (Hammersley, 2002). Transparent 
accountability involves a move from external quality control mechanisms such as regional 
accreditation which occurs once every five to ten years, to internal quality assurance and 
enhancement through formal arrangements involving auditing mechanisms and systems or 
processes for quality management embedded throughout the institution, occurring on a routine 
basis (Morley, 2004). 
While transparency is not the only form of accountability, it has been the most prominent 
within higher education. Transparency is viewed as being honest about what institutions do and 
what needs to be done better as opposed to hiding results and not examining practices or looking 
at outcomes (Gambrill, 2007). There has been a shift from institutions demonstrating that 
minimum requirements are met to planning and implementing processes for continuous 
improvement (McCormick, 2009, 2010). In addition, expectations for reporting have shifted 
from focusing on inputs, such as the credentials of incoming students or faculty, to outputs 
including learning gains or performance results (Provezis, 2010a). As Middaugh (2007) states, 
“at the core of the accountability movement is the demand for credible evidence of student 
learning” (p. 24). Higher education has responded to the demands of accountability by trying to 
provide evidence of student learning (Ewell, 2009) in a variety of forms including national 
online templates such as the Voluntary System of Accountability, Voluntary Framework of 
Accountability, and Transparency by Design.4 Thus, in its current iteration, accountability within 
higher education involves transparency, attainment of student outcomes, and perpetual progress 
                                                 
4For additional information on transparency, these initiatives and their effectiveness see Jankowski et al. (2012) and 
Jankowski and Provezis (2011).  
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towards improved outcomes. 
However, the exact evidence of student learning that is needed to meet the requirements 
of accountability is not clear. Institutions attempt to gather evidence of student learning through 
multiple measures and then present the results in formats that are easy to understand (e.g., tables, 
graphs, and narrative findings) within the context of the institutional mission (Middaugh, 2007). 
But determining which data to provide to fulfill policy makers and external stakeholders 
accountability needs who “desire relatively simple, comparable, unambiguous information that 
provides clear evidence as to whether basic goals are achieved and members of the academy who 
find such bottom line approaches threatening, inappropriate and demeaning of deeply held 
values” (Borden, 2010, para. 9) proves difficult. Different audiences are interested in different 
types of evidence regarding accountability, and higher education is tasked to address the variety 
of information needs in a timely fashion. Currently, institutions of higher education report 
enormous amounts of data to a variety of sources including federal, state, and system-level, but 
data are merely presented as opposed to being used to judge institutional effectiveness (Adelman, 
2010), and in most instances the presentation leaves much to be desired (Jankowski & Provezis, 
2011). Thus in some regards, accountability reporting is currently symbolic at best. 
Critiques of accountability. 
While the rhetoric of accountability is a powerful force in higher education, there are 
those who argue that it is a contemporary invention designed to mold education, whether higher 
education or secondary education, into an exact science (Ravitch, 2002). Borden (2010) states 
that the accountability perspective in higher education favors a mechanistic approach that 
presumes that basic “facts” such as graduation rates are agreed upon, observable, and 
comparable across a broad array of institutional contexts regardless of mission or student 
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population. Further, Shavelson (2010) argues that “underlying the notion of accountability is the 
belief that rationality and order can be imposed [sic] on social and political life through 
planning, intervention, monitoring, and sanctioning” (p. 122). Graham, Lyman and Trow (1995) 
claim that it is not the case that higher education lacks accountability but rather “it lacks enough 
of the proper kind and is burdened with too much of an unproductive kind” (p. 7). To date, the 
primary planning and monitoring tool employed by institutions of higher education in the United 
States to respond to accountability demands has been and remains assessment of student 
learning, regardless of the arguments against accountability and its potential negative 
consequences.  
Assessment as quality assurance. 
Among the aspects associated with assuring quality in higher education is the idea that 
there are knowledge and skills all graduates should have. Clearly delineating a set of 
qualifications graduates should leave an institution with, and then determining if graduates in 
fact met the qualifications, would offer an antidote for perceived ills of higher education (Dal Pai 
Franco & Morosini, 2010). Regional accreditors have moved assessment efforts forward by 
requiring colleges and universities to identify the knowledge and skills that their graduates 
should possess, to design indicators that reflected those objectives, to evaluate the extent of their 
achievement in meeting the objectives, and to use the results to improve institutional 
performance (Burke & Minassians, 2002a). Mission-driven assessment of student learning, led 
by institutionally specific learning outcomes was institutions of higher education response to 
calls for accountability. Providing evidence that students are learning is thought to alleviate the 
potential for externally imposed mandates, such as standard movements in K-12 education being 
applied to higher education. 
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History of Assessment of Student Learning 
Assessment of student learning has undergone numerous changes over the years since its 
connection with higher education and accountability in the 1980s, most notably a shift from 
adequacy of resources to adequacy of results. Peter Ewell (2008), an expert in the field of 
assessment for over 25 years, dated the start of current assessment efforts in 1985. Several 
national reports that emerged in the 1980s were critical of higher education and presented 
assessment as a means to address perceived shortcomings (Terenzini, 2010). For instance, a 
national report on undergraduate education focused on improving higher education through the 
use of research findings and tasked institutions to make changes in instruction or curriculum 
supported by evidence to improve education (Study Group on the Conditions of Excellence in 
American Higher Education, 1984).  
The report suggested that institutions begin with the abundance of data on students 
already available and transform that data into information which could be utilized to enhance 
student learning and improve programs. In order to do this, the report stated that institutions 
should be held accountable for “stating their expectations and standards and assessing the degree 
to which those ends have been met” (Study Group on the Conditions of Excellence in American 
Higher Education, 1984, p. 21). Several other reports including those written by William Bennett 
(1984), the National Commission on Excellence in Education (1983), National Governors 
Association (1986), National Institute of Education (1984), and Association of American 
Colleges (1985) echoed these suggestions.  
  The reports were written in response to rising public uncertainty regarding higher 
education institutions. Assessment of internally defined learning outcomes was viewed as a 
means to respond to concerns by documenting institutional effectiveness while preserving the 
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diversity of institutional types (Ewell, 1984). Following in the wake of the national reports, 
arguments within higher education supporting the idea that “systematic evidence about what and 
how much students learn is an essential prerequisite for systematically improving undergraduate 
curricula and pedagogy” emerged (Ewell, 2008, p. 8). In addition to national organizations and 
institutions becoming involved in assessment, several states, beginning in the 1980s, enacted 
formal policies regarding assessment of student learning; regional accrediting agencies required 
institutions to assess student learning within their standards of accreditation; and, policy makers 
became interested and engaged in the outcomes of education. All believed assessment results 
would lead to improvements in student learning and institutional effectiveness. What has 
changed since the 1980s are the expectations for assessment: Originally institutions met 
requirements of regional accreditation by developing learning outcome statements and providing 
evidence of plans to assess student learning; institutions are now expected to provide evidence of 
student learning which has been systematically gathered and used to improve teaching and 
learning (Provezis, 2010b).  
From the onset, assessment of student learning has involved a focus on mission-driven 
assessment and the potential to improve individual student learning in view of an institution’s 
specific mission. A focus on student learning is intuitively appealing for higher education 
because notwithstanding their extraordinary diversity, higher education institutions all share the 
central mission of student learning (Graham, Lyman, & Trow, 1995), yet nationally-based 
assessment efforts have not occurred. Instead, institutions examine their effectiveness based 
upon institutionally developed student learning outcomes aligned with their individual 
institutional mission (Middaugh, 2010). In addition to focus on mission, assessment has been 
linked with improvement or been described as improvement-oriented since its inception and has 
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historically been reactive in nature, generally occurring in response to external demands such as 
national reports or regional accreditation requirements.   
Assessment of student learning has gone by many names including outcomes assessment, 
evaluation, or institutional effectiveness, with little agreement on the distinctions between the 
different processes. In its inception, assessment was more closely connected with notions of 
evaluation but over time has become integrated more with business management and 
accountability literature. Concepts and practices of assessment in higher education have drawn 
on a variety of literatures over the years including organizational development, business 
management, systems thinking, organizational learning, and evidence-based and data-driven 
decision making. Organizations emerged, such as the National Institute for Learning Outcomes 
Assessment and the Association for the Assessment of Learning in Higher Education, solely 
devoted to promoting and examining assessment of student learning. In addition, there are annual 
conferences focused on promoting assessment efforts that range from detailing specific 
approaches to assessment, such as the RosEvaluation conference on portfolios at Rose-Hulman 
Institute of Technology, to outlining innovations in assessment at the annual Assessment 
Institute which is in its 20th year. A burgeoning industry of software for assessment data 
management and the development and marketing of measures or instruments for gathering 
assessment data have emerged, and principles have been developed for how best to conduct 
effective assessment of student learning (Astin, et al., 1992; Banta, Jones, & Black, 2009; New 
Leadership Alliance for Student Learning and Accountability, 2012).  
Much activity also transpired at the institution and program levels. In a national survey of 
chief academic officers at regionally accredited undergraduate institutions, respondents reported 
a variety of assessment activities occurring on their campuses at the institution- and program-
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level (Kuh & Ikenberry, 2009). Roughly 75% of the responding institutions had identified 
student learning outcome statements, 76% of the institutions administered national surveys to 
assess student learning, and respondents claimed that regional accreditation was the driving force 
behind the majority of their assessment efforts. Assessment has grown, if not matured, into an 
industry built around the attainment of specific stated knowledge and skills by university 
graduates.  
Assessment of Student Learning: A Process Model  
“To assess is to make judgments about students’ work, inferring from this what they have 
the capacity to do in the assessed domain, and thus what they know, value or are capable of 
doing” (Joughin, 2009a, p. 16). As noted above, the ongoing assessment of students and 
institutions is proposed as a quality assurance mechanism.  Assessment is viewed as a process 
which is empirically, as opposed to normatively, grounded and is a means not only to identify 
problems or areas for institutions to address, but also to respond to accountability demands 
(Ewell, 1988). Assessment, which is defined as the systematic collection of data that is used to 
improve student learning and institutional performance, may be formative or summative in 
nature, direct or indirect, and involve qualitative and/or quantitative data (Banta, Jones, & Black, 
2009; Banta, Pike, & Hansen, 2009; Walvoord, 2004).  
Assessment is comprised of a set of systematic methods for collecting valid and reliable 
data on what students know and can do at various stages in their academic careers (Bers, 2008). 
It is not a form of measurement in and of itself; it is a process of judging student achievement 
(Joughin, 2009b). Overall, assessment is generally focused on the outcomes of higher education - 
specifically the knowledge and skills students acquire during their tenure with an institution - 
hence the focus within assessment on the value-added by attendance at an institution. While 
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there is wide variation in how assessment may be undertaken, there is general agreement that it is 
a process involving multiple institutional stakeholders in the implementation of a five-step model 
outlined in Figure 1. The model specifies five activities:  
1. Establishing learning outcomes statements or goals.  
2. Selecting measures. 
3. Gathering data of goal attainment.  
4. Analyzing the data. 
5. Using the data for institutional improvement (Banta, Pike, & Hansen, 2009; Suskie, 
2009; Walvoord, 2004).  
 
 
 
Figure 1. Five-step assessment process model. 
While assessing processes of learning and determining if students have met stated 
learning outcomes is a focus of assessment efforts, the ultimate purpose of assessment is to use 
results to improve teaching and learning (Banta & Associates, 1993; Banta, Lund, Black, & 
Oblander, 1996; Seybert, 1998, 2002). Institutional change or continuous improvement is 
embedded in conceptions of assessment (Terenzini, 2010). Further, assessment is presented in 
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the literature as serving two purposes–one for internal improvement, the other for external 
accountability (Ewell, 2009). While some institutions have been successful in connecting the 
two, thus conducting assessment for internal improvement and then using the results to satisfy 
demands of external accountability, most institutions have separate paths to reach these goals. 
Many argue that the focus of assessment activities should be on improvement, with 
accountability being a consequence or side effect of such efforts (Srikanthan & Dalrymple, 
2004).  
Assessment may occur at many levels within institutions and may be undertaken by a 
variety of institutional stakeholders. For instance, assessment may be conducted by faculty in 
classrooms, by institutional research staff, by centers for teaching and learning, or by assessment 
committees. It may be embedded within institutional governance structures, dispersed across 
campus or seen as the responsibility of one office. It may be done to assess individual students, 
class, program, major, degree, general education curriculum, institution, or the entire U.S. higher 
education system. Further, assessment may be used to examine inputs, outputs and/or processes 
of education. For instance, classroom assessment is said to occur when faculty members assess 
student learning in a class and then use the resulting information in a formative manner to 
improve their course by altering content or assessments in order to better meet course outcomes. 
Program-level assessment on the other hand involves entire programs or departments and 
engages multiple faculty members in assessing a program or major (meaning groups of courses, 
the curriculum, or graduating students) to determine the effectiveness of the curriculum and 
identify where there may be knowledge gaps requiring additional focus in the program of study. 
Program assessment may be done for improvement and/or accountability purposes, such as 
program review, and generally involves assessing graduates via a survey, capstone course, or 
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portfolio review. General education level assessment involves assessing multiple courses across 
a variety of departments to determine if the curriculum as a whole, or specific courses within a 
general education area, are meeting specified learning outcomes. General education assessment 
may be undertaken in individual classes or via assessments focused on a series of courses, and is 
conducted for purposes of improvement and potentially accountability. Institution-level 
assessment is generally summative in nature and measures groups of students at the end of their 
collegiate career. It examines student learning across an entire student body and provides 
evidence as to whether students are meeting specified learning outcomes for accountability 
purposes.  
Due to the variety of levels at which assessment may occur, Terenzini (2010) created an 
assessment taxonomy focused on the level of assessment, object of assessment (such as 
behaviors, knowledge, skills, values), and the purpose of assessment as a means of grouping and 
sorting assessment activities. Such variety may be a consequence of broad definitions of 
assessment which claim that it is “any effort to gather, analyze, and interpret evidence which 
describes institutional, departmental, divisional, or agency effectiveness” (Upcraft & Schuh, 
1996, p. 18). A wide variety of evidence and measures may be employed to meet such ends. 
Overall, however, what is key to moving forward is that assessment of student outcomes is goal-
driven, empirically-based, process-improvement oriented (Volkwein, 2010a) and focused on 
individual students and their attainment of learning (Ewell, 1983). 
At Capella University assessment is defined as “the process of collecting and using data 
as feedback to improve teaching and learning” (Capella University, 2010, “Definitions,” para. 1). 
Assessment activities are focused on the program-level, specifically the capstone course, because 
that is the area of most interest to the adult students Capella serves (J .Grann, personal 
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communication, December 17, 2010). Further, assessment is seen as a way to assure “genuine 
learner success,” meaning that students are not just progressing and graduating but that they are 
learning what they need to succeed (D. Bushway, personal communication, January 18, 2011). 
The end goal of assessment within Capella is for results gathered at the program-level to inform, 
through predictive modeling, individual learner progress in order to enhance success, thus 
transforming assessment into a mechanism where individual learners can take charge of their 
own learning to navigate to success, ultimately resulting in program and institutional success on 
specific outcomes.  
St. Olaf College defines assessment as “the ongoing collection and analysis of systematic 
evidence concerning the relationship between educational practices and student learning, for 
purposes of program improvement” (“Assessment as inquiry,” n.d., para. 2). The purpose of 
assessment at St. Olaf is to determine how—and how well—the institution is meeting its 
educational promises to its students. Assessment is framed as one of several forms of inquiry into 
student learning, with implications for classroom practices, curriculum, and faculty development. 
As stated on the website, “At its best, assessment can help us sustain what we are doing well and 
strengthen what we need to do better” (“Assessment as inquiry,” n.d., para. 1).  
The Process of Assessing Student Learning  
To reiterate, the five-step process is composed of determining student learning outcome 
statements, selecting measures, gathering evidence, analyzing the data, and using the results to 
improve. In what follows, these steps are further explained and examples from the case sites are 
included to inform the examination of each step in the assessment process.  
Writing learning outcomes statements.  
In the assessment literature there is considerable discussion of what is involved in 
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developing clear, objective, and measurable statements of intended student learning outcomes 
(Maki, 2010; Suskie, 2004, 2009; Walvoord, 2004).  When crafting institutional learning 
outcome statements, there are a variety of aspects to consider including whether the learning 
outcomes will be written to reflect short- or long-term outcomes, and if the outcomes will be of a 
cognitive or affective nature (Astin, 2002). The writing process involves groups or individual 
faculty crafting statements addressing institution-wide student learning outcomes or knowledge, 
skills and abilities that all students are said to achieve upon graduation, as well as program- and 
course-level learning outcome statements. The statements express a desired end state that 
students will achieve or be able to demonstrate upon completing the course or degree program.  
Writing student learning outcome statements generally involves the selection of an active 
verb specifying an observable action undertaken by a learner. Further, it may or may not 
stipulate progressive levels of learning. For example, a learning outcome statement for a course 
might be, “students will be able to summarize the three P’s of marketing.” A program level 
outcome might ratchet up the level of learning so that upon completion of the program “a student 
will be able to evaluate marketing materials utilizing the three P’s of marketing.”  
 Most institutions of higher education in the United States incorporate nested learning 
outcome statements such that course-level learning outcomes inform and are informed by 
program-level learning outcomes which inform and are informed by general education and/or 
institution-wide learning outcomes. The idea behind crafting nested statements is that they would 
ultimately align with one another such that they form interconnected layers or cascade down 
from the institution-wide learning outcomes and up from the course-level learning outcomes. Not 
all institutions write learning outcomes for every level at which they can be written, but there are 
processes, as part of program review or strategic planning, which require programs to ensure that 
 their outcome statements are in alignment with or reinforce institution
statements and vice versus. This relationship is expressed graphically i
 
 
Figure 2. Relationship and alignment of learning outcome statements.
St. Olaf College lists intended learning outcome statements for general education 
requirements, which are completed by all students, and statements for every program and 
organizational unit, such as the Center for Experiential Learning. All learning outcome 
statements are available online and listed in program and course catalogs. An example of an 
intended learning outcome for all St. Olaf College students is listed below.
Students will demonstrate the ability to use concepts and tools of inquiry from at least 
one discipline to analyze issues related to the diversity of cultural experience in the 
United States. (St. Olaf College, 2011, p. 1
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University has stated learning outcomes and career outcomes for enrolled students. All learning 
outcome statements are available online. An example of an expected learning outcome statement 
from Capella University for all specializations culminating in a Bachelor’s of Nursing is listed 
below. 
Students will conduct comprehensive and focused assessments of health and illness 
parameters in individuals, groups, and vulnerable populations. (Capella University, n.d., 
para. 2) 
Both statements clearly outline that students will be able to demonstrate an acquired knowledge 
or skill within a specific setting as part of their course of study.  
Selecting measures. 
The next step in the process model involves selecting measures to assess whether 
students are meeting and able to demonstrate mastery of the knowledge and skills included in the 
written student learning outcome statements. Leaving aside the argument as to whether it is even 
possible to measure the outcomes of higher education, a variety of approaches are employed at 
differing levels within institutions of higher education to assess student learning in relation to 
pre-determined learning outcomes. Assessment measures may be direct or indirect, authentic or 
embedded and be formative or summative in nature. Direct evidence of student learning involves 
examining samples of actual student work such as portfolios, writing samples, performances, 
tests or projects while indirect assessments gather evidence of student learning through surveys 
or interviews based upon self-report. Assessment measures may be authentic, meaning that they 
ask students to perform tasks which apply readings and coursework to situations that are similar 
to the kinds of problems faced by adult citizens and professionals in the field (Suskie, 2009). 
Embedded assessment generally infuses assessment into course assignments such that the regular 
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work which students regularly produce in class is utilized to assess their learning (Walvoord, 
2004). Formative assessments provide feedback to students during their program of study and are 
for internal improvement purposes while summative assessment is for external evaluation and 
accountability (Lovitts, 2007). Formative assessment is intended to capture students’ progress 
toward intended outcomes while summative assessment captures their achievement of those 
outcomes at the completion of a degree program (Maki, 2010).  
With such a variety of possible approaches to assess student learning, the selection of 
appropriate measures is crucial to inform future practice and determine if students are adequately 
meeting stated learning goals. There is no single, “right” way of conducting assessment. What 
works at one institution may be totally inappropriate for another (Bers, 2008). Institutional 
representatives consider data collection needs when selecting measures of assessment such as 
whether the data collected will be behavioral or psychological in nature and what the overall 
purpose is for gathering the information (Astin, 2002), or whether collected data will be applied 
to improvement efforts or accountability mandates. Assessment measures are deemed 
appropriate depending upon the question asked and the level at which assessment occurs 
including institution, program, and individual student levels (Volkwein, 2010b). While 
assessment occurs at multiple levels within an institution, assessment conducted at a specific 
level may not be transferable to another. Assessment data collected through course-embedded 
assessments may not appropriately address the needs of the institution-level and vice versus. 
Appropriate methods for obtaining evidence of student learning will vary based on the nature of 
the specific learning outcome and the populations to be assessed. In general, multiple approaches 
to assessment are preferred to any single approach (Ewell, 2008).  
At St. Olaf, institution-wide measures are selected via a faculty-led process and in some 
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instances, the institution developed its own measures to assess student learning. The faculty-
based assessment subcommittee has been involved in discussions of how to assess student 
learning including the decision to pilot the Collegiate Learning Assessment (CLA), a 
standardized test of student learning. Further, faculty, staff, and students were involved in the 
development of the Essential Learning Outcomes Assessment (ELOA) which is administered to 
first-year students and graduating seniors to examine students’ learning experiences, current 
understandings, and  future aspirations in relation to the essential learning outcomes of a college 
education (“Essential,” n.d., para. 1).  
Capella University embeds assessment measures into each course where assignments are 
aligned with course and program learning outcomes such that each assignment is an assessment 
of student proficiency in demonstrating intended outcomes. A team of faculty, curriculum 
specialists, design experts, and measurement experts work together to develop assignments and 
select measures of student learning for each course (K. Pearce, personal communication, 
December 17, 2010). In addition to program- and course-level assessment, Capella administers 
alumni surveys and the National Survey of Student Engagement (NSSE) institution-wide, in part 
for reporting on the Transparency by Design website (http://www.collegechoicesforadults.org/) 
to assist adults in the college choice process.  
Gathering evidence.  
While this step is said to involve gathering evidence within the five-step assessment 
process model, it is in actuality a process of collecting or gathering data on student learning. 
Thus, here I will refer to the gathering of assessment data while later sections will address the 
process by which collected data becomes evidence for use in an argument for a particular 
conclusion or claim. Once measures are selected and plans to assess student learning are 
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established, data on student learning is gathered. In institutional assessment plans, schedules of 
when surveys and tests will be given are developed for a specified period of years. In addition, 
timelines are created of when specific learning outcomes will be assessed, generally involving 
selection of one or more learning outcomes to assess each year. When collecting data on student 
learning, standards of accuracy are less important than standards of relevance meaning that if the 
data gathered are accurate and collected in a reliable fashion, but not relevant to the issues at 
hand, they are of little use to determining student learning proficiency (Ewell, 1984). 
Those within the institution involved with gathering data need to be aware of the overall 
assessment plan, the role of faculty and students and others involved in the data collection 
process, and the anticipated uses of the data collected. This will help increase understanding of 
why data are being gathered and help to ensure that they are gathered in meaningful ways. It may 
also help to address issues of student motivation and time spent on assessment which has the 
potential to negatively impact the results of assessment (Hosch, 2010). 
St. Olaf College follows a seven-year comprehensive assessment plan detailing planned 
and completed assessment activities at the institutional, general education and 
department/program levels (St. Olaf College, n.d.). In addition, they have a five-year plan 
outlining when institutional surveys and standardized tests will be administered including 
alumni, NSSE, and the CLA (“Institutional surveys,” n.d.). Such timelines allow for coordinated 
planning in order to avoid overwhelming students with assessments and to avoid departments 
gathering data on student learning that is already collected at the institutional level. 
Gathering assessment data at Capella University is an ongoing activity. Because it is an 
online institution, Capella constantly collects data regarding student engagement with course 
materials and their time online. Further, assessment collection processes are embedded into each 
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course through embedded course assignments aligned to program learning outcomes, such that 
students continuously receive updates on their progress. Data on student learning are gathered 
throughout the entirety of a program of study (J. Grann, personal communication, December 17, 
2010). 
Analyzing the data.  
A variety of approaches are employed to analyze assessment results including faculty 
reviewing course-embedded assessment or institutional research staff reviewing survey results. 
Results of assessment may be disaggregated by a variety of demographic factors such as major, 
full- or part-time student status, first-generation, or race/ethnicity. Disaggregation within an 
institution is important to data analysis as the largest source of variation is within and not 
between institutions (Borden & Young, 2008). At the institution level, peer comparisons are 
common when examining survey or standardized test results. Institutions select a group of peers 
similar in mission and student population with which they compare their results of student 
learning. In addition to selecting institutions as peers against which to compare performance, 
institutions utilize benchmarking which involves comparing data on student learning against best 
practices, or one to two institutions selected as aspirational peers, for purposes of improving 
teaching and learning (Borden & Young, 2008). As part of assessment processes, institutions 
may also employ internal benchmarks, which are metrics of performance beginning with a 
baseline data point with the goal that institutional performance would incrementally improve 
over time in comparison to previous year metrics (Seybert, Weed, & Bers, 2012).  
There appear to be two general approaches to data analysis within institutions of higher 
education when it comes to student learning. One is to begin the assessment process and 
selection of measures with a clear question, purpose, problem, or aspect of student learning that 
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will be addressed by the assessment, while the other is to sort through the data gathered and see 
if anything poignant or of potential interest emerges. Institutions conducting assessment without 
a clear purpose or end goal may examine assessment results hoping that findings emerge which 
will be of interest to spark institutional change. Yet, it is generally better for analysis purposes to 
have an idea or question which focuses selection of measures and analysis as opposed to 
spending time sorting through data and hoping to unearth or find something within it of interest 
or worth further discussion within the institution. 
In addition to thinking about potential data analyses and end goals of assessment during 
the planning stages of the process, there should be some determination of who will interpret the 
results (Maki, 2010). For instance, St. Olaf College has an Office of Institutional Research and 
Effectiveness which provides a variety of reports to different audiences within and external to the 
campus. The office sorts and organizes assessment data in multiple ways, and tailors reports to 
specific audiences. On the office website, potential users may find data on student learning that 
have been analyzed and presented by source of data, such as reports on NSSE or CLA results. In 
addition, potential users have access to reports that combine a variety of data sources focused on 
a specific topic or issue such as effective writing, oral communication or critical thinking. The 
bulk of the analysis of institution-level assessment is conducted by the office while data analysis 
of course- or program-level assessment is done by faculty, potentially with assistance from the 
office.  
At Capella University, analysis is also conducted by faculty as well as institution-level 
staff. Capella headquarters involves a variety of staff in the analysis of the mountains of data 
collected on a daily basis from online interactions and learning assessments. Processing the 
variety of data involves teams of experts who utilize data analytic techniques to look for 
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predictive models. Action analytics are “processes of data assessment and analysis that enable us 
to measure, improve, and compare the performance of individuals, programs, departments, 
institutions or enterprises, groups of organizations, and/or entire industries” (Norris, Baer, & 
Offerman, 2009, p. 1). Action analytics involves continual analysis of data to identify in advance 
“when we have learners who are struggling so that we can do appropriate sorts of support or 
interventions” (M. Offerman, personal communication, November 30, 2011).   
Use of data.  
Despite the fact that assessment efforts have been going on for the past 25 years, the most 
difficult and least often completed aspect of the assessment process model is using data as 
evidence in claims about student learning and using data as evidence to improve student 
learning.  The majority of institutions in U.S. higher education have written learning outcome 
statements and developed plans to collect assessment data, but few have analyzed the data and 
“closed the loop” by using the data in ways that lead to actual improvements in student learning 
(Bers, 2008). In a study of 146 institutional profiles of effective assessment, only six percent 
could provide examples of when data of student learning was used for improvement (Banta & 
Blaich, 2011). Routine data that are collected and gathered within institutions of higher 
education are used to formulate plans for budget cuts or make decisions related to enrollment, 
but little data on student learning are used in a similar manner (Banta, et al., 2007; Morest & 
Jenkins, 2007).  
Through examples from the two institutions, the next few chapters explore the notion of 
use in greater detail including the use of assessment data as evidence in claims about what 
students are learning and the use of data as evidence for improving student learning. Here, a brief 
overview of the approach to the use of assessment results as presented in the assessment process 
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model is presented. Use in assessment is presented as leading directly to improvement in 
outcomes of student learning and it is believed that assessment is meaningful only when results 
are used to improve institutions (Ewell, 1985a; Suskie, 2009).  
Use within higher education is said to occur when assessment information is directly 
applied to a decision that leads to action or change. Data are considered “used” in the assessment 
process model when they are seriously taken into consideration regarding a potential decision 
(Walton, 2005). Most literature on assessment of student learning assumes that use will logically 
follow from data derived from selected assessment measures. The assumption is that the data 
will be enough to inspire faculty and others within the institution to act (Blaich & Wise, 2011). 
When use does not occur, the general belief is that the lack of use was due to limited access to 
data, poor measures of student learning, or limited distribution of findings; which can be 
remedied with better indicators, better data, and wider distribution of findings (Burke & 
Minassians, 2002b). There is an inherent assumption in the assessment process model that the 
mere publication or sharing of results will improve processes or practice. However, knowing 
results does not guarantee their use because knowing and doing are two distinct actions. Further, 
too often, publishing results of assessment has become an end in itself (Burke & Minassians, 
2002c). 
Assessment is done routinely within most institutions but rarely to address a specific 
problem or question of student learning. Instead, it is assumed or hoped that problems will 
emerge from the assessment data that can then lead to changes in the curriculum or assignments, 
which will in turn lead to increased effectiveness and enhanced student learning. In order to 
increase the potential for assessment results to be directly used in decision making, assessment 
experts recommend planning backward by focusing on the question to be answered with 
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assessment data and building an assessment process from the desired end (Maki, 2010). Building 
an assessment process backwards means determining the outcomes and then building a 
curriculum that supports and leads towards the outcomes through a series of courses and 
assignments (Wiggins & McTighe, 2005). In addition to focusing assessment on a specific 
question in order to enhance use, data on student learning may be examined to determine if 
results fall within an acceptable range. Thus assessment results may be used to monitor 
institutional performance and modify practice when deemed necessary to keep student 
performance within specified acceptable ranges.  
Institutional researchers, who are generally charged with gathering and analyzing 
assessment measures, attempt to present assessment results in a manner which will enhance their 
use (Ewell, 1985b) and may monitor performance ranges through tools such as institutional 
dashboards. Use is thought to increase when reports are disseminated widely and written in a 
clear, concise and accessible fashion. Recommendations on effective reporting to increase the 
chances of use include consideration of audience, graphical presentation of data, presenting key 
findings in a format consumable for and useful to specific audiences, focusing report on current 
challenges on campus, and drafting simple and short reports (Volkwein, 2010c). Assessment 
reports should tell a coherent story, highlight positive and negative findings, include context, 
explain results which may require further action, and emphasize important findings and 
implications for practice (Provezis & Jankowski, 2012). Yet, disseminating data and providing 
access to results in a user friendly format is not enough to ensure use (Leimer, 2009; Provezis & 
Jankowski, 2012). Some researchers argue that the only means to guarantee the use of 
assessment results is to involve end users in the design and implementation of assessment studies 
(Ewell, 1985a) and provide space and time for reflection upon results in order to develop shared 
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understandings of their meaning to the institution (Baker, Jankowski, Provezis, & Kinzie, 2012).   
But even when a variety of processes are in place, use is not guaranteed. Data do not 
speak for themselves. Campuses can ignore data or use them in ways other than the direct 
infusion into decision making (Swing, 2009).5 The constant measuring of a variety of aspects of 
institutional performance for use in decisions regarding enhancing institutional effectiveness and 
performance has led to heightened worries, specifically among faculty, for potential misuse of 
assessment results (Barton, Bustillos, & Slatoff, 2010). The increase in computing ability and 
technology of data management has created vast amounts of data or institutional warehouses of 
data points which may be converted into information for potential inclusion in campus decision 
making. The increased amount of information creates a situation where there is a strong need to 
find a means of organizing information that is pertinent to interests and responsibilities of 
administrators and faculty.  
Criticisms of Assessment 
Several criticisms of the assessment process model have emerged over the years. First, 
the assessment process takes a somewhat mechanistic approach to learning and assessing that 
learning. Second, the assessment process, while envisioned in the form of a continuous circle or 
cycle, is generally presented as linear where one step leads directly to the next – an approach not 
generally reflective of practice or student learning processes. Third, the process model assumes 
goals are easily identifiable and can be collectively agreed upon, are measurable, that selection of 
meaningful measures is a similarly easy process, and that assessment data derived from the 
selected measures will clearly identify areas of improvement as well as potential solutions. 
Finally, the current models of use within assessment are too narrow in their presentation of data 
                                                 
5For an interesting discussion on the potential misuse of data see Cousins (2004). 
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construction and use, expecting use of data of student learning to be instrumental and immediate 
by directly impacting or influencing decisions. The assessment process model assumes that any 
change informed by data of student learning will necessarily lead to improved educational 
outcomes. Even in instances where assessment data may influence a decision or lead to a change 
in institutional practice, little is known as to whether the change leads to improvements in 
student learning or if improvements that may emerge were in fact due to the change that was 
made. 
In addition to these criticisms of the assessment model, several gaps exist in the literature 
on assessment. Most assessment literature focuses on presenting “how-to” information or guides 
for conducting assessment within an institution including how to design an assessment program, 
who to involve, how to write measureable learning outcomes and the like. The majority of 
assessment literature speaks to undertaking assessment practice but little has been done to study 
the effects of assessment on students, institutions, or student learning (Provezis, 2010b). Further, 
most assessment practices have been driven externally, mainly by regional accreditation for 
better or for worse (Kuh & Ikenberry, 2009; Ruben, 2007). The external demands for 
accountability focus upon institution-level assessment leading to considerable debate regarding 
disconnects between assessment conducted at the classroom- or program-level, where the 
majority of improvements occur and changes are made, and assessment done at the institution- 
level. Classroom assessment has traditionally not satisfied institutional or external demands for 
determining whether, regardless of instructor, students meet learning objectives for a program or 
institution (Bers, 2008).   
An additional area lacking explication in assessment literature is that institution-level 
assessment is generally summative in nature, yet employed in a formative manner. For instance, 
 39 
the results of a standardized test given to seniors on their ability to think critically and write 
effectively is intended to demonstrate that at the end of their academic sojourn, students have 
gained valuable knowledge and skills in specific areas. The tests are summative, yet the results 
are used to inform educational practices for an entirely different cohort of students taking 
different patterns of courses. Incoming students enter a potentially altered curriculum due to 
program-level assessment and subsequent changes made within the program sequence and 
course design, done in an attempt to improve the previous group of graduating students’ results 
on the standardized test–a test that is then administered to this new group of students between 
four and six years later. Further, this process of change to enhance the results of a senior year test 
may continue on a yearly or biannual basis throughout the time students matriculate at an 
institution further confounding change processes. Additional discussions of change and 
improvement processes and their connection to assessment are included in the next chapter. 
Finally, the role of students in the assessment process is that of “done to” as opposed to 
“involved with.” Outcomes are inherently value laden and based on views of society, students 
and institutions, yet rarely have student goals been compared with student outcomes (Ewell, 
1984). Students’ goals are expected to be uniform but students have their own intended 
educational outcomes and there is no reason why they should equally value the institution’s 
outcomes. Ewell (1984) states “we must not assume that the act of enrollment itself 
automatically entails a decision on the part of a given student to accept the values of a particular 
institution as his or her own” (p. 51). It is important to remember that students are active 
participants in shaping the learning process and will interact with any created formal curriculum. 
Further, a focus on goals or outcomes within assessment moves the dialogue about quality in 
higher education toward fidelity to program design through aligned learning and structured, goal-
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oriented environments where the fit between goals and results is of primary focus (Nedwek, 
1996). Such structured learning environments may be constraining to learners and unnecessarily 
focused upon skill attainment to the detriment of other aspects of a liberal education. 
Conclusion 
The five-step assessment process model presents the use of assessment data as one step at 
the end of an assessment cycle, but does not explain or examine how data are used as evidence in 
support of claims regarding institutional effectiveness or the value an institution adds. Nor does 
the model specify how data are used as evidence in support of claims regarding improving 
student learning. Finally, there is little guidance in the process model on the question of whether 
it is possible or even desirable for summative assessment data to be used as evidence in claims 
determining future leverage points for change.  An opportunity exists to unpack what is meant or 
contained within “closing the loop.” 
While assessment is graphically presented as a continuously unfolding, cyclical process, 
in reality complex decisions and arguments regarding student learning occur. In the model and 
assessment literature more broadly, complex educational decisions and arguments are subdivided 
into problems that are to be solved by following a sequence of steps outlined within the model – 
an approach very similar in nature to a problem-solving model of use as described by Weiss 
(1979). The five-step model is also in alignment with Argyris’s (1976) concept of single-loop 
learning. Single-loop learning is learning which occurs within the confines of the fundamental 
design, goals, and activities of member organizations, while double-loop learning involves 
asking questions about fundamental aspects of the organization. Single-loop learning, in the 
context of assessment, involves locating a satisfactory solution within the values and variables of 
the organization. It is a process where individuals are “expected to be articulate about their 
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purposes, goals, and so forth, and simultaneously control others and the environment in order to 
ensure achievement of their goals” (Argyris, 1976, p. 369).  It is through the alignment between 
goals and expected outcomes, while holding student and institutional variables constant, that 
arguments for institutional change take place – an aspect of the use process explored in the next 
chapter.  
Forthcoming chapters will explore in greater detail the use of evidence of student 
learning by examining relevant literature including continuous improvement, research conducted 
on barriers and the elimination of barriers to use and alternative conceptualizations of use.  The 
argument will be made that to understand what it means to use data on student learning as 
evidence of institutional effectiveness or evidence of what to improve, one must examine the 
interface between organizational attributes, individual cognition, meaning making processes, and 
decision making structures within and throughout each of the parts of the assessment process 
model presented in this chapter. 
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Chapter 3 
Framing the Phenomenon of Data Use in Higher Education 
Since at least the 1930s complaints have been levied that institutions of higher education 
and administrators within them fail to use data when making decisions (Barnard, 1938). Decision 
making in higher education is said to be generally poor due to “folklore” or a sense of “feeling” 
by an administrator used in place of data to address problems and decisions (Owens, 1968). 
Institutions are faulted for making decisions on the basis of tradition and intuition as opposed to 
working with a variety of regularly collected data (Saupe & Montgomery, 1970), and assessment 
scholars argue that  more attention is needed to using and reporting assessment results (Kuh & 
Ikenberry, 2009). A prominent leader of higher education stated, a number of lessons learned 
came from “a failure on my part to look closely enough at real evidence. I sometimes relied too 
much on what I simply assumed to be reality and succumbed to the temptation to believe what I 
wanted to believe” (Bowen, 2011, p. 2). The focus on a potential disjunction between belief and 
reality attributable to a lack of “good data” or the inclination to rely on anecdotal evidence 
presents the solution to the decision making dilemma as one of locating the “right” type of data 
for use in decisions or increasing the amount of data available to decision makers (Bowen, 
2011).  
In a national survey of chief academic officers, Kuh and Ikenberry (2009) found that 
most institutions reported using assessment results for purposes of regional accreditation through 
their institutional or programmatic self-study, with a lesser number reporting using results for 
improvement, revision of learning goals, or day-to-day decisions. When program-level 
assessment was examined through a national survey of department chairs it was reported that 
program review and the improvement of instruction were the top uses of assessment data while 
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accreditation and planning were a close second (Ewell, Paulson, & Kinzie, 2011). Jankowski and 
Provezis (2011) found that 57% of institutional websites examined shared results of student 
learning but only 34% provided documentation of any use of the evidence, with the majority of 
use occurring for accountability purposes as opposed to improvement.  Walden (2008) conducted 
a survey and two rounds of interviews with community colleges in California and Hawaii around 
the degree to which decision makers used research to inform decisions and found that 
administrators were more likely than not to state that they used institutional data in decisions, but 
were not able to elaborate in more detail.6 A great deal of organizational information is stored in 
various forms in the data routinely collected from the daily operations of a college or university. 
In a case study of institutional research offices, regularly gathered data were utilized as a 
monitoring device or early warning system and as a means to identify areas to focus future 
efforts (McClintock & Snider, 2008). Yet, in a series of interviews with presidents, deans, and 
business officers around major decision processes, it was found that while considerable amounts 
of data were available little were used with regularity (Adams, Kellogg, & Schroeder, 1976).  
Overall, the general argument for enhanced use of data has been that educational 
decisions are too often informed by intuition and experience as opposed to data or evidence, and 
that even when data on student learning are used, it is not occurring with enough frequency or 
                                                 
6Assessment results may be used by those internal to the institution as well as those external. Government officials 
have argued that more transparent reporting of assessment information should occur such that potential students and 
their families may make informed decisions on where to attend college. Yet, what is known about the college choice 
decision process states that even if the desired consumer information were provided, it would not necessarily be 
utilized by students and their families. Most decisions about where to attend college are based on distance from 
home, program offerings, and intangibles such as fit – not on data such as graduation rates or evidence of student 
learning (Ewell, 2009; Jankowski, et al., 2012; Kinzie, et al., 2004; McCormick, 2010; McDonough, 1997). Beyond 
information provided to allegedly enhance the college choice process, colleges and universities are increasingly 
asked by policy makers and the public to make available the findings from assessment as a means to competitively 
improve practice, provide evidence of the value-added from attending college, and foster institutional data-driven 
decision making (Jankowski & Provezis, 2012).  
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being documented. The remedy involves infusing the decision process with data or evidence 
which would lead to more informed and potentially better decisions. The converse of that 
assumption is that decisions based on intuition and experience may only be effective or “good” 
by happenstance. Yet, regardless of the context within which use of data is said to be beneficial, 
defining “use” is a complicated analytic task.  
The previous chapter set the stage for understanding assessment of student learning in 
higher education including outlining the accountability climate within which assessment 
currently operates that promotes ideas of quality assurance and transparency. The process model 
of assessment as a series of steps culminating in the use of data to improve student learning was 
presented including a discussion of the various levels at which assessment may occur, the 
alignment of learning outcomes within and across an institution, and backwards design 
construction in order to improve student learning. Yet, it is unclear within that discussion how 
data are used for accountability or improvement, or more generally, within the field of 
assessment of student learning, what is meant by “use.” More and better use is desired, but it is 
unclear what that means. Use of assessment data to drive improvements in learning may mean 
that at the end of a course of study, students perform better on specific outcome measures or 
specific learning outcomes, thus providing evidence in an argument that the institution is 
effective. Or it may mean, among other things, that individual students within their program of 
study are provided opportunities to better understand specific concepts or learning outcomes 
during the course of their study.  
Generally, what is meant by the “use of assessment data to improve student learning” is a 
specific process of decision making. Results of assessment are said to improve student learning 
when used, meaning they are directly influential in altering educational policy or practice leading 
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to improved results on specific indicators of what students know and are able to do. Assessment 
data serves as a means by which institutions can argue they are meeting institutional goals, 
providing added value, and working to improve areas where goals are not met or gaps emerge.  
Overall, institutions approach the potential use of assessment data in two divergent ways – first, 
where a problem or question which assessment can address or inform is identified at the outset 
and measures of assessment are selected to answer or address the question; and second, where 
regularly collected data are scanned to identify areas in need of improvement or data which 
supports arguments of institutional effectiveness. Further, data of student learning may be 
utilized to meet the demands of accountability through supporting arguments showing positive 
student performance on indicators of interest to specific audiences.  This chapter will explore 
five assumptions regarding using assessment data for accountability or improvement purposes 
including: (a) the problem-solving model of use in decision making, (b) decision making as a 
choice event, (c) decision making as the act of an individual decision maker, (d) use as a step-by-
step process, and (e) use as necessarily leading to improvement. 
Assessment of student learning is not the only field in which questions around use and 
the means by which to increase or enhance the occurrence of use is explored. The context or 
impetus for use stems in part from a common sense idea imported from the business world which 
argues that people will make better, more efficient decisions by examining data on competing 
decision options prior to selecting the one with the best likelihood of maximizing a valued 
outcome (Coburn, Toure, & Yamashita, 2009). In both the UK and the US there is growing 
demand to use data to inform, develop, and refine policy and practice in order to ensure that 
decision makers are appropriately considering evidence within decision making processes 
(Cartwright, Goldfinch, & Howick, 2009). This preoccupation with utilization “bespeaks our 
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continuing faith in the power and authority of empirical evidence” (Greene, 2009, p 154) 
whereby a focus on resolving issues and problems through science means successfully avoiding 
addressing more political or cultural aspects (Rosen, 2009). Data use is viewed by many as a 
means through which policy, and decisions in general, may become more rational and less 
political by removing politics and intuition from the decision process and inserting science and 
reason in their stead (Coburn, Toure, & Yamashita, 2009). Thus, in examining the five 
assumptions, a variety of literature bases will be explored. If desired, a comprehensive overview 
on the variety of frameworks for understanding use and ways in which use occurs may be found 
in the work of Bogenschneider and Corbett (2010) and Nutley, Walter, and Davies (2007). 
Problem-Solving Model 
 Within higher education there is a general focus on more and better use of data to inform 
policy and practice. Even in instances where there is documented use of data, it is thought to not 
be enough or of the right kind (Adams, Kellogg, & Schroeder, 1976; Leviton, 2003). While there 
are a variety of ways to understand what is meant by “using assessment data” or “closing the 
loop,” the five-step model of assessment relies on conceptualizations of the process of use 
similar in many ways to the problem-solving model outlined by Weiss (1979). Weiss examined 
seven different meanings or conceptualizations of the use of social science research in policy 
making. While Weiss found instances of all seven types of use, the default conceptualization and 
one most relevant to assessment is the problem-solving model which involves direct application 
of results to a pending decision. In the context of higher education, assessment results would be 
applied to decisions on improving student learning or enhancing institutional effectiveness. The 
problem-solving model is built on the expectation that data provide evidence and conclusions to 
help solve a specific problem. The model is linear, step-based, assumes consensus on goals, and 
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assumes that data will clarify the situation or reduce uncertainty in decision making. Weiss and 
Bucuvalas (1980) summarized the essence of this model: “a decision is pending, research 
provides information that is lacking, and with the information in hand the decision maker makes 
a decision” (p. 253). 
 In the problem-solving model, at issue is ensuring that the “right” information reaches the 
individual making decisions, making a focus on communication and access to data important. 
The expectation is that data generated within the sequence of the problem-solving model will be 
directly applicable and used for decision making. Within the context of assessment, the analogy 
is such that simply following the steps of the assessment model will ensure that use occurs – that 
the data gathered in the process will fill the knowledge gaps of decision makers and subsequently 
will be used to improve student learning. Majone (1992) characterized this approach as 
decisionsim:  (a) a problem requiring actions is identified and goals, values and objectives are 
clearly set forth; (b) all significant ways of addressing the problem and achieving the goals or 
objectives are enumerated; (c) consequences of each alternative are predicted; (d) consequences 
are then compared to the goals and objectives; and (e) a strategy is selected in which 
consequences most closely match the goals and objectives.  
The assumption that assessment data are directly used in decisions regarding improving 
student learning or institutional effectiveness marks the use of data as instrumental in a decision 
event, meaning the data are directly linked to a specific decision (Weiss, 1980). Feldman and 
March (1988) examined the relationship between the findings of institutional studies and 
organizational decisions made. They found that information was gathered, more information was 
sought and considered, but the link between decisions and the information was weak. 
Considerable information is gathered routinely within organizations but little systematic use has 
 48 
been documented between the time data are received and decisions are made (Rourke & Brooks, 
1964). In a survey on the factors which influence the use of institutional data in administrative 
decision making, Walton (2005) found that data were not the primary factors in decision making 
due to a plethora of competing factors within organizations. A study by Fross Pothering (1998) 
examined undergraduate academic program development and evaluation decision making 
processes at University of North Carolina-Asheville and found that factors specific to the 
university influenced the structure, culture and planning processes of the organization and the 
work of the individuals within it more so than any collected data.  
 A central idea of the problem-solving model, namely, that scientific research will be 
brought to bear on a decision is found in the five-step assessment model. Blaich and Wise (2011) 
reported that scholars and practitioners in higher education assume that a lack of high-quality 
data was the primary obstacle hindering the use of data to improve student learning and that 
providing detailed reports on assessment data to decision makers would set off a sequence of 
events culminating in use. When working with institutions to close the loop, they found that 
neither was the case and that “it is incredibly difficult to translate assessment evidence into 
improvements in student learning” (Blaich & Wise, 2011, p. 11) or determine what to improve 
from the data. Even when reports were disseminated widely and high-quality data were collected 
through the assessment cycle, use did not occur. Blaich and Wise stated that “most of us behave 
as though the data in the reports will speak loudly enough to prompt action…and ultimately 
revisions in our courses and programs” (p. 12) – a belief which is reflected in the problem-
solving model of use. Yet, data gathered through the five-step assessment model are not enough 
to ensure that actions will be taken or decisions made. 
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 For the problem-solving model to work in practice requires an “extraordinary 
concatenation of circumstances for research to influence policy decisions directly” (Weiss, 1979, 
p. 428) which will only be met in a small number of instances, yet it remains the prevailing 
image of use. Information routinely gathered by institutions is infrequently used in decision 
making in part because organizations treat the elaborate information gathering processes as a 
signal of organizational competence, success, and rationality as opposed to a process of problem 
solving (Feldman & March, 1981).  
Decision Making as a Choice Event 
Conceptualizations of data use, whether within assessment, public policy, evaluation, or 
social science research, depend in large part on premises regarding the process of how decisions 
occur and who is involved. Decision making is often presented as a problem of choosing the best 
alternative and broadly speaking is thought to go awry when there is insufficient evidence on the 
best alternative (Perkins, 2009). Walton (2005) defines a decision as “a conclusion reached on a 
non-routine issue of importance to the institution” (p. 21). There is a theoretical presumption that 
“the main point of the decision making process is a decision” (March & Olsen, 1984, p. 742).  
Yet, when examining decisions it is sometimes difficult to locate where or when decisions occur, 
or even to pinpoint the decision event regardless of the processes which led to the decision. In 
some instances, such an event may not even exist, posing problems for researchers interested in 
studying use at a decision event. How use occurs and when it happens differs depending on the 
conceptualization of decision making employed. Use of evidence within literature which holds 
that decision making is a process that unfolds over time looks very different from use in 
literature that views decision making as a choice selection event.  
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Examining decision making as culminating in a choice event involves examining 
decision making as optimal, meaning the rational selection of the ideal solution from all possible 
alternative options. In our western rationalist culture, reliance on systematic fact and tested 
theory is seen as the proper and rational mode of behavior (Weiss, 1988) such that decision 
making is viewed as a process of weighing all options and solutions to a problem and then 
selecting the “best” one. This process assumes that there is an optimal solution to a problem. 
Research examining decision making as an event focuses on the ways in which decision makers 
select and weigh potential solutions and how they then select the best alternative (Orasanu & 
Connolly, 1993). Within the field of assessment, the choice event involves selecting what to 
change in order to improve student learning. It involves a belief in leverage points within a 
system and causal structures which can be managed and controlled. The problem-solving model 
and a decision choice event are appealing because when the best alternative is in hand, decision 
makers are in a better position to plan and to control processes and outcomes. When decision 
making is viewed as a process as opposed to a choice event, the opportunity to plan and to 
control or manage becomes more complicated.  Instead of being used instrumentally, data serve a 
more conceptual or enlightenment function influencing or informing how policymakers and 
practitioners think about issues, problems, or potential solutions; data percolates and “bubbles 
up” over time meaning the influence is not directly observable (Weiss, 1980).  
Julius, Baldridge and Pfeffer (2000) argue that instead of a decision choice event, 
decisions flow, that is, “decisions are not really made; instead, they come unstuck, are reversed, 
get unmade during the execution…In real life, decisions go round and round in circles.” (Julius, 
Baldridge, & Pfeffer, 2000, p. 57). When decision makers were studied in field settings such as 
jury deliberations, military planning, or aviation where making a decision meant committing 
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oneself to a course of action regardless of whether plausible alternatives were identified or 
compared, it was found that people used experience to categorize situations rather than generate 
and compare sets of decision alternatives. Instead of selecting one alternative in a moment of 
choice from several possible options or watching decisions happen over time based around 
precedent, studies of naturalistic decision making reveal that decision makers are more 
concerned with framing a situation and “playing out” possible outcomes (Zsambok, 1997). 
Perhaps the most salient finding from naturalistic decision making is that people are typically 
able to utilize their experience to adopt successful courses of action without applying rigorous 
economic strategies of choice selection (Klein & Woods, 1993). 
Viewing decision making as a process is also better aligned with how decision makers 
regard what they do. Weiss (1980) spoke with a variety of decision makers regarding their 
decision process and found that most viewed their work as a stream of ongoing activities as 
opposed to a series of decisions. Some decisions took shape through a series of actions and 
reactions of historical connections and organizational processes such that a decision “happened” 
as a side effect of other previously made decisions (Weiss, 1980). Thus, policy may develop and 
processes evolve without decisions ever being specifically made as decisions accrete gradually 
over time through minor adjustments that do not involve rational decision processes (Weiss, 
1988). Such gradual processes run counter to the idea that there is a decision event or single 
moment which occurs at the end of a careful, deliberative, and rational process (Patton, 1997, 
2008). 
When decision making is viewed as a process, one which may unfold over considerable 
amounts of time, it becomes increasingly complicated to pin down a precise time frame within 
which to bind the study of use. McClintock and Snider (2008) found that some information may 
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be currently meaningful in decision processes and would likely be used for planning purposes 
over the course of the upcoming year rather than influencing decision making during the current 
year, or may inform decision makers understanding of future situations and problems. Aspects of 
the decision making process which are marginalized by focusing on a decision choice event 
include problem definition and the broader situations within which the decision makers operate 
or tasks which the decision maker is attempting to accomplish.  
Individual Decision Maker 
Inherent in the discussions of a choice event and problem-solving model of data use is the 
assumption that a decision is made by an individual decision maker who is aware of all possible 
choice alternatives and has the time and ability to evaluate each in turn in order to select the 
optimum, holding context and all other variables constant (March, 1988).  Walton (2005) defines 
an individual decision maker as someone in a formal position, expected to make choices or take 
actions that influence the institution. Most decision making models are focused on individual 
decision makers and do not address organizational structures or group processes involved in 
decision making (Garvin & Roberto, 2001). As an activity, decision making takes place at 
various levels - individual, collective or group, and organizational – and it involves such diverse 
variables as the cognitive capabilities of the decision makers, the means of communicating ideas 
and values among individuals, and the norms of the organizations (Chaffee, 1983). The level at 
which decision making is said to occur is important to consider in part because groups tend to 
accept riskier alternatives than they would as individuals (Nutt, 1976; Thomas, 2009). 
Even if there is an individual decision maker, there are cognitive limitations of the 
decision maker that do not permit full and complete understanding of all potential alternatives 
(Singleton, 2006). Human judgment is imperfect and exhibits systematic biases (Kerr, MacCoun, 
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& Kramer, 1996) including overconfidence in evidence or explaining away conflicting evidence 
(Cohen, 1993), focusing on how outcomes will be successful when conducting mental 
simulations but not of how it might go wrong (Klein, 1993), and believing that information is 
context-free - meaning true regardless of circumstances (Langer, 1989). In addition, decision 
making is prone to representativeness bias, relying on a few singular events as evidence of a 
general condition, and to availability bias where the strength of how well known something may 
be is wrongly used to predict how often it may happen (Hoy & Tarter, 2008). At the onset of the 
decision process, people may work from an incorrect initial framing of the problem and thus 
select solutions in error or they may rely too rigidly on categories and distinctions created in the 
past (Langer, 1989). In group decision making, individuals express a general tendency to confuse 
the context controlling the behavior of another person with the context influencing their own 
behavior or assume that people see things the same they do, adding to potential 
miscommunication and misunderstanding (Nutt, 1976). These are but a few examples of the 
many biases which may occur when interacting with data, hindering the assumption that data 
inevitably point to a specific solution which is chosen by an individual decision maker. 
The problem-solving model tends to assume that problems can be recognized, defined, 
analyzed, and solved by one brain of enormous capacity which operates in a completely 
objective manner by directly employing data in decisions (Hunt, 1966). However, decisions are 
often made by lots of brains, acting in coordination, over time, in a situation which has ways of 
shifting attention from one problem to another. Within higher education, a culture of collegiality 
is highly valued wherein stakeholders have input into decision making processes, and processes 
are in place where multiple opinions are heard and debated in meaningful and respectful ways. 
Collegial culture values faculty discussion and includes assumptions about how decisions occur 
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through debate resulting in consensus. Part of a decentralized, collegial organization of higher 
education is a shared governance structure involving faculty, staff, students and a network of 
committees. Governance refers to the means and actions by which a collective entity decides 
matters of policy and strategy. Governance is an area where higher education differs significantly 
from other institutions when answering the question – who controls the university? The board 
legally does, but decision making and responsibility is delegated out to a variety of levels, such 
as faculty who are responsible for making decisions regarding curriculum and student learning 
due to their status as subject matter experts (Birnbaum, 1988, 1991).  
Shared governance may imply a variety of relationships with multiple decision makers. 
Tierney (2004) lists four including the legislative model which involves formal structures of 
decision making such as the faculty senate; the symbolic model which is less concerned with 
structure and more concerned with culture; the consultative model where administrators consult 
with faculty by asking their opinion; and the communicative model which looks for a certain 
level of agreement on issues among a group. A study by Smalling (2006) of shared governance 
of the SUNY system examined rules in use and actor behaviors in relation to two major policy 
decisions - general education and system-wide assessment. The case study found the decision 
making process to involve a variety of institutional actors where no single actor had exclusive 
control over the decision making process. Further, a study of shared governance by Kaplan 
(2004) found that structures such as the faculty senate which gives voice to faculty are not as 
important in the decision making process as a commitment on the part of the administration and 
board to hear the voice of the faculty. Examining the use process within the shared governance 
structure then becomes one of understanding meaning making, networks of communication, and 
institutional norms and structures as well as institutional culture. Thus, the majority of decisions 
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where assessment data might be examined will not be undertaken by an individual decision 
maker but will instead involve multiple members of the organization interacting together over 
time in a particular institutional culture.  
Incremental or Step-Based 
The assessment process model suggests a step-wise or linear process, that when followed, 
will culminate in or lead to use. The process is goal-based, meaning outcomes are set, 
opportunities for students to engage with and learn the outcomes are provided, data are gathered 
on the potential success of those endeavors, and the data inform the revision of those 
opportunities to enhance learning–an outline reflective of the problem-solving model of use. The 
belief that assessment data will inevitably point to areas of improvement or identify what to 
change to improve student learning if learning outcomes are aligned through an institution and 
the assessment process is followed, implies an incremental, step-based approach to use.  
Decision processes do not unfold linearly through organizations. Decision making 
processes may begin at an individual or department level and end up at the faculty senate, be sent 
to a committee, the president and then the board, but regardless of the formalized structure of 
approval of decisions a strictly linear map of decisions would be misleading (Tierney, 2008). It is 
worth quoting Barnard (1968) at length to shed light on the complexity of the decision process 
within organizational structures composed of a variety of individuals, 
It can I think, be approximately demonstrated that carrying out that order involves 
perhaps 10,000 decisions of 100 men located at 15 points, requiring successive analyses 
of several environments, including social, moral, legal, economic, and physical facts of 
the environment, and requiring 9000 redefinitions and refinements of purpose, and 1000 
changes of purpose. If inquiry be made of those responsible, probably not more than half-
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a-dozen decisions will be recalled or deemed worthy of mention…The others will be 
“taken for granted,” all of a part of the business of knowing one’s business. (p. 198)  
Cohen, March, and Olsen (1972) argue that organization decisions often do not follow a 
rational, linear process in which a problem is recognized and a solution is sought. Instead 
opportunities to select solutions arise separately from problems or solutions. Decision makers 
thus rummage through a garbage can into which problems and solutions have been discarded in 
order to make choices when needed. Further, organizations settle on good enough decisions 
because they have incomplete, limited alternatives (Morgan, 2006) – in other words, they 
satisfice (Simon, 1957).  
Weick’s (1976) research reveals that some portions of an organization may be more 
rationalized than others, such as units addressing enrollments or budgets, but that there are also 
many portions which are not directly linked, nor appear to be impacted by decisions made 
elsewhere in the university. There are parts of an organization which are not directly tied 
together but are instead only loosely coupled. Loosely coupled systems are meaningful for 
universities because they serve as mechanisms through which divergent goals are pursued 
without directly addressing potential inconsistency and/or discord across the organization. Most 
universities are also decentralized, furthering the perpetuation of the loosely coupled nature. 
Decentralization involves providing autonomy to multiple levels within the institution such that 
central authority does not have decision making power over a variety of facets of the 
organization. Tracking the use process within loosely coupled systems or through a garbage can 
style of decision making quickly becomes difficult, if not potentially meaningless.  
There is widespread agreement that data somehow inform decisions but the relationship 
is neither direct, nor simple. The decision process proceeds slowly, almost imperceptibly, over 
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time until it arrives.  Decision making involves a complex web of variables such as 
organizational characteristics, decision making structures, characteristics of the decision 
maker(s), characteristics of the data, and characteristics of the decision. Simplified models of use 
cannot account for this complexity.  Due to the importance of influences other than data on 
decision making, even decisions made on the basis of data are likely to have been impacted by 
other factors. Tierney and Minor (2004) claim that to study decision making in higher education, 
one must accept that it is impossible to chart how decisions are made. Rarely do ideas follow a 
specific route through to implementation. Instead decisions are based on the outcomes of 
multiple formal and informal conversations regardless of the venue for deliberation. They stress 
that decisions are reached through communicative processes requiring an understanding of who 
is and is not involved in governance and the potential venues in which conversations may occur. 
Thus, decision making in higher education is influenced by the structure of academic institutions, 
the culture and climate, system of governance, institutional politics, tradition and history, and 
planning processes (Tupa’i, 2005).  
Classical decision theory assumes that decisions should be rational, that the decision 
maker should seek the best alternative to maximize the achievement of the goals and objectives 
of the organization assuming that there is one best solution to the problem that can be discovered 
and implemented (Hoy & Tarter, 2008), but linear models that led to a step-by-step sequential 
checklist do not work and tend to be reductionist or overly simplistic (Nidiffer, 2000).  
Improvement Oriented 
In the five-step assessment model the use of data of student learning is intimately tied to 
conceptualizations of continuous improvement. Continuous improvement is a movement which 
began in industry as a means to enhance performance by making incremental changes over time 
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through a set of management principles and values (for additional information see Deming, 
2000a, 200b). As a process, continuous improvement relies on data to define needs, describe 
problems and arrive at solutions (Sims & Sims, 1995). Continuous change initiatives focus on 
helping organizations gather and use knowledge to change and improve constantly (Cummings 
& Worley, 2009), with such efforts referred to as knowledge management or learning 
organizations (Senge, 2006). The idea of continuous improvement is prevalent in the assessment 
process and is framed as occurring in the step of “closing the loop” whereby gathered data on 
student learning are directly employed in decisions to alter institutional practices, ultimately 
leading to improvement in student learning. Improvement occurs when student performance 
improves on the specific outcome in question. The continuous improvement oriented focus of the 
use of assessment data is characterized by the assumption that changing individual processes of a 
curriculum will lead to collective system improvements at the institution level. The assumption 
that changing the parts will improve the system is composed of three ideas: (a) theory of change, 
(b) theories of system leverage points, and (c) that all change will inevitably lead to 
improvements.  
Theories of change or causal theories in continuous improvement involve determining the 
root cause of a problem (Achieving the Dream, 2005), followed by establishing a causal linkage 
between changes to root causes and potential subsequent improvement in outcomes. It is 
assumed that by altering the root cause, improvement will occur. Thus, identifying the reason for 
less than ideal student performance on an outcome and making alterations to address that 
performance involve consideration of what led to the current student performance levels. At St. 
Olaf a program was reviewing a specific intended learning outcome related to oral 
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communication skills by examining data from senior exit interviews, employer groups, and 
student presentations. This activity illustrates a theory of change involving causal linkages. 
During our review we realized that we expected students to acquire and perform well on 
oral communication skills, but when we were mapping our curriculum to the oral 
communication outcome we realized that our students were not doing well on it because 
nowhere in our curriculum were we addressing or helping students learn how to present 
properly. We just assumed they were getting it someplace else. We realized the problem 
was we needed to include this in our classes and embed it in our curriculum and we are 
now making strides in including practice presentations in a variety of our courses when 
they are sophomores and juniors so by the time they are seniors they will perform much 
better at oral communication. (C. Book, personal communication, March 11, 2011)  
The example from St. Olaf is pretty straightforward, but identifying root causes of low 
performance on an outcome is generally difficult because causes are always multiple and 
conjectural; “furthermore effects of multiple causes are not the same in all contexts and different 
combinations of causes can turn out to have similar effects” (Miles & Huberman, 1994, p. 146). 
Even if root causes could be determined in complex, loosely-coupled institutions, establishing 
the causal chain between a change and any improved outcomes is similarly difficult (Birnbaum, 
1991). Within loosely-coupled systems, the impact of educational experiences on student 
outcomes is far from linear, uniform, or direct.  Rather, student learning is variable and complex 
and the relationship between schooling and learning is mediated by a host of interacting factors, 
not all of which are fully understood and only some of which can be controlled by organizations 
and policy makers (Rosen, 2009). Even though “the linkage between inputs/resources and 
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outcomes is little understood, most systems make the leap of faith that any results observed can 
be attributed to programmatic intervention” (Nedwek, 1996, p. 57). 
Determining or tracking causality through a system involves identifying what led to what 
effect in which sequence of events over time. Miles and Huberman (1994) argue that “causality 
may not be a workable concept when it comes to human behavior as people are not billiard balls 
but have complex intentions operating in a complex web of others’ intentions and actions” (p. 
145) – all of which increase the complexity of improvement of student learning since students 
and their behavior are necessarily part of the change equation. Further, establishing causal 
linkages is far from straightforward due in part to the misleading role intuition plays in how we 
perceive patterns and identify causal relationships. When two events occur in close temporal 
proximity, and the first one plausibly could have caused the second, we tend to infer that this is 
what must have happened (Simons & Chabris, 2010). Means and ends as well as process-
outcomes are loosely-coupled; but people tend to over-rationalize their activities and attribute 
greater meaning, predictability, and coupling to these connections than in fact they have (Weick, 
1976).  Further, a common misconception is to mistake correlation with causation (Sterman, 
2006). Overall, it is organizationally and cognitively difficult to determine a direct cause and 
effect relationship between any changes made to the educational experience and measured 
difference in outcomes.  
Capella University attempted to establish causal linkages between changes made to the 
curriculum and improvements in student outcomes. The university estimated the time it would 
take incoming students to move through the altered curriculum and student performance on the 
outcome in question was examined to determine if it had improved.   
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You take the results of one group of students that completed their degree and then make 
changes hoping that a different set of learners coming in the future will improve on the 
previous learners outcomes. We don’t have the sophistication of being able to track 
students who took a modified course and those who didn’t to their capstone course to 
apply a direct cause and effect relationship between the changes to the outcome. We sort 
of do it looking roughly at the number of quarters we anticipate learners taking as they 
move through the curriculum and so we have an estimate of when they get to the 
capstone. We assume that there is hopefully some cause and effect relationship, so we 
hope to see improvement on an outcome at the estimated time learners would reach the 
capstone. (B. Barton, personal communication, January 18, 2011) 
In an attempt to determine and ensure that changes made to aspects of the educational 
experience informed by assessment results ultimately lead to improvements in learning and to 
help identify system leverage points for change, institutions build a structure of aligned learning 
outcomes and courses. Institutional learning outcome statements are crafted and then department 
and course learning outcomes align with and support the institution learning outcome statements. 
Educational experiences are then designed to support and reinforce the aligned learning outcome 
statements providing students multiple opportunities throughout the course of their degree to 
acquire the desired knowledge and skills. Curriculum maps are developed which provide a 
structural representation of the curriculum and where in the courses each learning outcome is 
addressed. The intentional design and alignment of the curriculum to learning outcomes is 
thought to be a mechanism through which causal linkages between the instructional delivery of 
learning outcome related content and student performance on a specific outcome may occur. 
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To determine if changes actually led to or caused improvements in student learning, we 
need to assume that observed differences in outcomes are an indication of the effect of college on 
students and not the result of something else; that current seniors examined in assessments are 
similar in important respects to current freshmen; that changes in admissions standards or 
recruitment strategies do not impact assessment measures over time; and that sub-groups of 
students experience education similarly (Terenzini, 2010). Yet, in most determinations of 
leverage points for improving student performance and learning on a specific outcome, the role 
of students as active and involved participants in shaping the learning experience is not 
considered. Rarely do students navigate an established curriculum in the order assumed. To 
better understand course taking patterns, examining the courses students do take may help better 
inform determination of leverage points for change. If institutions focus on designing curriculum 
and processes to ensure students encounter intended outcomes, examining how students actually 
navigate the system may prove fruitful.  
 Determining what to change to improve performance is a process that requires 
interpreting data on student learning. Simply learning that outcomes are high or low does not tell 
decision makers much about what to do to improve performance (Patton, 1997). An additional 
difficulty in selecting areas to change in order to improve student outcomes is the source of data 
or type of information regarding student learning. For instance, using data from standardized 
tests to determine what to change in a system is generally more difficult than using results of 
rubrics or course embedded assessments (Jankowski et al., 2012).  
Most student learning improvement efforts are process-based; that is, processes are 
examined and modified under the assumption that the individual experience of students moving 
through the altered processes will lead, in the aggregate, to improved system outcomes. In 
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identifying aspects of the educational experience to alter in order to improve student learning, 
theories about how students learn and acquire knowledge and skills, as well as existing 
organizational structures such as assignments and courses, inform selection. Generally, 
universities and colleges assume that altering assignments, increasing the number of times 
students interact with certain concepts, or adding a course will lead to improved learning.  
The design of programs in most colleges and universities involves a set number of 
courses which students are required to take, a design which lends itself to a dose-response model 
where the specified response of attainment or learning outcomes is thought to increase when the 
dosage of the outcome is heightened in the curriculum. In other words, when examining what to 
change to enhance student learning, the institution and those within attempt to engineer an 
educational experience which guarantees the achievement of specified outcomes by learners 
through infusing the curriculum with “doses” of the outcome at all levels. Thus, when deciding 
where to make a change to enhance student learning, generally pieces of curriculum mapped to 
learning outcomes are examined including course content, course sequences, assignments, and 
textbooks. The response is to add more opportunities for students to interact with a specific 
outcome.  
At Capella, if students are not achieving well on a specific assignment tied to a learning 
outcome and grading across faculty on the assignment is consistent, additional objectives and 
assignments related to the outcome in question are added to the curriculum. Generally though, “I 
would say that we think either the curriculum is not adequately addressing the concept or we 
have inconsistent application of the curriculum across faculty – that is the framework from which 
we determine what to change” (B. Barton, personal communication, January 18, 2011).  
The idea that changes will necessarily lead to improvements in learning outcomes is a 
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difficult one in part because there can often be disagreement about what would be an 
improvement and about what sorts of improvement are to be preferred as well as about how they 
might best be achieved (Hammersley, 2001). An additional difficulty is that the literature about 
outcomes assessment is conspicuously missing studies that show that as a result of implementing 
outcomes assessment better educated graduates are produced, in other words there is little 
evidence to suggest that improvement efforts actually do lead to improved outcomes. Yet, 
inherent in continuous improvement in educational settings is an idea of progress and an 
assumption that incremental changes made to the educational experience will necessarily make it 
“better.” The idea of continual improvement or progress in education introduces the mantra of 
growth (Burgan, 2004) and new management principles that educational organizations are 
capable of improving both their quality and efficiency in student performance (Burke & 
Minassians, 2002b). 
The continuous aspect of continuous improvement means that institutions should 
constantly be involved in making incremental changes to the educational experience in order to 
achieve better outcomes. It is assumed that student performance on outcomes can and always 
should be improved and that institutional actors can take action to ensure that previous 
shortcomings on outcomes will not occur in the future (Hammersley, 2001). Instead of 
determining if improvement actually occurred, additivity is assumed where adding more 
opportunities for students to engage with learning outcomes will lead to better results. Framing 
changes as improvement oriented necessarily creates a false sense that any alteration in 
educational experiences will lead to positive results for student learning. If improvements or 
changes are made every year to programs or courses, there is not enough time or stability in the 
system to determine if the changes had any impact on student learning. Time is required before 
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any impact of changes may emerge from the educational experience, yet continuous 
improvement requires institutions to continuously change and modify aspects of the learning 
process. Continual interventions to correct apparent discrepancies between the desired and actual 
state of outcomes, even after sufficient corrective actions have been taken to restore equilibrium 
may result in overshoot and oscillation – meaning that changes continued to the system beyond 
what was needed pushing learners and results further in one direction than was needed, 
potentially to the detriment of other outcomes (Sterman, 2006). To make lasting changes to 
systems, organizations need to know more than that there is a relationship – for example, 
between smaller class size and learning – in order to sustain it (Ball & Forzani, 2007).  
Hostetler (2005) claims, “facts about the way the world is cannot tell us what we ought to 
do” (p. 19). Assessment data guarantee nothing by way of improvement any more than a 
thermometer reading cures a fever (Marchese, 1987). Efforts to ensure continuous improvement 
with assessment data assume that the distinct institutional contribution to student learning can be 
identified and measured with precision, yet, “we rely almost with exception on average changes 
and group change which masks individual changes and forgets that college effects may not 
manifest themselves right away” (Terenzini, 2010, p.41). More information is needed to guide 
change initiatives including the causal mechanisms by which outcomes are achieved (Cummings 
& Worley, 2009) but determining causality is complex and difficult to firmly establish. The idea 
that institutions should be continuously improving presupposes that improvements in practices 
are there to be made and that certain deficiencies must already exist within the system which can 
be identified and are under the control of the organization to correct (Worthington & Hodgson, 
2005).   
When the three assumptions inherent in conceptualizations of improvement within 
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assessment are examined, it appears that each are more complex than presented in the assessment 
model. In some ways, the current approach to continuous improvement is reflective of Argyris 
and Schön’s (1978) single-loop learning. Single-loop learning involves the modification of 
behavior as decision makers examine the difference between desired and actual outcomes and 
make changes to increase the attainment of the desired outcomes. It is generally described 
through the metaphor of a thermostat where immediate corrective action is taken to keep the 
temperature of a room at a particular degree setting. In contrast, double-loop learning goes 
beyond the single-loop identification of problem and solution to a second loop which examines 
the assumptions, policies, processes, practices, and system or organizational dynamics which led 
to the problem in the first place. The decision maker then intervenes in such a way as to alter the 
underlying systems or the root of the problem to prevent the problem from happening. While 
double-loop learning may still be difficult within organizations because of the difficulty of 
locating root causes and controlling the learning environment, it does move beyond single-loop 
learning to question basic assumptions about what is happening and why – an important 
conversation for any change initiative. 
Conclusion 
Under accountability and transparent reporting, institutions are asked to provide data to 
inform a rationalized, instrumental decision process akin to the model of the decision maker as 
Economic Man (Beach & Lipshitz, 1993). The rational model of identifying all possible decision 
alternatives and selecting the most appropriate after weighing each in turn does not exist in 
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actuality. 7 Yet, even knowing that these models do not exist, use in assessment is still largely 
presented as a rational, instrumental, and goal-driven enterprise, modeled closely to the problem-
solving model of use. One might even make the argument that the five-step assessment model is 
itself a rational model of decision making outlining the steps of a decision process.  
In assessment in higher education, use informs decisions on improving student learning. 
The five-step assessment model is prescriptive in that it assumes that the only “rational” way to 
make decisions is through employing such a process. If decision makers behaved as they 
“should” then the rational model would be descriptive of how decisions occur (Beach & 
Lipshitz, 1993), or similarly if assessment processes were conducted as they should then 
improvements in student learning would necessarily occur. The idea of using data to inform 
decisions is intuitively appealing; however, what is known about the decision process itself, 
especially within complex organizations such as institutions of higher education, leads to 
questions regarding the feasibility of a direct and seemingly simple process of gathering and 
weighing data in order to make an informed decision. This is especially difficult when data are 
considered decisive factors in determining the optimal choice among decision alternatives in a 
decision choice event, such that when data are presented or disseminated to relevant decision 
makers, they will be impactful enough to set-off a series of events culminating in an action or 
decision (Lawrenz, Gullikson, & Toal, 2007; Preskill, Zuckerman, & Matthews, 2003). Data do 
not stand on their own and what counts as sufficient data and which types of data are privileged 
are dependent in part on the decision making model and decision being made (Farely-Ripple, 
                                                 
7Feldman and March (1981) found that data use in decision making does not conform to the rational expectation; 
information is requested and gathered but not used, and Birnbaum (1988) does not think that the rational model even 
exists in reality. Weick (1976) also argues that the rational picture of organizations is rarely realized due to the 
inability to identify instances of rational decisions leading to altered practices, the result of which lead to positive 
predicted outcomes. 
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2008).8  In Weiss’s (1980) interviews with decision makers, few believed they actually even 
made “decisions” in their job and did not often use findings of research in a specific decision or 
course of action; instead research was integrated with existing knowledge. 
In conclusion, the phenomenon of use is far more complex and sophisticated than the 
five-step assessment model may present. Moving toward a reframed understanding of decision 
making within assessment or moving beyond conceptualizing use in assessment as a problem-
solving model involving a single decision maker who selects the optimal alternative in a decision 
choice event may address the more complex nature of the use process.  
  
 
                                                 
8Chaffee (1983) examined decision making related to budgets in higher education and found that in practice, “a 
decision process is not likely to follow the pattern of any single model… the models are useful analytic devices that 
serve as templates through which decision processes may be categorized, understood, and evaluated” (p. 3). Zona 
(2005) agrees that no single model fully explains decision making but that a blend of models may come close. 
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Chapter 4 
Use of Assessment Evidence as Demonstrated Within the Sites 
When interview respondents were asked to provide a recent example where the results of 
student learning outcomes assessment were used in some manner to influence a policy, help 
facilitate a decision, change practice, or improve teaching and learning, most respondents had to 
pause before answering. There was general confusion over what would be considered an 
example of use, with respondents couching their initial response with qualifiers such as “this 
may not be what you are looking for,” “I am not sure if this counts as an example,” “not sure if 
this would qualify but,” and “let me know if this is what you mean.” The interview question 
asked about direct use of assessment data, but the stories respondents told provided a much more 
nuanced presentation of the use of assessment data. Often responses involved telling a story 
about the use of assessment data akin to cultural stories or organizational sagas (Clark, 1972) 
which, over time, take on mythos and meaning beyond themselves.  Generally, respondents 
began with an institutional story of use which each had heard and retold several times, setting the 
stage for what ideal use looked like within their institution. They then provided individual 
examples of the use of assessment data from their personal experience in relation to the 
institutional story.  Throughout the interviews, the respondents and I created and modified a 
shared understanding of the use process inherent in the organization and their work practice.  
To situate stories of use, it is important to understand aspects of the two educational 
institutions that potentially influence the use of assessment data. The structure of Capella 
University is such that there is central authority and development of processes which all faculty 
follow. Courses are developed centrally and taught similarly by multiple faculty. Assignments 
and course activities are determined in course construction and are revised in a central process, 
 70 
and all learners in a specific course complete the same assessment activities. Further, the 
environment is entirely online meaning that vast amounts of data are gathered regarding learner 
behavior and interactions within the online course. Capella has a history of engagement with 
assessment, full support from leadership, assessment specialists assigned to colleges to meet 
assessment needs, and curriculum specialists who help embed assessment throughout the 
curriculum. Capella has been committed to transparent communication regarding assessment of 
student learning through its influential involvement in the creation of Transparency by Design 
(http://www.collegechoicesforadults.org/) and its public website known as Capella Results 
(http://www.capellaresults.com/index.asp).  
St. Olaf College also has a long history of involvement and engagement with assessment 
of student learning, although not always a positive one. A previous attempt, ten years prior, at 
integrating assessment into the institution negatively colored faculty perception of future efforts. 
The framing of assessment and integration of responsibility for assessment into the purview of 
the faculty and faculty senate through the assessment subcommittee alleviated lingering 
apprehensions of an administrative “takeover” of faculty responsibility and created interest and 
excitement in assessing student learning. St. Olaf also has strong support from university 
leadership, provides public display of results on its website, includes assessment in program 
review processes, and built into the assessment cycle a year of reflection with the purpose of 
enhancing the use of assessment results. St. Olaf has been involved with a variety of assessment 
activities over several years including work with consortia of institutions on developing 
assessment instruments, grant funded projects by Teagle Foundation, and work with the Wabash 
study, which all helped move assessment initiatives forward on campus. Assessment is framed as 
an “inquiry in support of student learning” which addresses questions of interest to faculty and is 
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implemented in such a way as to be “meaningful, mission-driven, and manageable.” Further, St. 
Olaf outlines a utilization-focused, backward-design approach to assessment which is thought to 
lead to greater action by faculty on collected evidence of student learning.9  
Institution Vision of Use 
As an entirely online institution, Capella University captures incredible amounts of data. 
An administrator stated, “We literally capture everything that goes on in the learning experience” 
(“Learning outcomes transparency to faculty,” n.d., para. 2). Another reiterated the availability of 
vast amounts of data claiming, “we are collecting hundreds of thousands of data points, based on 
faculty members’ judgment of learners demonstration of course competencies, through their case 
studies, through their projects, through their papers” (“Learning outcomes transparency,” n.d., 
para. 8). In an effort to make sense of the available data and enhance learner success, Capella 
utilizes action analytics. 
Action analytics are “processes of data assessment and analysis that enable us to measure, 
improve, and compare the performance of individuals, programs, departments, institutions or 
enterprises, groups of organizations, and/or entire industries” (Norris, Baer, & Offerman, 2009, 
p. 1). Action analytics involves continual analysis of data to identify in advance “when we have 
learners who are struggling so that we can provide appropriate sorts of support or interventions” 
(M. Offerman, personal communication, November 30, 2010).  The process of action analytics 
provides data that are formative in nature as opposed to summative and focus on individual 
students and their progress to degree as opposed to program-level outcomes or institution-level 
analysis. An example of action analytics is when institutions combine longitudinal data analysis, 
predictive modeling, and analysis of current student data patterns to identify areas where students 
                                                 
9Appendix C contains additional information on Capella University and St. Olaf College.  
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are struggling or hurdles within the curriculum or administrative offices that hinder student 
progress. Action analytics is a matter of “trolling” large sets of data for actionable information or 
insights into educational systems and the students within.  
Action analytics transforms large amounts of data into usable information. Norris, Baer 
and Offerman (2009) claim that “action analytics do not just enable actions, they demand 
actions” (p. 2). Capella utilizes the data gathered through the online environment and student 
interactions to monitor, study and understand learner behavior. At Capella, action analytics are 
focused on helping students by modifying behavior through institutional notification systems that 
students are acting outside of an ascribed norm of a ‘good’ or ‘successful’ student. An 
administrator stated that a focus on better understanding learner success 
allows us to help assure that students learn what we said they would and persist through 
to completion because that is really what our ultimate goal is. And it has allowed us to get 
into things like predictive modeling, which is where we would use how well they are 
doing in their courses along with other information to identify students who are at risk or 
measure the tweaks we can do to help a group of students persist better. (M. Offerman, 
personal communication, November 30, 2010) 
The overarching vision for the work with analytics is that raw data in an aggregate form 
be rapidly transformed into a few pieces of select actionable information. Due to the online 
nature of the institution and the vast amount of collected data, mechanisms are needed by which 
important elements of the information are isolated so as not to overwhelm or obfuscate.  The data 
in essence drive interventions by alerting advisors when learner behavior is not matching what is 
deemed as likely to be successful and thus provide support to get the students “back on track” 
(M. Offerman, personal communication, November 30, 2010).  The belief is that by sharing 
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information with students in near real time, the student would see the information and understand 
how it helps them succeed.  
At St. Olaf, assessment is viewed as a means to help faculty systematically inquire into 
student learning in a variety of ways including linking classroom assessment activities to 
institutional assessment in meaningful ways (D. Schodt, personal communication, March 2, 
2011). Use of assessment is focused on program and discipline specific information and actions, 
where assessment is “not some kind of hoop you have to jump through” but is instead a means to 
discover if “you are being effective in your teaching meaning – are your students learning what it 
is you want them to learn?” (M. Walczak, personal communication, February 2, 2011). The goal 
of the institution is to make consideration of assessment evidence a natural and organic part of 
academic decisions in order to sustain what works and improve what doesn’t. 
We are trying to make it organic so that people will naturally ask, “What assessment 
evidence do we have on this?” Then, when they are reporting to the campus or making 
motions to modify curriculum or programs, I just will be shocked if there is not some 
reference to assessment findings that helped to inform those recommendations. (J. Beld, 
personal communication, December 13, 2010) 
A student on the faculty assessment subcommittee described the potential impact of assessment 
efforts on future student learning when stating that he didn’t realize the impact of completing 
course evaluations.  
Not that I was apathetic about filling them out before, but now that I hear faculty talk 
about them on the committee, I think about them in such a different way. I thought what I 
said about their class wouldn’t really matter but what you say on those little forms 
matters a lot. It matters how they are going to structure their class next year and for years 
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to come–it is going to affect future students. Everything has a ripple effect. (W. Carlson, 
personal communication, March 3, 2011) 
The far reaching impact of assessment is an overall goal for the institution which is 
working towards enhanced integration and alignment of a coherent, cohesive student learning 
experience. Assessment is viewed as a means through which the institution can improve and be 
accountable. As an administrator stated, “assessment can keep us honest meaning it keeps us 
continually looking at what we are doing so we will notice relatively quickly if things are 
heading in the wrong direction and make changes” (R. Eaton-Neeb, personal communication, 
January 14, 2011). Further, as stated by the student body president the year the CLA was first 
administered at St. Olaf, “the most significant thing about the CLA was not understanding the 
content or how it works but why it and other assessments like it are important – that assessment 
can truly shape institutions” (T. Rusert, personal communication, January 27, 2011).  
Institutional Stories of Use 
Capella University tells an institutional story of how the use of assessment results occurs 
within the institution referred to as the “Brian Barton story.” It was routinely mentioned in 
interviews in the context that the “Brian Barton story is replicated over and over,” in a way 
outlining ideal use of assessment results for the organization or setting the norm and model for 
how use can and should occur. In essence, the story was one regarding how a faculty member in 
question had “done it right”, essentially using the system and processes in place to improve 
student learning. Within Capella this meant faculty noticing that students are underperforming on 
a particular outcome followed by examining assessment data in relation to curriculum maps to 
see if student underperformance on specific course competencies connected to the program 
outcomes. Capella organizes courses within an aligned system where courses and specific 
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assignments link to program outcomes, which n turn link to the capstone course allowing for a 
“drill down” from the program- or school- level to course- and even assignment-level on 
particular outcomes. This alignment was implemented to alleviate situations where individual 
courses by themselves appear to be performing well but when examined within the larger context 
of program alignment are actually misaligned–meaning they do not address the learning 
outcomes they claim to address or do not address outcomes considered relevant to the program. 
The Brian Barton story is a success story of the implementation and use of the alignment system 
to improve student learning. The story ends with drastically improved results on the program 
outcome in question after a cohort of students experienced a course that was revised based on 
assessment data (K. Pearce, personal communication, December 17, 2010).  
Brian Barton story. 
The story as told by Brian Barton (personal communication, February 15, 2011) opens 
with background regarding his previous involvement with assessment. He was chosen to pilot the 
process of aligning outcomes from the program- and specialization-level to individual courses 
and learning activities or assignments within those courses. His role as faculty chair since 2006 
has involved him directly in a variety of assessment activities. The mapping and alignment 
process was done “such that we would have the ability to measure things at the micro- and 
macro-level from assignment to program to school and even university levels” (B. Barton, 
personal communication, February 15, 2011). The alignment process was ultimately designed 
such that the learning outcomes for the capstone course within each program were identical to 
the overall program outcomes, positioning the capstone course as a means to demonstrate student 
attainment of program outcomes. The hope was that aligning the outcomes and culminating the 
learning experience in the capstone course would help identify where students perform well and 
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where there was room for improvement in the program itself. The focus of these efforts was to 
facilitate continuous improvement where  
we sort of looked backwards from the results and tried to improve things in the future 
while also trying to be more predictive, where results from individual learning activities 
within a course could predict what would happen at the capstone level so midstream 
improvements could be implemented. (B. Barton, personal communication, February 15, 
2011) 
Thus, current and future learners would ideally be served in the model.  The story outlines how 
this alignment unfolds and informs improvement of student learning.  
I took the capstone results for all learners in the overall business program, focusing on the 
learner level, and then looked at what would I, as the faculty chair, like to see as the 
minimal achievement levels on all of those business program competencies. The starting 
point is not as critical the first time because it is a process of continuous improvement, 
but I took what I, as a long time professional, would like to see from the learners at the 
point where they graduate and then I looked at what the results were for all of the 
learners. There was a particular outcome which was below the minimum threshold, and 
there is nothing saying it was a magic number it just kind of struck me based on many 
years as a marketing professional this was one I would like to see us raise. So I examined 
individual courses to see which had the strongest alignment with the program outcomes. I 
was focusing on trying to improve and I even went down into the individual learning 
activities. I also took into account the numeric and narrative components of our course 
evaluations and made some detailed changes in one course– in particular the learning 
activities. When we examined performance on the outcome at the estimated time the 
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cohort of students who had went through the revised course reached the capstone course, 
the results improved. This was early in our application of these concepts and looked 
promising. I think this is probably the most concrete example where we’ve applied this 
very detailed level and actually made course changes based on what we’re seeing which 
led to improvements in student learning. (B. Barton, personal communication, February 
15, 2011) 
Several interesting points are raised in the telling of this story including the original focus 
on professional experience and knowledge as a means to determine performance levels and 
identify areas of concern from the capstone data, the combination of additional course related 
data to better determine where to make a change, the utilization of the entire mapped, alignment 
structure from program outcomes down into specific learning activities, and the demonstrated 
improvement in student performance on the outcome in question. The story in essence outlines 
the steps which are undertaken to use assessment data to improve performance within the 
structure and organization of Capella University. Faculty are considered experts within their 
fields and are responsible for interpreting the data from their program related to student 
performance. Also, the end of the story is telling in that this very specific example of the 
applicability of the mapped, alignment structure to inform student learning and improve 
outcomes is the “most concrete example,” yet is several years old potentially meaning that it has 
become a cultural story within the organization to inform members of ideal use more so than an 
actual representation of occurrences of use. 
Inquiry in support of learning. 
St. Olaf College assessment activities and use of evidence unfolds within a culture and 
structure in which assessment is owned by and embedded within the daily work of faculty. 
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Instead of a specific story of the use of assessment by someone within the institution, 
respondents stressed the importance of the framing of assessment as “inquiry in support of 
learning” to their understanding of what assessment is and how results should be used. 
Assessment and use within St. Olaf involves faculty engaging with questions of interest related 
to their teaching as opposed to scanning data to identify a problem and make changes to alleviate 
the problem. As stated on the website, assessment “is conceptualized not merely as dead-end 
data collection, but as a form of inquiry in support of student learning with implications for 
educational policy and practice. After all, the only real alternative to assessment is evidence-free 
educational decision making” (“Assessment in relation,” n.d., para. 4). Inquiry in support of 
student learning represents a means of framing the work of assessment as directly relevant and 
related to faculty interests, and places assessment as an activity undertaken within the purview of 
disciplines. It also involves a construction of the role of assessment in decision making which is 
difficult to argue against. Few would want to be considered taking part in “evidence-free 
decision making.” Even so, tying assessment to disciplines and programs, as well as 
organizational culture, is closely connected with how use is understood. As stated in St. Olaf’s 
principles of assessment, 
assessment grounded in the disciplines will facilitate the effort to make the process [sic] 
of conducting inquiry inherently educational. If such inquiry is to be embedded in our 
academic programs, the methods of inquiry need to be grounded in the disciplines 
characterizing these programs. We need to inquire into our teaching in ways that fit what 
and how we teach; we need to inquire into student learning in ways that fit what and how 
students learn. This effort supports faculty learning as well as student learning. The better 
the fit between inquiry in support of student learning and the roles, responsibilities, and 
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rewards of faculty and staff, the more likely it is that such inquiry will be undertaken and 
used to improve student learning. (“Assessment as inquiry,” n.d., para. 8)  
Through empowering faculty to approach assessment as they would any other research 
question, the results of assessment are more likely to be used in part because faculty are 
conducting their own assessments directly related to a specific question of interest. Inquiry in 
support of learning places faculty at the heart of assessment activity and as the main drivers and 
users of the results. One faculty member stated that  
we may have hunches, but focusing on inquiry in support of learning allows us to think 
about what we are trying to achieve and be more intentional about it by seeing if a change 
we made in our instruction did  impact student learning. (D. Gross, personal 
communication, January 18, 2011) 
In addition to the importance of framing assessment as a scholarly activity involving 
faculty engaging with questions of student learning and then using results to improve are the 
three M’s: mission-driven, meaningful, and manageable. The three M’s compliment the framing 
of assessment as inquiry in support of learning by signaling to faculty that assessment will not be 
undertaken that is burdensome, outside the mission of the college, or not directly related to 
faculty work (J. Beld, personal communication, December 13, 2010). Mission-driven means that, 
all assessment should be consistent with the unique mission of a liberal arts college of the 
Lutheran Church focused on fostering a global perspective and guided by the intended learning 
outcomes and designated course objectives. Meaningful assessment is designed in ways to 
inform decision making, address questions of interest, improve student learning, and promote 
faculty development. Manageable assessment is realistic about the resources available and the 
time needed to design, administer, disseminate, discuss, and apply results (D. Schodt, personal 
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communication, March 2, 2011). This way of framing assessment at St. Olaf set the tone for 
what is expected of assessment and the use of results, which is discussed as an integrated part of 
the assessment process. Thus, the institutional story of use at St. Olaf is one where faculty are 
involved with and engaged in the assessment process from the beginning through to use in ways 
that are natural extensions to their work and practice. 
Individual Stories of Use 
Individual interview respondents provided examples of their own processes of using 
assessment results to improve. As a curriculum administrator at Capella stated, “I just used 
assessment results yesterday. We use them every day in our decision making. The challenging 
part is how confident we can be in our data or our interpretations of the data” (S. Clawson, 
personal communication, January 25, 2011). Individual stories of decisions made included 
program review and curriculum revision and involved consideration of a variety of data 
including business, academic, and assessment data. In most instances, evidence of student 
learning was not the sole concern or data considered, but was instead enmeshed within larger 
organization, programmatic, or student concerns.  An administrator at Capella University told the 
following story of administrative use of a variety of evidence,  
We look at a variety of data including indicators of performance, student satisfaction, 
surveys, course evaluations, and assessments. One of our programs consistently gets 
fairly low learner satisfaction ratings but has one of the highest persistence rates in the 
university. That’s curious because people dislike the program but stay. The next question 
is, “Is that good or bad?” I don’t know. So in this case I said we need to see the learning 
outcomes data to see if students are unhappy because they are not learning. If they are not 
learning we have a different problem than if they are learning, persisting, and hating it. 
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We looked at the outcomes and they were achieving quite well. So then you need to ask, 
“Is the rating of the capstone experience real?” We are looking into that with external 
reviewers. So I guess this is an example of continuous improvement, we are using the 
outcomes assessment data as a way to deepen our understanding of what’s going on in 
that program so that we can make sure that those learners are having the strongest 
experience they can. Now we may say yes, there is no inflation going on in those ratings 
and students actually are learning a lot there, persisting, and are unhappy. We may have 
to decide whether we want to go in and do some program scripts to see if they really are 
unhappy or if it is something else about the type of student that program attracts. So, 
that’s one example where use data because you could say that program has a real problem 
or it might not and the only way to tell is to look at the data. (D. Bushway, personal 
communication, January 18, 2011) 
This story of use describes an instance where a potential area of concern was identified and a 
variety of data were examined to determine the exact nature of the problem. Learning outcome 
data were reviewed to help make sense of troubling student satisfaction data through a series of 
questions attempting to frame and refine the situation. Further, the administrator expressed doubt 
that the story was an example of use by claiming that the story told of “a kind of use” and “not so 
much a decision but more a process” in which sense was made regarding troubling results.  
 An example of individual use from St. Olaf College is from a department where a variety 
of data were brought together to form a mass of evidence regarding student experiences. The 
story began with a decision made several years prior in a program review where interest was 
generated in adding additional courses on natural sciences, the inclusion of which  
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ballooned the number of courses for graduation. It wasn’t clear that we made that 
decision based on assessment evidence or people’s individual desires to support natural 
science, but more do did it to meet the perspective of external consultants as part of our 
review. Students quickly began to tell us in surveys that the additional courses were not 
meshing with their academic experience in a coherent way. These comments led us to 
look at course taking patterns and we noticed seniors waiting to take the additional 
courses until the end. We thought there was evidence there were too many courses and 
the ones we had weren’t achieving what we hoped. We had also heard in student focus 
groups that they desired a sense of community so we wanted to include opportunities for 
community building in any changes we made to course requirements. We also looked at 
our intended learning outcomes and from all of these pieces combined, decided to make 
curricular changes. After we made the changes we found that the sequence of courses 
was still not having the desired effect where students weren’t ready to do the things we 
had assumed they would, so we are also creating a coordinated, coherent foundation to 
facilitate this process. What we are doing is looking at a variety of data in hopes of 
creating a means for students to continually be successful. (D. Gross, personal 
communication, January 18, 2011) 
This story of use describes the variety of information sources which may feed into curricular 
reform or decision making as well as the changing nature of the curriculum. It also provides an 
example where original changes did not lead to desired outcomes and additional alterations were 
attempted. Finally, it presents a means by which to explore how a variety of data sources are 
combined to form an evidence-based story of student learning and arguments for change. 
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Use Stories Related to Position within the Institution  
When faculty, staff and administrators told stories of how assessment evidence drove the 
inquiry process or provided background to, or supplied the context of a specific argument to an 
audience, they were not always able to isolate the unique contributions of evidence of student 
learning. Interviewees engaged with a variety of data for multiple reasons and data of student 
learning was generally examined with or in relation to other evidence. It was the blending or the 
mixture of the evidence which was of most interest in the telling. Assessment data led to 
conversations on the meaning of results, but they were not used until placed into an argument for 
taking some course of action or undertaking additional assessment. In addition, stories in which a 
single person examined assessment data and then used the data to make changes were rare with 
most stories involving discussions with colleagues, examination of additional evidence, 
reframing of the problems, and general sense-making or meaning making processes occurring 
with others within the institution. In addition, position within the institution influenced the data 
that individuals had access to, the types of questions or problems assessment data were thought 
to address, and the sense made of the data. 
Faculty stories of the use of assessment results included curriculum mapping and 
alignment exercises leading to comprehensive reviews of program effectiveness by combining 
data from multiple course assignments. An example from a Master’s program at Capella 
University focused on results related to a learning outcome on ethics and diversity. When 
reviewing the capstone reports from within the Master’s program and looking across the levels of 
student performance on each of the learning outcomes, there was a noticeable dip in the 
performance level which was deemed to be of concern, especially within a competency view of 
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education.10 
In order to determine what was occurring and what might need to change, the entire 
program curriculum and assignments were examined for areas where the outcome in question 
was said to be addressed in courses. Faculty decided that not enough assignments on the outcome 
were provided in the program so additional modules were included into courses and across the 
curriculum. Learners have entered the revised curriculum but have not yet reached the capstone 
course at the end where they will be assessed to see if there is an improvement in student 
performance on the outcome in question.  
The cycle of assessment and revision for improvement is said to continue perpetually 
with similar examples of the story prior occurring in Master programs and bachelor programs 
across the institution. The Capella faculty stories mirror in many aspects the Brian Barton story 
told earlier through their focus on using the mapped curriculum and capstone assessment 
structure in assessment and improvement. Within the Capella model of use, faculty build the 
original curriculum and courses with assessment embedded within, utilize institutional tools to 
do assessment, review the results, and then modify curricula as needed in order to improve 
student learning (D. Bushway, personal communication, January 18, 2011). A faculty member 
described the continual process of tweaking the learning experience.  
If I find out that in one particular course, which might have multiple sections running 
during the quarter, that it looks like the learners in the course are struggling–or I sense an 
issue in a particular area–I’ll go look in the assignments and frequently will make updates 
or minor course revisions such as change a textbook, change a discussion activity, change 
an assignment or clarify something so that it is a bit more intuitively obvious to learners 
                                                 
10Capella’s program is competency-based: “In our assessment model we are assuming a competency-based view so 
it is not a normal curve where only 2% of our students are excellent. On the competency view, as many as can be 
excellent are excellent” (J. Grann, personal communication, December 17, 2010).  
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as to what they need to do to master the competency. (B. Barton, personal 
communication, February 15, 2011) 
Alignment and mapping of broader institutional learning outcomes to programs occurred 
within the St. Olaf context as well as Capella. St. Olaf’s Office of Institutional Research and 
Evaluation provides resources on how to align learning outcome statements and map where 
learning outcomes are addressed within the curriculum.  An individual story of use within the 
faculty told of the ways in which specific programs or departments were able to make sense of 
intended learning outcome statements at the institutional level and ultimately make changes 
based in part on that alignment and mapping.   
It turns out the way to take the broad intended learning outcomes and make them 
operational is for the faculty of the program to make a rubric. If the religion major claims 
that students will have the ability to communicate, the way to figure out what that means 
for practice is for our department to make a rubric with criteria, levels of excellence, and 
descriptors for the quality of performance in each criteria. In a sub-committee within the 
department we specified the hoped for level of critical writing competence and had a rich 
and lively debate and discussion within the department about the way the rubric labeled 
criteria and characterized degrees of achievement. We then gathered random student 
essays and had a panel of faculty rate them and it turned out to be pretty straightforward 
to identify ways they met and fell short on the outcome. The ways they fell short allowed 
us to refocus our teaching and think about the sequence of courses and assignments in 
courses. It seems so modest when I describe it – we have intended learning outcomes and 
we made rubrics and looked at essays, but that fairly modest process generated a sort of 
holistic view of what students were doing well and what they were not doing well that 
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allowed for little adjustments in teaching and program structures which in a year or two 
will show they are doing better on a given outcome.  (D. Booth, personal communication, 
January 20, 2011) 
Rubrics in this example were beneficial twice, once in the process of discussing the criteria and 
fostering shared understanding among the faculty and again when used to evaluate student work.  
When discussing the role of rubrics in helping to foster greater student understanding of 
requirements and goals within courses, a faculty member claimed that  
Assessment is really about the faculty learning to speak in a way that is intelligible to a 
broad public about the work that they do and I think this is a natural part of the role of an 
academic. Faculty claim to know critical thinking when they see it, but students are often 
utterly baffled. That means we have constant work to do to make our expectations clear 
in language students can understand. (D. Booth, personal communication, January 20, 
2011) 
Institutional Structures in Support of Use 
The institutions each had administrative support and resources – including time – 
provided to help with assessment work and the use of results. It was clear that assessment and the 
subsequent use of evidence of student learning were priorities for these institutions. Capella and 
St. Olaf were both refocusing their assessment efforts on the “use” step of the five-step 
assessment model and were trying to proactively build use into their assessment structure 
moving from “casual use to proactive use.” An aspect of moving use towards a more intentional 
part of the assessment process at Capella involved the  importance of a theory or conceptual 
framework to examine the vast amounts of data collected on learners. The role of the framework 
was stressed by an administrator when she stated, “the importance of using a conceptual 
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framework, theory, or empirical finding which drives the use of the data moves us from a ton of 
data about students online behavior to items we should act on or actively track” (D. Bushway, 
personal communication, January 18, 2011). Thus, the framework provided a means by which to 
sort, locate, and select data elements of interest which could lead to institutional action.  
St. Olaf incorporated a year of reflection into its assessment schedule in order to help 
facilitate understanding of assessment data and to ensure that opportunities were provided to 
review collected data rather than continuously collecting unused data. The framework through 
which the data elements collected at the institution-level at St. Olaf are sorted is based upon the 
initiatives and intended learning outcomes of the institution. Reports provided on the institution 
website combine various sources of assessment data around themes to help ease understanding 
and potential use of data by faculty and other interested parties. In addition, opportunities for 
faculty and others to make sense of data within their programs and disciplines are provided. As 
one faculty member commented, “it is not the fact that we don’t have enough data, it has to be 
organized in such a way to be manageable, accessible and usable” (B. McClure, personal 
communication, January 10, 2011).  
Non-use of Data 
In addition to stories shared by interviewees on how assessment data were used and how 
use led to improvements in student learning, there were also stories where data were not used. 
Non-use of data involved the lack of a mechanism or means to make sense of the data in 
question. Capella University has spent a significant amount of time, energy and resources 
developing assessment processes and infrastructure to gather, report and use assessment results. 
In part, this decision to build an infrastructure and conduct assessment work internally occurred 
from an external attempt that did not pan out as planned. An administrator shared a story of when 
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an external research group was commissioned to study learners and their attainment of 
knowledge and skills at Capella. A report was generated but ultimately culminated in a lack of 
understanding of the results by potential users. In essence, it was unclear what the results meant 
to the institution because they did not connect in meaningful ways to the organization or 
represent the specific mission, institutional context and learners.  
When the study was complete, I was given a list of the top five reasons for attrition and I 
looked at them and said, ‘So, what do I do with them?’ They were things like: students 
who borrow more money are at greater risk of leaving; or students who take more than X 
number of courses are more likely to leave, or students who enter on a semester schedule, 
you get the idea. Probably all true, but it was not about the learning, how much are 
students learning, how are they learning, and what are we supposed to do about it? We 
have learners entering and leaving constantly, not on a semester basis, and research 
which examined us from the viewpoint of traditional higher education organization will 
not work. (M. Offerman, personal communication, November 30, 2010) 
What was found to be helpful were the internal curriculum maps which laid out where 
assessments occurred within courses and programs and how they aligned. This realization that 
the internal alignment better reflected the learning experience at Capella as well as the students 
served shifted the focus of assessment to an institution-led process.  
We attempted to work with the five reasons for attrition from the study and really, there 
was just nothing we could do that would allow me to say I could predict with any kind of 
high probability the learning success of our students until we started to use rubrics. And 
what the rubrics did for us is if we had a program where the faculty had developed 
rubrics, and then really adhered to those rubrics and gave them to the students, the 
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students were staying and persisting better. That is true even all the way to completion 
and reflected in student performance in the capstone. (M. Offerman, personal 
communication, November 30, 2010) 
Thus for assessment to be meaningful and potentially used within Capella, it needed to reflect the 
institution’s mission and students served and help to predict future learner success or identify 
where in the program curriculum changes could be made to impact student learning.  
St. Olaf shared a similar story regarding the inability to make sense of data which led to 
non-use of the data. St. Olaf joined a consortium of institutions which participated in a four-year 
longitudinal study of the Collegiate Learning Assessment (CLA). The CLA is a standardized test 
designed to measure the critical thinking, analytic reasoning, problem-solving, and writing skills 
of college and university students as entering freshmen and as seniors through two tasks–
performance and analytic writing. It is used with a sample of students across the institution and 
examines the value-added by attending an institution by comparing freshmen and senior scores. 
The CLA was appealing to faculty because it looked “like what they were teaching and 
explicitly focused on student learning” (D. Schodt, personal communication, March 2, 2011). 
When the first round of results came back, students who had taken the test did relatively less well 
on making arguments than peers and faculty took notice and tried to “move that back into the 
classroom where it quickly became apparent that the CLA was not a very useful diagnostic 
measure” (D. Schodt, personal communication, March 2, 2011). As one faculty member stated, 
“if you want to know where this is happening to intervene and make changes, the CLA doesn’t 
provide information to help you select potential intervention points” (D. LeBlanc, personal 
communication, January 18, 2011). What the experience with the CLA did facilitate was 
bringing together faculty from across the institution to think about what learning outcomes the 
 90 
CLA might speak to and figuring out what kind of infrastructure would be needed for 
considering and acting on the results. Thus, it engaged faculty “in thinking both about the 
substance of assessment but also about the institutional infrastructure for considering and acting 
on assessment results” (J. Beld, personal communication, December 13, 2010). As a direct 
measure of student learning the CLA was not overly helpful, yet it was helpful to identify 
questions or areas which local assessment could address and faculty wanted to know more about. 
As an administrator noted,  
it gave us a better sense of what we meant by value added. We know we can predict 
performance of students with high SAT and ACT scores, but how do we enhance their 
performance? What might a portfolio system tell us and them? We might not be able to 
do much with the CLA directly because we don’t know what types of exercise or where 
they are stronger or need help and different cohorts take the test, but we are able to raise 
the question within our own systems to help students while they are here. (D. LeBlanc, 
personal communication, January 18, 2011) 
While the data in these examples were not directly used in decisions or readily made 
sense of within the institution, they did appear to serve as a catalyst for internal conversations 
around student learning which proved fruitful for both institutions.  
Meaning Making Processes and Support Mechanisms 
Respondents noted a variety of institutional mechanisms that raised internal awareness 
and interest in the use of results and provided opportunities for use to occur. These mechanisms 
included integrating questions on the use of assessment evidence into the program review 
processes or other institutional processes, developing decision support structures, and publicly 
reporting results.  
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Embed in institutional processes. 
Assessment is something that St. Olaf has engaged with in a fairly organized way 
beginning with requesting departments to define intended learning outcomes and then gathering 
evidence and reporting on how it impacted decisions (V. Harper, personal communication, 
January 31, 2011). A five-year plan for assessment, including a year of reflection focused on 
utilization, leads the process and departments can apply for grants to undertake assessment work 
with the Center for Innovation in the Liberal Arts providing pedagogical support. In contrast to 
other institutions St. Olaf is  
much more focused on results than previous institutions I have been with. Surveys at 
other institutions were almost just a mandatory thing that you went through and if you 
had time to look at them great, but here that is not the case. It really is utilization focused. 
(S. Godfrey, personal communication, January 27, 2011) 
What has helped embed assessment throughout the institution has been integrating 
responsibility for assessment into the faculty governance system where elected faculty 
representatives on committees make recommendations which are debated by the faculty and 
voted on in senate meetings (V. Harper, personal communication, January 31, 2011). The 
assessment subcommittee involves not only faculty representatives from each of the colleges or 
faculties, but representatives from the deans’ council, the Registrar’s Office and the Office of 
Institutional Research and Evaluation. Further, within the Office of Institutional Research and 
Evaluation, the staff member responsible for assessment is a faculty member thus reinforcing 
that assessment is the purview, responsibility, and domain of the faculty within St. Olaf (J. Beld, 
personal communication, December 13, 2010). 
The meet in the middle strategy employed by St. Olaf allows administrative leadership to 
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support assessment work without driving or overtaking the assessment process. The assessment 
subcommittee which operates as part of the faculty governance structure makes 
recommendations on what activities programs should be reporting on or conducting related to 
assessment. Yet, they cannot directly mandate that programs write learning outcome statements 
or gather evidence of student learning. Instead, they make recommendations to the larger 
curriculum committee which approves the recommendations, meaning it has the support of the 
faculty through the governance process, and then recommends the approved actions to the dean 
of the college. The process entails 
the curriculum committee drafts a request to the dean outlining what they thought it 
would be wise to do. The dean could then write a memo to department chairs saying, “I 
ask you on the recommendation of the curriculum committee to do the following things” 
to get both the respect of the elected faculty with the clout of the dean and this has been 
the case thus far.  (D. Booth, personal communication, January 20, 2011) 
The process originates with faculty but is reinforced by administrative leadership when 
the dean, on the recommendation of the faculty, writes a memo to the department chairs 
outlining what the forthcoming assessment activity will entail, be it drafting learning outcome 
statements, gathering evidence of student learning, or reporting on the use of that evidence. A 
faculty member noted, “this has been very successful for us in terms of gaining faculty 
engagement with assessment. We call it our meet in the middle strategy – sort of a top down and 
bottom approach working simultaneously” (V. Harper, personal communication, January 31, 
2011). Placing responsibility for assessment squarely in the hands of faculty reinforces the 
faculty-led, collegial nature of St. Olaf’s approach to assessment by incorporating it into the 
faculty governance and committee structure. Appointing assessment practitioners from the ranks 
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of faculty who retain their faculty status reflects the larger institutional commitment to faculty-
led assessment.  Integrating assessment into the faculty governance structure had a notable 
impact on assessment efforts.  
Once we had clear responsibilities for leading the college’s program of assessment, 
considering assessment results, and making recommendations to appropriate sectors of 
the college on the basis of those results written into the job description of the campus 
curriculum committee - that made a huge difference. There was a natural ongoing, 
organic relationship and responsibility that I think has helped foster, attention to 
assessment and ongoing interest in gathering and using assessment evidence that 
wouldn’t have otherwise been possible. (J. Beld, personal communication, December 13, 
2010) 
The use of assessment is becoming structurally integrated into Capella University 
through standardized processes. As an online for-profit institution, creating the infrastructure or 
processes to support the use of evidence, such as moderation sessions and learning outcomes 
reports discussed more in the next chapter, is vital to ensuring that use occurs. Capella developed 
an institutional policy statement on assessment that outlines the responsibilities and expectations 
for assessment – all of which focus on use.  
Capella University is committed to developing and strengthening an institutional culture 
that values using assessment data (a) to foster continuous improvement of learning and 
teaching at all organizational levels; and (b) to be accountable to external stakeholders. 
Data and information generated from assessment activities will be used constructively for 
faculty (includes adjunct faculty), staff, and administrator professional development and 
organizational improvement. (Capella University, 2010, “Policy statement,” para. 1) 
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Decision support structure. 
Capella has been collecting a variety of data regarding student learning and the 
demonstration of student outcomes for a number of years. Upon reaching a “critical mass” of the 
data and after public reporting of summative data was securely in place, the institution began to 
focus on developing the infrastructure to support formative assessment. In order to do this with 
faculty spread across the country, learning outcomes measures were incorporated into the 
program review process involving review by deans and monitoring by the university assessment 
committee, thus requiring programs to report on learning outcomes. Yet,  
just because we were requiring reporting, we weren’t seeing the kinds of decision making 
that we wanted because people were simply reporting the data and not using them – 
reporting of the data was not enough on its own to ensure use because people just didn’t 
know what to do with the data. (K. Pearce, personal communication, December 17, 2010) 
It was determined that what was needed was a more proactive and structured system, 
beginning with faculty asking questions about the data and discussing what the data were and 
what they meant in terms of interpreting and making meaning out of the results. This discussion 
was followed with reporting in a structured template decisions reached on the results, actions 
taken based on those decisions and results of the implemented actions. An administrator stated, 
“We had to develop structures and processes because it was not a natural decision making 
framework or process for our faculty and we needed to help them use the data” (K. Pearce, 
personal communication, December 17, 2010). In other words, the direct use of evidence 
presented in the reporting process was not reflective of the natural ways in which evidence was 
used by faculty. In the evidence-based stories told by Capella interviewees, the role of use was 
one of starting conversations or reinforcing the institutional theory of change where identifying 
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areas to improve was best facilitated through the construction of intentional, aligned curriculum 
and course experiences.. Use as a process was rarely directly connected with a decision reached 
upon reviewing the results.  
Public reporting of results. 
On the Capella Results website (http://www.capellaresults.com/index.asp), which 
publicly provides assessment results to potential and current learners, outcomes are stated to help 
students before, during, and after their program through fostering understanding of why they are 
taking a course, what they should expect to learn, and how it applies to their degree and career. 
Utilizing assessment data as a means to feed information back to students is thought to help a 
learner progress toward program completion and graduation by providing positive feedback and 
alerting them when they may be at risk (“Learning outcomes transparency to faculty,” n.d.). 
Focusing on the movement of individual learners through the degree program is important to 
Capella and predictive modeling is employed in order to know when best to provide or target 
resources and outreach to students. Publicly reporting results of assessment was viewed as a 
mechanism, not only to help individual learners, but also for the institution to assure that it was 
delivering a quality educational experience. As one administrator stated, “if we are not doing an 
incredible job of assessment we can’t be confident that our curriculum is achieving that which 
we hope it is” (D. Bushway, personal communication, January 18, 2011). 
In a similar vein, St. Olaf College has begun to examine the entirety of a students’ 
educational experience with the institution from entry, to graduation and beyond into 
employment in order to improve student learning and enhance institutional effectiveness. The 
Main Street Initiative, named due to a building which houses in one hallway a miniature 
representation of the college experience with admissions at one end and the Center for 
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Experiential Learning or career services at the other, was undertaken as part of an alternative 
regional accreditation process. Within the corridor 
you are admitted, there are classes, you study abroad, the president’s office is there, and 
at the far end is the center which helps students shape what they learned in their whole 
college experience and transition to whatever their post college experience might be. Our 
goal is to harness all this energy and units and help it flow together in a more effective 
and efficient way. (P. Carlson, personal communication, January 20, 2011) 
The Main Street initiative serves as a framework under which a variety of assessment 
activities are integrated including strategic planning, Teagle funded work, Wabash study 
participation, variety of data sources across the institution, and student-led research on the 
learning experience. The hope is to design a consistent and coherent educational experience 
where all units and groups across the campus work together to create a seamless learning 
environment.  Assessment plays a vital role in this work as along the way, a comprehensive 
assessment plan is needed to support the curricular tie ins and to inform changes so that “students 
are aware of and actively involved in their learning from day one throughout their entire 
educational experience, not just in a senior capstone” (P. Carlson, personal communication, 
January 20, 2011). While the impetus of this work was regional accreditation,  
that’s not who we are doing it for - we are doing it for our students and for the college 
because we wanted a more formalized or deliberate process of education. We have so 
many students nationally who arrive in college because this is what you are supposed to 
do next. What we would like to do is facilitate their exploration of questions of “who am 
I?” and “why am I in college?” so they are a little bit more deliberate about what they are 
doing. This isn’t to say we want them to know what they want to do for the rest of their 
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lives, we just want them to have a more conscious experience here. (R. Eaton-Neeb, 
personal communication, January 14, 2011) 
Next Steps for Use 
Neither institution believed that their work with assessment and subsequent use of 
assessment information was complete, instead they believed that they were in the process of an 
organizational transformation leading towards an institution and a culture which routinely used 
assessment evidence. As an administrator within Capella University stated,  
I think we moved from doing assessment to using assessment, to being really assessment 
driven to where we are an evidence-based institution. We are interested in being data-
driven and using data by converting it rapidly into useful, actionable information that we 
can get out to faculty, advisors, and most importantly – directly to learners. (M. 
Offerman, personal communication, November 30, 2010) 
At St. Olaf an administrator stated that, “even the board is interested in and excited about 
data. The mantra of the board is ‘better data, better decisions’ ” (P. Carlson, personal 
communication, January 20, 2011). Next steps include a focus on scaling or rolling up classroom 
assessment and scaling down institutional assessment to meet in meaningful ways to better 
inform collective understanding of how students learn within the institution (D. Schodt, personal 
communication, March 2, 2011).  
Commentary 
Interview respondents generally began our conversation of use by telling an institutional 
success story of use, such as a well-known internal example like the Brian Barton story, or they 
explained what it meant to use assessment results within the institution (such as St. Olaf’s 
inquiry in support of learning). From the interview conversations emerged a sense that each 
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institution had stories of successful use which portrayed how assessment should be undertaken 
and subsequently used within the specific organizational structure and culture. They were stories 
of how assessment was “done right,” and told of improvements in student learning, outlined how 
the institution was assuring quality, or told of where there were successes in educating students.  
The opening story set the stage for individual examples of use of data from individual 
respondents’ day-to-day experiences. As interviewees told their stories, they would stop and ask 
questions trying to discern if they were providing the kinds of information they thought I was 
looking for. I attempted to provide little to no direction in response as I was interested ultimately 
in what they considered to be use of assessment data. While there was a struggle at the outset to 
articulate an example of direct use of data to inform a policy or decision, respondents ultimately 
were able to provide multiple examples of use. Generally speaking, use was diffuse in nature and 
looked different depending on the respondent’s position within the institution (e.g., faculty, staff, 
and student).  
Use of assessment data took many forms including revising current assessments based on 
previous results, altering and editing learning outcome statements, and reviewing and modifying 
institutional support processes. Use of assessment data involved a variety of institutional actors, 
reviewing data and asking questions, mapping alignment between outcomes and courses, and 
creating institutional processes and structures to support and enhance student learning. The two 
institutions were attempting to increase their intentionality through crafting an aligned and 
coherent educational curriculum and experience for students. In addition, they were striving to 
alert students to what the institution was attempting to accomplish through the curriculum design 
and structure, so that students would be able to actively participate in and navigate the 
curriculum structure. Yet, even when structures and systems were aligned in an intentional 
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curriculum, and courses and assessments were mapped to learning outcomes, it was not enough 
to ensure that assessment data would be used. The use of data did not inexorably follow as a 
logical consequence of having data and use was not seen as directly impacting a specific 
decision. From this, two points are of particular interest to this study. The first is that no one 
from the two institutions was able to provide an example of use which aligned with the problem-
solving model even though a variety of examples of the use of assessment data were provided. 
The second is that the use of assessment data did not necessarily lead to improvements in student 
learning.  
The stories shared by the interviewees on use of assessment data did not meet the 
assumptions outlined in the problem-solving model of use, but it would be very difficult to argue 
that “use” of some sort did not occur within the sites. The stories did not involve an individual 
decision maker, progressing through a series of steps, selecting between alternatives in a decision 
choice event, the decision of which necessarily led to improvements in student learning. Instead, 
individuals within the institutions interacted with others, through formal and informal processes, 
while trying to makes sense of what was happening and why, and whether there were any 
problems that needed to be addressed. They examined a variety of data in order to make sense of 
a particular situation and construct stories regarding student learning. 
Linear models of decision making which describe use of assessment data as step-by-step 
and sequential tend to be reductionist or overly simplistic and not related to the use of data 
(Nidiffer, 2000). An administrator at Capella noted the difficulty in supporting the problem-
solving model of use, a decision making process that was not occurring naturally within the 
institution. In order for faculty to begin to use data in ways desired by the organization, processes 
and structures were created because the problem-solving model of use was foreign to those 
 100 
involved. The models of use and decision making presented in the literature do not account for 
the organizational intricacies expressed in the stories told about use. Use of assessment data may 
include identification of a problem or determination that more focused data needs to be gathered, 
and individuals may use results without taking action at a collective level. But it is not a matter 
of simply classifying the use that occurred differently under Weiss’s (1980) conception of use of 
research as enlightenment, or tactical, or symbolic. It is a matter of conceiving of use in a 
different manner. 
In higher education, it is generally thought that use will directly occur when a variety of 
factors are met; factors without which use is severely hindered. Within the two institutions there 
was a variety of available data on student learning, presented publically in multiple formats, as 
well as history of involvement with assessment, an infrastructure in which assessment was 
supported, and leadership interested in fostering greater use. While factors such as administrative 
support, resources, professional development, and institutional processes were located within the 
sites and use of assessment data might have been substantially hindered without them, having 
mechanisms and support in place did not guarantee use – these factors were not enough on their 
own to compel use to occur. For use of assessment data to occur in the two institutions, there 
needed to first be space and time for individuals within the institution to engage with and make 
sense of the data. What was necessary, were discussions regarding the meaning of the results 
within the larger institutional context. More than simply access to data was necessary; tools to 
work in a collaborative manner with data were also needed.  
In addition, even when changes in curriculum or courses were made, not all led directly 
to improvements. In some instances, faculty reviewed assessment data, found that levels of 
student performance were satisfactory, and concluded that no change was necessary. In others 
 101 
student performance on specific outcomes were deemed  unsatisfactory, warranting further 
conversation and initiating processes to more deeply examine potential areas of concern. Change 
occurred at the individual level in terms of individual faculty thinking about their teaching and 
practice in different ways, or altering how they approached teaching certain aspects of the 
curriculum. But change also occurred at the institution-level where larger curriculum structures 
were altered.  
Data were examined and changes were made, but use occurred through a collective, 
interactive, and interpretive process of telling a story. A story that was based on a variety of data 
crafted to persuade a particular audience about how students learn; why what was changed was 
going to or did lead to improvements in student learning; and how the institution was effective, 
efficient, and assuring quality. Assessment data became evidence when used in an argument or 
claim for accountability or improvement. Use was a process of evidence-based storytelling. 
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Chapter 5 
Evidence-Based Storytelling 
Use of assessment data within the two institutions took the form of evidence-based 
storytelling wherein evidence of student learning was used in support of claims or arguments 
regarding the effectiveness of the institution or the work underway to improve institutional 
effectiveness. The stories told of the value-added by the institution, what institutions were doing 
to be more effective, and how institutions were already being effective in helping students learn. 
Stories are ways of knowing, and telling stories is essentially a meaning making process. 
Seidman (2006) clarifies 
When people tell stories, they select details of their experience from their stream of 
consciousness…in order to give the details of their experience…people must reflect on 
their experience. It is this process of selecting constitutive details of experience, 
reflecting on them, giving them order, and thereby making sense of them that makes 
telling stories a meaning-making experience. (p. 7)  
This chapter explores aspects of evidence-based storytelling including elements of the 
stories; how a variety of data are selected, reviewed and discussed; how through making sense of 
the different data, claims or arguments are formed regarding improvement or accountability; and 
how these arguments are expressed through telling an evidence-based story to persuade a 
particular audience. While the chapter is divided into sections discussing aspects of evidence-
based storytelling, this is not to imply that they are particularly distinct or that the elements occur 
in a particular order.   
Elements of Evidence-Based Stories of Use 
I define evidence-based storytelling as occurring when evidence of student learning is 
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used in support of claims or arguments about improvement or accountability told through stories 
to persuade a specific audience. In the evidence-based stories told by the interviewees from the 
two institutions, different experiences were described each of which involved multiple 
individuals within the institution making sense of data in order to determine what, if anything, 
should be done. The stories shared several elements including: 
 Delineating the role of the decision maker within the organization, “my position as a 
faculty chair;” 
 Availability or access to data, “if I hadn’t seen the results I wouldn’t have known we 
had a problem;” 
 Awareness or identification of issue, “that’s when we saw we were not performing as 
well as we would have liked on the outcome;” 
 Understanding of data informed by professional experience, “as a psychologist it really 
stood out to me;” 
 Sense-making process, “but it was hard to tell what it meant for our students and I knew 
we needed to discuss it further;” 
 Experience and history at organization, “I have been here for 12 years and know what 
we can get away with changing;” 
 Background with assessment, “I never had assessment training in graduate school;” 
 Alterations or changes to institution, “we added more assignments as a guess to see 
what could improve the outcome, I mean we don’t know why the outcome is low but it 
is something to try.”  
The evidence-based stories were stories seeking to persuade an audience of something, 
which is in contrast to the problem-solving model of use presented in previous chapters. The 
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stories were told internally and externally, and crafted to explain what students were learning, 
why they were learning it, and what the role of the institution was in the process. The elements of 
the stories were not unique to an idea of evidence-based storytelling in the field of assessment; 
they are common elements of any story including setting the context and stage, presenting 
characters and plot, and identifying conflict and resolution. In addition, the stories included 
common elements of arguments such as warranted assertions and compiling evidence in support 
of claims of how the institution is effective, improving, using resources wisely, or how the 
institution is assuring quality.  
The notion of “storying” or “narrating” is particularly appropriate to for making sense of 
the information shared by interview respondents when describing occurrences of use. Schwandt 
(2007) defines narrative as “a form or genre of presentation organized in story form. Story, in 
turn, refers to…a sequence of actions or events with a plot arranged in temporal order” (p. 201). 
Fay (1996) states that stories are told not just to others, but also to ourselves and are revised in 
light of new information deemed as significant by the teller. Stories are comprised of actions, 
intentions and results of those actions, with the outcomes often portrayed as caused by the prior 
pieces of the story. Stories “tell what happened next as a result of something’s occurring and 
what happened after that” (Fay, 1996, p. 185). It may not be clear in the moment what part the 
information plays in a particular story, instead the role may emerge in the telling and is described 
retrospectively as the start of, reason for, or causal connection between pieces of a story. This is 
due in part to the fact, as Fay (1996) claims, “stories are also told in that with hindsight we can 
appreciate narrative patterns which we could not appreciate at the time of acting. We tell stories 
in [sic] acting and we continue to tell stories afterwards about the actions” (p. 197). 
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Data Selection and Review 
Various types of information are identified, selected, discussed, deliberated, and 
integrated in the telling of an evidence-based story. Numbers never stand on their own, “they are 
always interpreted as part of a story line with the selection of measures almost always an 
indication of some preferred solution to a problem” (Heinecke, 2011, p. 37). The challenge is 
one of constructing “simplifications of evidence that pass the dual test of usefulness and 
accuracy” (Patton, 1997, p. X) supported by a normative warrant of how good the provided 
evidence is for a given claim (Haack, 1995).   
Individuals within the institutions had a wide variety of data available from which to 
select particular data to focus upon or employ in the telling of their story. Selection of data to 
consider, or data deemed relevant to the telling, occurred through individual and organizational 
mechanisms such as institutional reporting functions and structures, and opportunities for 
individuals to come together to examine and critically engage with data. Selection and review of 
data involved an examination of multiple measures, interpretation, and comparison or integration 
with other data. Who was involved in the process of selection and review influenced what data 
were considered. Within the two institutions, the evidence selection process involved the 
discussion and review of multiple sources or combinations of data as opposed to a single source 
or measure. At issue within the sites was not a lack of data but a focus on how to turn the 
available data into something meaningful for the task at hand and how to determine which data 
to employ.  
 Examining a variety of data is helpful to develop a more comprehensive picture of a 
phenomenon. Woosley and Jones (2010) note that “combining comments with survey data and 
institutional outcomes built a believable argument on what the issue was and why it should 
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matter to the institution” (p. x). Additional measures may present alternative reasons or 
conceptualizations for current situations, such as when faculty at St. Olaf were concerned about 
the increasing number of errors made in student writing.  
When I looked at national trends and the literature on writing I found a study about the 
types of errors in student writing and I brought literature suggesting that students aren’t 
making more errors than they did forty years ago, they are just making different errors. 
The question then emerged – is that true at St. Olaf and we look to our assessment data. It 
provides us a means to compare with larger trends beyond our institution to understand 
what is happening with our students and why. (D. LeBlanc, personal communication, 
January 18, 2011) 
An important aspect of identifying multiple sources of data is the potential benefit for 
better understanding results. As noted by a staff member at St. Olaf, “looking at a variety of 
sources of information is helpful, because even when students tell us what they want, we might 
not interpret it properly” (R. Eaton-Neeb, personal communication, January 14, 2011). One 
department examined NSSE results and a senior exit survey that asked questions of the 
department’s students similar to items on the NSSE.  When comparing students in the 
department to the larger student body of the college,  
we found our students weren’t any different from St. Olaf students as a whole on the 
questions we asked when we looked at the results side-by-side two-years in a row. This is 
helpful to know our students are similar and informs our understanding when we look at 
institution-wide measures. (M. Walczak, personal communication, February 2, 2012)  
In addition to examining and comparing a variety of results, who is involved in selection 
and review makes a difference. When examining issues related to student engagement with 
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library resources, “we made sure members of the library faculty were there to help us interpret 
the findings…” (D. LeBlanc, personal communication, January 18, 2011) and students were 
involved in the design of a website for  helping students make more informed selections 
regarding general education requirements. The website combined data from senior, alumni, and 
employer surveys to help advise first-year students on understanding the importance and purpose 
of general education requirements (A. Scaramuzza, personal communication, January 28, 2011). 
In both of these instances, the projects were strengthened by the inclusion of additional 
perspectives and voices.  
Outside of individuals within the organization selecting and reviewing data, the 
institution provides structure and processes of data selection. At St. Olaf, the reporting structure 
is designed to provide enough information to potential users for them to determine relevancy of 
the data but not to provide them with solutions or “answers.” A faculty member involved in 
construction of the reports noted 
Data don’t speak for themselves, they just don’t. But we also know that people are so 
busy, that if we just give them tables, and say, “look here’s some results that speak to 
writing”, it’s going to take too long for them to determine what that evidence adds up to. 
We’ve tried to strike a middle ground where we don’t make recommendations on what 
the evidence suggests faculty should be doing, but we try to provide outlines of what we 
see in the evidence in a succinct and boiled down form so that people can look at the 
evidence for themselves and evaluate the extent to which the sense we have made of it 
seems appropriate. (J. Beld, personal communication, December 13, 2010) 
 At Capella, attempts to automate the data selection process are underway in an effort to 
reduce the massive amounts of data. Through predictive modeling, data are filtered to data 
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elements that might be meaningful for understanding student behavior and learning. The vast 
amount of available data requires that someone within the organization translate the data to 
provide relevant information on learner success (K. Pearce, personal communication, December 
17, 2010).  
We do indeed have a tremendous amount of data and to some degree you have to ask 
how much of it is useful? A very specific example is how long somebody is logged-in – 
what exactly is that an indicator of?  One learner might log-in and do all of their reading 
and work online while others might log-in, download information, and log-off to work 
off-line. So maybe measuring how long they’re logged in isn’t’ necessarily a good 
measure after all. (B. Barton, personal communication, February 15, 2011) 
Selecting the measures to monitor and then disseminate in ways that maintain the integrity of the 
data is a process that Capella is still working towards fully implementing.  As an administrator 
put it,  
I don’t know if you ever saw the movie the Matrix but it is kind of inspiring for me 
because I always felt like there are patterns in data that we can’t observe and we don’t 
know about. If we can just get behind the scene and get deeper into the data there are 
insights that are worth hunting for and stories we can tell about our learners so we are 
still working towards that. (J. Grann, personal communication, December 17, 2010)  
Sense Making and Claim Formation 
Once data are selected, individuals and groups within the organization engage with the 
data in order to make sense of it in relation to the institution and students served. Through this 
sense making process, claims and arguments are formed regarding quality assurance and what, if 
anything, to improve. The two institutions built processes and infrastructure to foster 
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communication and sense making of data through a year of reflection and integration of 
assessment into committee structures at St. Olaf, and the moderation sessions and frame of 
reference documentation processes at Capella. It is through the interaction of individuals that 
meaning making emerges and evidence is constructed. The meaning ascribed to the data may 
differ depending on who is involved. 
Whether information is understood as evidence pertaining to some problem and how it is 
eventually used in practice depends on the cognitions of individuals operating within a given 
situation and their interactions (Spillane & Miele, 2007). Research suggests that working 
knowledge shapes how individuals interpret evidence (Coburn, Toure, & Yamashita, 2009). 
People with different beliefs interpret the same evidence in contrasting ways (Coburn, 2003) and 
evidence is discounted when it does not support preexisting beliefs or actions (Birkeland, 
Murphy-Graham, & Weiss, 2005; Coburn & Talbert, 2006; Kennedy, 1984).  
Examining who is involved in the review of evidence, what organizational processes may 
facilitate or hinder individual review, and the importance of making sense in the construction of 
evidence and use of data is crucial to an understanding of evidence construction and use.  
 Sense may be made of identified assessment data in a variety of ways but it generally 
involves multiple individuals critically engaging with data in order to develop a coherent picture 
of multiple data points. An example from Capella illustrates this idea:   
I think it [making sense of the data] was particularly challenging because we had input 
from learners in a numeric form about various components of the course, information on 
various components of instructor behavior such as what they did, what could be improved 
and so forth, and it was a lot of input. It was very challenging to figure out what it all 
meant and how to make a change that would lead to an improvement there or which data 
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to focus on to decide what to change. Some things are obvious, like you see something 
learners didn’t specifically like about a course or suggest could be improved, and an 
aligned curriculum makes that much easier. But without that, if we think an area could be 
improved to improve the overall results, what might the improvement be? To determine 
that you contact faculty that have taught the course many times and harness their 
experience. Talk it all through, and hope for the best. (B. Barton, personal 
communication, February 15, 2011) 
Similarly at the institution-level at St. Olaf, the standardized test of the Collegiate 
Learning Assessment (CLA) “is tricky to work with because I don’t want faculty suddenly 
thinking we should all teach ‘how to make an argument’ for the analytic writing portion of the 
test because that could change the curriculum drastically in unnecessary ways” (D. LeBlanc, 
personal communication, January 18, 2011).  When working with the results of the CLA, what to 
change in the curriculum when students don’t perform well in a specific area of the test is 
unclear at best. It is not clear whether the value-added component score of the CLA measures 
types of reasoning that are aptitudes that some people just possess naturally or something learned 
as a consequence of formal instruction or both (Sherman, 2008). Overall though, taking the time 
to make sense of the results in relation to the institution and students served is important for 
determining what, if anything to do. 
An additional means by which sense is made of data is through comparison or integration 
with professional experience. At Capella, when faculty begin discussions on what specific 
program outcomes mean, such as what a collective understanding of communicating effectively 
would be for communication faculty, three areas of knowledge and experience are valued in the 
conversations, including personal/social stories and reflections, professional knowledge and 
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experience, and empirical studies (J. Grann, personal communication, December 17, 2010). Once 
a collective understanding is reached, it provides the context from which to interpret the results 
of assessment. In most instances, faculty already know, given their engagement in the classroom, 
where students are struggling with content prior to reviewing assessment data.  
I think we know what the road blocks in the curriculum path are for students; my guess is 
we just don’t have the analytic model in place to help reveal what those challenges are at 
a system level. We find an insight, show our faculty chairs and they say, “Yeah we 
already knew that” and we say, “great our model works!” (J. Grann, personal 
communication, December 17, 2010) 
The role of evidence as located within larger institutional arguments around action and 
student learning is one well understood by institutional research staff working with the data on a 
regular basis. One St.Olaf staff member noted, “part of our role is to match the assessment 
evidence that we have with the academic decisions or programmatic decisions that different 
groups on campus are making by telling a specific picture of student learning” (S. Godfrey, 
personal communication, January 27, 2011). A faculty member stated, 
Evidence is the first premise of an argument. I mean suppose that on the CLA, the results 
are right about where we expected. We are above expected, but not really far above the 
line of expected performance. That doesn’t automatically mean that we should focus all 
of our energies to get way above the line. That is a piece of information that could be 
used to construct arguments, but it is never I think by itself a standalone argument. You 
have to ask what it would take, what resources, and what would you be neglecting to 
move that score. (V. Harper, personal communication, January 31, 2011) 
Evidence does not make assumptions or beliefs true and different users have different 
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levels of confidence in evidence, but evidence does corroborate arguments. Thomas (2009) 
provides the example of police gathering evidence at a crime scene: Evidence is reliable and 
robust when one piece of evidence supports or corroborates another, while an individual piece of 
evidence on its own is often not sufficient. Haack (2004) explains how evidence scaffolds beliefs  
the structure of evidence is not linear, like a mathematical proof, but ramifies like a 
crossword puzzle. The reasonableness of a crossword entry depends on how well it is 
supported by the clue and other intersecting entries, how reasonable those other entries 
are (independent of this one), and how much of the crossword has been completed. (p. 
521) 
In the two institutions, data were combined and understood in conjunction with other data 
to form a body of evidence used in support of a particular course of action where the body of 
information was such that no one piece would be sufficient to support a given argument. For 
example, within St. Olaf results from a survey presented an interesting finding that on its own 
did not provide enough information to form a critical mass of evidence.   
In an assessment administered to our students, results indicated that students reported 
being lonely. The dean came to me saying, “Students are lonely and we have to do 
something about it.” My first reaction was to think, really? I asked if he had been lonely 
in the last year and do we really need to do something about it? What kind of lonely are 
we talking about? Students expressing that they have been lonely in the past year doesn’t 
tell us much – we don’t know if they went home from school, did they miss class, are 
they depressed? We would have to dig further or look at other information. (R. Eaton-
Neeb, personal communication, January 14, 2011) 
Assessment data are said to inform decisions on improving outcomes and to provide 
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policy makers and external stakeholders with evidence of institutional effectiveness. Stake 
(2010) states that decision makers need facts and rationales for possible courses of action with 
evidence “building the confidence needed for good decision making” (p. 120). Data do not point 
to what to change, rather, that is figured out collectively through sense making processes which 
identify potential means to alter the educational experience to improve student outcomes. Stake 
(2010) continues to state that “evidence is an attribute of information, but it is also an attribute of 
persuasion” (p. 123) such that selected evidence is employed in arguments of some kind.  
Evidence-Based Storytelling 
Data are selected and amassed, sense is made of them, claims are developed regarding 
what to do or not do, and a story is told of others that reflects on the process of selection, 
meaning making, and action. Evidence-based stories present reasoned approaches to addressing 
student learning on the part of the institution and its educators. Individual and institutional 
values, tacit judgment, local knowledge and skill, and evidence construction are reflected in a 
story. The story specifies cause and effect, the role of the institution in improving student 
learning, and why changing particular aspects of the educational experience will impact specified 
outcomes. Stories provide justification for action or inaction, or explain how quality is being 
assured. Stories are told to persuade a specific audience about what students are learning, how 
well they are learning it, and the role of the institution in fostering such learning. “Storying” is 
also a process which allows for reflection on practice and how use should occur within the 
institution. Stories are about what “good” or “successful” assessment looks like. Evidence-based 
stories tell what the institution is trying to accomplish and why in an effort to demystify the 
educational experience and show the intentionality in the design of the educational experience to 
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students and other audiences. Constructing such a story is a complex process involving the 
examination of a variety of evidence.  
We sat down with all the evidence in a heap and we said, “What story is this evidence 
telling us about questions of interest to our institution?”  We are trying to ask what is the 
outcome of interest and what is the decision that needs to get made and then what 
assessment evidence do we have to support an argument or coherent story about what we 
know about student learning in this area that that group can use to inform its decisions. (J. 
Beld, personal communication, December 13, 2010) 
Evidence-based stories were position and audience specific such that faculty generally 
told stories related to improving curriculum or altering coursework while administrators told 
stories regarding the overall alignment and institutional processes for accountability. Within the 
stories, assessment data were transformed into evidence wherein the weight of evidence provided 
by a body of information was the impetus for a particular course of action.  
Stories also painted pictures of the institution paying attention to where learning occurred 
within the institution and being responsive to student needs. For example, a faculty member from 
St. Olaf shared a story of the processes used to improve student learning.  
Students need opportunities to practice skills like written and oral communication, but if 
we don’t give opportunities for them to do writing in the discipline, then how do we ever 
expect them to achieve proficiency in oral and written communication? This requires 
looking at our curriculum as a whole, not a course to address this skill, but the curriculum 
to see if there are series of courses within which we could embed deliberate attention paid 
to oral and written communication. Students would take this course and they will always 
have some written assignments they will get feedback on and hopefully improve that 
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aspect of their skill set.  So we start with the end in mind and make sure what we want 
our students to achieve is actually possible given what you are asking them to do. (M. 
Walczak, personal communication, February 2, 2011) 
When improvements are made and if learning gains are found, those involved in the 
review of data may consider the data as evidence that the institution is doing well and fail to 
disaggregate data to examine if there are areas where students are not performing at average. 
Conversely, if learning is found to decline, those reviewing the data may dismiss it as lack of 
student motivation on standardized test, or some other measurement error. Yet, even if learning 
gains are not yet evident, the process of reviewing data and deciding whether to make changes 
may serve other purposes beyond improvement, such as meeting the demands of external review 
for accountability. For example, when external program reviewers came to examine the 
department, the department was able to “explain what we had been doing in a logical progression 
that had brought us to the point of making these specific revisions. They really seemed to 
endorse what we were doing so it was really rewarding” (D. Gross, personal communication, 
January 18, 2011). Since causality is not clear and deciding what to change is difficult, making 
sense of the data through telling stories about why certain actions were taken or to justify courses 
of action becomes increasingly important. For instance within Capella, 
There have been cases where we looked and no one is struggling on any particular 
assignment and we might say, “Well we have a number of assignments across the 
curriculum but it must not be enough.” Seemed like a good number when we designed 
the curriculum, and we might have several moderation sessions as part of our 
investigation into what might be occurring. It might be that we are not grading 
consistently across course sections and need to make sure we are all in agreement on 
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what good work looks like using the rubrics. Or it might be that people are doing well 
enough on the assignments but not acquiring the depth of knowledge to generalize it to 
other circumstances. But mostly, we don’t know the cause. (B. Barton, personal 
communication, January 18, 2011) 
Evidence-based stories can also focus on unsuccessful approaches to learning outcomes which 
were not successful and why institutions are no longer taking a particular approach to assess 
student learning or how practice was revised to enhance success. As a faculty member from St. 
Olaf explained: 
You get a score from this standardized test in say the developmental section or the types 
of pathology section. You get one number and you don’t really know which students you 
are looking at because that information is not captured so you can’t really track their 
course taking patterns. The next time we administered the exam we gathered information 
on which students took it and when we looked at which courses they took, you could see 
students who really focused on courses in that area did well, but then students who had 
never taken a course on the material covered in the test had an extremely high score. 
What do you do with that kind of information? It is not so useful or meaningful. In the 
future, to gather meaningful information for our purposes, we will not have them take 
some kind of standardized tests because we don’t know what to do with the results 
because it tells us that people who want to do really well in that area should never take 
courses in it. (D. Gross, personal communication, January 18, 2011) 
A study conducted in K-12 districts found evidence played an important role in 
participants convincing others of appropriate solutions through persuasive argument built on 
warranted assertions (Coburn, Toure, & Yamashita, 2009). Dewey argued that knowledge is 
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always provisional and the result of concrete, situated inquiries. To capture this twofold 
characteristic, he called the outcome of inquiry warranted assertion. Schwandt (2007) defines 
warranted assertions as “beliefs strongly supported enough in argument and evidence to be 
confidently acted upon” (p. 321). The use of assessment evidence is in part a process of forming 
warranted assertions regarding the effectiveness of the institution for accountability purposes 
and/or determination of improvement efforts. Warranted assertions are employed internally 
within the institution as well as externally to convince stakeholders that the institution is meeting 
accountability demands by being good stewards of resources and assuring quality.  
Evidence-based storytelling also serves a role as a means of reflective practice, wherein 
individuals within the organization examine their behavior after changes have been made or 
decisions reached. Reflecting on practice through storytelling is more than a recounting of an 
incident; it is a process in which an individual examines not only the chronology of an event but 
also the underlying causes and motivations of the actors in the events (Newton & Sackney, 
2005). It is often assumed that practice takes the form of specifying explicit goals, selecting 
strategies to achieve them on the basis of objective evidence about their effectiveness and then 
measuring the outcomes to determine the degree of success or variant from the success. Yet, 
forms of practice vary in the degree to which they align with a linear, rational model. Telling 
stories of how institutions arrived at current practices or how those working within made sense 
of the evidence can provide a counter point. In development of the story,  
reason after reason is advanced and tried out. Finally, a multiplicity of arguments serves 
as a rationale for the decision which is often made long before all the arguments are 
advanced…In the face of uncertain knowledge, the task of entangled decision makers 
becomes less one of absolutely convincing ourselves with proofs than one of persuading 
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ourselves with multiple reasons. The criterion becomes not what is necessary but what is 
plausible. (House, 1977, p. 2) 
Conclusion 
 Within the two institutions, there were few if any instances of the problem-solving model 
of use. Rather, respondents related narratives or stories about how individuals made sense of data 
of student learning, why, and for what purpose. Thus, evidence-based storytelling provides an 
alternative means for considering what it means to “use” assessment data and allows for a variety 
of uses of assessment data beyond direct use of data in a decision choice event. It also provides a 
mechanism for institutions to share with internal and external constituents what they are doing 
and why as it relates to student learning. Telling evidence-based stories involved selecting data 
to be used as evidence, allowing space and time for those within the institution to interact and 
make sense of the data, and then constructing the story or argument supported by the evidence. 
This process allowed for explanations of why actions were taken and allowed for the telling of 
how causes are understood within the institution, what paths are thought to lead to improved 
student learning and how the institution is being accountable through assuring quality.  
Within the two institutions, reviewing and making sense of assessment results was a 
process which took a lot of time. Determining what data were meaningful or which data to select 
in order to tell a story regarding improvement or accountability is not an easy or quick process. If 
in the process of making sense of results it is determined that there is a problem that needs to be 
addressed, additional sense making and discussion is required to determine what to change and 
why. Telling stories of student learning can serve multiple purposes for an institution as one 
faculty member noted, “you want to present assessment evidence in such a way that readers can 
see a story in the evidence but look at the evidence themselves and decide if they see it in the 
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same way” (J. Beld, personal communication, December 13, 2010). Striking such a balance 
between providing a framework and story based on the constructed evidence while still allowing 
people to “encounter the evidence in a way that will be meaningful to them” is difficult at best (J. 
Beld, personal communication, December 13, 2010).  
Within the five-step assessment model, there are numerous opportunities for meaning 
making and evidence use to occur including during the establishment of learning outcome 
statements; in the collective understanding of what it means to “think critically”; and, in the 
process of assessing specified learning outcomes viewed as important by the institution and its 
faculty.  The collection of assessment data also involves interpretation of those data, whether by 
institutional research staff or faculty within a department or program, prior to reaching the final 
step in the five-step assessment model of using the results to improve student learning. Thus, 
what counts as meaningful assessment or meaningful evidence of student learning to an 
institution will necessarily involve a process of making meaning and determining how, as an 
institution, to measure attainment of knowledge and skills as understood and defined by the 
institution and its faculty and administers. Determining credible evidence for claims or 
arguments will also be informed by whether the assessment was undertaken to address a specific 
problem or answer a question, or whether it was done for accountability purposes or as a routine 
matter of data collection. Further, determining if students are successfully meeting an outcome or 
whether current performance levels are satisfactory will be informed by additional sources of 
evidence including professional experience, disciplinary background, institutional values, 
employer feedback and potentially peers. 
In order to understand use as an emergent process of meaning making through evidence-
based storytelling, we have to develop an understanding of what people do to assess student 
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learning, how they do it, and why they do it; simultaneously attending to the institutional 
structures at various levels of the system that enable and constrain individual practice (Cantrell, 
2009). Understanding use also means that the preparation and process of deciding which 
information to collect, whom to involve in data interpretation, and how those results are 
communicated are as important as the results themselves (Dowd, 2005). Data are in essence tools 
which may be employed in decision making but the human element and judgment cannot be 
divorced from the process (Shen & Cooley, 2008). Data must be combined with an 
understanding of the situation, be transformed into information which becomes actionable 
evidence when judgments are applied to it, which may then inform decisions, as well as identify 
or clarify areas of interest to those in the decision making process (Marsh, Pane, & Hamilton, 
2006). Thus, “knowledge is not an object to be sent or received but a fluid set of understandings 
shaped by those who originate it and those who use it” (National Center for the Dissemination of 
Disability Research [NCDDR],  1996, p. 8). The social process of constructing assessment 
results into evidence of student learning is thus a matter of critically engaging with evidence – 
looking at it, thinking about it, and assessing it (Thomas, 2009).   
Viewing meaning as something which is not inherent in data but as something which is 
constructed by individuals who translate the information through the lens of prior knowledge and 
understanding (NCDDR, 1996) challenges the idea of evidence as an authoritative, independent 
guide to action. The focus is shifted to understanding how users of evidence are actively engaged 
in interpreting it (Greene, 1988). When evidence is viewed as a constructed, composite concept 
dependent on context and the meaning ascribed to it by individuals engaging with information, 
the application of the information in a specific context is crucial to understanding use (Newton & 
Sackney, 2005). Social constructivist learning theory suggests that individuals construct 
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knowledge and develop a shared reality through collaboration with others (Preskill, Zuckerman, 
& Matthews, 2003). Paying close attention to context and the interpretivist perspective of 
knowledge heightens awareness of the communicative nature of information which only 
becomes usable knowledge when cognitively processed by users through social interaction out of 
which emerge shared meaning and joint representations (Cousins & Simon, 1996). Preskill and 
Torres (1999) argue, “…learning from evaluative inquiry is a social construction occurring 
through the involvement of multiple constituencies each representing different perspectives. It is 
socially situated and is mediated through participants’ previous knowledge and experiences” ( p. 
xix). Such ideas were reinforced by interviewees; “what did we find during the assessment 
process and what do we think about it are the questions we should spend most of our time talking 
about”  (D. LeBlanc, personal communication, January 18, 2011). When thinking about use and 
evidence as evidence-based storytelling where evidence is used in support of claims regarding 
institutional accountability and quality assurance as told to a specific audience to persuade, a 
different conceptualization of use than that presented within the assessment model is needed. 
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Chapter 6 
Alternative Conceptualizations of Use 
How an institution would support or facilitate use looks different through the lens of 
evidence-based storytelling. This chapter discusses ways in which the two institutions supported 
and enhanced the process of evidence-based storytelling and presents two means to 
conceptualize use as alternatives to the five-step assessment model and problem-solving model 
of use. As emphasized within alternative models and encompassed within the two institutions, 
use emerged through interactions between individuals situated within organizations as they 
critically engaged with data in order to make sense of it.  
Facilitation of Use 
In most assessment models in higher education, means to enhance use have generally 
focused on removing barriers to use through increasing the supply of data or better meeting the 
demands of individual decision makers through tailoring reports to specific audiences and 
providing data to a single decision maker in a timely fashion.  For example, Lawrenz, 
Gullickson, and Toal (2007) argued that it is important to disseminate findings to potential users 
in a format which will help facilitate the use of the information. Suskie (2009) argued that 
assessment data are more likely to be directly used in decisions when use is planned and 
purposeful or when assessment focuses on clear goals, involves stakeholders, and receives 
support and resources from leadership. On the supply side of the equation, who provides 
information to potential users was found to be more important than the information itself (Rich, 
2001). To increase potential use of findings, providing access to or greater dissemination of 
findings is thought to lead to action on the part of the users (Vedung, 1997). Rich (2001) found 
that factors such as format, style, and timeliness of information are important in helping lead to 
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utilization – but these factors by themselves will not guarantee use.  
In an exploration of the many factors which may influence the use of data including the 
characteristics of decision makers and their familiarity with the data; characteristics of the data 
such as availability, timeliness, and relevance; characteristics of the research(ers) producing the 
data including education, experience, and familiarity with issues; and institutional characteristics, 
Walton (2005) found that it was impossible to determine which characteristics were more related 
to increased use. In an empirical review of the literature on use from 1986 to 2005 within the 
field of evaluation, Johnson et al (2005) reached a similar conclusion claiming that there were no 
clear characteristics which were related to increased use of evaluation findings. In an earlier 
review of the literature on evaluation use published between 1986 and 1996, Shulha and Cousins 
(1997) found that there was an increase in the consideration of context and individual and 
organizational levels as critical to understanding and explaining use, but of the variety of 
variables which might increase use (such as relevance, credibility, user involvement, 
communication, and complexity of organizations) none were more prominent than others. When 
considering use of assessment data as occurring through evidence-based storytelling, different 
mechanisms and structures were noted as supporting the use process within the two institutions 
including organizational support and processes for individuals to make sense of, interact with, 
and critically engage with data. 
Organizational structures and meaning making processes. 
 An examination of organizational mechanisms which support meaning making around 
evidence is crucial to understanding the emergent process of use. Use of assessment data in 
institutional decision making necessarily depends on who is involved in interpreting the data and 
for what purpose the data are interpreted. Studies of the use of data within secondary education 
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districts found that districts which integrated use of a variety of data into their institutional 
management processes were more likely to use data to inform decisions (Sanchez, Kline, & 
Laird, 2009). A survey of superintendents and their conception of evidence-based practice 
reported that organizational structures shaped beliefs by influencing patterns of social interaction 
such that individuals working in different parts of the system developed space-based shared 
understandings of evidence-based practice. Conceptions of evidence were further influenced by 
the nature of work roles and responsibilities that varied depending on an individual’s location in 
the system (Coburn & Talbert, 2006).  
At St. Olaf, there are a wide variety of stakeholders involved in assessment initiatives 
adding many eyes and voices to the conversation. While electronic communication has been 
utilized such as email, in-person conversations are the mechanisms through which St. Olaf 
conducts most meaning making. As a faculty member of the assessment subcommittee stated, “it 
is too easy to hit the delete button, but when I go and talk with the chairs and come to the 
meetings and offer suggestions or bring data, it makes such a difference” (M. Walczak, personal 
communication, February 2, 2011). Built into the five-year assessment cycle for the institution is 
a year of reflection where data collection is suspended, meaning no new data are to be collected. 
Instead of continuing to gather data, the year of reflection is a mechanism by which already 
collected data are examined to “figure out what it all means because things get too busy to really 
engage with data so we need to have time to reflect built in” (M. Cisar, personal communication, 
January 13, 2011). The year of reflection is focused on utilization and also trying to get 
departments and programs to focus on institution-level results in relation to the program-level 
data (V. Harper, personal communication, January 31, 2011).  
Structurally, it is difficult for faculty and staff to discuss with each other and reflect on 
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assessment results within Capella University because they are spread all over the United States 
(M. Offerman, personal communication, November 30, 2010). Capella thus utilizes technology 
“to facilitate meaning making sessions” (B. Barton, personal communication, February 15, 2011) 
referred to as moderation sessions. A moderation session is an online meeting in which several 
faculty members evaluate student work using a shared rubric. They individually assess student 
work and then share results with each other, ultimately discussing where they were in agreement 
and where disagreements emerged. The goal of the moderation session is to reveal and resolve 
differences in performance expectations for students, so as to enhance inter-rater reliability by 
increasing the consistency of outcome measurements. The moderation session includes a 
facilitator who moderates faculty discussion on how and why they awarded the rating on student 
work (“The LOT design process,” n.d.). The moderation session format allows for a variety of 
opinions to be included and corrects the misconception that there is an objective, shared view of 
student performance when in actuality there is a diversity of understanding through which shared 
consensus can be reached  (J. Grann, personal communication, December 17, 2010).  
Creating space to make sense of data is important to potential use of evidence because 
use is not simply a matter of transfer and adoption of results. There is a process of negotiation 
which involves establishing warrants for the use of assessment evidence in arguments made in 
policy and practice. Discussing the process of examining assessment results as one which 
necessarily involves interpretation suggests that evidence is not self-explanatory and simply 
there for implementing, but is made sense of in a particular set of circumstances that give rise to 
a particular kind of argument. Maki (2010) provides an example of contextually-based evidence 
construction where executing a plan to derive and use evidence of student learning is more than a 
“calendared sequence of tasks leading to a report of percentile results” (p. 20). Meaning making 
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processes in assessment include interpreters of assessment results; space for dialogue; time for 
various groups to hear, see, and ask questions regarding results; and facilitated discussion and 
interpretation. Campuses need to create “campus-wide soft times and neutral zones to engage 
members of the community in discussion about and reflection on evidence of student learning” 
because without these processes and structures in place assessment “remains a mechanical 
process of reporting, not a process of inquiry leading to a dialogue about agreed-upon actions” 
(Maki, 2010, p. 20). Thus prior to use of assessment results, sense is made of the data by those 
within the organization critically engaging with data.  
The St. Olaf Institutional Research and Evaluation Office is responsible for interpreting 
and sharing institutional evidence of student learning through providing summary findings and 
reports. This is especially helpful to those on the campus without the “time, confidence or skill to 
look at the raw data and say what it might mean” (R. Eaton-Neeb, personal communication, 
January 14, 2011). Reports on institution-level assessment data are available online but designing 
the reports has been a bit of a challenge. As one staff member noted, “when your audience is 
everyone it is difficult to pinpoint the visual presentation that would be most helpful to how 
people are likely to use it” (A. Scaramuzza, personal communication, January 28, 2011). Further, 
“there are lots of tools used across campus to measure student learning and most people are not 
familiar with them, what they are about, or their acronyms” (A. Scaramuzza, personal 
communication, January 28, 2011). In an effort to facilitate review of assessment data, the office 
developed alternative report formats.  Instead of presenting reports by source of evidence such as 
X survey results, reports are developed by theme or topic of interest informed by a variety of 
sources of evidence (“College-wide assessment,” n.d.). A faculty member stated, “their reports 
make it easier to pull out information about critical thinking or other pertinent information which 
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I think will help our efforts to use this data overall” (M. Walczak, personal communication, 
February 2, 2011). A faculty member further commented on the potential usefulness of the 
revised data for the organization. 
They have taken all the assessment data and reorganized it by topic so you are not just 
going through the raw results one after another. They gathered information from all the 
different assessment tools that relate to writing or critical thinking and they’ve put them 
all into a document so you can go and see all of the assessment data that relate to that 
particular topic. I think that is going to be extremely useful to people because that’s the 
way people think – they are thinking about a certain topic and they are much more likely 
to use it in that form than they would be to have to slog through all the raw data and 
figure out what’s useful and what’s not. (M. Cisar, personal communication, January 13, 
2011) 
While institutions may work to enhance their capacity or institutional readiness to support 
the use of assessment evidence by reducing documented barriers to use and creating 
opportunities for members of the institution to engage with each other and evidence through 
structures and support, how assessment data are used in institutional decision making necessarily 
depends on who is involved in interpreting the data and for what purpose the data are interpreted. 
Evidence holds value to a particular audience within a specific belief system including values, 
priorities, and causal assumptions about how best to realize them (Jenkins-Smith & Sabatier, 
1994). Understanding and applying evidence further varies by level within institutions such that 
deans, presidents, and faculty members will each have unique understanding and perspective of 
the evidence. Use is further impacted by the type of decision (e.g., budgeting or curriculum 
revision), by the type of data (e.g., financial, student self-report, survey, portfolio), whether 
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working in a group or alone, institutional and individual history of assessment, and the overall 
capacity of the organization to engage with such work. Also, organizational structures impact the 
ability of individuals within the organization to engage with meaning making and change 
processes. Organizational structures and rules impact decisions and discussions about what to 
change or the process by which changes are made. For example, Capella University employs a 
central course revision model through department chairs who operate within the structure of the 
organization but have wiggle room within that structure to decide whom to involve in the process 
and when.  
We have a strict course revision model where I have full responsibility for all capstone 
courses in the program. I have full and part time faculty reporting to me and I certainly 
rely on their input about what might be improved and what feedback they are getting as 
they teach the course. When we decide to make a minor change I might involve one of 
them but I would certainly involve one or more of them in a major change plus the course 
development group which is composed of experts in designing courses. (B. Barton, 
personal communication, January 18, 2011) 
While organizational structures may support or hinder engagement with and provide 
space for individuals to review data, the interaction of individuals within specific organizational 
cultures and processes is rarely examined in assessment literature. Connections between 
individual cognition and organizational structure have been examined in other fields including 
secondary education and evaluation. It is to two alternative conceptualizations of use from these 
fields to which I now turn.   
Alternative Conceptualizations of Use 
The model of use portrayed in the five-step assessment model as rational, direct, and 
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instrumental did not align well with the stories of use found within the case sites. Instead use 
emerged in discussions among individuals within the institution and evidence was constructed 
for use in arguments throughout the decision process. Alternative conceptualizations of use 
examine use as a complex process involving multiple actors, in a decision process as opposed to 
a choice event, within an organizational structure which influences and is influenced by 
individual interactions. The idea of organizational structure and norms informing use processes 
and evidence construction through individual interactions are examined by Preskill and Torres 
(1999) and Spillane and Miele (2007). They both provide approaches to understanding and 
examining use of assessment evidence that better reflect the way use was understood by 
interviewees and lend insight to understanding use as it unfolds in organizations with multiple 
actors. Preskill and Torres (1999) focus on the macro level of the organization and the role the 
structures and norms play in the process through evaluative inquiry. Spillane and Miele (2007) 
include a focus on the micro level of the individual engaging with data and provide a means to 
connect the micro and macro levels together through interactions in work practice and evidence 
selection. 
Macro level. 
Understanding and accounting for the role of organizations when discussing meaning 
making processes is necessary as organizations persist over time, beyond the tenure of any 
individual member such that new members have to learn the social structure, routines, norms and 
expectations to be followed (Hall, 2002). The organization provides structure, norms, and 
mechanisms within which meaning making unfold. Organization rules define responsibilities and 
help determine appropriate decision making processes in terms of what factors are to be 
considered during the process, who should be involved, who has access to and interprets data, 
 130 
and how decisions are reported and justified. The organizational structures, rules and norms are 
subject to perceptions and interpretations of individuals within the organization such that 
structures influence and are influenced by individuals operating in the organization (Hall, 2002; 
Tierney, 2008).  Organization routines are repetitive, recognizable patterns of interdependent 
actions with multiple actors (Feldman & Pentland, 2003) and organizations can best be 
understood as outcomes of the complex exchanges between individuals pursuing a diversity of 
goals (Georgiou, 1973). By focusing on the meaning making that emerges through interactions 
between actors within organizations it is possible to examine the role played by organizational 
and individual influence and processes. Within organizations, a crucial factor to individual 
involvement with decision making processes and meaning making processes is the perception of 
procedural fairness such that those involved with making meaning believe they had a genuine 
opportunity to be heard and considered (Garvin & Roberto, 2001).  
Micro level.  
While organizational structures and routines are important to facilitate dialogue, 
individuals within the organizations are the ones who engage with data. Processes supporting the 
critical engagement of data between individuals are dialogue and reflection. Dialogue is a means 
through which individuals collectively seek to develop shared meaning, understand complex 
issues, and uncover assumptions (Preskill & Torres, 1999). Dialogue facilitates the reflection 
process and can be thought of as a “stream of meaning flowing among and through us and 
between us” (Bohm, 1996, p. 6), where the goal is a spirit of understanding. Reflection is 
…a process that enables individuals and groups to review their ideas, understandings, and 
experiences. Reflection enables team members to explore each other’s values, beliefs, 
assumptions, and knowledge related to the issue of interest. When we understand 
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individuals’ mental models, we begin to understand how two people can observe the 
same event yet describe it differently. Given our varied backgrounds and experiences, we 
are prone to focus on different details of these experiences. In most cases, however, how 
we make sense of the world remains unexplored, tacit, and untested. (Preskill & Torres, 
1999, p. 56) 
Evaluative inquiry. 
Preskill and Torres (1999) focus on evaluative inquiry, similar in many ways to 
continuous improvement aspects of assessment.  In evaluative inquiry, use is embedded in 
ongoing routines of organization practice and “occurs within an infrastructure that values 
continuous improvement” (Preskill & Torres, 1999, p. 185). The role of evaluation within 
evaluative inquiry is to reduce uncertainty by providing data for decision making, assuming that 
organizations and those within know how to use such information and make appropriate changes. 
Organizations committed to evaluative inquiry strive to develop a community of practitioners 
who inquire daily about their progress and use their learning to improve themselves and the 
organization. Learning from evaluative inquiry is a social construction “occurring through the 
involvement of multiple constituencies each representing different perspectives. It is socially 
situated and is mediated through participants’ previous knowledge and experiences” (Preskill & 
Torres, 1999, p. xix).  Preskill and Torres (1999) stress the importance of an organizational 
infrastructure that supports the work of evaluative inquiry. That infrastructure is composed of 
four components: (a) culture, (b) leadership, (c) communication, and (d) systems and structures.  
Culture. Cultural aspects involve trust and risk and are composed of a set of basic, tacit 
assumptions about how the world is and ought to be that a group of people share, which in turn 
determines their perceptions, thoughts, feelings and to some degree, their overt behavior (Schein, 
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1996). For example, St. Olaf’s culture of collegiality and faculty involvement provides the 
context within which assessment work is couched; efforts that do not involve faculty or reflect 
the collegial culture of the institution are viewed with distrust. In contrast, Capella as an 
organization is focused on automating the transformation or translation of data into meaningful 
information that can help adult students understand the educational process. The organization 
aims to provide “actionable information” to students, faculty and advisors in “real time so we can 
drive student success over the long haul” (D. Bushway, personal communication, January 18, 
2011).   
Leadership. Organizational leadership includes promoting a vision for the work of the 
organization and champions to move these efforts forward. At Capella University, strong support 
from administrative leadership that knowing what students are learning and are able to do with 
their learning is important to the institution and its future helped to drive the development of 
infrastructure to support assessment and space to make sense of results. As a leader of the 
assessment efforts within St. Olaf, the Office of Institutional Research and Evaluation is trying 
“to make it impossible to not use assessment results. We are leading the horses to the water and 
we are trying to make it impossible for them not to drink” (J. Beld, personal communication, 
December 13, 2010).  
Communication. Communication involves interaction and interpretation of data. It 
includes time and space for individuals within the institution to discuss and engage with results 
and systems and channels to communicate data. Preskill and Torres (1999) state, “the problem is 
not that there is not enough data with which to answer an organization’s questions, but that there 
is not sufficient time typically devoted to meaningful interpretation of the data that are available” 
(p. 167). Preskill and Torres’s observation of the importance of creating space and time for 
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meaningful interpretation and discussion of data was echoed by interview respondents at both 
institutions. Capella University developed processes to facilitate the discussion of data and 
incorporated meaning making opportunities through the creation of software mechanisms. 
Results of assessment are publically available on Capella’s website and college specific learning 
outcomes data are provided to faculty biannually. The university assessment committee reviews 
assessment data and assessment specialists meet with faculty to present the results from program 
capstone courses by graduating cohort of learners. St. Olaf set aside an entire year of their 
assessment cycle solely to reflecting upon and using evidence of student learning. Assessment at 
St. Olaf was integrated into the faculty governance structure as well. 
At one time we thought the hard part was getting the data and it is difficult, but I think we 
underestimated how challenging it is to feed data back to students and the faculty. It has 
been made significantly easier because of the governance reform and because we now 
have an established curriculum committee and assessment sub-committee and it’s their 
job to do that. (J. Beld, personal communication, December 13, 2010) 
Systems and Structures. Organizational systems and structures mediate member 
interactions in terms of collaboration and communication. Most traditional organizational 
structures lead to fragmentation of work tasks, potentially hindering cross organization 
communication and dialogue (Preskill & Torres, 1999). For instance, departments and 
disciplinary boundaries may potentially hinder meaningful communication on student learning 
especially when examining student learning at an institution-level. St. Olaf, as an organization, 
expressed a desire to connect the institution-level data generated on student learning to the 
classroom and program in more meaningful ways. As one faculty member commented, 
Institution-level data is the hardest to get utilized. The department or program data is 
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definitely on the fast track because the department defined their outcomes around 
information they want to know and so the institution-level data can get buried. We spent 
a lot of time trying to make sense of it this past year and trying to get some stated 
conclusions supported by a variety of evidence but it remains difficult. (V. Harper, 
personal communication, January 31, 2011) 
Both institutions were interested in creating an integrated, intentional and aligned 
educational experience for their students that would necessarily require a broader view than a 
focus on departments or internal organizational structures and communication networks might 
generally allow. The importance of structures allowing dialogue between institutional actors in 
the use process was noted in Capella University. But even with reports available to different 
audiences, they were not necessarily examined and used. At Capella,  
we are finding that people don’t have the capacity or patience to put up with navigating to 
a folder on a network drive and open their relevant data file – we need to push the results 
to people and prompt them to engage in the review of those results and then document 
their observations and insights more proactively. (J. Grann, personal communication, 
December 17, 2010) 
Thus for results to be used, structures within which people can meaningfully engage with data 
needed to be created beyond simply disseminating results and making them readily available.  
 Work practice. 
Spillane and Meile (2007) examine patterns of behavior that emerge between individuals 
operating within organizational structures. While Preskill and Torres (1999) focused on the 
macro level of the organization, Spillane & Miele (2007) combine micro and macro perspectives 
connecting the individual and the organization through the process of evidence identification or 
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selection and subsequent construction. How evidence is constructed depends to a large extent on 
the existing beliefs, values, and norms of individuals operating within and informing 
organizational structures, so an examination of evidence use must include understanding  
(cognitively) how people make sense of their environment (Spillane & Miele, 2007).  At the 
same time, those individual cognitions take place in an organizational context of rules, norms, 
procedures, and so on. Spillane and Meile are interested in understanding how individual 
cognitions (micro) and organizational circumstances (macro) work together to influence what is 
recognized as evidence, by whom, and how. To examine this they use the analytic concept of 
“work practice.” 
Practice refers to “patterns of behavior that emerge from people’s interactions with each 
other, as mediated by aspects of the situation over time” (Spillane, Gomez, & Mesler, 2009, p. 
413). It is an emergent property that results from interactions of two or more individuals, 
mediated by a variety of contextual circumstances including organizational routines and norms. 
When one focuses on practice as emergent interactions, use is understood as a process that 
emerges from meaning making between individuals instead of a decision choice event. Focusing 
on interactions between individuals “means that individual choices are dependent in part on 
those with whom they are interacting” (Spillane, Gomez, & Mesler, 2009, p. 414). Focusing on 
practice involves developing an understanding of what people do, how they do it and why they 
do it within the structures and levels of the system which enable and constrain practice as well as 
between the interactions of social actors.11  
                                                 
11An additional means to examine individual interaction or the levels within organizations where interactions occur 
is evaluation influence. Influence is viewed as a means by which the multi-dimensional nature of levels of 
interaction of multiple stakeholders may inform our understanding of “use” processes (Shulha & Cousins, 1997).  
Three levels considered within evaluation influence at which use may occur include individual, interpersonal, and 
collective. Individual level influence refers to instances where evaluation findings are instrumental in changing 
thought or actions, whether through direct use of findings or other means. Interpersonal refers to changes which 
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An examination at the micro level of individuals within organizations interacting 
involves understanding individual cognition in terms of how data come to be recognized as 
evidence. Individuals operating within organizations are influenced by social structures, 
individual mental models, schemas, and causal relationships between objects and events which 
shape what is viewed as evidence (Spillane & Miele, 2007). An example of the role individual 
understanding and cognition plays in engaging with evidence was shared by a faculty member 
who stated 
My head was spinning just looking at all the reports and of course I suppose that someone 
who is used to the statistics might not find it quite as hard as a philosopher, we are more 
verbal, or even a humanities person. Someone in the social sciences would find it more 
accessible but there was nothing I was going to do with it in that form. (V. Harper, 
personal communication, January 31, 2011) 
There is a reciprocal relationship between the individual and social structure which 
emerges through work practice, informed by past interactions. Interactions are mediated by 
plans, policy, organizational routines, language, norms, rules, and tools – aspects of the macro, 
organizational level. When thinking about the implications of Spillane and Miele’s work for 
assessment, interactions of individuals around assessment data would be mediated by the 
framing of assessment within the institution, organizational history and involvement with prior 
                                                                                                                                                             
occur through the interactions between individuals, meaning influence emerges from the processes of interactions 
and the sense-making occurring therein. Collective refers to the direct or indirect influence of evaluation on the 
decisions and practices of organizations (Henry & Mark, 2003). Evaluation influence focuses upon the interactions 
between levels where complex chains of influence may exist. For example, an individual change process may occur 
which leads to an interpersonal level change process and is ultimately operationalized at the collective level through 
organizational policy (Mark & Henry, 2004). The potential interplay between and among the levels adds to the 
complex nature of use and highlights the need to better understand the additional factors which are related to use 
beyond whether results or findings were used or not used to make decisions.  
 
 137 
assessment efforts, and processes such as program review or assessment committees, which help 
provide structure to assessment work. These various pieces converge in the construction of 
evidence when individuals critically engage with selected data.  
Conclusion 
Hyper-rational models focused on direct use of evidence in decision making, in some 
ways, displace individual responsibility for decision making onto data which is a burden data 
cannot legitimately shoulder. Rather, “evidence is quirky, not definitive; is particular, not general 
and is ephemeral, not generalizable. Moreover, evidence is best positioned as an invitation to 
dialogue rather than an answer to an unanswerable question” (Greene, 2009, p. 166). Evidence 
and other forms of information do not provide answers, but rather provide the grist for meaning 
making and interpretation (Coburn, Toure, & Yamashita, 2009). There are often multiple 
legitimate interpretations of the meaning and implications of a given piece of information 
(Johnson, 1999). Furthermore, available evidence often does not point directly to an appropriate 
solution (Coburn, Toure, & Yamashita, 2009). Individuals involved with assessment in an 
institution need to reach agreement and understanding on what the outcomes are and what they 
mean or how they are defined, what acceptable performance on those outcomes looks like, and 
what acceptable means to rate performance might be. Such discussions involve determining what 
to assess, addressing what it means to say results are “good,” and explaining why some specific 
performance data were selected as opposed to other sources of evidence.   
Making sense of data is important because, for example, if Student A earned 70 points or 
65% of survey respondents said yes – is that a good score? To make that determination, the 
results must be compared against something else including professional experience, personal 
belief, standards, competencies, peer benchmarks, historical trends, value-added, or sub-scores. 
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Each of these views will ascribe different meaning to notions of success and involve a process of 
making sense of the data, determining if it is a problem, and deciding if anything should be done. 
At Capella, for example 
Faculty might say, are we okay with 20 percent of students under-performing on an 
outcome and is that different than what we expected? Did we think students were 
performing better throughout the curriculum so we are surprised that they are 
demonstrating at this level or did we know that students have been struggling with these 
concepts? A future action might then be to conduct a review of where the outcome is 
taught in the curriculum and determine if more courses are needed to adequately teach 
that outcome. (“Learning outcomes and learner experience,” n.d., para. 5)  
What counts as credible evidence in an argument to improve practice or assure quality 
may be context specific meaning what may be credible evidence in one situation will not 
necessarily be considered credible evidence in another. One faculty member noted that “in some 
ways working with assessment data is like a game of Jeopardy where somebody gives you the 
answer and you have to figure out what the question is” (J. Beld, personal communication, 
December 13, 2010). More generally, stories of use of assessment data at the two institutions 
direct attention to a complex interactive and non-linear process of developing a persuasive 
argument.  The process requires multidirectional communications and ongoing collaborations 
among all relevant parties including institutional researchers, administrators, faculty, and 
students.  The process of use takes into account that evidence of student learning will be used in 
conjunction with other types of data to support an argument that the institution is effective, a 
good steward of resources, and adds value. The argument may be further tailored to a particular 
audience in a particular time. The question is not “what is the evidence and what should we do 
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with it?” it is “what evidence do we have to understand or address the situation at hand?” 
Further, use of assessment results is not limited to decisions or improvements in student learning 
as it may include identification of a problem or determining that additional analysis and 
questions need to be asked. Even the selection of measures with which to assess student learning 
involves use of evidence, because the selection and identification of the most appropriate 
measures to address the questions of interest is based upon credible evidence of what is deemed 
important to inform decisions about student learning by those within the institution.  
Use emerged in the meaning making processes between individuals through the 
construction of evidence in support of an argument. Combinations of data (not just data on 
student learning) were employed in evidence construction with each building upon and 
informing the other to inform evidence-based stories. The two institutions and members within 
were striving to intentionally turn available data into something usable, supported by 
organizational structures and processes. While factors like administrative support, resources, and 
time are necessary to enhance evidence construction and use, they are not sufficient on their own 
to compel use to occur. More than access to data or dissemination of tailored reports is 
necessary; there must be tools and space for individuals within the organization to work in a 
collaborative manner together through critical engagement with the data. The five-step 
assessment model focuses on data or information driving improvements in student learning, but 
it is not the data which drove improvements, it was individuals interacting within the institution. 
It is through their interactions of selecting data, reviewing and making sense of data, that data on 
student learning was constructed as evidence to be used in the telling of a story regarding 
improvement of student learning or quality assurance.  
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Chapter 7 
 Conclusions and Implications 
In spite of growing interest in the use of evidence of student learning to improve 
institutional quality, very little empirical research has emerged which explores presumed links 
between the collection of assessment data and “closing the loop.” While institutions have made 
strides in systematically gathering assessment data, little progress has been made in utilizing said 
data to improve student learning (Kuh & Ikenberry, 2009). This study sought to explore, within 
institutions where use is said to be occurring, what was happening and how the process of use 
unfolded. Exploring instances of use was of particular interest because while “use” continues to 
perform valuable service as a handy catchall phrase, it “has largely avoided rigorous and 
consistent specification, operationalization, or empirical examination” (Henry & Mark, 2003, p. 
311). In addition to a lack of clear explanation of how collecting data leads to improvements in 
student learning are troublesome assumptions about how data are to be used and for what 
purposes.  
The institutions in this study won national awards for use of assessment data and stated a 
desire to increase the use of evidence–not just evidence of student learning, but a variety of types 
of evidence–a focus which brought heightened awareness and reflection to interviewee responses 
regarding use. Examining the topography of the phenomenon of use within these institutions 
proves beneficial to our understanding of how it occurred, what it looked like when it did, and 
how it might best be studied moving forward.  Yet, within these institutions were use was 
occurring, the means by which use is generally conceived in problem-solving model of use and 
five-step assessment process model was not reflective of the examples of use within the two 
institutions.  
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As argued in previous chapters, understanding use as an effort to ‘transport’ data from 
researchers to policymakers or practitioners in order to directly impact a decision choice event is 
an overly narrow and instrumental conceptualization, and effectively precludes careful 
examination of how use is a complex process involving interactions, negotiations and cognitive 
processes (Jankowski & Schwandt, 2011). The problem-solving model of use as aligned with the 
five-step assessment model represents a romanticized, unrealistic type of use not found within 
the two institutions. The fact that these institutions were award winning in part for their use of 
assessment data and that difficulty was experienced in locating an instance of use of assessment 
data which fit the problem-solving model, leads one to conclude that the process of use unfolded 
rather differently than expected or assumed by assessment literature. Instead of an individual 
decision maker using assessment data in a decision choice event, assessment data were woven 
into a narrative – an evidence-based story told to persuade a particular audience.  
Within the two institutions, the terrain of use was shaped by a variety of features of the 
institutional landscape. For one, the levels at which assessment data were collected and 
examined within the institution (e.g., classroom, program, and institution) and who examined the 
data (e.g., faculty, committee, and department chair) impacted how data were subsequently used. 
In most instances, department-level assessment was undertaken to address a specific question or 
concern of faculty while institution-level assessment involved scanning available assessment 
data for potential problems or data of potential interest to a variety of stakeholders.  
Further, the use terrain was influenced by the types of data examined and the decisions, 
claims, and arguments for which the data were used. For instance, some regularly collected 
assessment data–such as examining whether transfer credit should be awarded, determining if 
courses align with general education learning outcomes, or if a new program proposal should be 
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accepted–were used in daily work practice throughout the year. Use of assessment of student 
learning data was targeted to specific aspects of a few selected outcomes such as better 
understanding student writing or examining oral communication of students in a capstone course. 
A faculty member commented on assessment as working for them “because we aren’t assessing 
everything all the time, we are picking things we really care about and looking at related 
measures in order to address our specific questions or problems” (M. Cisar, personal 
communication, January 13, 2011). 
In addition, use within the two institutions was not relegated to identifying areas of 
improvement or responding to accountability demands; it also served as a means to identify areas 
where institutions were successful. A faculty member within St. Olaf stated, “sometimes using 
assessment data means we find areas we are successful or that shows what we have been doing 
with students is valid. Using data doesn’t mean you are going to find you have a huge problem” 
(M. Cisar, personal communication, January 13, 2011). Further, the same data on student 
learning was used to tell improvement and accountability stories within the two institutions. 
Stories told of use of assessment data framed use as a problem of enhancing performance and 
quality by identifying areas for improvement; as a means to answer specific questions related to 
student learning through a scholarship of teaching and learning; and, as a means to prove worth 
or provide evidence of value as a quality assurance mechanism. Thus, storytelling was functional 
in the sense that it functioned as a means to assure quality and to mobilize the organization for 
change.   
Telling Stories of Assuring Quality 
This study pointed to an opportunity that exists for institutions involved in assessment to 
tell stories about assuring quality through assessing and improving student learning. Quality 
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assurance within higher education is closely linked with ideas of prestige and involves the 
perspective that quality is an attribute in limited supply for which institutions must compete. 
Means by which institutions are said to assure quality include goal-based perspectives, where 
quality is dependent on the institution’s ability to meet institution specific goals; process 
perspectives, where institutions implement a series of processes designed to monitor and assure 
quality; and the value-added perspective, which examines the value a specific institution adds 
beyond the attributes students bring with them to the institution. Systems of quality assurance 
which address these different perspectives include traditional peer review such as accreditation 
or even some ranking systems; assessment and outcomes movements regarding student learning 
and degree attainment; continuous improvement and increased customer satisfaction models; and 
accountability and performance indicator reporting (Bogue, 1998). In an attempt to avoid 
external forces prescribing or mandating a quality assurance system, institutions collect and 
make public performance data and examples of how the data are used to improve performance in 
efforts to internally assure quality of education and degrees awarded (Lederman, 2010). Public 
reporting of results and subsequent improvements are thought to build trust and alert policy 
makers to the responsive, student-centered nature of institutions. The student-centered nature of 
reported data is reflective of a larger shift within the accountability climate from a focus on 
successful institutions to the success of individual students. This shift has been driven by the 
completion agenda where institutions are asked to increase the percent of students obtaining a 
degree and to provide evidence on whether individual students graduate with necessary 
knowledge and skills, or the knowledge and skills the institution claimed they would. 
Yet, data reported in response to accountability and quality assurance do not speak for 
themselves; they do not tell if an institution is adding value; and they do not automatically 
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identify areas to change to improve outcomes. Posting results without accompanying information 
may add confusion or be used in an alternate story line from what the institution may intend or 
desire. This is most apparent in the use of graduation rates or standardized test data as 
accountability measures (Jankowski et al, 2012). Instead of simply posting results, data on 
student learning should be utilized in the telling of an evidence-based story regarding 
institutional quality assurance to a specific audience such as policy makers. In addition, when 
examining use as storytelling, the stories told by institutions may be improvement stories or 
quality assurance stories, potentially bridging the divide between assessment for improvement or 
accountability.  
In the first chapter, two approaches to quality assurance were discussed–one through 
accountability on institutional effectiveness and stewardship of resources, and one on improving 
learning through assessment of student learning. If use is examined as evidence-based 
storytelling instead of processes undertaken to infuse decision making with direct use of 
assessment data–the same student learning data may be employed to address both approaches to 
quality assurance. Data would be used as evidence differently depending on the story told 
because in essence, the same data would be utilized to tell different stories. Formative 
assessment data and processes to review data may be used as evidence in support of claims 
regarding program or institutional effectiveness, stewardship of resources, or quality assurance. 
For instance, accountability stories may involve the telling of improvement stories where 
students in courses receive formative feedback on their learning which in turn leads to improved 
program outcomes. Or curriculum revisions undertaken in an effort to improve learning 
outcomes may be told as story of enhancing institutional effectiveness and stewardship of 
resources.  
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Emergent Nature of Use 
Instead of following the five-step assessment process model or the linear aspects of the 
problem-solving model, use within the two institutions emerged from a confluence of 
considerations including the organization, the individual, and a theory of change. The 
organization stream included among other things aspects of processes, procedure, climate, 
administrative leadership, and access to data.  The individual stream included position within the 
institution, disciplinary background, mental models, training in data analysis, time spent with the 
organization, and professional experience. The theory of change stream included mechanisms to 
enhance student learning and beliefs regarding causal links in the process and constitutes the 
totality of organization members’ activities in collective interaction–it is continuously 
constructed through individual reflections and is found in the individual organization members’ 
images and organization image of itself (Krogstrup, 1997). When examining these three streams, 
each are constructed by and constrain individual work practice as described by Spillane and 
Miele (2007).  
Organizational structures, such as the year of reflection at St. Olaf or the moderation 
sessions at Capella University provide mechanisms for individuals to interact with data and each 
other in ways deemed appropriate and meaningful by the institution. The interaction of 
individuals allowed for exploration of mental models and facilitated collective sense making 
around assessment data. The process of interacting with data in order to interpret it is not 
separate from use. As Schwandt, (2007) wrote regarding the use of qualitative inquiry,  
the kind of understanding one acquires from interpreting a text, culture, speech, and so 
forth is not distinguished from ‘use.’ In other words, there are not two separate activities 
of (a) acquiring an understanding, and then (b) applying or using it. Rather, the 
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understanding or knowledge that one acquires in interpretation is already a kind of 
action-oriented self-understanding… (p. 307) 
Individuals interacting with and making sense of data within organizational structures and 
boundaries is important within argument construction because our whole way of thinking about 
what gives acceptability to arguments is itself a part of organizational history (Toulmin, 2006).  
The institutional mechanisms to facilitate such dialogue were also informed by individual 
and organizational theories of change regarding cause and effect of how to improve outcomes 
and how students learn or acquire knowledge and skills.  The interactions between individuals 
around issues of student learning included efforts to make sense of the larger organizational 
environment and identify and select certain types or pieces of assessment data as credible 
evidence. In order to select credible evidence sense must first be made of the stated outcomes, in 
essence a process of determining a shared understanding of “written communication.” Then, 
measures which reflect desired learning must be agreed upon; meaning determination of what 
measures would generate data which would count as evidence that students have demonstrated 
attainment of written communication. And finally, results are examined and made sense of–all of 
which are informed by existing beliefs, values and norms. It is within the complex web of 
organization, individual interactions, and theories of change that use emerges–it is the 
interactions among the three which foster dialogue leading to use. The interactions between the 
individuals making sense of data and organizational structures and beliefs were commented on 
by a faculty member.  
It helps when there is support from the administration, space to talk, and when small bits 
of money and recognition can be found, but it ultimately depends on the people who are 
going to have to look at the evidence or think about what evidence they would like to 
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have available and decide what it means for us as professionals and as an institution. 
Then we need to decide what to do with it or what to change based on how we, as an 
institution and as practitioners, believe students learn. (D. Gross, personal 
communication, January 18, 2011)  
Using results of assessment to tell an evidence-based story involves theories and beliefs 
of how students learn, the role of the institution in that learning, and how the institution through 
fostering such learning or altering processes to enhance learning is assuring quality–all of which 
inform and are informed by the three streams of organization, individual and theory of change.  
Implications  
There are several implications of this study to assessment in higher education. One 
implication is that assessment scholars need to be more deliberate and careful in framing and 
discussing assessment, especially when thinking about and describing the last step in the five-
step assessment model. Assessment scholars may want to attend to the three streams of 
organization, individual, and theory of change, as well as the stories institutions tell regarding 
assessment of student learning, as a starting point. When thinking about the interactions of 
individuals making sense of data, the focus of use of assessment results should not be about 
processes for collecting “better” data or reporting and providing access to results, but should 
instead be focused on people and opportunities for interactions. Data may trigger conversations, 
but rarely is there space in higher education or regular processes to facilitate conversations 
around data. Institutions are in a position to foster an environment or provide occasions for 
people to talk to each other, such as St. Olaf’s planned year of reflection. It may be that less 
collection of data and more discussion of data are needed. 
An additional implication is for the sharing of assessment results. Institutions hoping to 
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foster increased use to help craft a story may consider developing space and mechanisms for 
meaning making interactions, as well as organizing assessment data by problem or phenomenon 
as opposed to method of collection. The fear that institutions or those within them are reluctant 
to analyze certain types of data or share those results less results reflect poorly on the institution 
or be misrepresented (Bowen, 2011) is no longer as prevalent when use is viewed as an 
explanatory story told by the institution based on evidence given in support of a claim such as 
“the institution is doing a good job educating students.”  This is the case because the institution is 
explaining and telling a story based upon the data, not simply offering data to the world for 
others to examine. Hence shared data on student learning would be accompanied by relevant 
institutional context and be presented in the form of a narrative story which the institution or 
those within want to tell to a specific audience.  
Framing of continuous improvement. 
Implications exist for how continuous improvement is framed and studied. The two 
institutions were consciously trying to increase the use of assessment evidence and design 
curriculum to empower learners to assure success and enhance learner experiences. The end goal 
within both institutions was continuous improvement of the educational experience, a goal 
shared in the assessment literature and five-step model of assessment. Implicit in the idea that 
assessment data can improve student outcomes is a belief that data are important sources of 
information to guide improvement at all levels of the education system (Marsh, Pane, & 
Hamilton, 2006). When use is seen as emerging from interactions within organizations which are 
loosely coupled, where cause and effect are difficult to determine, and leverage points of change 
are unclear, the idea of a direct causal chain between assessment data and decisions to alter 
practices leading to improved student learning is problematic. When viewed instead as evidence-
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based storytelling, the framing of continuous improvement and assessment efforts may take on a 
slightly different focus. 
To be sure that changes in instructional practices will lead to improvements requires 
control of the educational experience in ways which are rarely possible. Continuous 
improvement involves assumptions that incoming students are similar in meaningful ways to 
those who were enrolled and assessed in prior years, and that similar road blocks to learning 
within the curriculum will be encountered by these incoming students as they seamlessly move 
through a shared curriculum experience in a timely fashion. Assumptions that revisions to the 
curriculum will lead to improved outcomes ignores the variance of course taking patterns within 
most majors, changing student dynamics and desires, and shifts in faculty and staff–especially 
growing numbers of contingent faculty. Under the view of evidence-based storytelling, an 
institution or individuals within an institution present a reasoned argument through a story 
explaining how the different pieces of the educational experience connect or why it is believed 
that certain changes led to or will lead to improved student performance on outcomes.  
Considering use as a process of telling an evidence-based story helps avoid the “change 
trap” within the problem-solving model of use. The “change trap” assumes that when assessment 
results are reviewed and directly used in decisions, the process will necessarily lead to 
improvements. It also avoids the situation of trying to tame a wicked problem through direct use 
of assessment data. Krogstrup (1997) characterizes tame problems as being relatively easy to 
define where objectives for solutions are clear and definite criteria exist for recognizing when the 
right solution has been found. Wicked problems on the other hand cannot be clearly defined, 
cannot be separated from other problems, and do not have agreed upon solutions. Questions 
regarding student learning within education are wicked in nature due to the complexities 
 150 
involved in the process and the means by which learning occurs.  
System design. 
Closely related to continuous improvement are implications for system design. In an 
effort to improve student learning, it is often assumed that it is possible to design an education 
system where it is nearly impossible for students to fail. The idea of designing a coherent, 
integrated education system in which all students succeed is based on the notion that a rational 
and linear structure is the most effective way to coordinate and control “complex relational 
networks” (Meyer & Rowan, 1977, p. 342) such as those found within higher education. For 
instance, Capella focused on harnessing assessment data through action analytics in order to 
control the educational experience to ensure learner success by creating situations and 
environments where students could not fail to acquire certain knowledge and skills.  
A theory of change which views organizations as highly rational involves a belief that 
they have more power to change or create a failsafe structure to ensure learner success than they 
probably do. Individuals interacting with assessment data within the two institutions became 
aware of the larger, connected nature of their work and desired to create a more coherent, 
meaningful, seamless educational experience for students. This end of a coherent integrated 
curriculum is desirable, yet it is unclear if it is possible to create a system wherein almost all 
students necessarily succeed. Efforts to design integrated, coherent educational systems involved 
processes of mapping and aligning delivery of learning outcomes to courses and activities within 
them to larger organizational learning outcome statements and goals. The mapping and 
alignment of educational systems reinforced organizational norms regarding what to change or 
leverage within the system in order to enhance student learning by providing a sort of road map 
or path of student learning.  
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The desire to construct an educational experience within which students would succeed is 
reflective of a pervasive belief dating from the enlightenment that reason and rationality could 
produce a better world where the “social world could be seen as being built out of separate 
elements which could now be ordered systematically and taxonomically within a functional 
system” (Popkewitz, 1997, p. 19). The language of new public management asserts that the 
solution to all public service problems is increased management or engineering of experience, 
borrowing technical metaphors and business practices (Deem & Brehony, 2005). While desired 
outcomes might be stated and institutions of higher education and systems created to deliver on 
those outcomes, students are an active participant and creator of their educational experience. 
Further, attention to designing organizational structure leaves unattended the individual and their 
role within the organizational structures as well as theories of change.  
The desire for control over and standardization of the learning process into something 
akin to a factory production line or chute through which students travel while receiving the 
necessary dosages of education was reflective in the responses of interviewees within the two 
institutions including phrases such as “production environment” “break learning down into 
pieces” “sequence learning to ensure success” and “intelligent production environment.” Yet, 
this approach does not allow for student motivation, mobility, desires, needs, will, or personal 
educational goals–let alone faculty buy-in to the structure. There are too many variables at play 
to assume that when an intentional curriculum or educational experience is designed and 
implemented, that it necessarily leads to more completion and ensures attainment of specific 
knowledge and skills. 
Fostering use in practice. 
Implications of this research for institutions engaged in assessment include understanding 
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that assessment involves a process of making sense of a variety of data, a sense making process 
not captured within the five-step assessment model. Institutions may create space and time to 
allow for discussions around assessment data and agreement on what the outcomes are and how 
they are understood, operationalized, or what they mean for the institution. Such a process would 
involve determination if results are “good” within the specific culture of the institution, mission, 
and student population. For institutions interested in advancing the use of assessment evidence 
on their campus, creating space and time for those within the institution to critically engage with 
the results will be necessary was well as telling stories of successful use within the campus 
community. As a faculty member within St. Olaf put it 
As this work unfolded, examples that became available on campuses were crucial in 
helping people see how they might use assessment data and how it might be beneficial. 
Maybe more important than anything we said or reiterated were these examples from 
colleagues and departments who were trying it out and sometimes getting excited about 
what they were finding. (D. Gross, personal communication, January 18, 2011) 
Institutions also engaging with this work may spend time considering the way in which 
assessment is framed on the campus to develop a shared understanding of the importance and 
role of assessment within the institution. A variety of interviewees within both institutions 
focused upon the importance of framing assessment in ways that aligned with institutional 
mission and the concerns of those involved in the assessment work. At St. Olaf, “one reason 
assessment is working here is that it is tied to teaching and learning, not getting a report done. 
Our number one investment is teaching and our students - framing it that way has made all the 
difference” (D. LeBlanc, personal communication, January 18, 2011). As an organization, 
Capella strove to  
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develop an even better shared understanding of ‘why learning outcomes and assessment?’ 
and what using assessment results means for learner success – everyone needs to be able 
to see how they contribute to learner success through assessment and why we are doing 
the work we are doing. (K. Pearce, personal communication, December 17, 2010)  
Institutions wanting to critically engage with data to construct evidence in support of 
claims and arguments regarding student learning may begin by examining the opportunities and 
structures within the organization for individuals to interact with each other around data. 
Creating space and time, building reflection and interactions into the assessment cycle, and 
providing resources or teaching individuals how to think about and engage with data in a critical 
manner may help to move use efforts forward. The stories shared by the two institutions suggests 
that moving from focusing on identifying system leverage points to improve outcomes towards a 
focus on discussion and reflection on data with multiple people across the institution in crafting 
reasoned arguments in support of claims may prove fruitful. In addition, institutions should 
examine who is involved in making sense of assessment data and consider broadening 
involvement to include contingent faculty, student affairs staff, and students. Providing 
opportunities not only for interaction but interdisciplinary or cross-campus dialogue is needed for 
making sense of data within the larger institutional context. Finally, institutions should actively 
engage in understanding the theory of change inherent in the organizations’ work with 
assessment to date, as well as individual actors theories of change and the stories being told 
about student learning.  
Future Studies of Use 
It was impossible to include all of the many nuanced aspects of use within the institutions 
in this study, and of necessity some aspects were focused on more than others in presenting a 
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picture of the use process. Evidence use as presented in this study focuses on certain aspects of 
assessment and evidence construction and selection while leaving other areas uncharted for 
additional research. Thus, opportunities remain to further explore the idea of evidence-based 
storytelling and the use process within assessment of student learning including exploring the 
evidence-based stories institutions tell and how stories differ depending on the audience or the 
purpose. In addition, opportunities exist to connect evidence-based storytelling to broader 
literature bases beyond assessment. The functional nature of telling stories as a means to assure 
quality and mobilize an organization for change has implications not just for assessment but 
conceptualizations regarding the use of data more broadly in organizational change. Future work 
in this area may focus on connecting the idea of evidence-based storytelling with organizational 
change literature more broadly as well as fields such as evaluation, evidence-based decision 
making, data-driven decision making, and public policy. 
Returning to a focus on higher education and assessment, developing a comprehensive 
theoretical structure for institutional decision making based on assessment data is a prodigious 
task and there are a few ideas which might warrant further theoretical attention and research. If 
use is regarded as a process of telling a story that emerges from interactions and meaning making 
processes then spatial studies that examine who on a campus is involved in making sense of 
which types of assessment data as well as examining organizational structures and mechanisms 
for making sense of results which foster meaningful interactions may be warranted. In addition, 
studies examining stories that institutions currently tell, the audiences to which they focus their 
stories, and the ability of the stories to share the complexity of the educational experience may 
provide insights into the effectiveness of evidence-based storytelling.  Some questions such a 
study might address include determining how much evidence is enough to tell a credible story, 
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and investigating if it changes depending on audience. 
Once we begin to examine use as evidence-based storytelling, the questions central to 
understanding use become: Why this evidence for this argument now? What story does this tell 
about the institution and what does it not say? Also, studying the interactions through which use 
emerges may provide insights to the means by which sense is made of results and evidence 
selected for inclusion in a specific argument or story. An approach to studying such activity 
would include an investigation of how organizational participants understand and construct their 
reality and perceive their environment through exploring participants multiple perspectives 
(Tierney, 2008).  
Conclusion 
This study attempted to expand and enrich the means through which the use of evidence 
of student learning is examined within the context of institutional and individual decision 
making. Within the five-step assessment model, use is the least understood of the steps and it is 
the substantial unexplained remainder of what it actually means to “use evidence of student 
learning.” The idea that higher education must be justified as an effective, efficient and valuable 
means to produce desirable outcomes is reflected in current accountability mandates (Elliott, 
2007). Through telling evidence-based stories, institutions respond to a variety of internal and 
external demands in ways which support and represent their organization and individual beliefs. 
Use is not an event divorced from the circumstances of organizational context and the 
individuals operating within them, it emerges from those interactions. Use is a cognitive and 
organizationally informed process, not an end result or product that will occur if certain 
conditions are met such as faculty involvement, administrative support, access to data in a timely 
fashion, relevancy for decision–even though these conditions surely do influence use. Viewing 
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use of assessment data as evidence-based storytelling shifts the focus away from a problem-
solving model of use, or sequence of events frequently presented as a rational management 
process of setting objectives, making strategic decisions to meet them, generating alternative 
solutions and selecting the best one (Pidcock, 2001). Examining use through the telling of 
evidence-based stories helps to move from a “use vs. non-use” lens with a progressive desire for 
better and more frequent use, to one which involves making sense of a variety of data in order to 
craft a story to persuade a specific audience of a claim or argument regarding the effectiveness of 
the institution.  
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Appendix A 
Methodology 
This study examined the concept of use within two institutions to develop an 
understanding of how use unfolds in practice. A case study approach was selected to better 
understand the intricacies of the complex phenomenon of use and to inform and revise current 
conceptual frameworks that aim to explain use (Yin, 1994). My intent was not to compare and 
contrast institutions’ use of evidence, but to use the cases as opportunities to explore what use 
means. Similar to Coburn, Toure, and Yamashita’s (2009) work, the study was not an attempt to 
develop normative descriptions of how universities should use evidence but to provide 
empirically-based analyses of what happens when universities and those within them engage 
with evidence in the course of their everyday work. The advancement of theories of use based on 
new evidence of the use process and insight on ways to understand or conceive of the use 
process was a goal of this work, one of seven purposes of social science research outlined by 
Ragin and Amoroso (2011).  
The two sites were purposefully selected because they are nationally recognized as 
institutions where evidence of student learning was being used to improve performance. Both 
institutions had won a national award from the Council for Higher Education Accreditation 
(CHEA) on Outstanding Institutional Practice in Student Learning Outcomes Assessment 
(CHEA, 2010). One criterion for this award is documented use of outcomes for institutional 
improvement. The award criteria stated that evidence must be provided that attention to 
outcomes has benefited the institution, program or major (CHEA, n.d.). Thus winning the award 
was an indication that documented use of outcomes for improvement existed within the site. 
My intent was not to generalize–that is to use the two cases as somehow representative of 
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all institutions that use assessment data. Rather, my aim was to better understand the meaning of 
the phenomenon of use and to contribute to efforts to theorize the phenomenon. Selecting two 
institutions that are widely recognized for “using” assessment data seemed to be the best place to 
undertake such efforts; hence, the cases provided empirical material for better understanding the 
phenomenon of use.  
Data Collection 
An email invitation was sent to the provost of the institution, asking if the institution was 
willing to participate in the project and to assign an institutional contact that would serve as the 
main point person for the study. Each institution agreed and the contact person for the site was 
identified, both of which were assessment administrators. An email was sent to each institutional 
contact asking to schedule an hour long interview. At the conclusion of the interview with the 
main institutional contacts, each were asked to identify names and contact information for 
additional faculty, staff, students, and administrators who could provide additional perspectives 
or information on use of assessment evidence. Each contact provided several names during the 
call and after further consideration, provided a longer list of potential interviewees. Institutional 
contacts notified the potential interviewees on the list that I would be in contact. Each potential 
interviewee was sent an invitation via email for an hour long phone interview and a reminder 
email was sent if no response had been received within two weeks from the original invitation. 
All invited interview participants accepted. 
Twenty-two interviews took place involving faculty, staff, administrators, and students 
with six occurring with Capella University respondents and sixteen with St. Olaf College. 
Capella University interviews focused mainly on administrators and staff at the main office in 
Minneapolis – a reflection of the nature of the assessment system and structured processes for 
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conducting assessment at an entirely online institution. Administrators involved in supporting 
and staff involved in conducting assessment activities were interviewed. In addition, faculty 
members, including department chairs, were interviewed. At St. Olaf, a wide variety of 
institutional constituents are involved in assessment efforts and the interviews reflected that 
variety. Members of the Assessment Subcommittee on campus were interviewed and student 
affairs staff and students all participated in interviews. In addition, faculty, department chairs, 
assessment personnel, and university leadership were all interviewed.  
Document review.  
Prior to the first interview for each site, an extensive review was conducted of the 
institutional website for any information related to assessment of student learning. All 
information found online was printed and placed in an institution specific binder in order to 
retain a copy of what was on the website at the time of review due to the changing nature of 
websites. This contextual material was used to develop the interview protocols. In addition to 
using information located on websites to develop and refine the interview protocol, relevant 
documents from each institution were gathered and analyzed for additional information on the 
use of assessment results. Each institution’s website was scanned for information related to 
institutional policy, practice, or processes on assessment of student learning using a detailed 
webscan approach (Jankowski & Makela, 2010; Jankowski & Provezis, 2011). Meeting notes of 
assessment committees or accreditation committees were collected; transcripts of audio and 
video files were reviewed; and copies of assessment related presentations and articles by 
institutional representatives were gathered.  Regional accreditation self-studies, program review 
reports, and other relevant documents such as reports and studies on institutional assessment with 
examples of actual or intended use of results were gathered and analyzed. Documents and 
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institutional websites were examined for information on assessment processes and activities, 
organizational history related to these processes, examples of potential use, and other 
information related to institutional norms, techniques, or practice in order to provide institutional 
and organizational context to the stories of use told in the interviews. Documents and websites 
were also examined to see who within the institution, as well as which institutional offices, were 
involved in the gathering of assessment data, discussion of its meaning, and potential use of the 
data to help identify potential interviewees.  
Phone interviews. 
Phone interviews were scheduled over several months, beginning in November 2010 and 
ending in March 2011, in order to accommodate the schedules of the respondents and the rolling 
nature of the interview sample. At the end of each interview, the question was asked if there was 
anyone else with whom I should speak, and the rolling nature of the interview sample concluded 
when no new names were provided. All interviews took place via phone and participants were 
placed on speaker phone in order to audio record the conversation. All consented to having the 
interview audio recorded. In preparation for each phone interview, I developed a specifically 
tailored list of questions focused on the individual respondents’ role within the institution and 
involvement with assessment, informed by any relevant documents or institutional web pages. 
Thus, while several questions were asked of all interviewees, the majority of each interview was 
tailored to specific roles in assessment and why that person would be interviewed about use. A 
copy of the interview protocol and additional IRB materials are provided in Appendix B.  
During the course of the interview, I attempted to actively listen to responses to 
understand what the interviewee was saying, ask a series of follow-up questions, clarify 
confusing language, or expand on a point. I attempted to utilize the interviewee’s words or 
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phrasing when asking follow-up questions or for clarification. Follow-up occurred where I did 
not understand what was said, wanted a word or idea further defined or explained, or wanted to 
better understand what the complexities implied in the use of certain words meant. Further, I 
tried to pause after respondents spoke to ensure that I would not interrupt or speak over them 
before they were finished, or to appear that I had received the answer I “wanted” and was ready 
to move on. Pausing was especially helpful since the interviews were done via phone and I was 
unable to see faces or other nonverbal cues that might cue that the interviewee was finished 
speaking.  
As stated before, all the interviews were recorded with permission and during the course 
of the interview I took handwritten notes. At the conclusion of each interview I allowed 10-15 
minutes to write down thoughts, ideas, general feelings, and reflections on the interview itself. 
All recordings were saved to a secure computer and placed on a password protected data key. 
Each interview was transcribed verbatim in the transcript including coughs, pauses, sighs, and 
laughter. No nonverbal information was included in the transcripts because the interviews were 
conducted via phone.  In addition to the original interview, several follow-up interviews and 
email conversations were conducted through the course of the data analysis for purposes of 
clarification.  
Interview approach. Attention should be paid on the part of the interviewer on the 
“voice” being used by the interviewee. Seidman (2006) presents a distinction between inner and 
outer voice, where outer voice is more guarded and the voice employed to talk to a large public, 
while the inner voice is more personal and intimate. The interview protocol was purposefully 
crafted to open with a positive, broad question allowing the interviewee to state any outer voice, 
espoused theories, or even prestige responses–prestige bias being the desire of most people to 
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look good in the eyes of others (Thomas, 2009). Opening with such a broad question allowed for 
movement into more inner responses, an approach which was especially helpful with 
administrators used to outlining a shared vision when speaking. With that said, I do not want to 
lessen the importance of hearing both the inner and outer voice as each added a perspective from 
which to understand use within the institution and for individuals within them.  
An interview is a form of discourse and is a joint product of the conversation between the 
interviewees and interviewer (Mishler, 1986). The meanings of questions and answers are 
contextually grounded within each interview where the record of the interview used in analysis is 
a representation of that discussion. Interviewees are viewed as collaboratively producing and 
actively participating in the interview process (Kvale, 1988; Silverman, 2006). Miles and 
Huberman (1994) argue that it is not the words that matter but the meaning, because words do 
not inherently contain meaning in themselves. Words have meaning through a choice made about 
their significance in a given context which excludes other choices. Terms such as “use” are given 
meaning within the evolving contexts of particular interviews and both the interviewee and 
interviewer rely on context to understand behavior and speech of others and to ensure that our 
own behavior is understood (Mishler, 1979). Mishler (1986) discusses how “interviewers and 
respondents attempt to ‘fit’ their questions and responses to each other and to the developing 
discourse” (p. 53) and it is through this discourse that ambiguities are resolved. Thus it is 
important in the analysis of the data to return to the original recordings to assess the adequacy of 
an interpretation because “interviewers and interviewees reformulate questions and respondents 
frame their answers in terms of their reciprocal understanding as meanings emerge during the 
course of the interview” (Mishler, 1986, p. 52). 
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Data Analysis 
Data collection is “inescapably a selective process that you cannot and do not get it all” 
(Miles & Huberman, 1994, p. 55) and interpreting the data as Mishler (1979) argued does not 
involve “the truth or ‘one right way’ to interpret the data, my interpretation is one of several 
ways, just supported with data” (p. 10). The process of analysis undertaken for this study viewed 
the interview as a living conversation and attempted to heed Kvale’s (1988) warning to not view 
interviews as transcripts because “transcripts transform oral discourse to another narrative mode 
- written discourse. The interview is an evolving conversation between two people; the 
transcription is frozen in time” (p. 97). A large part of the analysis involved interpreting 
interviewees’ narratives or stories as a significant means to construct and express meaning 
(Mishler, 1986).  Throughout the analysis process I returned to the audio files as a means to 
ensure that the meaning created in the individual interviews was not lost in the aggregate. It was 
not my intention to test hypotheses or ideas around how to increase the likelihood of use of 
evidence of student learning to improve institutional processes, such as “increased administrative 
support will lead to increased use,” without establishing first how use as a process unfolded. 
There was no universal idea of use which I strove to uncover in the analysis process – my goal 
was not to “get” at an essential definition of use but instead I attempted to understand the process 
of use within these institutions – when use occurred what did it look like, how did it unfold?  The 
process of data reduction, involving a progressive focusing of the data as it related to better 
understanding the process of use is described below.  
Documents analysis. 
When reviewing website information, pages were printed in an effort to retain the 
information at the time since websites are subject to change. Where transcripts were available on 
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video or audio, they were printed as well. A binder was created for each site for meeting minutes, 
accreditation elf-studies, website information, and any other relevant documents such as learning 
outcomes statements or rubrics to review program reports. Documents were reviewed and a 
document summary form (Miles & Huberman, 1994) was created which included a name or 
description of what the document was, the significance or importance of the document, if it 
connected with any specific transcript or interview, a brief summary of the contents, and a 
notation as to whether the document was central or crucial to a particular interviewee or 
understanding expressed in an interview. This was particularly useful for Capella – given that it 
is an online institution, its website had vast amounts of data available including transcripts from 
videos with staff and faculty discussing use of evidence of student learning. These forms helped 
to winnow down the materials by quickly scanning the collected documents for those related to 
specific interviewees or ideas emerging from the interviews.  
Interview analysis. 
The data analysis process undertaken for this study was similar in nature to that described 
by Auerbach and Silverstein (2003). Steps included reading through everything – interview 
transcripts, documents – several times and marking anything that seemed important, jotting down 
general impressions, and taking notes which could be referred to later in the process (Thomas, 
2009). For each individual transcript, a new word file was created and text from the full 
transcript which I thought was relevant to “use” was copied and pasted. I erred on the side of 
including material if I was unsure whether to include it or not or if it seemed important but I was 
not yet sure why. In comments in the margins I wrote why the sections were kept, what if 
anything they related to, and any other thoughts which might help later with potential 
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connections. I also took the full transcripts and made word clouds of them to make sure that I 
had not missed a salient point or reoccurring phrasing used by the interviewee.   
Once a complete second set of word documents for each interview transcript of narrowed 
text was developed, I went through each looking for repeating ideas across the interviews or 
documents. To look across the roles (e.g., faculty, staff, student) within the institutions as a 
means to examine use stories occurring within the sites I used conceptually clustered matrices as 
described in Miles and Huberman (1994). This involved creating a table with the potential theme 
or key piece of evidence at the top and connecting it by types of data within each of the cases 
across in a matrix – so theme, data from case one, data from case two. This information was then 
re-ordered into a role-ordered matrix (Miles & Huberman, 1994) which lists the role within the 
institutions: faculty, staff, student, and administrator as connected to a theme. This allowed for 
different ways to group the evidence to look for patterns or categories as well as counter ideas.  
In the next step I crafted an institutional profile and then several profiles within based on 
position (e.g., faculty, administrations) (Seidman, 2006). Profiles were based on the shortened 
transcripts and were crafted as a 1-2 page profile of experience, a mini-narrative, or a story. 
Using the profiles and the narrowed transcript selections, a new word document was created to 
further winnow the selected relevant text. This was done by writing down connections and 
combining into one file several interview responses and related excerpts from documents. At this 
point in the process, I listened to audio interviews again to make sure I was still representing the 
meaning of the specific interview while connecting to other pieces within the sites. All of the text 
that was identified in the first cut as important in some way was assigned to a repeated idea, 
except for a few excerpts which were placed in a file marked as miscellaneous. The 
miscellaneous text was examined again in relation to the category files and several of the 
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original, full transcripts were examined to see whether the miscellaneous text ideas were 
included in them but had not made the initial round of selection. In addition, the files of selected 
text and grouped categories included materials from the document analysis.  
The process of winnowing and combining data did not involve comparing responses on 
similar questions in part because few of the questions for the interviews were the same, but more 
so because it is unclear that similar questions meant the same thing to all respondents, a point 
expanded upon in Mishler (1986).  Going back through the full interview transcripts at this point 
also allowed an opportunity to double-check if portions had not been previously included which 
now made sense to include. On the file of categories or repeated ideas, notation was made if any 
of the interview information crossed-over to the documents or website material. Differences in 
experience were included in the categories document if only one person had a particular 
experience or an experience counter to the majority of others.  
Finally, the combined interview document was divided into three documents for each site 
– context, assessment processes, and use stories. These files included text from websites, 
documents, and interviews. Within each of the six files (one set for each site), the information 
was crafted into a narrative by organizing the material into a coherent story. It was these files 
which were reviewed in light of the literature to develop a theoretical narrative which brought 
together constructs or models from the literature and the experience and stories of participants. I 
attempted to build a logical chain of evidence by connecting various sources of information like 
a web or network. In many ways, I was crafting an evidence-based story to tell. 
The paragraphs above represent the process as somewhat straightforward, step-based, and 
directed, but the process was iterative with codes and text groupings changing in light of reading 
information or as themes evolved. Also, I read original transcripts again and listened to the audio 
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files, reviewed documents and website materials once the main story was developed to see if any 
information that was previously not included was potentially now relevant, and I scanned the 
materials for counter examples or counter arguments. Overall, the data analysis process involved 
a close read of the interview text plus judgment on what was significant in the transcripts through 
analyzing, interpreting and making sense of the interviews; reading through each individually 
numerous times; listening to the audio files; jotting down impressions or questions or areas to 
focus; and grouping selected portions in a variety of ways.  The process involved affirming my 
ability to recognize something of interest from the transcripts. All data presented in the narrative 
of the study are edited to assist reading. 
Limitations 
Since the purpose of this study was exploratory and descriptive in nature, a qualitative 
case study approach was employed. As with other studies based mainly on qualitative interviews, 
there is a concern of self-report bias and the necessary situation of relying on experiences and 
stories of the interviewees. I do not view this as a limitation because this is exactly what was 
desired when examining institutional storytelling around issues of use and the meaning making 
process. The case study of use is a construction of the interactions between myself as the 
researcher, the respondents, and the literature (Lincoln & Guba, 2002). While I did attempt to 
corroborate portions of the interviews through document analysis and website examination, 
never was I attempting to find the “truth” of the presentation of use, or find “the” example of use. 
Nor was I overly concerned about respondents providing socially desirable responses as that still 
provided meaningful information on the norms of use within the organization. I did begin the 
interview with a positive, less threatening question, where most of the socially desirable 
responses seemed to be focused, and did not ask what respondents thought about events but 
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instead asked about what they did. In some ways, the socially desirable responses provided 
insight into ideal use and the image of use within the organization. Given the exploratory nature 
of the study, I felt confident that the data collected would be both insightful and helpful 
regardless.  
It is possible that the structure of the interview question on use may have led to or 
potentially prompted respondents to tell a story. I asked interviewees to tell me about their most 
recent instance of using assessment results, the answer to which may naturally be a story. This 
may have structured the beginning of the use conversation around telling or sharing stories and 
thus may have inadvertently focused the remainder of the conversation on telling stories as 
opposed to some other approach to sharing information.  It is through interviewees telling their 
stories where they are reflecting on and making sense of the organization and their organizational 
life that they are able to “infuse their working lives with meaning” (Samra-Fredericks, 2008, p. 
136). I agree with Weinberg (2008) regarding the danger of a preoccupation with an “image of 
rationality and knowledge that focuses attention on the individual knower as a socially isolated 
and self-interested observer-controller of the workings of the empirical world” (p. 25). Instead, 
meaning was constructed within the interview and again when I worked with the interview data 
to form meaning specific to this study.  
Berliner (2002) claimed that educational science is the hardest science of all, drawing a 
distinction between hard and easy sciences as opposed to hard and soft sciences. The distinction 
is one of control where easy-to-do-sciences such as chemistry or physics can control 
environmental conditions, while social science is a hard-to-do-science facing local conditions, 
context that cannot be controlled, and occurring within complex and changing networks of social 
interactions. Thus, I do not list as limitations the sample size for the study and the focus on 
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interviews as a main form of data collection because even so, meaningful information was 
gathered and presented. Yet in conducting a study like this again, I would prefer to include on-
site visits to meet with respondents, sit in on assessment committee meetings, and see the 
interactions between people as well as the physical space and locations – where offices are, who 
is nearby, what is the layout, physical proximity on campus or within headquarters (for 
institutions like Capella) for different offices and personnel, etc? Overall though, the point of this 
case study was not to learn how to go about doing “use,” whatever that might be, or how to 
improve use, but how to think about it differently and examine how the different ways we think 
about and approach use affect our practice. 
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Appendix B 
Sample Interview Protocol and IRB Materials 
Sample Interview Protocol 
1. Name of Interviewee and file code_________________________________________ 
 
2. Position within the institution_____________________________________________ 
 
3. Contact information_____________________________________________________ 
 
4. Date/Time of interview__________________________________________________ 
 
5. Signed copy of informed consent on file:  Yes  No 
 
6. If participant did not fax or email back copy of informed consent in advance of email, 
read the IRB protocol and get verbal consent at opening of interview.   
a. Verbal consent: Yes  No 
 
7. Consent to audio record the interview:   Yes  No 
 
8. Opening of interview: Thank you for agreeing to participate in this study. As a refresher, 
the data collection for this study includes an examination of [institution name] website 
and relevant assessment documents (accreditation self-studies, assessment reports, 
program reviews etc.) and interviews with key institutional representatives.  I am 
particularly interested in learning more about your perspective on how [institution name] 
achieved its noteworthy level of assessment activity through winning a CHEA award and 
how student learning outcome assessment results are being used.  [remind about audio 
recording and note taking during interview] Also, you may end this interview at any time 
and may choose to skip or not answer any questions. Before we begin, do you have any 
questions for me regarding the study? 
 
Interview Question Protocol 
 
1. [Opening paragraph specific to the institution referring to the accomplishments around 
assessment – CHEA award, involvement in national assessment initiatives, institutional 
successes noted on the website] Would you please tell me about what it took to get the 
institution to this point and how long [institution name] has been working on assessment 
efforts? 
 
2. Several position specific questions regarding their history with, involvement with and 
role in assessment.  
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3. The assessment process at [institution name] appears to be very diffuse throughout the 
organization and involve multiple constituents. How are faculty, staff, and students 
involved in the process?  
 
a. Who is involved in making sense of all the [refer to specific institutional reporting 
structures or assessment process] reports and data gathered on students?  
 
b. Who is involved in determining how student learning will be measured? 
 
4. Generally, how are student learning outcome results being used on your campus? 
 
5. Can you provide me with a recent example where the results of student learning 
outcomes assessment were used in some manner to influence a policy, help facilitate a 
decision, change practice, or improve teaching and learning? 
 
a. Were improvements in student learning or performance seen as a result? 
 
6.  [Question referring to information found either in the CHEA award on use of assessment 
data or on the institution website – ask interviewee to clarify or tell me more about what 
was meant by the statements] 
 
7. Are there other forms of data beyond assessment results which are used in institutional 
decision-making?  
 
a. What are they? 
 
8. What is the role of institutional leaders – board of trustees, president, provost, deans, 
department chairs - in student learning outcomes assessment and use of assessment data? 
 
9. How does your institution publicly portray its assessment activity and results?  
 
10. What more can and should be done to use assessment results to improve student and 
institutional performance?  
 
11. Are there any other people that I should speak with or documents I should examine to 
better understand assessment and the use of results at [institution name]? 
 
12. Is there anything else about use of assessment data that I did not ask about which you 
would like to discuss or think I should know? 
 
13. If additional questions or follow-up questions emerge, is it possible to contact you via 
email in the future? 
 
Thanks so much for your time!  
 
[Remind will send a copy of transcript and results for their review] 
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E-mail Message for Solicitation of Participation  
 
Dear <Provost NAME or Institutional Research Director>, 
 
You are invited to participate in a dissertation project on the use of student learning 
outcomes assessment. This project will be conducted by Natasha Jankowski and Professor 
Stanley Ikenberry from the Department of Education, Organization and Leadership at the 
University of Illinois at Urbana-Champaign. I would like to document activities and processes at 
institutions that are examples of promising practices in using assessment data for improvement 
and decision-making. I am writing to invite <institution> to participate in a case study around 
student learning outcomes assessment activities. We believe your institution would be an 
excellent candidate for case study due to winning the 2010 CHEA award. 
The data collection will include a thorough examination of the websites and relevant 
assessment documents (e.g., accreditation self-studies, assessment reports, program reviews) and 
hour long in-depth interviews with key institutional representatives which will be recorded with 
permission. More specifically, I would like discuss institutional assessment activities and use of 
assessment results with other personnel in such efforts through interviews of one to two hours.  
We do not anticipate any risk to this study greater than normal life. The information that your 
institution provides will assist with understanding of the use of assessment results. The results of 
this study may be used for a dissertation, scholarly report, journal article, and conference 
presentation. 
Since we intend to describe with specificity how participating colleges and universities 
made strides in student learning outcomes assessment, we would like to name your institution in 
reports, dissertation, and potentially on the website for the National Institute for Learning 
Outcomes Assessment (NILOA). This research is not about your personal opinion on student 
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learning outcomes assessment, but is about what the institution has done and is doing. Your 
participation in this project is completely voluntary, and you are free to withdraw at any time and 
for any reason without penalty. Your choice to participate will not impact your job or status. You 
are also free to refuse to answer any questions you do not wish to answer. You will receive a 
copy of the research results after this project is completed. We anticipate that the study will yield 
rich insights into advancing assessment and transparency in higher education.  
I hope this project would be of interest to you. If so, please respond to this email with a 
simple “Yes” and with your permission, I would like to schedule a phone conversation at your 
earliest convenience. If you would like more details about what is required for participation and 
would prefer to discuss this by phone, please let me know. If you have any questions about this 
research project, please contact Ms. Jankowski at 217-244-2155 or by email at 
njankow2@illinois.edu or Professor Ikenberry at stanike@uillinois.edu   
Sincerely, Natasha Jankowski 
If you have any questions about your rights as a research participant please contact Anne 
Robertson, Bureau of Educational Research, 217-333-3023,  ber-irb@ed.uiuc.edu or the 
Institutional Review Board at 217-333-2670, irb@uiuc.edu  
Invitation to Participate in Individual Interview 
Dear <Interviewee>, 
You are invited to participate in a dissertation project on the use of student learning 
outcomes assessment. This project will be conducted by Natasha Jankowski and Professor 
Stanley Ikenberry from the Department of Education, Organization and Leadership at the 
University of Illinois at Urbana-Champaign. I would like to document activities and processes at 
institutions that are examples of promising practices in using assessment data for improvement 
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and decision-making. We are writing to you now to invite you to share your experience and 
expertise via a 60 minute interview which will be audio-recorded with your permission.  
We would like to interview you to learn more about how your institution achieved its 
noteworthy level of assessment activity, how assessment results are being used, and how 
measures that count as evidence of student learning outcomes were chosen. Your perspective and 
insight will contribute in valuable ways to our work but your participation in this project is 
wholly voluntary.  
I do not anticipate any risk to this study greater than normal life. The information that 
you provide will assist with the understanding of the use of assessment results and evidence 
selection in student learning outcomes assessment. The results of this study may be used for a 
dissertation, scholarly report, journal article, and conference presentation. 
Since we intend to describe with specificity how participating colleges and universities 
made strides in student learning outcomes assessment, we would like to name your institution 
and refer to participants in reports, dissertation, and potentially on the National Institute for 
Learning Outcomes (NILOA) website. This research is not about your personal opinion on 
student learning outcomes assessment, but is about what the institution has done and is doing to 
assess student learning and use results. Your participation in this project is completely voluntary, 
and you are free to withdraw at any time and for any reason without penalty. Your choice to 
participate will not impact your job or status. You are also free to refuse to answer any questions 
you do not wish to answer. You will receive a copy of the research results after this project is 
completed. We anticipate that the study will yield rich insights into advancing assessment and 
transparency in higher education.  
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I hope this project would be of interest to you. If you are interested in participating in an 
interview please reply to this email. Might I hear from you about your involvement within the 
next two weeks? Thank you for considering this request. 
If you would like more details about what is required for participation and would prefer 
to discuss this by phone, please let me know. If you have any questions about this research 
project, please contact Ms. Jankowski at 217-244-2155 or by email at njankow2@illinois.edu or 
Professor Ikenberry at stanike@uillinosi.edu  
Sincerely, Natasha Jankowski 
             
I have read and understand the above information and voluntarily agree to participate in the 
research project described above. I have been given a copy of this consent form.  
____yes  _____no   I agree to have the interview audio-recorded for the purposes of transcription 
             
Signature         Date   
If you have any questions about your rights as a research participant please contact Anne 
Robertson, Bureau of Educational Research, 217-333-3023, ber-irb@ed.uiuc.edu or the 
Institutional Review Board at 217-333-2670, irb@uiuc.edu  
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Appendix C 
Institutional Profiles12 
Capella University 
Capella University, founded in 1993 and headquartered in Minneapolis, is an accredited, 
fully online university that provides degree opportunities for working adults. Nearly 80 percent 
of students, called learners at Capella, are enrolled in graduate degree programs. Capella serves 
over 38,000 learners and has almost 1,300 faculty members. The mission of Capella University 
is to make high-quality degree programs available to adults who want to maximize their personal 
and professional potential. Capella University has received numerous awards for their innovative 
teaching and learning environment, including being the first online university to receive a 
Council for Higher Education Accreditation (CHEA) award in 2010 for outstanding institutional 
practice in student learning.  
Institutional context. 
Capella University became an inaugural member of the Higher Learning Commission’s 
Academic Quality Improvement Program (AQIP) in 2001 and adopted an outcomes-based 
approach to education. According to Pearce and Offerman (2010), an outcomes-based approach 
“involves defining what success looks like in a particular field and then developing the most 
direct educational path to that success” by “reverse engineering the rest of the curriculum to lead 
students to reach those outcomes” (p. 162). The combination of Capella’s AQIP accreditation 
focus along with its commitment to outcomes-based education spurred the institution to develop 
scalable processes to enhance student learning. With support from the outset of the President as 
well as founder Stephen Shank, Capella began to reinvent itself as an outcomes-based institution. 
                                                 
12Institutional profiles are presented for Capella University and St. Olaf College, portions of which also appear in 
Jankowski (2011; 2012).  
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The outcomes process began with defining learning outcomes. From 2002 to 2007, 
Capella defined outcomes for all of its programs. In 2003, Capella began to explore the 
usefulness of action analytics to predict and enhance learner success, a practice which continues 
through today. In 2007, capstone courses were developed to directly assess program-level 
learning outcomes. It was determined that the best means to directly assess student learning at 
the end of a program would be through a required capstone course. Every program utilizes a 
capstone structure whereby mastery of all program learning outcomes is assessed. In 2008, 
assessment data began to be gathered at the capstone level and data from the capstone has been 
utilized to revise the program curriculum. Capella has been publically reporting assessment 
results externally since 2009 and internally since 2001.  
Beyond the program level assessment which culminates in the capstone course, Capella 
collects direct and indirect evidence of student learning through course evaluations; monthly 
satisfaction surveys; annual Priority Survey for Online Learners; the National Survey of Student 
Engagement (NSSE); program or support service engagement surveys; certification and licensure 
performance; and alumni questionnaires.  
Over the course of the last decade, Capella has used accreditation to help drive internal 
improvement and development of assessment processes through the selection of AQIP action 
projects, with three taking place each year.  Action projects over the years have included 
integrating assessment data into decision-making processes, documenting subsequent actions 
taken, and tracking the results created by those actions and the impact of those results; piloting 
an electronic faculty dashboard that translates data into real-time, visually represented, action-
worthy analytics; piloting the fully embedded assessment model known as FEAM; and 
developing sophisticated alumni data-gathering techniques.  
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Capella’s noteworthy achievements in assessing student learning have not come without 
challenges, and the institution recognizes there is more to accomplish. Since the impetus to 
become outcomes-based came from the executive leadership, engaging faculty in this effort and 
fostering understanding among them of what the institution was attempting to implement proved 
difficult at first. Further, building the necessary technological infrastructure as well as the 
institutional processes and protocols to support the development and implementation of 
assessment took several false starts and brought occasional returns to the structural drawing 
board. As a centrally administrative institution where the main office designs and dictates 
processes and structures and where the majority of faculty are employed to teach a pre-designed 
course, some of the challenges experienced by other institutions regarding faculty buy-in and 
structural design were alleviated. Yet others emerged such as designing mechanisms which all 
faculty could use in any course, from any location, for any program. Even so, throughout the 
entire development process, which continues today, Capella University has remained committed 
to student learning outcomes assessment. In the words of an administrator, 
If we are not doing an excellent job of assessment, we can’t be confident that our 
curriculum is achieving that which we hope it is. Essentially, our students need to learn, 
persist, graduate, and then achieve their goals in life and career. We can’t tell if any of 
that is real unless we have some sort of learning assessment underneath. 
The outcomes-based approach to assessment now “permeates” the institution, and 
collaborative teams of faculty, curriculum specialists, instructional designers, course developers, 
and assessment specialists have embedded assessment throughout the organization and several 
administrators noted the integration of the approach into the institutional culture. 
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Outcomes-based education. 
Capella University has been an outcomes-based institution for about a decade. Derived 
from their mission to meet the needs of adult learners, the focus of assessment has been on 
program-level outcomes and their direct assessment in capstone courses. Capella strives, as an 
administrator claimed, to create a “coherent and coordinated approach to curriculum 
development, to embed assessment at various levels within every course and the program, and 
ultimately to focus individual learner progression and success on achieving outcomes.” Capella’s 
systematic assessment process utilizes a backwards design approach, meaning building programs 
from the outcomes to the content. To build programs beginning with the outcomes requires a 
process of alignment from individual learning activities in individual courses to stated program 
outcomes.  
The program’s expected learning outcomes are the foundation for the development of 
each course. Faculty determine program outcomes based on the expectations of professional 
organizations and licensing boards and on the institution’s desired levels of academic 
performance. Courses are designed collaboratively by teams of faculty and specialists—teams in 
which faculty, the subject matter experts, are helped in the design process by curriculum 
specialists with expertise in competency-based curriculum design; course developers with 
expertise in instructional design; and assessment specialists, who are assigned to serve one of the 
five Capella schools, with expertise in analytics and measurement.  
Curriculum development in the backwards design process has four phases: define, design, 
develop, and deliver. The definition phase begins with faculty identifying the program-level 
learning outcomes to outline what the degree will entail and ends at the point of articulation—
with mapping the identified competencies throughout the learning experience. The design phase 
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thoroughly details the learning experience, including the learning activities and the different 
kinds of support resources each activity needs. Key collaborators in this phase are course 
developers with expertise in instructional design and developmental editors as well as media 
experts or media specialists. The develop phase is where the course is built into the learning 
management system. The deliver phase is the instructional component, in which the faculty 
member reviews and then teaches the course. Capella University employs multiple approaches to 
ensure that outcomes are embedded in courses through curriculum mapping and other alignment 
activities. In addition to ensuring that the design of programs embeds outcomes assessment, 
academic program reviews incorporate learning outcomes assessment results. 
Curriculum mapping and fully embedded assessment model. 
Alignment of the curriculum with learning outcomes and relevant assessments tied to 
those outcomes is ensured through a curriculum mapping process. Curriculum mapping allows 
the implementation of a “fully embedded assessment model,” or FEAM. FEAM is a process of 
using course-based assessments to measure the extent to which the program-level learning 
outcomes are being demonstrated throughout a learner’s coursework. In other words, FEAM 
documents relationships between scoring guides or rubric criteria used to assess student learning 
on specific outcomes and the specific course competences or learning outcomes to which they 
are said to align. By examining the relationship between the criteria used for scoring and the 
stated learning outcomes, FEAM ensures that scoring guide criteria are used to address the 
learning outcomes they claim to address and provide formative assessment and feedback to 
learners on their program outcomes performance. Alignment standards are critically important to 
the process and include using specific language; aligning to the competency or outcome rather 
than the assessment; and assessing only one competency or outcome. If these three standards are 
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met, along with many other standards for curriculum course and assessment design, then it is 
assumed that the assessment model is of high quality. For instance, a scoring guide used to assess 
an outcome, such as communicating effectively within a specific discipline, would be examined 
by faculty to ensure that the scoring guide is aligned to the outcome and not addressing other 
outcomes or scoring learner on items not covered in the specific outcome.  
The FEAM process is about establishing relationships by subject matter experts who 
independently review criteria and competencies for alignment and then come together to discuss. 
When there is agreement, quality is inferred and where there is disagreement, discussions occur.  
Discussions on relationships between assessments, scoring of those assessments, and stated 
learning outcomes may take the form of moderation sessions that involve groups of faculty using 
a common scoring guide or rubric in an online conference center to independently rate student 
work. Once they have individually rated the student work, their ratings are posted for each 
criterion and participants can see where there is agreement or disagreement. Participants discuss 
points of consensus and disagreement with the goal of revealing and resolving differences in 
performance expectations to increase reliability and consistency of outcome measurements.  
 In addition to the FEAM process and moderation sessions, a frame of reference is 
undertaken which represents faculty’s collective understanding of the outcomes and the 
expectations for learners’ performance on the outcomes. For example, through a meaning-
making process faculty might discuss what it actually means to communicate effectively within 
their program. Frame-of-reference work was inspired by a recommendation by the National 
Research Council (2001) to base educational assessments and reports on cognitive models of 
learning.  
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The curriculum mapping process is designed to ensure that program-level learning 
outcomes are addressed in courses, that faculty agree on what those learning outcomes mean, 
that there are learning activities within those courses which address program-level learning 
outcomes, and that scoring guides used to assess student learning are reliable and accurate. The 
outcomes-based assessment model at Capella ensures that student learning outcomes assessment 
is not the responsibility or purview of one person or office but, instead, is embedded throughout 
the entire organization—from the executive leadership to the individual learner. As the Director 
of Academic Quality Analytics stated, 
I used to say that we will know we have become a learning outcomes institution when, as 
an organization, we are looking at learning outcomes. We have reached that point now, 
and I cite as evidence that our university board and our Capella Education Company 
board as well as our executive leadership team and many other groups around the 
organization have learning outcomes as one of their quality performance indicators and 
routinely examine them for learner progress and success. 
Administrative support of assessment.  
While it is certainly true, as the Director of Academic Quality Analytics said, that 
Capella’s becoming an outcomes-based institution “could not have been done without supreme 
commitment by the faculty,” the support of university administration has been especially critical 
in that effort. Administrative support at Capella has taken the form of sustained, consistent 
leadership over the time that the necessary infrastructures and processes were developed. 
Support in the form of assessment specialists assigned to each school has provided staff support 
for embedding outcomes assessment in programs. In addition to people, a clearly articulated 
vision that those within the institution can understand and support has allowed for buy-in at 
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multiple levels. The support of administration in the assessment process provides, as an 
administrator said,  
[It’s] a signal to faculty members that what they are doing with rubrics and alignment 
matters. When they [executive leadership] are looking at learning outcomes it’s a signal 
to the organization that we are measuring what they value and faculty know that the 
single activity of completing a scoring guide is part of a much broader comprehensive 
system to understand academic quality.  
Communicating results. 
Capella communicates assessment results to its multiple internal audiences such as 
learners, faculty, and administrators; and audiences external to the institution, such as 
prospective learners and accrediting bodies. Transparency externally is important in terms of 
showing that the institution is not afraid to share results; but it is also internally important as a 
tool for learners.  In support of the vision of transparent communication of assessment results, 
Capella University’s involvement was instrumental in establishing the Transparency By Design 
(TbD) initiative.  This initiative is driven by regionally accredited, adult-serving, distance higher 
education institutions committed to providing detailed information and results on the expected 
educational outcomes of the programs they offer, the success of students in achieving those 
outcomes, and the accomplishments of program graduates.  
In addition to participating in external initiatives such as TbD, Capella developed an 
entire website dedicated to reporting assessment results. Capella Learning & Career Outcomes, 
or Capella Results, provides comprehensive, in-depth data and results of program learning 
outcomes and publishes program-level information on both expected and actual learning 
outcomes. On the website there are video explanations of reports, detailed information on how to 
 184 
navigate and understand interactive graphs, and results for individual programs and 
specializations on learning and career outcomes. Sharing results is thought to foster assessment 
of the value of a Capella education by sharing outcomes such as the actual skills and knowledge 
Capella students obtain.  
Capella uses different types of assessment results and indirect indicators of student 
learning in numerous ways. As stated on its website, Capella’s enrollment counselors use the 
data to help prospective learners choose degree programs; advisors and career counselors use the 
results to guide learners in career exploration and planning; and faculty use the results to 
improve academic programs, update curriculum, and generally improve student learning and the 
career success of graduates. Capella is committed to supporting the use of assessment results 
within the institution and even has a university policy on the use of assessment data. Assessment 
results are included in the process for course revision, all of the curriculum alignment processes, 
program review, and the identification of priorities.  
The future of assessment at Capella University will involve further development of action 
analytics, dashboards to facilitate understanding and use of assessment results, and predictive 
modeling to help identify opportunities to provide support to learners and enhance success.  
St. Olaf College 
 
Founded in 1874 by Norwegian Lutheran immigrants and affiliated with the Evangelical 
Lutheran Church in America, St. Olaf College is located in Northfield, Minnesota. One of the 
nation’s leading four-year residential liberal arts colleges, St. Olaf is committed to enhancing 
students’ global perspective as well as fostering the development of the whole person in mind, 
body, and spirit. St. Olaf has roughly 3,100 students, with more than two-thirds studying abroad 
before graduating.  
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Institutional context. 
St. Olaf has a long history with assessment, having participated in many different 
assessment initiatives over the years including numerous Teagle-funded initiatives, such as the 
Collaborative Assessment for Liberal Learning and State Your Case! projects with Carleton 
College and Macalester College, focused on gathering and using assessment evidence to improve 
specific learning outcomes, as well as the Associated Colleges of the Midwest-Teagle Collegium 
on Student Learning, focused on understanding how students learn and acquire the knowledge 
and skills of a liberal education. St. Olaf participates in the Wabash Study 2010, which focuses 
on the creation of deliberative processes for using evidence to improve student learning, and has 
been highlighted by the Association of American Colleges and Universities (AAC&U), for its 
work with the Liberal Education and America’s Promise (LEAP) initiative on its use of 
assessment to deepen learning and to establish a culture of shared purpose. St. Olaf won a 
Council for Higher Education Accreditation (CHEA) award in 2010 for its work with student 
learning outcomes assessment and, more recently, was a featured case study in the AAC&U’s 
Assessing College Student Learning (Reed, 2011). 
The student learning assessment process at St. Olaf occurs at the institutional, program, 
and general education levels. St. Olaf gathers and reports on a variety of assessment information 
including data from the Collegiate Learning Assessment (CLA); the National Survey of Student 
Engagement (NSSE); the Research Practices Survey; the Higher Education Data Sharing 
(HEDS) senior survey; alumni surveys; the Beginning College Survey of Student Engagement 
(BCSSE); and the Essential Learning Outcomes Assessment (ELOA). The ELOA is a 20-minute 
institutional-level questionnaire developed by a team of St. Olaf faculty and student affairs staff 
and piloted with incoming freshmen in 2009 and with graduating seniors in 2010. The 
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questionnaire gathers information about students’ prior learning experiences, current 
understandings, and future aspirations in relation to the AAC&U Essential Learning Outcomes.  
The administration of the ELOA test is built into the first-year orientation week with the 
idea not only to get high response rates but also to build the expectation for first-year students 
that providing assessment information – demonstrating what you know and how you are 
developing as a student – is just part of what being a St. Olaf student is about. The Research 
Practices Survey, developed by a consortium of liberal arts institutions led by Carleton and St. 
Olaf and supported by a grant from the National Institute for Technology in Liberal Education 
(NITLE), is an instrument for assessing the research experiences, habits, attitudes, and 
proficiencies of undergraduates. This survey is now being used by more than 70 institutions, and 
is now regularly available for administration through the HEDS consortium.  
To ensure that evidence of student learning is gathered yearly but to avoid overwhelming 
students or faculty with too many assessments at one time, St. Olaf developed an institutional 
data collection schedule. This is a five-year plan in which every fourth year is reserved as a time 
for reflection—during which no new evidence of student learning is gathered but rather evidence 
already gathered is used to improve student learning. This year of reflection focused on 
utilization provides opportunities for departments to examine and reflect on institution-level 
results in an attempt to integrate and use them with departmental data. St. Olaf’s five-year plan is 
designed to coordinate all levels of assessment activity, from departmental to institutional to 
general education assessment. In 2008 at the program level, every department established 
intended learning outcomes, or ILOs and, in 2009, gathered and provided assessment action 
reports on evidence in relation to one or more of the ILOs. In addition, all general education 
requirements at the college include intended learning outcomes, and these are the focus of 
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campus-wide assessment during the 2011-12 academic year. Yet, the assessment of student 
learning at St. Olaf has not always come as easily as these accomplishments would suggest.  
In the mid-1990s St. Olaf, like many other institutions at the time, launched an 
unsuccessful department-level assessment initiative in response to regional accreditation. It was 
an “uphill climb to persuade departments that this time around, things would be different” (Beld, 
Walczak, & Gross, 2009, p. 3). In the late 1990s, a decision was made to establish an office, then 
called the Office of Academic Research and Planning, to be headed by a faculty member with 
released time from teaching with the role of evaluation and assessment, as a complement to the 
college’s institutional research office. A faculty member was appointed as director of that office 
in 2001 and has continued in that position since.  
Faculty engagement with assessment has been steadily growing since 2001, in part due to 
how assessment has been conceptualized and approached. The current conceptualization of 
assessment at St. Olaf was developed in 2003 by the Director of Evaluation and Assessment and 
was reviewed and affirmed by a faculty advisory group where now, “the key words and phrases 
characterizing our conceptualization of assessment are being integrated into our public 
documents, our committee conversations, and our faculty-wide deliberations” (Beld, Walczak, & 
Gross, 2009, p. 10). It is the characterization of assessment as a form of “inquiry in support of 
student learning” and one that is “mission-driven, meaningful, and manageable” that has helped 
integrate assessment into St. Olaf’s institutional culture. 
Inquiry in support of student learning. 
The purpose of assessment at St. Olaf is to determine how—and how well—the 
institution is meeting its educational promises to its students. Assessment is framed as one of 
several forms of inquiry into student learning, with implications for classroom practices, 
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curriculum, and faculty development. Assessment is thought to help sustain what the institution 
is doing well and strengthen what needs to be done better. Framing assessment as “inquiry in 
support of learning” as opposed to referring to it as assessment of student learning alters what is 
assessed, and also how and why it is assessed. By focusing on inquiry in support of learning, 
according to one faculty member’s description, assessment emerges out of questions within the 
lived experience of faculty members. Furthermore, a variety of assessment approaches and 
methodological tools may be utilized to address the questions of interest. Assessment, when 
discussed by those from St. Olaf, is about innovation and improvement. A faculty member 
articulated this well:  
Our primary focus of work here is teaching and what we want students to learn. What we 
really want to understand as faculty are the practices, structures and experiences that will 
support learning. We may have hunches, but focusing on inquiry in support of learning 
allows us to think about what we are trying to achieve and be more intentional about it by 
seeing if a change we made in our instruction did impact student learning. 
Inquiry in support of student learning conceptualizes assessment as a resource to help faculty do 
their work more effectively. Inquiry-driven assessment is like any other research project, 
requiring many of the same skills and commitments faculty bring to their disciplinary 
scholarship. Further, assessment addresses something faculty really care about–student learning. 
Assessment helps faculty figure out if students can actually do what they say they can do at 
graduation and beyond.  
The three-Ms: Mission-driven, meaningful, and manageable.  
To help operationalize inquiry in support of student learning without being too large of an 
undertaking and to reinforce the principles of assessment, the three Ms of assessment emerged. 
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The mantra of mission-driven, meaningful, and manageable assessment is more than a tool to 
assure faculty that the work they do related to assessment will not be an add-on or burden but 
will instead align with and strengthen their current work. It is also a philosophical stance on how 
and what to assess, and it provides a framework to help alleviate a variety of faculty concerns.  
Every person interviewed mentioned and/or discussed the three Ms of assessment.  
Mission-driven, at the institutional level means that, all assessment should be consistent 
with the unique mission of a liberal arts college of the Lutheran Church focused on fostering a 
global perspective; at the program and classroom level, assessment should be guided by the 
intended learning outcomes and designated course objectives. Meaningful assessment is 
designed in ways to inform decision-making, address questions of interest, improve student 
learning, and promote faculty development. Manageable assessment is realistic about the 
resources available and the time needed to design, administer, disseminate, discuss, and apply 
results.  
An example of mission-driven, meaningful, manageable assessment is that of the general 
education (GE) requirements at St. Olaf. Faculty teaching a GE course over the past academic 
year were asked to assess one GE outcome for one GE requirement in one course. The 
assessment approach relies on work students are already doing to complete course requirements. 
Instructors do not have to invent any surveys, rubrics, or other assessment instruments; instead, 
they record how well students demonstrate the outcome of interest in whatever assignments the 
instructor believes are most germane to that outcome. Instructors are asked to describe and 
reflect on their students’ work in a brief General Education Student Learning Report, designed to 
be completed as soon as the instructor has graded the work. The reports prepared by individual 
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instructors are aggregated by requirement, so a composite picture of learning in the GE 
curriculum as a whole emerges from the course-level data.  
Utilization-focus/backward-design assessment. 
St. Olaf employs a utilization-focus/backward-design approach to assessment. The 
utilization-focused approach is one that begins with consideration of intended users and uses 
(Walczak, Harper, McClure, & Hisey, 2010). It is informed by Michael Quinn Patton’s (2008) 
work on utilization-focused evaluation and treats the results of assessment as a means to an end 
as opposed to an end in themselves—meaning that assessment is not complete until results are 
utilized in some manner. The backward-design approach, taken from classroom instruction, 
begins with identification of intended learning outcomes. Once outcomes are determined, 
instruction and practice as well as evidence collected in support of those outcomes are identified 
with the purpose of facilitating students’ movement towards the outcomes. The “utilization-
focus/backward-design” model of assessment begins with the question, “Who are the likely users 
of the evidence we want to gather, and how will they use it?” This approach is thought to 
increase the likelihood that faculty and staff will be able to act on the evidence of student 
learning they collect. Focusing on intended uses by intended users leads to a variety of uses 
within departments including redesign of gateway courses, different approaches to providing 
feedback on student writing, or even different sequencing of courses (Beld, 2010). Through the 
utilization-focus/backward-design approach, departments are beginning to realize the rewards of 
assessment that are possible without the excessive burdens that many faculty fear. One 
department chair stated,  
Utilization-focus and backward-design is about starting with the end in mind and making 
sure that what you want your students to achieve is actually possible given what you are 
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asking them to do. For instance, assigning homework problems from the back of the 
chapter may help with disciplinary skills but it is not going to help them with their 
writing – so if that is an important piece, then assignments need to be designed for 
students to work on those skills. 
Departments are encouraged to develop their assessment structures around a concrete 
problem or an area of interest. In departmental reports to the college, the first question asked is 
not what the results were but rather, “Which features of your major/concentration are likely to be 
continued and which might be modified or discontinued on the basis of the evidence you 
gathered about student learning?” (Beld, Walczak, & Gross, 2009). Relevant results are 
presented in support of decisions made or conclusions reached as opposed to being presented as 
conclusions in themselves. As helpful as framing assessment as inquiry in support of learning 
and identifying approaches such as utilization-focus or backward-design are, these alone will not 
guarantee widespread success in gathering actionable evidence of student learning at the 
department level. Equally important is the capacity and desire for departments actually to do the 
work. This is facilitated by a meet in the middle strategy and the structure of faculty governance 
and ownership of assessment. 
Embedding assessment in faculty governance structures.  
St. Olaf adopted what has been described as a meet in the middle strategy that is “top-
down” as well as “bottom-up” and thus both faculty-driven and administration directed. The 
bottom-up approach utilizes the college’s faculty governance system to establish the purposes 
and specific procedures departments follow in articulating learning outcomes, gathering 
assessment evidence, and  supporting departmental efforts. The top-down approach utilizes the 
authority of administrators to activate the process. The integration of faculty governance into the 
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assessment process has proved instrumental to St. Olaf. Principal responsibility for assessment 
resides with the faculty Curriculum Committee, which in turn delegates the work of directing 
and overseeing assessment efforts to an Assessment Subcommittee.  
The Assessment Subcommittee, which emerged in 2008 as part of a reconfiguration of St. 
Olaf’s faculty governance combining several committees, meets on alternating weeks and has 
representatives from the dean’s council, each of the five Faculties, associate deans, a student, and 
members of the Curriculum Committee. The Assessment Subcommittee’s role is of assessment 
coach–providing feedback and building relationships. Members who serve on the Assessment 
Subcommittee also serve as assessment liaisons and provide support for faculty within their 
departments. The Assessment Subcommittee is composed of faculty members appointed from 
outside the Curriculum Committee as well as members of the Curriculum Committee. The 
Assessment Subcommittee led the efforts to articulate Intended Learning Outcomes (ILOs) for 
all departments and programs as well as the plans for gathering evidence and reporting on the 
evidence. The subcommittee reviewed each department’s ILOs as well as departmental plans and 
provided feedback and assistance to departments implementing their plans.  Feedback on ILOs 
and departmental plans was given based on a rubric designed by the Assessment Subcommittee. 
The ILO rubric scored departments on a scale ranging from “Exceptionally Strong” to 
“Insufficient Information to Judge.” Eight scoring criteria were developed and divided into 
mission-driven, meaningful, and manageable categories (Beld, Walczak, & Gross, 2009).  
For the departmental plans, feedback was given based on four questions:  
 Does the proposed strategy provide direct evidence of student learning? 
 Does the proposed strategy disaggregate performance data in a way that provides useful 
information to the department or program? 
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 Is the plan appropriate in scope (neither too large or too small)? 
 Does the information provided by the department or program provide a sufficient level 
of detail to determine how the information will be gathered? (Beld, Walczak, & Gross, 
2009, p. 15) 
Yet there is only so much the Assessment Subcommittee can do, as a faculty committee 
at St. Olaf cannot require the faculty to do anything, but can recommend actions.  The 
Assessment Subcommittee reports to the Curriculum Committee and once agreement is reached, 
the Curriculum Committee sends recommendations to the dean on how to proceed. The dean, in 
turn, then sends the recommendation out to the faculty -- so the dean as opposed to the 
Subcommittee asks the faculty to complete the assessment-related activities.  
Collaborative approach in assessment. 
Assessment at St. Olaf is not the domain of one office or one person but is a collaborative 
effort. In fact, most people interviewed had been involved with assessment in some form or 
another over multiple projects for multiple years, creating a diffuse network of assessment 
relations across the campus. Not only has the college been involved in several inter-institutional 
collaborations on the assessment of student learning, but it has also implemented intra-
institutional collaboration involving its own faculty, staff, and students. For instance, the 
Director of Writing was involved in developing writing rubrics in the CALL project, the 
implementation and refinement of the Research Practices Survey, and the CLA pilot project. 
Students are also involved in the assessment process including through representation on the 
Assessment Subcommittee.  
An example of the power of intra-institutional collaborations is the rate at which students 
participate in assessments. Student involvement in assessment has been substantial at St. Olaf 
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with 90% of all first-year students completing assessment activities as part of orientation, 
referred to as Week One. Such numbers would not have been possible without the collaborative 
work of several offices.  When St. Olaf joined the longitudinal administration of the CLA in 
2005, the institution needed student involvement and partnerships with offices across campus to 
ensure success in the recruitment process. Students would take the CLA as incoming students, 
rising juniors, and then as graduating seniors, so the Associate Dean of Students made time 
available within Week One for assessment and provided materials to students beforehand—
stressing the importance of assessment, why they should participate, and what the results mean to 
the institution. To encourage students to be involved over the course of the pilot project, the 
registrar, residence hall professional and student staff, academic advisors, student government, 
president, student membership organizations, and others were all involved in the recruitment and 
advertising process. As part of this effort, student government was informed of the test and asked 
to help facilitate student involvement.   
St. Olaf is very focused on the use of assessment results and utilizes evidence of student 
learning in a variety of ways including the improvement of student learning, strategic planning, 
and accreditation initiatives such as the Main Street Initiative. To help facilitate use of evidence 
of student learning, results are presented in a variety of meaningful and user-friendly ways. One 
way that multiple measures of evidence of student learning have been combined to tell a story is 
through the combination of data from seniors, alumni, and prospective employers regarding the 
importance of general education courses. The website “Don’t Just Check Off Those 
Requirements” (http://www.stolaf.edu/offices/ir-e/generaled/requirements.html) is designed to 
help students learn more about how their general education courses will contribute to 
professional achievement and success after graduation. 
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In addition to presenting evidence to students in a user-friendly manner, reports available 
online arrange a variety of evidence of student learning by themes such as critical thinking, oral 
communication, research proficiency, and quantitative reasoning, to name a few. Arranging 
assessment evidence by theme allows users to connect with resources they might not have 
previously considered. It also provides departments with accessible institution-level data related 
to specific concerns and questions. The college-wide topic or issue reports connect multiple 
measures of student learning to tell an evidence-based story regarding specific areas of interest. 
In addition, there are specific learning outcomes or curriculum area reports, reports supporting 
initiatives, and reports of results by source of evidence such as CLA or NSSE.  
The St. Olaf approach to using assessment results does not mean that paying attention to 
assessment necessarily means doing more (although it might mean “doing differently”). 
Assessment provides evidence that can help faculty to set priorities among an array of valuable 
activities that they are likely to undertake anyway. Results from the Research Practices Survey, 
for example, suggested that certain aspects should be emphasized when providing instruction and 
practice in research skills, but they also identified areas where students are already successful. 
Similarly, institution-level NSSE results suggested areas where students were excelling but also 
identified somewhat lower scores on faculty engagement than desired by faculty—leading to the 
selection of specific courses in which enrollments are kept under 20 students. In another 
example, results from the ELOA survey on students’ entering expectations and thinking 
regarding learning outcomes informed the changes to the next year’s orientation including a 
more formal session on the foreign language requirement for incoming students. 
Assessment at St. Olaf will continue to gain traction and become further integrated into 
all parts of the institution. In lunch-time chats about results presented in department meetings as 
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well as in year-long reflections shared across the institution, informal as well as formal 
conversations on assessment occur frequently across the St. Olaf campus, providing space for 
discussing what assessment means to the institution and to the students served.  
One means of integrating assessment further across the institution is the Main Street 
Initiative, St. Olaf’s “Quality Initiative” for purposes of reaccreditation by the Higher Learning 
Commission in Spring 2013. The Main Street Initiative focuses on students’ preparation for life 
after college, particularly in the first few years after graduation, and is connected with 
institutional strategic planning as well as with reaccreditation. The initiative brings together a 
variety of assessment resources, including a portfolio of institution-level assessment evidence 
developed under the auspices of St. Olaf’s participation in the Wabash Study, and survey 
research projects conducted by teams of sociology students.  The breadth of the assessment data 
under consideration, and the reach of Main Street programming across both curricular and co-
curricular life, holds promise for significant data-informed institutional improvement.  
Interest in assessment and evidence of student learning at St. Olaf continues to grow.  
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