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Zusammenfassung
Ausgedehnte komplexe dynamische Systeme können eine Vielzahl von faszinierenden
emergenten Phänomenen aufweisen. Viele solcher Systeme bestehen aus einer großen
Anzahl interagierender Subsysteme. Es bietet sich daher an, solche ausgedehnten kom-
plexen dynamischen Systeme als Netzwerke aufzufassen und mit Methoden der Netz-
werktheorie zu charakterisieren. Dabei wird zwischen zwei verschiedenen Netzwerken
unterschieden: Dem physikalisch existierenden strukturellen Netzwerk der interagieren-
den Subsysteme und dem funktionellen Netzwerk, bei dem die Kanteneigenschaften die
Interaktionen zwischen den Subsystemen repräsentieren. Das funktionelle Netzwerk,
beziehungsweise Stärke, Richtung und gegebenenfalls Funktional der Interaktion, wer-
den dabei datengetrieben aus an diesen Subsystemen gemessenen Zeitreihen bestimmt.
Während viele globale Eigenschaften solcher funktioneller Netzwerke bereits unter-
sucht sind, ist die Rolle, die einzelne Knoten in funktionellen Netzwerken spielen, nach
wie vor nur schlecht verstanden.
Im Rahmen dieser Arbeit werden daher Knotenwichtigkeiten in funktionellen Netzwer-
ken mit dem graphentheoretischen Konzept der Zentralität untersucht und in Zusam-
menhang mit Knotenwichtigkeiten in zugrunde liegenden strukturellen Netzwerken
gestellt. Dazu werden einerseits Modelluntersuchungen an über strukturelle Netzwer-
ke miteinander gekoppelte Phasenoszillatoren durchgeführt, andererseits funktionelle
Netzwerke aus Felddaten konstruiert. Bei Modelluntersuchungen kann dabei festge-
stellt werden, dass nicht nur die Topologie des strukturellen Netzwerks einen starken
Einfluss auf die Stärke des Zusammenhangs zwischen Knotenwichtigkeiten in struk-
turellen und funktionellen Netzwerken hat, sondern auch die Wahl des Zentralitäts-
maßes. Inbesondere bei strukturellen Netzwerken, in denen ausgezeichnete wichtigste
Knoten vorhanden sind, kann ein besonders starker Zusammenhang beobachtet wer-
den. Weiterhin werden Hinweise auf ein komplexes Zusammenspiel zwischen Struktur
und Funktion solcher komplexen ausgedehnten dynamischen Systeme gefunden. Bei
der Untersuchung von Felddaten wird am Beispiel des epileptischen menschlichen Ge-
hirns festgestellt, dass die als funktionell wichtig angenomme Anfallsursprungszone
nicht durchgehend durch Zentralitäten als wichtig identifiziert wird. Dies könnte ein
Hinweis darauf sein, dass Epilepsie als Netzwerkphänomen zu begreifen ist. Ein ande-
re mögliche Erklärung könnte der Einfluss von mess- und analysetechnischen Proble-
men sein, die entweder generell bei der datengetriebene Untersuchung solcher Systeme
oder speziell beim System epileptisches menschliches Gehirn auftreten. Weiterhin wer-
den einige dieser mess- und analysetechnischen Probleme untersucht, ebenso wie die
Auswirkungen von Methoden, die solchen Problemen entgegenwirken sollen.
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1. Einleitung
Ausgedehnte komplexe dynamische Systeme können eine Vielzahl von faszinierenden
Phänomenen, zum Beispiel (De-)Synchronisation, Wellenausbreitungen, Phasenüber-
gänge und extreme Ereignisse, aufweisen. Viele solcher Systeme bestehen aus einer gro-
ßen Anzahl interagierender Subsysteme. Es bietet sich daher an, solche ausgedehnten
komplexen dynamischen Systeme als Netzwerke aufzufassen (dabei werden die Subsys-
teme mit Knoten der Netzwerke assoziiert) und mit Methoden der Netzwerktheorie zu
charakterisieren [1]. Dieser Ansatz hat in den vergangenen Jahren enorme Fortschritte
in verschiedenenWissenschaftsgebieten gebracht, zum Beispiel in der Physik [2–6], der
Biologie [7–9], der Soziologie [10–13] oder in den Neurowissenschaften [14–21].
Bei der Analyse von realen dynamischen Systemen wird zwischen strukturellen und
funktionellenNetzwerken unterschieden: Bei dem strukturellen Netzwerk handelt es sich
um ein physisch existierendes Netzwerk aus Knoten und Kanten, das häufig dem funk-
tionellen Netzwerk, welches der beobachteten Dynamik des Systems entspricht, zugrun-
de liegt. Beim funktionellen Netzwerk, oft auch Interaktionsnetzwerk genannt, repräsen-
tieren die Knoten die einzelnen Subsysteme und die Kanten die Interaktionen zwischen
den Subsystemen. Das Zusammenspiel von strukturellem und funktionellem Netzwerk,
insbesondere der Einfluss von Struktur auf die Funktion, ist seit einigen Jahren For-
schungsgegenstand [4; 5] und steht auch im Zentrum dieser Arbeit. Beispiele für solche
ausgedehnten komplexen Systeme sind einerseits das europäische Stromnetz, dessen
strukturelles Netzwerk aus Kraftwerken, Schalt- und Umspannwerken und Verbrau-
chern besteht, anderseits das menschliche Gehirn, bei dem Neuronen über Synapsen
miteinander kommunizieren.
Klassische Ansätze zur Analyse dynamischer Systeme versagen häufig, da bei solchen
komplexen ausgedehnten dynamischen Systemenmeistens die Bewegungsgleichungen
nicht bekannt sind und andere Ansätze, wie zum Beispiel solche aus der Störungstheo-
rie, nicht anwendbar sind. Um Interaktionsnetzwerke aus realen dynamischen Syste-
men abzuleiten, wird daher, idealerweise an genau jedem Subsystem (diese sind aber
oft im Vorhinein nicht bekannt), eine geeignete Observable über eine gewisse Zeit-
spanne zeitaufgelöst gemessen. Diese zeitgeordneten Reihen von Messwerten werden
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Zeitreihen genannt. Unter der Annahme, dass es sich um oszillierende Systeme han-
delt, können Stärke und gegebenenfalls Richtung oder das Funktional einer Interaktion
zwischen je zwei Subsystemen datengetrieben bestimmt werden [22; 23]. Außer den
Zeitreihenanalyseverfahren, die auf Phasensynchronisation [24–26] oder generalisier-
ter Synchronisation [27; 28] beruhen, gibt es eine Vielzahl weiterer Verfahren zur Cha-
rakterisierung von Interaktionen, die von vergleichsweise einfachen Konzepten wie der
(statistischen) Korrelation [29] bis zur Informationstheorie [30; 31] reichen. Werden die
Stärken aller paarweisen Interaktionen aus Zeitreihen geschätzt, können diese als In-
teraktionsmatrix aufgefasst werden, welche das Interaktionsnetzwerk repräsentiert.
Eine Vielzahl von Problemen erschwert die Analyse realer dynamischer Systeme: So
sind zum Beispiel geeignete Subsysteme oft nicht klar abgrenzbar oder sind im Vorhin-
ein nicht bekannt, wie es zum Beispiel bei Klimanetzwerken der Fall ist. Weiterhin kann
oft nicht zwischen direkten und indirekten Interaktionen, die über weitere Subsysteme
vermittelt werden, unterschieden werden, was häufig zu einer falschen Charakterisie-
rung der Interaktionen zwischen zwei Subsystemen führen kann [32–34]. Zu ähnlich
falschen Charakterisierungen führt das Phänomen der gemeinsamen Quellen, bei dem
an zwei oder mehreren Messpunkten dieselbe Dynamik gemessen wird. Es existieren
zwar Analyseverfahren, die den Einfluss solcher Phänomene berücksichtigen und mi-
nimieren sollen [26; 35], ihre Eignung für die Konstruktion funktioneller Netzwerke ist
aber nach wie vor Gegenstand wissenschaftlicher Diskussionen [36–38].
Um zeitliche Änderungen von Systemverhalten charakterisieren zu können, bietet es
sich an, aufgezeichnete Zeitreihen in relativ kurze Abschnitte aufzuteilen und diese
Abschnitte einzeln zu analysieren. So entsteht dann aus jedem Abschnitt ein einzelnes
funktionelles Netzwerk, also insgesamt eine zeitlich geordnete Abfolge von funktionel-
len Netzwerken. Solche Abfolgen von (funktionellen) Netzwerken werden dann tem-
poral networks [39] oder auch evolving networks [40] genannt und stellen einen Aspekt
von sogenannten multilayer networks [41] dar. Die Untersuchung zeitlich veränderli-
cher Netzwerke hat in der jüngsten Vergangenheit zu neuen Erkenntnissen unter an-
derem in der Klimaforschung [42], der Biologie [43; 44] und inbesondere auch in den
Neurowissenschaften geführt [40; 45; 46].
Sowohl strukturelle als auch funktionelle Netzwerke können auf verschiedenen Ebe-
nen untersucht werden. Auf der makroskopischen Ebene werden Netzwerke als Gan-
zes durch statistische Größen (zum Beispiel die mittlere kürzeste Weglänge) charakte-
risiert oder auf Ähnlichkeit mit prototypischen Netzwerken, zum Beispiel Small-World-
Netzwerken [47] oder skalenfreienNetzwerken [48; 49], hin untersucht. Auf dermesosko-
pischen Ebene werden Netzwerkstrukturen wie zum Beispiel Communities oder Moti-
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ve [50; 51] untersucht. Schließlich werden auf der mikroskopischen Ebene Eigenschaf-
ten einzelner Netzwerkelemente, die Knoten und Kanten, untersucht [52; 53]. DieWich-
tigkeit einzelner Netzwerkelemente für die Netzwerkstruktur oder Dynamik wird dabei
mit Zentralitäten bewertet, einer Gruppe von Maßen, die jeweils entweder Knoten oder
Kanten einenWert zuordnen, dem dieWichtigkeit im Zusammenhang mit anderen Tei-
len des Netzwerks nach einem bestimmten Kriterium entspricht. Solche Kriterien kön-
nen so einfach wie die Anzahl der mit diesem Element direkt verbundenen anderen
Elemente sein, reichen aber bis hin zu komplizierten informationstheoretischen An-
sätzen [53]. Es hat sich gezeigt, dass die Identifizierung solcher wichtigen Elemente
– insbesondere wichtiger Knoten, oft Hubs genannt – es erlaubt, unter anderem den
Ausbruch von Epidemien besser vorherzusagen und zu kontrollieren [54], für Medika-
mentenentwicklung vielversprechende Moleküle zu identifizieren [55], robustere Netz-
werke zu konstruieren [56–58] sowie eine Vielzahl von Systemen besser zu verstehen,
von der Produktion von J/𝜓 -Mesonen [59] bis hin zur Entstehung von Erdbeben [60].
Ziel der vorliegenden Arbeit ist es, dieWichtigkeit von einzelnen Knoten in ausgedehn-
ten dynamischen Netzwerken zu untersuchen unter Berücksichtigung der zugrunde
liegenden strukturellen Netzwerke und der weiter oben erwähnten Probleme bei der
Analyse realer dynamischer Systeme. Dabei werden vier auf verschiedenen Konzepten
beruhende Zentralitäten verwendet, um zu untersuchen, ob bestimmte Zentralitäten
besser oder schlechter geeignet sind, um Knotenwichtigkeiten zu charakterisieren oder
den Zusammenhang zwischenWichtigkeit in strukturellen und funktionellen Netzwer-
ken zu untersuchen.
Diese Arbeit ist wie folgt gegliedert: In Kapitel 2 werden die verwendetenMethoden zur
Charakterisierung der Netzwerke und Abschätzung der Interaktionsstärke vorgestellt.
In Kapitel 3 werden mittels Modellstudien die Wichtigkeit von einzelnen Knoten in
prototypischen strukturellen und funktionellen Netzwerken und der Zusammenhang
zwischen Wichtigkeit in strukturellen und funktionellen Netzwerken untersucht. Im
anschließendenKapitel 4werdenKnotenwichtigkeiten in von natürlichen dynamischen
Systemen abgeleiteten funktionellen Netzwerken untersucht; als Beispiel dient dabei
das epileptischemenschliche Gehirn. Die Arbeit endet mit einer Zusammenfassung und
einem Ausblick in Kapitel 5.
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2. Netzwerke
Netzwerke bestehen aus Knoten, die über Kantenmiteinander verbunden sind, undwer-
den anhand von einigen ihrer Eigenschaften klassifiziert: So wird etwa von gewichteten
Netzwerken gesprochen, wenn den Kanten eines Netzwerkes jeweils ein Gewicht zuge-
ordnet ist, und von ungewichteten Netzwerken, wenn den Kanten kein Gewicht zuge-
ordnet ist. In dieser Arbeit wird das Gewicht der Kante zwischen Knoten 𝑛 und Knoten
𝑚 mit 𝑤𝑛𝑚 bezeichnet. Die in dieser Arbeit verwendeten Netzwerke sind symmetrisch
bzw. ungerichtet, d. h. die Kante zwischen den Knoten 𝑛 und 𝑚 entspricht der Kante
zwischen den Knoten 𝑚 und 𝑛, also gilt auch 𝑤𝑛𝑚 = 𝑤𝑚𝑛. Netzwerke, bei denen dies
nicht der Fall ist, bei denen also 𝑤𝑛𝑚 ≠ 𝑤𝑚𝑛 ist, werden gerichtet genannt.¹ Netzwerke,
bei denen Kanten zwischen allen Knotenpaaren bestehen, werden vollständig verbunden
genannt.
Ein Netzwerk mit 𝑁 Knoten lässt sich als Adjazenzmatrix 𝒜 darstellen, die Matrixele-
mente𝒜𝑛𝑚 (𝑛;𝑚 ∈ {1...𝑁 })² entsprechen denGewichten der Kanten, so dass𝒜𝑛𝑚 = 𝑤𝑛𝑚
gilt. Üblicherweise werden alle Elemente auf der Hauptdiagonalen gleich Null gesetzt
(𝒜𝑛𝑛 = 0), um Selbstverbindungen auszuschließen. Es existieren weitere Matrixdarstel-
lungsformen von Netzwerken, wie z. B. die Laplace-Matrix, die in dieser Arbeit aller-
dings keine Anwendung finden.
2.1. Charakterisierung von Netzwerken
Über die letzten Jahrzehnte sind eine Vielzahl von Netzwerkeigenschaften identifiziert
worden, gleichzeitig sind Maße entwickelt worden, um diese Eigenschaften zu quan-
¹Obwohl die Untersuchung gerichteter Netzwerke verspricht, Aussagen zu erlauben, die über das hin-
ausgehen, was auf der Basis von ungerichteten Netzwerken möglich ist, stecken die Methoden, die
die Ableitung solcher gerichteter Netzwerke aus Daten erlauben, noch in den Kinderschuhen bezie-
hungsweise bringen eine Fülle von bisher ungelösten Problemen mit sich. Aus diesem Grund wird in
dieser Arbeit auf die Untersuchung von gerichteten Netzwerke verzichtet.
²Da in dieser Arbeit als Dezimaltrennzeichen Kommata verwendet werden, werden für Aufzählungen
und als Intervalltrennzeichen Strichpunkte verwendet.
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tifizieren. Im Folgenden werden nun einige solcher Maße vorgestellt, die im weiteren
Verlauf dieser Arbeit verwendet werden.
Generell wird zwischen lokalen Maßen, die jeweils nur einen (oder alle) Teil(e) eines
Netzwerks charakterisieren, und globalen Maßen, die jeweils das gesamte Netzwerk
charakterisieren, unterschieden [46]. Die in dieser Arbeit benutzten lokalen Maße cha-
rakterisieren jeweils alle Knoten eines Netzwerks, diese Maße werden daher auch Kno-
tenmaße genannt. Oft kann aus derMittelung über alle lokalen Kenngrößen eine globale
Kenngröße erstellt werden.
GradundStärke Eines der einfachstenNetzwerkmaße ist derGrad 𝑘𝑛 des Knotens 𝑛,
der der Anzahl der an diesem Knoten anliegenden Kanten entspricht. In gewichteten
Netzwerken, bei denen häufig Kanten zwischen allen Paaren von Knoten existieren,
ist der Grad demnach meist nicht interessant. Die Verallgemeinerung des Grads auf
gewichtete Netzwerke ist die Stärke 𝑠𝑛 eines Knotens; dabei handelt es sich um die
Summe aller Kantengewichte, die an einem Knoten anliegen:
𝑠𝑛 =
𝑁
∑
𝑚=1
𝑤𝑛𝑚. (2.1)
Der mittlere Grad 𝐾 beziehungsweise die mittlere Stärke 𝑆 entsteht durch Mittelung
über alle lokalen Grade beziehungsweise Stärken.
KürzesteWeglängen Auch wenn zwei Knoten 𝑛 und𝑚 nicht direkt über eine Kante
miteinander verbunden sind, gib es einenWeg zwischen ihnen, wenn es einen weiteren
Knoten gibt, mit dem die Knoten 𝑛 und 𝑚 jeweils über eine Kante verbunden sind. All-
gemeiner sind die Knoten 𝑛 und𝑚miteinander verbunden, wenn es einenWeg entlang
von beliebig vielen Kanten zwischen diesen beiden Knoten gibt. Als die Länge dieses
Wegs wird die Summe der Längen aller Kanten bezeichnet, die Teil dieses Weges sind.
Als die kürzeste Weglänge 𝑙𝑛𝑚 zwischen zwei Knoten 𝑛 und 𝑚 wird die Weglänge be-
zeichnet, bei der diese Summe am geringsten ist.
Der Mittelwert über alle möglichen Paare von kürzesten Weglängen wird als mittlere
kürzeste Weglänge bezeichnet:
𝐿 = 1𝑁 (𝑁 − 1)
𝑁
∑
𝑛
𝑁
∑
𝑚=2𝑚≠𝑖
𝑙𝑛𝑚. (2.2)
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Der längste aller kürzesten Wege wird oft als Durchmesser eines Netzwerks bezeich-
net.
Meist wird, so auch in dieser Arbeit, die Länge 𝑑𝑛𝑚 einer Kante als das Inverse ihres
Gewichts definiert: 𝑑𝑛𝑚 = 1𝑤𝑛𝑚 [61–64]. Dies hat den Vorteil, dass, falls das Gewichteiner Kante dem Doppelten des Gewichts einer anderen Kante entspricht, die Länge
der ersten Kante gleich der Hälfte der zweiten Kante ist [65]. In ungewichteten Netz-
werken ist die Länge aller existierender Kanten 1; nicht existierenden Kanten kann eine
unendliche Länge zugewiesen werden.
Falls es keinen Weg zwischen allen Knotenpaaren gibt, wird von einem unverbundenen
Netzwerk gesprochen, andernfalls von einem verbundenen Netzwerk.
2.2. Zentralitäten
Um die Wichtigkeit von Knoten (oder auch Kanten) in einem Netzwerk zu beurteilen,
werden sogenannte Zentralitäten verwendet. Diese Zentralitäten weisen jedem Knoten
(oder jeder Kante) einen numerischen Wert zu, der die Wichtigkeit des Knotens (oder
der Kante) beschreibt, wobei hohe Werte einer großen Wichtigkeit entsprechen. Da
Zentralitäten einzelnen Elementen eines Netzwerkes unterschiedlicheWerte zuordnen,
gehören sie zu den lokalen Netzwerkkenngrößen.
Zentralitäten wurden erstmalig in den 1970er Jahren in den Sozialwissenschaften zur
Erforschung von sozialen Netzwerken entwickelt [66], finden seitdem aber in immer
mehr Wissenschaftsgebieten Anwendung [53]. Um wichtige Knoten in Netzwerken
zu identifizieren, werden in dieser Arbeit vier verschiedene, häufig verwendete Zen-
tralitäten benutzt, wobei diese Zentralitäten auf unterschiedlichen Konzepten beruhen
und damit die unterschiedlichen Rollen bewerten, die ein Knoten in einem Netzwerk
spielt [67]. Obwohl es seit einiger Zeit auch Anstrengungen gibt, verschiedene Kanten-
zentralitäten zu entwickeln, steckt die Bewertung der Wichtigkeit von Kanten noch in
den Kinderschuhen [68; 69]. Diese Arbeit beschäftigt sich ausschließlich mit der Wich-
tigkeit von Knoten; Kanten als verbindende Elemente werden aber natürlich bei der
Bewertung der Knoten mit einbezogen.
Die Grad-Zentralität eines Knotens entspricht, in ungewichteten Netzwerken, dem
Grad des Knotens. In gewichteten Netzwerken ist dies allerdings kein sinnvolles Maß,
da häufig alle möglichen Kanten existieren, wenn auch mit eventuell sehr geringem
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Gewicht. Die Stärke-Zentralität 𝒞 𝑆 ist die Erweiterung der Grad-Zentralität auf ge-
wichtete Netzwerke und ist für den Knoten 𝑛 definiert als [63; 70]
𝒞 𝑆𝑛 =
𝑁
∑
𝑚=1𝑚≠𝑛
𝐴𝑛𝑚, (2.3)
entspricht also der Summe über die Gewichte aller Kanten, die an diesem Knoten an-
liegen. Die Stärke-Zentralität berücksichtigt nur lokale Eigenschaften des Netzwerks
und bewertet den Knoten als am wichtigsten, der am stärksten mit allen anderen Kno-
ten verbunden ist. Auf funktionellen Netzwerken entspricht die Stärke-Zentralität der
mittleren Interaktionsstärke eines Knotens mit dem Rest des Netzwerks. Da es sich bei
der Stärke-Zentralität um eine Verallgemeinerung der Grad-Zentralität handelt, wird in
dieser Arbeit auch auf ungewichteten Netzwerken ausschließlich die Stärke-Zentralität
verwendet.
Die Closeness-Zentralität 𝒞𝐶 bewertet solche Knoten als wichtig, deren mittlere Ent-
fernung (Weglänge) zu allen anderen Knoten kurz ist. Für den Knoten 𝑛 ist die Close-
ness-Zentralität wie folgt definiert:
𝒞𝐶𝑛 =
𝑁 − 1
∑𝑁𝑚=1𝑚≠𝑛 𝑑𝑛𝑚
, (2.4)
wobei 𝑑𝑛𝑚 die Länge des kürzesten Wegs zwischen Knoten 𝑛 und 𝑚 ist. Anders als die
Stärke-Zentralität bezieht die Closeness-Zentralität für die Bewertung der Wichtigkeit
einzelner Knoten das gesamte Netzwerk mit ein, ist allerdings trotzdem auf die direkten
Verbindungen eines Knotens angewiesen, um den Rest des Netzwerkes zu erreichen.
Knoten, die nach der Closeness-Zentralität wichtig sind, können alle anderen Knoten
über kurzeWege erreichen und gegebenenfalls beeinflussen, beziehungsweise gelten als
besonders unabhängig von allen anderen Knoten [66], wobei die letztere Interpretation
insbesondere für gewichtete Netzwerke zuletzt unter Kritik stand [71].
Die Betweenness-Zentralität 𝒞 𝐵 beruht ebenfalls auf kürzesten Wegen, bewertet aber
solche Knoten als wichtig, die auf vielen kürzesten Wegen zwischen anderen Knoten-
paaren liegen. Für Knoten 𝑛 ist sie definiert als:
𝒞 𝐵𝑛 =
𝑁
∑
ℎ=1
ℎ≠𝑛≠𝑚
𝑁
∑
𝑚=1𝑚≠𝑛
𝜂ℎ𝑚(𝑛)
𝜂ℎ𝑚
, (2.5)
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wobei 𝜂ℎ𝑚 die Anzahl aller kürzesten Wege zwischen Knoten 𝑛 und 𝑚 ist und 𝜂ℎ𝑚(𝑛)
die Anzahl dieser Wege, auf denen sich Knoten 𝑛 befindet. Auch hier wird die Länge
einer Kante 𝑑𝑛𝑚 als das Inverse ihres Gewichtes aufgefasst. Die Betweenness-Zentrali-
tät berücksichtigt ebenso wie die Closeness-Zentralität das gesamte Netzwerk. Knoten
mit hoher Betweenness-Zentralität spielen eine wichtige Rolle bei der Verbindung ver-
schiedener Netzwerkteile und können als Flaschenhals auf den Informationsaustausch
zwischen diesen Netzwerkteilen einwirken [66; 72].
In dieser Arbeit wird der von Brandes [73] vorgeschlageneAlgorithmus zur Berechnung
von 𝒞𝐶 und 𝒞 𝐵 verwendet.
Die Eigenvektor-Zentralität𝒞 𝐸 ist für den Knoten 𝑛 definiert als der 𝑛te Eintrag 𝑣𝑛 des
Eigenvektors 𝑣, der zu dem größten Eigenwert 𝜆m𝑎𝑥 der Adjazenzmatrix 𝐴 gehört:
𝒞 𝐸𝑛 = 𝑣𝑛, (2.6)
welcher aus der Eigenvektor Gleichung𝐴𝑣 = 𝜆𝑣 abgeleitet werden kann. Der Eigenvek-
tor zum größten Eigenwert wird in dieser Arbeit mit der Power Iteration Methode [74]
berechnet³.
Die Eigenvektor-Zentralität kann so interpretiert werden, dass sie solche Knoten als
wichtig bewertet, die mit anderenwichtigen Knoten verbunden sind, wobei dieseWich-
tigkeit über die Stärke oder, im Falle von ungewichteten Netzwerken, über das Vorhan-
densein von anliegenden Kanten weitergegeben wird. Die Eigenvektor-Zentralität ist
also einerseits lokal, da sie nur verbundene Knoten berücksichtigt; andererseits bezieht
sie, durch die rekursive Definition, über die verbundenen Knoten den Rest des Netz-
werkes mit in die Bewertung ein. Nach der Eigenvektor-Zentralität wichtige Knoten
können durch starke oder vorhandene Verbindungen zu anderen wichtigen Knoten al-
so besonders gut wichtige Knoten beeinflussen.
WieAbbildung 2.1 zeigt, können die unterschiedlichen Zentralitäten in demselbenNetz-
werk unterschiedliche wichtigste Knoten identifizieren beziehungsweise Knoten eine
hohe Wichtigkeit zuweisen, denen andere Zentralitäten eine niedrige Wichtigkeit zu-
weisen. So kann zum Beispiel die Closeness-Zentralität auch Knoten, die nur eine ein-
zige Verbindung haben, als sehr wichtig bewerten; die Betweenness-Zentralität wird
solche Knoten jedoch immer als unwichtig bewerten. In manchen speziell konstruier-
tenNetzwerkenweisen Betweenness- undCloseness-Zentralität sogar fast allen Knoten
³Die Iteration wird abgebrochen, wenn die Summe der paarweisen Differenzen zwischen zwei Vektoren
aus aufeinanderfolgenden Iterationsschritten kleiner als 10−8 multipliziert mit der Anzahl der Knoten
ist.
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𝒞 𝑆 𝒞 𝐵
𝒞𝐶 𝒞 𝐸
niedrig
hoch
𝒞
Abbildung 2.1.: Stärke-Zentralität 𝒞 𝑆 (oben links), Betweenness-Zentralität 𝒞 𝐵 (oben rechts),
Closeness-Zentralität 𝒞 𝐶 (unten links) und Eigenvektor-Zentralität 𝒞 𝐸 (un-
ten rechts) für Knoten eines ungewichteten und ungerichteten Netzwerks. Die
Knotenzentralitäten sind farbkodiert, gelbe Knoten entsprechen einer hohen,
blaue Knoten einer niedrigen Zentralität.
eine Wichtigkeit von umgekehrtem Rang zu [71]. Ebenso gibt es allerdings auch Netz-
werke, für die alle Zentralitäten alle Knoten ähnlich oder sogar gleich bewerten, wie
zum Beispiel ein Stern-Netzwerk [75].
2.3. Konstruktion funktioneller Netzwerke
Um ein räumlich ausgedehntes komplexes dynamisches System als Netzwerk beschrei-
ben zu können, müssen jeweils geeignete Knoten identifiziert werden. Je nach unter-
suchtem System kann sich das bereits als schwierig herausstellen. In natürlichen ausge-
dehnten Systemen, wie zum Beispiel dem menschlichen Gehirn, können die einzelnen
Messpunkte, an denen jeweils eine (oder mehrere) Observablen erfasst werden, als Kno-
ten aufgefasst werden. Diesem Vorgehen liegt die Annahme zugrunde, dass an jedem
Messpunkt genau ein Subsystem gemessen wird; ansonsten kommt es zur Übererfas-
sung, so dass ein einzelnes Subsystem durch mehrere Knoten dargestellt wird, was zu
Problemen bei der anschließenden Charakterisierung des Netzwerks führen kann [76].
10
2.3. Konstruktion funktioneller Netzwerke
Bei solchen natürlichen Systemen wird die Stärke der Interaktion zwischen zwei Kno-
ten als das Gewicht der Kante zwischen diesen interpretiert.
Ein so konstruiertes Netzwerk wird dann als funktionelles Netzwerk bezeichnet [40], da
es die Funktion beziehungsweise Dynamik des untersuchten Systems charakterisiert.
Bei vielen solcher Systeme liegt ein physisch vorhandenes Netzwerk dem funktionel-
len Netzwerk zugrunde. Dieses physisch vorhandene Netzwerk wird auch strukturelles
Netzwerk genannt [40]. Dabei können die Knoten im strukturellen und funktionellen
Netzwerk übereinstimmen; dies muss allerdings ebensowenig wie für die Kanten der
Fall sein.
Bei der Konstruktion von funktionellen Netzwerken besteht das Problem, dass die In-
teraktionen selbst (meist) nicht direkt beobachtet werden können. Die paarweisen In-
teraktionseigenschaften zwischen den Knoten, die die Kanten repräsentieren, müssen
daher aus den beobachtetenObservablen abgeleitet werden.Meist repräsentiert ein gro-
ßes Kantengewicht eine starke oder viele Interaktionen, ein niedriges Kantengewicht
schwache oder wenig Interaktionen. In den nächsten Abschnitten werden mehrere Ver-
fahren zur Bestimmung der paarweisen Interaktionsstärken vorgestellt.
Schätzung der Interaktionsstärke
Zur Konstruktion funktioneller Netzwerke wird meist eine skalare Observable eines
Subsystems über einen gewissen Zeitraum gemessen. Durch Abtastung in diskreten,
meist konstanten zeitlichen Abständen entstehen so aus den gemessenen Signalen zeit-
geordnete Reihen von Messwerten, Zeitreihen genannt. Aus diesen Zeitreihen werden
dann paarweise die Stärke und gegebenenfalls Richtung der Interaktion bestimmt. Es
steht eine Menge von verschiedenen Maßen zur Auswahl, die auch auf verschiedenen
Konzepten wie Amplitude, Phase oder Konzepten wie Phasenraum oder Informations-
theorie basieren [22; 77]. In den folgenden Abschnitte werden die drei verschiedenen in
dieser Arbeit verwendeten Interaktionsstärkemaße beschrieben, die alle auf dem Kon-
zept der Synchronisation beruhen [22].
Maximale Kreuzkorrelationsfunktion
Bei der Verzögerungssynchronisation (engl. Lag-Synchronisation) gelten zwei Systeme
dann als synchron, wenn das eine System mit einer gewissen Verzögerung dieselben
Zustände annimmt wie das andere System [78]. Ein weit verbreitetes Maß zur Bestim-
mung der Verzögerungssynchronisation ist die Kreuzkorrelationsfunktion 𝐾 , die die
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Ähnlichkeit von zwei Zeitreihen 𝑥𝑛(𝑡) und 𝑥𝑚(𝑡) in Abhängigkeit von der Verzögerung 𝜏
misst:
𝐾(𝑥𝑛,𝑥𝑚; 𝜏 ) = {
∑𝑇−𝜏𝑡=1 𝑥𝑛(𝑡 + 𝜏 )𝑥𝑚(𝑡), 𝜏 ≥ 0
𝐾(𝑥𝑚,𝑥𝑛; −𝜏 ), 𝜏 < 0
. (2.7)
Die Kreuzkorrelationsfunktion nimmt große positive Werte für Zeitreihen mit ähnli-
chem zeitlichen Verlauf an, große negative Werte für Zeitreihen mit antisymmetrisch
ähnlichem Verlauf und Werte nahe Null für Zeitreihen, die einander nicht ähneln. Die
Kreuzkorrelationsfunktion ist aber abhängig von der Varianz der Zeitreihen 𝑥𝑛(𝑡) und
𝑥𝑚(𝑡); eine unabhängige Variante ist die normalisierte Kreuzkorrelationsfunktion:
𝐾 ∗(𝑥𝑛, 𝑥𝑚; 𝜏 ) =
|||
𝐾(𝑥𝑛, 𝑥𝑚; 𝜏 )
√𝐾(𝑥𝑛, 𝑥𝑛; 0)𝐾(𝑥𝑚, 𝑥𝑚; 0)
||| . (2.8)
Durch die Normierung über die Wurzel des Produkts der beiden Autokorrelationsfunk-
tionen wird der Wertebereich der normalisierten Kreuzkorrelationsfunktion damit auf
𝐾 ∗𝑛𝑚 = [0; 1] beschränkt. Um die Kreuzkorrelationsfunktion als Maß für Verzögerungs-
synchronisation zu verwenden, wird anschließend noch das Maximum über alle Verzö-
gerungen gebildet, die maximale Kreuzkorrelationsfunktion:
𝑟𝑛𝑚 = max𝜏 {𝐾
∗(𝑥𝑛, 𝑥𝑚; 𝜏 )} . (2.9)
Bei der Analyse von Felddaten zeigt sich, dass der maximale Wert bereits bei kleinen
Verzögerungen (nicht jedoch ohne eine Verzögerung) auftritt [79].
Mittlere Phasenkohärenz
Interagieren zwei Systeme nur sehr schwach miteinander oder handelt es sich um zwei
chaotische Systeme, so kann vorhandene Interaktion oft nicht in den Amplituden der
Observablen beobachtet werden.Mit Hilfe des Konzepts der Phasensynchronisation kön-
nen solche schwachen Interaktionen gemessen werden [22].
Oszillierende dissipative dynamische Systeme, die im Zustandsraum einen Grenzzyklus
bilden, können durch Phase 𝛷 und Amplitude beschrieben werden. Dabei entspricht
die Phase der Richtung im Phasenraum und die Amplitude der Stärke des Ausschlags
in diese Richtung. Zwei Systeme 𝑛 und 𝑚 gelten dann als phasensynchron, wenn die
Differenz ihrer Phasen endlich ist, also |𝛷𝑛−𝛷𝑚| < konstant. Die Phasensynchroniewird
in dieser Arbeit mit der mittleren Phasenkohärenz gemessen, die mit den Konzepten
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der zirkulären Statistik [80] das zeitliche Mittel der Differenzen der Phasen von zwei
Systemen misst.
Die mittlere Phasenkohärenz [25] ist definiert als
𝑅𝑛𝑚 =
||||
1
𝑇
𝑇
∑
𝑡=1
exp (𝑖 (𝛷𝑛(𝑡) − 𝛷𝑚(𝑡)))
||||
, (2.10)
wobei es sich bei 𝛷𝑛(𝑡) jeweils um Phasenzeitreihen handelt, 𝑇 die Anzahl der gemesse-
nen Zeitpunkte und 𝑖 die imaginäre Zahl ist. 𝑅𝑛𝑚 ist auf das Intervall [0; 1] beschränkt,
wobei 𝑅𝑛𝑚 = 1 bei vollständig synchronen und 𝑅𝑛𝑚 = 0 bei vollständig unsynchro-
nen Zeitreihen auftritt. In dem Fall, dass realwertige Amplitudenzeitreihen an dem zu
untersuchenden System gemessen wurden, kann die Phase aus dem über die Hilbert-
Transformation gewonnenen analytischen Signal extrahiert werden [25; 81].
Phase Lag Index
Die mittlere Phasenkohärenz ist allerdings anfällig für Effekte, die von falschen Korre-
lationen herrühren [26; 37], das heißt Korrelationen, die nicht zwischen den Systemen
vorhanden sind, sondern zumBeispiel von derMessapparatur herrühren. Ursächlich für
solche falschen Korrelationen sind zum Beispiel die sogenannten gemeinsamen Quellen;
dabei handelt es sich um Signale die (gleichzeitig) an mehreren Messpunkten gemessen
werden. In solchen Fällen zeigt die mittlere Phasenkohärenz größere Interaktionen an
als tatsächlich vorkommen. Der Phase Lag Index [26] wurde unter der Annahme entwi-
ckelt, dass gleichzeitige gemeinsame Quellen, also gemeinsame Quellen, die an mehre-
renMesspunkten zur gleichen Zeit gemessenwerden, die Phasen von beiden untersuch-
ten Systemen gleichmäßig beeinflussen und somit deren Phasendifferenz symmetrisch
um Null (beziehungsweise ganzzahlige Vielfache von 𝜋 ) angeordnet sei. Der Phase Lag
Index misst somit die Asymmetrie in der Phasendifferenzverteilung gemäß:
𝑃𝑛𝑚 =
||||
1
𝑇
𝑇
∑
𝑡=1
[sign [sin (𝛷𝑛(𝑡) − 𝛷𝑚(𝑡))]]
||||
. (2.11)
Wie 𝑅𝑛𝑚 ist auch 𝑃𝑛𝑚 auf das Intervall [0; 1] beschränkt. Dabei ist 𝑃𝑛𝑚 = 1 bei endlichen
Phasendifferenzen und 𝑃𝑛𝑚 = 0 entweder, wenn es keine Interaktionen zwischen den
beiden Systemen gibt oder die Phasendifferenzverteilung symmetrisch um Null ist. Der
zweite Fall tritt ein, wenn die gemessenen Zeitreihen fast identisch sind. Dies kann der
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Fall sein, falls beide Systeme durch eine gleichzeitige, gemeinsame Quelle beeinflusst
sind oder falls beide Systeme stark miteinander interagieren.
Allen drei hier verwendeten Interaktionsstärkemaßen ist gemein, dass sie symmetrisch,
da kommutativ, sind; das heißt, die gemessene Interaktionsstärke zwischen Systemen
𝑛 und𝑚 ist gleich der gemessenen Interaktionsstärke zwischen den Systemen𝑚 und 𝑛;
ebenso sind alle Interaktionstärken auf das Intervall [0; 1] beschränkt. Um nun aus al-
len paarweisen Interaktionsstärken zwischen allen 𝑁 Systemen ein funktionelles Netz-
werk zu konstruieren, werden jeweils die Interaktionsstärken zwischen System 𝑛 und
𝑚mit dem Eintrag der Gewichtsmatrix𝐴𝑛𝑚 des funktionellen Netzwerks gleichgesetzt:
𝐴𝑛𝑚 = 𝑟𝑛𝑚, beziehungsweise 𝐴𝑛𝑚 = 𝑅𝑛𝑚 oder 𝐴𝑛𝑚 = 𝑃𝑛𝑚, wobei die Einträge auf der
Hauptdiagonalen gleich Null gesetzt werden: 𝐴𝑖𝑖 = 0, ∀𝑖 = {1...𝑁 }. Die Gewichtsmatrix
𝐴 stellt dann also ein ungerichtetes, da symmetrisches, und gewichtetes funktionelles
Netzwerk dar.
Für eine sinnvolle Schätzung der Interaktionsstärke wird eine gewisse Mindestanzahl
von Datenpunkten benötigt. Generell wird die Schätzung der Interaktionsstärke mit
einer höheren Anzahl an Datenpunkten genauer; daher sind möglichst lange Zeiten
wünschenswert. Dem entgegen steht bei realen Systemen das Problem der Stationari-
tät. Oft können die untersuchten Systeme nur über relativ kurze Zeiten als quasistatio-
när angesehen werden, so dass die Interaktionsstärken nur über diese kurzen Zeiten
geschätzt werden können. Gleichzeitig ändert sich bei realen Systemen die Dynamik
der Subsysteme und eventuell auch die Interaktionsstärke zwischen den Subsystemen
im Laufe der Zeit. Wird die Interaktionsstärke also über eine zu lange Zeit geschätzt,
fließen gleichzeitig verschiedene reale Interaktionsstärken in die Schätzung mit ein. Oft
soll die zeitliche Änderung der Interaktionsstärken geschätzt werden, so dass aus die-
sem Grund aus jeweils möglichst wenig Datenpunkten die Interaktionsstärke geschätzt
werden sollte. Um einen guten Kompromiss zwischen zeitlicher Auflösung und statis-
tischer Genauigkeit zu finden, müssen also jeweils die Vor- und Nachteile von kleinen
und großen Datenpunktanzahlen gegeneinander abgewogen werden.
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Knotenwichtigkeiten in funktionellen Netzwerken sind nach wie vor nur schlecht ver-
standen, insbesondere inHinblick auf einenmöglichen Zusammenhang zwischenWich-
tigkeit in funktionellen und strukturellen Netzwerken. Um ein besseres Verständnis
zu ermöglichen, werden in diesem Kapitel Knotenwichtigkeiten in strukturellen und
funktionellen prototypischen Netzwerken und der Zusammenhang zwischen Knoten-
wichtigkeiten in strukturellen und funktionellen Netzwerken untersucht. Dazu werden
prototypische Netzwerke vonGitter- bis zu Zufalls-Netzwerken konstruiert, deren Kno-
ten mit einfachen Phasenoszillatoren assoziiert werden, die über die Kanten des Gitters
miteinander gekoppelt werden. Mit den im vorherigen Kapitel 2.3 vorgestellten Me-
thoden zur Schätzung von Interaktionsstärken werden anschließend aus den zeitlichen
Entwicklungen der Oszillatoren funktionelle Netzwerke konstruiert. Dies erlaubt die
Untersuchung von Knotenwichtigkeiten in sowohl strukturellen als auch darauf auf-
bauenden funktionellen Netzwerken und des Zusammenhangs zwischen diesen.
Wie bereits in Kapitel 2.2 erwähnt, gibt es eine Vielzahl von verschiedenen Zentrali-
täten, die zur Bewertung von Knotenwichtigkeiten sowohl in strukturellen als auch
in funktionellen Netzwerken verwendet werden können. Diese Zentralitäten beurtei-
len Knotenwichtigkeiten nach unterschiedlichen Kriterien, trotzdem weisen in man-
chen Fällen unterschiedliche Zentralitäten Knoten sehr ähnliche Wichtigkeiten zu. Ob
und wie weit dies der Fall ist, ist stark abhängig von den untersuchten Netzwerken: In
manchen Netzwerken weisen viele Zentralitäten allen Knoten sehr ähnliche bis iden-
tische Wichtigkeiten zu, in anderen Netzwerken weisen unterschiedliche Zentralitäten
Knoten unterschiedliche Wichtigkeiten zu [53]. Insbesondere für die hier untersuch-
ten funktionellen Netzwerke ist bisher ungeklärt, ob verschiedene Zentralitäten gleiche
oder unterschiedliche Aussagen über Knotenwichtigkeiten erlauben. Daher soll unter-
sucht werden, welche dieser Zentralitäten Knoten gleiche oder unterschiedliche Wich-
tigkeiten zuweisen. Daher werden die im Folgenden beschriebenen Untersuchungen
mit vier häufig verwendeten, auf unterschiedlichen Konzepten beruhenden Zentralitä-
ten, durchgeführt.
Gerade bei der Untersuchung funktioneller Netzwerke sollen oft der oder die wichtig-
sten Knoten, oft auch Hub genannt, identifiziert werden [82–87]. Bei allen Zentralitäten
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kann es jedoch vorkommen, dass mehreren Knoten eine identische maximale Wichtig-
keit (hauptsächlich in ungewichteten strukturellen Netzwerken) beziehungsweisemeh-
reren Knoten fast dieselbe Wichtigkeit wie dem wichtigsten Knoten zugewiesen wird
(sowohl in ungewichteten oder gewichteten als auch in strukturellen oder funktionellen
Netzwerken). Dieser Umstand sollte bei der Untersuchung wichtigster Knoten berück-
sichtigt werden; daher wird imWeiteren in strukturellen und in funktionellen Netzwer-
ken sowohl die Anzahl an Knoten mit höchster Wichtigkeit als auch die Eindeutigkeit
der Identifizierung der wichtigsten Knoten untersucht.
Zuerst werden in Kapitel 3.1 Knotenwichtigkeiten und die Eindeutigkeit wichtigster
Knoten in strukturellen Netzwerken untersucht, anschließend werden in Kapitel 3.2
Knotenwichtigkeiten in funktionellenNetzwerken analysiert. In Kapitel 3.3wird schließ-
lich der Zusammenhang zwischen Knotenwichtigkeiten in strukturellen und funktio-
nellen Netzwerken untersucht. Sowohl die Schätzung von Interaktionsstärken als auch
– bei der Analyse von natürlichen ausgedehnten dynamischen Systemen – Messrau-
schen können zu Ungenauigkeiten der Kantengewichte in funktionellen Netzwerken
führen. Inwieweit solcheUngenauigkeiten der Kantengewichte die Identifizierungwich-
tigster Knoten erschweren, wird in Kapitel 3.4 untersucht. In Kapitel 3.5 werden die an
Modellsystemen gewonnenen Ergebnisse kurz zusammengefasst und diskutiert.
3.1. Strukturelle Netzwerke
3.1.1. Generierung struktureller Netzwerke
Zur Erstellung von strukturellen Netzwerken wurde in dieser Arbeit in erster Linie der
von Watts und Strogatz vorgeschlagene Algorithmus [88] verwendet, der in Abhängig-
keit nur eines Parameters 𝑝 verschiedene Netzwerke, von Gitter- über Small-World- hin
zu Zufallsnetzwerken, erzeugen kann.
Bei Gitter-Netzwerken handelt es sich um Netzwerke, bei denen jeder Knoten mit ei-
ner festen Anzahl von nächsten Nachbarknoten verbunden ist, wobei es ein- bis n-
dimensionale Gitter-Netzwerke gibt. Bei Zufallsnetzwerken dagegen sind die Kanten
zwischen den Knoten komplett zufällig verteilt. Es werden solche Netzwerke Small-
16
3.1. Strukturelle Netzwerke
𝑝
𝑝 = 0 𝑝 = 1
Abbildung 3.1.: Beispielhafte Ergebnisse des von Watts und Strogatz vorgeschlagenen Netz-
werkkonstruktionsalgorithmus. Gitter-Netzwerk mit 𝑝 = 0,0 (links), Small-
World-Netzwerk mit 𝑝 = 0,05 (mittig) und Zufallsnetzwerk mit 𝑝 = 1,0
(rechts).
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Abbildung 3.2.: Relative Änderung des Cluster-Koeffizienten 𝐶 und der mittleren kürzesten
Weglänge 𝐿 in Netzwerken der Größe 𝑁 = 50 (links) und 𝑁 = 100 (rechts)
und mittlerem Grad 𝐾 = 4 in Abhängigkeit der Umlenkwahrscheinlichkeit 𝑝
relativ zu den Werten für 𝑝 = 0,0. Dargestellt ist jeweils der Mittelwert; die
Balken geben jeweils die Standardabweichungen über 100 Realisierungen, die
jeweils mit denselben 𝑁 , 𝐾 und 𝑝 konstruiert werden, an.
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World-Netzwerk genannt, die einen hohen mittleren Clusterkoeffizienten ¹ (wie etwa
Gitter-Netzwerke) und gleichzeitig eine kleine mittlere kürzeste Weglänge aufweisen
(so wie Zufallsnetzwerke). Diese Eigenschaften werden häufig in realen, natürlichen
oder durch den Menschen erschaffenen Netzwerken beobachtet [47; 60; 92; 93].
ZurGenerierung solcher verschiedenerNetzwerkewird jeweilsmit einer geschlossenen
Kette aus 𝑁 Knoten begonnen, die jeweils mit ihren 𝐾 nächsten Nachbarn verbunden
sind. Anschließend wird jede Kante an jedem Knoten mit der Umlenkwahrscheinlich-
keit 𝑝 umgelenkt ²; das heißt, die Kante wird von diesem Knoten entbunden und mit
einem zufälligen anderen Knoten verbunden, der noch nicht mit dem ersten Knoten
direkt verbunden ist. Die Umlenkwahrscheinlichkeit ist gleichzeitig ein Maß für die
Zufälligkeit des so generierten Netzwerks. Abbildung 3.1 zeigt beispielhaft jeweils ein
Gitter-, Small-World- und Zufallsnetzwerk, die mit diesemAlgorithmus erstellt wurden.
In diesem Kapitel werden nur verbundene Netzwerke benutzt, das heißt Netzwerke, in
denen eine direkte oder indirekte Verbindung zwischen allen Knotenpaaren besteht.
Sollte das so konstruierte Netzwerk nicht verbunden sein, wird das Netzwerk verwor-
fen und es werden so lange neue Netzwerke mit denselben Konstruktionsparametern
(𝑁 , 𝐾 und 𝑝) erstellt, bis ein verbundenes Netzwerk gefunden wird. Die Anzahl der
nächsten Nachbarn 𝐾 , mit denen jeder Knoten ursprünglich verbunden ist, ist auch der
mittlere Grad der so entstehenden Netzwerke. Im weiteren Verlauf dieser Arbeit wird
daher auch der mittlere Grad eines Netzwerks mit 𝐾 bezeichnet. Für eine Umlenkwahr-
scheinlichkeit 𝑝 = 0 werden keine Verbindungen umgelenkt und es wird so ein Gitter
erstellt. Für 𝑝 = 1 entsteht ein Zufallsnetzwerk (siehe Abbildung 3.1).
In diesem Kapitel werden in erster Linie Netzwerke der Größe 𝑁 = 50 und 𝑁 = 100
(und teilweise mit 𝑁 = 200) verwendet, da dies in etwa der Größe der im weiteren
Verlauf untersuchten realen Netzwerke entspricht. Abbildung 3.2 zeigt Clusterkoeffizi-
enten und mittlere kürzeste Weglänge für die hier verwendeten Netzwerke in Abhän-
gigkeit der Umlenkwahrscheinlichkeit 𝑝 für Netzwerke der Größe 𝑁 = 50 und 𝑁 = 100
mit jeweils mittlerem Grad 𝐾 = 4. Es wird von Small-World-Netzwerken gesprochen,
¹Der lokale Clusterkoeffizient 𝐶𝑛 eines Knotens 𝑛 entspricht in ungewichteten Netzwerken der Wahr-
scheinlichkeit, dass zwei Nachbarn dieses Knotens wiederum miteinander verbunden sind:
𝐶𝑛 = 2𝑘𝑛(𝑘𝑛−1) ∑
𝑛
𝑚=1 ∑
𝑚−1
𝑙=1 𝐴𝑛𝑚𝐴𝑚𝑙𝐴𝑙𝑛 . Der globale Clusterkoeffizient 𝐶 eines Netzwerks entspricht dem
mittleren lokalen Clusterkoeffizienten über alle Knoten. Dies ist nicht zu verwechseln mit der Tran-
sitivität [89], der Rate, mit der Knoten mit gemeinsamen Nachbarn miteinander verbunden sind. Die
Verlässlichkeit des Clusterkoeffizienten als Maß für die Charakterisierung insbesondere für funktio-
nelle Netzwerke ist in den letzten Jahren in Zweifel gezogen worden [76; 90; 91] und wird daher in
dieser Arbeit ausschließlich zur Charakterisierung von Small-World-Netzwerken verwendet.
²Netzwerke, die mit denselben Parametern 𝑁 , 𝐾 und 𝑝 erzeugt werden, können also durchaus un-
terschiedlich sein, da bei einem erneuten Konstruktionsprozess andere Kanten zufällig umgelenkt
werden können.
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Abbildung 3.3.: Beispielhafte skalenfreie Netzwerke, erstellt mit präferierter Verknüpfung mit
mittlerem Grad 𝐾 ≈ 1 (links) und 𝐾 ≈ 2 (rechts).
wenn der mittlerer Clusterkoeffizient (relativ) groß und die mittlere kürzeste Weglänge
(relativ) klein sind. Dies ist bei den hier verwendeten Netzwerkgrößen und mittleren
Graden in etwa für Umlenkwahrscheinlichkeiten 0,01 < 𝑝 < 0,2 der Fall (vergleiche
Abbildung 3.2).
Da auch bei strukturellen Netzwerken realer Systeme unterschiedliche mittlere Gra-
de beobachtet werden, wurde auch für die hier durchgeführten Untersuchungen der
mittlere Grad 𝐾 variiert; dabei werden Netzwerke mit mittleren Graden 𝐾 ∈ {2; 4; 8; 16}
generiert. Stichprobenartige Untersuchungen mit Netzwerken der Größe 𝑁 = 50 mit
𝐾 ≈ 5, bei denen die fünfte Kante von Knoten 𝑛 zufällig entweder zum 𝑛 − 3ten oder
zum 𝑛 + 3ten Knoten geknüpft wird,³ zeigen allerdings keine qualitativen Unterschiede
zu Netzwerken, die mit 𝑁 = 50 und 𝐾 = 4 oder 𝐾 = 6 erstellt werden.
Während bei kleinen 𝑝 manchmal Gitter-Netzwerke konstruiert werden (da keine ein-
zige Kante umgelenkt wird), ist dies bei 𝑝 = 0 garantiert. Da im Falle eines Gitter-
Netzwerks allen Knoten per Konstruktion, unabhängig von der verwendeten Zentrali-
tät, dieselbe Wichtigkeit zugewiesen wird, sind Gitter-Netzwerke für die Untersuchun-
gen in dieser Arbeit nicht interessant. Daher wird im Folgenden der Fall 𝑝 = 0 stets
außer acht gelassen. In Abschnitt 3.1.2 wird auf die Wahrscheinlichkeit, dass bei klei-
nen 𝑝 Gitter-Netzwerke entstehen, noch einmal eingegangen.
Wenn nicht anders angegeben, wird in dieser Arbeit der von Watts und Strogatz vor-
geschlagene Algorithmus zur Erstellung struktureller Netzwerke verwendet.
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Skalenfreie Netzwerke
Mit dem von Watts und Strogatz vorgeschlagenen Algorithmus erzeugte Netzwerke
haben im Allgemeinen eine Gradverteilung, die einer Normalverteilung folgt, und die
maximalen und minimalen Knotengrade haben dieselbe Größenordnung. Es gibt aber
viele reale Netzwerke, deren Gradverteilung nach einem Potenzgesetz verteilt ist, in
denen es also viele Knoten mit einem kleinen Grad und wenige Knoten mit einem sehr
hohen Grad gibt [94; 95]. Solche Netzwerke werden skalenfreie Netzwerke genannt.
Die in dieser Arbeit verwendeten skalenfreien Netzwerke werden mittels präferierter
Verknüpfung erstellt [96]. Netzwerke aus 𝑁 Knoten werden dazu wie folgt konstru-
iert: Eine Menge von 𝐾⋆ unverbundenen Knoten stellt den Kern des Netzwerks dar;
zu diesem werden zusätzliche Knoten hinzugefügt, bis eine Gesamtanzahl von 𝑁 Kno-
ten erreicht ist. Jeder neu hinzugefügte Knoten wird dabei über 𝐾⋆ Kanten mit den
bereits bestehenden Knoten verbunden, wobei die Wahrscheinlichkeit, dass eine Kante
zu einem bestimmten Knoten geknüpft wird, proportional zu dessen Grad ist. Mehrere
Kanten zwischen demselben Knotenpaar werden dabei ausgeschlossen. So ensteht ein
Netzwerk aus 𝑁 Knoten mit einem mittleren Grad 𝐾 der, abhängig von 𝑁 , leicht klei-
ner ist als 𝐾⋆. In Abbildung 3.3 sind zwei solche Netzwerke dargestellt. Knoten, die als
erstes zum Netzwerkkern hinzugefügt werden, haben demnach mit hoher Wahrschein-
lichkeit den höchsten Grad in solchen Netzwerken. Die Knoten mit dem höchsten Grad
werden in solchen Netzwerken nicht nur von der Stärke-Zentralität als am wichtigsten
bewertet, sondern meist – insbesondere bei kleinen 𝐾⋆– auch von allen anderen Zen-
tralitäten. Weiterhin ist bekannt, dass die von den in dieser Arbeit verwendeten Zen-
tralitäten identifizierten Knotenwichtigkeiten in solchenNetzwerken starkmiteinander
korreliert sind [97]. Daher werden imweiteren Verlauf dieses Kapitels zwar strukturelle
skalenfreie Netzwerke als Basis für funktionelle Netzwerke verwendet, Zentralitäten in
solchen strukturellen selbst allerdings nicht untersucht.
Realisierungen
Um den Einfluss der Zufälligkeit der hier vorgestellten Netzwerkkonstruktionsalgo-
rithmen zu minimieren, werden im Weiteren, wenn nicht anders angegeben, jeweils
100 Netzwerke mit denselben Parametern konstruiert. Diese Netzwerke haben also je-
weils dieselbe Knotenanzahl 𝑁 und mittleren Grad 𝐾 und damit auch dieselbe Anzahl
³Es ist nicht möglich, ein regelmäßiges eindimensionales Gitter-Netzwerk mit genau 𝐾 = 5 zu konstru-
ieren, bei dem alle Knoten mit ihren 𝐾 nächsten Nachbarn verbunden sind; es werden stattdessen
mehrere Näherungen untersucht.
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Abbildung 3.4.:Mittlerer Anteil an Knoten mit demselben höchsten Stärke- 𝑣𝑆 (blau),
Closeness- 𝑣𝐶 (orange), Betweenness- 𝑣𝐵 (grün) und Eigenvektor-Zentralitäts-
wert 𝑣𝐸 (rot) in Small-World-Netzwerken der Größe 𝑁 = 100 in Abhängigkeit
von Umlenkwahrscheinlichkeit 𝑝 für verschiedene Knotengrade 𝐾 . Die farbi-
gen Linien geben denMittelwert, die farbig schattierten Bereiche die Standard-
abweichungen über 100 Realisierungen, die jeweils mit denselben 𝑁 , 𝐾 und 𝑝
konstruiert werden, an. Der Anteil an regelmäßigen Gitter-Netzwerken, der
für ein bestimmtes 𝑝 entsteht, ist durch die schwarze gestrichelte Linie ange-
geben.
an Kanten. Die Kanten können allerdings unterschiedliche Knoten miteinander verbin-
den. Alle diese Realisierungen werden jeweils einzeln untersucht, anschließend wird
über die Ergebnisse aller Realisierungen, die mit denselben Parametern erstellt werden,
gemittelt. Die ebenfalls häufig angegebene Standardabweichung dient als Abschätzung
der zu erwartenden Unsicherheit, die auf Grund von Zufälligkeiten im Konstruktions-
prozess der jeweiligen Netzwerke zu erwarten ist.
3.1.2. Knoten mit identischen höchsten Zentralitätswerten
Das Ziel vieler Analysen von Knotenwichtigkeiten ist es, ausschließlich denwichtigsten
Knoten zu identifizieren. Es kommt aber durchaus vor, dass mehreren Knoten von ei-
nem Zentralitätsmaß derselbe höchste Zentralitätswert zugeordnet wird. In diesem Ab-
schnitt wird untersucht, wie häufig dies in den untersuchten, mit dem Watts-Strogatz-
Algorithmus konstruierten Netzwerken der Fall ist.
Abbildung 3.4 zeigt den mittleren Anteil 𝑣 an Knoten, denen dieselbe höchste Zentrali-
tät zugeordnet wird in Abhängigkeit vom verwendeten Zentralitätsmaß, Umlenkwahr-
scheinlichkeit 𝑝 und für verschiedene mittlere Grade 𝐾 für Small-World-Netzwerke der
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Größe 𝑁 = 100.
Auffällig ist, dass für die Eigenvektor-Zentralität nur sehr selten mehr als ein Knoten
mit dem höchsten Eigenvektor-Zentralitätswert beobachtet werden kann. Dies ist auf
die hier verwendete Power-Iteration-Methode (siehe Abschnitt 2.2) zurückzuführen, da
die Iteration abgebrochen wird, wenn sich nur noch sehr kleine Veränderungen der
Knotenzentralitäten ergeben . Dies kann dazu führen, dass Knoten, denen bei unendlich
langer Iteration dieselbe höchste Zentralität zugewiesen würde, unterschiedlicheWerte
zugewiesen werden.
Weiterhin zeigt sich, dass für alle Zentralitäten, unabhängig vom mittleren Grad 𝐾 , bei
sehr kleinen Umlenkwahrscheinlichkeiten 𝑝 fast allen Knoten dieselbe höchste Zen-
tralität zugewiesen wird. Dies ist damit zu erklären, dass bei diesen kleinen Umlenk-
wahrscheinlichkeiten noch keine einzige Kante umgelenkt wurde, es sich also um ein
Gitter-Netzwerk handelt. Wird genau eine Kante umgelenkt, was bei sehr kleinen Um-
lenkwahrscheinlichkeiten der Fall sein kann, ensteht auch genau ein Knoten mit hö-
herer Zentralität. Für sehr kleine Umlenkwahrscheinlichkeiten ist 𝑣 , unabhängig von
der verwendeten Zentralität, auch ein Maß für die Wahrscheinlichkeit, dass das Gitter-
Netzwerk durch denKonstruktionsprozess nicht verändertwird (sieheAbbildung 3.4).
Mit steigender Umlenkwahrscheinlichkeit werden immerweniger Gitter-Netzwerke er-
stellt, so dass die mittlere Anzahl an Knoten mit identischer höchster Zentralität weiter
sinkt. Die Anzahl der Knoten mit identischer höchster Zentralität 𝑣 sinkt mit steigender
Umlenkwahrscheinlichkeit 𝑝 am schnellsten, wenn die Wichtigkeit mit der Between-
ness-Zentralität gemessen wird. So wird schon bei mittlerem Grad 𝐾 = 2 ab Umlenk-
wahrscheinlichkeiten 𝑝 > 0,15 nur noch ein Knoten mit der höchsten Betweenness-
Zentralität gefunden, bei größeren mittleren Graden ist dies schon bei entsprechend
kleineren Umlenkwahrscheinlichkeiten der Fall.
Auch bei mittlerem Grad 𝐾 > 2 sinken 𝑣𝑆 und 𝑣𝐶 deutlich langsamer mit der Um-
lenkwahrscheinlichkeit 𝑝 als 𝑣𝐵. Für besonders kleine 𝑝 (abhängig von 𝐾 , siehe Abbil-
dung 3.4) kann für 𝑣𝑆 und 𝑣𝐶 die gleiche Abhängigkeit von 𝑝 beobachtet werden. Mit
weiter steigendem 𝑝 sinkt 𝑣𝐶 aber weiter ab, bis – wenn im Mittel genug Kanten umge-
lenkt wurden – nur noch in seltenen Fällenmehr als einemKnoten die höchste Zentrali-
tät zugewiesen wird.Wird die Stärke-Zentralität zur Identifizierung wichtigster Knoten
verwendet, steigt 𝑣𝑆 mit steigender Umlenkwahrscheinlichkeit dagegen wieder leicht
an, um bei weiter steigendem 𝑝 wieder abzufallen, allerdings deutlich weniger steil als
bei allen anderen Zentralitäten. Selbst für zufällige Netzwerke mit 𝑝 = 1 werden im
Mittel noch deutlich mehr als ein Knoten mit der höchsten Zentralität beobachtet. Dies
ist darauf zurückzuführen, dass die Stärke-Zentralität nur die lokale Netzwerkstruktur
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berücksichtigt. Wird eine Anzahl von Kanten umgelenkt, die klein im Vergleich mit der
Netzwerkgröße 𝑁 ist, so entsteht mit großer Wahrscheinlichkeit eine Anzahl von Kno-
ten, deren Grad genau 𝐾 + 1 entspricht, was gleichzeitig der größten Stärke-Zentralität
entspricht. Mit steigender Umlenkwahrscheinlichkeit nimmt die Anzahl der Netzwerke
ab, in der allen Knoten dieselbe Stärke-Zentralität zugeordnet wird, gleichzeitig steigt
die Anzahl an Netzwerken, in denen mehreren Knoten die Stärke-Zentralität 𝑁 + 1
zugeordnet wird. Die Überlagerung dieser beiden Effekte erklärt die beobachtete Ab-
hängigkeit von 𝑣𝑆 von 𝑝 für kleine 𝑝. Für größere 𝑝 entstehen vermehrt Knoten mit
Graden > 𝑁 + 1, von denen allerdings auch mehrere vorkommen können, was zu einer
Anzahl > 0 von Knoten mit identischer höchster Stärke-Zentralität führt.
Weiterhin ist bei der Closeness-Zentralität auffallend, insbesondere bei 𝐾 = 16, dass
𝑣𝐶 für große 𝑝 > 0,1 wieder leicht ansteigt. Je größer 𝐾 ist, desto ausgeprägter ist
dieser Effekt (Ergebnisse für 𝐾 > 16 hier nicht gezeigt). Die Ursache konnte bisher
nicht identifiziert werden.
Damit zwei Knoten von der Stärke-Zentralität dieselbe Wichtigkeit zugewiesen wird,
müssen nur lokal, an diesem Knoten, dieselbe Anzahl an Kanten anliegen. Die anderen
drei Zentralitäten ziehen jeweils das gesamte Netzwerk in die Bewertung von Knoten-
wichtigkeiten mit ein. Daher ist es, sobald mehr als eine Kante umgelenkt wird, deutlich
unwahrscheinlicher, dass esmehrere Knoten gibt, denen von der Closeness-,Eigenvektor-
oder Betweenness-Zentralität die höchsteWichtigkeit zugeordnet wird als von der Stär-
ke-Zentralität.
Wird von den numerischen Ungenauigkeiten bei der Berechnung der Eigenvektor-Zen-
tralität abgesehen, lässt sich festhalten, dass die Betweenness-Zentralität, in strukturel-
len Netzwerken, mit der höchsten Wahrscheinlichkeit genau einem Knoten die höchs-
te Wichtigkeit zuweist. Die Closeness-Zentralität weist deutlich öfter und mehr Kno-
ten dieselbe höchste Zentralität zu; noch häufiger ist dies für die Stärke-Zentralität der
Fall, wo auch für sehr zufällige Netzwerke noch häufig mehr als einem Knoten diesel-
be höchste Zentralität zugeordnet wird. Bei der Bestimmung wichtigster Knoten sollte
allerdings nicht blind auf die Betweenness-Zentralität vertraut werden, sondern darauf
geachtet werden, ob das Konzept der Betweenness-Zentralität auch zu der Anwendung
passt.
3.1.3. Zentralitätsverteilungen
In diesem Abschnitt wird untersucht, wie eindeutig die Bestimmung des wichtigsten
Knotens in Netzwerken ist, die mit dem von Watts-Strogatz-Algorithmus erstellt wur-
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Abbildung 3.5.: Über 100 Realisierungen gemittelter Maximalwert (obere Symbolreihe), ge-
mittelter Median (mittlere Symbolreihe) und gemittelter Minimalwert (untere
Symbolreihe) für (von links nach rechts) Stärke-, Closeness-, Betweenness-,
und Eigenvektor-Zentralität in Netzwerken aus 𝑁 = 100 Knoten mit mittle-
rem Grad 𝐾 = 8 in Abhängigkeit der Umlenkwahrscheinlichkeit 𝑝, mit der die
Netzwerke erstellt wurden. Die senkrechten Balken geben jeweils die Stan-
dardabweichung an. Die Realisierungen wurden jeweils mit denselben 𝑁 , 𝐾
und 𝑝 konstruiert.
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Abbildung 3.6.: Relative Wichtigkeitsdifferenz zwischen wichtigstem und zweitwichtigstem
Knoten (relativ zur Wichtigkeit des wichtigsten Knoten) für (von links nach
rechts) Stärke-, Closeness-, Betweenness-, und Eigenvektor-Zentralität in
Netzwerken aus 𝑁 = 100 Knoten mit mittlerem Grad 𝐾 = 8 in Abhängig-
keit der Umlenkwahrscheinlichkeit 𝑝, mit der die Netzwerke erstellt wurden.
Ist die relative Wichtigkeitsdifferenz 0, so gab es zwei oder mehr Knoten mit
identischer höchster Wichtigkeit. Gezeigt ist jeweils der Mittelwert, die senk-
rechten Balken geben die Standardabweichungen über 100 Realisierungen, die
mit denselben 𝑁 , 𝐾 und 𝑝 konstruiert wurden, an.
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Abbildung 3.7.:Mittlere Knotenzentralitätshäufigkeiten für Netzwerke aus 𝑁 = 100 Knoten
mit mittlerem Grad 𝐾 = 8, erstellt mit Umlenkwahrscheinlichkeit 𝑝 = 0,1 für
(von links nach rechts) Stärke-, Closeness-, Betweenness- und Eigenvektor-
Zentralität. Die Häufigkeiten wurden über 100 Realisierungen gemittelt.
den. Dazu wird einerseits bestimmt, wie groß die Differenz derWichtigkeiten zwischen
wichtigstem und zweitwichtigstem Knoten ist, andererseits werden auch die Wichtig-
keitsverteilungen über alle Knoten für die verschiedenen Zentralitäten untersucht. Da-
zu werden jeweils 100 Netzwerke (Realisierungen) in unterschiedlichen Größen 𝑁 , mit
unterschiedlichem mittleren Grad 𝐾 und mit unterschiedlichen Umlenkwahrschein-
lichkeiten 𝑝 erzeugt. Anschließend wird für jedes Netzwerk für jeden Knoten jeweils
der Wert der Stärke-, Closeness-, Betweenness- und Eigenvektor-Zentralität bestimmt.
Zur Untersuchung der Eindeutigkeit der Wichtigkeiten wird die relative Wichtigkeits-
differenz 𝛥𝒞 zwischen wichtigstem und zweitwichtigstem Knoten untersucht. Gibt es
mehr als einen Knoten, denen die höchste Wichtigkeit zugewiesen wird, so wird die
Wichtigkeitsdifferenz als 𝛥𝒞 = 0 definiert.
Abbildung 3.7 zeigt die Verteilungen der Wichtigkeit in einem Small-World-Netzwerk
der Größe 𝐾 = 100 mit mittlerem Grad 𝐾 = 8 erstellt mit Umlenkwahrscheinlichkeit
𝑝 = 0,1 für alle Zentralitäten; Abbildung 3.5 zeigt Minimum, Median und Maximum der
Wichtigkeitsverteilungen in Abhängigkeit der Umlenkwahrscheinlichkeit 𝑝, mit der die
Netzwerke erstellt wurden; Abbildung 3.6 zeigt die relative Differenz zwischen wich-
tigstem und zweitwichtigstem Knoten in Small-World-Netzwerken.
Da die Stärke-Zentralität 𝒞 𝑆 eines Knotens gleich seinem Grad ist und dieser nur dis-
krete Werte annehmen kann, ist es nicht überraschend, dass auch die Verteilung der
Werte der Stärke-Zentralität nur diskrete Werte annimmt. Die Verteilung entspricht in
etwa einer diskreten Normalverteilung mit Mittelwert gleich dem mittleren Grad 𝐾 des
Netzwerks (siehe Abbildung 3.7). Mit größerer Umlenkwahrscheinlichkeit 𝑝 nimmt die
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Breite der Verteilungen zu, der Mittelwert verändert sich hingegen nicht (nicht darge-
stellt). Die relative Differenz zwischen wichtigstem und zweitwichtigstem Knoten ist
im Mittel relativ konstant in Abhängigkeit von 𝑝, schwankt zwischen einzelnen Reali-
sierungen aber deutlich zwischen 0 und ≈ 0,1.
Die Closeness-Zentralität 𝒞𝐶 weist, im Mittel, für größere Umlenkwahrscheinlichkei-
ten den Knoten ebenfalls größere Werte zu. Dies ist insofern zu erwarten, als der mitt-
lere kürzeste Weg für größere Umlenkwahrscheinlichkeiten kleinere Werte annimmt.
Für kleine 𝑝 gibt es einen minimalen Closeness-Zentralitätswert, der von einer relativ
großen Anzahl von Knoten angenommen wird (nicht dargestellt). Für größere 𝑝 nimmt
die Verteilung der Closeness-Zentralitätswerte dagegen ungefähr eine Normalvertei-
lung an (siehe Abbildung 3.7). Bei der Closeness-Zentralität steigt 𝛥𝒞𝐶 mit größerem
𝑝 leicht an, ist für 𝑝 > 0,02 aber fast konstant bei, im Mittel, 𝛥𝒞𝐶 ≈ 0,03.
Wird die Betweenness-Zentralität 𝒞 𝐵 verwendet, so kann es, anders als bei allen ande-
ren Zentralitäten, sein, dass Knoten einen Betweennesswert 𝒞 𝐵𝑛 = 0 haben, die also auf
keinem kürzesten Weg zwischen anderen Knotenpaaren liegen. Dieser Effekt tritt gele-
gentlich für alle 𝑝 > 0 auf. Generell entsprechen Betweenness-Zentralitätsverteilungen
in etwa einer leicht nach rechts verschobenen, negativen Exponentialverteilung, es tre-
ten also große Betweenness-Zentralitätswerte viel seltener auf als kleine. Für größere
Umlenkwahrscheinlichkeiten 𝑝 wird die Verteilung schmaler (siehe Abbildung 3.7), au-
ßerdem ist die Wichtigkeitsdifferenz zwischen dem Knoten mit dem höchsten und dem
zweithöchsten Zentralitätswert meistens deutlich größer als bei den anderen drei Zen-
tralitäten. 𝛥𝒞 𝐵 steigt ebenfalls mit 𝑝 an und ist für 𝑝 > 0,02 im Mittel konstant bei etwa
𝛥𝒞 𝐵 = 0,15. 𝛥𝒞 𝐵 ist, im Mittel, deutlich größer als bei den anderen Zentralitäten.
Die Eigenvektor-Zentralitätsverteilungen sind dagegenwie Stärke- und Closeness-Zen-
tralitätsverteilungen ungefähr normalverteilt, mit, in Abhängigkeit von 𝑝, konstantem
Mittelwert, aber bei größerem 𝑝 ebenfalls größerer Breite, die relative Differenz zwi-
schen wichtigstem und zweitwichtigstem Knoten 𝛥𝒞 𝐸 ist fast vollständig unabhängig
von 𝑝 und erreicht ähnliche Werte wie für die Stärke-Zentralität. Auffällig ist dabei,
dass bei nur sehr wenigen Realisierungen 𝛥𝒞𝐸 = 0 beobachtet wird, dieser Umstand ist
auf die numerischen Ungenauigkeiten bei der Berechnung der Eigenvektor-Zentralität
zurückzuführen (siehe Abschnitt 3.1.2).
Für alle Zentralitäten gilt, dass sich die Zentralitätsverteilungen von Netzwerken, die
mit einer Umlenkwahrscheinlichkeit von 𝑝 = 0,5, im Mittel über 100 Realisierungen,
qualitativ nicht von denen von Netzwerken, die mit Umlenkwahrscheinlichkeit 𝑝 =
1,0 erzeugt wurden, unterscheiden. Bei kleinen Umlenkwahrscheinlichkeiten hat da-
gegen die Änderung der Umlenkwahrscheinlichkeit eine deutliche Auswirkung auf die
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Zentralitätsverteilungen. Diese Beobachtung entspricht ungefähr der Abhängigkeit der
mittleren kürzesten Weglänge 𝐿 auf Änderungen der Umlenkwahrscheinlichkeit 𝑝. Bei
allen vier Zentralitäten änderte sich die Form der Zentralitätsverteilungen nicht mit
Netzwerkgröße 𝑁 und mittlerem Grad 𝐾 (solange 𝐾 < 𝑁/2), es wurden jeweils al-
lerdings die Mittelwerte und die Breite der Verteilungen verändert. Die Umlenkwahr-
scheinlichkeit scheint also einen größeren Einfluss auf die Zentralitäten zu haben, als
Größe und mittlerer Grad.
3.1.4. Korrelationen zwischen den Zentralitäten
Da die verschiedenen Zentralitäten auf verschiedenen Konzepten beruhen, ist zu er-
warten, dass sie Knoten als unterschiedlich wichtig identifizieren (siehe Kapitel 2.2). In
diesemAbschnitt wird untersucht, ob dies für die hier verwendeten Netzwerke der Falls
ist. Mehrere Zentralitäten, die unabhängig von der Netzwerktopologie gleiche Ergeb-
nisse liefern, sind insofern überflüssig, als sie keine zusätzlichen Informationen liefern.
In diesem Abschnitt wird daher untersucht, inwieweit die verschiedenen Maße kom-
plementäre Informationen über die Wichtigkeiten von Knoten liefern, beziehungswei-
se wie stark die mit unterschiedlichen Zentralitäten bestimmte Wichtigkeiten mitein-
ander korreliert sind. Zu erwarten wären einerseits Korrelationen zwischen Stärke-,
Closeness- und Eigenvektor-Zentralität, da sie jeweils wenigstens zum Teil auf den
lokalen Verbindungen eines Knotens beruhen, andererseits zwischen Closeness- und
Betweenness-Zentralität, da beide auf kürzesten Wegen zwischen allen Knotenpaaren
beruhen.
Zentralitätskorrelationen in Small-World-Netzwerken mit mittlerem Grad 2
Korrelationen zwischen den verschiedenen Zentralitäten werden hier zuerst an einem
mit dem oben beschriebenen Algorithmus (siehe Abschnitt 3.1.1) konstruierten Bei-
spielnetzwerk mit mittlerem Grad 𝐾 = 2 untersucht, bei dem genau eine Kante um-
gelenkt wurde (siehe oberen Teil von Abbildung 3.8). In dem Beispielnetzwerk gibt es
jeweils genau einen Knoten mit Grad 1 (Knoten Nummer 1) und Grad 3 (Knoten Num-
mer 11), alle anderen Knoten haben den Grad 2. Anders als in Abbildung 3.8 dargestellt,
kann dieses Netzwerk auch als aus zwei Teilen bestehend vorstellt werden, die durch
den Knoten mit Grad 3 verbunden sind: Der erste Teil (Knoten Nummer 1 bis 11) bildet
eine offene Kette von Knoten, dieser wird ab jetzt als Schwanz bezeichnet; der zweite
Teil bildet eine geschlossene Kette (Knoten Nummer 11 bis 22), dieser wird ab jetzt als
Körper bezeichnet. Alle Zentralitätsmaße weisen jeweils dem Knoten mit Grad 3 die
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Abbildung 3.8.: Oben: Beispielnetzwerk aus 𝑁 = 20 Knoten mit mittlerem Grad 𝐾 = 2, bei
dem eine Kante umgelenkt wurde. Die relative Knotenzentralität (von links
nach rechts: Stärke-, Closeness-, Betweenness- und Eigenvektor-Zentralität)
ist jeweils durch die Färbung des Knoten kodiert, wobei dunkle, blaue Farbtöne
niedrige Zentralitäten und helle, gelbe Farbtöne hohe Zentralitäten bedeuten.
Unten: Streudiagramme der paarweisen Knotenzentralitäten für alle Paare von
Zentralitäten.
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höchste und dem Knoten mit Grad 1 die niedrigste Zentralität zu, die Stärke-Zentralität
weist allen weiteren Knoten denselben Wert zu, eben ihren Grad 2. Es besteht in dem
Netzwerk, anders als in dem Beispielnetzwerk in Abbildung 2.1, eine Übereinstimmung
in der Bestimmung des Knotens mit der größten Wichtigkeit. Dies ist häufig der Fall in
ungewichteten Netzwerken mit ausgezeichneten Hubs (Knoten mit besonders hohem
Grad) wie zum Beispiel skalenfreien Netzwerken [97].
Für Betweenness-, Eigenvektor- und Closeness-Zentralität ergeben sich zwischen Paa-
ren von Zentralitäten Korrelationen, die über das bisher gezeigte Maß hinausgehen.
Diese drei Zentralitäten weisen, vom Knoten mit Grad 3 ausgehend, sowohl Körper als
auch Schwanz entlang allen Knoten stetig kleinere Zentralitäten zu, bis die Mitte des
Körpers, beziehungsweise bei dem Schwanz das Ende erreicht wird. So ergeben sich
entlang von Körper und Schwanz stark miteinander korrelierte Zentralitätswerte (sie-
he unteren Teil von Abbildung 3.8); die Korrelationen über alle Knoten waren allerdings
nicht sehr stark, der Spearmansche Rangkorrelationskoeffizient zwischen den Knoten-
zentralitäten für Eigenvektor- und Betweenness-Zentralität betrug nur etwa 0,27.
Alle vier Zentralitäten identifizieren allerdings nur dann denselben Knoten als amwich-
tigsten, wenn der Schwanz mehr Knoten als der Körper enthält. Im anderen Fall indizie-
ren Betweenness- und Closeness-Zentralität zwar weiterhin denselben Knoten als am
wichtigsten, dieser ist dann allerdings Teil des Schwanzes, während Stärke- und Eigen-
vektor-Zentralität beide weiterhin den Knoten mit Grad 3 als am wichtigsten identifi-
zieren. Es ist aber weiterhin der Fall, dass, ausgehend vom jeweils wichtigsten Knoten,
Zentralitäten entlang des Schwanzes monoton fallen und entlang des Körpers, ausge-
hend vom unwichtigsten Knoten (oder den beiden unwichtigsten Knoten), monoton
steigen. Auch in diesem Fall besteht weiter ein starker Zusammenhang der unterschied-
lichen Knotenzentralitäten in den beiden Netzwerkteilen, auch wenn dieser nicht mo-
noton sein muss.
Für Betweenness-, Closeness- und Eigenvektor-Zentralitäten werden monoton anstei-
gende Zentralitäten stets entlang von Ketten von Knoten beobachtet, bei denen also
jeder Knoten, bis auf die an Anfang und Ende der Kette, mit genau zwei Nachbarkno-
ten verbunden ist. Solche Ketten kommen, sobald der mittlere Grad 𝐾 > 2 ist, allerdings
nur noch mit sehr geringer Wahrscheinlichkeit vor, da schon durch das anfängliche
Gitter-Netzwerk eine andere Struktur vorgegeben ist.
Es zeigt sich also, dass Small-World-Netzwerke⁴ mit mittlerem Grad 𝐾 = 2 ein Son-
⁴womit hier Netzwerke gemeint sind, die mit dem von Watts und Strogatz vorgeschlagenen Algorith-
mus generiert werden. Um echte Small-World-Netzwerke mit mittlerem Grad 𝐾 = 2 handelt es sich
schon alleine daher nicht, da sie einen Cluster-Koeffizienten von 𝐶 = 0 haben.
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Abbildung 3.9.: Streudiagramme von Paaren von verschiedenen Zentralitätswerten in jeweils
100 Realisierungen von Small-World-Netzwerken der Größe 𝑁 = 100 und
mittlerem Grad 𝐾 = 8, erstellt mit Umlenkwahrscheinlichkeit 𝑝 = 0,01; 0,1; 1,0
(von oben nach unten). Mit ̄𝜌 ist jeweils der über 100 Realisierungen gemit-
telte Spearman-Korrelationskoeffizient zwischen den jeweiligen Zentralitäts-
werten angegeben.
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Abbildung 3.10.:Weiterführung von Abbildung 3.9.
31
3. Untersuchungen an Modellsystemen
10 2 10 1 100
p
 0; 2
0; 0
0; 2
0; 4
0; 6
0; 8
1; 0

10 2 10 1 100
p
 0; 2
0; 0
0; 2
0; 4
0; 6
0; 8
1; 0

Abbildung 3.11.: Über 100 Netzwerk-Realisierungen gemittelte Spearman-Korrelationskoeffi-
zienten ̄𝜌 zwischen paarweisen Zentralitätsmaßen (𝒞 𝐵-𝒞 𝐶 rot,𝒞 𝑆-𝒞 𝐸 grün,
𝒞 𝑆-𝒞 𝐵 orange, 𝒞 𝑆-𝒞 𝐶 blau, 𝒞 𝐶-𝒞 𝐸 violett, 𝒞 𝐵-𝒞 𝐸 braun) in Small-World-
Netzwerken der Größe 𝑁 = 100 und mittlerem Grad 𝐾 = 4 (links) und 𝐾 = 16
(rechts) in Abhängigkeit der Umlenkwahrscheinlichkeit 𝑝. Die farblich schat-
tierten Bereiche geben jeweils die Standardabweichung an.
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derfall sind, bei dem jeweils für einzelne Netzwerkteile starke Korrelationen zwischen
den verschiedenen Zentralitäten beobachtet werden können, die konstruktionsbedingt
sind.
Netzwerke mit mittlerem Grad > 2
Im vorherigen Abschnitt wurde verdeutlicht, warum in Small-World-Netzwerken mit
mittlerem Grad 𝐾 = 2 konstruktionsbedingt andere Korrelationen als in Netzwerken
mit größeremmittleren Grad beobachtet werden. In diesem Abschnitt werden nun Kor-
relationen zwischen mit verschiedenen Zentralitäten identifizierten Wichtigkeiten in
Netzwerken mit mittlerem Grad 𝐾 > 2 untersucht.
Abbildungen 3.9 und 3.10 zeigen, in Abhängigkeit der Umlenkwahrscheinlichkeit 𝑝,
den Zusammenhang zwischen allen Paaren von verschiedenen Knotenzentralitäten in
Netzwerken der Größe 𝑁 = 100 und mittlerem Grad 𝐾 = 8. Dargestellt sind jeweils die
Zentralitätswerte für 100 Realisierungen. Ebenfalls angegeben ist jeweils der über alle
Realisierungen gemittelte Spearman-Korrelationskoeffizient ̄𝜌⁵.
Auffällig ist, dass, falls ein Zusammenhang besteht, dieser positiv ist (positives Vor-
zeichen vor mittlerem Spearman-Korrelationskoeffizient). Ein Knoten, der von einer
Zentralität als wichtig erkannt wird, wird also von einer anderen Zentralität auch eher
als wichtiger als unwichtiger erkannt. Weiterhin ist zu beobachten, dass für größere
Umlenkwahrscheinlichkeiten 𝑝 ein stärkerer Zusammenhang zwischen allen Zentra-
litätspaaren beobachtet wird, für 𝑝 = 1,0 ist für alle Zentralitätspaare ein annähernd
linearer Zusammenhang zwischen den Knotenzentralitäten erkennbar.
Für die Stärke-Zentralität wird bei kleinen Umlenkwahrscheinlichkeiten 𝑝 ein schwa-
cher Zusammenhang mit den anderen Zentralitäten beobachtet. Dies ist mindestens
zum Teil darauf zurückzuführen, dass bei kleinen 𝑝 die Stärke-Zentralität nur sehr we-
nig unterschiedliche, nah beieinanderliegende Werte annehmen kann. Für größere 𝑝
nimmt die Stärke-Zentralität eine größere Spanne von unterschiedlichen Werten an.
Mit größeren 𝑝 werden auch stärkere Zusammenhänge mit den anderen Zentralitäten
beobachtet. Für kleine 𝑝 (≈ 0,1) wird ein besonders starker Zusammenhang zwischen
Stärke- und Eigenvektor-Zentralität beobachtet. Auch bei den anderen Zentralitätspaa-
ren werden für kleine 𝑝 kaum Korrelationen beobachtet, insbesondere für die Kombi-
⁵Für diese Daten liefern Spearman- und Pearson-Korrelationskoeffizienten sehr ähnliche Ergebnisse,
so dass die hier angegebenen Spearman-Korrelationskoeffizienten mit den in anderen Arbeiten [97–
100] angegebenen Pearson-Korrelationskoeffizienten verglichen werden können.
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nation 𝒞 𝐸 und 𝒞𝐶 als auch für 𝒞 𝐸 und 𝒞 𝐵 werden für kleine 𝑝 eher schwache Zusam-
menhänge beobachtet.
Insbesondere für kleine 𝑝 ist die Betweenness-Zentralität nur sehr schwach mit Eigen-
vektor- und Stärke-Zentralität korreliert, dagegen bestehen deutlich stärkere Korrela-
tionen mit der Closeness-Zentralität. Weiterhin ist zu beobachten, dass für alle Zen-
tralitätspaare die Korrelationen bei kleinen 𝑝 vergleichsweise sensitiv auf Änderungen
von 𝑝 sind (große Steigung). Bei größerenWerten von 𝑝 änderten sich die Korrelationen
nur noch wenig in Abhängigkeit von 𝑝 (kleine Steigung). Auch bei der mittleren kür-
zesten Weglänge (siehe Abbildung 3.2) und den Formen der Zentralitätsverteilungen
wurde beobachtet, dass bei kleinen 𝑝 Änderungen von 𝑝 eine stärkere Auswirkung auf
die mittleren kürzesten Weglängen oder Zentralitätsverteilungsformen hatten als bei
großen 𝑝. Mit größerem mittleren Grad 𝐾 gibt es bereits ab kleineren 𝑝 kaum noch Än-
derungen in den Korrelationen zwischen Paaren von Zentralitäten, ein analoger Effekt
kann auch für die mittlere kürzeste Weglänge beobachtet werden.
Die hier beschriebenen Zusammenhänge zwischen verschiedenen Netzwerken wurden
ebenso für Netzwerke mit den Größen 𝑁 = 50 und 𝑁 = 200 und mit mittleren Graden
𝐾 = 4; 12; 16 beobachtet.
Weiterhin sind bei größerem mittleren Grad 𝐾 und gleicher Umlenkwahrscheinlich-
keit 𝑝 größere Korrelationen zwischen allen Paaren von Zentralitäten zu beobachten
(siehe Abbildung 3.11); dieser Effekt ist allerdings klein gegenüber dem Einfluss der
Umlenkwahrscheinlichkeit. Mit größerem mittleren Grad wird die Varianz der Korre-
lationen zwischen verschiedenen Realisierungen mit ansonsten gleichen Parametern
kleiner. Auf Grund der insgesamt größeren Anzahl an Kanten steigt mit dem mittleren
Grad auch die Anzahl der umgelenkten Kanten (bei gleicher Umlenkwahrscheinlich-
keit). Somit ist der Einfluss der einzelnen umgelenkten Kante auf das gesamte Netzwer-
ke kleiner, was zu kleineren Varianzen über die verschiedenen Realisierungen führt.
Die hier beschriebenen Korrelationen befinden sich im Bereich der Korrelationen zwi-
schen Zentralitäten, die in verschiedenen sozialen, infrastrukturellen und natürlichen
Netzwerken [97–100] als auch bei skalenfreien und Erdős–Rényi Netzwerken beobach-
tet worden sind [97]. Li und Kollegen beobachten für die hier untersuchten Zentralitäts-
paare bei skalenfreien Netzwerken ebenfalls einen leichten Anstieg der Korrelationen
mit der Kantendichte [97]. Allgemein werden aber bei skalenfreien Netzwerken noch
höhere Korrelationen (𝜌 > 0,8) als auf den hier untersuchten Small-World Netzwerken
beobachtet, was auf Grund des sternartigen Aufbaus von skalenfreien Netzwerken so
auch zu erwarten ist.
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3.2. Funktionelle Netzwerke
Nachdem im vorherigen Kapitel 3.1 Knotenwichtigkeiten in prototypischen Netzwer-
ken untersuchtwurden, behandelt Kapitel 3.2 nunWichtigkeiten vonKnoten in gewich-
teten, funktionellen Netzwerken. Es werden dazu Netzwerke von gekoppelten Phasen-
oszillatoren konstruiert; im Folgenden werden zuerst kurz die Synchronisationsphäno-
mene dieser Oszillator-Netzwerke beschrieben. Im nächsten Schritt werden die paar-
weisen Interaktionsstärken dieser Oszillatoren geschätzt, aus den Interaktionsstärken
werden dann funktionelle Netzwerke konstruiert und jeweils die Knotenwichtigkeiten
bestimmt. Zur Beurteilung der Knotenwichtigkeiten werden vier verschiedene Zentra-
litätsmaße verwendet, die Knotenwichtigkeiten jeweils nach unterschiedlichen Kriteri-
en beurteilen (siehe Kapitel 2.2). Um die Eindeutigkeit der Identifizierung von wichtig-
sten Knoten in funktionellen Netzwerken beurteilen zu können, wird untersucht, wie
groß dieWichtigkeitsdifferenz zwischen wichtigstem und zweitwichtigstem Knoten ist.
Außerdem werden die Knotenwichtigkeiten in den funktionellen Netzwerken mit den
Knotenwichtigkeiten der strukturellen Netzwerken verglichen, um festzustellen, ob es
einen Zusammenhang zwischen Knotenwichtigkeiten in strukturellen und darauf ba-
sierenden funktionellen Netzwerken gibt. Bei der Untersuchung realer ausgedehnter
dynamischer Systeme tritt Messrauschen auf; im letzten Abschnitt dieses Kapitels wer-
den daher Untersuchungen vorgestellt, die dazu dienen, den Einfluss dieses Rauschens
auf die Bestimmung wichtigster Knoten abschätzen zu können.
3.2.1. Kuramoto-Oszillatoren
Bei Kuramoto-Oszillatoren [101; 102] handelt es sich um selbsterhaltende Phasenos-
zillatoren, die mit heterogenen Eigenfrequenzen auf dem Einheitskreis rotieren. Ein
einzelner Kuramoto-Oszillator ist über eine einzige Zustandsvariable, seine Phase 𝛷,
definiert und genügt folgender Differentialgleichung:
d
d𝑡 𝛷𝑗 = 𝜔𝑗 , (3.1)
wobei 𝜔𝑗 der Eigenfrequenz des Oszillators 𝑗 entspricht und𝛷𝑗 Werte aus dem Intervall
[0; 2𝜋) annimmt. Diese Oszillatoren werden meist in größeren Ensembles untersucht,
um Einblicke in das Synchronisationsverhalten dynamischer Systeme zu gewinnen. Da-
bei sind die Oszillatorenmiteinander gekoppelt, so dass sich ihre zeitlichen Entwicklun-
gen gegenseitig beeinflussen; je nach Kopplungsstärke und Kopplungsart synchronisie-
ren die Oszillatoren miteinander, so dass sich einige oder sogar alle Oszillatoren gleich
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verhalten. Kuramoto-Oszillatoren sind heutzutage eines der häufigst verwendeten Mo-
delle, um verschiedenste Synchronisationsphänomene zu untersuchen [103]. Wurden
diese Synchronisationsphänomene lange nur auf diffusiv gekoppelten, vollständig ver-
bundenen Oszillatornetzwerken untersucht, so dass also jeder Oszillator gleich stark
mit allen anderen Oszillatoren gekoppelt ist, wurden in den letzten Jahren vermehrt
Studien durchgeführt, bei den Kuramoto-Oszillatoren über komplexe Netzwerke mit-
einander gekoppelt waren [6; 103], insbesondere über Small-World-Netzwerke und ska-
lenfreie Netzwerken [104; 105].
In diesem Kapitel wird die mittlere Phasenkohärenz verwendet, um die Stärke der Inter-
aktion zwischen Paaren von Oszillatoren zu schätzen. Diese ist konzeptionell ähnlich
zum Kuramoto Ordnungsparameter 𝜉 , mit dem in den meisten Arbeiten die globale Syn-
chronisation⁶ von 𝑁 Oszillatoren charakterisiert wird [101; 103; 106; 107]:
𝜉 𝑒𝑖 ?̄? = 1𝑁
𝑁
∑
𝑗=𝑖
𝑒𝑖 𝛷𝑗 , (3.2)
wobei 𝛷𝑗 die Phase des Oszillators 𝑗 und ?̄? die mittlerer Phase aller Oszillatoren ist.
Wenn Netzwerke von 𝑁 gekoppelten Kuramoto-Oszillatoren untersucht werden, so
wird die Differentialgleichung 3.1 um einenKopplungsterm erweitert, welcher dieWech-
selwirkungen mit den anderen Oszillatoren darstellt:
d
d𝑡 𝛷𝑛(𝑡) = 𝜔𝑛 + 𝑐
𝑁
∑
𝑚=1
𝑎𝑛𝑚 sin(𝛷𝑚 − 𝛷𝑛), 𝑛 ∈ 𝑁 . (3.3)
𝑐 entspricht der globalen Kopplungsstärke, 𝑎𝑛𝑚 entspricht dem 𝑛𝑚ten Eintrag der Ad-
jazenzmatrix 𝐴, die dem zugrunde liegenden strukturellen Netzwerk entspricht.
Obige Gleichung wird nun über beliebig viele Zeitschritte integriert und mit einer ge-
wünschten Genauigkeit abgetastet, so dass eine Zeitreihe 𝛷𝑖(𝑡) für jeden Oszillator ent-
steht. In dieser Arbeit wird JiTCODE [108] zur Lösung der Differentialgleichungen und
das von Dormand und Prince vorgeschlagene Verfahren [109] verwendet, die präsen-
tierten Ergebnisse werdenmit einer Abtastrate von 0,1 erzielt. Es wird beispielhaft über-
prüft, dass die im Folgenden beschriebenen Ergebnisse weder spezifisch für den Inte-
grator noch für die numerische Genauigkeit der Abtastung ist.
⁶Unter Synchronisationwird hier die Anpassung der Rhythmen von Oszillatoren verstanden, Synchronie
ist das Ausmaß der Gleichzeitigkeit zwischen mehreren Oszillatoren.
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Die Eigenfrequenzen der Oszillatoren 𝜔𝑖 werden uniform aus dem Intervall [0; 1] ge-
zogen. Während in vielen andere Arbeiten [6; 103; 110] die Eigenfrequenzen aus dem
Interval [−0,5; 0,5] gezogen werden, lassen sich die Intervalle [0; 1] und [−0,5; 0,5] durch
eine Verschiebung aufeinander abbilden, für die einzelnen Eigenfrequenzen entspricht
dies einer Transformation auf ein rotierendes Koordinatensystem [6]. Ob und falls ja,
wie schnell Oszillatoren miteinander synchronisieren ist ausschließlich abhängig von
demVerhältnis der Differenzen der Eigenfrequenzen zur Kopplungsstärke [6]. Bei stich-
probenartigen Überprüfungen, bei denen die Eigenfrequenzen aus einer Normalvertei-
lung mit Mittelwert 0 und Standardabweichung 1 gezogen werden, werden qualitativ
vergleichbare Ergebnisse beobachtet (negative Eigenfrequenzen entsprechen Oszillato-
ren, die sich in die andere Richtung als solchemit positiven Eigenfrequenzen drehen).
In solchen Oszillatornetzwerken wird beobachtet, dass, wenn die Kopplungsstärke sehr
klein ist, sie reicht nicht ausreicht, um die Heterogenität in den Eigenfrequenzen von
miteinander gekoppelten Oszillatoren zu überwinden, die Oszillatoren entwickeln sich
unabhängig voneinander weiter. Ist die Kopplungsstärke groß genug, so kommt es zu-
erst nur zwischen einzelnen Paaren von Oszillatoren mit sehr ähnlichen Eigenfrequen-
zen zur Synchronisation, mit steigender Kopplungsstärke synchronisieren dann auch
Oszillator-Paare mit unterschiedlicheren Eigenfrequenzen. So kommt es zur Bildung
von synchronisierten Gruppen von Oszillatoren, wobei diese Gruppen untereinander
nicht synchronisiert sein müssen. Dabei kann es allerdings auch einzelne Oszillatoren
geben, die mit keinen anderen Oszillatoren synchronisieren. Dieser Zustand wird hier
als chimärenartig bezeichnet⁷. Mit steigender Kopplungsstärkewachsen die synchronen
Gruppen, bis es schließlich zu vollständiger Synchronisation des gesamten Netzwerkes
kommt. Mit ansteigender Kopplungsstärke können Gruppen von synchronen Oszilla-
toren auch wieder desynchronisieren.
Viele ältere Studien [6; 103; 110] untersuchten den sogenannten Weg zur Synchronie
(engl. path to synchrony), das heißt die globale Synchronie, welche über den Kuramoto
Ordnungsparameter beurteilt wird. Die globale Synchronisation wurde dabei in Ab-
hängigkeit von Parametern wie der (globalen) Kopplungsstärke, der Netzwerk- oder
Kopplungstopologie untersucht. In dieser Arbeit wird dagegen der im vorherigen Ab-
schnitt beschriebene chimärenartige Zustand untersucht, in demmehrere Gruppen von
⁷Unter Chimären werden im Zusammenhang mit Oszillator-Netzwerken Zustände von Oszillator-
Netzwerken verstanden, bei denen eine Gruppe von Oszillatoren miteinander synchron ist, die restli-
chen Oszillatoren aber nicht synchron sind [111; 112]. Im Unterschied dazu werden hier auch solche
Zustände als chimärenartig bezeichnet, bei denen zwei oder mehr Gruppen von Oszillatoren jeweils
innerhalb der Gruppen synchron sind, aber Oszillatoren aus unterschiedlichen Gruppen nicht syn-
chron sind.
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synchronen Oszillatoren bestehen, die miteinander nicht synchron sind, da in vollstän-
dig synchronisierten Netzwerken allen Knoten dieselbe Wichtigkeit zugewiesen wird.
Wie in Abbildung 3.12 beispielhaft zu erkennen ist, stellt sich Synchronie zwischen
unterschiedlichen Oszillatoren meist schon nach wenigen Zeitschritten ein. Für feste
Kopplungsstärken und Netzwerktopologie kommt es, nachdem Oszillatoren synchro-
nisiert haben, nicht wieder zur vollständigen Desynchronisation; Schwankungen in den
geschätzten Interaktionsstärken sind aber durchaus beobachtbar; auf diesen Effekt wird
in späteren Abschnitten genauer eingegangen.
Um den Einfluss von Zufälligkeiten durch die zufällig gewählten Eigenfrequenzen und
Anfangsbedingungen der Oszillatoren und die zufällig umgelenkten Kanten zu mini-
mieren beziehungsweise abzuschätzen, werden auch bei den in diesemKapitel beschrie-
benen Untersuchungen jeweils einhundert Realisierungen durchgeführt. Dazu werden,
falls nicht anders angegeben, unterschiedliche, mit denselben Parametern erstellte (An-
zahl an Knoten 𝑁 , mittlerer Grad 𝐾 , Umlenkwahrscheinlichkeit 𝑝, Kopplungsstärke 𝑐)
funktionelle Netzwerke verwendet. Weiterhin werden die Oszillator-Eigenfrequenzen
und die Anfangsbedingungen jeweils unabhängig voneinander, zufällig gewählt. Die
im Folgenden präsentierten Ergebnisse entsprechen dabei, falls nicht anders angege-
ben, jeweils den Mittelwerten über 100 solcher Realisierungen.
3.2.2. Konstruktion funktioneller Netzwerke
Im Folgenden werden nun die Knoten eines Netzwerks jeweils mit einem Kuramoto-
Oszillator assoziiert und über die Kanten dieses Netzwerks miteinander gekoppelt, so
dass die Oszillatoren, abhängig von der Kopplungsstärke miteinander synchronisieren
(oder auch nicht). Dabei wird der von Watts und Strogatz vorgeschlagenen Netzwerk-
generierungsalgorithmus (Small-World-Netzwerke) oder die präferierte Verknüpfung
(skalenfreie Netzwerke) zu der Erzeugung der Netzwerke verwendet. Dieses Netzwerk
wird im Folgenden strukturelles Netzwerk genannt. Die entsprechende Adjazenzmatrix
wird auch Kopplungsmatrix genannt. Anschließend werden die Kuramoto-Oszillatoren
über 100000 Zeiteinheiten integriert und ihre zeitliche Entwicklung in 0,1er Schritten
abgetastet. Für jeden Knoten 𝑛 wird so eine Zeitreihe aufgezeichnet, so dass insgesamt
𝑁 Zeitreihen entstehen. Um eine gegebenenfalls vorhandene zeitliche Änderung der In-
teraktionsstärken beobachten zu können, werden die Zeitreihen jeweils in Zeitfenster
der Länge 𝑇𝐹 unterteilt. Anschließend wird mittels der mittleren Phasenkohärenz (sie-
he Abschnitt 2.10) die Interaktionsstärke zwischen allen Paaren von Knoten aus ihren
jeweiligen Zeitreihen für jeweils ein Zeitfenster bestimmt. Diese paarweisen Interak-
tionen können wieder als Netzwerk dargestellt werden, wobei die Interaktionsstärke
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Abbildung 3.12.: Beispielhafte Phasenentwicklung von jeweils fünf Kuramoto-Oszillatoren
mit jeweils gleichverteilten unterschiedlichen Eigenfrequenzen 𝜔𝑛 ∈ [0; 1]
und unterschiedlichen Startbedingungen 𝛷𝑛(0) ∈ [0; 2𝜋), die jeweils mit drei
zufällig ausgewählten anderen Oszillatoren verbunden sind, mit Kopplungs-
stärken 𝑐 = 0,1 (links) und 𝑐 = 0,25 (rechts). Links kommt es nur sehr ein-
geschränkt und zwischen einzelnen Oszillatoren zu Synchronisation, rechts
synchronisieren alle Oszillatoren in vergleichsweise kurzer Zeit. Die Oszilla-
toren in der rechten und der linken Grafik haben jeweils dieselben Eigenfre-
quenzen, Startbedingungen und sind mit denselben Oszillatoren verbunden,
sie unterscheiden sich nur durch die globalen Kopplungsstärken, über die sie
miteinander gekoppelt sind.
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Abbildung 3.13.: Beispielhafte paarweise Interaktionsstärke (abgeschätzt mit der mittleren
Phasenkohärenz 𝑅) für ein Netzwerk aus 𝑁 = 50 Kuramoto-Oszillatoren in
Abhängigkeit von der Kopplungsstärke 𝑐 (erste Reihe, von links nach rechts,
𝑐 ∈ {0,05; 0,08; 0,1; 0,2}; zweite Reihe 𝑐 ∈ {0,3; 0,4; 0,5} und das allen funktio-
nellen Netzwerken zu Grunde liegende strukturelle Small-World-Netzwerk)
mit jeweils gleichverteilten unterschiedlichen Eigenfrequenzen 𝜔𝑛 ∈ [0; 1]
und unterschiedlichen Startbedingungen 𝛷𝑛(0) ∈ [0; 2𝜋). Das strukturelle
Netzwerk (schwarze Einträge entsprechen einer Kante, weiße Einträge kei-
ner Kante) wird mit mittlerem Grad 𝐾 = 4 und Umlenkwahrscheinlichkeit
𝑝 = 0,1 erstellt.
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Abbildung 3.14.: Gemittelte mittlere Interaktionsstärke ̄𝑅 in Abhängigkeit von der Kopplungs-
stärke 𝑐 und Fensterlänge 𝑇𝐹 ( 𝑇𝐹 = 10, blau; 𝑇𝐹 = 20, orange; 𝑇𝐹 = 50, grün;
𝑇𝐹 = 100, rot; 𝑇𝐹 = 200, lila; 𝑇𝐹 = 500, braun; 𝑇𝐹 = 1000, rosa; 𝑇𝐹 = 2000,
rosa; 𝑇𝐹 = 5000, oliv; 𝑇𝐹 = 10000, hellblau ) in funktionellen Small-World-
Netzwerken aus jeweils𝑁 = 50Knoten, mit mittlerem Knotengrad𝐾 = 4 und
Umlenkwahrscheinlichkeit 𝑝 = 0,1. Der Mittelwert wird aus jeweils 100 Rea-
lisierungen mit unterschiedlichen Eigenfrequenzen und Anfangsbedingun-
gen der Oszillatoren gebildet, die Fehlerbalken geben die Variation (von Mi-
nimum bis Maximum) über alle Realisierungen wieder.
zwischen Knoten 𝑛 und 𝑚 dem Gewicht der Kanten zwischen diesen beiden Knoten
entspricht. Das so entstandene Netzwerk wird im Folgenden funktionelles Netzwerk
genannt, das dargestellt werden kann durch die Interaktionsmatrix. Die Adjazenzma-
trix eines beispielhaften strukturellen Small-World-Network und die Interaktionsmatri-
zen von, bei verschiedenen Kopplungsstärken 𝑐 geschätzten, funktionellen Netzwerken
sind in Abbildung 3.13 zu sehen.
3.2.3. Einfluss der Fensterlänge auf die geschätzte
Interaktionsstärke
Da in die Bestimmung der Interaktionsstärke jeweils 𝑇𝐹 Datenpunkte eingehen, wird
bei kleinen Fensterlängen 𝑇𝐹 die Interaktionsstärke über wenige Datenpunkte gemit-
telt, so dass naturgemäß die statistische Genauigkeit der Berechnung schlecht ist. Dies
gilt nicht nur für die mittlere Phasenkohärenz, sondern auch für alle anderen Interakti-
onsstärkemaße, wie zum Beispiel die Kreuzkorrelation oder den Phase Lag Index (siehe
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Abschnitt 2.3). Im Extremfall Fensterlänge 𝑇𝐹 = 1 ist die geschätzte Interaktionsstärke
immer gleich 𝑅 = 1, auch wenn die untersuchten Systeme unsynchronisiert sind. Für
große 𝑇𝐹 wird die Statistik besser, allerdings wird mit größeren Fensterlängen 𝑇𝐹 auch
die zeitliche Auflösung schlechter. Um einen geeigneten Kompromiss zwischen besse-
rer Statistik und zeitlicher Auflösung zu finden, wird im Folgenden daher der Einfluss
der Fensterlänge auf die mittels der Phasenkohärenz geschätzten Interaktionsstärken
untersucht.
Zu diesemZweckwird für jeweils 100 Realisierungen vonOszillator-Netzwerken (Small-
World-Netzwerke, mit unterschiedlicher Knotenanzahl 𝑁 , unterschiedlichem mittleren
Grad 𝐾 , mit unterschiedlichen Umlenkwahrscheinlichkeiten 𝑝 erstellt) die, über alle
Paare von Oszillatoren gemittelte, mittlere Interaktionsstärke für verschiedene Kopp-
lungsstärken 𝑐 und Fensterlängen 𝑇𝐹 bestimmt. Dabei werden die jeweils ersten 10000
Zeitschritte verworfen, um sicherzustellen, dass sich die Oszillatoren synchronisieren,
falls sie überhaupt synchronisieren. Anschließend werden alle paarweisen Interaktio-
nen in einem Fenster der Länge 𝑇𝐹 bestimmt. Abbildung 3.14 zeigt die mittlere Interakti-
onsstärke beispielhaft für Small-World-Netzwerke (Umlenkwahrscheinlichkeit 𝑝 = 0,1,
durchschnittlicher Knotengrad 𝐾 = 4) der Größe 50. Zu beobachten ist, dass bei klei-
nen 𝑇𝐹 , wie zu erwarten, große Interaktionsstärken unabhängig von der tatsächlichen
Kopplungsstärke geschätzt werden. So wird für 𝑇𝐹 = 50, unabhängig von der Kopp-
lungsstärke, eine mittlere Interaktionsstärke von > 0,5 geschätzt; für 𝑇𝐹 > 2000 werden
bei sehr kleinen Kopplungsstärken auch sehr geringe Interaktionsstärken korrekt ge-
schätzt.
Bei Kopplungsstärken 0,1 < 𝑐 < ∞ wird unabhängig von 𝑇𝐹 eine über alle paarwei-
sen Interaktionen gemittelte Interaktionsstärke ̄𝑅 = 1 geschätzt, die Oszillatoren sind
also alle miteinander synchron, was für große Kopplungsstärken auch zu erwarten ist.
Im Bereich 0,01 < 𝑐 < 0,1 wird beobachtet, dass bei größeren Kopplungsstärken ei-
ne größere mittlere Interaktionsstärke ̄𝑅 geschätzt wird, die mittlere Interaktionsstärke
ist gleichzeitig ̄𝑅 < 1. Bei diesen Kopplungsstärken sind jeweils Gruppen von Oszilla-
toren miteinander synchronisiert, die einzelnen Gruppen allerdings noch nicht unter-
einander. Qualitativ unterscheiden sich die Ergebnisse mit anderen Netzwerkgrößen,
Knotengraden oder Umlenkwahrscheinlichkeiten nicht von denen in Abbildung 3.14,
solange das Verhältnis aus mittlerem Knotengrad 𝐾 und Kopplungsstärke 𝑐 ungefähr
konstant gehalten wird. Auch bei skalenfreien Netzwerken kann ein ähnliches Verhal-
ten beobachtet werden.
Da die Ergebnisse für Fensterlängen zwischen 𝑇𝐹 = 500 und 𝑇𝐹 = 10000 im Mittel über
unterschiedliche Realisierungen (mit unterschiedlichen Anfangsbedingungen und Ei-
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Abbildung 3.15.: Links: Zeitliche Entwicklung der paarweisen Interaktionsstärken zwischen
Oszillatoren 𝑖 und 𝑗 geschätzt mit der mittleren Phasenkohärenz 𝑅 über
50 aufeinanderfolgende Zeitfenster der Länge 1000 für ein Small-World-
Netzwerk mit 𝑁 = 50 Knoten und mit mittlerem Grad 𝐾 = 4, erstellt mit
Umlenkwahrscheinlichkeit 𝑝 = 0,1 und Kopplungsstärke 𝑐 = 0,02.
Rechts: Ausschnitt mit 201 paarweisen Interaktionen aus der linken Abbil-
dung.
Zur besseren Lesbarkeit sind jeweils nur einige Werte für 𝑖 und 𝑗 angegeben.
Da die geschätzte Interaktionsstärke symmetrisch ist (𝑅𝑖𝑗 = 𝑅𝑗𝑖), wird jeweils
nur entweder 𝑅𝑖𝑗 oder 𝑅𝑗𝑖 gezeigt.
genfrequenzen der Oszillatoren und unabhängig voneinander konstruierten Netzwer-
ken) nicht zu unterscheiden sind, wird im Weiteren eine Fensterlänge 𝑇𝐹 = 1000 ver-
wendet, was als guter Kompromiss zwischen statistischer Genauigkeit und zeitlicher
Auflösung der Interaktionsstärken angesehen werden kann. Für phasenbasierte Schät-
zungen der Interaktionsstärke sollten jeweils mindestens 10 Oszillationen in die Schät-
zung der Interaktionsstärke eingehen [22], eine Fensterlänge 𝑇𝐹 = 1000 entspricht bei
einer Eigenfrequenz von 𝜔 = 0,5 etwa 80 Oszillationen.
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3.2.4. Zeitliche Stabilität der Interaktionsstärken
In diesem Abschnitt wird untersucht, ob sich die geschätzten Interaktionsstärken zwi-
schen Paaren von Oszillatoren mit der Zeit ändern oder ob diese konstant sind. Abbil-
dung 3.15 zeigt die geschätzten paarweisen Interaktionsstärken in einem Netzwerk der
Größe 𝑁 = 50 mit chimärenartigen Zuständen über 50 aufeinanderfolgende Fenster
der Länge 𝑇𝐹 = 1000. Dabei werden anders als bei den anderen Untersuchungen die
ersten Zeitschritte nicht verworfen, um die eventuell vorhandenen Synchronisations-
vorgänge beobachten zu können. Oszillatoren, die irgendwann miteinander synchroni-
sieren, synchronisieren allerdings so schnell, dass das erste Zeitfenster, an dessen An-
fang die Oszillatorphasen noch zufällig auf dem Einheitskreis verteilt sind, sich nicht
stärker von den darauf folgenden unterscheiden, als sich diese untereinander unter-
scheiden. Es kommt zu Schwankungen in der geschätzten Interaktionsstärke über die
Zeit (senkrechte Streifen in Abbildung 3.15), insbesondere scheint die Interaktionsstär-
ke zwischen solchen Oszillator-Paaren besonders stark zu schwanken, die weder be-
sonders stark noch besonders schwach miteinander interagieren. Es ist nicht zu unter-
scheiden, ob Oszillator-Paare teilweise desynchronisieren oder ob die geschätzten Inter-
aktionsstärken variieren, obwohl die Synchronisation zwischen den Oszillator-Paaren
konstant bleibt. Ein mögliche Ursache für Schwankungen der geschätzten Interaktions-
stärke liegt in der begrenzten Länge der verwendeten Zeitreihen (siehe Abschnitt 2.3).
Mit längeren Zeitfenstern werden diese Schwankungen kleiner, was seinen Grund ei-
nerseits darin haben könnte, dass die Interaktionsschätzungen genauer werden, ande-
rerseits nur auf Mittelungseffekten über zu unterschiedlichen Zeiten teilweise synchro-
nisierte, teilweise desynchronisierte Oszillator-Paare beruhen könnte. Ist ein Netzwerk
dagegen einmal vollständig synchronisiert, können keine solchen Schwankungen mehr
beobachtet werden. Dies ist übereinstimmend mit anderen Untersuchungen [103].
Um den Einfluss der Anfangsbedingungen der Oszillatoren auf ihr Synchronisations-
verhalten zu untersuchen, werden mit demselben strukturellen Netzwerk mehrere Rea-
lisierungen der Interaktionsstärke Schätzungen durchgeführt, bei denen die Oszillato-
ren jeweils dieselben Eigenfrequenzen haben. Einzig die Anfangsbedingungen werden
für jede Realisierung zufällig gewählt. Es zeigte sich, dass die Anfangsbedingungen der
Oszillatoren so gut wie irrelevant für das Synchronisationsverhalten sind: Die unter-
schiedlichen Realisierungen, die auf demselben strukturellen Netzwerk basieren, aber
mit unterschiedlichen Anfangszuständen realisiert werden, zeigen Varianzen in der In-
teraktionsstärke, die von der Größe her ununterscheidbar sind von den zeitlichen Vari-
anzen der Interaktionsstärke, die in ein und derselben Realisierung beobachtet werden
können.
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Um den Einfluss des strukturellen Netzwerks, über das die Oszillatoren miteinander
gekoppelt sind, zu untersuchen, wird das strukturelle Netzwerk variiert. Das heißt, es
werden mit denselben Parametern (Small-World oder skalenfrei, Größe 𝑁 , mittlerem
Grad 𝐾 und gegebenenfalls Umlenkwahrscheinlichkeit 𝑝) mehrere Netzwerke konstru-
iert, über die anschließend die Oszillatoren miteinander gekoppelt werden. Bei wie-
derholten Interaktionsschätzungen, bei denen Oszillatoranfangszustände und Eigenfre-
quenzen konstant bleiben, das strukturelle Netzwerk aber variiert wird, kann ein gro-
ßer Einfluss auf das Synchronisationsverhalten der Oszillatoren beobachtet werden: Es
kommt durchaus vor, dass bei unterschiedlichen Realisierungen der Interaktionsstär-
keschätzungen entweder vollständige Synchronisation oder chimärenartige Zustände
beobachtet werden. Bei den Letztgenannten kann teilweise noch eine große Anzahl
von Gruppen von untereinander synchronen Oszillatoren beobachtet werden. Bei un-
terschiedlichen Realisierungen der Interaktionsstärkeabschätzungen, bei denen nur die
Eigenfrequenzen der Oszillatoren neu und zufällig gewählt werden, ihre Anfangszu-
stände und die zur Kopplung verwendeten Netzwerke dagegen konstant gehalten wer-
den, kann ebenfalls ein starker Einfluss der Eigenfrequenzen beobachtet werden: Eben-
so wie bei unterschiedlichen Netzwerken kommt es vor, dass bei manchen Realisie-
rungen vollständige Synchronisation, bei anderen chimärenartige Zustände beobachtet
werden.
Es liegt also nahe, hier die Kopplungstopologie beziehungsweise ein Zusammenspiel
aus Topologie und Eigenfrequenz als ursächlich für die Änderungen des beobachteten
Synchronisationsverhalten zu vermuten. Der große Einfluss von Kopplungstopologien
auf dynamisches Verhalten in komplexen Systemen ist belegt [5; 6; 88; 113–115]; die hier
beobachtete deutlich weniger starke Ausprägung ist wahrscheinlich auf die, verglichen
mit anderen Studien, einfache Dynamik beziehungsweise Topologie zurückzuführen.
3.2.5. Abhängigkeit der mittleren Interaktionsstärke von
Kopplungsstärke und Netzwerktopologie
Für die hier untersuchten Netzwerke ist zu beobachten, dass bei fester Größe, festem
mittleren Grad (solange dieser 𝐾 > 2) und festen Konstruktionsparametern des Netz-
werks mit stärkerer Kopplung 𝑐 die Kuramoto-Oszillatoren im Mittel stärker miteinan-
der synchronisierten (siehe Abbildungen 3.16 und 3.17). Für hinreichend große 𝑐 wurde
jeweils vollständige Synchronie beobachtet: alle Kuramoto-Oszillatoren sind miteinan-
der synchron. Weiterhin wurde in Small-World-Netzwerken mit ansteigender Umlenk-
wahrscheinlichkeit 𝑝 ebenfalls stärkere Synchronie beobachtet, wobei diese erst einen
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Abbildung 3.16.: Über alle Oszillatorpaare gemittelte mittlere Phasenkohärenz ̄𝑅⋆ in Small-
World-Netzwerken aus jeweils 𝑁 = 100 Kuramoto-Oszillatoren mit unter-
schiedlichem mittleren Grad 𝐾 in Abhängigkeit der Umlenkwahrscheinlich-
keit 𝑝 und der Kopplungsstärke 𝑐. Es wurde jeweils über 100 Realisierungen,
die mit denselben 𝑝 und 𝑐 aber unterschiedlichen Anfangsbedingungen und
Eigenfrequenzen der Oszillatoren erstellt wurden, gemittelt.
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Abbildung 3.17.: Über alle Oszillatorpaare gemittelte mittlere Phasenkohärenz ̄𝑅⋆ in skalen-
freien Netzwerken aus jeweils 𝑁 = 100 Kuramoto-Oszillatoren mit unter-
schiedlichem mittleren Grad 𝐾 in Abhängigkeit der Kopplungsstärke 𝑐. Die
grau schattierten Bereiche geben die Standardabweichungen über 100 Reali-
sierungen, die mit denselben 𝑐 aber unterschiedlichen Anfangsbedingungen
und Eigenfrequenzen der Oszillatoren erstellt wurden, an.
Einfluss hat, sobald die Kopplungsstärke einen Mindestwert überstieg. Dieses Verhal-
ten wurde so bereits früher für ähnliche Oszillatornetzwerke beobachtet [116], steht
aber im Widerspruch zu anderen Untersuchungen, die feststellten, dass Heterogeni-
tät in der Gradverteilung (die hier durch das Umlenken von Kanten entsteht) zwar die
mittlere kürzeste Weglänge in Netzwerken reduziert, aber gleichzeitig Synchronisation
unterdrücken kann[117]. Mit steigendem mittleren Grad 𝐾 wurde bereits bei kleineren
Kopplungsstärken 𝑐 vollständige Synchronie beobachtet. Die Beziehung zwischen dem
Grenzwert, ab dem in Small-World-Netzwerken vollständige Synchronie beobachtet
werden kann, und 𝐾 scheint für zufällige Netzwerke (𝑝 = 1,0) mit mittlerem Grad 𝐾 > 2
annähernd linear, was sich mit früheren Studien zum Übergang zu vollständiger Syn-
chronie in diffusiv gekoppelten Oszillatornetzwerken [6] deckt. Weiterhin wurde beob-
achtet, dass, für kleine Umlenkwahrscheinlichkeiten, die Kopplungsstärke, bei der im
Mittel über 100 Realisierungen (mit jeweils neu, zufällig gewählten Oszillatoranfangs-
bedingungen, Eigenfrequenzen und umgelenkten Kanten) vollständige Synchronie ein-
trat, nicht linear mit dem mittleren Grad 𝐾 ansteigt. Die Ursache hierfür liegt darin,
dass in Netzwerken mit insgesamt mehr Kanten die Wahrscheinlichkeit größer ist, dass
überhaupt Kanten umgelenkt werden. Werden dagegen Netzwerke mit unterschiedli-
chem Grad in Abhängigkeit von der Anzahl der umgelenkten Kanten anstatt der Um-
lenkwahrscheinlichkeit verglichen, ist das Verhältnis zwischen Kopplungsstärke, bei
der vollständige Synchronie eintritt, und mittlerem Grad wieder ungefähr linear.
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Small-World-Netzwerke mit mittlerem Grad 𝐾 = 2 nehmen hier wieder eine Sonder-
stellung ein: die Umlenkwahrscheinlichkeit 𝑝 fast keinen Einfluss auf die beobachtete
Synchronie hat. Dies ist insofern verständlich, als dass direkt miteinander verbundene
Knoten mit sehr unterschiedlichen Eigenfrequenzen generell schlechter miteinander
synchronisieren als solche mit ähnlichen Eigenfrequenzen. In Netzwerken mit mittle-
rem Grad 𝐾 = 2 stellen zwei solche Knoten demnach ein Hindernis für globale Syn-
chronisation dar, unabhängig von der Zufälligkeit des Netzwerks; in Netzwerken mit
größerem mittleren Grad können die anderen Knoten um solche Knoten herum trotz-
dem miteinander synchronisieren.
Bei skalenfreien Netzwerken kann ein ähnlicher Effekt beobachtet werden: Bei mittle-
rem Grad 𝐾 ≈ 1 tritt vollständige Synchronisation im Mittel erst für Kopplungsstärken
𝑐 > 3 ein, bei Netzwerken mit höherem mittlerem Grad bei deutlich geringeren Kopp-
lungsstärken (siehe Abbildung 3.17). Für mittlere Grade 𝐾 > 1 ist die Kopplungsstärke
ab, der im Mittel vollständige Synchronisation eintritt, proportional zu 𝐾 . Ursächlich
hierfür ist wieder der Umstand, dass bei 𝐾 ≈ 1 einzelne Oszillatoren ein Synchronisa-
tionshindernis darstellen können, bei größeren mittleren Graden können die anderen
Knoten trotzdem interagieren und gegebenenfalls synchronisieren. Die hier beschrie-
benen Abhängigkeiten trafen qualitativ auch auf Netzwerke mit weniger (𝑁 = 50) oder
mehr (𝑁 = 200) Knoten zu.
3.2.6. Knotenwichtigkeiten in funktionellen Netzwerken
Im folgenden Abschnitt werden nun Ergebnisse aus Untersuchungen zur Wichtigkeit
einzelner Knoten in funktionellen Netzwerken dargestellt. Zuerst werden die beobach-
teten zeitlichen Änderungen von Wichtigkeit beschrieben, anschließend die Verteilun-
gen der Knotenzentralitäten in funktionellen Netzwerken dargestellt und mit denen der
zugrunde liegenden strukturellen Netzwerke verglichen. Sodann werden zuerst die Zu-
sammenhänge zwischen den verschiedenen Zentralitätsmaßen, dann Zusammenhänge
zwischen Wichtigkeit von Knoten in strukturellen und funktionellen Netzwerken un-
tersucht.
Die funktionellenNetzwerke entsprechen den paarweisen Interaktionsstärken zwischen
allen Knotenpaaren, die als Adjazenzmatrizen aufgefasst wurden. Aus den Interaktio-
nen in jedem Zeitfenster wurde jeweils ein Netzwerk erstellt, so entstand eine zeitge-
ordnete Sequenz von funktionellen Netzwerken. Die Wichtigkeit von Knoten wurde
mit den in Abschnitt 2.2 erläuterten Konzepten bestimmt. Da jeder Knoten sowohl im
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Abbildung 3.18.: Zeitliche Änderung der Knotenwichtigkeiten (bestimmt mit, von links nach
rechts: Stärke-, Closeness-, Betweenness- und Eigenvektor-Zentralität) über
50 aufeinanderfolgende Zeitfenster in einem Small-World-Netzwerk aus 𝑁 =
50 Knoten und mit mittlerem Grad 𝐾 = 4, erstellt mit Umlenkwahrschein-
lichkeit 𝑝 = 0,1. Die Kopplungsstärke zwischen verbundenenOszillatoren be-
trug 𝑐 = 0,3. Die Wichtigkeiten sind farblich jeweils vom Minimum (dunkel-
blau) bis zum Maximum (gelb) farblich kodiert.
strukturellen als auch im funktionellen Netzwerk existierte, wurde jedem Knoten so-
wohl im funktionellen als auch im strukturellen Netzwerk mit jeder Zentralität eine
Wichtigkeit zugeordnet. Die Wichtigkeiten in funktionellen Netzwerken werden im
folgenden auch als funktionelle Wichtigkeit der Knoten bezeichnet, die Wichtigkeit in
strukturellen Netzwerken als strukturelle Wichtigkeit.
3.2.7. Zeitliche Änderungen der Knotenwichtigkeiten
In Abschnitt 3.2.4 wurde festgestellt, dass die geschätzten Interaktionsstärken zeitlich
fluktuierten. Mit diesen Fluktuationen änderten sich die Kantengewichte der funktio-
nellen Netzwerke, daher ist davon auszugehen, dass die Knotenwichtigkeiten ebenfalls
mit der Zeit fluktuieren. Abbildung 3.18 zeigt für eine Netzwerkrealisierung die zeitliche
Entwicklung von Knotenwichtigkeiten in einemNetzwerkmit𝑁 = 50Knoten. Tatsäch-
lich können, abhängig von der verwendeten Zentralität, wie auch für die paarweisen
Interaktionen, unregelmäßige zeitliche Fluktuationen beobachtet werden. Während in
diesem Beispiel für Stärke- und Closeness-Zentralität vergleichsweise wenig zeitliche
Fluktuationen beobachtet werden können, werden insbesondere für die Eigenvektor-
Zentralität starke zeitliche Fluktuationen beobachtet. Diese Fluktuationen führen da-
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Abbildung 3.19.:Mittelwert und Standardabweichungen über 50 aufeinander folgende Zeit-
fenster der Wichtigkeiten, abgeschätzt mit (von links oben im Uhrzeiger-
sinn) Stärke-, Closeness-, Betweenness- und Eigenvektor-Zentralität über 50
aufeinanderfolgende Zeitfenster von allen Knoten in einem Netzwerk mit
𝑁 = 50 und 𝐾 = 4, erstellt mit 𝑝 = 0,1, mit Kopplungsstärken 𝑐 = 0,08 (blau),
𝑐 = 0,1 (orange), 𝑐 = 0,2 (grün), 𝑐 = 0,3 (rot) und 𝑐 = 0,4 (violett). Die Kan-
ten wurden jeweils nach ihren mittleren Wichtigkeiten aufsteigend sortiert,
die Mittelwerte sind zur besseren Lesbarkeit mit einer Linie verbunden, die
Standardabweichungen sind durch senkrechte Balken dargestellt.
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zu, dass zu unterschiedlichen Zeiten unterschiedlichen Knoten die höchste Wichtigkeit
zugesprochen wird. Die Größe der Fluktuationen ist stark von der Netzwerkkonfigura-
tion abhängig, das heißt davon, ob und wenn ja, welche Gruppen von synchronisierten
Oszillatoren es gibt. Bei manchen Realisierungen fluktuieren mit Stärke- und Eigenvek-
tor-Zentralität identifizierteWichtigkeiten stark, während für die mit der Betweenness-
Zentralität bestimmtenWichtigkeiten nur kleine Fluktuationen beobachtet werden; bei
anderen Realisierungen ist genau das Gegenteil der Fall. Die Größe der Fluktuationen
der mit der Closeness-Zentralität bestimmten Wichtigkeiten scheint dagegen weitest-
gehend unabhängig von der Netzwerkkonfiguration zu sein.
Abbildung 3.19 zeigt Mittelwerte und Standardabweichungen der geschätzten Wich-
tigkeiten von 50 aufeinander folgenden Fenstern in Abhängigkeit der Kopplungsstärke
und Zentralität in einem funktionellenNetzwerk der Größe𝑁 = 50, basierend auf einem
strukturellen Small-World-Netzwerk erstellt mit Umlenkwahrscheinlichkeit 𝑝 = 0,1. Es
ist zu sehen, dass die Wichtigkeiten teilweise zeitlich stark fluktuieren, teilweise sehr
stabil sind. Es gibt einzelne Knoten, deren Wichtigkeit zeitlich stärker fluktuierte als
die anderer Knoten. Ähnliche Beobachtungen können auch für zeitlichen Fluktuationen
der Interaktionstärke gemacht werden. Besonders ausgeprägt sind diese Fluktuationen
für die Betweenness-Zentralität. Außerdem gibt es einen leichten Trend zu kleineren
Fluktuationen bei größeren Kopplungsstärken, der so auch für die Interaktionsstärken
beobachtet werden kann. Ebenfalls ist zu beobachten, dass – für einzelne Realisierun-
gen – höhere Kopplungsstärken nicht unbedingt zu stärkeren mittleren Interaktionen ⁸
führen müssen .
In den weiteren Untersuchungen der Oszillatornetzwerke wird versucht, den Einfluss
dieser Fluktuationen zu minimieren. Dazu werden einerseits die Interaktionsstärken
über jeweils zehn aufeinander folgende Zeitfenster ⁹ gemittelt. Bei stichprobenartigen
Überprüfungen kann allerdings auch bei Auslassung dieser Mittelung keine qualitativ
anderen Ergebnisse beobachtet werden. Andererseits werden, wie auch schon bei den
Untersuchungen der strukturellen Netzwerke jeweils, wenn nicht anders angegeben,
100 Realisierungen untersucht. Für jede Realisierung werden die Anfangsbedingungen
der Oszillatoren und ihre Eigenfrequenzen zufällig neu gewählt und ein neues Netz-
werk (mit festen Parametern 𝑁 , 𝐾 und gegebenenfalls 𝑝) konstruiert. Wie bereits zuvor
wird im Folgenden jeweils über Mittelwerte über solche Realisierungen berichtet, wo-
bei die Standardabweichung wieder als Abschätzung für die aufgrund der Zufälligkeit
des Konstruktionsprozesses zu erwartende Unsicherheit verwendet wird.
⁸Da die Stärke-Zentralität der mittleren Interaktion eines Knotens mit allen anderen Knoten entspricht,
entspricht die mittlere Stärke-Zentralität der gemittelten Interaktion
⁹Die Anzahl 10 ist dabei willkürlich gewählt.
51
3. Untersuchungen an Modellsystemen
Der Einfluss, den leicht unterschiedliche Kantengewichte auf die Bestimmungwichtiger
Knoten haben, wird im Abschnitt 3.4 weiter untersucht.
3.2.8. Zentralitätsverteilungen in funktionellen Netzwerken
In diesemAbschnittwird die Abhängigkeit der Verteilungen vonWichtigkeiten in funk-
tionellen Netzwerken von den Konstruktionsparametern des zugrunde liegenden struk-
turellen Small-World-Netzwerkes untersucht. Weiterhin wird, wie auch schon für die
strukturellen Netzwerke, die Eindeutigkeit der wichtigsten Knoten untersucht. Hierzu
werden sowohl die Größe 𝑁 der Netzwerke, der mittlere Grad 𝐾 als auch Umlenkwahr-
scheinlichkeit 𝑝 und Kopplungsstärke 𝑐 von Netzwerken aus Kuramoto-Oszillatoren
variiert, anschließend werden funktionelle Netzwerke konstruiert und für alle Knoten
einzeln Zentralitäten bestimmt.
Generell sind bei höheren Kopplungsstärken 𝑐 (und zu einem geringeren Maße auch
bei höheren Umlenkwahrscheinlichkeiten 𝑝) größere Stärke-Zentralitätswerte zu be-
obachten (siehe Abbildung 3.20, linke Spalte). Dies ist insofern einleuchtend, als es sich
bei der Stärke-Zentralität um das mittlere Interaktionsstärkemaß eines Knotens mit al-
len anderen Knoten handelt und mit höheren Kopplungsstärken, im Mittel, stärkere
Synchronie und damit Interaktion einhergeht. Weiterhin vergrößert sich mit größeren
Kopplungsstärken auch die Breite der Stärke-Zentralitätswertverteilungen, die in funk-
tionellen Netzwerken beobachtet werden, vergleiche Abbildung 3.20 und 3.21. Für nicht
zu große Kopplungsstärken entspricht die Verteilung der Stärke-Zentralitätswerte an-
nähernd einer Gauß-Verteilung, für große Kopplungsstärken entsteht dagegen ein De-
ckeneffekt, wenn große Teil der Netzwerke vollständig miteinander synchron sind. Die
relative Wichtigkeitsdifferenzen zwischen wichtigstem und zweitwichtigstem Knoten
ist für die Stärke-Zentralität weitestgehend unabhängig von der Umlenkwahrschein-
lichkeit (siehe Abbildung 3.22) und etwas kleiner als für strukturelle Netzwerke (ver-
gleiche Abbildung 3.6). Mit steigender Kopplungsstärke werden die Differenzen kleiner,
bis sie bei vollständig synchronisierten Netzwerken verschwinden, dieser Effekt kann
so bei allen Zentralitäten beobachtet werden.
Für die Closeness-Zentralität wird eine ähnliche Abhängigkeit der Zentralitätswert-
verteilungen von Kopplungsstärke und Umlenkwahrscheinlichkeit wie für die Stärke-
Zentralität festgestellt, die Verteilungen sind allerdings vor allem für kleinere Kopp-
lungsstärken schmaler (siehe Abbildung 3.20, zweite Spalte von links). Die relativen
Wichtigkeitsdifferenzen zwischen wichtigstem und zweitwichtigstem Knoten sind re-
lativ unabhängig von der Umlenkwahrscheinlichkeit und etwa so groß wie für struktu-
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Abbildung 3.20.: Verteilung von Zentralitätswerten (von links nach rechts: Stärke-,
Closeness-, Betweenness- und Eigenvektor-Zentralität) in jeweils 100
strukturellen Netzwerken (blau) aus 𝑁 = 100 mit mittlerem Grad 𝐾 = 8 und
für ebenfalls jeweils 100 funktionelle Netzwerke (orange) von Kuramoto-
Oszillatoren. Die Oszillatoren werden jeweils mit einem Knoten im struktu-
rellen Netzwerk assoziiert und mit Kopplungsstärke 𝑐 ∈ {0,02; 0,04; 0,08; 0,1}
miteinander gekoppelt, wenn zwischen den assoziierten Knoten eine
Verbindung besteht. Die strukturellen Small-World-Netzwerke wurden mit
Umlenkwahrscheinlichkeit 𝑝 = 0,1 erstellt.
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Abbildung 3.21.:Mittlerer Maximalwert (obere Symbolreihe), mittlerer Median (mittlere Sym-
bolreihe) und mittlerer Minimalwert (untere Symbolreihe) für (von links
nach rechts) Stärke-, Closeness-, Betweenness-, und Eigenvektor-Zentralität
in funktionellen Oszillatornetzwerken aus 𝑁 = 100 Oszillatoren in Abhän-
gigkeit der Umlenkwahrscheinlichkeit, mit der das zugrunde liegende struk-
turelle Netzwerk mit dem Watts-Strogatz-Algorithmus erstellt wurde. Der
mittlere Grad des strukturellen Netzwerks ist 𝐾 = 8, die Oszillatoren sind mit
Kopplungsstärke 𝑐 = 0,1 gekoppelt. Die senkrechten Balken geben jeweils
die Standardabweichung über 100 Realisierungen an. Bei der Betweenness-
Zentralität ist der Median jeweils nur sehr wenig größer als das Minimum.
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Abbildung 3.22.: Relative Wichtigkeitsdifferenz zwischen wichtigstem und zweitwichtigstem
Knoten (relativ zur Wichtigkeit des wichtigsten Knotens) für (von links nach
rechts) Stärke-, Closeness-, Betweenness-, und Eigenvektor-Zentralität in
funktionellen Oszillatornetzwerken aus 𝑁 = 100 Knoten mit mittlerem Grad
𝐾 = 8 in Abhängigkeit der Umlenkwahrscheinlichkeit, mit der die struktu-
rellen Netzwerke mit dem Watts-Strogatz-Algorithmus erstellt werden. Der
mittlere Grad des strukturellen Netzwerks ist 𝐾 = 8, die Oszillatoren sind
mit Kopplungsstärke 𝑐 = 0,1 gekoppelt. Gezeigt ist jeweils der Mittelwert
über 100 Realisierungen, die senkrechten Balken geben die Standardabwei-
chungen an. Auch wenn die relative Differenz teilweise sehr klein ist, ist sie
ungleich Null.
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relle Netzwerke (≈ 0,02), allerdings wird die Varianz über mehrere Realisierungen mit
steigender Umlenkwahrscheinlichkeit etwas größer und dann wieder etwas kleiner.
Die Häufigkeitsverteilung der Betweenness-Zentralitätswerte nimmt für die funktio-
nellen Netzwerke wie auch für strukturelle Small-World-Netzwerke, grob die Form ei-
ner Exponentialverteilung an, das heißt, kleine Zentralitätswerte kommen häufiger als
große Zentralitätswerte vor (siehe Abbildung 3.20, dritte Spalte von links). Für größe-
re Kopplungsstärken wird die Verteilung schmaler, insbesondere haben immer mehr
Knoten einen Betweenness-Zentralitätswert von 0, das heißt, sie liegen auf keinem
kürzestenWeg zwischen anderen Knotenpaaren. DieWichtigkeitsdifferenzen zwischen
wichtigstem und zweitwichtigstem Knoten sind, wie auch schon für die strukturellen
Netzwerke, für die Betweenness-Zentralität deutlich größer als für alle anderen hier
verwendeten Zentralitäten, sie liegen etwa bei 0,2.
Die Verteilung der Eigenvektor-Zentralitätswerte der hier untersuchten funktionellen
Netzwerken unterscheidet sich, im Gegensatz zu den anderen Zentralitäten, qualitativ
stark von den Eigenvektor-Zentralitätswertverteilungen der zugrunde liegenden struk-
turellen Netzwerke (siehe Abbildung 3.20, rechte Spalte). Für kleine Kopplungsstärken
gleicht die Verteilung in etwa einer sehr schiefen, Richtung Null verschobenen Normal-
verteilung und geht für größere Kopplungsstärken in eine bimodale Verteilung über. Bei
größeren Kopplungsstärken bilden sich häufig zwei unterschiedlich große Gruppen von
Knoten heraus, die weitestgehend miteinander synchron sind. Innerhalb dieser Grup-
pen sind die Eigenvektor-Zentralitätswerte in etwa wieder normalverteilt, die unter-
schiedlichen Gruppengrößen führen dann zu der Verschiebung des Mittelwertes. Der
Mittelwert des größeren Gipfels steigt mit größeren Kopplungsstärken an. Für kleine
Kopplungsstärken können deutlich kleinere Eigenvektor-Zentralitätswerte beobachtet
werden als bei strukturellen Small-World-Netzwerken (𝒞 𝑆 < 0,01). DieWichtigkeitsdif-
ferenzen zwischen wichtigstem und zweitwichtigstem Knoten entsprechen, wie auch
schon für die strukturellen Netzwerke, etwa denen, die für die Stärke-Zentralität beob-
achtet werden.
Mit größerem mittleren Grad ändern sich die Wichtigkeitsverteilungen qualitativ nur
wenig, die Verteilungen werden allerdings entweder breiter (Stärke- und Closeness-),
steiler (Betweenness-) oder schmaler (Eigenvektor-Zentralität). Die Größe der Netz-
werke, das heißt die Anzahl der Oszillatoren 𝑁 , aus denen das Netzwerk besteht, hat
dagegen einen vernachlässigbaren Einfluss auf die Form der Wichtigkeitsverteilungen
(untersucht werden hier die Fälle 𝑁 ∈ {50; 100; 200}).
Für kleine Kopplungsstärken ähneln die Verteilungen von Stärke-, Closeness- und Bet-
weenness-Zentralitätswerten qualitativ denen, die bei strukturellen Netzwerken beob-
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achtet werden. Aber gerade für Kopplungsstärken, bei denen besonders ausgeprägte
chimärenartige Zustände beobachtet werden (wie in Abbildung 3.20 bei Kopplungs-
stärke 𝑐 = 0,1), ist dies nicht mehr der Fall. In solchen Netzwerken weist einerseits die
Betweenness-Zentralität vielen Knoten den Zentralitätswert 𝒞 𝑆𝑛 = 0 zu, kein einziger
kürzester Weg läuft durch diese Knoten; gleichzeitig ist die mittlere relative Zentrali-
tätsdifferenz zwischenwichtigstem und zweitwichtigstemKnoten deutlich größer als in
strukturellen Netzwerken. Weiterhin sind die Verteilungen von Stärke- und Closeness-
Zentralitätswerten deutlich breiter als in funktionellen Netzwerken, die mit kleinerer
Kopplungsstärke erzeugt werden, bei denen im Mittel weniger Synchronie beobachtet
werden kann; die Eigenvektor-Zentralitätswertverteilungen weisen für chimärenartige
Netzwerke einen charakteristischen Doppel-Gipfel auf. Ursächlich für diese Doppel-
Gipfel könnte das Auftreten von jeweils zwei untereinander synchronisierten Gruppen
von Oszillatoren sein.
Bei zugrunde liegenden strukturellen skalenfreien Netzwerken werden insbesondere
bei kleinen Kopplungsstärken, bei denen erst wenige Oszillatorenmiteinander synchro-
nisieren, für Stärke-, Closeness- und Eigenvektor-Zentralität deutlich größere relati-
ve Differenzen zwischen wichtigstem und zweitwichtigstem Knoten beobachtet (siehe
Abbildung A.2 im Anhang). Bei größeren Kopplungsstärken, bei denen große Teile der
Netzwerke miteinander synchronisieren, sind die relativenWichtigkeitsdifferenzen da-
gegen sehr klein. Ursächlich ist, dass bei solchen größeren Kopplungsstärken allen Kno-
ten von Stärke-, Closeness-, oder Eigenvektor-Zentralität eine deutliche größere Wich-
tigkeit als bei kleineren Kopplungsstärken zugewiesen wird (siehe Abbildung A.1 im
Anhang). Wird die Betweenness-Zentralität zur Bestimmung von Knotenwichtigkeiten
verwendet, wird beobachtet, dass die relative Wichtigkeitsdifferenz zwischen wichtig-
stem und zweitwichtigstem Knoten mit größerer Kopplungsstärke sogar leicht ansteigt
(siehe Abbildung A.2). Mit steigendem mittleren Grad werden die relativen Wichtig-
keitsdifferenzen bei allen Zentralitäten bei zugrunde liegenden skalenfreien struktu-
rellen Netzwerken leicht kleiner (hier nicht dargestellt). Dies ist insofern verständlich,
als bei sehr großem mittleren Grad ein mit präferierter Verknüpfung erstelltes Netz-
werk gitterähnlich wird. In den vorhergegangen Abschnitten wurden geringere Wich-
tigkeitsdifferenzen bei zugrunde liegenden Gitternetzwerken sowohl im Vergleich zu
zufälligen als auch zu niedrig gradigen skalenfreien Netzwerken gefunden. Ebenso wie
bei Small-World-Kopplungstopologien bestimmt die Betweenness-Zentralität also auch
bei skalenfreien Kopplungstopologien den wichtigsten Knoten mit größter Eindeutig-
keit. Wird eine der anderern drei Zentralitäten verwendet scheinen Knotenwichtigkei-
ten in Oszillatornetzwerkemit skalenfreier Kopplungstopologie allerdings leicht anders
verteilt zu sein als in solchen mit Small-World-Kopplungstopologie.
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3.2.9. Korrelationen zwischen verschiedenen Zentralitäten in
funktionellen Netzwerken
In diesem Abschnitt wird untersucht, inwieweit die funktionellen Wichtigkeiten, die
die unterschiedlichen Zentralitäten Knoten in funktionellen Netzwerken zuweisen, ab-
hängig oder unabhängig voneinander sind. Abbildungen 3.23 und 3.24 zeigen Streudia-
gramme von Wichtigkeiten, die mit unterschiedlichen Zentralitäten identifiziert wer-
den, in den hier untersuchten funktionellen Netzwerken für verschiedene Kopplungs-
stärken 𝑐 der zugrunde liegenden strukturellen Small-World-Netzwerke (siehe Abbil-
dungenA.4 undA.5 imAnhang für skalenfreie Netzwerke).Wie auch schon für struktu-
relle Small-World-Netzwerke lässt sich zwischenKombinationen von Stärke-, Closeness-
und Eigenvektor-Zentralitätswerten ein ungefähr linearer Zusammenhang erkennen,
der mit steigenden Kopplungsstärken stärker wird. Anders als bei den strukturellen
Netzwerken korrelieren die Betweenness-Zentralitätswerte deutlich schwächer mit al-
len anderen Zentralitätswerten. Gleichzeitig wird die Korrelation der Betweenness-
Zentralitätswerte mit den anderen Zentralitätswerten mit steigender Kopplungsstär-
ke kleiner und der Zusammenhang wird weniger linear. Dabei werden auf strukturellen
skalenfreienNetzwerken tendenziell stärkere Korrelationen zwischen Stärke-,Closeness-
und Eigenvektor-Zentralitätswerten beobachtet als auf Small-World-Netzwerken und
schwächere Korrelationen zwischen Betweenness-Zentralitätswerten und den anderen
Zentralitätswerten.
Es kann also festgehalten werden, dass auch in funktionellen Netzwerken Knoten, die
besonders stark mit den anderen Knoten interagieren (hohe Stärke-Zentralitätswerte),
im Mittel auch näher zu diesen anderen sind (hohe Closeness-Zentralitätswerte) und,
ebenfalls wieder im Mittel, häufig mit wichtigen Knoten verbunden sind (hohe Eigen-
vektor-Zentralitätswerte); ebenso gelten die Umkehrungen.Weiterhin nimmt dieser Ef-
fekt mit steigender Kopplungsstärke zwischen den Oszillatoren zu. Bei Netzwerken, die
auf Small-World-Netzwerken basieren, ist ein leichter Anstieg mit ansteigender Zufäl-
ligkeit des zugrunde liegenden Netzwerks zu beobachten (siehe auch Abbildung A.6 im
Anhang). Knoten, die auf vielen kürzesten Wegen liegen, also hohe Betweenness-Zen-
tralitätswerte haben, interagieren dagegen deutlich seltener besonders stark mit allen
anderen Knoten, liegen auch nicht besonders nah an diesen und sind schließlich auch
nicht besonders häufig mit besonders wichtigen Knoten verbunden. Werden die Os-
zillatoren mit hoher Kopplungstärke miteinander gekoppelt, interagieren Knoten mit
hohen Betweenness-Zentralitätswerten sogar weniger häufig besonders stark mit dem
Rest des Netzwerks, sind im Mittel weiter von diesen entfernt und sind auch seltener
mit wichtigen Knoten verbunden als bei niedriger Kopplungsstärke. Mit steigender Zu-
57
3. Untersuchungen an Modellsystemen
fälligkeit tendieren Knoten mit hohen Betweenness-Zentralitätswerten allerdings da-
zu, eher auch hohe andere Zentralitätswerte zugewiesen zu bekommen (siehe Abbil-
dung A.6 im Anhang).
Es scheint in den hier untersuchten funktionellen Netzwerken also im Allgemeinen
zwei Arten wichtiger Knoten zu geben: Solche mit hohem Betweenness-Zentralitäts-
wert, die bei der Verteilung der Information wichtig sind, und solche, die mit dem Rest
des Netzwerkes stark interagieren, nah zu diesem sind und auch mit anderen wichtigen
Knoten stark verbunden sind.
3.3. Zusammenhang zwischen struktureller und
funktioneller Zentralität
Um festzustellen, ob die Wichtigkeit von Knoten in strukturellen Netzwerken Einfluss
auf ihre Wichtigkeit in darauf basierenden funktionellen Netzwerken hat, wird in die-
sem Abschnitt der Zusammenhang zwischen struktureller und funktioneller Wichtig-
keit von Knoten untersucht. Im Folgenden werden also jeweils strukturelle und funk-
tionelle Wichtigkeiten, identifiziert mit unterschiedlichen Zentralitäten, aller Knoten
eines Netzwerkes miteinander verglichen.
Abbildung 3.25 zeigt beispielhaft den Zusammenhang zwischen Zentralitätswerten in
funktionellen und in zugrunde liegenden strukturellen Small-World Netzwerken in Ab-
hängigkeit der Kopplungsstärke 𝑐 der Kuramoto-Oszillatoren für Netzwerke der Größe
𝑁 = 100 mit mittlerem Grad 𝐾 = 4, die mit Umlenkwahrscheinlichkeit 𝑝 = 0,1 erzeugt
werden (siehe Abbildung 3.25 im Anhang für strukturelle skalenfreie Netzwerke). Für
alle vier Zentralitäten kann bei strukturellen Small-World-Netzwerken, falls überhaupt,
nur ein schwacher Zusammenhang ausgemacht werden (Spearman-Korrelationskoef-
fizient 𝜌 < 0,4); dieser ist allerdings – im Mittel über 100 Realisierungen – immer posi-
tiv. Bei zugrunde liegenden skalenfreien Netzwerken sind etwas größere Korrelations-
koeffizienten zu beobachten, insbesondere bei der Betweenness-Zentralität (𝜌 < 0,8).
Bei größeren Kopplungsstärken sind für alle Zentralitäten stärkere Zusammenhänge
zwischen den Zentralitätswerten im strukturellen und funktionellen Netzwerk zu er-
kennen als bei kleineren Kopplungsstärken, bei noch größeren Kopplungsstärken teil-
weise wieder schwächere, insbesondere bei skalenfreien strukturellen Netzwerken. Für
Eigenvektor- und Closeness-Zentralität sind bei kleinen Kopplungsstärken besonders
schwache Zusammenhänge (𝜌 < 0,05) zu beobachten, wobei die Stärke des Zusammen-
hangs bei der Closeness-Zentralität stärker mit der Kopplungsstärke ansteigt als bei
58
3.3. Zusammenhang zwischen struktureller und funktioneller Zentralität
der Eigenvektor-Zentralität. Für Betweenness- und Stärke-Zentralität sind bei kleinen
Kopplungsstärken stärkere Zusammenhänge als bei den beiden anderen Zentralitäten
zu beobachten, wobei die Stärke des Zusammenhangs für die Betweenness-Zentralität
stärker mit der Kopplungsstärke ansteigt. Bei großen Kopplungsstärken, kurz bevor es
zur vollständigen Synchronie kommt, kann für die Betweenness-Zentralität insgesamt
der größte Korrelationskoeffizient beobachtet werden. Bei Kopplungsstärken, die nur
sehr wenig kleiner sind als solche, bei denen das Netzwerk vollständig synchronisiert,
also noch mehrere Gruppen von Oszillatoren jeweils sehr stark miteinander synchro-
nisiert sind, sind im Allgemeinen die größten Korrelationen zu beobachten (Spearman-
Korrelationskoeffizient ≈ 0,5). Für noch etwas größere Kopplungsstärken, wenn meist
nur noch zwei Gruppen von synchronen Oszillatoren beobachtet werden können, wer-
den dann allerdings wieder kleinere Korrelationen beobachtet.
Wie in Abbildung 3.26 und auch im Anhang in Abbildung A.9 zu sehen ist, sind die-
se Korrelationen bei Small-World-Netzwerken aber auch sehr stark abhängig von der
Umlenkwahrscheinlichkeit 𝑝. Der Anstieg der Korrelationen mit 𝑝 ist in etwa in dersel-
ben Größenordnung wie ihr Anstieg mit der Kopplungsstärke. So werden sowohl für
Kopplungsstärken 𝑐 ≈ 0 und Umlenkwahrscheinlichkeit 𝑝 ≈ 0 keine Korrelationen zwi-
schen funktionellen und strukturellen Zentralitätswerten beobachtet. Für Kopplungs-
stärke 𝑐 ≈ 0 ist dies leicht verständlich, denn in diesem Fall synchronisieren die Oszil-
latoren nicht; die Interaktionsstärken und damit die Zentralitätswerte sind mehr oder
weniger zufällig. Dass allerdings auch bei hohen Kopplungsstärken und einer Umlenk-
wahrscheinlichkeit 𝑝 ≈ 0 keine Korrelationen beobachtet werden können, liegt daran,
dass für sehr gitterartige Netzwerke den meisten Knoten derselben Zentralitätswert zu-
geordnet wird; in den entstehenden funktionellen Netzwerken ist dies allerdings nicht
der Fall.
Weiterhin ist zu beobachten, dass mit steigendem mittleren Grad 𝐾 die Stärke der Kor-
relationen abnimmt (hier nicht abgebildet). So können zwar mit steigendem mittleren
Grad nachwie vor für zufällige Netzwerkemit 𝑝 = 1,0 ähnlich hohe Korrelationen beob-
achtet werden, bei niedrigeren Umlenkwahrscheinlichkeiten werden dagegen kleinere
Korrelationen beobachtet. So kann etwa für die Betweenness-Zentralität für Netzwer-
ke, die mit Umlenkwahrscheinlichkeit 𝑝 = 0,1 und 𝐾 = 4 erstellt wurden, ein maximaler
Korrelationskoeffizient von 𝜌 ≈ 0,5, bei 𝐾 = 8 noch ein maximaler Korrelationskoef-
fizient von 𝜌 ≈ 0,3 und bei 𝐾 = 16 schließlich noch 𝜌 ≈ 0,1 beobachtet werden. Für
die anderen Zentralitätsmaße können ähnliche Beobachtungen gemacht werden. Dies
ist darauf zurückzuführen, dass es mehr Verbindungen zwischen einzelnen oder auch
Gruppen von Knoten gibt; daher stellen einzelne Knoten seltener ein Synchronisati-
onshindernis für das ganze Netzwerk dar, da die anderen Knoten direkt miteinander
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verbunden sind.
In Netzwerken mit mittlerem Grad 𝐾 = 2 und wenn die Knotenwichtigkeit mit der
Closeness-Zentralität berechnet wird, werden besonders hohe Korrelationen von bis zu
𝜌 ≈ 0,7 beobachtet, wobei diese hohen Korrelationen bei verhältnismäßig kleinen Kopp-
lungsstärken beobachtet werden, wenn noch nicht große Teile der Netzwerke mitein-
ander synchronisieren. Es steht also zu vermuten, dass Knoten mit hohen Closeness-
Zentralitätswerten in solchen Netzwerken durch ihre Nähe zu allen anderen Knoten
eine besonders wichtige Rolle in der Synchronisation einnehmen. Bei größeren Kopp-
lungsstärken scheinen diese Knoten dann ihre zentrale Rolle für die Synchronisation zu
verlieren; es können auch andere Knoten direkt miteinander synchronisieren. Für die
anderen Zentralitäten können diese Beobachtungen nicht gemacht werden.
Bei funktionellen Netzwerken, die auf skalenfreien strukturellen Netzwerken beruhen,
kann häufig ein stärkerer Zusammenhang zwischen funktionell und strukturell wich-
tigstem Knoten beobachtet werden (siehe Abbildung A.8 im Anhang). Wie erwartet
werden kann, sind auch für skalenfreie Netzwerke bei Kopplungsstärke 𝑐 = 0 keine
Korrelationen zwischen Wichtigkeiten in strukturellen und funktionellen Netzwerken
zu erkennen. Wie bei zugrunde liegenden Small-World-Netzwerken ist ein starker An-
stieg der Korrelationsstärke mit anfänglichem Anstieg der Kopplungsstärke zu beob-
achten. Bei Stärke-,Eigenvektor- und Closeness-Zentralität ist ein maximaler, über 100
Realisierungen gemittelter Spearman-Korrelationskoeffizient von ̄𝜌 ≈ 0,5 festzustellen.
Wird die Betweenness-Zentralität verwendet, ist ein maximaler Korrelationskoeffizient
von ̄𝜌 ≈ 0,5 zu beobachten. Für weiter steigende Kopplungsstärke ist ein Abfall der
Stärke der Korrelationen sichtbar, besonders stark für die Betweenness-Zentralität. Bei
zugrunde liegenden skalenfreien Netzwerken kann nur ein sehr geringer Einfluss des
mittleren Grades 𝐾 beobachtet werden; dabei ist ein leichter Trend zu geringeren Kor-
relationsstärken bei größeren mittleren Graden zu erkennen (siehe Abbildung A.8).
Zusammenfassend lässt sich festhalten, dass die funktionelle Wichtigkeit von Knoten
nur bedingt mit der strukturellen Knotenwichtigkeit zusammenhängt. Ob dies der Fall
ist, hängt insbesondere von der Topologie des zugrunde liegenden strukturellen Netz-
werks ab (skalenfrei oder Small-World), aber auch von der Kopplungsstärke zwischen
den Oszillatoren. Bei Small-World-Netzwerken ist für gitterartige Netzwerke und sol-
che mit kleiner Kopplungsstärke kein Zusammenhang erkennbar, in zufälligeren Netz-
werken (𝑝 > 0,01) und bei höheren Kopplungsstärken besteht dann allerdings durchaus
ein Zusammenhang. Bei skalenfreien Netzwerken können insgesamt deutlich stärkere
Korrelationen zwischen funktioneller und strukturellerWichtigkeit beobachtet werden.
Die Stärke der Korrelationen zwischen funktioneller und struktureller Knotenwichtig-
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keit ist auch abhängig von dem verwendeten Zentralitätsmaß, wobei bei Small-World-
Netzwerken, wenn die Wichtigkeit mit Closeness- oder Betweenness-Zentralität abge-
schätzt wird, eine höhere Korrelation zu sehen ist, als wenn die Stärke- oder Eigen-
vektor-Zentralität verwendet wird. Bei skalenfreien Netzwerken dagegen können die
stärksten Korrelationen beobachtet werden, wenn die Betweenness-Zentralität verwen-
det wird.
Weglängen zwischen wichtigsten strukturellen und funktionellen Knoten
Da in dieser Arbeit ein besonderer Schwerpunkt auf der Identifizierung der wichtigsten
Knoten liegt, wird in diesem Abschnitt der Frage nachgegangen, inwieweit der wich-
tigste Knoten im funktionellen Netzwerk und der wichtigste Knoten im strukturellen
Netzwerk identisch sind, beziehungsweise wie groß die kürzeste Weglänge zwischen
diesen ist.
Es kann in strukturellen Netzwerken durchaus vorkommen, dass mehreren Knoten der-
selbe höchste Zentralitätswert zugeordnet wird (siehe Abschnitt 3.1.2). In funktionel-
len Netzwerken, die noch nicht vollständig synchronisiert sind, kann dies nicht be-
obachtet werden. Um bei dem Vergleich von Knoten höchster struktureller und funk-
tioneller Wichtigkeit dem Problem, dass es mehrere Knoten mit identischer höchster
Wichtigkeit geben könnte, aus dem Weg zu gehen, bietet es sich an, nur solche Netz-
werke zu erzeugen, bei denen für alle vier Zentralitäten jeweils nur einem Knoten der
höchste Zentralitätswert zugewiesen wird. Dies hat allerdings den Nachteil, dass, ins-
besondere für Netzwerke, die mit kleiner Umlenkwahrscheinlichkeit erzeugt werden,
insofern untypische Netzwerke erstellt werden, als dass immer mehrere Kanten zu ein-
und demselben Knoten umgelenkt werdenmüssen. Bei kleinen Umlenkwahrscheinlich-
keiten entstehen dabei besonders häufig Knoten mit künstlich erhöhtem Grad. Der so
entstandene Knoten mit dem höchsten Stärke-Zentralitätswert wird dann meist auch
von den anderen Zentralitäten als am wichtigsten erkannt; ebenso korrelieren in den
so entstandenen Netzwerken die unterschiedlichen Zentralitätswerte deutlich stärker
miteinander als in Netzwerken, die ohne diese Einschränkung generiert werden. Diese
durch die Netzwerkkonstruktion entstandenen großen Korrelationen führen zu einer
Verfälschung der Ergebnisse; daher wird weiter mit Netzwerken gearbeitet, in denen
mehrere Knoten den höchsten Zentralitätswert haben. Anschließend wird stichproben-
artig überprüft, inwieweit die Ergebnisse auch für Netzwerke gelten, in denen jeweils
genau einem Knoten der höchste Zentralitätswert zugewiesen wird.
Um der Frage, wie weit der wichtigste funktionelle Knoten und strukturelle Knoten
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übereinstimmen beziehungsweise wie groß die kürzeste Weglänge zwischen diesen
ist, wird jeweils die kürzeste Weglänge 𝐿W zwischen dem jeweils wichtigsten Knoten
im strukturellen und im funktionellen Netzwerk bestimmt und anschließend mit dem
Erwartungswert der kürzesten Weglänge 𝐿 für zwei zufällige Knoten verglichen. Als
(strukturell) wichtigste Knoten werden jeweils die Knoten bezeichnet, denen eine iden-
tische maximale Wichtigkeit zugewiesen wird. Für den Fall, dass es mehrere wichtigste
Knoten im strukturellen Netzwerk gibt, wird die kürzeste Weglänge vom funktionell
wichtigsten Knoten zu allen strukturell wichtigsten Knoten bestimmt und über diese
gemittelt; Netzwerke, die vollständig synchronisiert sind, werden ignoriert.
Abbildung 3.27 zeigt diemittleren kürzestenWeglängen zwischen denwichtigsten Kno-
ten 𝐿W in Abhängigkeit von Kopplungsstärke und mittlerem Grad für Small-World-
Netzwerke, die mit Umlenkwahrscheinlichkeit 𝑝 = 0,1 erstellt werden. Während die
kürzeste Weglänge zwischen den wichtigsten Knoten 𝐿W im Mittel kleiner als der Er-
wartungswert 𝐿 ist, liegt der Erwartungswert fast durchgehend in der beobachteten
Standardabweichung der kürzesten Weglängen zwischen den wichtigsten Knoten. Da-
bei gibt es für die meisten Kombinationen von mittlerem Grad 𝐾 , Umlenkwahrschein-
lichkeit 𝑝 und Kopplungsstärke 𝑐 einzelne Realisierungen, für die der wichtigste Knoten
im strukturellen und im funktionellen Netzwerk zusammenfallen. Dies ist bei 100 Rea-
lisierungen und Netzwerken der Größe 𝑁 = 100 auch dann zu erwarten, wenn funktio-
nell und strukturell wichtigster Knoten zufällig ausgewählt würden.
Wie schon schon bei vorherigen Untersuchungen können auch hier auf Small-World-
Netzwerken mit mittlerem Grad 𝐾 = 2 leicht andere Beobachtungen als für Small-
World-Netzwerke mit größerem Grad gemacht werden. Bei 𝐾 = 2 ist für Netzwerke
mit 𝑁 = 100, die mit 𝑝 = 0,1 erstellt werden, die mittlere Weglänge zwischen zufälligen
Knoten 𝐿 ≈ 20. Die wichtigsten Knoten in funktionellen und strukturellen Netzwerken
liegen allerdings deutlich näher zusammen, insbesondere wenn die Wichtigkeit mit der
Closeness-Zentralität bestimmt wird. Hier werden für manche Kopplungsstärken mitt-
lere kürzeste Weglängen zwischen den wichtigsten Knoten 𝐿W < 10 festgestellt; die
Standardabweichung liegt für Kopplungsstärken 𝑐 < 1 unter 𝐿. Bei 𝑐 ≈ 1 werden für
Netzwerke mit 𝐾 = 2 und 𝑁 = 100 schon ausschließlich chimärenartige Netzwerke
gefunden. Mit größeren Kopplungsstärken steigt 𝐿W leicht bis auf ≈ 12 an, mit wei-
ter steigenden Kopplungsstärken steigt 𝐿W noch weiter an. Bei Kopplungsstärken, die
nur ein wenig kleiner sind als solche, bei denen es zur vollständigen Synchronisation
kommt, wird 𝐿W > 𝐿.
Wird Wichtigkeit mit der Betweenness-Zentralität berechnet, wird grob ein ähnlicher
Verlauf beobachtet; die Varianz über 100 Realisierungen ist allerdings durchgehend et-
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was größer. Werden Stärke- oder Eigenvektor-Zentralität verwendet, ist 𝐿W im Mittel
noch etwas größer, der Anstieg mit 𝑐 für große 𝑐 wird allerdings etwas kleiner.
Mit größeremmittleren Grad (𝐾 > 2) werden größere 𝐿W beobachtet als für 𝐾 = 2, auch
wenn weiterhin 𝐿W < 𝐿 und die mittlere zu erwartende kürzeste Weglänge 𝐿 bei 𝐾 = 4
mit 𝐿 ≈ 5 deutlich kleiner ist als bei 𝐾 = 2. Die zufällig erwartete kürzeste Weglänge 𝐿
liegt auch bei 𝐾 = 4, besonders bei der Closeness-Zentralität und zu einem geringe-
ren Maße auch bei der Betweenness-Zentralität, bei mittleren Kopplungsstärken noch
teilweise außerhalb der Standardabweichung der mittleren kürzesten Weglängen 𝐿W
zwischen funktionell und strukturell wichtigsten Knoten. Werden Stärke- oder Eigen-
vektor-Zentralität verwendet, ist dies allerdings nicht mehr der Fall. Die Differenz zwi-
schen 𝐿W und 𝐿 ist bei 𝐾 = 4 sowohl relativ als auch absolut gesehen deutlich kleiner
als bei 𝐾 = 2, unabhängig von der verwendeten Zentralität.
Bei größeren mittleren Graden gibt es mehr Kanten, von denen, bei gleicher Umlenk-
wahrscheinlichkeit, auch eine größere (absolute) Zahl umgelenkt wird. Daher kann da-
von ausgegangen werden, dass bei größeren mittleren Graden die zufällig zu erwar-
tende kürzeste Weglänge 𝐿 kleiner ist. Dies ist so auch zu beobachten (siehe Abbil-
dung 3.27). Gleichzeitig wird auch die Differenz zwischen 𝐿W und 𝐿 mit steigendem
mittleren Grad der zugrunde liegenden strukturellen Netzwerke kleiner, bis bei gro-
ßen Kopplungsstärken und mittlerem Grad 𝐾 = 16 schließlich die beobachtete mittlere
kürzeste Weglänge zwischen wichtigstem funktionellen und wichtigstem strukturellen
Knoten 𝐿W größer ist als die durch Zufall zu erwartende kürzeste Weglänge 𝐿. Wei-
terhin kann beobachtet werden, dass es meist ein Minimum von 𝐿W gibt, welches bei
mittleren Kopplungsstärken liegt.
Auch gibt es eine Abhängigkeit der mittleren kürzesten Weglänge von wichtigstem
strukturellen und wichtigstem funktionellen Knoten von der Zufälligkeit des zugrunde
liegenden strukturellen Netzwerks. In gitterartigen Netzwerken mit kleinem mittleren
Grad 𝐾 , besonders ausgeprägt für 𝐾 = 2, liegen wichtigster struktureller und wich-
tigster funktioneller Knoten im Mittel so weit auseinander wie zwei zufällige Knoten,
unabhängig von der verwendeten Zentralität. Dies ist wieder mit dem Mangel an lang-
reichweitigen Verbindungen zu erklären, so dass nur die Verteilung der Eigenfrequen-
zen einen Einfluss auf das Synchronisationsverhalten der Oszillatoren hat. Gibt es min-
destens eine gewisse Anzahl an zufälligen langreichweitigen Verbindungen, so ist die
beobachtete kürzeste Weglänge zwischen wichtigsten strukturellen und funktionellen
Knoten weitestgehend unabhängig von der Umlenkwahrscheinlichkeit 𝑝, mit der das
strukturelle Netzwerk erzeugt wird.
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In Small-World-Netzwerken und zufälligen Netzwerkenmit kleinemmittleren Grad lie-
gen wichtigster funktioneller und wichtigster struktureller Knoten deutlich näher an-
einander als durch Zufall zu erwarten wäre, insbesondere wenn dieWichtigkeit mit der
Closeness-Zentralität berechnet wird. Dass Ergebnisse, die mit der Closeness-Zentra-
lität erzielt werden, sich teilweise deutlich von solchen unterscheiden, die mit Stärke-
und Eigenvektor-Zentralität erzielt werden, ist erstaunlich, da alle drei Zentralitäten
sowohl in strukturellen Netzwerken als auch in funktionellen Netzwerken stark mit-
einander korreliert sind, siehe Abschnitte 3.1.4 und 3.2.9. Eine Erklärung hierfür ist,
dass die Closeness-Zentralität auf kürzesten Wegen basiert und demnach der im struk-
turellen Netzwerk nach der Closeness-Zentralität wichtigste Knoten, also genau der
Knoten ist, der am nächsten an allen anderen Knoten liegt. Selbst wenn der funktio-
nell wichtigste Knoten zufällig ausgewählt würde, ist zu erwarten, dass die kürzeste
Weglänge zwischen wichtigstem strukturellen und wichtigstem funktionellen Knoten
kleiner ist als zwischen zwei zufällig ausgewählten Knoten.
Weiterhin wird beobachtet, dass bei mittlerem Grad 𝐾 = 2 die kürzeste Weglänge zwi-
schen wichtigstem funktionellen und wichtigstem strukturellen Knoten deutlich klei-
ner ist, als durch Zufall zu erwarten ist. Bei größeren mittleren Graden ist dagegen
die kürzeste Weglänge zwischen den wichtigsten Knoten im Mittel nur noch um weni-
ge Prozent kleiner als zu erwarten; dabei verschwinden Unterschiede, die bei der Ver-
wendung der verschiedenen Zentralitäten bei niedrigen mittleren Graden ausgemacht
werden können. Diese Ergebnisse sind mit den im Abschnitt 3.3 präsentierten Ergeb-
nissen über die Korrelationen zwischen funktioneller und struktureller Zentralität kon-
gruent.
Bei skalenfreien Netzwerkenwerden imMittel deutlich kürzere Entfernungen zwischen
strukturell und funktionell wichtigsten Knoten beobachtet, als aufgrund von Zufall
zu erwarten ist (siehe Abbildung A.10 im Anhang). Mit steigender Kopplungsstärke
nimmt bei allen Zentralitäten die Entfernung 𝐿W zwischen wichtigstem strukturellen
und wichtigstem funktionellen Knoten zuerst ab, anschließend steigt 𝐿W wieder an.
Bei Kopplungsstärke, kurz bevor die Oszillatoren vollständig synchronisieren, werden
insbesondere für die Betweenness-Zentralität𝒞 𝐵 wieder Entfernungen 𝐿W beobachtet,
die ähnlich groß sind wie solche, die bei einer sehr kleinen Kopplungsstärke beobach-
tet werden. Wie auch für strukturelle Small-World-Netzwerke wird 𝐿W mit größerem
mittlerem Grad 𝐾 kleiner, die durch Zufall zu erwartende mittlere kürzeste Weglänge 𝐿
sinkt allerdings schneller mit größerem 𝐾 . Bei skalenfreien strukturellen Netzwerken
ist 𝐿W aber trotzdem durchgehend kleiner als 𝐿. Die durch Zufall zu erwartende Ent-
fernung zwischenwichtigstem strukturellen undwichtigstem funktionellen Knoten 𝐿W
liegt, mit Ausnahme von sehr kleinen Kopplungsstärken, sogar durchgehend außerhalb
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der über 100 Realisierungen beobachteten Standardabweichung von 𝐿W. Anders als bei
Oszillatornetzwerken mit zugrunde liegenden strukturellen Small-World-Netzwerken
hat bei strukturellen skalenfreien Netzwerken die Wahl der Zentralität einen deutlich
kleineren Einfluss.
Bei stichprobenartigen Untersuchungen, bei denen nur solche Netzwerke berücksich-
tigt werden, bei denen jede Zentralität in den strukturellen Netzwerken nur genau ei-
nem Knoten die höchste Wichtigkeit zuordnet, können die Beobachtungen bestätigt
werden (zum Beispiel bei Small-World-Netzwerken mit 𝑁 = 100 und 𝐾 = 4 ist dies für
𝑝 = 0,1 nur in etwa 50% der Netzwerkrealisierungen der Fall).
Weiterhin wird untersucht, ob sich Realisierungen, bei denen strukturell und funktio-
nell wichtigster Knoten übereinstimmen, von solchen unterscheiden, bei denen das
nicht der Fall ist oder bei denen die Weglänge zwischen strukturell und funktionell
wichtigsten Knoten besonders lang ist. Werden die strukturellen Netzwerken von Reali-
sierungenmit übereinstimmendenwichtigsten Knoten erneut verwendet und dieselben
Eigenfrequenzen der Oszillatorenwie zuvor verwendet, allerdings derenAnfangsbedin-
gungen neu gewählt, so stimmen strukturell und funktionell wichtigster Knoten wei-
terhin überein. Werden auch die Eigenfrequenzen der Oszillatoren neu gewählt, wird
im Allgemeinen keine besonders häufige Übereinstimmung von strukturell und funk-
tionell wichtigsten Knoten gefunden. Diese Ergebnisse deuten auf einen komplexen Zu-
sammenhang zwischen Struktur und lokaler Dynamik der untersuchten dynamischen
Systeme hin [5; 118].
3.4. Einfluss von kleinen Veränderungen der
Kantengewichte auf die Identifizierung
wichtigster Knoten
Wie bereits in diesem Kapitel erwähnt, können die Kantengewichte in funktionellen
Netzwerken teilweise leicht variieren. In diesem Kapitel ist das entweder auf Ungenau-
igkeiten bei der Schätzung der Interaktionsstärkeschätzung oder auf Variationen der
Synchronisationsstärke der Systeme zurückzuführen (siehe Abschnitt 3.2.3. Bei realen
Systemen kann auchMessrauschen eine Veränderung der geschätzten Interaktionsstär-
ken und damit der Kantengewichte bewirken. In diesem Abschnitt wird daher nun der
Einfluss von solchen kleinen Veränderungen auf die Identifizierung wichtigster Knoten
mit verschiedenen Zentralitäten untersucht werden.
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Zu diesem Zweck werden jeweils einhundert Interaktionsmatrizen, die auf mit den-
selben Parametern erzeugten Small-World-Kopplungsmatrizen beruhen, durch Additi-
on eines zufälligen Terms zu allen Kantengewichten leicht verändert. Dieser Vorgang
wird im Folgenden Verrauschung genannt. Nach der Verrauschung wird überprüft, ob
die jeweiligen Zentralitäten dieselben Knoten wie vor dem ersten Verrauschungsschritt
als am wichtigsten identifizieren, anschließend wird der Prozess (Verrauschung und
Identifizierung des wichtigsten Knotens) 99 Mal wiederholt, so dass insgesamt 100 Ver-
rauschungen durchgeführt werden. Nach jeweils einer Verrauschung wird der Anteil 𝛤
der Netzwerke, bei denen der wichtigste Knoten dem im unverrauschten Netzwerk ent-
spricht, ermittelt. Um den Einfluss der Zufälligkeit der Veränderungen zu abschätzen
zu können, werden jeweils einhundert Realisierungen der Verrauschungen, mit unab-
hängig gewählten Veränderungen, durchgeführt. Das heißt, jede der einhundert Inter-
aktionsmatrizen wird einhundert Mal einer schrittweisen Veränderung unterzogen, die
jeweils wieder aus einhundert Einzelveränderungen besteht.
Die jeweils einzelnen Veränderungen werden aus einer Normalverteilung mit Mittel-
wert 0 und unterschiedlichen Standardabweichungen gezogen. Dabei wird darauf ge-
achtet, dass die Kantengewichte weiterhin in dem Intervall [0; 1] bleiben. Sollten ein-
zelne Kantengewichte < 0 oder > 1 werden, werden sie dementsprechend auf 0 oder 1
gesetzt.
Abbildung 3.28 zeigt beispielhaft, wie für mit verschiedenen Kopplungsstärken erzeug-
te funktionelle Netzwerke der Anteil 𝛤 der Netzwerke, in denen der wichtigste Knoten
noch dem wichtigsten Knoten im ursprünglichen Netzwerk entspricht, sich in Abhän-
gigkeit der Anzahl der vorgenommen Veränderungen verändert. Es ist zu beobachten,
dass 𝛤 mit der Anzahl der Veränderungen kleiner wird, unabhängig von verwendeter
Zentralität oder Kopplungsstärke. Ebenso sinkt der Anteil der identischen Knoten mit
einem Anstieg der Standardabweichung der Verteilung, aus der die zufälligen Ände-
rungen gezogen werden. Für eine sehr große Anzahl an Veränderungen wird, im Mit-
tel, jeweils ein Anteil von 0,01 identischer Knoten erreicht (hier nicht dargestellt). Dies
entspricht für Netzwerke der Größe 𝑁 = 100 der Wahrscheinlichkeit einen bestimmte
Knoten zufällig auszuwählen. Bei stärkeren Veränderungen stellt sich dieser Effekt ent-
sprechend bei weniger Veränderungen ein. Weiterhin führen die ersten Veränderungen
bereits dazu, dass in einem relativ großen Anteil der Netzwerke nicht mehr derselbe
Knoten als am wichtigsten identifiziert wird, der Einfluss weiterer Veränderungen ist
dann entsprechend geringer.
Auffällig ist eine starke Abhängigkeit des Verlaufs des Anteils identischer Knoten von
der Kopplungsstärke (die wiederum starke Auswirkungen auf die Topologie des funk-
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tionellen Netzwerks hat, siehe Abschnitt 3.2.4). Während für die mit Kopplungsstärke
𝑐 = 0,05 erzeugten Netzwerke der Anteil 𝛤 sich für alle Zentralitäten etwa gleichmit der
Anzahl der Verrauschungen ändert und nach etwa einhundert Verrauschungen 𝛤 ≈ 0,4
erreicht ist, wird für andere Kopplungsstärken mit der Betweenness-Zentralität nach
einhundert Verrauschungen ein deutlich größerer Anteil identischer Knoten 𝛤 beob-
achtet. So ist zum Beispiel bei 𝑐 = 0,1 und nach einhundert Verrauschungen 𝛤 ≈ 0,75.
Bei den anderen drei Zentralitäten ändert sich 𝛤 deutlich weniger mit der Kopplungs-
stärke (und damit Netzwerkstruktur) als bei der Betweenness-Zentralität. Gerade bei
den funktionellen Netzwerken, bei denen die Betweenness-Zentralität sich als relativ
rauschunempfindlich zeigt, ist die Eigenvektor-Zentralität besonders anfällig. Bei zu-
grunde liegenden skalenfreien Netzwerken werden ähnliche Phänomene beobachtet:
je nach Kopplungsstärke und mittlerem Grad ist die Betweenness-Zentralität entweder
am robusten oder am anfälligsten gegenüber solchen kleinen Änderungen. Warum bei
manchen Netzwerktopologien beziehungsweise Kopplungsstärken die Betweenness-
Zentralität anfälliger beziehungsweise robuster gegenüber kleinen Veränderungen der
Kantengewichte ist, ist bisher nicht geklärt.
Diese Ergebnisse stimmen mit den Ergebnissen einer früheren Arbeit [119] überein.
Dort wurde festgestellt, dass in zufälligen Netzwerken die Betweenness-Zentralität am
anfälligsten gegenüber kleinen zufälligen Veränderungen der Kantengewichte ist. In
funktionellen Netzwerken, die auf Felddaten basieren (in diesem Fall handelte es sich
um Aufzeichnungen gehirnelektrischer Aktivität), wurde dagegen beobachtet, dass die
Betweenness-Zentralität teilweise am robustesten, teilweise am anfälligsten gegenüber
solchen zufälligenVeränderungen ist.Warumdie Betweenness-Zentralität beimanchen
solcher Netzwerke anfällig für Veränderungen, in anderen sehr robust ist, kann auch
dort nicht erklärt werden.
3.5. Zusammenfassung und Diskussion
In diesemKapitel wurdenKnotenwichtigkeiten in strukturellen und funktionellenNetz-
werken, der Zusammenhang zwischen der Knotenwichtigkeit in funktionellen Netz-
werken mit der Knotenwichtigkeit in den zugrunde liegenden strukturellen Netzwer-
ken sowie die Eindeutigkeit der Identifizierung wichtigster Knoten und deren Rausch-
anfälligkeit untersucht. Zu der Bewertung der Knotenwichtigkeiten wurden vier ver-
schiedene, auf unterschiedlichen Konzepten beruhende, Zentralitäten verwendet und es
wurde untersucht, inwieweit die verschiedenen Zentralitäten Knoten unterschiedliche
oder gleiche Wichtigkeiten zuordnen.
67
3. Untersuchungen an Modellsystemen
Es wurde festgestellt, dass sowohl in strukturellen als auch in funktionellen Netzwer-
ken unterschiedliche Zentralitäten wichtigste Knoten mit unterschiedlicher Eindeutig-
keit identifizieren, wobei die Betweenness-Zentralität stets wichtigste Knoten mit der
größten Eindeutigkeit identifiziert.
Sowohl für strukturelle als auch funktionelle Netzwerke wurden jeweils unterschied-
lich starke Korrelationen zwischen den verschiedenen Zentralitäten beobachtet. Ab-
hängig von der Netzwerktopologie, oder – im Fall von funktionellen Netzwerken – der
Kopplungsstärke konnten im Mittel Korrelationskoeffizienten von ungefähr 0 oder fast
1 beobachtet werden. Gerade bei zufälligen strukturellen Netzwerken bestehen star-
ke Korrelationen. Diese Korrelationen zwischen mit verschiedenen Zentralitäten be-
werteten Wichtigkeiten befinden sich im Rahmen dessen, was für sowohl strukturelle
als auch funktionelle biologische, ökologische, technologische und soziale Netzwerke
beobachtet werden konnte [97–100]. Es erscheint also nach wie vor sinnvoll, je nach
Fragestellung unterschiedliche oder auch mehrere verschiedene Zentralitäten zu ver-
wenden.
Es können sehr unterschiedlich starke Zusammenhänge zwischen funktioneller und
struktureller Wichtigkeit von Knoten beobachteten werden. Das genaue Ausmaß der
Korrelation hängt dagegen stark von den (strukturellen) Netzwerkeigenschaften und
der Kopplungsstärke der Oszillatornetzwerke ab. Dabei konnte insbesondere bei skalen-
freien strukturellen Netzwerken ein starker Zusammenhang festgestellt werden. Dies
könnte darauf zurückzuführen sein, dass in solchen Netzwerken Knoten einer ausge-
prägten „Wichtigkeitshierarchie“ unterliegen, also bestimmte Knoten von allen Zentra-
litäten einstimmig als am wichtigsten identifiziert werden.
Es lassen sich also aus funktionellen Knotenwichtigkeiten nur begrenzt Rückschlüs-
se über Wichtigkeit von Knoten in den zugrunde liegenden strukturellen Netzwerken
ziehen, insbesondere dann, wenn die Struktur des strukturellen Netzwerks bereits be-
kannt ist. In solchen Fällen ist es allerdings nicht mehr nötig, über funktionelle Wich-
tigkeit Aussagen über strukturelle Wichtigkeit zu treffen. Es besteht natürlich die Mög-
lichkeit, dass bei anderen, hier nicht untersuchten Zentralitätsmaßen, die ebenfalls auf
der Netzwerktopologie beruhen, unabhängig von der Topologie des strukturellen Netz-
werks ein stärkerer Zusammenhang zwischen struktureller und funktioneller Wichtig-
keit besteht. Dies erscheint als nicht besonders wahrscheinlich, da die meisten anderen
Zentralitäten, meist in Hinblick auf eine bestimmte Anwendung entwickelt, lediglich
Variationen der hier untersuchten Zentralitäten darstellen.
Strukturelle Small-World-Netzwerke mit mittleremGrad 2 ebenso wie skalenfreie Netz-
werke mit mittlerem Grad≈ 1 nehmen eine Sonderstellung ein: Einerseits können bei
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ihnen deutlich höhere Korrelationen als bei Netzwerken mit größerem mittleren Grad
beobachtet werden, andererseits kann bei diesen auch ein deutlich stärkerer Zusam-
menhang zu den auf ihnen aufbauenden funktionellen Netzwerken beobachtet werden.
Dieses Wissen könnte bei der Analyse von realen dynamischen Systemen, die auf ei-
nem strukturellen Netzwerk mit Grad 2 aufbauen, von Nutzen sein, vorausgesetzt der
mittlere Grad des Systems ist bekannt, die genau Kopplungstopologie aber nicht (dem
Verfasser sind allerdings keine solchen Systeme bekannt).
Bei der Untersuchung des Einflusses kleiner Veränderungen von Kantenstärken auf die
Identifizierung wichtigster Knoten wird beobachtet, dass die unterschiedlichen Zen-
tralitäten unterschiedlich sensitiv auf solche Änderungen sind. So gibt es Netzwerke,
bei denen zum Beispiel die Betweenness-Zentralität leicht anfälliger für Veränderun-
gen des Netzwerkes ist als die anderen Zentralitäten, und andere Netzwerke, für die sie
deutlich robuster ist. Die Robustheit der Identifizierung wichtigster Knoten hängt also
stark von der Netzwerktopologie ab. Warum manche Topologien mehr oder weniger
robust sind, konnte allerdings nicht festgestellt werden.
Es lässt sich zusammenfassen, dass keine Zentralität „besser“ als andere zur Bewertung
von Knotenwichtigkeit geeignet scheint und dass ein klarer Zusammenhang zwischen
Knotenwichtigkeiten in funktionellen und strukturellen Netzwerken nur in einigen Fäl-
len gegeben ist. Ohne genaueres Wissen um die strukturelle Netzwerktopologie sind
diese Fälle allerdings nicht auszumachen.
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Abbildung 3.23.: Streudiagramme mit unterschiedlichen Zentralitäten identifizierten Knoten-
wichtigkeiten in jeweils 100 Realisierungen funktioneller Interaktionsnetz-
werke beruhend auf Oszillatornetzwerken mit 𝑁 = 100 und mittlerem Grad
𝐾 = 4, erstellt mit Umlenkwahrscheinlichkeit 𝑝 = 0,1 und Kopplungsstär-
ken 𝑐 = 0,04; 0,08; 0,1 (von oben nach unten). Für unterschiedliche Realisie-
rungen wurden jeweils ein neues strukturelles Netzwerk mit denselben Pa-
rametern (𝑁 , 𝐾 und 𝑝) konstruiert, die Anfangsbedingungen und Eigenfre-
quenzen wurden jeweils neu und zufällig gewählt. ̄𝜌 gibt jeweils die über al-
le Realisierungen gemittelten Spearman-Korrelationskoeffizienten zwischen
den mit unterschiedlichen Zentralitäten identifizierten Wichtigkeiten an.
70
3.5. Zusammenfassung und Diskussion
0,0 0,1 0,2
𝒞𝐶
0,00
0,05
0,10
0,15
0,20
𝒞𝐵
̄𝜌 = 0,62
0,0 0,1 0,2
𝒞𝐶
0,0
0,1
0,2
0,3
𝒞𝐸
̄𝜌 = 0,78
0,0 0,1 0,2
𝒞 𝐵
0,0
0,1
0,2
0,3
𝒞𝐸
̄𝜌 = 0,42
0,0 0,1 0,2
𝒞𝐶
0,00
0,05
0,10
0,15
0,20
𝒞𝐵
̄𝜌 = 0,47
0,0 0,1 0,2
𝒞𝐶
0,0
0,1
0,2
0,3
𝒞𝐸
̄𝜌 = 0,84
0,0 0,1 0,2
𝒞 𝐵
0,0
0,1
0,2
0,3
𝒞𝐸
̄𝜌 = 0,32
0,0 0,1 0,2
𝒞𝐶
0,00
0,05
0,10
0,15
0,20
𝒞𝐵
̄𝜌 = 0,42
0,0 0,1 0,2
𝒞𝐶
0,0
0,1
0,2
0,3
𝒞𝐸
̄𝜌 = 0,83
0,0 0,1 0,2
𝒞 𝐵
0,0
0,1
0,2
0,3
𝒞𝐸
̄𝜌 = 0,27
Abbildung 3.24.:Weiterführung von Abbildung 3.23.
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Abbildung 3.25.: Streudiagramme struktureller und funktioneller Knotenwichtigkeiten iden-
tifiziert mit unterschiedlichen Zentralitäten (von links nach rechts: Stärke-,
Closeness-, Betweenness- und Eigenvektor-Zentralität) in Abhängigkeit von
der Kopplungsstärke (von oben nach unten: 𝑐 = 0,02; 0,05; 0,08). Die zugrun-
de liegenden Small-World-Netzwerke bestehen jeweils aus 𝑁 = 100 und ha-
ben mittleren Grad 𝐾 = 4, erstellt wurden sie mit Umlenkwahrscheinlich-
keit 𝑝 = 0,1. Es ist jeweils der Mittelwert über 100 Realisierungen (selbe
Parameter, und unterschiedliche, zufällige Startbedingungen der Kuramoto-
Oszillatoren) dargestellt. Realisierungen wie in Abbildung 3.23. ̄𝜌 gibt jeweils
die über alle Realisierungen gemittelten Spearman-Korrelationskoeffizienten
zwischen strukturellen und funktionellen Knotenwichtigkeiten an.
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Abbildung 3.26.: Mittlerer Spearman-Korrelationskoeffizient ̄𝜌 zwischen Zentralitätswerten
in funktionellen und den zu Grunde liegenden strukturellen Netzwerken
für, von oben nach unten, Stärke-, Closeness-, Betweenness- und Eigenvek-
tor-Zentralität in Abhängigkeit von Umlenkwahrscheinlichkeit 𝑝 (mit fester
Kopplungsstärke 𝑐 = 0,1, links) und Kopplungsstärke 𝑐 (mit fester Umlenk-
wahrscheinlichkeit 𝑝 = 0,1) für Netzwerke aus 𝑁 = 100 und mittlerem Grad
𝐾 = 4. Der Spearman-Korrelationskoeffizient wurde über 100 Realisierungen
gemittelt, die schattierten Bereiche gebenMinimum bis Maximum über diese
100 Realisierungen an. Realisierungen wie in Abbildung 3.23.
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Abbildung 3.27.: Kürzeste Weglänge 𝐿W zwischen strukturell und funktionell wichtigstem
Knoten in Netzwerken aus 𝑁 = 100 Kuramoto-Oszillatoren mit mittlerem
Grad (zeilenweise von oben nach unten) 𝐾 ∈ {2; 4; 8; 16} für (spaltenweise
von links nach rechts) Stärke-, Closeness-, Betweenness- und Eigenvektor-
Zentralität in Abhängigkeit der Kopplungsstärke 𝑐. Die strukturellen Small-
World-Netzwerke werden mit Umlenkwahrscheinlichkeit 𝑝 = 0,1 erzeugt.
Die kürzeste Weglänge 𝐿W wird in den strukturellen Netzwerken berech-
net und über 100 Realisierungen gemittelt, der schattierte Bereich gibt die
Standardabweichung über die Realisierungen an. Die horizontale schwarze
Linie zeigt jeweils die über alle Realisierungen gemittelte mittlere kürzeste
Weglänge 𝐿 an, was dem Erwartungswert der mittleren kürzesten Weglän-
ge zweier zufälliger Knoten entspricht. Es werden jeweils 100 Realisierun-
gen durchgeführt, vollständig synchronisierte Realisierungen werden bei der
Mittelung nicht berücksichtigt. Dies führt zu einer Abnahme der Realisierun-
gen bei große Kopplungsstärken, bei der größten dargestellten Kopplungs-
stärke gehen nur noch 50 Realisierungen in die Mittelung ein. Realisierungen
wie in Abbildung 3.23.
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Abbildung 3.28.: Anteil identischer wichtigster Knoten 𝛤 , die nach Verrauschung von funk-
tionellen Netzwerks noch als am wichtigsten identifiziert werden können
in Abhängigkeit von der Anzahl an aufeinanderfolgenden Verrauschungen
für Stärke- (blau), Closeness- (orange), Betweenness- (grün) und Eigenvek-
tor-Zentralität (rot). Die den funktionellen Netzwerken zugrunde liegenden
strukturellen Netzwerke bestehen jeweils aus 𝑁 = 100 Knoten, haben den
mittleren Grad 𝐾 = 8 und werden mit Umlenkwahrscheinlichkeit 𝑝 = 0,1
erzeugt. Die Abhängigkeit von 𝛤 von der Anzahl der Verrauschungen ist für
drei Kopplungsstärken gezeigt: links 𝑐 = 0,05, Mitte 𝑐 = 0,08, rechts 𝑐 = 0,1.
Die einzelnen Veränderungen werden zufällig aus einer Normalverteilung
mit Mittelwert 0 und Standardabweichung 0,005 gezogen. Die farbigen Lini-
en geben den Mittelwert über jeweils einhundert Realisierungen von jeweils
einhundert verschiedenen funktionellen Netzwerken an, die farbigen Berei-
che die Spanne von Minimum bis Maximum. Realisierungen wie in Abbil-
dung 3.23.
75

4. Analyse von Felddaten
Die im vorherigen Kapitel beschriebenen Untersuchungen wurden mit Oszillatoren mit
sehr einfachen und qualitativ gleichen Dynamiken, globaler Kopplungsstärke und auf
prototypischen Netzwerken durchgeführt. Natürliche ausgedehnte, dynamische Syste-
me sind um ein Vielfaches komplexer, sowohl in der Dynamik der Subsysteme als auch
in der Kopplungstopologie. Weiterhin treten bei der Untersuchung natürlicher dynami-
scher Systeme eine Vielzahl an Problemen auf, die bei den Modellstudien im vorherigen
Kapitel nicht berücksichtigt wurden: So können zum Beispiel räumliche Überabtastung,
gemeinsameQuellen, Rauschen oder auch unvollständige (räumliche oder zeitliche) Ab-
tastung die Analyse natürlicher dynamischer Systeme erschweren. Modellsysteme, wie
sie im vorherigen Kapitel untersucht wurden, können prinzipiell um all diese Aspek-
te erweitert werden. Da aber schon bei den Untersuchungen in Kapitel 3 festgestellt
wurde, dass Knotenwichtigkeiten in funktionellen Netzwerken nur eingeschränkt Aus-
sagen über Knotenwichtigkeiten in zugrunde liegenden strukturellen Netzwerken er-
lauben, kann es als zweifelhaft angesehen werden, ob solche Untersuchungen das Ver-
ständnis von Knotenwichtigkeiten in natürlichen dynamischen Systemen verbessern
würden.
Eine Alternative zu der Erweiterung solcher Modelle ist die Untersuchung von Feldda-
ten, bei denen solche Probleme auftreten. Zur Überprüfung, ob Zentralitäten zuverlässig
in der Lage sind, wichtige Subsysteme in natürlichen dynamischen Systemen zu bestim-
men, bietet es sich an, solche Systeme zu untersuchen, bei denen im Vorhinein bekannt
ist, dass es für die Systemdynamik ausgezeichnete wichtige Subsysteme gibt. Ein sol-
ches ausgedehntes dynamisches System ist das epileptische menschliche Gehirn.
Das menschliche Gehirn besteht aus etwa 1010 Neuronen, die mit ungefähr 1012 Syn-
apsen mit einer Gesamtlänge von 107–109Metern miteinander verbunden sind [120].
Synchronisationsphänomene spielen im menschlichen Gehirn schon bei alltäglichen
Funktionen wie zum Beispiel bei der Erinnerungsbildung [121] eine wichtige Rolle,
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so auch bei vielen neuronalen Erkrankungen [122–125]. Insbesondere bei Epilepsie ¹
ist Synchronisation im Rahmen von epileptischen Anfällen von großer Bedeutung. Bei
epileptischen Anfällen handelt es sich um Störungen der normalen Hirnfunktion, die
sich durch eine abnormal hohe synchrone neuronale Aktivität des Gehirns [126; 130]
auszeichnen und von einigen Sekunden bis zu wenigen Minuten andauern. Bei soge-
nannten fokalen Anfällen beginnen die epileptischen Anfälle in einem begrenzten Areal,
dem sogenannten epileptischen Fokus oder auch der Anfallsursprungszone, von dort aus
breiten sie sich dann teilweise auch auf weitere Hirnregionen aus [131; 132]. Es kann
daher davon ausgegangen werden, dass der epileptische Fokus in funktionellen Hirn-
netzwerken von Patienten mit Epilepsie eine sehr wichtige Rolle spielt, insbesondere
kurz vor und gegen Anfang von epileptischen Anfällen [131].
Im folgenden Kapitel 4.1.3 wird kurz auf die Elektroenzephalographie, mit der Hirn-
aktivität gemessen werden kann, eingegangen und das Problem der Referenzwahl bei
der Elektroenzephalographie erläutert. In Kapitel 4.2 werden Untersuchungen zu der
Wichtigkeit von unterschiedlichen Hirnregionen während fokaler epileptischer Anfäl-
le vorgestellt. Dabei wird inbesondere untersucht, ob die Anfallsursprungszone auch in
funktionellen Hirnnetzwerken tatsächlich die wichtigste Hirnregion ist. Dazu werden
aus Aufzeichnungen gehirnelektrischer Aktivität epileptischer Anfälle mittels zeitauf-
gelöster Schätzung der Interaktionsstärke funktionelle Netzwerke konstruiert und die
Wichtigkeiten von Hirnregionen mittels Knotenzentralitäten bestimmt. Weiterhin wird
untersucht, ob dieWahl verschiedener Interaktionsstärkemaße zur Schätzung der Inter-
aktionsstärke die Bestimmung wichtigster Gehirnregionen beeinflusst und ob und wie
der Einfluss gemeinsamer Quellen reduziert werden kann. In Kapitel 4.3 wird anschlie-
ßend untersucht, ob die Anfallsursprungszone auch zwischen epileptischen Anfällen
eine besondere Rolle spielt und falls nicht, welche Hirnregionen ansonsten besonders
wichtig sind. Anschließend werden die Ergebnisse in Kapitel 4.4 kurz zusammengefasst
und diskutiert.
¹Epilepsie (altgriechisch epílēpsis „Überfall“) ist eine der häufigsten Erkrankungen des zentralen
Nervensystems, die charakterisiert ist durch eine anhaltende Veranlagung zu epileptischen Anfäl-
len [126]. Generell handelt es sich bei Epilepsie um ein Krankheitsbild, das, nicht zuletzt durch die
Unvorhersehbarkeit der Anfälle, starke negative Auswirkungen auf die Lebensqualität der Betroffe-
nen hat [127]. Es wird davon ausgegangen, dass weltweit etwa 50Millionen Menschen an Epilepsie
erkrankt sind, von denen die meisten in Entwicklungsländern leben. Derzeit kann etwa bei 70 % der
Erkrankten die Anfallshäufigkeit mit antiepileptischenMedikamenten ausreichend reduziert werden,
weiteren 10 % kann mit chirurgischen Eingriffen geholfen werden [128; 129].
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4.1.1. Die Elektroenzephalographie
Wie bereits in den vorherigen Abschnitten erwähnt, handelt es sich bei dem mensch-
lichen Gehirn um ein sehr komplexes System aus etwa 1010 Neuronen, die über et-
wa 1012 Synapsen miteinander verbunden sind und die Aufgaben der Informations-
verarbeitung und Speicherung übernehmen [133]. Einzelne Neuronen summieren über
elektrisch geladene Ionen ausgetauschte Eingangssignale auf, bis sie bei Erreichen von
einem Schwellenwert ein kurzes Ausgangssignal, auch Aktionspotential genannt, über
die Synapsen an andere Neuronenweitergeben. Neben dem elektrischen Feld, das durch
die Potentialdifferenz eines Neuronenkörpers gegenüber seiner Umgebung zustande
kommt, entsteht bei Weiterleitung des Aktionspotentials über die Synapsen auch au-
ßerhalb der Nervenzelle ein elektrisches Feld. Obwohl mittlerweile auch das elektri-
sche Feld einzelner Neuronen gemessen werden kann [134], ist es nicht möglich, dies
bei einem großen Teil der Neuronen des menschlichen Gehirns gleichzeitig zu mes-
sen. Kommt es zur synchronen Aktivität einer großen Anzahl räumlich benachbarter
Neuronen, die eine ähnliche räumliche Ausrichtung haben, kann deren elektrisches Po-
tential gemeinsam, aus einem vergleichbar großen Abstand, gemessen werden. Diese
Potentialdifferenzen können auf dem Schädel (Elektroenzephalogramm, EEG) oder in-
nerhalb des Gehirns (intrakranielles Elektroenzephalogramm, iEEG) als Spannungsdif-
ferenzen gegenüber einer Referenz gemessen werden. Auch wenn das Signal, welches
die Elektroenzephalographie misst, nach wie vor nicht verstanden ist [135], kann davon
ausgegangen werden, dass die gemessenen EEG-Zeitreihen die Dynamik von größeren
Gruppen von Neuronen widerspiegeln [136].
Bei der intrakraniellen Elektroenzephalographie werden eine oder mehrere Elektroden
in das Gehirn eingebracht. Diese Elektroden treten in verschiedenen Größen und For-
men auf und beinhalten, je nach Größe, eine unterschiedliche Anzahl von Messkontak-
ten, siehe Abbildung 4.1. Die intrakranielle Elektroenzephalographie darf aus ethischen
Gründen allerdings nur bei Epilepsiepatienten und nur unter bestimmtenVoraussetzun-
gen eingesetzt werden.
4.1.2. Referenz des EEGs
Messungen von hirnelektrischer Aktivität sind letztendlich Spannungsmessungen und
müssen demnach, wie alle anderen Spannungsmessungen auch, immer gegen ein Re-
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Abbildung 4.1.: Schematische Zeichnung der Elektrodenlage für einen Patienten mit ver-
schiedenen Elektroden. Die Elektrodenkontakte, die direkt auf der Anfalls-
ursprungszone lagen, sind rot eingefärbt und entsprechen Kategorie ℱ . Ihre
direkten Nachbarn, Kategorie𝒩 , sind orange eingefärbt; alle übrigen Elektro-
denkontakte sind grün gefärbt und entsprechen Kategorie 𝒪 .
ferenzpotential gemessen werden. Für die Wahl des Referenzpotentials gibt es mehrere
Methoden, von denen keine mehrheitlich bevorzugt wird [137]; sie beruhen jedoch alle
auf Potentialen, die ebenso wie die hirnelektrische Aktivität am bzw. im Kopf des Pati-
enten gemessen werden. Üblich ist es, etwa gegen eine gemeinsame Referenzelektrode
oder den Mittelwert aus zwei Referenzelektroden zu messen. Dies führt dazu, dass die
an den Referenzelektroden gemessene Hirnaktivität sich in allen anderen gemessen Da-
ten wiederfindet. Aus diesem Grund werden beim Oberflächen-EEG häufig zusätzliche
Referenzelektroden an den Ohrläppchen angebracht; beim intrakraniellen EEG werden
dagegen meist zwei Elektrodenkontakte verwendet, die fernab der zu untersuchenden
Hirnstruktur sind.
In dieser Arbeit werden außer den originalen EEG-Zeitreihen, die ab jetzt als unipola-
rer Montage bezeichnet werden, teilweise noch bipolar montierte Zeitreihen verwen-
det. Dazu wurden jeweils die Differenzen der Zeitreihen zweier benachbarter Kontakte
gebildet; das Verfahren ist in Abbildung 4.3 beispielhaft skizziert. Dabei entspricht die
bipolare Montage einer räumlichen Ableitung der EEG-Signale [138]. Dieses Verfah-
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Abbildung 4.2.: EEG-Zeitreihen eines epileptischen Anfalls, aufgezeichnet an einigen ausge-
wählten Elektrodenkontakten. Die EEG-Zeitreihen sind unipolar (oben) be-
ziehungsweise bipolar montiert (unten). Die Zeitreihen wurden mit den in
Abbildung 4.1 schematisch gezeigten Elektroden aufgezeichnet. Die beiden
senkrechten schwarzen Striche markieren Anfallsbeginn und Ende, die Zeit
auf der X-Achse ist relativ zum Anfallsbeginn gewählt. Zeitreihen, die in der
Anfallsursprungszone aufgezeichnet wurden, sind rot dargestellt; solche, die
in direkter Nachbarschaft zur Anfallsursprungszone aufgezeichnet wurden,
orange; alle übrigen, die weit entfernt von der Anfallsursprungszone aufge-
zeichnet wurden, grün.
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Abbildung 4.3.: Beispielhafte Darstellung von uni- und bipolarer Montage. Die Daten der obe-
ren unipolaren Montage sind hier mit einem Sinus-Signal als gemeinsame
gleichzeitige Quelle überlagert. Durch die bipolare Montage, also die Sub-
traktion der Zeitreihen, die an benachbarten Kontakten aufgenommen wur-
den, verschwindet hier die sinusoide Form. Es werden aber auch eventuell
gewünschte, in beiden Zeitreihen gleichzeitig auftretende Signale entfernt.
ren entfernt demnach den Einfluss von gleichzeitigen gemeinsamen Quellen auf be-
nachbarte Kontakte, kann aber auch gleichzeitig gewünschte Signalanteile entfernen.
Auf Gitterelektroden wurden dabei in dieser Arbeit jeweils nur Differenzen entlang der
Längsachse gebildet. Uni- und bipolar montierte EEG-Zeitreihen, aufgenommen wäh-
rend eines epileptischen Anfalls, sind beispielhaft in Abbildung 4.2 dargestellt. Dabei
fällt auf, dass die Varianz der meisten bipolaren Zeitreihen deutlich kleiner ist als die
der unipolaren Zeitreihen. An den in denAbbildungen 4.4 und 4.5 gezeigten beispielhaf-
ten Interaktionsmatrizen von uni- und bipolar montierten EEG-Daten ist zu sehen, dass
bei der bipolaren Montage, im Mittel, deutlich geringere Interaktionsstärken geschätzt
werden. Dies kann einerseits auf die Entfernung des Einflusses gleichzeitiger gemein-
samer Quellen, andererseits auf die Entfernung echter Interaktionen zurückzuführen
sein.
Der Einfluss der EEG-Referenz auf alle anderen gemessenen Daten als gemeinsame
Quelle sowie auf vom EEG abgeleitete Größen, wie zum Beispiel den geschätzten Wert
der Interaktionsstärke zwischen mehreren Hirnstrukturen, ist nicht nur nicht geklärt,
sondern ist aus der Sache heraus eine schlecht gestellte Frage [139–141].
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4.1.3. Datensätze
In diesem Abschnitt werden die zwei Datensätze, die in diesem Kapitel verwendet wur-
den, vorgestellt. Alle Studienteilnehmer waren nach Aufklärungmit einer wissenschaft-
lichen Verwendung ihrer Daten einverstanden und alle Studienwurden durch die Ethik-
kommission der Universität Bonn genehmigt. Alle Patienten, deren EEG-Daten unter-
sucht wurden, litten unter einer pharmakoresistenten , also mit Medikamenten nicht
zufriedenstellend behandelbaren, fokalen Epilepsie mit teilweise unterschiedlich loka-
lisierten Anfallsursprungszonen. Die Plazierung der Elektroden erfolgte, völlig unab-
hängig von den hier beschriebenen Untersuchungen, nach reinmedizinischenGesichts-
punkten.
Alle EEGs wurden mit 200Hz mit einem 16-bit-Analog-Digital-Wandler aufgezeich-
net und zwischen 0,1–70Hz mit einem Bandpass gefiltert. Als Referenz für die EEG-
Aufzeichnungen diente jeweils das Mittel von zwei Elektrodenkontakten außerhalb der
Anfallsursprungszone; die an diesen Referenzkontakten gemessenen Zeitreihen wur-
den von der weiteren Analyse ausgeschlossen. In einem Vorverarbeitungsschritt wur-
den die Daten noch einmal zwischen 1–45Hz Bandpass gefiltert. Zusätzlich wurden mit
einem Kerbfilter bei 50Hz mögliche Einflüsse durch Netzbrummen unterdrückt.
Datensatz 1
Bei dem ersten Datensatz handelt es sich um iEEG-Aufzeichnungen von 82 fokalen
epileptischen Anfällen, die von 52 Patienten stammen. Dieser Datensatz wurde bereits
in früheren Arbeiten untersucht [79; 142–144]. Die Aufzeichnungsdauern der Anfälle
sind im Mittel 455 s (Umfang 112–1702 s) lang, die Anfälle haben im Mittel eine Länge
von 120,1 s (Umfang 33,8–395,8 s). Im Mittel über alle Anfallsaufzeichnungen wurden
Signale von 66 Elektrodenkontakten (Umfang 26–124) aufgenommen.
Um Beginn und Ende der epileptischen Anfälle auf eine objektive und reproduzierbare
Art zu detektieren, wurde eine Steigungsanalyse der EEG-Daten durchgeführt [142].
Bei der Vergleichbarkeit der Anfallsaufzeichnungen verschiedener Patienten stellen sich
zwei Probleme:
1. Nicht nur die genaue Lage, sondern oft auch Anzahl und Art der verwendeten
Elektroden unterscheiden sich von Patient zu Patient. Es ist also zum Beispiel
nicht möglich, für bestimmte Kontakte Mittelwerte über die zeitliche Entwick-
lung der Wichtigkeit zu bilden.
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ℱ 𝒩 𝒪
unipolar 18,1 19,9 62,1
bipolar 19,9 20,4 59,8
Tabelle 4.1.:Mittlere relative Größe der verschiedenen Kategorien für uni- und bipolare EEG-
Montage.
2. Die Längen aller aufgezeichneten epileptischen Anfälle unterscheiden sich teil-
weise drastisch voneinander, um bis zu mehr als einen Faktor zehn.
Um Punkt eins zu begegnen, wurden in dieser Arbeit alle Elektrodenkontakte in drei
Kategorien, relativ zu ihrer Lage zur Anfallsursprungszone, eingeteilt. Die Anfallsur-
sprungszone ist definiert durch die Kontakte, an denen die erste anfallsartige Aktivität
im (i)EEG von klinischem Fachpersonal beobachtet wurde [131]. Die drei Kategorien
sind:
Kategorie ℱ enthält alle Kontakte aus der Anfallsursprungszone. Diese können sich je
nach Patient auf derselben Elektrode befinden, können aber auch durch-
aus auf zwei oder mehr Elektroden verteilt sein.
Kategorie 𝒩 enthält alle Kontakte aus der Nachbarschaft der Anfallsursprungszone.
Die Nachbarschaft ist hier definiert als alle Kontakte, die sich nicht wei-
ter als zwei Elektrodenkontakte von Kontakten aus Kategorie ℱ befin-
den. Kontakte aus 𝒩 liegen zumeist auf Elektroden, auf denen sich auch
Kontakte aus ℱ befinden, können sich aber durchaus auch auf anderen,
räumlich nahen Elektroden befinden.
Kategorie 𝒪 enthält alle Kontakte, die noch keiner anderen Kategorie zugeordnet sind,
ungeachtet dessen, auf welcher Elektrode sie sich befinden.
In Abbildung 4.1 ist beispielhaft die Einteilung von Elektrodenkontakten in die drei
verschiedenen Kategorien zu sehen.
Bei bipolar montierten Daten ergibt sich noch folgendes Problem: Die hier verwende-
ten Originaldaten sind unipolar montiert, die bei der bipolaren Montage verwendeten
Elektrodenkontaktpaare bestehen aus jeweils zwei Elektrodenkontakte der Original-
elektroden. Die Lokalisierung der Anfallsursprungszone und ihrer Nachbarschaft ge-
schah ebenso in Bezug auf die originalen Elektrodenkontakte, so dass keine eins-zu-
eins-Übersetzung der Kategorien auf die bipolaren Elektrodenkontaktpaaren besteht.
Von den mehreren denkbaren Varianten, die bipolaren Elektrodenkontaktpaare zu ka-
tegorisieren, wurde in dieser Arbeit folgende verwendet: Ein Kontaktpaar wurde der
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Kategorie ℱ zugeordnet, wenn mindestens einer der Kontakte zu ℱ gehörte; war dies
nicht der Fall, aber gehörte mindestens ein Kontakt zu 𝒩 , so wurde dieses Paar 𝒩
zugeordnet, andernfalls wurde das Paar 𝒪 zugeordnet. Zu beachten ist, dass diese Ka-
tegorisierung, verglichen mit der unipolaren Kategorisierung, zu vergrößerten Kate-
gorien ℱ und 𝒩 führt. Da bei der Verwendung anderer Kategorisierungen, die zum
Beispiel zu leicht vergrößerten Kategorien 𝒩 und 𝒪 führen, vergleichbare Ergebnisse
gefunden wurden [144], erscheint dies als kein großes Problem. Die mittleren relativen
Kategoriegrößen für die Kategorisierung von Knoten bei uni- und bipolar montierten
EEG-Daten sind in Tabelle 4.1 aufgelistet.
Umden unterschiedlichenAnfallslängen zu begegnen, wurde jeder Anfall in fünf gleich-
lange Abschnitte unterteilt, die im Weiteren ictale Abschnitte genannt werden. Weiter-
hin wurden jeweils noch ein Abschnitt direkt vor (pre-ictal) und nach (post-ictal) dem
Anfall mit gleicher Länge wie ein einzelner ictaler Abschnitt untersucht.
Abbildung 4.2 zeigt die zeitliche Entwicklung von uni- und bipolar montierten EEG-
Aufzeichnungen an einigen Kontakten eines der hier untersuchten epileptischen An-
fälle.
Datensatz 2
Als zweiter Datensatz wurden in dieser Arbeit Langzeitaufzeichungen von 17 Patienten
verwendet, die ebenfalls an pharmakorestistenten Epilepsien litten. Alle Patienten un-
terzogen sich nach einer prächirurgischen Diagnostik einer Resektion, das heißt einer
chirurgischen Entfernung eines (kleinen) Teils des Gehirns, und waren anschließend
anfallsfrei (entsprechend der Engel-Klasse 1A [145]). Die mittlere Anzahl der Kontakte
betrug 51 (Umfang 16–64), die gesamte Aufzeichnungsdauer betrug 2188 Stunden (Um-
fang 74–215 Stunden), während derer 83 spontane epileptische Anfälle auftraten. Bei
jedem Patienten wurde die Gabe antiepileptischer Mittel individuell während der Auf-
zeichnung variiert.
Wie für Datensatz 1 wurden alle Kontakte nach ihrer Lage relativ zur Anfallsursprungs-
zone einer von drei Kategorien zugeordnet, um eine gewisse räumliche Vergleichbarkeit
zwischen unterschiedlichen Aufzeichnungen zu gewährleisten; eine bipolare Montage
wurde nicht durchgeführt. Die mittleren relativen Besetzungsdichten 𝑔 der einzelnen
Kategorien, das heißt die relative Anzahl an Kontakten pro Kategorie, beliefen sich für
diesen Datensatz aufℱ : 0,23,𝒩 : 0,08 und 𝒪 : 0,69. Da in Datensatz 2, anders als Daten-
satz 1, außer epileptischen Anfällen noch vielfältige physiologische und pathophysio-
logische Prozesse aufgezeichnet wurden, konnte für Datensatz 2 keine sinnvolle Mög-
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lichkeit gefunden werden, um mehrere Aufzeichnungen auch zeitlich vergleichbar zu
machen.
In Datensatz 2 kommt es teilweise zu Aufzeichnungslücken für die keine EEG-Daten zur
Verfügung stehen. Die meisten dieser Aufzeichnungslücken sind nur wenige Sekunden
lang, bei einigen Patienten kommt es aber auch zu Aufzeichnungslücken von mehreren
Stunden.
4.2. Wichtigkeit von Knoten während epileptischer
Anfälle
In diesem Abschnitt wird untersucht, wie sich funktionelle Wichtigkeit unterschied-
licher Hirnregionen während epileptischer Anfälle verhält. Dabei wird insbesondere
untersucht, ob der Anfallsursprungszone eine besonders hohe Wichtigkeit zugeordnet
wird und von welchen Einflussfaktoren dies abhängig ist. Die Wichtigkeit von unter-
schiedlichen Hirnregionen wird dabei mit den in Kapitel 2.2 vorgestellten, auf verschie-
denen Konzepten beruhenden Zentralitätsmaßen untersucht. Dabei ist zumindest für
drei der Zentralitäten zu erwarten, dass sie die Anfallsursprungszone als besonders
wichtig identifizieren: Da epileptische Anfälle in der Anfallsursprungszone beginnen
und sich von dort in andere Hirnregionen ausbreiten, ist zu erwarten, dass die Anfalls-
ursprungszone stark mit diesen anderen Hirnregionen interagiert (hohe Stärke-Zen-
tralität), eine kurze mittlere Entfernung zu anderen Hirnregionen hat (hohe Closeness-
Zentralität) und besonders starkmit anderenwichtigen Gehirnregionen interagiert (ho-
he Eigenvektor-Zentralität). Lediglich bei der Betweenness-Zentralität ist nicht unbe-
dingt zu erwarten, dass die Anfallsursprungszone als am wichtigsten identifiziert wird,
da Informationen nicht unbedingt durch diese „hindurch“ müssen. Stattdessen kann
für die Betweenness-Zentralität eher eine hoheWichtigkeit der direkten Nachbarschaft
der Anfallsursprungszone erwartet werden, da diese Informationen an weiter entfernte
Hirnregionen weiterleitet. Um zu untersuchen, ob direkt vor, während und direkt nach
epileptischen Anfällen unterschiedliche Hirnregionen als am wichtigsten identifiziert
wurden, wurden die Wichtigkeiten von Hirnregionen zeitaufgelöst bestimmt.
Um festzustellen, ob für die Untersuchungen von Wichtigkeiten von Hirnregionen In-
teraktionsstärkemaße, die Amplituden- oder Phasensynchronisation berücksichtigen,
besser geeignet sind, wurden sowohl die maximale Kreuzkorrelationsfunktion als auch
die mittlere Phasenkohärenz zur Abschätzung der Interaktionen verwendet. Da davon
auszugehen ist, dass zumindest durch die Referenz des iEEGs falsche Korrelationen in
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Abbildung 4.4.: Beispielhafte Interaktionsmatrizen, geschätzt mit der mittleren Phasenkohä-
renz 𝑅 aus den auszugsweise in Abbildung 4.2 gezeigten unipolar montierten
EEG-Daten. Die Interaktionsmatrizen sind über folgende Zeitfenster geschätzt
(zeilenweise von links nach rechts): Das erste Zeitfenster der Aufzeichnung,
das erste Zeitfenster nach Anfallsbeginn, das jeweils erste Zeitfenster nach ei-
nem und zwei Dritteln des Anfalls, das letzte Zeitfenster während des Anfalls
und das letzte Zeitfenster der Aufnahme. Die Knoten 1-32 sind mit Kontak-
ten von Elektrode GR assoziiert, Knoten 33-48 mit Elektrode OR, Knoten 49-52
mit Kontakten von Elektrode TBAL, Knoten 53-56 mit Kontakten von Elektro-
de TBAR, Knoten 57-60 mit Kontakten von Elektrode TBPL, Knoten 61-64 mit
Kontakten von Elektrode TBPR, Knoten 65-68 mit Kontakten von Elektrode
TLL und Knoten 69-78 mit Kontakten von Elektrode TR (siehe Abbildung 4.1).
Die Knoten aus der Anfallsursprungszone (Knoten 21 und 22) sind mit roten
Pfeilen gekennzeichnet.
den an unterschiedlichen Kontakten gemessenen Signalen vorhanden sind, wurde zu-
sätzlich noch der Phase Lag Index zur Abschätzung der Interaktionsstärke verwendet,
da der Phase Lag Index verspricht, immun gegen solche falschen Korrelationen zu sein
(siehe Kapitel 2.3). Eine weitere Methode zur Reduzierung solcher falschen Korrelatio-
nen ist die Verwendung der bipolaren Montage (siehe Kapitel 4.1.2). Um festzustellen,
ob der Phase Lag Index besser oder schlechter als die bipolare Montage geeignet ist den
Einfluss falscher Korrelation zu reduzieren, wurden alle Schätzungen der Interaktions-
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Abbildung 4.5.:Wie Abbildung 4.4, die EEG-Daten wurden allerdings bipolar montiert. Die
Knoten 1-28 sind mit Kontakten von Elektrode GR assoziiert, Knoten 29-43
mit Kontakten von Elektrode OR, Knoten 44-46 mit Kontakten von Elektrode
TBAL, Knoten 47-49 mit Kontakten von Elektrode TBAR, Knoten 50-52 mit
Kontakten von Elektrode TBPL, Knoten 53-55 mit Kontakten von Elektrode
TBPR, Knoten 56-58 mit Kontakten von Elektrode TLL und Knoten 59-61 mit
Kontakten von Elektrode TR. Die Knoten aus der Anfallsursprungszone haben
die Nummern 18, 19 und 20.
stärke einmal auf Basis der originalen EEG-Daten (unipolare Montage) und einmal auf
Basis der bipolar montierten Daten durchgeführt.
Dazu wurde der in Abschnitt 4.1.3 vorgestellte Datensatz von Aufzeichnungen epilep-
tischer Anfälle untersucht.
4.2.1. Konstruktion der funktionellen Netzwerke
In einem ersten Schritt wurde aus jeder Anfallsaufzeichnung ein zusätzlicher Daten-
satz mittels bipolarer Montage erstellt, siehe Abschnitt 4.1.2. Anschließend wurden alle
Aufzeichnungen, sowohl die unipolar als auch die bipolar montierten, einer Gleitfens-
teranalyse unterzogen. Dazu wurden die Aufzeichnungen in nicht überlappende Zeit-
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fenster von jeweils 500 aufeinanderfolgenden Datenpunkten, entsprechend einer Dauer
von 2,5 s, unterteilt. In jedem Fenster wurden anschließend die an jedem Elektroden-
kontakt oder Elektrodenkontaktpaar aufgezeichneten Zeitreihen auf Mittelwert 0 und
Standardabweichung 1 normalisiert. Schließlich wurden für alle Aufzeichnungen in je-
dem Fenster paarweise die Interaktionsstärkenmit drei verschiedenen Interaktionsstär-
kemaßen (dermaximalen Kreuzkorrelationsfunktion 𝑟 , der mittleren Phasenkohärenz 𝑅
und dem Phase Lag Index 𝑃 ) zwischen allen Paaren von Knoten 𝑛 und𝑚 bestimmt. Die
paarweisen Interaktionsstärke werden als funktionelles Netzwerk aufgefasst, bei dem
die geschätzte Interaktionsstärke zwischen Knoten 𝑛 und𝑚 dem Eintrag𝐴𝑛𝑚 der Inter-
aktionsmatrizen entsprechen. So entstanden für die Aufzeichnung jedes epileptischen
Anfalls sechs verschiedene Sequenzen von ungerichteten, gewichteten, funktionellen
Netzwerken, siehe Abbildungen 4.4 und 4.5 für Beispiele solcher funktionellen Netz-
werke (repräsentiert durch deren Interaktionsmatrizen). In diesen Netzwerken wurde
anschließend die Wichtigkeit jedes Knotens mit vier verschiedenen Zentralitätsmaßen
(Stärke- 𝒞 𝑆 , Closeness- 𝒞𝐶 , Betweenness- 𝒞 𝐵 und Eigenvektor-Zentralität 𝒞 𝐸) be-
stimmt, so dass die zeitliche Änderung derWichtigkeit jedes Knotens über insgesamt 24
verschiedene Montage-, Interaktionsstärkemaß- und Wichtigkeitsmaß-Kombinationen
charakterisiert wurde.
Die hier verwendete Fensterlänge von 500 Datenpunkten stellt einen Kompromiss zwi-
schen ausreichender Statistik für die Interaktionsstärkebestimmung und der zeitlichen
Auflösung der Veränderung von Wichtigkeit während der epileptischen Anfälle dar.
Es wurden stichprobenartig Untersuchungen mit Fensterlängen von 1000, 1500, 2000
und 4000 Datenpunkten durchgeführt; dabei konnten keine qualitativen Unterschiede
zu den Ergebnissen, die mit Fensterlängen von 500 Datenpunkten beobachtet wurden,
ausgemacht werden. Die Länge von 500 Datenpunkten wurde schließlich gewählt, um
eine bestmögliche Auflösung der zeitlichen Änderung von Wichtigkeit zu erhalten.
4.2.2. Surrogat-Korrektur
Frühere Studien haben gezeigt, dass Charakteristiken funktioneller Netzwerke in fälsch-
licher Weise – sowohl durch die endliche Länge der untersuchten Zeitreihen als auch
durch ihren Frequenzgehalt und die verwendete Abschätzung der Kantenstärken – be-
einflusst werden [76; 146]. Insbesondere die elektroenzephalograpischen Aufzeichnun-
gen epileptischer Anfälle sind bekannt für die komplexen zeitlichen Änderungen ihres
Frequenzgehalts [147; 148] und ihrer Korrelationsstruktur [142], welche die von funk-
tionellen Netzwerken abgeleiteten Größen wie Clustering-Koeffizient, mittlere kürzes-
te Weglänge, Assortativität oder auch die Betweenness-Zentralität beeinflussen kön-
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nen [64; 76; 149]. Um solche Einflüsse zu minimieren, wird hier ein von Bialonski et.
al. vorgeschlagener Surrogat-Korrekturmechanismus verwendet [76]. Dazu werden je-
weils von den unipolar und bipolar montierten Zeitreihenmittels dem iterativen Ampli-
tudenangepassten Fourier-Transformation-Surrogat-Verfahren (kurz IAAFT ) [150] in
jedem Zeitfenster einzeln zwanzig Surrogat-Zeitreihen erstellt. Diese Surrogat-Zeitrei-
hen haben jeweils dasselbe Amplituden- und Frequenzspektrum wie die ihnen zugrun-
de liegenden Zeitreihen, alle anderen Eigenschaften sind aber zufällig. Dieses Surrogat-
Verfahren zerstört alle linearen und nicht-linearen Abhängigkeiten, die zwischen den
EEG-Zeitreihen bestehen.
Die mit diesem Surrogat-Verfahren erstellten 20 Surrogat-Zeitreihen werden anschlie-
ßend gleich den EEG-Zeitreihen weiter verarbeitet: Aus ihnen werden erst funktionelle
Netzwerke konstruiert, anschließend wird die Wichtigkeit einzelner Knoten mit den
Zentralitätsmaßen abgeschätzt. Als letzter Schritt wird jeder Zentralitätswert durch die
Subtraktion des mittleren Zentralitätswerts von allen zwanzig Surrogat-Zentralitäts-
werten korrigiert. Diese Korrektur kann dazu führen, dass die (korrigierten) Zentrali-
tätswerte negativ werden. Im Folgenden werden diese korrigierten Zentralitätswerte
verwendet.
4.2.3. Beispielhafter Verlauf von Wichtigkeit von Hirnregionen
während eines epileptischen Anfalls
Abbildungen 4.6 und 4.7 zeigen beispielhaft den Verlauf von Wichtigkeit für jeweils
einen Knoten aus jeder der drei Kategorien (Anfallsursprungszone ℱ , ihre Nachbar-
schaft𝒩 und weiter entfernte Hirnbereiche 𝒪 , siehe Abschnitt 4.1.3) für uni- und bipo-
lare Montage sowie die verschiedenen Interaktionsstärkemaße und Zentralitäten kurz
vor, während und nach einem epileptischen Anfall. Die EEG-Aufzeichnungen desselben
Anfalls sind in Abbildung 4.2 dargestellt; einzelne Interaktionsmatrizen, erstellt mit der
mittleren Phasenkohärenz 𝑅, für uni- und bipolar montierte EEG-Daten sind in den Ab-
bildungen 4.4 und 4.5 zu sehen. Anders als bei den in Kapitel 3.2 untersuchten Systemen
sind hier eine starke Änderung und teilweise auch sehr abrupte Änderung derWichtig-
keit mit der Zeit zu beobachten. Dies ist zu erwarten, da es sich bei dem menschlichen
Gehirn nicht um ein stationäres System handelt. Die Interaktionsmatrizen, die aus ein-
zelnen Analysefenstern unipolar montierter EEG-Daten geschätzt werden, sehen aller-
dings qualitativ ähnlich aus, wenn die mittlere Phasenkohärenz 𝑅 (siehe Abbildung 4.4)
oder die maximale Kreuzkorrelationsfunktion 𝑟 (nicht dargestellt) zur Abschätzung der
Interaktionsstärken verwendet werden. Dies ist überraschend, da die beiden Maße die
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unipolar 𝑟 𝑅 𝑃
𝒞 𝑆 𝒞 𝐵 0,17 ±0,23 0,30 ±0,23 0,35 ±0,23
𝒞 𝑆 𝒞 𝐸 0,99 ±0,01 0,98 ±0,02 0,70 ±0,15
𝒞 𝑆 𝒞𝐶 0,89 ±0,12 0,63 ±0,17 0,86 ±0,09
𝒞 𝐵 𝒞 𝐸 0,15 ±0,23 0,27 ±0,23 0,50 ±0,19
𝒞 𝐵 𝒞𝐶 0,17 ±0,23 0,36 ±0,20 0,24 ±0,24
𝒞 𝐸 𝒞𝐶 0,87 ±0,13 0,61 ±0,18 0,50 ±0,19
bipolar 𝑟 𝑅 𝑃
𝒞 𝑆 𝒞 𝐵 0,29 ±0,20 0,17 ±0,25 0,39 ±0,22
𝒞 𝑆 𝒞 𝐸 0,98 ±0,02 0,66 ±0,19 0,70 ±0,16
𝒞 𝑆 𝒞𝐶 0,90 ±0,08 0,94 ±0,06 0,90 ±0,06
𝒞 𝐵 𝒞 𝐸 0,25 ±0,21 0,36 ±0,20 0,55 ±0,17
𝒞 𝐵 𝒞𝐶 0,27 ±0,20 0,17 ±0,26 0,32 ±0,23
𝒞 𝐸 𝒞𝐶 0,87 ±0,10 0,55 ±0,22 0,55 ±0,21
Tabelle 4.2.:Mittlere Spearman-Korrelationskoeffizienten mit Standardabweichungen zwi-
schen Paaren von Zentralitätswerten für unipolar (oben) und bipolar montierte
EEG-Daten (unten) für alle verwendeten Interaktionsstärkemaße. Die Mittelung
erfolgt jeweils über alle Anfälle und Knoten.
Interaktionsstärke unterschiedlich, über Amplitude oder Phase, charakterisieren [122;
123], andererseits ist es natürlich möglich, dass die gemessenen Subsysteme nicht nur
phasen-, sondern auch amplitudensynchronisiert sind. Dieses Ergebnis kann mehrdeu-
tig interpretiert werden: Einerseits könnte dieser Effekt über die verschiedenen Mitte-
lungen (räumlich in Kategorien, zeitlich in Perioden) zustande kommen, andererseits
ist es auch möglich, dass Amplitude und Phase bei epileptischen Anfällen sehr ähnli-
che Informationen liefern. Die Interaktionsmatrizen, die mit dem Phase Lag Index aus
unipolar montierten EEG-Daten erstellt werden, sehen denen ähnlich, die aus bipolar
montierten EEG-Daten erstellt werden (unabhängig davon, welches Interaktionstärke-
maß verwendet wird).
Wie schon in den Kapiteln 3.1 und 3.2 beobachtetet werden konnte, besteht zwischen
Stärke- 𝒞 𝑆 , Closeness- 𝒞𝐶 und Eigenvektor-Zentralitätswerten 𝒞 𝐸 eine hohe Korrela-
tion: Die zeitlichen Verläufe dieser Zentralitätswerte ähneln sich sehr stark und sind
sehr unterschiedlich von denen der Betweenness-Zentralität 𝒞 𝐵 (siehe auch Tabel-
le 4.2). Diese Beobachtung gilt unabhängig davon, welches Interaktionsstärkemaß und
welche Montage verwendet werden. Wird die unipolare Montage verwendet und die
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Abbildung 4.6.: Beispielhafter zeitlicher Verlauf derWichtigkeit von drei Knoten, jeweils einer
aus Kategorie ℱ (rot), aus Kategorie 𝒩 (orange) und aus Kategorie 𝒪 (grün)
während eines epileptischen Anfalls, aufgenommen mit den in Abbildung 4.1
dargestellten Elektroden. Die Interaktionsstärken der funktionellen Netzwer-
ke werden mit der maximalen Kreuzkorrelation 𝑟 (links), der mittleren Pha-
senkohärenz 𝑅 (mittig) und dem Phase Lag Index 𝑃 (rechts) von unipolar
montierten EEG-Zeitreihen bestimmt. Die Knotenwichtigkeit wird bestimmt
mit, von oben nach unten, Stärke-𝒞 𝑆 , Closeness-𝒞 𝐶 , Betweenness-𝒞 𝐵 und
Eigenvektor-Zentralität 𝒞 𝐸 . Die beiden senkrechten grauen Striche zeigen
Anfallsbeginn und -ende an. Abbildung 4.2 zeigt ausschnittsweise die EEG-
Aufzeichnungen, aus denen die hier gezeigtenWichtigkeitsverläufe berechnet
werden.
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Abbildung 4.7.:Wie Abbildung 4.6; hier werden allerdings die Interaktionsstärken aus bipolar
montierten Daten berechnet.
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Interaktionsstärke mit der maximalen Korrelation 𝑟 oder der mittleren Phasenkohä-
renz 𝑅 geschätzt, ist festzustellen, dass die Zentralitätswertverläufe für 𝒞 𝑆 , 𝒞𝐶 und
𝒞 𝐸 sich ebenfalls stark ähneln. Inbesondere zwischen dem Verlauf von 𝒞 𝑆 und 𝒞 𝐸
sind kaum Unterschiede auszumachen, unabhängig davon, welche Montage verwendet
wird (Spearman-Korrelationskoeffizient 0,99 bzw. 0,98). Wird allerdings der Phase Lag
Index 𝑃 zur Interaktionsschätzung verwendet, ergeben sich deutlich andere Zentrali-
tätswertverläufe, was auch in deutlich niedrigeren Korrelationskoeffizienten zu sehen
ist. Der Verlauf des Betweenness-Zentralitätswerts ist, je nach verwendetem Interakti-
onsstärkemaß und Montage, sehr unterschiedlich und ähnelt auch keinem der Verläu-
fe der anderen Zentralitätswerte. Gleichzeitig kann beobachtet werden, dass sich die
Wichtigkeit verschiedener Knoten teilweise sehr ähnlich, teilweise sehr unterschied-
lich zeitlich entwickelt.
Es sei darauf verwiesen, dass keiner der gezeigten Verläufe, wie zum Beispiel der Zen-
tralitätswertanstieg zu Beginn des epileptischenAnfalls oder der Abfall abMitte des An-
falls für 𝑟 und 𝒞 𝑆 , exemplarisch für alle untersuchten Anfälle sind. Im Gegenteil kann
für die meisten Anfälle ein individueller Verlauf der Wichtigkeiten festgestellt werden.
Knotenwichtigkeiten verschiedener Anfälle desselben Patienten verlaufen manchmal
ähnlich, manchmal sehr unterschiedlich. Auch die nicht-surrogatkorrigierten Zentra-
litätswertverläufe zeigen ähnliche Variabilitäten. Die im vorhergegangenen Abschnitt
beschriebenen Ähnlichkeiten zwischen den Zentralitätswertverläufen einer Anfallsauf-
zeichnung für die verwendeten Montagen, Interaktionsstärkemaße und Zentralitäten
sind für alle Anfälle so zu beobachten.
Für die in Abbildung 4.6 und 4.7 gezeigten Verläufe von Wichtigkeiten einzelner Kno-
ten werden gerade zwischen der Eigenvektor- und Stärke-Zentralität sehr starke Kor-
relationen beobachtet. Um zu untersuchen, ob für die anderen Anfallsaufzeichnungen
ähnliche Korrelationen beobachtet werden können, werden Korrelationskoeffizienten
zwischen allen Zentralitätswertverläufen berechnet. Tabelle 4.2 gibt die über alle An-
fallsaufzeichnungen und Knoten gemittelten Spearman-Korrelationskoeffizienten für
alle Paare von Zentralitätswertverläufen für uni- und bipolare Montage und die drei
hier verwendeten Maße zur Schätzung der Interaktionsstärke an. Es können wieder
sehr starke Korrelationen zwischen𝒞 𝑆 und𝒞 𝐸 beobachtet werden, insbesondere wenn
die Interaktionsstärken mit der maximalen Kreuzkorrelationsfunktion 𝑟 oder der mitt-
leren Phasenkohärenz 𝑅 aus unipolar montierten EEG Daten geschätzt werden. Eben-
falls kann beobachtet werden, dass die Stärke der Korrelation zwischen zwei, mit un-
terschiedlichen Zentralitäten bewerteten, Wichtigkeitsverläufen einerseits von der ver-
wendeten Montage abhängt, andererseits, deutlich stärker, von dem verwendeten In-
teraktionsstärkemaß. Die fast identischen Verläufe von mit Stärke- und Eigenvektor-
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Zentralität identifizierten Knotenwichtigkeiten können vermuten lassen, dass die ei-
ne der beiden Zentralitäten für diese Anwendung überflüssig ist. Dies ist insbesonde-
re dann der Fall, wenn die Interaktionsstärke mit der maximalen Kreuzkorrelations-
funktion oder der mittleren Phasenkohärenz aus unipolar montierten Daten geschätzt
werden. Andererseits sind die Korrelationen deutlich geringer, wenn der Phase Lag In-
dex zur Schätzung der Interaktionsstärke verwendet wird; eventuell sind also Stärke-
und Eigenvektor-Zentralität nur besonders anfällig für Effekte, die auf gleichzeitige ge-
meinsame Quellen zurückzuführen sind. Auffälligerweise wird bei der Verwendung der
bipolaren Referenz eine deutlich höhere Korrelation zwischen der Stärke- und Eigen-
vektor-Zentralität beobachtet, wenn die maximale Kreuzkorrelationsfunktion 𝑟 anstatt
der anderen Interaktionsstärkemaße verwendet wird. Eventuell ist auch dies darauf zu-
rückzuführen, dass sich die Entfernung der Einflüsse von gemeinsamen Quellen eher
in Amplituden- anstatt in Phasensynchronisation zeigt. Die hier beobachteten Ähnlich-
keiten gehen weit über das hinaus, was in früheren Studien [98–100; 151] oder auch in
den Kapiteln 3.1 und 3.2 beschrieben wurde.
4.2.4. Ist die Anfallsursprungszone am wichtigsten?
In den vorherigen Abschnitten wurde gezeigt, dass während epileptischer Anfälle ein-
zelne Knoten aus der Anfallsursprungszone nicht immer wichtiger als Knoten aus ihrer
Nachbarschaft oder weiter entfernte Knoten sind. Da allerdings nur dieWichtigkeit ein-
zelner Knoten untersucht wurde, ist es durchaus möglich, dass die Anfallsursprungs-
zone im Mittel doch wichtiger als andere Hirnregionen ist. In diesem Abschnitt wird
daher untersucht, ob die Anfallsursprungszone – im zeitlichen Mittel über epileptische
Anfälle und über alle hier untersuchten Anfallsaufzeichungen – am wichtigsten ist,
oder ob stattdessen die direkte Nachbarschaft der Anfallsursprungszone oder weiter
entfernte Hirnregionen am wichtigsten sind.
Ein direkter Vergleich von Knotenwichtigkeiten (zumBeispiel durch über alle Aufzeich-
nungen gemittelten Wichtigkeit jedes Knotens) zwischen allen Netzwerken ist auf-
grund ihrer verschiedenen Knotenanzahlen 𝑁 [152; 153] und der bei verschiedenen Pa-
tienten unterschiedlichen Elektrodenlagen nicht möglich. Daher wird im Weiteren auf
die in Kapitel 4.1.3 beschriebene Kategorisierung zurückgegriffen, bei der alle Knoten
jeweils einer funktionellen Kategorie (Anfallsursprungszone ℱ , ihre Nachbarschaft 𝒩
und weit entfernte Hirnregionen 𝒪 ) zugeordnet werden.
Um die Wichtigkeit einer Kategorie zu bestimmen, werden aus der Verteilung der Zen-
tralitätswerte aller zu dieser Kategorie gehörenden Knoten zu jedem Zeitfenster jeweils
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Abbildung 4.8.: Häufigkeiten, mit denen bestimmte funktionelle Kategorien (Anfallsur-
sprungszone ℱ : rot, Nachbarschaft 𝒩 : orange, Andere 𝒪 : grün), im zeitli-
chenMittel während epileptischer Anfälle als amwichtigsten erkannt werden.
Die funktionellen Netzwerke werden mittels der maximalen Kreuzkorrelati-
onsfunktion 𝑟 (oben), der mittleren Phasenkohärenz (mittig) beziehungsweise
dem Phase Lag Index (unten) aus unipolar (linke Spalte) oder bipolar montier-
ten (rechte Spalte) Daten bestimmt.
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der Wert des dritten Quartils, also der Wert mittig zwischen Median und Maximalwert,
bestimmt und der entsprechenden Kategorie als Wichtigkeit zugewiesen. Die Katego-
rie, der der höchste dritte Quartilswert zugehörig ist, wird als die wichtigste Kategorie
zu diesem Zeitfenster definiert. Hier wird das dritte Quartil als Maß ausgewählt, da
es weniger anfällig für Effekte ist, die auf die unterschiedlichen Kategoriegrößen zu-
rückzuführen sind, als es zum Beispiel der Maximalwert ist. Gleichzeitig repräsentiert
das dritte Quartil besonders wichtige Knoten stärker als zum Beispiel der Mittelwert.
Qualitativ ergibt sich allerdings auch kein Unterschied zu den Ergebnissen, die unter
Verwendung des Mittelwertes oder des Medians anstatt des dritten Quartils erzielt wer-
den.
Abbildung 4.8 zeigt, wie häufig über alle 82 Aufzeichnungen welche funktionelle Ka-
tegorie als am wichtigsten erkannt wird für alle Kombinationen von Zentralität, Inter-
aktionsstärkemaß und Montage. Dabei ist auffällig, dass die Anfallsursprungszone ℱ
bei weitem nicht bei allen Aufzeichnungen als am wichtigsten erkannt wird. Das Aus-
maß, mit dem dies stattfindet, ist dagegen stark abhängig sowohl von der Zentralität als
auch dem Interaktionsstärkemaß und der Montage. Wenn 𝑅 oder 𝑟 und die unipolare
Montage verwendet werden, wird die Anfallsursprungszone ℱ von 𝒞 𝑆 , 𝒞 𝐸 und 𝒞𝐶
etwa genau so häufig wie weit entfernte Regionen 𝒪 als am wichtigsten identifiziert
(20–30% der Aufzeichnungen). Die Nachbarschaft 𝒩 wird dagegen in mehr als 40 %
der Aufzeichnungen als am wichtigsten beurteilt. Wird 𝒞 𝐵 zur Beurteilung der wich-
tigsten Kategorie verwendet, wird 𝒩 sogar noch häufiger als am wichtigsten bewertet
(≈ 50 %), gefolgt von ℱ (40–45%) und 𝒪 (5–10 %).
Wird der Phase Lag Index 𝑃 zur Interaktionsstärkeschätzung verwendet, ergibt sich eine
andere Reihenfolge: Alle vier Zentralitäten beurteilen am häufigsten ℱ als am wich-
tigsten (40–55%), gefolgt von 𝒩 (25–37%) und 𝒪 (12–22%). Der Anteil der Aufzeich-
nungsdauer, zu der einzelne Kategorien als am wichtigsten beurteilt werden, schwankt
allerdings um bis zu 15 Prozentpunkte.
Auch bei Verwendung der bipolaren Montage werden unter Verwendung von 𝑅 und 𝑟
wieder sehr ähnliche Ergebnisse erzielt. In diesem Fall liefern𝒞 𝑆 und𝒞𝐶 sehr ähnliche
Ergebnisse wie 𝒞 𝐵 und 𝒞 𝐸 . Wird die wichtigste Kategorie mit 𝒞 𝑆 oder 𝒞𝐶 ermittelt,
werden ℱ und 𝒩 etwa gleich häufig als am wichtigsten identifiziert (in etwa 40–45%
der Anfallsaufzeichnungen) und 𝒪 deutlich seltener (10–15 %). Werden 𝒞 𝐵 oder 𝒞 𝐸
verwendet, wirdℱ zu 50–55% als amwichtigsten identifiziert, gefolgt von𝒩 (30–45%)
und 𝒪 (≈10 %).
Wird der Phase Lag Index verwendet, liefern alle vier Zentralitäten ein sehr ähnliches
Ergebnis: Am häufigsten wirdℱ als am wichtigsten identifiziert (≈50 %), gefolgt von𝒩
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unipolar bipolar
𝑟 vs. 𝑅 𝑟 vs. 𝑃 𝑅 vs. 𝑃 𝑟 vs. 𝑅 𝑟 vs. 𝑃 𝑅 vs. 𝑃
𝒞 𝑆 75 % 3% 5% 46% 54% 55%
𝒞 𝐸 77 % 3% 4% 43% 35% 44%
𝒞𝐶 68 % 13% 11% 26% 27% 30%
𝒞 𝐵 39 % 12% 11% 44% 52% 53%
Tabelle 4.3.: Relative Häufigkeiten, mit denen Paare von Interaktionsstärkemaßen denselben
oder einen direkt benachbarten Knoten als am wichtigsten identifizieren, für ver-
schiedene Zentralitäten und EEG-Montagen.
(30–40%) und 𝒪 (5–10 %).
Es lässt sich festhalten, dass die Anfallsursprungszone entgegen den Erwartungen, im
zeitlichen Mittel über den Verlauf epileptischer Anfälle, nur in einigen Fällen als am
wichtigsten erkannt wird. Möglicherweise entsteht dieses Ergebnis durch die zeitliche
Mittelung, da bei dieser zumBeispiel über die Ausbreitung von Synchronisationsphäno-
menen während epileptischer Anfälle gemittelt wird. Gleichzeitig wird festgestellt, dass
nicht nur die Wahl der Zentralität zur Bestimmung von Knotenwichtigkeiten, sondern
auch die Wahl des zur Abschätzung der Interaktionsstärke verwendeten Maßes und die
EEG-Montage einen großen Einfluss auf die Identifizierung wichtigster funktioneller
Kategorien haben. In den folgenden Abschnitten wird nun zuerst der Frage nachgegan-
gen, inwieweit die verschiedenen Interaktionsstärkemaße und Montagen die Identifi-
zierung der Wichtigkeit von Knoten und funktionellen Kategorien beeinflussen, bevor
in Kapitel 4.2.8 untersucht wird, wie sich Wichtigkeiten der Kategorien im Laufe von
epileptischen Anfällen ändern.
4.2.5. Einfluss des Interaktionsstärkemaßes
In den vorherigen Abschnitten wird beobachtet, dass die, im Mittel, mit der maximalen
Kreuzkorrelationsfunktion 𝑟 und der mittleren Phasenkohärenz 𝑅 erzielten Ergebnis-
se sich sehr ähnlich sind, aber deutlich von solchen abweichen, die mittels dem Phase
Lag Index 𝑃 erzielt werden. In den nächsten Abschnitten wird nun untersucht, inwie-
weit mit den verschiedenen Maßen für einzelne Anfallsaufzeichnungen gleiche oder
unterschiedliche Ergebnisse erzielt werden und ob die ähnlichen Ergebnisse nur durch
(räumliche und zeitliche) Mittelung entstanden sind. Dazu wird überprüft, ob mit den
unterschiedlichen Interaktionsstärkemaßen dieselben Knoten als am wichtigsten iden-
tifiziert werden. Da bei bipolaren Daten die Knoten jeweils zwei Elektrodenkontakten
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zugeordnet sind, wird, um einen besseren Vergleich zwischen unipolaren und bipola-
ren Daten zu ermöglichen, auch bei unipolaren Daten die Identifizierung eines direkt
benachbarten Knotens als übereinstimmendes Ergebnis gewertet. Tabelle 4.3 zeigt, wie
häufig Paare von Interaktionsstärkemaßen bei unipolaren Daten denselben Elektroden-
kontakt oder einen direkten Nachbarn als am wichtigsten identifizieren, oder, bei bipo-
lar montierten Daten, Elektrodenkontakte als am wichtigsten identifiziert werden, bei
denen mindestens einer der originalen Kontakte übereinstimmt.
Bei unipolaren Daten identifizieren sowohl die Stärke- 𝒞 𝑆 und die Eigenvektor- 𝒞 𝐸 als
auch die Closeness-Zentralität 𝒞𝐶 denselben Knoten oder einen direkten Nachbarn als
am wichtigsten in mehr als zwei Drittel der Fälle, wenn statt 𝑟 𝑅 verwendet wird. Wird
dagegen die Betweenness-Zentralität 𝒞 𝐵 zur Identifizierung des wichtigsten Knotens
verwendet, trifft dies nur in 39 % der Fälle zu. Wird 𝑅 mit 𝑃 oder 𝑟 mit 𝑃 verglichen, fällt
auf, dass 𝒞 𝑆 und 𝒞 𝐸 nur in < 5% der Fälle einen identischen oder direkt benachbarten
Knoten als am wichtigsten identifizieren. Werden 𝒞𝐶 oder 𝒞 𝐵 verwendet, ist dies in
etwa 10% der Fälle zu beobachten.
Werden bipolar montierte Daten verwendet, wird für alle Paare von Interaktionsstärke-
maßen eine Knotenkongruenz in etwa 40–50% der Fälle beobachtet, wenn𝒞 𝑆 ,𝒞 𝐸 oder
𝒞 𝐵 verwendet werden. Wird 𝒞𝐶 verwendet, so erden nur in ≈ 30 % der Fälle derselbe
Knoten oder sein direkter Nachbar als am wichtigsten identifiziert.
Bei unipolaren Daten wird eine geringe Übereinstimmung zwischen dem Phase Lag
und den anderen Interaktionsstärkemaßen beobachtet. Dies kann mit der Entfernung
des Einflusses von gemeinsamen Quellen durch den Phase Lag Index erklärt werden.
Die große Übereinstimmung bei unipolaren Daten zwischen wichtigsten Knoten, die
bei Verwendung der maximalen Kreuzkorrelationsfunktion und der mittleren Phasen-
kohärenz beobachtet wird, kann dadurch erklärt werden, dass beide Maße etwa gleich
anfällig für gemeinsame Quellen sind. Da genau solche Einflüsse auch durch die bipola-
re Montage entfernt werden, erklärt dies gleichzeitig auch, warum eine deutlich höhere
Knotenkongruenz zwischen den Interaktionsstärkemaßpaaren 𝑟-𝑃 und 𝑅-𝑃 bei der Ver-
wendung von bipolaren Daten als bei unipolaren Daten beobachtet werden kann.
Gleichzeitig bleibt es fraglich, warum gerade bei der Betweenness-Zentralität eine deut-
lich geringere Übereinstimmung zwischen wichtigsten Knoten bei dem Vergleich mitt-
lerer Phasenkohärenz mit der maximalen Kreuzkorrelationsfunktion als bei den ande-
ren Zentralitäten beobachtet wird.
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𝑟 𝑅 𝑃
𝒞 𝑆 40 % 40% 62%
𝒞 𝐸 39 % 41% 54%
𝒞𝐶 40 % 40% 55%
𝒞 𝐵 45 % 46% 4%
Tabelle 4.4.: Relative Häufigkeit, mit der derselbe Knoten auf Basis von unipolar und bipolar
montierten EEG-Daten als am wichtigsten identifiziert wird, für verschiedene In-
teraktionsstärkemaße und Zentralitäten.
4.2.6. Einfluss der EEG-Montage
Die hohe Übereinstimmung zwischen der maximalen Kreuzkorrelationsfunktion 𝑟 und
der mittleren Phasenkohärenz 𝑅 bei unipolarer Montage zusammen mit der niedrigen
Übereinstimmung des Phase Lag Index 𝑃 mit den beiden vorhergenannten Interakti-
onsstärkemaßen könnte ein Hinweis darauf sein, dass sowohl 𝑟 als auch 𝑅 anfällig für
Effekte sind, die auf gleichzeitigen gemeinsamen Quellen beruhen und von 𝑃 minimiert
werden. Auch die bipolare Montage verspricht, den Einfluss solcher gleichzeitiger ge-
meinsamer Quellen zu minimieren. Daher kann erwartet werden, dass unter Verwen-
dung von 𝑃 zur Interaktionsschätzung dieselben Ergebnisse erzielt werden unabhängig
davon, welche Montage verwendet wird.
Tabelle 4.4 zeigt, wie häufig die verschiedenen Zentralitäten bei unipolaren Daten einen
Knoten als am wichtigsten identifizieren, der von derselben Zentralität auch bei bipolar
montierten Daten einen Teil des wichtigsten Knotens darstellt. Zur besseren Einord-
nung der Ergebnisse sind auch die Werte für die beiden anderen Interaktionsstärkema-
ße (𝑟 und 𝑅) dargestellt, bei denen nicht zu erwarten ist, dass auf uni- und bipolaren
Daten dieselben Ergebnisse beobachtet werden können.Werden Stärke-𝒞 𝑆 , Closeness-
𝒞𝐶 oder Eigenvektor-Zentralität𝒞 𝐸 zur Identifizierung des wichtigsten Knotens und 𝑃
als Interaktionsstärkemaß verwendet, wird mit 55–62 %iger Häufigkeit derselbe Knoten
als am wichtigsten identifiziert. Dies lässt darauf schließen, dass die bipolare Montage
und 𝑃 nicht dieselben Effekte minimieren oder jedenfalls nicht im selben Ausmaß. Für
Letzteres spricht, dass diese Werte aber deutlich über den Werten liegen, die unter der
Verwendung von 𝑟 oder 𝑅 erzielt werden (≈40%). Dies kann einerseits so interpretiert
werden, dass 𝑃 tatsächlich den Einfluss der gemeinsamen Quellen deutlich reduziert;
andererseits so, dass dieser Einfluss nicht so groß wie zu befürchten ist, da in ≈ 40 % der
Fälle Maße, die anfällig für solche Effekte sind, dieselben Ergebnisse liefern, unabhän-
gig davon, ob der Einfluss dieser Effekte mit der bipolaren Montage entfernt wird oder
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𝒞 𝑆 𝒞 𝐸 𝒞𝐶 𝒞 𝐵
Knoten 15% 17% 2% 1%
Knoten + Nachbar 30 % 29% 19% 18%
Kategorie 58 % 54% 49% 46%
Tabelle 4.5.: Relative Häufigkeit, mit der a) derselbe Knoten (Knoten), b) derselbe Knoten oder
ein direkter Nachbar (Knoten + Nachbar) oder c) ein Knoten aus derselben Katego-
rie (Kategorie) als am wichtigsten identifiziert wird, wenn anstatt bipolarer Mon-
tage und der mittleren Phasenkohärenz 𝑅 die unipolare Montage und der Phase
Lag Index 𝑃 verwendet werden.
nicht.
Wird die Betweenness-Zentralität𝒞 𝐵 zur Identifikation wichtigster Knoten verwendet,
wird eine leicht höhere Kongruenz bei 𝑟 und 𝑅 (≈45 %) beobachtet als bei den anderen
Zentralitäten und eine deutlich niedrigere (4 %), wenn 𝑃 zur Interaktionsschätzung ver-
wendet wird. Dass mit 𝒞 𝐵 andere Ergebnisse als mit den drei übrigen Zentralitäten
erzielt werden, ist in Anbetracht der vorherigen Ergebnisse nicht weiter verwunder-
lich, erklärt aber nicht, warum die Knotenkongruenz bei der Verwendung von 𝑃 unge-
fähr auf Zufallsniveau lieft (3,6 %). Eine überzeugende Erklärung kann nicht gefunden
werden.
4.2.7. Vergleichbarkeit von Methoden zur Entfernung
gemeinsamerQuellen
Bei den in diesem Kapitel vorgestellten Untersuchungenwerden zwei verschiedeneMe-
thoden verwendet, die versprechen den Einfluss gleichzeitiger gemeinsamer Quellen zu
minimieren. Bei dem zur Schätzung der Interaktionsstärke verwendeten Phase Lag In-
dex 𝑃 handelt es sich um eine Weiterentwicklung der mittleren Phasenkohärenz 𝑅, die
weniger anfällig für gemeinsame Quellen sein soll (siehe Kapitel 2.3). Auch durch die
bipolare Montage werden gleichzeitige gemeinsame Quellen aus EEG-Daten entfernt
(siehe Kapitel 4.1.2). In den nächsten Abschnitten wird untersucht, ob die Verwendung
dieser beiden Methoden zu denselben Ergebnissen führt. Dazu wird einerseits die mitt-
lere Phasenkohärenz zur Schätzung der Interaktionsstärke aus bipolar montierten EEG-
Daten verwendet, andererseits der Phase Lag Index zur Schätzung der Interaktionsstär-
ke aus unipolar montierten EEG-Daten. Dabei wurde bereits in den vorhergehenden
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Abschnitten festgestellt, dass – bei räumlicher Mittelung über alle Knoten einer funk-
tionellen Kategorie – mit dem Phase Lag Index aus unipolar montierten EEG-Daten und
der mittleren Phasenkohärenz aus bipolar montierten EEG-Daten auf Kategorie-Ebene
teilweise sehr ähnliche Ergebnisse erzielt werden. In den nächsten Abschnitten wird
daher untersucht, wie häufig dies für einzelne Knoten und Kategorien der Fall ist.
In Tabelle 4.5 ist zu sehen, wie häufig 𝑅 mit bipolarer Montage a) denselben Knoten,
b) denselben Knoten oder einen direkten Nachbarn oder c) einen Knoten aus dersel-
ben Kategorie als am wichtigsten identifiziert, der zudem von 𝑃 mit bipolarer Montage
als am wichtigsten identifiziert wird. Anders als zuvor werden in diesem Fall ähnliche
Ergebnisse erzielt, wenn die Stärke- 𝒞 𝑆 oder die Eigenvektor-Zentralität 𝒞 𝐸 zur Iden-
tifikation wichtigster Knoten verwendet werden und wenn Closeness- 𝒞𝐶 oder Bet-
weenness-Zentralität𝒞 𝐵 verwendet werden. Mit𝒞 𝑆 oder𝒞 𝐸 wird in ≈15 % der Anfälle
derselbe Knoten als am wichtigsten identifiziert. Werden auch Übereinstimmungen in-
klusive des nächsten Nachbarn erlaubt, steigt dieser Wert auf ≈30 %; dieselbe Kategorie
wird in ≈56 % als am wichtigsten identifiziert. Bei der Verwendung von 𝒞𝐶 oder 𝒞 𝐵
werden Knotenübereinstimmungen in deutlich weniger Fällen gefunden (≈1 %). Auch
wenn nächste Nachbarnmiteinbezogen werden, ist derWert deutlich kleiner als bei den
anderen Zentralitäten (≈18 %). Der Wert für Kategorie-Übereinstimmungen ist kleiner
(≈47 %) als bei den anderen Zentralitäten, die (relative) Differenz zu den mit 𝒞 𝑆 und
𝒞 𝐵 beobachteten Übereinstimmungen ist allerdings kleiner als bei einzelnen Knoten
oder Knoten und direkten Nachbarn. Auffallend ist, dass bei der Betweenness-Zentrali-
tät und der Closeness-Zentralität ähnliche Übereinstimmungen beobachtet werden. Bei
den in vorherigen Abschnitten beschriebenen Analysen wird häufig eine Übereinstim-
mung der Ergebnisse beobachtet, die bei der Verwendung der Stärke-,Eigenvektor- und
Closeness-Zentralität erzielt wird. Dass mit Closeness- und Betweenness-Zentralität
generell ähnliche Ergebnisse erzielt werden, ist insofern verständlich, als diese beiden
Zentralitäten auf kürzesten Wegen basieren. Warum dies allerdings gerade bei dieser
Untersuchung und nicht bei anderen der Fall ist, kann bisher nicht erklärt werden.
Diese Ergebnisse, insbesondere die sehr kleinenÜbereinstimmungsraten zwischenwich-
tigsten einzelnen Knoten, lassen vermuten, dass, anders als erwartet, die bipolare Mon-
tage und der Phase Lag Index 𝑃 unterschiedliche Effekte minimieren beziehungsweise
unterschiedliche Signalanteile (nicht) berücksichtigen. Eine andere mögliche Erklärung
ist, dass der Einfluss gleichzeitiger gemeinsamer Quellen, der Einfluss der bipolaren
Montage oder der Phase Lag Index 𝑃 nach wie vor schlecht verstanden sind.
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4.2.8. Änderung der Wichtigkeit von Hirnregionen während
epileptischer Anfälle
Nachdem in den vorherigen Abschnitten die Wichtigkeit von Hirnregionen während
epileptischer Anfälle im räumlichen und zeitlichen Mittel untersucht wurde, wird im
Folgenden die zeitliche Änderung von Wichtigkeit während epileptischer Anfälle ana-
lysiert. Da alle hier untersuchten Anfälle unterschiedliche Längen haben, werden die
Anfälle in jeweils 5 gleich lange Abschnitte unterteilt; zusätzlich werden jeweils noch
eine Zeitspanne gleicher Länge vor (pre-ictal) und nach (post-ictal) dem Anfall unter-
sucht (siehe Kapitel 4.1.3). Abbildungen 4.6 und 4.7 zeigen den zeitlichen Verlauf von
wichtigsten funktionellen Kategorien über alle 82 Anfallsaufzeichnungen für die bei-
den verwendeten Montagen (unipolar und bipolar), Interaktionsstärkemaße (maximale
Kreuzkorrelation 𝑟 , mittlere Phasenkohärenz 𝑅 und Phase Lag Index 𝑃 ) und Zentralitä-
ten (Stärke- 𝒞 𝑆 , Closeness- 𝒞𝐶 , Eigenvektor- 𝒞 𝐸 und Betweenness-Zentralität 𝒞 𝐵).
Wie schon bei den in den vorherigen Abschnitten präsentierten Ergebnissen wird be-
obachtet, dass es bei unipolaren Daten und der Verwendung der maximalen Kreuzkor-
relationsfunktion 𝑟 oder der mittleren Phasenkohärenz 𝑅 nur sehr kleine Unterschiede
gibt. Ebenso werden bei der Verwendung von 𝒞 𝑆 , 𝒞𝐶 und 𝒞 𝐸 zur Identifizierung der
wichtigsten Kategorie qualitativ sehr ähnliche Ergebnisse erzielt. Bei unipolaren Daten,
𝑟 und 𝑅 und 𝒞 𝑆 , 𝒞𝐶 und 𝒞 𝐸 , sind pre-ictal die Kategorien ℱ und 𝒩 ungefähr gleich
häufig am wichtigsten (in ≈40 % der Aufzeichnungen), während 𝒪 mit ≈20 % deutlich
seltener als am wichtigsten identifiziert wird. Mit Beginn der Anfälle wird ℱ deut-
lich seltener (≈30 %) als am wichtigsten erkannt. Im Laufe der Anfallsaufzeichnungen
wirdℱ sogar noch etwas weniger häufig als am wichtigsten identifiziert, bevor es nach
einem Minimum, ungefähr zur Mitte des Anfalls, wieder häufiger als am wichtigsten
erkannt wird und gegen Anfallsende wieder mit ungefähr derselben Häufigkeit wie zu
Anfallsbeginn als am wichtigsten identifiziert wird. Bei 𝒪 wird ein gegenläufiger Ver-
lauf beobachtet: Mit Beginn der Anfälle wird 𝒪 häufiger als am wichtigsten erkannt als
pre-ictal (mit ≈ 30 % etwa gleich häufig wie ℱ ), zur Mitte der Anfälle wird 𝒪 noch et-
was häufiger als amwichtigsten erkannt, während post-ictal𝒪 wieder in etwa so häufig
wie pre-ictal als am wichtigsten erkannt wird. Kategorie 𝒩 wird fast durchgehend mit
gleicher Häufigkeit als am wichtigsten erkannt, bei der Kombination 𝒞 𝐸 und 𝑟 wird
im ersten ictalen Abschnitt ein Anstieg um ≈5% beobachtet, der in den zwei folgenden
Abschnitten schrittweise wieder abfällt. Bei der Kombination 𝒞𝐶 und 𝑅 wird im ers-
ten und im zweiten ictalen Abschnitt jeweils ein leichter Anstieg beobachtet, bereits im
dritten ictalen Abschnitt wird 𝒩 aber wieder nur in 40 % der Aufzeichnungen als am
wichtigsten erkannt.
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Abbildung 4.9.: Häufigkeiten, mit denen bestimmte Kategorien (Anfallsursprungszoneℱ : rot,
Nachbarschaft 𝒩 : orange, Andere 𝒪 : grün) für pre-ictale, diskretisierte ictale
und post-ictale Perioden als am wichtigsten erkannt werden. Die funktionel-
len Netzwerke werdenmittels der maximalen Kreuzkorrelationen 𝑟 (links), der
mittleren Phasenkohärenz 𝑅 (mittig) beziehungsweise dem Phase Lag Index 𝑃
(rechts) aus den unipolaren EEG-Zeitreihen bestimmt. Wichtigkeit wird mit,
von oben nach unten, Stärke- 𝒞 𝑆 , Closeness- 𝒞 𝐶 , Betweenness- 𝒞 𝐵 und Ei-
genvektor-Zentralität 𝒞 𝐸 bestimmt.
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Abbildung 4.10.:Wie Abbildung 4.9; hier werden allerdings die Interaktionsstärken aus bipo-
lar montierten Daten geschätzt.
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Wird 𝒞 𝐵 zur Bestimmung wichtigster Kategorien verwendet (und weiterhin die unipo-
lare Montage und 𝑟 oder 𝑅 zur Interaktionsstärkeschätzung), so wird pre-ictal Katego-
rie 𝒩 in 60 % der Aufzeichnungen als am wichtigsten identifiziert, gefolgt von Katego-
rieℱ mit ≈ 30 % und𝒪 mit ≈ 10 %. Im zeitlichen Verlauf der Anfälle sinkt die Häufigkeit,
mit der𝒩 als am wichtigsten identifiziert wird, während die Häufigkeit fürℱ ansteigt,
bis im letzten Fünftel der Anfälle ℱ mit 45 % sogar leicht häufiger als am wichtigsten
identifiziert wird als 𝒩 (40 %). Kategorie 𝒪 wird mit Ausnahme des letzten Fünftels,
in denen es in 15–20 % der Fälle als am wichtigsten identifiziert wird, fast unverändert
häufig als amwichtigsten identifiziert. Post-ictal ist wieder eine ähnliche Verteilungwie
zu Beginn des Anfalls zu beobachten:𝒩 wird in 55–60%,ℱ in ≈40 % und 𝒪 in ≈5 % der
Fälle als am wichtigsten identifiziert.
Wird zur Schätzung der Interaktionsstärke der Phase Lag Index 𝑃 verwendet, ergibt
sich ein anderes Bild: Fast durchgehend wird die Rangfolge ℱ , 𝒩 , 𝒪 beobachtet, un-
abhängig von verwendeter Montage oder Zentralität. In der Tat sind diese Ergebnisse
denen, die mit der bipolaren Montage erzielt werden, qualitativ recht ähnlich, unab-
hängig davon, welches Interaktionsstärkemaß oder welche Zentralität verwendet wird.
Generell ist dabei zu beobachten, dassℱ pre-ictal beziehungsweise am Anfang des An-
falls besonders häufig (bis zu >60 %) und im Laufe des Anfalls weniger häufig als am
wichtigsten identifiziert wird (meist ≈ 40%). Bei einigen Kombinationen von Montage,
Interaktionsstärkemaß und Zentralität steigt die Häufigkeit, mit der ℱ als am wich-
tigsten identifiziert wird, am Ende des Anfalls wieder an, so dass ein konvexer Verlauf
beobachtet werden kann. Besonders ausgeprägt kann dies bei bipolarer Montage, 𝑅 und
den Zentralitäten 𝒞 𝑆 , 𝒞𝐶 und 𝒞 𝐵 beobachtet werden. Mit dem konvexen Verlauf von
ℱ geht dementsprechend ein konkaver Verlauf von 𝒩 und 𝒪 einher; zur Anfallsmitte
erreichen sie fast 40 % beziehungsweise 25 %. Werden 𝑃 und 𝒞 𝑆 , 𝒞𝐶 oder 𝒞 𝐵 verwen-
det, unabhängig von der verwendeten Montage, wird gegen Ende des Anfalls dagegen
kein Anstieg der Häufigkeit, mit derℱ als amwichtigsten identifiziert wird, festgestellt;
bei unipolarer Montage wird solch ein Anstieg allerdings post-ictal festgestellt.
Die Nachbarschaft der Anfallsursprungszone wird kurz vor dem epileptischen Anfall
am häufigsten als amwichtigsten identifiziert, denn sie ist besonders stark mit dem Rest
des Gehirns verbunden (Stärke-Zentralität), insbesondere mit anderen wichtigen Hirn-
regionen (Eigenvektor-Zentralität), und die mittlere funktionelle Entfernung (Weglän-
ge) zu allen anderen Hirnregionen ist besonders kurz (Closeness-Zentralität). Die Nach-
barschaft erfüllt damit also optimale Voraussetzungen, um eine Rolle bei Anfallsbeginn
und Ausbreitung zu spielen. Gegen Ende von Anfällen sind Nachbarschaft und Anfalls-
ursprungszone etwa gleich oft am wichtigsten; dies könnte ein Hinweis darauf sein,
dass diese Hirnregionen eine Rolle bei der Beendigung des Anfalls spielen [76; 79; 142;
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154–157].
Gleichzeitig ist die Nachbarschaft vor Anfällen, in der ersten Hälfte der Anfälle, und
nach Anfällen besonders häufig auf kürzesten Verbindungen zwischen anderen Hirn-
regionen zu finden (Betweenness-Zentralität). Dies kann so interpretiert werden, dass
die Nachbarschaft selbst keine aktive Rolle in der Initialisierung, Ausbreitung und Ter-
minierung spielt, sondern stattdessen ein Bindeglied zwischen Anfallsursprungszone
und dem Rest des Gehirns darstellt und die Ausbreitung so erst ermöglicht. Auch diese
Interpretation stimmt mit früheren Arbeiten [158; 159] überein, widerspricht allerdings
teilweise der Interpretation im vorhergegangen Abschnitt.
Wird bipolar montiert oder der Phase Lag Index verwendet, so wird meist die Anfalls-
ursprungszone als am wichtigsten bewertet, besonders häufig vor und während der
ersten Hälfte des Anfalls. Werden Stärke-, Eigenvektor- oder Closeness-Zentralität zur
Identifikation wichtiger Knoten verwendet, läßt dies die Anfallsursprungszone in der
Rolle des Anfallsgenerators erscheinen, was mit den Ergebnissen einiger früherer Ar-
beiten übereinstimmt [160; 161], allerdings auch anderen widerspricht, die die Anfalls-
ursprungszone als schlecht verbunden identifizieren [162; 163].
4.3. Veränderung der Wichtigkeit von Hirnregionen
über lange Zeiten
Im vorherigen Kapitel 4.2 wurden Ergebnisse vonAnalysen derWichtigkeit vonHirnre-
gionen während epileptischer Anfälle präsentiert; dabei wurde festgestellt, dass die An-
fallsursprungszone, abhängig von verwendetem Interaktionsstärkemaß, EEG-Montage
und Zentralität, anders als erwartet, nicht immer als amwichtigsten identifiziert wurde.
In diesem Kapitel 4.3 wird daher Wichtigkeit von Hirnregionen auf langen Zeitskalen,
zwischen epileptischen Anfällen, untersucht. Da schon während epileptischer Anfäl-
le nicht ausschließlich die Anfallsursprungszone als am wichtigsten identifiziert wird,
ist davon auszugehen, dass dies auch zwischen epileptischen Anfällen nicht der Fall
ist. Daher stellt sich die Frage, wie Wichtigkeit zwischen verschiedenen Hirnregionen
variiert, beziehungsweise wann welche Hirnregionen als am wichtigsten identifiziert
werden.
Bisher gibt es nurwenige Studien, die funktionelle Hirnnetzwerke auf langen Zeitskalen
untersuchen [164–167]. Diese Studien beobachteten teilweise verschiedene Zustände,
in denen sich solche funktionellen Hirnnetzwerke befinden, welche bis zu einigen zehn
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Minuten andauern können [165; 166]. Teilweise wurden aber auch starke zeitliche Än-
derungen in globalen Netzwerkcharakteristiken beobachtet, welche starke periodische
Anteile hatten, die teilweise auf Tagesrhythmen zurückzuführen sind [164; 167]. In die-
sem Kapitel sollen nunWichtigkeit von Hirnregionen und ihre Veränderung auf langen
Zeitskalen (Stunden bis Tage) untersucht werden. Dazu werden aus den Langzeitauf-
zeichnungen gehirnelektrischer Aktivität von 17 Patienten (siehe Abschnitt 4.1.3) funk-
tionelle Hirnnetzwerke berechnet.
Im vorherigen Kapitel 4.2 wurde festgestellt, dass die Wahl der Montage und des In-
teraktionsstärkemaßes einen starken Einfluss auf die Bestimmung der Wichtigkeit der
Hirnregionen hat. Gleichzeitig war es nicht möglich zu erkennen, welcheMontage oder
welches Interaktionsstärkemaß das „richtige“ Ergebnis liefert. Da in diesem Kapitel in
erster Linie die zeitliche Veränderung von Wichtigkeit untersucht wird und davon aus-
zugehen ist, dass der Einfluss von gleichzeitigen gemeinsamen Quellen (wie zum Bei-
spiel der Einfluss der Referenz) zum größten Teil zeitlich unabhängig ist, wird davon
Abstand genommen, mehrere Montagen und Interaktionsstärkemaße zu verwenden. In
diesem Kapitel werden nur unipolar montierte EEG-Daten verwendet, da davon auszu-
gehen ist, dass die bipolare Montage auch starke, tatsächlich vorhandene Interaktionen
entfernt. Auch wenn davon auszugehen ist, dass sie anfällig ist für Effekte, die von
gemeinsamen Quellen herrühren, wird als Interaktionsstärkemaß die mittlere Phasen-
kohärenz verwendet, da sie anders als zum Beispiel der Phase Lag Index starke, tatsäch-
lich vorhandene Interaktionen von der Abwesenheit von Interaktionen unterscheiden
kann.
Anders als im vorherigen Kapitel 4.2 werden bei der Gleitfensteranalyse zur Erstellung
der funktionellen Netzwerke Fenster mit einer Länge von 4096 Datenpunkten (ent-
spricht 20,48 s) verwendet, so dass eine verbesserte statistische Genauigkeit auf Kos-
ten der zeitlichen Auflösung erreicht wird [164; 167–169]. Über wenige zehn Sekun-
den kann das menschliche Gehirn als quasistationär angenommen werden [170; 171].
Da epileptische Anfälle nur einen sehr geringen Anteil der Gesamtaufzeichnungsdau-
er ausmachen und die Zeiträume zwischen epileptischen Anfällen nicht von densel-
ben Effekten der komplexen zeitlichen Änderungen des Frequenzgehalts (siehe Ab-
schnitt 4.2.2) betroffen sind, wird auch auf eine Surrogatkorrektur verzichtet (siehe wie-
der Abschnitt 4.2.2). Wie im vorherigen Kapitel 4.2 werden auch hier die funktionellen
Netzwerke auf mittleren Grad 1 normalisiert, um triviale Effekte, die von unterschied-
lich starken mittleren Interaktionen herrühren, auszuschließen.
Wegen der sehr hohen Korrelation zwischen den zeitlichen Entwicklungen von Zentra-
litätswerten, die mit Stärke-, Closeness- und Eigenvektor-Zentralität bestimmt werden,
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wird in diesem Kapitel Knotenwichtigkeit ausschließlich mit Stärke- und Betweenness-
Zentralität identifiziert. Da allerdings auch bei den LangzeitaufzeichnungenAnzahl und
Lage der Elektrodenkontakte bei verschiedenen Patienten stark schwanken, wird, um
eine bessere Vergleichbarkeit zwischen verschiedenen Patienten zu gewährleisten, wie-
der das in Abschnitt 4.1.3 eingeführte Kategorisierungsschema relativ zur Anfallsur-
sprungszone verwendet.
In diesem Kapitel wird zuerst beispielhaft der Verlauf der Wichtigkeit einzelner Knoten
gezeigt, anschließend werden Untersuchungen zur zeitlichen Änderung der Wichtig-
keit von Hirnregionen präsentiert. Schließlich wird untersucht, welche Hirnregion im
zeitlichen Mittel am wichtigsten ist. Zu diesem Zweck muss, ebenso wie im vorherigen
Kapitel 4.2, Wichtigkeit von Kategorien definiert werden. Dazu wird, wie im vorherigen
Kapitel 4.2, aus der Verteilung von Knotenwichtigkeiten aller Knoten jeweils einer Ka-
tegorie über einen gewissen Zeitraum derWert des dritten Quartils der entsprechenden
Kategorie als Wichtigkeit zugewiesen. Die Kategorie mit dem höchsten dritten Quartil-
Wert wird als wichtigste Kategorie angesehen.² Da es bei dem in diesem Kapitel un-
tersuchten Datensatz allerdings nicht möglich ist, eine zeitliche Vergleichbarkeit der
Aufzeichnungen von den verschiedenen Patienten zu ermöglichen, wird hier für jedes
Zeitfenster jeder Kategorie ein Wert zugeordnet; anschließend wird wieder die Katego-
rie mit dem höchsten dritten Quartil als am wichtigsten definiert. Stehen nicht genug
Werte zur Verfügung, wird linear zwischen den beiden nächstenWerten interpoliert.
4.3.1. Beispiele
In den Abbildungen 4.12 und 4.13 sind beispielhaft für zwei Patienten (Patient A und
Patient B) jeweils sechs Interaktionsmatrizen, geschätzt aus Analysefenstern mit einem
Abstand von jeweils 4 h, dargestellt. Dabei kann, insbesondere für Patient A, beobach-
tet werden, dass im räumlichen und zeitlichen Mittel geringere Interaktionsstärken als
während epileptischer Anfälle beobachtet werden (vergleiche Abbildung 4.4). Dies ist
insofern nicht verwunderlich, als dass sich gerade epileptische Anfälle durch besonders
starke Synchronisation auszeichnen [130]. Weiterhin kann beobachtet werden, dass,
wie auch schon bei epileptischen Anfällen, zwischen manchen Gehirnregionen stärke-
re und zwischen anderen Gehirnregionen schwächere Interaktionsstärken beobachtet
²Die Nicht-Berücksichtigung der Knoten mit den höchsten Zentralitätswerten zur Bestimmung wich-
tigster Kategorien ist in gewisser Weise unbefriedigend. Untersuchungen, die die maximale Knoten-
wichtigkeit als Kategoriewichtigkeit verwenden, haben allerdings gezeigt, dass die Kategoriewich-
tigkeiten stark durch die unterschiedlichen Kategoriegrößen beeinflusst sind, auch wenn durchaus
starke, nicht zufällige Effekte beobachtet werden [172].
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Abbildung 4.11.: Zeitliche Änderung der Wichtigkeit jeweils dreier Knoten, jeweils einer aus
Kategorie ℱ (rot), Kategorie 𝒩 (orange) und Kategorie 𝒪 (grün) von zwei
Patienten. Wichtigkeit wird mit Stärke-Zentralität 𝒞 𝑆 (jeweils oben) und
Betweenness-Zentralität (jeweils unten) erfasst. Um die Lesbarkeit zu erhö-
hen, werden alle Wichtigkeitsentwicklungen mit einem gleitenden Mittel-
wert über 30 Zeitfenster (entspricht 10,24Minuten) geglättet. Die grauen Be-
reiche markieren Aufzeichnungslücken, für die keine Daten zur Verfügung
stehen. Die Markierungen auf der X-Achse zeigen jeweils Mitternacht an;
rote senkrechte Striche geben jeweils den Beginn eines epileptischen Anfalls
an.
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Abbildung 4.12.: Beispielhafte Interaktionsmatrizen für Patient A, geschätzt mit der mittle-
ren Phasenkohärenz 𝑅. Die Interaktionsmatrizen sind aus Zeitfenstern von
Tag 4 um 00:00, 04:00, 08:00, 12:00, 16:00 und 20:00 geschätzt (siehe Abbil-
dung 4.11). Die Knoten aus der Anfallsursprungszone (Knoten 41-50) sind
mit roten Pfeilen gekennzeichnet.
werden. Es können Variationen in den Interaktionsstärken über die Zeit beobachtet
werden, auch wenn zwischen manchen Gehirnregionen fast konstante Interaktions-
stärken festgestellt werden.
In Abbildung 4.11 sind nun die zeitlichen Entwicklungen von Wichtigkeit von jeweils
einem Knoten aus jeder Kategorie (Anfallsursprungszone ℱ , ihrer Nachbarschaft 𝒩
und weiter entfernte Bereiche 𝒪 ) für beide Patienten dargestellt, wobei die Wichtig-
keit mit Stärke- 𝒞 𝑆 und Betweenness-Zentralität 𝒞 𝐵 erfasst wird. Es kann beobachtet
werden, dass die Wichtigkeit stark über die Zeit variiert; teilweise kann auch ein peri-
odisches Muster beobachtet werden (ausgeprägter bei Patient B und 𝒞 𝐵). Gleichzeitig
ist bei Patient A eine höhere lokale Varianz als bei Patient B zu beobachten. Wird die
Wichtigkeit mit 𝒞 𝐵 bestimmt, ist die Variabilität höher als wenn sie mit 𝒞 𝑆 bestimmt
wird. Die hohe Variabilität führt dazu, dass zu unterschiedlichen Zeiten unterschied-
liche Knoten als am wichtigsten angesehen werden. Je nach Patient, Zentralität und
auch Zeit konnten Wechsel zwischen den wichtigsten Knoten häufiger oder weniger
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Abbildung 4.13.:Wie Abbildung 4.12, nur für Patient B. Die Interaktionsmatrizen sind aus
Zeitfenstern von Tag 4 um 00:00, 04:00, 08:00, 12:00, 16:00 und 20:00 geschätzt.
Die Knoten aus der Anfallsursprungszone (Knoten 9-13) sind mit roten Pfei-
len gekennzeichnet.
häufig beobachtet werden. Für Patient B, unabhängig von der verwendeten Zentralität,
werden über lange Zeiten der Knoten aus𝒩 als am wichtigsten angesehen; ab etwa der
Hälfte der Aufzeichnungszeit sind fast ausschließlich die Knoten aus𝒩 undℱ abwech-
selnd am wichtigsten, während der Knoten aus 𝒪 fast durchgehend am unwichtigsten
ist. Bei Patient A wechselt der wichtigste Knoten deutlich häufiger als bei Patient B.
Werden statt der Wichtigkeit einzelner Knoten die Verläufe der Wichtigkeit der drei
Kategorien untersucht, werden qualitativ sehr ähnliche Verläufe beobachtet (hier nicht
dargestellt).
4.3.2. Zeitliche Änderung von Wichtigkeit
Um die Größe der in den vorherigen Abschnitten beschriebenen zeitlichen Änderungen
der Knotenwichtigkeit zu quantifizieren, werden die prozentualen Variationskoeffizien-
ten für die zeitliche Entwicklung der Wichtigkeit aller Knoten bestimmt (siehe Abbil-
dung 4.14). Wird die Stärke-Zentralität 𝒞 𝑆 verwendet, liegt der Variationskoeffizient
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Abbildung 4.14.: Verteilungen der prozentualen Variationskoeffizienten der Wichtigkeit von
Knoten, aufgeteilt nach Kategorien (ℱ : rot; 𝒩 : orange; 𝒪 : grün) als Box-
plot. Wichtigkeit wurde mit Stärke- 𝒞 𝑆 (links) und Betweenness-Zentrali-
tät 𝒞 𝐵 (rechts) erfasst. Obere und untere Grenzen der farbigen Rechtecke
geben jeweils das erste und dritte Quartil der entsprechenden Verteilungen
an, die schwarzen Streifen in den Rechtecken den Median der Verteilungen.
Die „Antennen“ an den Rechtecken geben jeweils den höchsten bzw. nied-
rigsten Wert in dem 1,5fachen des Interquartilsabstands an. Werte, die au-
ßerhalb dieses Wertebereichs liegen, sind mit + dargestellt.
für Knoten aus allen Kategorien im Median bei etwa 10 %, einzelne Ausreißer bei ma-
ximal 40–50 %. Wird stattdessen die Betweenness-Zentralität 𝒞 𝐵 verwendet, liegt der
Variationskoeffizient bei allen Kategorien im Median deutlich höher, bei etwa 200 %,
einzelne Ausreißer sind sogar größer als 1000 %. Dabei gibt es keine signifikanten Un-
terschiede zwischen den verschiedenen Kategorien; die höhere Zahl der Ausreißer für
𝒪 ist allein der größeren Besetzungsdichte geschuldet. Dabei kommt es durchaus vor,
dass für einen Patienten bei einzelnen Knoten ein vielfach höherer Variationskoeffizi-
ent als für die anderen Knoten beobachtet werden kann. Es scheint also generell keine
großen Unterschiede in der Größe der Fluktuationen zwischen den verschiedenen funk-
tionellen Kategorien zu geben; einzelne Patienten unterscheiden sich allerdings stark
voneinander.
In den vorhergegangenen Abschnitten wurden periodische Strukturen in der zeitlichen
Entwicklung von Wichtigkeit einzelner Knoten beobachtet. In den nächsten Abschnit-
ten wird untersucht, inwieweit die zeitliche Entwicklung der Wichtigkeit tatsächlich
periodisch ist und bei welchen Perioden ein großer Beitrag zur zeitlichen Entwicklung
beobachtet werden kann.
Abbildung 4.15 zeigt die spektrale Leistungsdichte (Lomb-Scargle Periodogramm [173])
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Abbildung 4.15.: Relative Leistungsspektren der zeitlichen Entwicklung von Wichtigkeit (be-
stimmt mit Stärke-Zentralität 𝒞 𝑆 , links und Betweenness-Zentralität 𝒞 𝐵,
rechts) von jeweils drei Knoten, jeweils einer aus Kategorie ℱ (rot), Kate-
gorie 𝒩 (orange) und Kategorie 𝒪 (grün), von zwei Patienten (vergleiche
Abbildung 4.11).
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Abbildung 4.16.: Relative Leistungsspektren der zeitlichen Entwicklung von Wichtigkeit für
jede Kategorie (ℱ : rot, links; 𝒩 : orange, mittig; 𝒪 : grün, rechts) gemit-
telt über alle Patienten. Wichtigkeit wird mit Stärke-Zentralität 𝒞 𝑆 (oben)
und Betweenness-Zentralität 𝒞 𝐵 (unten) abgeschätzt. Die einzelnen Spek-
tren werden zuerst normiert und anschließend mit B-Splines mit einer Fre-
quenzauflösung von 0,166Hz gemittelt. Die farbigen Linien zeigen jeweils
den Mittelwert, die schattierten Flächen zeigen den Umfang (Minimum bis
Maximum) der Werte an.
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der in Abbildung 4.11 gezeigten zeitlichen Änderungen von Knotenwichtigkeit für die
Patienten A und B. Es können tatsächlich starke periodische Einflüsse ausgemacht wer-
den. Besonders auffällig sind die sehr großen Beiträge bei 24 h, die für einzelne Kno-
ten beobachtet werden können, insbesondere für Patient B und die Betweenness-Zen-
tralität. Weiterhin gibt es große Beiträge bei 12 h und teilweise bei 8 h und 48 h. Bei
beiden Patienten können nur vergleichsweise kleine Beiträge bei Perioden <8 h beob-
achtet werden, inbesondere bei Patient B sind diese verschwindend gering. Nicht nur
die Periodogramme der zeitlichen Änderungen von Knotenwichtigkeit anderer Knoten,
sondern auch die anderer Patienten und sogar die Periodogramme der Kategoriewich-
tigkeiten (siehe Abbildung 4.16) sehen vergleichbar aus, das heißt, die größten Beiträge
liegen jeweils bei Perioden >8 h; die Perioden, bei denen die höchsten Beiträge erreicht
werden, unterschieden sich aber jeweils. Im Mittel über alle Patienten können kaum
Unterschiede zwischen der Stärke- 𝒞 𝑆 und Betweenness-Zentralität 𝒞 𝐵 ausgemacht
werden, was insofern überraschend ist, da für 𝒞 𝑆 und 𝒞 𝐵, im Mittel, unterschiedliche
Variationskoeffizienten festgestellt werden (siehe Abbildung 4.14). Für die über alle Pa-
tienten gemittelten Leistungsdichten derWichtigkeit der Kategorien ergeben sich keine
signifikanten Unterschiede zwischen den verschiedenen Kategorien.
Mögliche Einflussfaktoren für dieses periodische Verhalten sind einerseits die Tages-
rhythmen der Patienten, andererseits kognitive Prozesse oder die Verabreichung anti-
epileptischer Medikamente. Ähnliches zeitliches Verhalten konnte bereits in früheren
Studien für globale Netzwerkmaße festgestellt werden [143; 164; 165].
4.3.3. Wichtigkeiten unterschiedlicher Kategorien
Nachdem im vorherigen Abschnitt gezeigt wurde, dass die zeitliche Entwicklung von
Wichtigkeiten sowohl einzelner Knoten als auch von Kategorien einen starken periodi-
schen Anteil hat, wird in diesem Abschnitt untersucht, wie häufig die einzelnen Kate-
gorien als am wichtigsten identifiziert werden.
Abbildung 4.17 zeigt Verteilungen der relativen Aufzeichnungszeit 𝛥r𝑒𝑐 über alle Pati-
enten, für die jeweils eine Kategorie als am wichtigsten identifiziert wird für Stärke-𝒞 𝑆
und Betweenness-Zentralität 𝒞 𝐵. Dabei ist zu sehen, dass im Median über alle Pati-
enten die Anfallsursprungszone über die längste Zeit als am wichtigsten identifiziert
wird, gefolgt von ihrer Nachbarschaft und den weit entfernten Hirnregionen, unabhän-
gig davon, welche Zentralität zur Bestimmung wichtigster Knoten verwendet wird. Es
ist allerdings eine sehr große Varianz über die unterschiedlichen Patienten zu beobach-
ten: Es gibt jeweils mindestens einen Patienten, bei dem eine Kategorie über die längste
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Abbildung 4.17.: Links: Verteilungen der relativen Aufzeichnungsdauer 𝛥r𝑒𝑐 , für die jede Ka-
tegorie (ℱ : rot; 𝒩 : orange; 𝒪 : grün) als am wichtigsten identifiziert wird in
Abhängigkeit von der verwendeten Zentralität (links: Stärke-Zentralität 𝒞 𝑆 ;
rechts: Betweenness-Zentralität 𝒞 𝐵).
Rechts: Verteilungen der relativen Besetzungsdichten 𝑔 der Kategorien (Far-
ben wie links) von allen Patienten.
Boxplots wie in Abbildung 4.14.
Zeit als am wichtigsten erkannt wird, und einen, bei dem dieselbe Kategorie nur über
eine sehr kurze Zeit oder sogar gar nicht als amwichtigsten identifiziert wird. Dermaxi-
male Anteil der Aufzeichnungsdauer, zu der eine Kategorie als am wichtigsten beurteilt
wird, ist dabei deutlich höher, wenn die Betweenness-Zentralität 𝒞 𝐵 zur Bestimmung
derWichtigkeiten verwendet wird, als wenn die Stärke-Zentralität verwendet wird. Die
Unterschiede zwischen den Verteilungen der einzelnen Kategorien sind dabei weder für
die Stärke- noch für die Betweenness-Zentralität signifikant (Mann-Whitney-U-Test,
Signifikanzniveau < 0,05 nach Bonferroni-Korrektur).
Es steht zu vermuten, dass die unterschiedlichen relativen Besetzungsdichten 𝑔 der
verschiedenen Kategorien einen Einfluss auf die Anteile der Aufzeichnungszeit haben,
während derer Kategorien als am wichtigsten identifiziert werden. Die verwendete Me-
thode zur Bestimmung der Kategoriewichtigkeit aus den Knotenwichtigkeiten (drittes
Quartil) sollte solche Einflüsse minimieren. Wie erwartet sind im Median keine Ähn-
lichkeiten der Verteilungen von 𝛥r𝑒𝑐 zu den Verteilungen der relativen Besetzungsdich-
ten 𝑔 zu erkennen (vergleiche linken und rechten Teil von Abbildung 4.17). Bei der
Verwendung anderer Methoden (Maximum) ähnelten sich die Verteilungen von 𝑔 und
𝛥r𝑒𝑐 dagegen stark [172].
Es werden nicht nur für einzelne Aufzeichnungen die Anfallsursprungszone zum größ-
ten Teil der Aufzeichnungszeit als am wichtigsten identifiziert, sondern – im Median
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über alle Aufzeichnungen – die Anfallsursprungszone über die längste Zeit. Dies könnte
daraufhin deuten, dass die Anfallsursprungszone gerade zwischen epileptischen Anfäl-
len besonders wichtig ist, auch wenn sie dies kurz vor und während epileptischer An-
fälle nicht ist. Andererseits ist es denkbar, dass eine eventuell vorhandene Überabtas-
tung der Anfallsursprungszone durch fälschlicherweise überhöhte Interaktionsstärken
zu einer Überbewertung der Wichtigkeit der Anfallsursprungszone führt.
Weiterhin wird untersucht, ob ein Einfluss des epileptischen Prozesses auf die Vertei-
lungen von wichtigsten Kategorien identifiziert werden kann. Dabei wird davon aus-
gegangen, dass es eine Voranfallsphase von 4 h Dauer gibt [174]. Anschließend werden
die Verteilungen wichtigster Kategorien in der Voranfallsphase mit solchen aus dem
Zwischenanfallsbereich verglichen (dabei werden jeweils die vier Stunden vor und die
30 Minuten nach allen epileptischen Anfällen nicht berücksichtigt). Die Unterschie-
de zwischen den Verteilungen sind dabei im Mittel weder für die Stärke- noch für die
Betweenness-Zentralität signifikant (Mann-Whitney-U-Test, Signifikanzniveau < 0,05
nach Bonferroni-Korrektur). Für einzelne Voranfallsphasen können zwar signifikante
Unterschiede gefunden werden, allerdings nicht häufiger als für zufällig ausgewählte
Phasen gleicher Dauer. Vergleichbare Ergebnisse werden erzielt, wenn eine Voranfalls-
phasemit einer Dauer von 2 h, 1 h oder 30Minuten angenommenwird. Die Information,
welche Hirnregion als am wichtigsten indiziert wird, erlaubt also keine Aussage dar-
über, ob sich das Gehirn in einer Voranfallsphase befindet oder nicht.
4.4. Zusammenfassung und Diskussion
In diesem Kapitel wurde die Wichtigkeit von Gehirnregionen in funktionellen epilepti-
schen Netzwerken untersucht. Um die bei unterschiedlichen Patienten aus unterschied-
lich räumlich abgetasteten Gehirnen gewonnenen funktionellen Netzwerke miteinan-
der vergleichen zu können, wurden die unterschiedlichen Gehirnregionen in drei Ka-
tegorien relativ zur universal definierten Anfallsursprungszone eingeteilt. Da der An-
fallsursprungszone eine wichtige Rolle bei epileptischen Anfällen, insbesondere bei der
Entstehung und Ausbreitung, zugewiesen wird, ist zu erwarten, dass die Anfallsur-
sprungszone auch in den hier untersuchten funktionellen epileptischen Netzwerken
als besonders wichtig identifiziert wird, insbesondere kurz vor und zu Beginn epilepti-
scher Anfälle. Unabhängig von der verwendeten Methode zur Schätzung der Interak-
tionsstärken aus gehirnelektrischer Aktivität konnte dies allerdings nicht für alle hier
untersuchten Anfallsaufzeichungen bestätigt werden; dabei wurde eine starke Abhän-
gigkeit der beobachteten Wichtigkeiten von den zur Schätzung der Interaktionsstärke
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eingesetzten Interaktionsstärkemaßen beobachtet. Der zuletzt genannte Umstand zu-
sammen mit der hohen beobachteten Variabilität erklärt auch, warum frühere Studi-
en die Anfallsursprungszone als wichtig [161; 175] oder unwichtig [160] bewerteten.
Möglicherweise sind die hier präsentierten Ergebnisse aber auch ein weiterer Hinweis
darauf, dass Epilepsie imAllgemeinen und epileptische Anfälle im Besonderen als Netz-
werkphänomene einzuordnen sind [176; 177] und die Anfallsursprungszone nicht ur-
sächlich für epileptische Anfälle ist, sondern die erste Hirnregion, an der sich epilepti-
sche Anfälle manifestieren. Denkbar ist es trotzdem, dass die hier als besonders wichtig
identifizierten Gehirnregionen ein gutes Ziel für die individuelle Therapie der betroffe-
nen Patienten sind.
In Kapitel 4.3 wurde untersucht, wie sich dieWichtigkeit vonHirnregionen beziehungs-
weise von funktionellen Kategorien auf langen Zeitskalen (mehrere Tage) verändert. Es
konnte beobachtet werden, dass dieWichtigkeit sowohl von Hirnregionen als auch von
funktionellen Kategorien stark schwankt, unabhängig davon, wie die Wichtigkeit be-
stimmt wurde. Dabei wurde eine sehr hohe zeitliche Variabilität der Zentralitätswerte
sowohl innerhalb einer Anfallsaufzeichnung als auch zwischen den verschiedenen An-
fällen festgestellt. Diese hohe Variabilität könnte auf räumliche und zeitliche Aspekte
der Anfallsdynamik hinweisen, die bisher nicht vollständig verstanden sind, oder mit
Techniken, die nur lokal [178] oder nur global [142; 179] arbeiten, nicht vollständig
zu verstehen sind. Eventuell können Techniken, die lokale Eigenschaften im Kontext
des gesamten Interaktionsnetzwerks bewerten, hier mehr Einsicht erlauben [156; 180].
Insbesondere scheint es einen starken Einfluss von Tagesrhythmen auf die zeitliche
Änderung der Wichtigkeiten zu geben: Es konnten jeweils starke periodische Anteile
mit Periodenlängen von 8 h, 12 h oder 24 h gefunden werden. Die Gabe oder Ände-
rung der Dosen von antiepileptischen Medikamenten könnte ebenfalls einen Einfluss
auf den zeitlichen Verlauf der Wichtigkeiten von Gehirnregionen haben, denn es ist
belegt, dass generell ein Einfluss solcher Medikamente auf funktionelle Hirnnetzwerke
besteht [181].
Bei den allermeisten Aufzeichnungen konnten auf den vergleichsweise kurzen Zeit-
skalen, auf denen vermutlich der epileptische Prozess abläuft [174; 182], nur relativ
schwache Beiträge gefundenwerden. Dieses Ergebnis lässt es plausibel erscheinen, dass
keine signifikanten Änderungen inWichtigkeiten von Gehirnregionen kurz vor epilep-
tischen Anfällen, verglichen mit Zeitspannen weit entfernt von epileptischen Anfällen,
gefunden werden konnten. Ähnliche Ergebnisse wurden bereits in früheren Studien
für globale Netzwerkmaße, wie etwa den Cluster-Koeffizienten, die mittlere kürzeste
Pfadlänge oder die Assortativität gefunden [143; 164]. Um ein besseres Verständnis der
Auswirkungen des epileptischen Prozesses auf zeitliche Änderungen in funktionellen
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Hirnnetzwerken zu ermöglichen, scheint es daher ratsam, zunächst zuverlässigeMetho-
den zur Separierung der langsamen und schnellen Anteile der zeitlichen Änderungen
zu entwickeln.
Es ist möglich, dass die hier verwendete Methode zur Bestimmung der Wichtigkeit von
funktionellen Kategorien einen Einfluß auf diese Wichtigkeit hat. Gleichzeitig werden
durch dieWahl desWerts des dritten Quartils als Wichtigkeit der funktionellen Katego-
rien die wichtigsten Knoten außen vorgelassen. Untersuchungen, bei denen jeweils der
wichtigste Knoten einer Kategorie als deren Wichtigkeit angenommen wurde, spiegel-
ten in der Verteilung wichtigster Kategorien zwar stark die relativen Kategoriegrößen
wieder, es konnten allerdings deutliche Hinweise gefunden werden, dass die Abfolge
unterschiedlicher wichtigster Kategorien nicht zufällig ist [172].
Möglicherweise sollten die hier als weit von der Anfallsursprungszone zusammengefass-
ten Hirnregionen besser als mehrere Kategorien betrachtet werden. Obwohl es möglich
wäre, einzelne Hirnregionen nach anatomischen Gesichtspunkten zu gruppieren, ist ei-
ne Gruppierung nach funktionellen Gesichtspunkten konsistenter mit der Einteilung
der Hirnregionen relativ zur Anfallsursprungszone. Methoden wie zum Beispiel die K-
Shell-Zerlegung [183], die eine dynamische Zerteilung des Netzwerks ausschließlich
auf Grund der Netzwerktopologie erlauben, erscheinen als ein vielversprechender An-
satz [184].
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Funktionelle Netzwerke helfen die vielfältigen Dynamiken in komplexen ausgedehn-
ten dynamischen Systemen zu beschreiben und besser zu verstehen. Viele dieser aus-
gedehnten dynamischen Systeme basieren auf strukturellen Netzwerken aus physisch
existierenden Subsystemen (Knoten genannt), die über ebenfalls physisch existierende
Verbindungen (Kanten genannt) miteinander interagieren. Die Rolle, die einzelne Kno-
ten in funktionellen Netzwerken spielen, beziehungsweise die Wichtigkeit von einzel-
nen Knoten für das gesamte Netzwerk oder seine Dynamik ist nach wie vor nicht rich-
tig verstanden, ebensowenig wie der Zusammenhang zwischen der Wichtigkeit von
Knoten in strukturellen und funktionellen Netzwerken. Daher wurden hier Knoten-
wichtigkeiten in funktionellen Netzwerken und der Zusammenhang zwischen Knoten-
wichtigkeiten in strukturellen und funktionellen Netzwerken untersucht. Knotenwich-
tigkeiten wurden dabei mit auf unterschiedlichen Konzepten beruhenden Zentralitäten
analysiert. Die Wahl der Zentralität kann dabei einen großen Einfluss darauf haben,
welche Knoten als besonders wichtig oder unwichtig identifiziert werden. In Kapitel 3
wurde dies an Modellsystemen aus einfachen Phasenoszillatoren, in Kapitel 4 wurden
Knotenwichtigkeiten in epileptischen Hirnnetzwerken untersucht.
In strukturellen prototypischen Netzwerken konnte festgestellt werden, dass in beson-
ders zufälligen Netzwerken die hier verwendeten Zentralitäten dazu neigen, Knoten
als ähnlich wichtig zu identifizieren. Bei weniger zufälligen Netzwerken weisen die
verschiedenen Zentralitäten Knoten verschiedene Wichtigkeiten zu. Gleichzeitig wur-
de beobachtet, dass unterschiedliche Zentralitäten die jeweils wichtigsten Knoten mit
unterschiedlich großer Eindeutigkeit als am wichtigsten identifizierten.
Bei Simulationen mit einfachen Phasenoszillatoren, die über strukturelle prototypische
Netzwerke miteinander gekoppelt waren, konnte ebenfalls festgestellt werden, dass die
von verschiedenen Zentralitäten identifizierten Wichtigkeiten in funktionellen Netz-
werken stark von der Topologie der zugrunde liegenden Netzwerke und der Kopp-
lungsstärke zwischen den Oszillatoren abhängen. Auffallend stark sind dabei die Zu-
sammenhänge zwischen Stärke- und Eigenvektor-Zentralität, obwohl diese auf sehr
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unterschiedlichen Konzepten beruhen. Die mit der Betweenness-Zentralität gemesse-
nenWichtigkeiten unterscheiden sich dabei deutlich von mit anderen Zentralitäten ge-
messenen Knotenwichtigkeiten. Dies gilt im besonderen Maße für sehr zufällige Netz-
werke.
Sowohl strukturelle Netzwerke mit besonders kleiner Anzahl an Kanten als auch auf
diesen basierende funktionelle Netzwerke nehmen eine Sonderrolle ein: Bei diesenNetz-
werken können einerseits besonders starke Korrelationen zwischen denmit verschiede-
nen Zentralitäten geschätzten Wichtigkeiten beobachtet werden, andererseits besteht
auch eine besonders starke Beziehung zwischen Knotenwichtigkeiten in den funktio-
nellen und strukturellen Netzwerken.
Weiterhin wurden in dieser Arbeit mit funktionellen epileptischen Hirnnetzwerken sol-
che Netzwerke untersucht, bei denen ein bestimmter Bereich, die Anfallsursprungs-
zone, als besonders wichtig für die Dynamik von epileptischen Anfällen gilt. Entgegen
der Erwartung konnte allerdings nicht festgestellt werden, dass die Anfallsursprungs-
zone in epileptischen Hirnnetzwerken stets am wichtigsten ist (noch nicht einmal kurz
vor oder zu Beginn von epileptischen Anfällen, die sich von dort aus ausbreiten). Ur-
sächlich könnten einerseits methodische Probleme sein, die allgemein bei der Unter-
suchung realer ausgedehnter dynamischer Systeme auftreten, oder solche, die spezi-
fisch für das hier untersuchte epileptische menschliche Gehirn sind; andererseits gibt
es Anzeichen, dass die Wichtigkeit von Hirnbereichen weit entfernt von der Anfallsur-
sprungszonewichtig für die Dynamik des epileptischen Prozesses [164; 182] sein könnte
oder dass diese besonders wichtig bei der Anfallsentstehung sein könnte [185].
Ein Beispiel für solche methodischen Probleme sind falsche Korrelationen, wie sie zum
Beispiel von gemeinsame Quellen herrühren können. Die Untersuchungen von Feldda-
ten in Kapitel 4 haben gezeigt, dass sich falsche Korrelationen stark auf die Bewertung
von Knotenwichtigkeiten auswirken. Ob solche falschen Korrelationen durch verbes-
serte Methoden der Interaktionsstärkeschätzung, wie zum Beispiel durch Partialisie-
rungstechniken oder multivariate Zeitreihenanalysemethoden [32; 34; 186–194], beho-
ben werden können, ist derzeit noch fraglich, nicht zuletzt weil diese Methoden teilwei-
se noch nicht zufriedenstellend funktionieren, insbesondere bei großen und komplexen
Netzwerken [37; 38].
Obwohl die hier verwendeten Zentralitäten teilweise dieselben Knoten als wichtig iden-
tifizierten und damit (jedenfalls teilweise) redundante Charakteristiken liefern (insbe-
sondere bei den Untersuchungen von Felddaten), besteht ein Bedarf an der Entwicklung
von neuen Zentralitätskonzepten, die gewisse Netzwerkeigenschaften berücksichtigen.
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So ist zum Beispiel der Umstand, dass bei der Untersuchung natürlicher ausgedehn-
ter dynamischer Systeme häufig nicht das gesamte System erfasst wird, ein Problem.
In solchen Fällen können die meisten Zentralitäten nur sehr ungenaue Aussagen über
Knotenwichtigkeiten treffen. Es gibt allerdings schon erste Ansätze, Knotenwichtig-
keiten auch in unvollständigen Netzwerken zu bestimmen [195]. In der vorliegenden
Arbeit wurde ausschließlich die Wichtigkeit von Knoten untersucht; auch in der Li-
teratur spielt die Wichtigkeit anderer Netzwerkelemente nur eine sehr kleine Rolle.
Dabei ist zum Beispiel die Wichtigkeit von Kanten für die Kontrolle von Netzwerken
bekannt [196]. Möglicherweise können daher Kantenzentralitäten, die jeweils Kanten
eines NetzwerksWichtigkeiten zuweisen, helfen, die Dynamik funktioneller Netzwerke
besser zu verstehen. Erste Kantenzentralitäten wie Edge-Betweenness-Zentralität [197]
oder Bridgeness [198] existieren zwar bereits seit einigen Jahren, werden aber bisher
kaum verwendet. In den letzten Jahren sind allerdings einige neue vielversprechende
Konzepte entwickelt worden [68; 69]. Ebenso gibt es derzeit noch keine Zentralitäten,
die die räumliche Einbettung von funktionellen Netzwerken [199] oder das Konzept
von Netzwerken von Netzwerken [200] berücksichtigen.
Die in dieser Arbeit untersuchte funktionelle Wichtigkeit beruht ausschließlich auf ge-
schätzten Interaktionen zwischen Subsystemen. Subsysteme, die stark miteinander in-
teragieren, sind demnach im funktionellen Netzwerk durch eine Kante mit hohem Kan-
tengewicht verbunden. Das heißt allerdings nicht, dass diese Verbindung unbedingt
wichtig für die Dynamik des Gesamtsystems ist; diese könnte auch über andere Kanten
vermittelt werden. Um die Rolle einzelner Kanten oder Knoten für die Dynamik eines
Systems zu ermitteln, werden Zentralitätskonzepte gebraucht, die den Informations-
austausch zwischen verschiedenen Knoten miteinbeziehen. Es kann erwartet werden,
dass solche neuen Zentralitätskonzepte stärker mit der Struktur und gegebenenfalls
mit den lokalen Dynamiken von Subsystemen eines ausgedehnten dynamischen Sys-
tems zusammenhängen, als es in dieser Arbeit für Knotenwichtigkeiten in funktionellen
Netzwerken beobachtet wurde. Es gibt bereits einige Konzepte, die den Fluss von Infor-
mationen berücksichtigen [201–203], allerdings sind diese einerseits schon für kleine
Netzwerke sehr rechenintensiv, andererseits setzen sie voraus, dass der Informations-
fluss bekannt ist, was bei der Analyse realer ausgedehnter dynamischer Systeme häufig
nicht der Fall ist. Eventuell können hier Simulationen mit Modellsystemen helfen, den
in dieser Arbeit beobachteten Widerspruch zwischen struktureller und funktioneller
Wichtigkeit aufzulösen; es bietet sich zum Beispiel an, Oszillatornetzwerke ähnlich wie
in dieser Arbeit zu verwenden und zu untersuchen, welche Änderung (lokaler) System-
parameter die größten Auswirkungen auf die Dynamik des Gesamtsystems hat.
Weiterhin könnte dieHinzunahme von zusätzlichen Interaktionseigenschaftenwie Rich-
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tung oder Verzögerung die Identifizierung wichtiger Netzwerkelemente potentiell ver-
bessern, sofern entsprechende Zentralitätskonzepte bereitstehen. Viele derzeit verwen-
dete Zentralitäten sind entweder in der Lage, Richtung in die Bewertung mit einzube-
ziehen, oder es sind entsprechende Erweiterungen vorhanden. [53] Im Gegensatz dazu
gibt es bisher nur wenige Zentralitätskonzepte für multilayer networks oder temporal
networks die durch die Berücksichtigung von Verzögerung entstehen [204]. Die vorhan-
denen Konzepte scheinen in der Praxis noch nicht häufig erprobt worden zu sein.
Es lässt sich festhalten, dass funktionelle Netzwerke zusammen mit Knotenwichtigkei-
ten einen Einblick in Struktur und Dynamik von ausgedehnten dynamischen Systemen
erlauben. Insbesondere bei der Analyse von Felddaten bestehen aber nach wie vor viele
ungelöste Probleme, sowohl bei der Konstruktion funktioneller Netzwerke als auch der
Bestimmung wichtiger Knoten.
124
A. Anhang
125
A. Anhang
0,0 0,2
𝑐
0
50
100
𝒞𝑆
0,0 0,2
𝑐
0,0
0,5
1,0
𝒞𝐶
0,0 0,2
𝑐
0,0
0,1
0,2
𝒞𝐵
0,0 0,2
𝑐
0,0
0,2
0,4
𝒞𝐸
Abbildung A.1.:Mittlerer Maximalwert (obere Symbolreihe), mittlerer Median (mittlere Sym-
bolreihe) und mittlerer Minimalwert (untere Symbolreihe) für (von links
nach rechts) Stärke-, Closeness-, Betweenness-, und Eigenvektor-Zentralität
in funktionellen Oszillatornetzwerken aus 𝑁 = 100Oszillatoren in Abhängig-
keit der Kopplungsstärke 𝑐. Der mittlere Grad des skalenfreien strukturellen
Netzwerks ist 𝐾 ≈ 2. Die senkrechten Balken geben jeweils die Standardab-
weichung über 100 Realisierungen an. Bei der Betweenness-Zentralität ist der
Median jeweils nur sehr wenig größer als das Minimum.
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Abbildung A.2.: Relative Wichtigkeitsdifferenz zwischen wichtigstem und zweitwichtigstem
Knoten (relativ zur Wichtigkeit des wichtigsten Knotens) für (von links nach
rechts) Stärke-, Closeness-, Betweenness-, und Eigenvektor-Zentralität in
funktionellen Oszillatornetzwerken aus 𝑁 = 100 Knoten in Abhängigkeit
der Kopplungsstärke 𝑐. Der mittlere Grad des skalenfreien strukturellen Netz-
werks ist 𝐾 ≈ 2. Gezeigt ist jeweils der Mittelwert über 100 Realisierungen,
die senkrechten Balken geben die Standardabweichungen an. Auch wenn die
relative Differenz teilweise sehr klein ist, ist sie ungleich Null.
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Abbildung A.3.: Streudiagramme struktureller und funktioneller Knotenwichtigkeiten iden-
tifiziert mit unterschiedlichen Zentralitäten (von links nach rechts: Stärke-,
Closeness-, Betweenness- und Eigenvektor-Zentralität) in Abhängigkeit von
der Kopplungsstärke (von oben nach unten: 𝑐 = 0,05; 0,10; 0,15). Die zugrunde
liegenden skalenfreie Netzwerke bestehen jeweils aus 𝑁 = 100 und haben
mittleren Grad 𝐾 ≈ 2. Es ist jeweils der Mittelwert über 100 Realisierun-
gen (selbe Parameter, und unterschiedliche, zufällige Startbedingungen der
Kuramoto-Oszillatoren) dargestellt. Realisierungen wie in Abbildung 3.23. ̄𝜌
gibt jeweils die über alle Realisierungen gemittelten Spearman-Korrelations-
koeffizienten zwischen strukturellen und funktionellen Knotenwichtigkeiten
an.
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Abbildung A.4.: Streudiagramme mit unterschiedlichen Zentralitäten identifizierten Knoten-
wichtigkeiten in jeweils 100 Realisierungen funktioneller Interaktionsnetz-
werke beruhend auf skalenfreien Oszillatornetzwerken mit 𝑁 = 100, mitt-
lerem Grad 𝐾 ≈ 2 und Kopplungsstärke 𝑐 ∈ {0,05; 0,1; 0,15} (von oben nach
unten). Für unterschiedliche Realisierungen wurden jeweils ein neues struk-
turelles Netzwerk mit denselben Parametern (𝑁 𝐾 ) konstruiert, die Anfangs-
bedingungen und Eigenfrequenzen wurden jeweils neu und zufällig gewählt.
̄𝜌 gibt jeweils die über alle Realisierungen gemittelten Spearman-Korrelati-
onskoeffizienten zwischen den mit unterschiedlichen Zentralitäten identifi-
zierten Wichtigkeiten an.
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Abbildung A.5.:Weiterführung von Abbildung A.4.
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Abbildung A.6.:Mittlere Spearman-Korrelationskoeffizienten ̄𝜌 für Paare von Zentralitä-
ten (von links nach rechts, linke Seite: Betweenness- und Closeness-,
Betweenness- und Stärke-, Betweenness- und Eigenvektor-; rechte Seite:
Closeness- und Stärke-, Closeness- und Eigenvektor-, Stärke- und Eigenvek-
tor-Zentralität) über 100 Realisierungen in Abhängigkeit von Kopplungsstär-
ke 𝑐 und Umlenkwahrscheinlichkeit 𝑝, mit der die strukturellen Netzwerke
erzeugt wurden. Die strukturellen Netzwerke bestanden aus 𝑁 = 100 Knoten
und wurden mit mittleren Graden, von oben nach unten, 𝐾 ∈ {2; 4; 8} erzeugt.
In den weißen Bereichen waren die mindestens die Hälfte der Oszillatornetz-
werke vollständig synchronisiert, so dass alle funktionellen Zentralitäten die
gleichen Werte annahmen.
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Abbildung A.7.:Weiterführung von Abbildung A.6
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Abbildung A.8.:Mittlerer Spearman-Korrelationskoeffizient ̄𝜌 zwischen Zentralitätswerten in
funktionellen und den zugrunde liegenden strukturellen skalenfreien Netz-
werken für, von links nach rechts, Stärke-, Closeness-, Betweenness- und Ei-
genvektor-Zentralität in Abhängigkeit der Kopplungsstärke 𝑐. Der Spearman-
Korrelationskoeffizient wurde über 100 Realisierungen gemittelt, die schat-
tierten Bereiche geben Minimum bis Maximum über diese 100 Realisierungen
an. Realisierungen wie in Abbildung A.4.
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Abbildung A.9.:Mittlere Korrelationen, gemessen mit Spearman-Korrelationskoeffizienten ̄𝜌,
zwischen funktioneller und struktureller Zentralität (von oben links im Uhr-
zeigersinn: Stärke-, Closeness-, Eigenvektor- und Betweenness-Zentralität),
gemittelt über 100 Realisierungen, in Abhängigkeit von Kopplungsstärke 𝑐
und der Umlenkwahrscheinlichkeit 𝑝. Die strukturellen Netzwerke bestan-
den jeweils aus 𝑁 = 100 Oszillatoren und wurden mit mittlerem Grad 𝐾 = 4
erzeugt. In den weißen Bereichen waren die mindestens die Hälfte der Oszil-
latornetzwerke vollständig synchronisiert, so dass alle funktionellen Zentra-
litäten die gleichen Werte annahmen. 133
A. Anhang
0 1
0
2
4
We
glä
ng
e
𝒞 𝑆
0 1
0
2
4
𝒞 𝐶
0 1
0
2
4
𝒞 𝐵
0 1
0
2
4
𝒞 𝐸
0,0 0,2
0
2
We
glä
ng
e
0,0 0,2
0
2
0,0 0,2
0
2
0,0 0,2
1
2
3
0,00 0,05
0
1
2
We
glä
ng
e
0,00 0,05
0
1
2
0,00 0,05
0
1
2
0,00 0,05
1
2
0,000 0,025
Kopplungsstärke 𝑐
1
2
We
glä
ng
e
0,000 0,025
Kopplungsstärke 𝑐
0
1
2
0,000 0,025
Kopplungsstärke 𝑐
0
1
2
0,000 0,025
Kopplungsstärke 𝑐
1
2
𝐾
≈1
𝐾
≈2
𝐾
≈4
𝐾
≈8
Abbildung A.10.: Kürzeste Weglänge 𝐿W zwischen strukturell und funktionell wichtigstem
Knoten in Netzwerken aus 𝑁 = 100 Kuramoto-Oszillatoren mit mittlerem
Grad (zeilenweise von oben nach unten) 𝐾 ∈ {≈ 1; ≈ 2; ≈ 4; ≈ 8; } für (spalten-
weise von links nach rechts) Stärke-, Closeness-, Betweenness- und Eigen-
vektor-Zentralität in Abhängigkeit der Kopplungsstärke 𝑐. Bei den struktu-
rellen Netzwerken handelt es sich dabei ummit präferierter Verknüpfung er-
stellte skalenfreie Netzwerke. Die kürzeste Weglänge 𝐿W wird in den struk-
turellen Netzwerken berechnet und über 100 Realisierungen gemittelt, der
schattierte Bereich gibt die Standardabweichung über die Realisierungen an.
Die horizontale schwarze Linie zeigt jeweils die über alle Realisierungen ge-
mittelte mittlere kürzesteWeglänge 𝐿 an, was dem Erwartungswert der mitt-
leren kürzesten Weglänge zweier zufälliger Knoten entspricht. Es werden
jeweils 100 Realisierungen durchgeführt, vollständig synchronisierte Reali-
sierungen werden bei der Mittelung nicht berücksichtigt. Dies führt zu einer
Abnahme der Realisierungen bei große Kopplungsstärken, bei der größten
dargestellten Kopplungsstärke gehen nur noch 50 Realisierungen in die Mit-
telung ein.
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