Abstract
Introduction
mong the women between 15 to 54 years old, breast cancer is one of the most important causes of mortality. Statistics show that %12.6 of women suffer from breast cancer. In other words, every 13 minutes, a woman loses her life due to breast cancer [1] .
Early diagnosis is an important factor in the treatment and recovery of breast cancer that increases the chances of survival. The most common method of breast cancer diagnosis is surgical biopsy. Among all available methods of breast cancer diagnosis, surgical biopsy is the most accurate and time-consuming method [2] . Mammography is another method of breast cancer diagnosis. Through this method, masses and symptoms of cancer can be detected ten years before they become tangible [3] . A mammogram is an x-ray image of the breast tissue by which a radiologist can detect abnormal symptoms such as lumps, calcification, structural breakdown and breast asymmetry [4] .
Although mammography is a perfect tool for early diagnosis of breast cancer, it is still possible that an injury be interpreted as cancer or cancer be misdiagnosed due to available limitations in the process of mammogram interpretation. As a result, the rate of misinterpretation by the radiologists is 10-30 percent in this method [5] . When an injury is wrongfully diagnosed as cancer, unnecessary biopsy and surgery will be carried out on the patient while wrongfully ignored cancer may lead to the patient's death.
Image processing techniques can be used to improve the diagnosis and enhance its sensitivity and accuracy. Image processing is a technique for converting an image to digital form and performing some operations on it in order to obtain an improved image or to extract some useful information from it.
In the present study, image processing technique was used to intensify and improve mammogram images and a combination of wavelet transform method and Hidden Markov Model (HMM) was applied to increase the accuracy and efficiency of breast cancer tumors detection. Furthermore, 150 mammogram images were collected from the MIAS and PADN databases and radiology offices for the examination of the proposed method of breast cancer detection.
The MIAS database has been collected by the Mammographic Image Analysis Society in the United Kingdom. In this database, the size of all images is 1024*1024. The MIAS contains 322 mammograms of 161 women's left and right breasts with a resolution of 50 micron pixel edge (each pixel is represented with an 8-bit gray depth). Pathologically, this database include 209 images of normal breast, 67 images of breasts with benign (non-cancerous) tumors and 54 images of breasts with malignant (abnormal) tumors [6] .
The PADN database has been collected in Singapore and includes 150 mammogram images from a variety of benign and malignant breast tumors. In this database, images have different resolutions; but, their size is 600*800 pixels.
Life expectancy in patients and treatment of breast cancer are subject to timely diagnosis of the disease; thus, early diagnosis of breast cancer is a priority.
Accordingly, doctors and radiologists have applied the science of image processing to diagnose breast cancer tumors early. In the following section, the related literature will be reviewed. In 2008, Papadopoulos and colleagues examined the methods of Contras Limited Adaptive Histogram Equalization (CLAHE), Local Maximum Region (LMR), Redundant Discrete Wavelet (RDW) and linear elasticity algorithm to improve tumor diagnosis through mammograms. They used images obtained from the MIAS and Nijmegen Digital Mammogram databases and found the LRM as the best method for breast cancer tumor diagnosis [7] . Using thresholding method, Bhadoria and colleagues first removed the parts of normal breast tissue from the image and then analyzed the growth of the breast tumor and its characteristics using the shape of the tumor [8] . In 2011, Maitra and colleagues offered a method to detect abnormal masses in mammogram images in which the image is divided into two separate parts with the formation of homogeneous blocks and A determination of color after processing. To evaluate their offered method, they used the MIAS database and reported satisfactory results including obtaining the results as soon as possible and the simplicity of the method [9] . To increase the resolution of tumors in mammogram images, Natarajan and colleagues removed noises from the images and then detected tumors more precisely through contrast adjustment, image stretching, subtraction, threshold development and segmentation [10] . In 2014, Ojo and colleagues proposed an algorithm to effectively remove noises from mammogram images by using splitting and merging techniques. To evaluated their method, they used 322 images obtained from the MIAS database and could adequately diagnose the problems in 297 images (%92.24).This method reduces false positives in the diagnosis of breast cancer. [11] . In 2015, Kanchana and colleagues detected breast cancer tumors in mammogram images by using a wavelet-based method and thresholding. In their proposed method, wavelet transform was used based on four levels of analysis and mammogram images were analyzed using statistical properties of wavelet and vector target. The evaluation of their method on the MIAS database represented %92.30 accuracy in breast cancer diagnosis [12] .
The overall process of breast cancer detection used in this study is presented in Figure ( 
Preprocessing
At the first step, the preprocessing operations of noise removal, smoothing and margin removal were done on the mammogram image. For smoothing, the median filter was used. For edging, the Sobel Operator was used to calculate the gradient of pixels in a neighborhood. For margins removal and accurate detection of the main areas, edges were found first and then, the edge image with 0 and 1 values was profiled both vertically and horizontally. Therefore, with the selection of a small threshold, top and bottom margins were identified and removed. The same procedure was conducted for left and right margins as well. An example margin removal is presented in figure (2). 
Processing
For image segmentation and detection of cancerous regions, the process can be done a step at a time and based on a specific window size; so that the dependency of pixels in each window on a class can be checked. Notably, the determination of window size is very important. If windows with greater size are used for the segmentation, the accuracy increases because more pixels will be examined and better statistical information will be provided. However, the risk of having pixels of other classes in the same window will increase. Thus, greater windows provide more precise segmentation in large and homogeneous areas; but, less accurate segmentation will be the result in the border areas. On the other hand, small windows decrease the chance of having pixels of different classes in the same window; but, they cannot perform an accurate segmentation due to a limited number of statistical data. Therefore, it is better to use small windows in the border areas and great windows in other parts of an image. In this study, the dyadic squares (or blocks) were employed to implement segmentation windows. To do so, the selected windows for segmentation were divided into four square sub-sections recursively at each stage. With this procedure, the images under consideration would be segmented based on the class label estimation for each of the windows. That estimation also required a Probability Distribution Function (PDF) for pixels of each class. The important issues in this process were wavelet-based transformation and statistical method.
It is very important to have models of different tissues in the segmentation of suspicious areas because access to a perfect joint distribution of pixels is very difficult. Thus, the basis of different regions analysis in this study was to convert domains using wavelet because that linear convertible transformation led to the emergence of components which were less complicated to be modeled. Most of the images, especially the gray ones, have a structure (bumps and edges) through which wavelet transform leads to an accurate segmentation. In fact, wavelet transform in these cases operates as multi-scale edge detection explaining the structure of an image based on different scales and in three different directions. For edges, wavelet transform leads to the emergence of major components and for other areas, it leads to the emergence of minor components.
Many statistical methods have been proposed to model tissue structure. Among all these models, the HMM was applied in the present study. The HMM was used to approximate the marginal and joint statistics of wavelet components. Through the HMM, a variable of hidden status is considered for each of the wavelet components to control their largeness or smallness. Then, the marginal distribution of each component will be modeled through the combination of two Gaussian distribution. It must be noted that in the modeling of large areas, large variances and in the modeling of small areas, small variances are used for Gaussian distributions. It is also noteworthy that two Gaussian distribution is capable of modeling marginal statistical distribution of non-Gaussian wavelet components in the actual images. In the course of scale changing, the HMM extracts the persistency of large and small components by using the dependency between hidden statuses.
For any mammogram image under investigation, a tree window structure was created first and then each window's wavelet transform for data extraction was calculated. After that, each wavelet component was modeled based on the two Gaussian distribution and its variance was controlled by the variable of hidden Markov status.
At this stage, parameters of the model, which was a combination of the two Gaussian distribution variances and the Markov transition probabilities, were adapted into an M vector. Thus, the HMM can be used as a model for the approximation of all joint distributions of the w wavelet components f(w/M). To estimate the parameters of the HMM, the iterative method of EM can be used as an example. The three HMM has an interesting structure to which all windows can be adapted. Each sub-tree of a tree HMM is another tree HMM which starts at the ith node and models the statistical behavior of wavelet components related to the dith window. Therefore, the distribution of each window in the process of image modeling is as follows:
(1) Then, the process of image segmentation could be started. It was assumed that for each tissue class , a three HMM was trained based on the MC parameters. Then the w wavelet transform of a training image x including those tissues was considered. Therefore, the calculation of multi-scale distribution expressed for different windows led to the emergence of for each of the dyadic sub-images di. At this stage, segmentation of the image under consideration could be done in terms of maximum similarity criterion as follows:
(2) This segmentation process created a set consisting of J members of various segmentations:
Evaluation
To evaluate the proposed method, mammogram images obtained from the MIAS and PADN databases were used. First, an image of a cancerous tissue was selected and used for the tree HMM training. Then, an image ( figure.3) was considered for the segmentation using the above mentioned mechanism and a tree structure of the windows: As the results showed, the proposed method was able to detect all cases of tumors in simple cases of mammography and regarding the more complicated cases, the proposed method could detect %92 of the cases. The overall detection rate of %96 was obtained using the proposed method. The proposed method utilized wavelet transform and the HMM to detect breast cancer tumors in mammogram images and separate them from the images. The results also showed that the newly proposed method provided more accurate detection of breast cancer tumors compared to the method in which only wavelet transform is used.
The differences between the two methods are presented in table (2). 
Conclusion
Despite great advances in the field of mammography in the past two decades, a great number of women die of breast cancer. Mammography has always been one of the most reliable ways to diagnose this disease. This study aimed to propose a new reliable method of breast cancer diagnosis using a combination of wavelet transform method and the HMM. Therefore, Markov Model with a tree structure was used to extract statistical properties of the wavelet components. The specific capacity of Markov Model to extract information about edges and the regions of protrusions in image tissues increases the accuracy of cancerous areas detection. To do this, a training image containing a definitively diagnosed breast cancer tumor was used. According to the new method, all features of the training image were extracted and recorded. Similarly, the features of the input mammogram image was obtained and compared with the features of the training image through the Maximum-Likelihood Estimation method. Finally, the existence or non-existence of tumor in the input image was announced. In addition to the detection of tumors, this method could determine the mass percentage to estimate the progression of the disease allowing the specialists and radiologist to diagnose the disease more confidently. To evaluate the proposed method and analyze the results, a combination of the MIAS and PADN databases comprising 150 images was used. The results indicated that the proposed method was more accurate than methods solely based on wavelet transform. In the new method, the obtained detection rate was %96 while in the wavelet transform method, it has been reported %71.5 indicating higher precision of the proposed method.
