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Development of unconventional formations was stimulated due to depletion of 
conventional reservoirs, and the increased energy demand all over the world. The increased 
demand was caused by economic development and a rising livi standard. Recent successful 
development of shale gas/tight oil has changed energy deman  and supply in the United States. 
Due to the extremely low permeability in tight/unconventioal reservoirs, horizontal wells with 
multiple stages of hydraulic fractures are required in order to support commercial production. 
Hydraulic fracturing normally involves injection of large amounts of fracturing fluids and 
proppants in order to create contact area with the reservoir. Undoubtedly, hydraulic fracturing 
operations alter the local stress distribution, imposing influence on propagation of subsequent 
fractures in the vicinity. This is known as the “stress shadowing” effect, which aggravates 
variation between neighboring fractures in addition to those induced by reservoir heterogeneity.  
The developed methodology fully couples stress shadowing effects and fluid flow. The 
intra-fracture heterogeneity and inter-fracture heterogeneity from fracture propagation are 
incorporated into a reservoir model on a field scale. The methodology enables the identification 
and quantification of the impact of stress shadowing effects on field production and may help in 
optimizing fracture spacing and well spacing design. The methodology was successfully applied 
in a synthetic reservoir. It was found that stress shadowing effects are a function of fracture 
spacing, relaxation time and fracturing sequence. Fracture spacing was varied in the synthetic 
study, and it was found that stress shadowing effects decreas  with increasing fracture spacing. 
For example, closure pressure increased by 28% when fracture spacing is 20 ft, while it 
increased by 2% when fracture spacing is 600 ft. Relaxation time variations suggest that stress 
shadowing effects can be reduced by adding some relaxation time between fracturing 
neighboring stages, and an optimum relaxation time can be found by examining changes in 
properties of two neighboring hydraulic fractures with relaxation time. In terms of production 
performance, it was found that stress shadowing effects cau e production loss. The larger the 
treatment job size is, the larger the production loss is if fracture spacing is kept the same. For a 
given treatment job, more production loss is expected when fracture spacing is smaller. The 




In the end, the developed methodology was applied in a field study in the Eagle Ford and 
it was found that without properly capturing stress shadowing effects, the historic production of 
the subject well cannot be matched. This further confirmed the importance of incorporating 
stress shadowing effects when dealing with production from hrizontal wells with multiple stage 
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a = crack length in a material, m, [L] 
C = constant, a function of surface energy density and Young’s modulus of the material 
E = Young’s modulus, psi, [M][L] -1[T] -2 
 = secant modulus, psi, [M][L] -1[T] -2 
 = tangent modulus, psi, [M][L] -1[T] -2 
FC = average fracture conductivity, mD – ft, [L]3 
 = acceleration induced by gravity, 32 ft/s2, [L][T]  -2 ℎ  = fracture height, ft, [L] 
H = Height of penny shape fracture, ft, [L] 
 = intensity factor, psi, [M][L]-1[T] -2 
 = critical stress intensity factor for single fracture, psi, [M][L] -1[T] -2 
 = the stress intensity factor at the tip of a fracture whn multiple fractures are present, psi,  
[M][L] -1[T] -2 
 = stress intensity factor for single fracture, psi, [M][L] -1[T] -2 
 = bulk modulus of undrained condition, psi, [M][L] -1[T] -2 
 = bulk modulus of solid frame, psi, [M][L] -1[T] -2 
 = fracture permeability, mD, [L]2 	= average fracture permeability inside the hydraulic fracture, mD, [L]2 
 = grid node fracture permeability, mD, [L]2 	= grid permeability inside the hydraulic fracture in the rese voir model, mD, [L]2 
 = horizontal permeability, mD, [L]2 
 = vertical permeability, mD, [L]2 
 = length of an element, ft, [L] 
 = fracture half-length, ft, [L] 
 = original length of an element, ft, [L] ∆ − (∆ )  = pressure and time log-log plot  
 = pressure, also considered as reactive force acting opposite t  compression, psi, [M][L] -1[T] -2 
 = formation breakdown pressure, psi, [M][L] -1[T] -2 




 = hydraulic fracture closure pressure, psi, [M][L] -1[T] -2 
 = lithostatic pressure, psi, [M][L] -1[T] -2 
 = fracture pressure, psi, [M][L] -1[T] -2 
 = friction pressure along the fluid flow path, psi, [M][L] -1[T] -2 
 = fluid pressure, hydraulic head, psi, [M][L] -1[T] -2 
 = hydraulic fracture initiation pressure, psi, [M][L] -1[T] -2 
 =net pressure, psi, [M][L] -1[T] -2 ∆	   = pressure drop due to the tortuosity in the near wellbor  area, psi, [M][L] -1[T] -2 ∆	   = the bottom hole pressure change, psi, [M][L] -1[T] -2 
 = the reservoir pore pressure, psi, [M][L] -1[T] -2 ∆	  = the pressure loss due to perforations, psi, [M][L] -1[T] -2 
 = surface pressure, psi, [M][L] -1[T] -2 
 = pressure caused by external stress, psi, [M][L] -1[T] -2 
 = proppant concentration in each grid node, lbs/ft2, [M] [L] -2 
 = average proppant concentration in a hydraulic fracture, lbs/ft2, [M] [L] -2 
 = pressure applied to plane, psi, [M][L] -1[T] -2 
Q = injection rate, bbl/min, [L]3[T]  -1 
 = fracture radius, ft, [L] 
 = shale resistivity, ohmm, [M][L]2 [T] -3[I] -2 
R  = deep reading resistivity, ohmm, [M][L]2 [T] -3 [I] -2 
R  = water resistivity from 100% water zone, here 0.1 ohmm is used, [M][L]2 [T] -3[I] -2 
 = radius of an element, ft, [L] 
 = original radius of an element, ft, [L] 
 = distance from negative fracture tip to point, ft, [L] 
 = distance from positive fracture tip to point, ft, [L]
S = ratio of  /(  +s), dimensionless  
 = internal cohesive force of a material, psi, [M][L] -1[T] -2 
 = water saturation, dimensionless 
s = the orthogonal half spacing between two of multiple fractures, ft, [L] 




 = displacement, inch, [L] ∆	   = time change, day, [T] 
V = bulk volume of rock, ft3, [L] 3 
= compressional velocity, m/s, [L][T]-1 
 =pore volume, ft3, [L] 3 
= shear velocity, m/s, [L][T]-1 
= shale volume, ft3, [L] 3 
w = average fracture width, ft, [L] 	= grid fracture width in fracture propagation model, ft, [L] 	= grid fracture width in reservoir model, ft, [L] 
 = fracture half-length, ft, [L] 	= depth, ft, [L] 
α = Biot’s coefficient, dimensionless 
γ = the surface energy density of the material, J/m2, [M][T] -2 
ξ = inclination angle with respect to an X-axis, radian 
 = strain, dimensionless  
 = axial strain, dimensionless  
 = radial strain, dimensionless 
 = strain tensor oriented parallel to X-axis, acting on pla e normal to X-axis, dimensionless 
 = strain tensor oriented parallel to Y-axis, acting on pla e normal to X-axis, dimensionless 
 = strain tensor oriented parallel to Z-axis, acting on pla e normal to X-axis, dimensionless 
 = strain tensor oriented parallel to X-axis, acting on pla e normal to Y-axis, dimensionless 
 = strain tensor oriented parallel to Y-axis, acting on pla e normal to Y-axis, dimensionless 
 = strain tensor oriented parallel to Z-axis, acting on pla e normal to Y-axis, dimensionless 
 = strain tensor oriented parallel to X-axis, acting on pla e normal to Z-axis, dimensionless 
 = strain tensor oriented parallel to Y-axis, acting on pla e normal to Y-axis, dimensionless 
 = strain tensor oriented parallel to Z-axis, acting on pla e normal to Z-axis, dimensionless 
 = angle to minimum stress direction, radian  
 = angle from center of fracture to point, radian 




 = principal rotation angle, radian  
μ = viscosity, cp, [M][L] -1[T] -1 	= Poisson’s ratio, dimensionless 
ρ = density, kg/m3, [M][L] -3 
 = fluid density, lb/ft3, [M][L] -3 
 = matrix density, g/cm3, [M][L] -3 
 = rock density from log measurement, g/cm3, [M][L] -3 
= density of rock frame, lbs/ft3, [M][L] -3 
σ = the tension that is pulling the rock apart, psi, [M][L] -1[T] -2 
 = principal stress 1, psi, [M][L] -1[T] -2 
 = principal stress 2, psi, [M][L] -1[T] -2 
 = principal stress 3, psi, [M][L] -1[T] -2 
 =effective stress, psi, [M][L] -1[T] -2 
 = maximum horizontal stress, psi, [M][L] -1[T] -2 
 = minimum horizontal stress, psi, [M][L] -1[T] -2 
 = mean of the total principal stresses, psi, [M][L] -1[T] -2 
 = overburden stress, psi, [M][L] -1[T] -2 
 = principal stress in x direction, psi, [M][L] -1[T] -2  
 = stress tensor oriented parallel to X-axis, acting on pla e normal to X-axis, psi,  
[M][L] -1[T] -2 	  = principal stress in y direction, psi, [M][L] -1[T] -2 
 = stress tensor oriented to Y-axis, acting on plane normal to Y-axis, psi, [M][L] -1[T] -2 
 = principal stress in y direction, psi, [M][L] -1[T] -2 
 = stress tensor oriented to Z-axis, acting on plane normal to Z-axis, psi, [M][L] -1[T] -2 
 = tectonic stress contribution, psi, [M][L] -1[T] -2 
, ,  = deviatoric stresses, psi, [M][L]
-1[T] -2 
 = shear stress on the wellbore wall of rectangular coodinate system in XY plane, psi, 
[M][L] -1[T] -2 




 = shear stress on the wellbore wall of rectangular coodinate system in XY plane, psi, 
[M][L] -1[T] -2 
 = stress tensor oriented parallel to Z-axis, acting on pla e normal to Y-axis, psi,           
[M][L] -1[T] -2 
 = stress tensor oriented parallel to X-axis, acting on pla e normal to Z-axis, psi,  
[M][L] -1[T] -2 
 = stress tensor oriented parallel to Y-axis, acting on pla e normal to Z-axis, psi,  
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  CHAPTER 1
INTRODUCTION 
 
Horizontal drilling with multi-stage hydraulic fracturing has become the industry 
standard for unconventional formation development. Due to the low permeability associated with 
unconventional formations, hydraulic fractures must have ample reservoir contact and drainage 
efficiency to provide effective producing capacity. Two general approaches to maximizing 
fracture surface area are: to create fractures of larger dimensions and/or to place a larger number 
of fractures. The dimensions of a hydraulically opened fractu e can be affected by the volume of 
fracturing fluids, fluid type and rate. The geomechanical prope ties of the formation where the 
hydraulic fracturing operations occur are equally important. Rock properties such as Young’s 
modulus, Poisson’s ratio, in-situ stresses, existence of natural fractures, etc. determine the 
geometry of a created hydraulic fracture. Large volumes of fracturing fluids are generally used 
during all hydraulic fracturing practices in tight/unconventioal oil/gas fields in the United States, 
and little production benefit is to be gained by increasing this volume further (Hefley et al. 2011). 
Optimizing the number of fractures is therefore a key to maxi izing reservoir drainage area. 
Optimizing fracture and well spacing should lead to optimized pro uction and associated 
economics. 
Creating fractures is expensive; costing from $120,000 to $180,000 per stag  (Hefley et 
al. 2011) with current technology. Moreover, field observations, laboratory experiments and 
numerical analysis have identified the fact that not all hydraulically induced fractures perform as 
one would expect them to (Kresse et al. 2012, Soliman and Boonen 1997, Cheng 2009), and the 
production performance is not proportional to the number of fractures created. Soliman et al. 
(2004) found that due to the stress perturbation caused by nearby propped fractures, the growth 
of some fractures is limited. Similarly, due to mechanical interactions, fracture geometry and 
surface area are dominantly controlled by the fracture spacing (Cheng 2009). As a result, some 
fractures in the middle may have smaller surface area as a result of stress interference effect from 
propped fractures on both sides. These small middle fractures are inefficient in contributing to 
production. However, leaving larger space between fractures in order to eliminate mechanical 




in the area between fractures. The case study conducted by Soliman et al. (2012) on fluid flow in 
fractured horizontal wells indicated that the reservoir between fractures may not significantly 
contribute to production.  
When a hydraulic fracture is created, the local in-situ tress is changed and this behavior 
is referred to as “stress shadowing”. This “stress shadowing” effect can alter the propagation 
path as shown in Figure 1.1(Hossain et al. 2000; Morrill 2011). 
 
 
Figure 1.1 (a) Top view of one fracture placed at the toe of horizontal wellbore and the stress 
field nearby the fracture; (b) Top view of a second fracture hat has an altered trajectory due to 
the stress shadowing effects from the first fracture. W llbore is in the direction of minimum 
horizontal stress ( ) (modified from Morrill 2011). 
 
The subsequent fracture shape is more complex and not always a planar fracture 
perpendicular to the wellbore. Production performance of induced hydraulic fractures can be 
altered as well. It may enhance the complexity of hydraulic fractures as the initiation and 
propagation paths of subsequent fractures are changed and the resulting surface area of fractures 
can possibly be large, enhancing production (Morrill 2011). It may, on the other hand, also 
reduce the production to a large extent by limiting the performance of an individual hydraulic 
fracture. Many studies in literature to date, however, have overlooked the fact that stress 




analysis to find the space beyond which there is no effect rom the previously created fracture, 
thus avoiding stress interference among neighboring fractures. In other words, the fracture 
spacing from pure stress analysis can lead to inefficient drainage from the reservoir, and loss of 
potential production.  
Stress interference and efficient drainage are two mainfactors in optimal unconventional 
resource development. The ultimate goal of increasing production and reservoir recovery needs a 
successful coupling of fracture design including shadowing and reservoir performance. A model 
that does so is of great importance to the industry and is the focus of this research. Soliman et al. 
(2012) pointed out that techniques that favor more precise plac ment of hydraulic fractures by 
taking into account both of the mechanical interactions between fractures and the fluid flow 
would be valuable to and favored by the industry.  
 
1.1 Problem Statement 
The application of multistage fractured horizontal well t chnology has exponentially 
increased the productivity from tight formations. This technology has become the industry 
standard for shale gas/shale oil/tight formation development. It is now employed in most shale 
plays and in tight formation development in the United States and worldwide. Based on the 
concept of increasing contact area, it may be expected that the created contact area is 
proportional to the number of fractures created. However, it may not be true that fractures should 
be placed as close as possible to maximize the contact area and to ensure the drainage efficiency 
from these tight reservoirs. The in-situ stress in a rock mass is in an equilibrium state in nature. 
During a fracturing treatment, fracturing fluid is pumped into the formation through an entry 
point. The fracturing fluid pressure breaks the rock, creating  hydraulic fracture. The pressure 
inside a fracture (fluid pressure minus minimum horizontal stres ), also known as net pressure, 
keeps the fracture open and promotes fracture propagation away from the wellbore. This pressure 
exerts a compressive stress on the surrounding rock mass,which is equal to the net pressure at 
the fracture surface. This additional compressive stress alters the stress state within a certain 
distance around the fracture; hence the propagation path of nother fracture created parallel to 





Figure 1.2 Three hydraulic fractures along horizontal wellbore with the growth middle fracture 
constrained by interference from fractures on both sides. The fracture the toe is created first, 
followed by the fracture closest to the heel and the fractu e in the middle is created at the end.  
P is pressure inside the fracture and  is the minimum horizontal stress, which is also known the 
closure pressure.  
 
Figure 1.2 provides a simplified schematic that illustrates this stress shadow concept 
(fracture orientation change is not captured). Among the three hydraulic fractures, the one closest 
to the toe was created first and the one in the middle was created last. It can be seen that the 
fracture in the middle experiences more closure pressure, ince its closure pressure is now the 
summation of the minimum horizontal stress and the induced compressive stress from the net 
pressure of neighboring fractures (+ ). As expected, additional closure stress resulting from 
fractures on both sides makes it harder for the middle fracture to open and grow; hence the 
fracture in the middle is much narrower compared with those on both ends. Because of this, 
additional restriction for fluid flow during a dynamic hydraulic fracturing process is created. The 
volume of fracturing fluid taken by the middle fracture is le s than in the outer ones, leaving a 
shorter thinner fracture that has less contact area with the formation. Therefore, production 
contribution from the middle fracture is smaller than the other two fractures. Hence, if 
propagation of fractures in the middle is strongly constrained by the neighboring fractures, 
investments into creating this type of fractures cannot be well justified. It is generally accepted 
that the stress shadow effect decreases with increasing di tance from the deformation (Soliman et 
al. 2004). This is due to energy dissipation over distance, much like the energy from an 




Studies conducted on stress shadowing effects (Roussel and Shrma 2010; Morrill 2011; 
Kresse et al. 2012) concluded that stress distribution varies wh n the distance from the initial 
hydraulic fracture is changed. Roussel and Sharma (2010) also recommended fracture spacing 
based on the distance far away from the subject fracture in order to ensure that there is minimal 
effect from the previous fractures. Widely spaced fractures, which open fully against in-situ 
stress are able to efficiently drain the area around the fracture but may be missing volume 
between fractures. Pure stress analysis identifies the extent of the stress shadowing effects 
associated with distance from a fracture surface; it also gives the distance beyond which there is 
no interaction between neighboring fractures. However, employing a fracture spacing to avoid 
stress interference is only a start of the goal. It is important to tie stress analysis with well 
performance in order to optimize fracture spacing and well spacing. Most existing models used 
to optimize fracture spacing use stand-alone production data and some economic estimates, but 
they assume identical fractures without taking into account real fracture propagation and 
interaction. An optimum fracture spacing that favors the growth of all fractures and provides the 
largest potential in production and reserve recovery needs to be targeted. 
 
1.2 Research Objectives 
This research aims to build a connection between the mechanical interactions among 
hydraulic fractures and fluid flow simulation by incorporating hydraulic fracture propagation 
results into a reservoir fluid flow model. The integration s modeled because the results are 
strongly affected by rock mechanical properties and stress interference between hydraulic 
fractures.  
The ultimate goal of this research is to provide guidelines for completion design in the 
development of tight gas/shale oil with horizontal wells and multiple transverse fractures. Since 
the importance of geomechanical properties to hydraulic fractu ing cannot be overestimated, 
evaluating the sensitivity of geomechanical properties on hydraulic fracturing is part of this study. 
Effects of reservoir properties on hydraulic fracturing, i cluding pore pressure and matrix 
permeability, are also investigated. Effects of fracture spacing, well spacing, fracture sequence, 
and relaxation time are also evaluated. Specific objectives of this research are: 
 Evaluate stress shadowing effects on hydraulic fractures in both homogenous and 




shadowing-effected growth by varying the distance between fracture initiation 
points while rock properties are kept the same; 
 Evaluate the impact of fracture relaxation time and fracturing sequence 
(simultaneous, alternate, sequential fracturing) on stres  shadowing effects; 
 Incorporate the fracture propagation results into a reservoir flow simulation model 
and determine production and recovery parameters associated w th the various 
fracture growth profiles; 
 Develop an integrated methodology that can be used to optimize completion 
design in tight/unconventional formations based not only o stress shadowing 
effects but also fluid flow simulation; 
 Pinpoint optimum fracture initiation spacing by analyzing stress shadowing 
effects and evaluating production performance from horizontal wells associated 
with multiple transverse fractures; and, 
 Test the developed methodology by applying it to a case study with input data 







  CHAPTER 2
LITERATURE REVIEW 
 
Unconventional resource and tight reservoir systems are of great value in terms of 
providing a solution to the world’s growing energy demand. Such growth, especially from fast 
growing economies, influences the geopolitical scenario of the world. To maintain a level for 
sustainment of world economies, it is necessary to look int  unconventional/tight resources that 
are available in almost all the continents and may offset the energy dependence of countries on 
outer sources (Liu et al. 2012). Due to the extremely low permeability, there is a strong 
correlation between contact area and production in unconventional/tight resources. It is widely 
accepted that horizontal wells can provide greater wellbore c ntact with reservoir rock than 
vertical wells as shown in Figure 2.1, hence increasing efficient drainage of hydrocarbons from 
the reservoir rock. Hydraulic fractures work in conjunction with horizontal wells to create more 
contact area with the reservoir and to allow flow from the rock matrix to the fracture and then to 
the wellbore. A combination of these two technologies, namely horizontal drilling with 
transverse fractures (Figure 2.2) is one way to maximize contact area with the formation. 
 
 
Figure 2.1 Reservoir contact area increases from vertical well to horizontal well and maximum 
reservoir contact area obtained with horizontal well associated with multiple transverse fractures 






Figure 2.2 Side view illustration of side view a horizontal we lbore with multiple transverse 
hydraulic fractures. 
 
Application of these two technologies has increased the feasibility of unconventional 
resource development. Though hydraulic fracturing, as a princi al stimulation practice, has 
matured over several decades, there are still challenges and i sues confronted by the petroleum 
industry including: (1) premature screen-out, (2) low proppant concentrations, (3) high treating 
pressures, (4) interference between multiple fractures, (5) role of perforation practices, and (6) 
fracturing of arbitrarily oriented wellbores and others (Hossain et al. 2000). These issues may be 
inter-related; one having significant influence on others and more than one issue may be derived 
from a common source, making the overall problem more complex. The focus of this research is 
on interference between these multiple transverse fractu es. 
In order to study the interference between multiple fractures, it is important to understand 
that hydraulic fracturing is a process of failing the rock mass with hydraulic force created during 
injection of fracturing fluids and proppants. Rock mechanics is important for further discussion 
in the hydraulic featuring process as it is a type of rock failure that is intentionally induced in 
order to increase reservoir performance. 
 
2.1 Rock Mechanics  
Rock is an aggregate of mechanically bonded particles, containing pores and micro-
cracks. Rock mechanics is part of the broader field of continuum mechanics, dealing with 




mechanics. The foundation for all aspects of rock mechanis is elasticity, which refers to the 
ability of most materials to resist and recover from deformations produced by forces (Weijermars 
1998). The simplest response to external forces a rock can have is linear elasticity. The theory of 
elasticity is based upon two concepts, stress and strain.  
 
2.1.1 Stress  
Stress is a measure of the average force per unit area of a surface on which the force is 
acting on (Weijermars 1998). The dimensions of stress are P scal or psi in imperial units. In 
continuum mechanics, stress is the internal forces acting within a deformable body. Stress is 
sensitive to the orientation in space. The state of stres  in three dimensions is graphically 




Figure 2.3 a) The stress ellipsoid, b) to d) are the stres  ellipses, representing the state of stress in 
the principal planes (from Weijermars 1998). 
 
These three stresses are mutually perpendicular and the lengths of these three axes are 
proportional to their relative magnitude. This stress ellipso d is made up of three mutually 
perpendicular ellipse sections, represented by Figure 2.3b-d. In order to have a stress ellipsoid, 
the orientation and magnitude of the principal stresses are required. Equation 2.1 is for the stress 




+ + = 1 ( 2.1 ) 
Where,  
, ,  = principal stresses along x, y, z directions, [M].[L]
-1[T] -2 
 = principal stress 1, [M].[L] -1[T] -2 
 = principal stress 2, [M].[L] -1[T] -2 
 = principal stress 3, [M].[L] -1[T] -2 
 
The ellipsoid coordinates are (, , )  in Figure 2.3. The suffixes are conventionally 
chosen so that the relationship regarding the magnitudes of stresses holds true. 
 
2.1.1.1 Total Stress  
Stress is a complex quantity due to both its direction-dependent properties and the 
existence of two types of principal stresses, total stresses being indicated by σ and deviatoric 
stresses by τ, respectively. When the three principal stresses, ,  and , are all above zero, a 
pressure can be induced and the magnitude of the stress at any point is equal to the mean, , 
of the total principal stresses (Weijermars 1998) at that point as shown in Equation 2.2: 
= − = − 1
3
( + + )  ( 2.2 ) 
Where,  
 = mean of the total principal stresses, [M].[L] -1[T] -2 
 
This pressure, P, is considered as reactive force acting opposite to compression from the 
stress in order to maintain an equilibrium state. The principal stresses here are referred to as total 
stress as it includes deviatoric stress which is introduced in Section 2.1.1.2. 
 
2.1.1.2 Deviatoric Stress  
Deviatoric stress (Weijermars 1998) is free from any pressur contribution and is the 
cause for distortion of shape, while pressure may only cause a potential volume change. Any 
constitutive equation, governing either elastic deformation or ductile creep, involves the 
deviatoric stress as the pressure component in the total s ress is not contributing to any distortion 
without volume change. Hence, deviatoric stress is the difference between total stress and mean 




, , = − , , −  ( 2.3 ) 
Where,  
, ,  = deviatoric stresses, [M].[L]
-1[T] -2 
, ,  = total stresses, [M].[L]
-1[T] -2 
 
Considering their respective role in a balloon inflated with a r, a better clarification of the 
difference between τ, σ and P, is presented in Figure 2.4.  
 
 
Figure 2.4 a) Principle sketch of the pressure inside a stress-free balloon. b) Total stress and 
deviatoric stress both exist when an external surface for  is applied (from Weijermars 1998). 
 
The elastic shell of the balloon would deform when subjected to a total external stress, .
The elasticity of the shell leads to the increase of pressure inside to the amount of P +  due to 
the stress applied externally. However, the deformation of the balloon results from the deviatoric 
component of the total stress, which is = − . The total stress balances the sum of 
deviatoric stress and and the induced pressure. Stress arrows indicate the directions of pressure 
and stress being compression or tension. The principal axes of the deviatoric and total stresses 
coincide at all times, but Figure 2.4b emphasizes that all rrows of the total principal stresses 
point in the same direction, whereas those of the deviatoric stress point in mutually opposite 
directions (  is compressional,  is tensional). It is the deviatoric stress arrows that determine 





2.1.1.3 Stress Tensor 
While a stress ellipsoid represents the stress state in simple situations when principal 
stresses only are required, the stress tensor is a powerful ay to describe complex stress fields. 
Actually, stress is a second order tensor (Weijermars 1998), which is typically a matrix of 
vectors. The number of components in a tensor of order n is 3n; hence, the stress tensor involves 
nine elements. The stress tensors specify the magnitude and direction of the tensional, 
compressional and shear forces per unit area at a particul r point. For a finite cubic rock volume 
under uniform stresses acting normally to its outer surfaces, when the rock continuum is uniform 
and without any gradients in mechanical properties, and if o other stress sources exist, the stress 
inside the volume will be uniform. Each infinitesimal point in the cube is then under the same 
state of stress, so all their stress ellipsoids are similar.  
From a mathematical point of view, the ellipsoid description is practical only when the 
coordinate axes are chosen parallel to the principal axes of the stress ellipsoid. However, if the 
orientation of the principal stresses is spatially varying, then the principal stress in each location 
can be conveniently described by an ellipsoid only if the coordinate axes rotate with the 
trajectory, so that the principal stress in each locati n can be parallel to the coordinate axes. This 
is workable but very troublesome, and sometime impractical. A spatially fixed coordinate system 
is more useful in this case. Employment of a fixed coordinate system means that the principal 
stresses must be decomposed in their tensor components usi g the 3 × 3 matrix notation typical 
for second-order tensors. The total stress tensor is shown in Table 2.1: 
 
Table 2.1 Stress Tensor Components (modified from Weijermars 1998) 
Oriented parallel to X-axis Y-axis Z-axis 
acting on plane normal to X-axis    
acting on plane normal to Y-axis    
acting on plane normal to Z-axis    
 
The stress tensor elements are the vector representations of the principal stresses, 
expressed in a particular coordinate system. They act at  point on three mutually perpendicular 
planes. All elements are parallel to the coordinate axes. If a different coordinate system is used, 




coordinate orientation. Normal and shear stresses are distingui hed by the double subscripts 
when using tensor notation, for example, and  as seen in Figure 2.5. 
 
 
Figure 2.5 Components of effective stress on an arbitray pl ne, ABC, inside an infinitesimally 
small volume, using alphabetical indices (from Weijerma s 1998). 
 
2.1.1.4 Plane Stress  
Many problems in elasticity can be treated satisfactorily by a two-dimensional or plane 
theory of elasticity. Two general types of problems involved in this plane analysis are plane 




state of stress in which normal stress , and the shear stresses  and  directed 
perpendicular to the XY plane are assumed to be zero (Weijermars 1998). This case can be true 
when the pressure induced by the three principal stress equals one of the main principal stresses, 
say = σ  , then the deviatoric stress is = 0. Hence, the state of deviatoric stress is two-
dimensional in the sense that there is no deviatoric stress in the Y-direction. The only non-zero 
elements of the deviatoric stress tensor, choosing a proper coordinate system, are in the XZ plane. 





Based on force balance, this relationship =  holds true. The state of total stress in 
a plane with normal stresses (normal and shear stresses) inclined at angle ξ with respect to an X -
axis is shown by Equations 2.4 and 2.5: 
∗ = ( ξ) + ( ξ) + 2ξ ( 2.4 ) 
∗ = 1
2
( − ) 2ξ + 2ξ ( 2.5 ) 
The orientation of the principal stresses is found by setting ∗   to zero. The angle θ will 
then define a principal plane perpendicular to a principal axis of stress as shown in Equation 2.6: 
2ξ = 2−  ( 2.6 ) 




Strain is the deformation demonstrated by change in shape. The stresses discussed in 
Section 2.2.1 can induce deformation of rock mass. Actually, rocks deforming by ductile creep 
may evolve large strains accompanied by rotational distortions. A variety of measures of strain 





2.1.2.1 Normal Strain 
A normal strain in a given direction quantifies the cange in length (contraction or 
elongation) of an infinitesimal linear element (a very small straight line) aligned with that 
direction. Axial strain and radial strain are two types of normal strains commonly determined in 
the laboratory through uni-axial loading on core samples and c  be described by Equations 2.7 
and 2.8 (Weijermars 1998), 
=
−
 ( 2.7 ) 
=
−
 ( 2.8 ) 
Where,  
             = radial strain, dimensionless 
             = axial strain, dimensionless 
             = original radius of an element, [L] 
             = radius of an element, [L] 
             = original length of an element, [L] 
             = length of an element, [L] 
 
2.1.2.2 Shear Strain (Angular Strain) 
Imagine when the red line in Figure 2.6 starts moving; a line is drawn at a right angle to 
the original position of the red line, which is now the blue lin . When shearing is happening, the 
line rotates (and also lengthens), and the angle between th  original position (blue line) and the 
current position (red line), indicated by A, increases. Shear strain can now be defined as the ratio 
of deformation to the original dimensions, in this case though, it’s the amount of deformation 
perpendicular to a given line. It is the amount of deformation parallel to it for radial and axial 
strains. The ratio is tangent A. Note that if the angle A approaches 90 degrees, the shear strain 
goes to infinite. Angular strain is also known as engineerg shear strain, which measures 





Figure 2.6 Illustration of shear strain (from Dutch 1999). Blue line represents original position, 
whereas, the red line indicates the current position. 
 
2.1.2.3 Strain Tensor 
Complex deformation patterns can be described most appropriately by a particular strain 
tensor, which uses a spatially-fixed coordinate system. It is more useful when the principal 
strains don’t remain parallel to the coordinate axes everywhere. The fixed coordinate system 
means that the principal elongations or strains are decomposed in their tensor components 
(Weijermars 1998). A common form of the strain tensor involves the elements in Table 2.2. 
 
Table 2.2 Strain Tensor Components (from Weijermars 1998) 
Oriented parallel to X-axis Y-axis Z-axis 
acting on plane normal to X-axis    
acting on plane normal to Y-axis    
acting on plane normal to Z-axis    
 
 
The strain tensor can be expressed as  and the tensor elements are 
expressed in a particular coordinate system and act at an infinitesimal point on three mutually 
perpendicular planes. All tensor elements are parallel to the coordinate axes. If a different 
coordinate system is used, the nine tensor elements will have numerical values different from 
those for any other coordinate orientation. It is important o note that the strain tensor here is 




quite large. When there is no gradient in deformation, uniform throughout the rock volume, the 
infinitesimal strain tensor is also valid for finite volumes.  
 
2.1.2.4 Principal Strain 
In general, the largest normal strain is of most interest. This can be found by taking a 
derivative of one of the strains along the main diagonl, namely ,  and  with respect to 
θ , and equating it to zero. This gives the principal rotation angle,  , and it yields the principal 
strains. An illustration of transformation of strains i given coordinates into principal directions 
in 2-D is presented is Figure 2.7 (Efunda 2014). 
 
 
Figure 2.7 Transformation of given strains into principal strain directions (from Efunda 2014). 
 
2.1.2.5 Plane Strain 
Plane strain is defined to be a state of strain in which the strain normal to the X-Y plane 
and shear strain perpendicular to z are assumed to be zero. In plane strain, the situation is that 
significant strain occurs only in one plane of a particle, meaning the strain in one direction is 
much less than the strain in the two other orthogonal directions (Weijermars 1998). When the 
strain in the one direction is small enough, it can be ignored and the particle is considered to 






Figure 2.8 Earth dam to illustrate plane strain, occurring when the plane of width and height 
when dam length is much larger than width and height (from Bruch 2006).  
 
The width and height of the dam is much smaller than its length, hence the strain induced 
by water loading in this dimension is much less than those induced in the other two dimensions, 
making it a good example of plane strain. 
In hydraulic fracturing, fracture length is considered to be large when compared with 
fracture height and width; hence the strain along the direction of length is much smaller than 
those in the direction of fracture height and width. Tus, plane strain theory is usually assumed 
in hydraulic fracturing. 
 
2.1.3 Rock Deformation and Failure 
Most rocks comprise an aggregate of crystals and amorphous articles joined by varying 
amounts of cementing materials. For dimensions ranging from a few meters to hundreds of 
meters, the rock structure is generally continuous but what is more common is that disturbances 
like cracks, joints and bedding planes that separate strata a e present and may interrupt rock 
continuity. These disturbances may interrupt the continuity of the displacements in a rock mass 
once they are subjected to tension, fluid pressure, or shear stress that surpasses their frictional 
resistance to sliding. When disturbances are small compared with the dimensions of a rock 
structure, their effect is to change the mechanical properties of the rock mass and this mass may 
still be treated as a continuum. In continuum mechanics, the classical theories have been 
constructed mostly in accord with experimental observations of the behavior of materials 




2.1.3.1 Mechanical Behavior of Rocks 
A discussion about the types of mechanical behavior that rocks may exhibit is necessary 
for further understanding of the constitutive models for rock deformation. Study of the 
mechanical properties/deformation of rocks is mostly done by testing cores in the laboratory 
through applying forces to rock surfaces.  
If the lateral surface of the rock is traction-free, the configuration is called uni-axial 
compression, or unconfined compression. The stress state in this case (Figure 2.9a) is: >0,  
=  = 0. If confining stress is applied to the lateral surfaces, the test is referred to as one type of 
confined compression. For experiments on a circular cylinder, the stresses applied in the two 
orthogonal directions perpendicular to the cylinder axis re necessarily equal (Figure 2.9 b), 
hence the state of stress in the rock is:  >  =  >0. This state is traditionally referred to as 
“tri-axial” even though two of the principal stresses are equal. The more general state of stress 
can only be achieved with cubical specimens, and it is known either as “poly-axial” or “true tri-
axial”. This associated state of stress is shown in Figure 2.9c;  >  >  >0.  
 
 
Figure 2.9 Cubic specimens under (a) uni-axial stress, (b) traditional triaxial stress, (c) true 
triaxial stress (from Jaeger and Cook 1979).  
 
The most common method of studying the mechanical properties/deformation of rocks is 
by axial compression of a circular cylinder, whose length is wo to three times its diameter. In 
this “tri-axial” test, the stresses are monitored, and the axial and lateral strains are measured by 
means of strain gauges attached to the rock sample. Typicall ,  and  are held constant, while 
 is being increased throughout the test. Resulting data is then plotted in the form of a stress-





2.1.3.2. Elastic Behavior (Reversible) 
The simplest behavior is that stress increases lineary with strain until an abrupt failure at 
some point F is reached (Figure 2.10). Strictly speaking, the stress and strain are both axial. This 
elastic curve is represented by= ; where E is Young’s modulus, with units of psi or Pa. 
Before reaching the point F, this type of behavior is known as linearly elasticity. “Linear” here 
refers to the mathematically linear relationship between axial stress and axial strain. In modern 
discussions of continuum mechanics, “elastic” is used to describe that the strain is a single-
valued function of the stress and does not depend on the stress history or stress path. By this 
definition of elastic behavior, a material is elastic as long as the stress can be expressed as a 
single-valued function of the strain, which may or may not be linear, = ( ) . The stress-strain 
behavior of an elastic material during “loading” and “unloading” are the same as is shown in 
Figure 2.10 a.  
 
Figure 2.10 (a) Linearly elastic behavior, with failure at F. (b) Non-linearly elastic behavior: 
slope of OP is the secant modulus; slope of PQ is the tangent modulus. (c) Hysteretic material: 
unloading modulus at P is given by the slope of PR (from Jaeger and Cook 1979). 
 
The behavior indicated in Figure 2.10b is referred as nonliear elastic, in which the slope 
of the stress-strain curve varies with the level of stress/strain. Two types of elastic moduli are 
involved for nonlinear elastic materials, each of which vary with both  and . As it can be seen 
in Figure 2.10b, the secant modulus is defined to be the ratio of the total stress to the total strain, 




curve, given by the slope of PQ: = ⁄  . Obviously, the secant modulus and tangent 
modulus don’t agree with each other for non-elastic materials, whereas, the two moduli coincide 
for a linearly elastic material (Jaeger and Cook 1979).  
 
2.1.3.3. Hysteretic Behavior (Non-reversible) 
Figure 2.10c presents hysteretic material behavior, in which different stress-strain curves 
fit the loading and unloading processes respectively, and the original stress-strain state can be re-
reached once the stress is removed. Hysteric material exhibits a different tangent modulus during 
unloading than loading; loading modulus at P is indicated by the tangent to curve OPF, whereas 
the unloading modulus at point P is given by the slope of the line PR at point P. An area between 
the loading and unloading portions of the stress-strain curve therefore represents energy that is 
dissipated during deformation by friction along grain boundaries, crack faces, etc. However, 
energy is conserved during elastic deformation. Figure 2.10 describes behaviors of idealized 
materials, and they all deform until point F, at which they fail abruptly if the stress applied is 
further increased. This abrupt failure is observed in materials under tension; however, the 
behavior of rock is more complicated when rock is under th more commonly occurring 
compressive stress (Jaeger and Cook 1979).  
 
2.1.3.4. Rock Behavior under Uni-axial Compression 
The stress and strain curve for a rock under uni-axial compression can be divided into 
four conceptual regions, as shown in Figure 2.11. In region OA, the curvature roughly indicated 
by the secondary derivative is positive. In region AB, stress and strain is linearly related. The 
curve continues to rise in region BC but at a slower rate and the curvature is negative. The stress 
reaches its maximum at C, after which it falls throughout region CD. In the first two regions, 
rock behaves linearly elastic, and non-irreversible change will be experienced. Rock is said to be 
in a ductile state or simply ductile in region BC, which begins at a stress about two-thirds of the 
maximum stress. The characteristic of ductile behavior is the ability of the rock to support an 
increasing load as it deforms. Irreversible changes occur within this region, so it is also referred 
to as the plastic deformation region. In this region, l ading and unloading follow different paths. 
The fourth region is CD beginning at the maximum stress with a negative slope, which indicates 




behavior is considered brittle. An unloading cycle such as ST that begins in this region would 
lead to a large permanent strain when the stress reaches zero. Subsequent reloading will follow a 
curve that rejoins the initial loading curve at S, a stress that is lower than that at the beginning of 
the cycle, point S. In this case, it can be seen that the ability of the rock to support a load has 
decreased. Confining stress and temperature both affect rock behavior under compression (Jaeger 
and Cook 1979).  
 
Figure 2.11 Complete stress and strain curve for a rock under uni-axial compression under uni-
axial (from Jaeger and Cook 1979). 
 
2.1.3.5. Rock Behavior under Tri-axial Loading 
All the previous tests (as discussed in Sections 2.1.3.2. to 2.1.3.4) are conducted under 
conditions of constant lateral confining stress. Under such conditions, the rock is relatively free 
to expand laterally. However, in a rock mass, such lateral expansion would be resisted by the 
adjacent rock. In this case, as a portion of rock expands laterally, the lateral compressive stress 
imposed by adjacent rock increases, hence inhibiting the la era  expansion of the rock. Therefore, 
the deformation of a specific portion in-situ would inevitably e coupled to the deformation of 
adjacent rock mass. Hallbauer et al. (1973) carried out tests that can approximate the situation 





Figure 2.12 Schematic representation of the axial stress and lateral confining stress measured by 
Hallbauer et al. (1973) on a set of argillaceous quartzite specimens, along with cartoons of the 
state micro-cracking observed on specimens that were load d to the indicated points along the 
stress-strain curve (from Hallbauer et al. 1973).  
 
In region AB of Figure 2.12, the first visible structural d mage appears as elongated 
microcracks having their axes oriented parallel to the direction of maximum compressive stress. 
The cracks were distributed throughout the sample but were concentrated in the center. Towards 
the end of region BC, the number of microcracks increased dramatically, and the cracks began to 
coalesce along a plane located in the central region of the specimen. At the point of C, the 
maximum axial stress, the microcracks begin to link up to form a macroscopic fracture plane. In 
the end, as seen in region CD, the fracture plane has extended through the entire specimen, and 
shear displacement begins to occur across the two faces of rock. In this region, the axial load 
carried by the specimen decreases as the rock continues to compress.  
 
2.1.3.6 Mohr-Coulomb Failure Criteria 
The Mohr circle is a simple nomogram to graphically construct the shear and normal 
stress components on a plane of arbitrary orientation, with maximum,  , and minimum total 
stress,  , provided. It is used to describe the state of stress in two dimensions. The simplest and 
most widely used failure criterion is the Coulomb criterion, in which failure in a rock or soil is 
assumed to take place along a plane due to the shear stress acting along that plane. The shear 




constant factor, which gives the shear stress along the plan . The internal cohesive force of the 
material, indicated by  , also restrains the shearing motion. This leads to the mathematical 
criterion that failure will occur along a plane if the following condition is satisfied, 	 ≥ 	 +	. If this condition is not satisfied, the failure will not occur. μ is referred as the coefficient of 
internal friction as it applies along an imaginary surface that is internal to the rock before failure 
occurs (Jaeger and Cook 1979).  
 
Figure 2.13 Mohr-Coulomb failure criteria, with  and   representing maximum and 
minimum total stresses, respectively (from Jaeger and Cook 1979). 
 
A stress state whose Mohr’s circle lies below the straight line PL in Figure 2.13 is in a 
safe zone, i.e. no failure will happen. Circles that extend above the failure line are meaningless as 
the rock failed in shear already. The tangent point represents the stress state on the plane of 
failure. Mohr’s circle corresponding to any state of stre s that leads to failure will be tangent to 
this line AL, and as mentioned before, Mohr’s circle ignores the effect of the intermediate 
principal stress. In principle, Coulomb’s theory can be expected to apply to a true tri-axial stress 
state in which = . 
 
2.1.4 Types of Fractures  
The different types of stress-strain behavior correspond t  different physical processes 
happening within the rock. Rock tends to deform elastically until failure occurs abruptly under 




shown in (Figure 2.14a. Once a certain amount of confining pressure is applied, the growth of a 
longitudinal fracture is limited, and the failure occurs along a clearly defined plane of fracture 
(Figure 2.14b). This plane orients at an angle less than 45 degree (corresponding to internal 
friction in Mohr-Coulomb Failure Criteria) from the direction of maximum stress,  (the axial 
direction in this case). This fracture is regarded as a she r fracture as it is characterized by 
shearing displacement along its surface. When the confining stress is further increased, so that 
the rock becomes fully ductile, a network of small shear fractures appears, accompanied by 
plastic deformation of the individual rock grains, as it can be seen in Figure 2.14c. Another basic 
type of fracture, an extension fracture typically appears when a rock is under uni-axial tension. 
This type of fracture is characterized by a clean separation of the two halves of the sample with 




Figure 2.14 Different types of fractures due to variation in the relationship between stress and 
strain; (a) longitudinal splitting under uniaxial tension, (b) shear fracture, (c) multiple shear 
fractures, and (d) extension fracture (from Jaeger and Cook 1979). 
 
2.2 Hydraulic Fracturing Mechanics 
Fracture mechanics is the part of mechanics concerning the study of the propagation of 
cracks in materials. Both methods of analytical solid mechanics and experimental solid 
mechanics are used to characterize the material’s resistance to fracture in fracture mechanics. 




fracturing process. Elastic mechanical properties of rocks are hence very important. These elastic 
properties can be determined both statically and dynamically. L boratory core measurement of 
these properties can be time consuming and costly, whereas it is easier and faster to obtain the 
dynamic mechanical properties of a rock by taking advantage of sonic wave velocities. Both 
laboratory non-destructive dynamic testing and field-sonic downhole logging can be used to 
determine dynamic rock properties. The fracturing process, however, is a quasi-static process, 
where the time period over which loading and strain occurs is relatively slow. Therefore, static 
measurements obtained through testing cores in the laboratory generally provide more realistic 
values as input for fracture design.  
In order to initiate and extend a hydraulic fracture in a formation under its original stress 
state, a fluid pressure is required to initiate a fracture. Th  magnitude of the required fluid 
pressure depends on the pore elastic constants of the rock, the two unequal horizontal principal 
regional stresses, the tensile strength of the rock and the formation fluid pressure (pore pressure). 
Though hydraulic fracturing is a common practice in the petroleum industry, not every 
stimulation job is a success. A better understanding of the mechanisms that lead to fracture 
initiation, fracture propagation and productivity increase has great implications for the petroleum 
industry.  
 
2.2.1 Elastic Moduli 
Young’s modulus, E, is the ratio of stress to strain under conditions of uniaxial stress. It 
is an indication of formation stiffness, influencing thewidth of the created fracture under a given 
fluid injection pressure. Static Young’s modulus is determined by measuring the stress /strain of 
a core under uniaxial loading in the laboratory. It typically is the slope of the linear portion of the 
stress-strain curve as mentioned in Section 2.1.3.2 (Tiab and Donaldson 1999). The slope is 
given by Equation 2.9:  
 
=
∆∆  ( 2.9 ) 
Rock mechanical properties derived from acoustic logs by empirical relationships are regarded as 




= 6894.75 × [(3 − 4 ) / ( − ) ]  ( 2.10 ) 
Where, 
ρ = density, [M][L] -3 
= compressional velocity, [L][T]-1 
= shear velocity, [L][T]-1 
E = Young’s modulus, [M].[L] -1[T] -2 
 
Poisson’s ratio, , is the ratio of the lateral expansion to the longitudinal contraction of a 
rock under uniaxial stress conditions (Tiab and Donaldson 1999). Due to the interactions of the 
aggregate particles of rock, the vertical stress can be translated to horizontal stress. Poisson’s 
ratio defines the amount of the overburden stress translated into horizontal stress. Variation in 
Poisson’s ratio defines the stress contrast between diff rent zones. Static Poisson’s ratio is 
determined in the laboratory by measuring the lateral strain and axial strain of a rock core under 
compression and then applying Equation 2.11: 
= −  ( 2.11 ) 
Where, 	= Poisson’s ratio, dimensionless 
Dynamic Poisson’s ratio can be achieved with Equation 2.12
= 0.5
− 2− 1 
 
( 2.12 ) 
In practice, static properties are much better indications of reservoir rock characteristics 
than dynamic properties. However, static mechanical properties are generally measured in 
laboratory and could be time consuming and expensive. Empirical correlations to estimate static 
mechanical properties from log-derived dynamic properties ar  of great value. Rock 





2.2.2 Linear Elastic Fracture Mechanics (LEFM) 
Fracturing mechanisms are very complex and involve rock mechanics, fluid mechanics, 
rheology, heat transfer (thermodynamics) and reaction kinetics. Fundamental laws, conservation 
of mass, momentum and energy must all hold true in the fracturing process. Flux or fluid flow 
needs to be incorporated, and the effect of rock and fluid compressibility should not be neglected. 
The foundation for fracturing theory is LEFM.  
 
2.2.2.1 Basics of Linear Elastic Fracture Mechanics 
Fracture mechanics were first developed by (Griffith 1921) to explain the failure of brittle 
materials. Experiments conducted by Griffith suggested that the low fracture strength observed 
in experiments, and the size-dependence of strength, was due to the presence of microscopic 
flaws in the bulk material. Through experiments on artificially flawed specimens, Griffith 
showed that the product of the square root of the flaw length, a, and the stress at fracture was 
nearly constant (Figure 2.15d), expressed by Equation 2.13: 
√ ≈  ( 2.13 ) 
Where, 
σ = the tension that is pulling the rock apart,	[M].[L] -1[T] -2 
C is in terms of the surface energy of the crack by solving the elasticity problem of a 
finite crack in an elastic plate, determined by Equation 2.14: 
= (2 / 	)  ( 2.14 ) 
Where, 
γ = the surface energy density of the material, [M][T]-2 
a = crack length in a material, L 
 
Based on LEFM, there are three types of fracturing modes. Mode I is opening mode, 
which is tensile failure, occurring in front of a crack and normal to the plane of the crack. Mode 
II is plane sliding mode, resulting from shear failure; the shear stress acts parallel to the plane of 
crack and perpendicular to the crack front. This is known as i plane shear failure. Tearing mode 
is Mode III, which is longitudinal shear failure, where displacement/shear stress is perpendicular 




hydraulic fracturing, tensile failure of the rock described by Mode I opening model is commonly 
employed in fracture models. 
 
 
Figure 2.15 The three types of failure/fracturing defined by LEFM (from Irwin 1957). 
 
2.2.2.2 Fracture Propagation Theories  
Whether a fracture can propagate further into a rock mass depends a lot on the energy 
stored near fracture tip or the stress state near the f acture tip. The stress intensity factor,  , is 
employed in fracture mechanics to predict the stress state (“stress intensity”) near the tip of a 
crack caused by a remote load or residual stresses. It is a theoretical construct usually applied to 
a homogeneous, linear elastic material and is useful in providing a failure criterion for brittle 
materials. The three basic models of crack extension are linear-elastic fracture mechanics- 
opening mode, shearing mode and tearing mode. Both the fracturing modes and stress intensity 
factors are addressed here.  
The analytical theoretical methods for evaluating stres  intensity factors are based on the 
stress function suggested by Westergaard (1939) and the complex stress function suggested by 
Muskhelishvili (1977). The magnitude of K is a function of sample geometry, the size and 
location of the crack. For a 2-D crack Mode 1, it is given by Equation 2.15: 
= ( − )  (2.15 ) 
Where, 
 = fracture half-length, [L] 
 = stress intensity factor for single fracture, [M].[L] -1[T] -2 
 
When it comes to fracture propagation, another important co cept is the critical value of 




Mode I loading in plane strain is defined as critical stress intensity factor or fracture toughness, 
given by Equation 2.16: 
=
2
1 −  (2.16 ) 
Where, 
γ = the surface energy density of the material, [M][T]-2	 
 = critical stress intensity factor for single fracture 
 
Once the critical stress intensity factor and crack tip stress are known, a conclusion can 
be made on whether a fracture can propagate. Specifically, if K 	 > 	 K  , fracture will advance 
further; if K 	 ≤ 	 K  , fracture will remain in the same position and won’t advance; and if K  
goes negative, crack will retreat, width will go to zero (i.e. internal pressure is insufficient to 
support entire crack).  
For a three-dimensional radial fracture in an infinite medium, subjecting to uniform 
internal fracture pressure, confining stress is limiting fracture geometry. Sneddon (1946) 
proposed that the stress intensity factor for such three-dimensional fractures can be found 
through Equation 2.17: 
=
2 −  (2.17 ) 
Where, 
 = fracture radius, [L] 
 
Analytical solutions for the stress intensity factors for multiple fractures can be derived 
similarly to single fractures when the fracture geometries are relatively simple. Isida (1973) 
developed the following solution for the stress intensity factor at the tips of multiple fractures as 
a function of spacing (Equation 2.18):  
= − ( )  (2.18 ) 
Where, 
 =  the stress intensity factor at the tip of a fracture whn multiple fractures are 
present 





FI(S) and S are defined as shown in Equations 2.19 and 2.20: 
( ) = 1 − 0.293 (1 − (1 − ) )  (2.19 ) 
= / ( + )  (2.20 ) 
 
The derivation of  equation is based on series expansion of complex potentials. When 
the spacing between multiple fractures increases,  follows the relationship described in 
Equation 2.21:  
= √2 (2.21 ) 
 
As the spacing between multiple fractures increase, the following limit can be found 








Hence, as the spacing between multiple fractures changes, ormalized value for  
ranges between √  and 1 for uniformly pressurized parallel and symmetric fractures. For closely 
spaced N number of multiple fractures, the opening mode stress int nsity factor is suggested by 
Crosby (1999) to be = √ .  
 
2.2.3 Hydraulic Fracturing in Porous Media 
The previous discussion of rock failure did not include the fact that rocks of interest to 
petroleum engineering are all porous media, and the pore spac of  rock is filled with fluids 
under pressure. A formation is subject to overburden stress by the total weight above, and 
compressive stresses from neighboring rock mass, as well as the fluid pressure inside the pore 






Figure 2.16 Rock mass under triaxial stress and pore pressure, where  is overburden stress,  
is minimum horizontal stress,  is maximum horizontal stress and is pore pressure. 
 
Figure 2.16 is a simplified case with all the stresses normal to the rock mass element, 
hence no associated shear stress. Based on the relative magnitudes of the three principal stresses 
exist, there are three stress regimes (Jaeger and Cook 1979): normal faulting if 	 > 	 	 > 	  , 
strike slip faulting when > >  and reverse faulting when > > . These stress 
regimes in geological fault systems are illustrated in (Hossain et al. 2000).  
In nature, a formation is in an equilibrium state when all of the associated stresses acting 
on a formation are balanced. When a well is drilled or a hydraulic fracture is created, the rock 
mass is removed or pushed aside and the open space is replaced or filled with a fluid under 
pressure. When rock is replaced with a fluid, which cannot support a shear load, the original 
loads are redistributed around the opening. This changes the magnitude and direction of the loads 
near the opening, but the farfield values are not impacted. Application of stress analysis in 
hydraulic fracturing helps to determine the wellbore pressure required to overcome formation 
stress and crack the rock.  
Earthquakes, drilling, hydraulic fracturing and production operations can all possibly 
induce an alteration of the stress state in a rock mass, c u ing deformations or failures. The 
induced stress concentration change around the well bore can cause issues of instability. While 
drilling, when the reservoir is overpressured the wellbore can kick or even blowout when not 
controlled effectively; when the reservoir is underpressured, it can induce fluid loss into the 
formation, increasing the pressure in the pore space and potentially inducing fractures. Increases 




production into the fluid stream. During production and depletion, he reservoir often 
experiences a decrease in porosity and permeability because of the associated compaction as the 
state of stress in the field changes (Schlumberger 2009). In the following sections, some 
important concepts associated with the hydraulic fracturing process in porous media are covered. 
 
 
Figure 2.17 Illustrations for normal, strike slip and reverse faulting stress regimes (from Hossain 
et al. 2000). 
 
2.2.3.1 Overburden Stress 
For porous media, the overburden stress,  is also referred to as the lithostatic or 
geostatic pressure of the formation and depends on the bulk density, which is a summation of 
rock density and the pore fluid density. This pressure is known as total stress. Rock generally 
compacts during burial, resulting in greater density as depth increases. Assuming the pore space 




= = ( ) = ∅ + (1 − ∅)  (2.23 ) 
Where,  
 = lithostatic pressure, [M].[L] -1[T] -2 ∅ = porosity, dimensionless 
 = fluid density, [M][L]-3 
= density of rock frame, [M][L]-3 
 = acceleration induced by gravity, 32 [L][T]-2 	= depth, [L] 
 = pore volume, [L]3 
V = bulk volume of rock, [L]3  
 
2.2.3.2 Pore Pressure 
Pore fluid can be water, oil, gas or even rock melt. Fluid pressure plays a very important 
role in many situations. For example, fluid pressure plays a role in the prevention of lost 
circulation and blow out in drilling. In rock failure, pore fluid affects both the purely mechanical 
aspect of pore pressure and the chemical interactions between the rock and the fluid. Pore 
pressure refers to the fluid pressure under the conditions that the pressure is maintained by an 
open water column with zero pressure at ground level. Assuming all the pores are connected and 
in a static state, fluid pressure or hydrostatic pressure in this case can be described as shown in 
Equation 2.24: 
=  (2.24 ) 
The pressure gradient, /  , is assumed to be in equilibrium; in other words, the fluid
is assumed to be static. However, in some situations the pressure gradient is not constant. When 
a water, oil or gas saturated layer is buried and enclosed by impermeable rock and fluid cannot 
escape, a static condition may not be maintained and an overpressure may occur. This 
overpressure can also be caused by fluid expansion due to a tmperature increase. 
Once overpressure exceeds lithostatic pressure, the rock can be cracked open and 




or enlarge, whereas the overburden stress of the surrounding rock acts to close the pores. The 
remaining stress is balanced by grains to maintain the equilibrium state. Pore pressure acts 
outward from the pore space. In an isotropic rock, this effect is the same in all directions, which 
means all three principal stresses are reduced by the same amount of .  
 
2.2.3.3 Effective Stress 
The effective stress concept was first introduced by Terzaghi (1921), who was a pioneer 
in the field of soil mechanics. Terzaghi (1921) proposed that the failure of a soil would be 
controlled by the “effective stress”, and his equation was then applied to the mechanics of rocks 
with fluidfilled pores as shown in Equation 2.25:  
= −  (2.25 ) 
Where, 
 =effective stress, [M].[L] -1[T] -2 
α = Biot’s coefficient, dimensionless 
 	  = overburden stress, [M].[L] -1[T] -2 
The coefficient, α, Biot’s coefficient, indicates the amount of support that pore fluid can 
provide against overburden stress. When the formation acts as an undrained material, there is no 
flow or movement of fluid associated with the applied load, and α =1. Biot’s constant decreases 
during production process when pore fluid flows out. It can be quantified from Equation 2.26 
when constant porosity is assumed,  
= 1 −  (2.26 ) 
Where, 
 = bulk modulus of undrained condition, [M].[L] -1[T] -2 
 = bulk modulus of solid frame, [M].[L] -1[T] -2 
 
In the context of a Mohr diagram, the replacement of the total principal stress σ with 
effective stress  translates the stress circles to the left by the amount f , making the 






Figure 2.18 Pore pressure shifting the circle to the left (indicated by the arrow from thin circle to 
a thicker circle) on Mohr diagram with failure curve shown as line AL. Failure will occur on a 
specific plane whose angel is β. σ  and σ  are the maximum and minimum principal stresses 
respectively. σ and τ on each axis are shear stress and principal stress (from Jaeger and Cook 
1979). 
 
2.2.3.4. Minimum Horizontal Stress  
In hydraulic fracturing processes, the plane strain model is commonly used for 
calculation of the stress with depth. In absence of tctonic stress, the vertical stress is translated 
horizontally due to the interaction between aggregates of the rocks and pore pressure. The 
resulting horizontal stress can be found through Poisson’ ratio (  ) as shown in Equation 2.27: 
=
1 − − +  (2.27 ) 
Where, 
 = minimum horizontal stress, [M].[L] -1[T] -2 
 = overburden stress, [M].[L] -1[T] -2 





Due to tectonic components, the horizontal plane stress varies with direction. The 
horizontal stress  defined above is the minimum horizontal stress. The maxi um horizontal 
stress is defined by Equation 2.28: 
= +  (2.28 ) 
Where, 
 = tectonic stress contribution, [M].[L] -1[T] -2 
 = maximum horizontal stress, [M].[L] -1[T] -2 
 
There are many more complex models that provide different formula to determine 
minimum horizontal stress than the one given by Equation 2.27. They may take into account the 
burial history of the rock, thermal effects and strain te. However, the plane strain equation in 
Equation 2.27 is still most widely used. Minimum horizontal s ress can also be directly measured 
using the closure pressure of minifracs. The orientation of minimum stress can be estimated from 
borehole imaging logs where fractures and borehole breakouts can all be detected.  
 
2.2.3.5. Concepts Associated with Hydraulic Fracture Treatments 
During hydraulic fracturing, the pressure resulting from fluid injection pushes the rock 
aside, creating tensile fractures which initiate from the well bore and extend into the formation. 
Different pressures that are observed during a fracture treatment are defined here. As it can be 
seen in Figure 2.19, at pressure  , the fracture starts to initiate near the wellbore and fluid 
begins to penetrate into a small fracture. Fracture initiation occurs before the maximum pressure 
is reached. The pressurization rate now decreases in time, due to leakoff into this small fracture. 
When the flow rate at the wellhead and the flow rate into the fracture are equal, the maximum 






Figure 2.19 Idealized plot of bottom hole pressure and net pressure during hydraulic fracturing 
(from Weijers 1995). 
 
Following the breakdown pressure, the fracture starts to extend and the wellbore pressure 
starts to decline accordingly. The decline is slowed down when t e fluid dissipating energy is 
reduced. This gradual decline is followed by an instantaneous shut in pressure (ISIP), which 
reflects the pressure level that is present farther away from the fracture. The subsequent sharp 
drop in the pressure is due to the friction in the vicinity of the wellbore. The pressure begins to 
stabilize over time, and the fracture closes at a pressu   , which is equal to the minimum 
principal stress. Finally, the wellbore pressure approaches the pore pressure, . 
While minimum horizontal stress needs to be overcome for a racture to initiate and 
propagate, the breakdown pressure and initiation pressure is usually greater than the fracture 
extension pressure. The former is the pressure required to initiate a fracture from the wellbore 
and is influenced by the very presence of the wellbore. The latter reflects the pressure required to 
propagate the fracture through the formation.  
The theoretical values of the breakdown pressure can be found using the tensile 
breakdown solution by Hubbert and Willis (1957) in which breakdown is assumed to occur when 
the tangential stress at the borehole exceeds the tensile strength, T, of the rock. Fracture initiation 




= 3 − + +  (2.29 ) 
Where,  
 = formation breakdown pressure, [M].[L] -1[T] -2 
 = the reservoir pore pressure, [M].[L] -1[T] -2 
 = tensile strength, [M].[L] -1[T] -2 
 
Fracture pressure is the pressure inside a hydraulic fracture and it can be obtained through 
Equation 2.30. This is the pressure that keeps a fracture open. With surface pressure applied, the 
hydraulic head of the fracturing fluid inside tubing adds to the pressure, whereas friction along 
tubing or casing from surface to the perforations consumes the energy. Pressure loss can also be 
caused by perforations and tortuosity in the near wellbore area.  
= − − − ∆ − ∆  (2.30 ) 
Where, 
 = surface pressure, [M].[L] -1[T] -2 
 = fluid pressure, hydraulic head, [M].[L] -1[T] -2 
 = friction pressure along the fluid flow path, [M].[L] -1[T] -2 ∆	  = the pressure loss due to perforations, [M].[L] -1[T] -2 ∆	   = pressure drop due to the tortuosity in the near wellbor  area, [M].[L] -1[T] -2 
 = fracture pressure, [M].[L] -1[T] -2 
Net pressure is required to extend the fracture and it is define  in Equation 2.31  
= −  (2.31 ) 
Net pressure governs fracture propagation and influences fracture width and length. 
Fracture height is contained by the properties of the bounding layers above and below the 
fracturing zone. Stress determination is very important in guiding hydraulic fracturing design, 





2.3 Stress Shadowing Effects 
The injection of fracturing fluid and opening of hydraulic fractures alters the stress state, 
which is commonly known as “stress shadowing”. It is associated with any type of fracturing, 
longitudinal, transverse, or “T” shape fractures, although the term has become well recognized 
because of the transverse fracturing process in horizontal wells. Stress shadowing in transverse 
fractures along horizontal wellbores attracted researchrs mainly due to the fact that spacing 
design between transverse fractures in tight formations is one of the keys to maximize drainage 
efficiency. Smaller spacing is expected in order to create more fractures and more fracture 
surface area to contact reservoir rock. However, the smaller the spacing the more interference 
between two fractures can be expected. 
This stress alteration has been recognized and studied extensively in literature. In 1946, 
Sneddon and Elliot studied the distribution of stress in the neighborhood of a crack in an elastic 
medium. They employed Hoek and Brown’s failure criterion fr fracturing a horizontal well. A 
rectangular fracture with an extremely small width (compared to fracture height and length), 
limited height and infinite length was assumed. Uniform inter al pressure to keep the fracture 
open was also assumed. The component stresses, ,  and  under this semi-infinite system 




( + ) = √ 	 cos − 12 − 12 − 1  (2.32 ) 
1
2










( + )  
(2.34 ) 





 = principal stress in x direction, [M].[L] -1[T] -2 
 = principal stress in y direction, [M].[L] -1[T] -2 
 = shear stress on the wellbore wall of rectangular coodinate system in XY plane, 
[M].[L] -1[T] -2 
 = angle to minimum stress direction, dimensionless 
 = angle from center of fracture to point, dimensionless 
 = angle from center of fracture to point of interest, dimensionless 
 = distance from negative fracture tip to point, [L] 
 = distance from positive fracture tip to point, [L] 
 
In reality, fractures are not infinitely long. Stress distribution in the neighborhood of 
circular (pennyshaped) fractures was also studied by Sneddon and Elliot (1946) and 
mathematical representations and solutions were found. In both cases, fractures of certain 
geometry were assumed. The stress distribution around a penny shape and a semi-infinite 
fracture is illustrated in Figure 2.20. It needs to be mentioned that the analytical solution 
developed by Sneddon and Elliot (1946) ignored the effect of modulus contrast between the 
fractured zone and the surrounding zones. Numerical simulators were used to verify this 
analytical solution, and the results shows that when a homogeneous modulus is assumed, there is 
a perfect match between analytical and numerical results; a difference occurs when a non-
homogenous modulus is implemented in the numerical simulator (Warpinski and Branagan 
1989).  
Haimson and Fairhurst (1967) proposed a criterion for the initiat on of vertical hydraulic 
fracturing, in which the three stress fields around the wellbores were all considered. These stress 
fields are (1) non-hydrostatic regional stresses in earth, (2) the difference between the wellbore 
fluid pressure and the formation fluid pressure and (3) the radial fluid flow through porous rock 
from the wellbore into the formation caused by the pressur  difference. In their fracture theory, 
the effect of near wellbore stresses resulting from penetration of some injected fluid into the 
porous formation was taken into account for the first time. This concept is very valuable in 
fracture data interpretation to help determine the regional state of stress at depth. Their model 
can also be used to find the fracture dimensions and fracture volume as a function of the 






Figure 2.20 Change in dimensionless stress near a semi-infinite and a penny-shaped fracture (net 
extension pressure refers to the minimum horizontal stres  in place). H is height of fracture, and 
L is the distance from the fracture surface (from Soliman et al. 2008). 
 
In 2000, Hossain et al. studied hydraulic fracture initiation and propagation. They 
focused on the roles of wellbore trajectory, perforation and stress regimes on fracture initiation 
and propagation with closed-form analytical solutions to find the initiation pressure for 
longitudinal, transverse and complex multiple fractures f om vertical and horizontal wells. 
Rahman et al. (2002) did a comprehensive study on fracture propagati n from horizontal wells 
that included analytical, numerical and experimental investigations. They built a polyaxial cell 
configuration for fracture tests, in which three different in situ stresses can be applied and the 
fracture propagation path way was recorded. As is shown in Figure 2.21, it can be seen that the 
first fracture is symmetrical with respect to the wellbore, whereas the second fracture deviates 






Figure 2.21 Multiple fractures created during dual completion tests with minimum principal 
stress in vertical direction (from Rahman et al. 2002). 
 
In 2004, Soliman et al. studied the geomechanics aspects of multiple fracturing of 
horizontal and vertical wells, where geomechanical  effects on the creation of transverse and 
longitudinal fractures, reorientation of fractures, and multiple fractures at wellbore and away 
from wellbore, T-shape fractures and stress interferenc in the presence of another fracture were 
all studied. They found that stress interference between multiple fractures can impact the design 
and optimization of some fractures significantly. The fracturing pressure of subsequent fractures 
increases as a function of the spacing between fractures relative to the fracture’s dimensions. It 
was also found that the change in the three principal stresses caused by fractures is not the same, 
with the minimum principal stress changing to the largest extent. In this case, if there is not a 
huge difference between the two principal horizontal stres es, the resulting stresses due to 
interference can be reversed. Soliman et al. (2008) employed the model developed by Sneddon 
(1946) and Sneddon and Elliot (1946) to study the effect of multiple fractures intersecting a 
horizontal well and found that the stress shadowing effect is more pronounced if multiple 
fractures are created instead of one single fracture (Figure 2.22). From Figure 2.22, it can also be 
seen that stress interference is more obvious when the distance between fractures is smaller when 
comparing stress contrast with changing dimensionless distance indicated by the different colors. 




geomechanical forces determined the orientation, geometry and the treating pressure parameters 
of the subsequently created fractures. 
 
Figure 2.22 Percentage change of stress contrast to the original net extension pressure with 
increasing number of created fractures (Soliman et al. 2008). 
 
Morrill and Miskimins (2012) conducted a study on fracture spacing based on stress 
analysis around a single transverse fracture. The spacing was defined by the distance from a 
hydraulic fracture surface beyond which the orientation of minimum horizontal stress deviates 
from the in-situ minimum horizontal stress less than 5 degrees (Figure 2.23). Their study 
included a sensitivity analysis of various rock properties on fracture spacing and concluded that 
the contrast between maximum and minimum horizontal stres  affects the fracture spacing the 
most. Their sensitivity analysis of the effect of net pressure, Poisson’s ratio, minimum/maximum 
horizontal stress ratio and Biot’s parameter on fracture spacing indicated the importance of these 
parameters in optimizing fracture spacing.  
Roussel and Sharma (2011) studied stress reorientation in low permeability reservoirs 
and investigated the fracturing spacing based on geomechanical stress analysis in Flac 3D. The 
stress changes due to production and opening of propped fracture arond  fractured vertical well 
were examined. They also modeled the trajectory of multiple ransverse fractures and they 
looked at the changes in local stress orientation near a hydraulic fracture (Figure 2.23). Stress 
shadowing was considered to have negative impact (reducing production) on the efficiency of 





Figure 2.23 Fracture spacing determined by a five degrees change in maximum horizontal stress 
orientation. The direction of maximum horizontal stre s rotates from the far-field North-South 
direction to the East-West direction as the value of induced stress from the hydraulic fracture 
exceeds the value of the in situ maximum horizontal stres . As a result, the direction of 
maximum horizontal stress has reoriented 90 degrees near the fracture. At a distance from the 
fracture of 267 ft, the reorientation of maximum horizontal stress is down to five degrees as 
shown by the black line (from Morrill and Miskimins 2012). 
 
 
Figure 2.24 Maximum stress reorientation from multiple consecutive transverse fractures 
(direction of maximum horizontal stress and angle of stress reorientation). Color bar represents 






In 2012, Kresse et al. introduced a complex fracture network m del, referred to as 
unconventional fracture model (UFM). UFM incorporates fracture propagation, rock 
deformation and fluid flow in a treatment. They used UFM to investigate the stress shadowing 
effect among complex fractures, and the induced stress on any given fracture and in the rock 
from the rest of the complex fracture network. It was b sed on an enhanced 2-D displacement 
discontinuity method (DDM). They confirmed the generally greed behavior that two fractures at 
both ends of a fracturing stage grow larger than fractures in the middle (Figure 2.25). They also 
found that the stress shadowing effect is negligible whn t e fracture spacing is greater than 
fracture height (Kresse et al. 2012).  
 
 
Figure 2.25 Fracture geometry and width for the case of five fractures. The color bar represents 
the width of fractures (in meters) (from Kresse et al. 2012). 
 
In field practice, variations in fracturing pressure and fracture closure pressures were 
observed with downhole pressure gauge at each stage (Waters and Zhao 2011). The case study 
on a well drilled in the Barnett shale, with four stimulation treatments stages along a 3,000 ft 
lateral and three perforation clusters in each stage spaced 173 – 303 ft apart. A variation in 
closure stress and fracture initiation stress was found for transverse fractures from the toe to the 




They attributed this variation to the heterogeneous nature of the subject formation, but the stress 
interference between the fractures cannot be eliminated.  
 
Table 2.3 Measured fracture initiation pressures, fracture losure stresses and log derived closure 
















Stage 1 5625 5047 5246 578 
Stage 2 5036 4788 4639 248 
Stage 3 5247 4990 5303 317 
Stage 4 5119 4968 4994 151 
 
Table 2.4 Measured fracture initiation pressures, fracture losure stresses and log derived closure 
stresses for stimulation treatments performed in a Barnett shale well  
(from Waters and Zhao 2011) 
 Closure Stress at 
Heel Perfs 
(psi) 
Closure Stress at 
Middle Perfs 
(psi) 





a Frac Stage (psi) 
Stage 1 5246 - - - 
Stage 2 5628 5001 4639 989 
Stage 3 6978 5303 5585 1675 
Stage 4 5333 4998 4944 389 
 
Based on these studies, it can be concluded that stress alt ration is of importance in the 
hydraulic fracturing process. Stress shadowing can lead to significant variation in dimensions of 
multiple transverse fractures (Figure 2.26) compared with fractures created under the same 
condition without stress inference from neighboring hydraulic lly induced fractures. The created 
surface area and associated production from these smaller fr ctures will likely be less. 
In 2014, Wheaton et al. confirmed stress shadowing effects with distributed temperature 
sensor (DTS) data and distributed acoustic sensor (DAS) data acquired on a well in Cana field, 
Canadian County, Oklahoma. They pointed out that reservoir modeling with uniform fractures 
placed according to the total number of clusters pumped will be wrong as actual contributing 




that sufficiently characterize effective fracture length, height, fracture conductivity and numbers 
of contributing fractures are essential to a reliable rese voir model. 
 
 
Figure 2.26 Top view and side view of stress shadow effect on transverse fracture growth (from 
Fisher et al. 2004). 
 
2.4 Fracture and Reservoir Modeling 
Numerical simulation is a valuable approach that can be used to quantify reservoir 
performance and to conduct sensitivity analysis on key parameters that affect well and reservoir 
behavior. It is widely used in conventional reservoir development. However, in unconventional 
(tight) formations, it is more difficult to perform. In multi-stage hydraulically fractured reservoirs, 
the co-existence of petroleum fluids, rock matrix, hydraulic fractures, and natural fractures 
brings challenges to fracture and reservoir modeling.  
Modeling is an efficient use of resources when compared to field experiments. As 
previously discussed, hydraulic fracturing is an expensive operation, nd performing evaluation 
through developing models that represent real-world operations is economic and provides 
guidance for field practice. In order to best represent ral cases, the models should capture the 
physics and other key characteristics of the associated process; also, the quality of input data for 
the models should be ensured, and sources of data should be relia le. In this section, models that 





2.4.1 Fracture Propagation Models 
Hydraulic fracturing is a complicated process, and there av  been numerous endeavors 
trying to describe hydraulic fractures through models. Currently, there are 2-D, pseudo 3-D and 
3-D fracture models used by the industry for hydraulic fracture modeling. Fracture extension due 
to fluid injection was solved using closed analytical solutions when one of the fracture 
dimensions was assumed to be constant. This is the foundatio  for both of the 2-D fracture 
models, KGD and PKN. Both KGD and PKN models are based on the assumption that fracture 
height is constant, and they both assume isotropic and homogenous media.  
In the KGD (Khristianovic and Zheltov 1955) model, fracture width ( ) is determined 
from a function of the fracture half-length ( ), the fluid pressure inside the fracture (  ), and 
Young’s modulus (E): 
∝  (2.36 ) 
∝ 	 /ℎ  (2.37 ) 
Where, 
μ = viscosity, [M] [L] -1[T] -1 
Q = injection rate, [L]3 [T] -1 ℎ  = fracture height, [L] 
 
A sketch of the fracture profile from the KGD model is diplayed in Figure 2.27. Fluid 
pressure in the fracture will decrease as the fracture grows longer and higher with the KGD 
model. 
In the PKN (Perkins and Kern 1961) model, it is assumed that the fracture height is 
elliptical in cross-section as seen in Figure 2.28. Fractu e width and fracture pressure are 










	 /ℎ / 	 /  (2.39 ) 
Where,  
Q = volumetric flow rate, ft3/day, [L]3[T] -1 
 
 
Figure 2.27 Schematic of the fracture profile of the Khristianovic, Geertsma and de Klerk model 
(Geertsma and de Klerk 1969).  
 
In these models, maintaining constant height requires a huge contrast in geomechanical 
properties in the formation, which is not always the case. Therefore, 3-D fracture models are 
needed. Pseudo 3-D models are widely used. In pseudo 3-D models, hy raulic fractures are 
divided into discrete elements in order to solve the governing equations of elasticity, equations of 
fluid-flow in the fracture and equations of rock failure. Software utilizing pseudo 3-D models 




eliminates many of the simplifying assumptions used in 2-D and pseudo 3-D models, such as 
known fracture height and coupled intervals.  
 
 
Figure 2.28 Schematic of the fracture profile of the Perkins and Kern model (from Rahman and 
Rahman 2010). 
 
GOHFERTM utilizes a general 3-D model of fracture propagation that can be applied to 
heterogeneous media. GOHFERTM is based on the finite difference method, and rock properties 
are assigned at each node of the finite difference grid, enabling it to capture rock heterogeneity in 
both vertical and lateral directions. In the finite difference method, the fracture width is given by 
Equation 2.40 in GOHFERTM: 











1 − ψdS (2.41 ) 
Where,  
 w = average grid fracture width, ft, [L] 
 = net or effective pressure, psi, [M][L] -1[T] -2 
S = the radial distance from the point at which the deflection is calculated, ft, [L] Ψ = the angle including the loaded element of area bounded by radii S and S+dS, radian 
 
The details in determining fracture parameters, including heiht, length, leak-off 
coefficient, effect of injection rate, and the material balance governing equation for the fully 3-D 
model used in GOHFERTM can be found in Barree (1984). This model was validated with PKN 
and GKD models, and a good match was obtained when the same input data were used. When 
node size approaches zero, the results from the model used in GOHFERTM converges to the 
analytical solution given by Sneddon (Barree 1984). In addition, GOHFERTM is able to 
incorporate stress shadowing effects between multiple fractures.  
 
2.4.2 Reservoir Modeling 
Reservoir simulation is a tool that is employed to forecast fluid flow through porous 
media. A good reservoir model requires data that best represents the characteristics of a field, 
including porosity, permeability, water saturation and other rock and fluid properties. In a 
reservoir model for horizontal wells with multiple hydraulic fractures, it is important to correctly 
characterize each hydraulic fracture. 
Dahaghi and Mohaghegh (2011) proposed an integrated workflow for production from 
shale gas that captures natural fracture networks and hydraulic f ctures. Their natural fracture 
network was modeled deterministically using direct input or stochastically based on input 
statistics, and eight stages of hydraulic fractures were included as displayed in Figure 2.29; they 
are represented by the finest grid in the model, with a permeability of 30 mD. It can be seen that 
all eight fractures are the same, in terms of geometry, and permeability, which is not realistic. In 
most currently used models, all hydraulic fractures are repres nted by rectangular boxes with 




models with these identical hydraulic fractures of uniform permeability are used for fracture 
spacing optimization, the optimization is not realistic. 
 
 
Figure 2.29 Hydraulic fractures and logarithmic local grid refinement around them with global 
grid. From Kalantari-Dahaghi and Mohaghegh (2011). 
 
In 2012, Gupta et al. presented an integrated methodology for optimizing development of 
unconventional gas resources, where fracture analysis, reervoir analysis and geomechanics 
analysis were all incorporated to optimize the spacing among wells. Even though they evaluated 
stress effect on infill horizontal wells and both near well and far field stress change as it can be 
seen in Figure 2.30, a 2-D plane strain and bi-wing fracture geometry with regular shape and 
uniform permeability was still assumed.  
Ramirez et al. (2012) developed an integration workflow between hydraulic fracture 
propagation results and reservoir simulation.  The workflw was applied to vertical well with 
single fracture at formation interval in fluvial tight gas system. Actual hydraulic fractures were 
correctly characterized in the reservoir model for fluid flow. However, fracture to fracture 
interference was not studied there.  
Bazan et al. (2012) introduced a technology integration work fl w for production from 
the Eagle Ford shale. They included transverse fracture interference through a function of 
reservoir diffusivity, which depends on reservoir permeability, porosity, fluid viscosity and total 
compressibility. They pointed out that as formation diffus vity increases, the time required for 
transverse fractures to interfere increases with the fracture spacing. In their paper, the mechanical 




interference from this mechanical interaction was not taken into account when studying 
transverse fracture interference.  
 
 
Figure 2.30 Plan view of Pad A showing stress orientations. Running left to right: Well 1(with 
transverse fractures), Well 2 and two infill wells (represented by two black lines) in between. (B) 
Detail of the maximum compressive stress field near the transverse fractures along Well 1, 
showing reorientation of stresses very near to the fractu es. (C) Far-field shows the reorientation 
of stress along the borehole path of Well 2. PR and PW on the scale represent reservoir and well 
bottom-hole pressure respectively (from Gupta et al. 2012). 
 
In conclusion, the stress shadowing effect has been observed by analytical solutions, 
experimental study and field work. Correct prediction of fracture initiation and propagation from 
a horizontal wellbore is of great importance to understanding the hydraulic fracturing process 
and optimizing the fracturing process in the field. The linkage between detailed fracture 
propagation and reservoir modeling is missing. In hydraulically fractured reservoirs, the 
interference between transverse fractures should not be ignored; and a reservoir model that 
correctly captures the physics and real fracture propagation results based on rock geomechanical 
and reservoir properties is critical in order to correctly forecast reservoir performance and 
understand reservoir potential with the applied fracture treatments. Fracture spacing and well 







  CHAPTER 3
METHODOLOGY 
 
As more and more interest grows in unconventional tightformations, in which 
commercial development requires horizontal wells and multiple stages of hydraulic fractures, 
correctly capturing production from each individual fracture is important for more accurate well 
performance forecasting and reservoir management. In this study, an integrated workflow that 
fully couples hydraulic fracture propagation results and flui  flow simulation was developed. It 
takes into account (1) well log analysis, (2) cluster interval design, (3) treatment schedule design 
for the hydraulic fracturing process, (4) fluid and solid transportation included in the hydraulic 
fracture fracturing process, (5) hydraulic fracture propagation and (6) fluid flow simulation. This 
developed workflow is capable of incorporating two types of fracture heterogeneities into fluid 
flow simulation: 
 Intra-fracture heterogeneity, variation inside each hydraulic fracture. 
Incorporating changes in both fracture width and proppant co centration in two 
directions: from near the wellbore into the formation and from the top to the 
bottom of the fracture; 
 Inter-fracture heterogeneity, the difference between hydraulic fractures from 
stage-to-stage induced by stress shadowing effects as well as fracture fluid flow 
processes. 
This workflow is able to yield a more realistic production forecast than current models 
because it includes real fracture propagation results based on geomechanical, reservoir property 
inputs and details of the treatment parameters, and it also considers the interference between 
neighboring hydraulic fractures. In most of the currently used models (Bazan et al. 2012; Gupta 
et al. 2012; Dahaghi and Mohaghegh 2011), hydraulic fractures are included through reservoir 
grids of uniform permeability and rectangular shape, and fractu es are identical at all stages.  
The tools involved in the developed methodology are: GOHFERTM (3-D Grid Oriented 
Hydraulic Fracture Extension Replicator), a hydraulic fracture propagation model and EclipseTM, 




order to couple the hydraulic fracture propagation, fracture-to-fracture interference and fluid 
flow from a well with multiple transverse hydraulic fractures.  
GOHFERTM is employed to be the hydraulic fracture propagation simulator for the 
following reasons: 1) it is a fully 3-D hydraulic fracture simulator, comparing with most 
hydraulic fracture simulators, which are 2-D or pseudo 3-D fractu e models; 2) it is capable of 
fully coupling fluid and proppant flow inside a hydraulic fracture and predicting the grid-
oriented distribution of proppant concentration and fracture geometry; 3) it takes into account 
fracturing fluid flow back and non-Darcy flow effects when forecasting fracture conductivity; 
and, 4) the software enables inclusion of stress shadowing effects from previously created 
fractures on the current hydraulic fracture; which is important when modeling multiple 
transverse fractures.  
GOHFERTM is able to forecast reliable production from one transverse fracture at a time. 
When it comes to total production from multiple transvere f actures in the same well, 
GOHFERTM currently provides individual fracture production rates and also n overall 
cumulative gas and oil production rate. During production calcul tions, the average proppant 
concentration over the net pay and the closure stress, pore pressure, and reservoir properties were 
used as inputs to the conductivity. A new conductivity is determined at each producing time in 
balance with the current reservoir and well flow rates (Barree & Associates 2014). A limitation 
with GOHFERTM is that it is not capable of including multiple wells but only a single horizontal 
well at any given time.  
EclipseTM is a widely used reservoir simulator, which is capable of full ield reservoir 
simulation and long term production forecasting. It is a tool in which reservoir rock compaction, 
non-Darcy flow, dual porosity, etc., can be considered once the required input parameters are 
known. However, like most reservoir simulators, EclipseTM wasn’t developed for hydraulic 
fracture propagation. Hydraulic fractures are included through grids with high conductivity in a 
regular geometry in EclipseTM and propagation interference between neighboring hydraulic 
fractures is ignored, which isn’t realistic in real world practice. Fully coupling hydraulic fracture 
propagation with a regular reservoir simulator takes modeling of wells with multiple transverse 
hydraulic fractures to the next step, one step closer t reality. The methodology developed in this 
research attempts a full integration of hydraulic fracture propagation and reservoir simulation 




softwares. In the end, a more realistic production from wells with multiple transverse fractures 
can be obtained from the reservoir model. Incorporation of hydraulic fractures from GOHFERTM 
into EclipseTM is done at actual scale; so no up-scaling in fracture properties is required.  
The methodology can be applied to both homogenous and heterogen ous formations once 
the homogeneity and heterogeneity of the formation is correctly captured and included into the 
hydraulic fracture and reservoir simulators. It is an integrated approach, starting with geophysical 
logs for geomechanical and petrophysical properties, includes completion design and hydraulic 
fracture propagation simulation, and ending with production fr m horizontal wells associated 
with multiple transverse fractures. With this methodolgy, a thorough completion optimization, 
including selecting proppant/fluid types and amounts, fracture spacing determination and well 
spacing guidance, can be realized.  
 
3.1 Methodology Flow Chart  
The integrated methodology developed in this study is summarized in the flow chart 
shown in Figure 3.1 and Figure 3.2. It is composed of four main parts, well log analysis and 
completion design (Part I), hydraulic fracture propagation simulation (Part II), coupling of 
hydraulic fracture propagation results with fluid flow simulation (Part III) and optimizing 
fracture/well spacing with integrated analysis on stress shadowing and production performance 
(Part IV). 
Part I begins with analyzing geophysical logs to evaluate petro hysical properties, 
including porosity, water saturation, and log derived permeability and rock geomechanical  
properties, such as Young’s modulus, Poisson’s ratio, etc. P rophysical properties indicate the 
best reservoir quality (high porosity and permeability), whereas, geomechanical properties helps 
to identify fracture feasibility of the rock. As a result, an optimum producing zone/interval can 
be determined based on reservoir quality and fracture feasibility. A wellbore trajectory targeting 
the producing formation is then incorporated. Perforation intervals, the pumping schedule for 
hydraulic fracturing; type and amount of fracturing fluid and proppants, injection rate, and other 






Figure 3.1 The first aspect of the methodology flow chart includes two main parts, I: well logs analysis and completion design, in 
which well trajectory and hydraulic fracturing treatment job design are completed; II: hydraulic fracture propagation s mulation, 




Figure 3.2 The second aspect of the methodology flow chart includes two parts, III: fully couple hydraulic fracture propagation results 
and reservoir simulation by capturing the heterogeneous fractures into the reservoir simulator for fluid flow simulation; IV: optimizing 




Part II consists of executing hydraulic fracture simulation in GOHFERTM, inside which 
stress shadowing effects and fully coupled fluid/solid transportation are taken into account. 
GOHFERTM outputs varying proppant concentration at each finite diff rence node for each 
hydraulic fracture. The outputs also include net pressure, fracture pressure, fracture width, and 
leak-off rate, etc. at each node. Different fracture profiles associated with different fracture 
spacings and treatment schedules due to variation in stress hadowing effects are determined. 
Part III realizes the coupling of hydraulic fracture propagation results and the reservoir 
simulation model. Fracture geometry (height, length, width), heterogeneity in fracture width and 
fracture permeability in one hydraulic fracture are captured into the reservoir model. Variations 
between fractures at different stages, namely real fracture propagation results, and the influence 
of stress shadowing on fracture propagation are also incorporated into the reservoir model. In the 
end, a performance forecasting of a hydraulically fractured reservoir can be obtained. In other 
words, the fracture dimensions and proppant distribution in the reservoir model are the same as 
the propagation results from the hydraulic fracture propagation model. The reservoir model can 
then be used for detailed fluid flow simulation.  
Part IV takes into account stress shadowing analysis in Part II and production evaluation 
in Part III in order to find optimum fracture spacing along a horizontal well. By building multiple 
wells into the model and analyzing production performance, optimum well spacing can also be 
determined. 
 
3.2 Heterogeneous Fracture Permeability 
The resulting hydraulic fracture from GOHFERTM is a fully 3-D fracture with no 
restrictions on height, length and width. Outputs include grid-o ented proppant concentration, 
fracture width, fracture fluid viscosity, fracture net pressure and fracture pressure, but not grid-
oriented fracture conductivity or permeability. However, when building a horizontal well 
reservoir model with its associated transverse fractures, it is critical to correctly characterize the 
conductivity and fracture permeability distribution inside thhydraulic fractures for correct 
scaling to the reservoir simulator. This is realized by MatLab code.  
Properties inside a fracture are not uniform. Proppant cocentration and fracture width 
vary inside each fracture plane across the full height and length. An example is given in Figure 




concentration decreases as it moves away from the well-bore. At the top of the hydraulic fracture 
and along the hydraulic fracture length, fluctuations in prop ant concentration can also be 
observed. This is due to the dynamic process of fracturing fluids displacing proppant or when 




Figure 3.3 An example of side view (top) and 3-D view (bottom) f proppant distribution in one 
wing of a hydraulic fracture. The color bar to the right represents proppant concentration. In the 
3-D view, it is shown from near wellbore to fracture tip (close view to far view); in the side view, 
it is near wellbore to fracture tip from right to left. Vertical direction represents fracture height 
direction.  
 
Proppant inside the hydraulic fracture is what establishes conductivity. The variation in 
proppant concentration is associated with variation in fracture width at different locations inside 
a fracture. As can be observed in Figure 3.4, fracture width decreases as the fracture propagates 
into the formation laterally away from the well-bore and is wider at the bottom of this particular 
hydraulic fracture. In order to further look at the relationship between proppant concentration 




concentration were plotted together in Figure 3.5, which show  the close relationship between 
these parameters.  
 
Figure 3.4 An example of fracture width distribution within o e wing of the fracture 
corresponding to Figure 3.3. The color bar represents the variation in fracture width (in). Vertical 
direction represents fracture height direction; from left to right is near wellbore to fracture tip, 
respectively. On the left hand side is a lithology indicator with yellow representing sandstone 
volume and gray color representing shale volume. 
 
 
Figure 3.5 An example of average proppant concentration and average fracture width 
distributions along a fracture half-length, where fracture half-length = 0 ft being near wellbore 
and larger x-axis values towards the fracture tip. 
 
These examples show that both proppant concentration and fracture width are 




indicated such heterogeneity inside a hydraulic fracture. In addition, fractures at different times 
of propagation differ from each other. Capturing this heterogeneity in the reservoir model is 
essential and has to be modeled through fracture conductivity or fracture permeability. 
The complete production package in GOHFERTM provides a time dependent fracture 
conductivity that is corrected with all accountable damage components (non-Darcy, etc.) (Barree 
& Associates 2014). An example is given in Figure 3.6, which shows that both fracture 
conductivity and dimensionless fracture conductivity, FCD, increase with time, due to the 
cleanup process, which overcomes any decrease in production caused by crushing of proppants, 




Figure 3.6 An example of dimensionless fracture conductivity (FCD) and fracture conductivity 
(FC) changing over time. The primary fracture refers to the outside fractures in a cluster closet to 
toe and closest to heel. The secondary fractures refer to the interior fractures in a cluster. In this 
case, only one hydraulic fracture was created, that is why both FCD and FC for the secondary 





When proppant concentration is high, a hydraulic fracture is expected to be more 
conductive, as more proppant volume is available for fluid to flow through. When the hydraulic 
fracture is wide, the restriction for fluid flow inside is smaller, and the hydraulic fracture is also 
expected to be more conductive. Choosing either proppant concentration or fracture width as a 
reference or scaling parameter for fracture conductivity is logical. Therefore, average fracture 
width is used in this study in order to determine the average f cture permeability; and proppant 
concentration is used as a scaling factor to derive a permeability distribution map of a hydraulic 
fracture from the average fracture conductivity from GOHFERTM. 
The following procedure was used in order to determine the heterogeneous permeability 
associated with each node of the hydraulic fracture. The first step is determining average fracture 
conductivity for a certain time from the production module, as shown in Figure 3.6. In this study, 
the FC at 20 days is used, as that is when we see fracture conductivity stabilize. Following that, 
the average width of the hydraulic fracture at each grid is read. Average fracture permeability for 




 = fracture width, [L] 
 = fracture permeability, [L]2 
FC = average fracture conductivity, [L]3 
 
Each grid in the fracture plane in GOHFERTM is associated with a certain width and a 
certain average proppant concentration. The scaling indicated in Equation 3.2 can be used to 
populate the corresponding permeability for each grid in the hydraulic fracture. 
= ×  
(3.2 ) 




 = grid node fracture permeability, [L]2   
 = proppant concentration in each grid node, [M][L]-2 
 = average proppant concentration in a hydraulic fracture, [M][L] -2 
Based on this process, gridded permeability distribution can be determined. Assuming a 
symmetric hydraulic fracture, a permeability distribution map for the two wing fracture can be 
generated as shown in Figure 3.7.  
 
 
Figure 3.7 Permeability distribution map across the plane (symmetric bi-wing fracture) of the 
fracture in Figure 3.3. Horizontal well goes into and out the page in the middle of fracture plane. 
Black dots are actual permeability values at corresponding grid. 
 
3.3 Calculating Fracture Permeability Profile  
MatLab code was written to calculate the heterogeneous fracture permeability profile 
discussed in Section 3.2. The following section states the way it works. In the first part, the code 
reads in the fracture output from GOHFERTM – triplets.csv file, which contains the grid 
properties of net pressure, fracture width and proppant concentration for half of the planar 
hydraulic fracture (one wing, an example for fracture width distribution in one wing of a 
hydraulic fracture is shown in Figure 3.4 ). The Code uses the triplets.csv file to determine 
dimension (length and height) of the one wing hydraulic fra ture by counting the numbers of 
grids in fracture length (M) and height (N) direction. It then creates one matrix (MxN) for each 





After that, the Code produces grid distribution of fracture width, proppant concentration and net 
pressure in the other wing; the two wings are symmetric. For the grids where fracture width is 
zero from the triplets file, matrix permeability will be assigned. As a result, grid property 
distribution of the entire hydraulic fracture, represented by a 2-D 2MxN matrix with grid width, 
proppant concentration or net pressure, is obtained.  
Taking the grid fracture width and average fracture conductivity, the MatLab Code then 
calculates grid permeability from Equation 3.1. Now a fracture permeability profile with varying 
grid fracture width and varying fracture grid permeability is obtained. However, in the reservoir 
model, the entire fracture plan has a uniform width, . In the synthetic study, 0.1 ft is used. 
This value can be varied based on need. In order to get corr sp nding grid permeability to the 
uniform fracture width in the reservoir model, the Equation 3.3 is used. 
= ×  (3.3) 
Where, 	= grid permeability inside the hydraulic fracture in the rese voir model, [L]2 
 = uniform width for the entire two wing hydraulic fracture in the reservoir model, [L]  
 
Grid permeability profile for a two wing hydraulic fracture has been created. An example 
for two wing permeability distribution is show in Figure 3.7. This permeability distribution 
profile is then incorporated into the reservoir model.  
To transfer the two wing hydraulic fracture profile in the reservoir model, first, the depths 
at which fracture top and bottom land (extent of hydraulic fra ture in Z direction) and the plane 
where the fracture is created (location of hydraulic frature along the lateral well in the reservoir 
model) need to be determined. This decides the precise location for the hydraulic fracture in the 
reservoir model.  Then assign the resulting 2-D fracture permeability matrix to the corresponding 
grids in the reservoir model.  
Dimensions and fracture permeability distribution of each hydraulic fracture in the 
reservoir model are of the same scale as they are in th  fracture model. No up-scaling of the 
hydraulic fracture properties is needed for them to be included in the full-field reservoir model. 




capture each individual fracture in a reservoir model. In the end, a more realistic reservoir model 





  CHAPTER 4
HYDRAULIC FRACTURE MODELING 
 
In Chapter 4, synthetic case studies are conducted in both homogeneous and 
heterogeneous formations to demonstrate fracture-to-fracture interference (stress shadowing 
effect). The distance between neighboring fractures (also called fracture spacing or FS) was 
investigated in order to see its influence on stress shadowing effects in both reservoir types. In 
the single well model created in the heterogeneous formation, different fracture sequencing: 
alternating fracturing, sequential, and simultaneous fractu ing was studied to see their influence 
on fracture parameters. Relaxation time between fracturing two stages was also investigated. The 
impact of treatment schedule size on stress shadowing effects was also studied. For a given size 
of treatment schedule, the variation in pumping rate can alter resulting fracture parameters; 
therefore, the impact of pumping rate on these resulting hydraulic fracture dimensions and other 
parameters were also studied. 
 
4.1 Petrophysical Analysis 
The base case for the reservoir used actual logs from the Mesa Verde formation, late 
Cretaceous age, located in North Wyoming. It is light-colored thin-bedded sandstone, gray sandy 
shale and coal beds (USGS 1985). A triple-combo log (porosity, GR and resistivity) was 
available; and Poisson’s ratio and Young’s modulus were calculated in GOHFERTM (Figure 4.1). 
These log suites allowed construction of the initial stress profile. As shown in Figure 4.1, low 
GR at depths between 13,144 ft and 13,197 ft indicates the existnce of sandstone. Looking at 
the density and resistivity logs in the first track, it can be seen that there is hydrocarbon in the 
formation due to the high resistivity. High porosity (Track 1 in Figure 4.1) and high permeability 
(Track 3 in Figure 4.1) confirms that the interval is a potential productive zone.  
In order to identify the fluid type through well logs, density porosity was used in addition 
to resistivity logs. It is a sandstone matrix, with matrix density and fluid density provided at the 
top of the LAS file (2.65 g/cm3 and 1.0 g/cm3, respectively). Density porosity was determined 




∅ = −−  (4.1 ) 
Where, ∅ = density porosity, dimensionless 
 = matrix density, [M][L]-3 
 = rock density from log measurement, [M][L]-3 
 
 
Figure 4.1 Well log showing the Mesa Verde formation; density, resistivity, porosity and GR are 
in Track 1 (left); Young’s modulus, Poisson’s ratio, pressure zone stress and permeability are in 
Track 3; total stress, caliper log, and pore pressure are in Track 4; lithology is in Track 5 (right).  
 
The calculated density porosity was plotted together with the neutron porosity in Figure 




resistivity log, GR and density logs all together showed that the formation interval has a net pay 
of 30 	with a porosity cut off of 9%.  
 
 





4.2 Completion Design 
Petrophysical analysis helped in identifying the formation pay interval. Section 4.1 
indicates the depth that the horizontal section of the well should be designed for 13,160 ft as 
shown in Figure 4.3. In this study, the total well length is designed to be 16,500 ft, and the lateral 
section length is 3,400 ft long. The number of stages was determined by dividing the lateral 
section length by the distance between neighboring sets of perforations. “Ball drop events” are 
used to initiate one fracture per stage. A ball drop event is an event that utilizes balls to isolate 
stages in fracturing. It can be used for simulating multiple horizontal stages consecutively with 
selective opening and closing of perforation clusters. Figure 4.3 and Figure 4.4 are examples of 
200 ft and 50 ft spacing, respectively.  
Different pumping schedules, with different volumes of fluids, amounts of proppant, 
proppant type and changes in pumping rate were tested for their effects on resulting hydraulic 
fracture geometries. Slickwater and linear guar are used in this study. Table 4.1 and Table 4.2 
show the slickwater and guar treatments, respectively. 
 
 
Figure 4.3 Horizontal well targeting formation interval, yellow line representing the horizontal 
well, green dots are perforation clusters spaced 200 ft apart, color bar indicates permeability 
distribution; on the left hand side is the lithology indicator with yellow representing sandstone 







Figure 4.4 Horizontal well targeting formation interval, yellow line representing the horizontal 
well, green dots are perforation clusters spaced 50 ft apart, color bar is water saturation 
distribution; on the left hand side is the lithology indicator with yellow representing sandstone 














Table 4.1 Pumping schedule that was employed in sensitivity study with 57000 gals slick-water and 50000 lbs 40/70 CarboProp 
Elapsed time 
(min:sec) 











0:00 SlickWater_180F 11000.00 11000.00 <None> 20.00 0.00 0.00 
13:06 SlickWater_180F 15000.00 26000.00 CarboProp 
40/70 
40.00 1.00 15000.00 
22:21 SlickWater_180F 10000.00 36000.00 CarboProp 
40/70 
40.00 1.50 30000.00 
28:38 SlickWater_180F 10000.00 46000.00 CarboProp 
40/70 
40.00 2.00 50000.00 
35:01 SlickWater_180F 10999.99 56999.99 <None> 40.00 0.00 50000.00 
41:34 SlickWater_180F 0.00 56999.99 <None> 0.00 0.00 50000.00 
 
Table 4.2 Pumping schedule with 30956 gals guar linear gel and 9500 lbs BM Poland Sand 20/40 
Elapsed time 
(min:sec) 












0:00 2%KCL_240F 10728.13 10728.13 <None> 40.00 0.00 0.00 
6:23 Guar_20#_180_SP_.5 3000.00 13728.13 BM Poland 
Sand 20/40 
40.00 1.00 3000.00 
8:15 Guar_20#_180_SP_.5 2500.00 16228.13 BM Poland 
Sand 20/40 
40.00 1.00 5500.00 
9:49 Guar_20#_180_SP_.5 4000.00 20228.13 BM Poland 
Sand 20/40 
40.00 1.00 9500.00 




4.3 Stress Shadowing Effects in a Homogeneous Formation  
When building the homogenous model grid, average reservoir and geomechanical 
properties of the formation interval were used. The average properties were found by averaging 
digital well logs (Figure 4.1) and GOHFERTM calculated properties over the pay zone interval 
and bounding layers. A permeability of approximately 0.1 mD, Biot’s coefficient of 0.8, porosity 
of 0.08, Poisson’s ratio of 0.2, process zone stress 800 psi, and Young’s modulus of 4.0 × 1	0  
psi are used for the tight sandstone pay interval. The por  ressure gradient is 0.44 psi/ft across 
all zones. Properties of the bounding layers (shale layers above and below the sandstone interval) 
are: permeability of 0.0 mD, porosity of 0.0, Poisson’s ratio of 0.3, Young’s modulus of 3 × 10  
psi, Biot’s coefficient of 0.6, and process zone stress of 1500 psi. These average values were 
used in the homogenous case study as indicated in Figure 4.5, Figure 4.6, Figure 4.7, Figure 4.8 




Figure 4.5 Young’s modulus distribution in pay interval (indicated by the purple color in the 
middle) and bounding layers on top of and beneath the formation interval in the middle 
(indicated by the blue color); on the left hand side is lithology indicator with yellow representing 





Figure 4.6 Poisson’s ratio distribution in pay interval (indicated by the blue color in the middle) 
and bounding layers on top of and beneath the formation interval (indicated by the purple color); 
on the left hand side is lithology indicator with yellow representing sandstone volume, gray shale 
volume, pink dolomite volume and blue limestone volume. 
 
 
Figure 4.7 Water saturation distribution in pay interval (indicated by the blue color in the middle) 
and bounding layers on top of and beneath the formation interval in the middle (indicated by the 
purple color); on the left hand side is lithology indicator with yellow representing sandstone 





Figure 4.8 Reservoir permeability distribution in pay interval (indicated by the orange color in 
the middle) and bounding layers on top of and beneath the pay interval (indicated by the white 
color); on the left hand side is lithology indicator with yellow representing sandstone volume, 




Figure 4.9 Biot’s constant distribution in pay interval and bounding layers; on the left hand side 
is lithology indicator with yellow representing sandstone volume and grey shale volume; yellow 




Hydraulic fractures were created at the measured depth of 16,050 ft with a true vertical 
depth of 13,160 ft, which is further down along the lateral towards the toe of the horizontal well, 
outside the range of the figures displayed. Five hydraulic fractures were created. The pumping 
schedule shown in Table 4.3 was used and was applied to each individual stage. The distance 
between neighboring perforations was 50 ft. Five stages of hydraulic fractures numbered Stage 1 
to Stage 5 (toe to heel) were created sequentially (in the order of Stage 1, Stage 2, Stage 3, Stage 
4 and Stage 5) under two conditions: neglecting the stress shadowing effects and incorporating 
the stress shadowing effects from the previous stage. 
 
4.3.1 Neglecting Stress Shadowing 
In this scenario, interference between fractures was neglect d. Hydraulic fractures were 
created sequentially from toe to heel as if there were no interference from other fractures. With 
the homogeneous reservoir and geomechanical properties as decribed in Figure 4.5 to Figure 4.9, 
and the pumping schedule in Table 4.3, the resulting hydraulic fracture at Stage 1 in the 
homogenous formation is shown in Figure 4.10. Figure 4.10 shows that proppant concentration is 
low at the top of the hydraulic fracture, close to 0 lbs/ft2 as indicated by the color bar and high at 
the bottom of the hydraulic fracture. Grid output proppant co centration in one wing of the 
hydraulic fracture is displayed in Figure 4.11.  
Assuming a bi-wing fracture, symmetric with respect to the wellbore, the concentration 
distribution along the bi-wing fracture is shown in Figure 4.12. Net pressure keeps the hydraulic 
fracture open and propagating. In this homogenous formation, the grid output of net pressure 
inside one wing of the hydraulic fracture at the end of injection is displayed in Figure 4.13. Net 
pressure distribution in the bi-wing hydraulic fracture is seen in Figure 4.14. The width of the 
hydraulic fracture is shown in Figure 4.15 and fracture width distribution in the bi-wing 
hydraulic fracture is displayed in Figure 4.16. 
Fracture propagation is a dynamic process; hence the fracture parameters, including 
width, proppant concentration and net pressure, etc., are time dependent. All the parameters 
profiles are taken immediately after the pumps were shut down. Using fracture conductivity after 





Figure 4.10 3-D view and side view of proppant concentration distribution inside one wing of the 
hydraulic fracture at Stage 1 created in the homogenous formati n; fracture height is in the 




Figure 4.11 Grid output of proppant concentration distribution inside one wing of the hydraulic 
fracture at Stage 1 created in the homogenous formation; the column on the LHS is lithology 




Table 4.3 Pumping schedule that was employed in sensitivity study with 46000 gals slick-water and 35000 lbs 40/70 CarboProp 
Elapsed time 
(min: sec) 












0:00 SlickWater_180F 11000.00 11000.00 <None> 20.00 0.00 0.00 
13:06 SlickWater_180F 9000.00 20000.00 CarboProp 
40/70 
40.00 1.00 9000.00 
18:39 SlickWater_180F 8000.00 28000.00 CarboProp 
40/70 
40.00 1.50 21000.00 
23:40 SlickWater_180F 7000.00 35000.00 CarboProp 
40/70 
40.00 2.00 35000.00 
28:09 SlickWater_180F 10999.99 45999.99 CarboProp 
40/70 
40.00 0.00 35000.00 











Figure 4.12 Proppant concentration distribution inside the hydraulic fracture at Stage 1 created in 
the homogenous formation The horizontal well goes into ad out of the page at the propped 
length of 0 ft and fracture height of 25 ft; the blue circle and the yellow cylinders illustrate the 
well and the perforation, respectively.  
 
 
Figure 4.13 Net pressure distribution inside one wing of the hydraulic fracture at Stage 1 created 
in the homogenous formation at the end of injecting hydraulic fracturing fluids; the column on 





Figure 4.14 Net pressure distribution inside the hydraulic fractu e at Stage 1 created in the 
homogenous formation. The horizontal well goes into and out of the page at the propped length 
of 0 ft and fracture height of 25 ft; the blue circle and the yellow cylinders illustrate the well and 
the perforation, respectively.  
 
 
Figure 4.15 Fracture width distribution inside one wing of the hydraulic fracture at Stage 1 
created in the homogenous formation; the column on the LHS is lithology indicator with yellow 





Figure 4.16 Fracture width distribution inside the hydraulic fra ture at Stage 1 created in the 
homogenous formation when neglecting stress shadowing effects. The horizontal well goes into 
and out of the page at the propped length of 0 ft and fracture height of 25 ft; the blue circle and 
the yellow cylinders illustrate the well and the perforation, respectively. 
 
 
Figure 4.17 Permeability distribution inside the hydraulic fra ture at Stage 1 created in the 
homogenous formation when neglecting stress shadowing effects. The horizontal well goes into 
and out of the page at the propped length of 0 ft and fracture height of 25 ft; the blue circle and 




Permeability distribution for this Stage 1 hydraulic fracture is calculated and displayed in 
Figure 4.17. Fracture height is well contained at 55 ft 	in the homogeneous formation. It is worth 
noting that fracture permeability is time dependent because fracture conductivity changes with 
time and so do fracture profiles. When ignoring the stres shadowing effects, the permeability 
distribution in Stage 2, Stage 3, Stage 4 and Stage 5 are shown in Figure 4.18a – 4.18d. These 
figures show that although the fracture permeability profiles are not identical they are quite 
similar.  
The resulting parameters of the five hydraulic fracture stages, including closure pressure 
gradient, average width, estimated flowing fracture length, average proppant concentration, 
average fracture height, estimated flowing fracture volume (FFV, obtained by multiplication of 
estimated flowing fracture length, average fracture width and average fracture height) and fluid 
efficiency are displayed in Table 4.4. Estimated flowing fracture length is defined as the length 

























Figure 4.18 Permeability distribution in hydraulic fracture at Stage 2 (a), Stage 3(b) Stage 4(c) and Stage 5 (d) created in th  
homogenous formation when neglecting stress shadowing effects. The horizontal well goes into and out of the page at the propped 
























 (psi/ft)  
Fracture 
conductivity 






1 152 60 0.624 0.141 0.602 19.6 107 
2 150 60 0.629 0.141 0.602 20.2 106 
3 141 60 0.560 0.141 0.602 16.9 99 
4 148 60 0.623 0.141 0.602 20.0 105 










4.3.2 Incorporating Stress Shadowing 
As in Section 4.3.1, five stages of hydraulic fractures were created sequentially from toe 
to heel with a fracture spacing of 50 ft. However, in this ca e, the stress shadowing effects from 
neighboring fractures are taken into account. The permeability profile of the hydraulic fracture at 
Stage 1 is displayed in Figure 4.19. It can be seen that this permeability profile is identical to 
Stage 1 in Figure 4.17 when the stress shadowing effect is neglected. This is because when 
creating Stage 1, no previous injection of hydraulic fracturing fluids has occurred, hence the 
local stress distribution is intact. The permeability profile at Stage 2 is displayed in Figure 4.20a. 
After creating the first hydraulic fracture, the local stre s is changed due to fluids and sand 
propagation in the rock. As a result, propagation of the hydraulic fracture at Stage 2 is affected, 
leading to a change in the permeability distribution profile in the hydraulic fracture at Stage 2 
even though the formation is homogenous and the pumping schedule is the same for each stage. 
Because of the stress shadowing effects between these stages, profiles of fracture permeability 
are different as shown in Figure 4.20a-d for Stage 2, Stage 3, Stage 4 and Stage 5, respectively.  
 
Figure 4.19 Permeability distribution inside the hydraulic fra ture at Stage 1 created in the 
homogenous formation when considering stress shadowing effects The horizontal well goes into 
and out of the page at the propped length of 0 ft and fracture height of 25 ft; the blue circle and 





Figure 4.20 Permeability distribution in hydraulic fractures at Stage 2 (a), Stage 3(b) Stage 4(c) and Stage 5 (d) created in the 
homogenous formation when neglecting stress shadowing effects. The horizontal well goes into and out of the page at the propped 
































1 152 60 0.624 0.141 0.602 19.6 107 
2 72 45 0.272 0.079 0.667 6.9 21 
3 145 55 0.578 0.137 0.618 17.1 91 
4 110 45 0.371 0.076 0.664 7.1 31 







Comparing the permeability distribution profiles at each stage in Figure 4.19 and Figure 
4.20, it can be seen that stress shadowing effects have strongly influenced the fracture 
permeability distribution profiles and that average fracture height also varied. It is expected that 
this change in fracture profiles would lead to variations in production from stage to stage. For 
comparison, the resulting parameters of the five hydraulic fractures when considering stress 
shadowing effects are displayed in Table 4.5.  
 
4.3.3 Comparison of Resulting Fractures When Including and Ignoring Stress Shadowing  
In the same homogenous formation, with the same pumping schedule, the resulting 
fracture profiles are different when stress shadowing effects are considered and when they are 
neglected. Certain hydraulic fracture parameters at each st ge, first when ignoring stress 
shadowing effects and then when taking stress shadowing effects into account are indicated by 
the blue and red lines in Figure 4.21a – 4.21d and Figure 4.22a – 4. 2d, respectively. It can be 
seen in Figure 4.21a and Figure 4.21d that closure pressure and average fracture widths at all 
stages are the same, due to the homogenous characteristics in the formation when the stress 
shadowing effect is not considered. 
It is worth noting that all parameters are taken at the end of pumping at each stage. There 
is no time delay between stages. When taking the stress shadowing effects into account, the 
changes in fracture parameters are stated in Table 4.6. The closure pressure gradient at Stage 2 
was increased by 11% when compared with Stage 1. As a result, the average fracture width at 
Stage 2 dropped by 44%, because the increased closure pressure gradient makes the rock harder 
to open. The resulting narrower fracture at Stage 2 will then have a smaller influence on the 
following stage, thus, the closure pressure gradient at Stage 3 (2.7% higher than that of Stage 1) 
is lower compared with that at Stage 2. Thus, the fracture width at Stage 3 is larger compared 
with Stage 2 and it is 2.8% narrower than the average width at Stage 1. This larger fracture at 
Stage 3 will then have a stronger stress shadowing effect on the subsequent stage, hence, the 
closure pressure gradient at Stage 4 (10.3% increase from closure pressure gradient at Stage 1) 
increased compared to Stage 3. Thus the average fracture width at Stage 4 dropped 46.3 % 
compared to Stage 1. This narrow hydraulic fracture has less effect on Stage 5, so the closure 
pressure gradient at Stage 5 is 2.0% higher and its average fracture width is 0.7% narrower than 




created sequentially along the horizontal wellbore lateral. When comparing average proppant 
concentration at each fracture, it is obvious (Figure 4.21b) that average proppant concentration 
varies much more from stage to stage when considering stress shadowing effects than it does 
when ignoring stress shadowing effects. When the closure pressure gradient is high, the 
associated fracturing fluid leakoff in the formation matrix is larger; hence, the proppant 
concentration is lower at Stage 2 and Stage 4.  
 
Table 4.6 Summary of changes in fracture parameters when compared with Stage 1 under the 




















1 0 0 0 0 0 
2 11.0 -44.0 -80.2 -80.3 -52.7 
3 2.7 -2.8 -15.0 -13.0 -4.6 
4 10.3 -46.3 -70.8 -68.3 -27.5 
5 2.0 -0.7 -8.0 15.0 1.0 
 
It can be seen in Figure 4.21c that when neglecting stress shadowing, estimated flowing 
fracture length is relatively constant in all five stages. However, when considering the stress 
shadowing effects, estimated flowing fracture length at Stge 2 decreased by 52.7% when 
compared with Stage 1 and it varied for subsequent stages.  
As shown in Figure 4.22a, fracture height is well contained when ignoring the stress 
shadowing effects (blue line). However, when considering stress shadowing effects, fracture 
height decreased at Stage 2 because of the increased leakoff of fracturing fluids as a result of 
high closer pressure at Stage 2. Similarly, changes in fracture height for subsequent stages can be 
explained. A difference in fluid efficiency was observed when first considering and subsequently 
ignoring the stress shadowing effects as displayed in Figure 4.22c. The estimated average 
flowing fracture volumes at each stage under two conditions were compared as shown in Figure 
4.22d. When considering the stress shadowing effects, it was found that estimated flowing 
fracture volume decreased by 80.2%, 15%, 70.8% and 8.0% at Stage 2, Stage 3, Stage 4 and 
Stage 5, respectively, when compared with Stage 1. As indicate  in Figure 4.22b, fracture 




effects. However, fracture conductivity decreased by 80.3%, 13%,68.3% at Stage 2, Stage 3 and 
Stage 4, respectively, because of changes in fracture width and proppant concentration at each 
stage. Fracture conductivity increased by 15% at Stage 5 because of an increased average 
fracture width caused by a less stress shadowing effect from Stage 4 (fracture at Stage 4 is 
small).  
Figure 4.23 shows that coefficient of variation (standard deviation normalized by the 
mean value) for the parameters in Table 4.4 and Table 4.5.  It can be seen in Figure 4.23 that 
when neglecting the stress shadowing effects, the fracture parameters at the five stages do not 
vary as much as they do when considering the stress shadowing effects in the homogenous 
formation.  
 
4.4 Stress Shadowing Effect in a Heterogeneous Formation  
In practice, a perfectly homogenous formation as described in Section 4.3 does not exist. 
Reservoir rocks are heterogeneous with respect to both depand space. As seen in Figure 4.1, 
heterogeneity of these properties along depth is observed. Applying the vertically heterogeneous 
formation properties along the lateral extent of the formation yields the heterogeneous formation 
for this study. Distributions of geomechanical and reservoir pr perties are shown in Figure 4.24 
to Figure 4.29.  
Young’s modulus ranges between 3.40 to 3.97 x 106  psi, Poisson’s ratio changes 
between 0.22 and 0.27. Porosity falls in between 0.025 to 0.123. Permeability ranges from 0.177 
x 10-3 mD  to 0.188 mD. Biot’s coefficient ranges between 0.69 and 0.81.Water saturation is 
between 0.41 and 0.88 in the formation interval.  
In the heterogeneous formation, two sets of five hydraulic fractures, spaced 50 ft apart 
were sequentially created from Stage 1 to Stage 5 (toe to heel) under two conditions: the first 
when neglecting stress shadowing effects and the second when considering stress shadowing 
effects. The pumping schedule employed for each individual stage under the two conditions was 







Figure 4.21 Comparison of average fracture parameters at the five transverse fractures spaced 50 ft apart, corresponding to Stages 1 to 





Figure 4.22 Comparison of average fracture parameters at the five transverse fractures spaced 50 ft apart, corresponding to Stages 1 to 





Figure 4.23 Comparison of coefficient of variation of parameters at the five fractures with FS = 50 ft created in the homogeneous 





Figure 4.24 Young’s modulus distribution in formation interval and bounding layers for the 
heterogeneous formation, the column on the LHS is lithology indicator with yellow representing 
sandstone volume and gray shale volume.  
 
 
Figure 4.25 Poisson’s ratio distribution in formation interval and bounding layers for the 
heterogeneous formation, yellow line represents wellbore; the column on the LHS is lithology 






Figure 4.26 Porosity distribution in formation interval and bounding layers for the heterogeneous 
formation; the column on the LHS is lithology indicator with yellow representing sandstone 
volume and grey shale volume.  
 
 
Figure 4.27 Permeability distribution in formation interval and bounding layers for the 
heterogeneous formation; the column on the LHS is lithology indicator with yellow representing 






Figure 4.28 Biot’s coefficient distribution in formation interval and bounding layers for the 
heterogeneous formation; the column on the LHS is lithology indicator with yellow representing 
sandstone volume and grey shale volume.  
 
 
Figure 4.29 Water saturation distribution in formation interval and bounding layers for the 
heterogeneous formation; the column on the LHS is lithology indicator with yellow representing 





4.4.1 Stress Shadowing Effects 
In this section, the resulting parameters of hydraulic fra tures created in the 
heterogeneous formation first when neglecting and then when considering stress shadowing 
effects are compared. 
The proppant concentration grid output for one wing of the hydraulic fracture at Stage 1 
is displayed in Figure 4.30. The proppant concentration distribution is caused by fracturing fluids 
velocity distribution along the fracture length (X direction in this case) as shown in Figure 4.31, 
as velocity and viscosity determines the carrying capacity of fracturing fluids. That is why where 
the absolute values of velocity are low, settling and dunning behavior of proppants is observed.   
A bi-wing hydraulic fracture is assumed and proppant distribution in the bi-wing fracture is 
shown in Figure 4.32.  
 
 
Figure 4.30 Grid output of proppant concentration distribution inside one wing of the hydraulic 
fracture at Stage 1 created in the heterogeneous formatin; the column on the LHS is lithology 





Figure 4.31 Grid output of velocity distribution inside one wing of the hydraulic fracture at Stage 
1 created in the heterogeneous formation; the column on the LHS is lithology indicator with 
yellow representing sandstone volume and gray shale volume. 
 
 
Figure 4.32 Proppant concentration distribution inside the hydraulic fracture at Stage 1 created in 
the heterogeneous formation. The horizontal well goes into and out of the page at the propped 
length of 0 ft and fracture height of 15 ft; the blue circle and the yellow cylinders illustrate the 




It can be seen from Figure 4.33  that net pressure inside one hydraulic fracture varies with 
depth (vertical axis). This is due to variation in geomechanical properties with depth in the 
heterogeneous formation. In the middle of the formation interval (10 - 20 ft in terms of fracture 
height), net pressure was less than 100 psi. As a result, propagation of a hydraulic fracture in this 
middle interval is restricted and proppant concentration (Figure 4.32) is low, creating of very 
narrow fracture (less than 0.05 in). The resulting fracture permeability, as shown in Figure 4.34, 
is low in the middle of the formation interval. 
 
 
Figure 4.33 Net pressure distribution inside the hydraulic fractu e at Stage 1 created in the 
heterogeneous formation. The horizontal well goes into a d out of the page at the propped length 
of 0 ft and fracture height of 15 ft; the blue circle and the yellow cylinders illustrate the well and 
the perforation, respectively. 
 
Fracture width distribution is shown in Figure 4.35. A larger fracture width corresponds 
to a higher net pressure when comparing the fracture width profile in Figure 4.35 and the net 
pressure profile in Figure 4.33. Fracture permeability depends o  proppant concentration and 
fracture width.  Figure 4.34 displays the fracture permeability distribution. The layering observed 
in fracture parameters, including net pressure, permeability and width as shown in Figure 4.33, 






Figure 4.34 Permeability distribution inside the hydraulic fra ture at Stage 1 created in the 
heterogeneous formation when ignoring stress shadowing effects. The horizontal well goes into 
and out of the page at the propped length of 0 ft and fracture height of 15 ft; the blue circle and 
the yellow cylinders illustrate the well and the perforation, respectively. 
 
Figure 4.35 Width distribution inside the hydraulic fracture at Stage 1 created in the 
heterogeneous formation. The horizontal well goes into a d out of the page at the propped length 
of 0 ft and fracture height of 15 ft; the blue circle and the yellow cylinders illustrate the well and 




When ignoring the stress shadowing effects, the resulting permeability distribution 
profiles at Stages 2 - 5 are displayed in Figure 4.36. It can be seen that fracture permeability 
profiles at all stages are not identical but they all ranged between 0 md and 350 mD (where 0 is 
referring to formation matrix permeability (as low as 1.0 × 10  mD)). Different friction loss 
associated with different flow paths for fluids entering different stages caused difference in 
fracture parameters, like proppant concentration, fracture width, etc. This difference further 
caused slight differences in hydraulic fracture permeability profile shown in Figure 4.36 . 
When ignoring the stress shadowing effects, the resulting permeability distribution 
profiles at Stages 2 - 5 are displayed in Figure 4.36. It can be seen that fracture permeability 
profiles at all stages are not identical but they all ranged between 0 md and 350 mD (where 0 is 
referring to formation matrix permeability (as low as 1.0 × 10  mD)). Different friction loss 
associated with different flow paths for fluids entering different stages caused difference in 
fracture parameters, like proppant concentration, fracture width, etc. This difference further 
caused slight differences in hydraulic fracture permeability profile shown in Figure 4.36. 
Fracture permeability profiles at all five stages when stres  shadowing effects are incorporated, 
are displayed in Figure 4.37 and Figure 4.38a – 4.38d.  
In Stage 1, the hydraulic fracture permeability distribution profile is identical to the case 
when stress shadowing effects are neglected, as shown by comparing Figure 4.34 and Figure 
4.37. This is because the formation had not yet been aff cted by injection of hydraulic fracturing 
fluids.  
Fracture permeability distribution at Stage 2, seen in Figure 4.38a differed significantly 
 from Stage 1 (Figure 4.37) as a result of the stress shadowing effects. Fracture height reduced by 
almost 50% and fracture length also reduced. Because of the stress shadowing induced by Stage 
2, the permeability distribution profile at Stage 3, as shown in Figure 4.38a, is different from 
both Stage 1 and Stage 2 (Figure 4.37 and Figure 4.38a). Stress shadowing effects from 








Figure 4.36 Permeability distribution inside the hydraulic fra tures at Stages 2 -5 created in the heterogeneous formation when 
ignoring stress shadowing effects. The horizontal wellgoes into and out of the page at the propped length of 0 ft and fracture height of 





Figure 4.37 Permeability distribution inside the hydraulic fra ture at Stage 1 created in the 
heterogeneous formation when considering stress shadowing effects. The horizontal well goes 
into and out of the page at the propped length of 0 ft and fr cture height of 15 ft; the blue circle 
and the yellow cylinders illustrate the well and the perforati n, respectively. 
 
In order to further compare the results of fractures crated under the two conditions: 
either neglecting or considering stress shadowing effects, fracture parameters shown in Table 4.8 
and Table 4.9 were plotted in order to visualize the difference. Fracture parameters at each stage, 
both when ignoring stress shadowing effects and when considering stress shadowing effects, are 
indicated by the blue and red lines, respectively, as seen in Figure 4.39a – 4.39d and  Figure 
4.40a – 4.40d.  
Figure 4.39a indicates that closure pressure and fracture widths at all stages are the same 
due to aerial homogeneity of the formation. Table 4.7 summarizes the changes in fracture 
parameters at all stages in the heterogeneous formation. When taking the stress shadowing effect 
into account, the closure pressure gradient at Stage 2 increased by 27.6% compared with Stage 1. 
As a result, fracture width at Stage 2 dropped by 58%, as the increased closure pressure gradient 
makes the rock harder to open. The resulting narrower fracture at Stage 2 had a smaller influence 
on the Stage 3. Thus, closure pressure gradient at Stage 3 was only 1.6% higher than Stage 1 and 
it was lower compared with Stage 2. Hence, fracture width at Stage 3 is larger compared with 




gradient at Stage 4 (which represented an 11.8% increase from the closure pressure gradient at 
Stage 1) increased compared with that of Stage 3. Correspndingly, fracture width at Stage 4 
dropped 32 % compared with Stage 1. This narrow hydraulic fracture has less stress shadowing 
effect on Stage 5, leaving the closure pressure gradient at Stage 5 5.3% higher than Stage 1. It 
represents a width 1.2% narrower than the width at Stage 1.  
When comparing average proppant concentration at each fracture, it is obvious (Figure 
4.39c) that proppant concentration varies much more fromstage to stage than it does when 
ignoring stress shadowing effects.  
Figure 4.39d indicates that when neglecting stress shadowing, estimated flowing fracture 
length does not vary significantly from stage to stage. However, when considering the stress 
shadowing effects, fracture length at Stage 2 decreased by 98% compared with Stage 1. This is 
because fracture at Stage 2 is narrow due to the stress shadowing effects as shown in Figure 
4.39b. This small fracture width increased restriction for fracturing fluids to enter the hydraulic 
fracture and increased fracturing fluids leakoff into the formation (both matrix and pressure 
dependent leakoff). As a result, it ends up with a shorter fracture. At Stage 3, the fracture is 6.5% 
wider than the width at Stage 1. This creates less restriction for fracturing fluids to enter, hence 
fracture length at Stage 3 increased by 46% when compared with Stage 1. At Stage 4, the 
hydraulic fracture is narrow because of stress shadowing effects from Stage 3. Stage 4 is closer 
to heel than Stage 3 and Stage 1, fracture fluids experience l ss friction loss to enter Stage 4, 
leaving hydraulic fracture at Stage 4 even 3.6% longer than length at Stage 1. Wider fracture at 
Stage 5 makes it easier for fracture fluids to enter, resulting in a fracture 2.7% longer than Stage 
1.  
As shown in Figure 4.40a, fracture height is well contained when ignoring the stress 
shadowing effects (blue line). When considering the stress shadowing effects, a drop in fracture 
height is observed at Stage 2 and Stage 4 due to more leakoff ass ciated with larger closure 
pressure gradient. Because of the change in closure pressure gradients, differences in fluid 
efficiencies were observed when considering and ignoring stress shadowing effects as displayed 
in Figure 4.40c. However, when ignoring the stress shadowing effects, fluid efficiency does not 
vary significantly from stage to stage. Flowing fracture volume of fractures at each stage under 
the two conditions were also compared as shown in Figure 4.40d; when ignoring the stress 




stage. When considering stress shadowing effects, flowing fracture volume decreased by 98.5%, 
22.2%, 76.7% and 68.0% at Stage 2, Stage 3, Stage 4 and Stage 5, resp ctiv ly. As indicated in 
Figure 4.40b, fracture conductivity is relatively constant when neglecting the stress shadowing 
effects. However, fracture conductivity decreased by 75.0% and 98.8% at Stage 2 and Stage 4 
due to increased closure pressure at these two stages. Fracture conductivity increased by 77.5% 
and 1.4% at Stage 3 and Stage 4, respectively, because of their associated average fracture 
widths and proppant concentration at these two stages.  
 
Table 4.7 Summary of changes in fracture parameters when compared with Stage 1 when 




















1 0 0 0 0 0 
2 27.6 -58 -90 -75.0 -98.5 
3 1.6 6.5 46 77.5 -22.2 
4 11.8 -32 3.6 -98.8 -76.7 
5 5.3 -1.2 2.7 1.4 -68 
 
When comparing the coefficient of variation (standard deviation normalized by the mean 
value) of hydraulic fractures created in the heterogeneous formations, it can be seen in Figure 
4.41 that when neglecting stress shadowing effects, the fracture parameters at five stages do not 
vary as much as they do when considering the interferenc. The variation is caused by stress 
shadowing effects and also the friction pressure difference associated with different flow paths 
for fracturing fluids entering different stages.  
In conclusion, variation of proppant concentration, width, and fracture permeability 
inside each hydraulic fracture was observed. The difference between neighboring hydraulic 
fractures caused by stress shadowing effects and friction pressure loss in the heterogeneous 
formation was significant when compared with the case where stress shadowing effects are 
neglected. The changes in resulting fracture profiles, including conductivity and permeability, 
may very likely lead to differences in production from these fractures. Hence, it is important to 
incorporate the stress shadowing effects in any multistage fr cturing model. The difference in 
fracture profiles created in both homogeneous and heterogene us formation indicates that 





Figure 4.38 Permeability distribution inside the hydraulic fra tures at Stages 2 -5 created in the heterogeneous formation when 
ignoring stress shadowing effects. The horizontal wellgoes into and out of the page at the propped length of 0 ft; the blue circle and 




Table 4.8 Parameters of Five Fractures with Fracture Spacing = 50 ft created sequentially in a heterogeneous formation when 


















 (psi/ft)  
Fracture 
conductivity 





1 116 30 0.177 0.245 0.627 4.423 71 
2 128 30 0.186 0.242 0.627 4.905 78 
3 128 30 0.182 0.248 0.627 4.698 79 
4 116 30 0.177 0.243 0.627 4.430 71 
5 128 30 0.185 0.244 0.627 4.851 78 
 
 



















 (psi/ft)  
Fracture 
conductivity 





1 116 30 0.177 0.245 0.627 4.423 71 
2 12 10 0.00387 0.103 0.800 1.104 1 
3 169 15 0.428 0.261 0.628 7.851 55 
4 120 10 0.177 0.165 0.701 0.055 17 





Figure 4.39 Comparison of average fracture parameters at five transverse fractures spaced 50 ft apart, corresponding to Stages 1 to 5 






Figure 4.40 Comparison of average fracture parameters at five transverse fractures spaced 50 ft apart, corresponding to Stages 1 to 5 
(toe to heel), when considering and neglecting stress shadowing effects between neighboring fractures.
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Figure 4.41 Comparison of coefficient of variation of five transverse fractures spaced 50 ft apart in a heterogeneous formation, 





    
4.4.2 Effects of Fracture Spacing  
During the hydraulic fracturing process in horizontal wells, perforation clusters can be 
placed apart at different distances. In this study, six different spacings between neighboring 
fractures, from 50 ft up to 600 ft, are used in order to see the ffects of fracture spacing (FS) on 
stress shadowing. For consistency, the same treatment schedule as in Table 4.2 is employed for 
each stage. For each spacing, five fractures were created sequentially. Fractures are created in the 
heterogeneous formation described in the beginning Section 4.4. Fracture parameters, including 
closure pressure gradient, average fracture width, estimated flowing fracture length, average 
fracture height, etc. were examined. For all six spacings, the fracture parameters are identical in 
Stage 1 because when creating hydraulic fractures at Stage1, no impact from previous hydraulic 
fractures exists. Resulting fracture parameters for the six different fracture spacings are stated in 
Table 4.10, Table 4.11, Table 4.12, Table 4.13, Table 4.14 and T ble 4.15.  
 
Table 4.10 Parameters of five hydraulic fractures created sequentially in the heterogeneous 
formation when Fracture Spacing = 50 ft 


















1 0.627 116 0.245 30 0.177 71.0 
2 0.800 12 0.103 10 0.00387 1.1 
3 0.628 169 0.261 15 0.428 55.2 
4 0.701 120 0.165 10 0.177 16.5 
5 0.660 113 0.242 10 0.534 22.7 
 
 
Table 4.11 Parameters of five hydraulic fractures created sequentially in the heterogeneous 
formation when Fracture Spacing = 100 ft 


















1 0.627 116 0.245 30 0.177 71.0 
2 0.698 106 0.151 10 0.109 13.4 
3 0.649 133 0.242 15 0.236 40.3 
4 0.681 127 0.153 15 0.145 24.3 







    
Table 4.12 Parameters of five hydraulic fractures created sequentially in the heterogeneous 
formation when Fracture Spacing = 200 ft 


















1 0.627 116 0.245 30 0.177 71.0 
2 0.661 138 0.175 20 0.205 40.4 
3 0.655 140 0.181 20 0.200 42.3 
4 0.655 141 0.182 20 0.200 42.8 
5 0.655 140 0.184 20 0.199 43.0 
 
Table 4.13 Parameters of five hydraulic fractures created sequentially in the heterogeneous 
formation when Fracture Spacing = 400 ft 


















1 0.627 116 0.245 30 0.177 71.0 
2 0.643 128 0.223 25 0.174 59.5 
3 0.642 128 0.226 25 0.174 60.2 
4 0.642 128 0.227 25 0.172 60.4 
5 0.643 127 0.228 25 0.170 60.5 
 
Table 4.14 Parameters of five hydraulic fractures created sequentially in the heterogeneous 
formation when Fracture Spacing = 500 ft 


















1 0.627 116 0.245 30 0.177 71.0 
2 0.640 126 0.231 25 0.178 60.8 
3 0.639 126 0.232 25 0.176 60.8 
4 0.639 126 0.233 25 0.171 60.9 
5 0.638 125 0.233 25 0.169 60.8 
 
Table 4.15 Parameters of five hydraulic fractures created sequentially in the heterogeneous 
formation when Fracture Spacing = 600 ft 


















1 0.627 115.9 0.245 30 0.177 71.0 
2 0.638 123.5 0.234 25 0.181 60.2 
3 0.637 123.8 0.236 25 0.178 60.9 
4 0.637 123.7 0.236 25 0.174 60.8 




    
In the heterogeneous (areal homogeneous) formation, variations in fracture parameters 
from stage to stage were observed for all different fractu e spacings. As seen in Figure 4.42, 
when fracture spacing is 50 ft, the closure pressure gradient at Stage 2 increased by 28% 
compared to Stage 1. The closure pressure gradient at Stage 2 incr ased by 11.3%, 5.4%, 2.5%, 
2.1%, 1.8% for fracture spacing of 100 ft, 200 ft, 400 ft, 500 ft, and 600 ft, respectively. As 
shown in Figure 4.43, the increase in closure pressure gradient at Stage 2 decreases with 
increasing spacing between Stage 1 and Stage 2. As a result, stress shadowing effects decrease 
with increasing fracture spacing. Correspondingly, the reduction in fracture width at Stage 2, 
when compared with width at Stage 1, gets smaller (Figure 4.44). Figure 4.44 shows that fracture 
width at Stage 2 decreased by 58%, 38%, 29%, 9%, 6% and 4.5% for fractu e spacing of 50 ft, 
100 ft, 200 ft, 400 ft, 500 ft, and 600 ft respectively. This is because hydraulic fractures open 
against a closure pressure, the higher the closure pressure gradi nt is, the more leakoff is 
expected. This results in a smaller average fracture width. 
Fracture width is inversely related to closure pressure gradient. When fracture spacing is 
50 ft, the associated stress shadowing effects from Stage 1 is large, leading to a 28% increase in 
closure pressure gradient and a corresponding 58% decrease in fracture width at Stage 2. Being 
only 0.103 in in average width, the fracture at Stage 2 is small enough not to have an apparent 
stress shadowing effect on Stage 3, hence closure pressure gradi nt at Stage 3 dropped to a value 
close to that at Stage 1. Consequently, the fracture is wider at Stage 3 when compared with Stage 
2. When fracture spacing is increased to 100 ft, as indicated by the orange curve, closure 
pressure gradient increased at Stage 2 but not as dramatically s observed in the case with the 
fracture spacing of 50 ft; and fracture width decreased accordingly at Stage 2. This pattern of 
fracture closure pressure and fracture width is repeated as more and more stages are created, is 
shown in Figure 4.45. 
When comparing average fracture height (Table 4.10, Table 4.11, Table 4.12, Table 4.13, 
Table 4.14 and Table 4.15.), it can be seen fracture height does not vary with fracture spacing as 
it is determined by the rock geomechanical properties for this case study. Multiplication of 
estimated flowing fracture length, average fracture width and average fracture height yields 
estimated flowing fracture volume. As seen in Figure 4.47, fracture flowing volume variation is 
large when the stress shadowing effect is stronger (FS = 50 ft 	and 100 ft). This change in 
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estimated flowing fracture volume decreases with increasing fracture spacing as observed in 
Figure 4.47b.  
 
 
(a) Closure gradient at each stage for six fracture spacings. 
 
(b) Percentage of difference in closure pressure at each stge when compared to Stage 1.  
Figure 4.42 (a) Closure pressure gradients at five fractures and (b) their difference from closure 




    
 
Figure 4.43 Relationship between closure pressure gradient increase (in percentage) at Stage 2 
when compared with Stage 1 and fracture spacing between Stage 1 and Stage 2. Hydraulic 
fracture at Stage 2 is created after Stage 1. 
 
The effect of stress shadowing on estimated flowing fractu e length was also observed. 
As indicated by Figure 4.46, estimated flowing fracture length varies a lot from stage to stage 
with small fracture spacings (FS = 50 ft and FS = 100 ft) due to the larger stress shadowing 
effects. When fracture spacing is larger, the change in estimated flowing fracture length from 
Stage 1 to Stage 5 is smaller. Estimated flowing fracture length increases as it moves towards 
stages at the heel. This can be attributed to the decrease in friction loss associated with shorter 
flow path of fracturing fluids. For the case of 50 ft fracture spacing, at Stage 2, the estimated 
flowing fracture length is only 12 ft. The reason is that e stress shadowing effects from the 
previous stage leads to a very high closure pressure, which causes more leakoff, resulting in a 
narrower fracture and low fluid efficiency. When comparing the four cases with FS = 200 ft, 400 
ft, 500 ft, and 600 ft, the longest fractures were found with FS = 200 ft. This is due to the fact 
that among these four cases, 200 ft is the shortest fracture spacing with the largest stress 
shadowing effects; hence fracture width is smaller (Figure 4.44). The injected fluid volume is the 
same, so the estimated flowing fracture length at Stage 2 is larger. As the pumping schedule for 
each stage is identical in all cases, with narrower hydraulic fractures, longer lengths were 
observed (mass balance). In terms of difference in estmated fracture flowing length at Stage 2, 
3, 4 and 5 from Stage 1 for all six cases, it gets smaller with increasing fracture spacing.  
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(a) Average fracture width at each stage for the six spacings. 
 
(b) Percentage of difference in average fracture width when compared with stage 1.  
 
Figure 4.44 (a) Comparison of average widths of five fractures and (b) their difference from 





    
 
Figure 4.45 Closure pressure gradient and fracture width of hydraulic fractures at 20 stages, 
created sequentially from toe to heel with FS=100 ft. The stress shadowing effects are taken into 
account.  
 
Hydraulic fracture conductivity depends largely on proppant concentration. As displayed 
in Figure 4.48, proppant concentration varies at each stage and it also changes with width 
fracture spacing when the same pumping schedule was used to stimulate each stage. The 
variation in proppant concentration leads to differences in fracture conductivity and eventually 
differences in fracture permeability. Therefore, production will be affected.  
As shown in Figure 4.49a, the standard deviation of fracture closure pressure gradients 
and average fracture width (Figure 4.49b) of fractures at five stages decrease with increasing 
fracture spacing. The same behavior was found for standard deviation of estimated flowing 
fracture length, average fracture height, estimated flowing fracture volume and average proppant 
concentration as displayed in Figure 4.49c– 4.49f It can be concluded that the larger the fracture 
spacing is, the more uniform the resulting fracture properties are between stages. When fractures 
are closely spaced, variations in fracture parameters ar not negligible as a result of the 
associated large stress shadowing effects. In conclusion, fracture spacing effects stress 




    
 
(a) Estimated flowing fracture length at each stage for six spacings. 
 
(b) Percentage of difference in flowing fracture length when compared with stage 1.  
 
Figure 4.46 (a) Estimated flowing lengths of fractures at the five stages and (b) their difference 





    
 
(a) Estimated flowing fracture volume at each stage for six spacings. 
 
(b) Percentage of difference in flowing fracture length when compared with stage 1.  
 
Figure 4.47 (a) Estimated flowing volume of each hydraulic fra ture and (b) their difference 





    
 



















    
 
(a) STDEV of closure gradients.                      (b) STDEV of average fracture width. 
  
 
  (c) STDEV of estimated flowing fracture length.  (d) STDEV of fracture height.                       
 
 
      (e) STDEV of flowing fracture volume.         (f) STDEV of proppant average concentration.  
 




    
4.4.3 Effect of Fracture Sequence  
In this section, five fractures are created in varying order. The treatment job schedule in 
Table 4.1 (Treatment job C) is employed for each stage. Three different fracture sequences, 
sequential (consecutive), simultaneous and alternate, wer studied. Sequential fracturing implies 
fracture creation from toe to heel. Simultaneous fracturing is creating fractures at five points of 
perforations at the same time; the proppant amount and fluid volume is five times that of a single 
perforation. In simultaneous fracturing, each perforation had equal opportunity to take fluid as 
determined by the stresses and friction values calculated wi hin the model (Wheaton et al. 2014).  
In alternate fracturing, five fractures were created in the order of Stage 1, Stage 3, Stage 5, Stage 
2 and Stage 4. Fracture spacing is 100 ft. The parameters of the five hydraulic fractures created 
through the three different sequences are summarized in Table 4.16, Table 4.17 and Table 4.18, 
where it can be seen that fracture parameters at the sam  interval are different when the fracture 
sequence is not the same, even though the treatment job is the same. In simultaneous fracturing, 
the resulting fracture profiles vary at each stage (Table 4.18), indicating that the pumped fluids 
and proppants are not evenly distributed among five entry points. To demonstrate the different 
fracture profiles at the same point from different fracture sequences, fracture profiles at Stage 5 
for alternate fracturing and simultaneous fracturing are shown in Figure 4.50 and Figure 4.51 as 
an example.  
Figure 4.52 indicates that fracture sequence affects closure pressure gradient at each 
transverse fracture. The coefficient of variation in closure pressure gradients are 3.9 % and 1.8% 
for sequential fracturing and alternate fracturing, respectively. The increase of the closure 
pressure gradient at Stage 2 doubled when fractures were creat d sequentially (consecutively), 
thus the alternate fracturing reduced stress shadowing effect from Stage 1 on Stage 2 by 50%. In 
simultaneous fracturing, the fractures are communicating w th each other, so the closure pressure 






    


















 (psi/ ft)  
Fracture 
conductivity 
 (mD − ft) Estimated flowing fracture volume 
(ft ) 
1 173 20 0.890 0.270 0.632 28.20 78.0 
2 121 15 0.134 0.019 0.686 0.41 2.9 
3 150 25 1.050 0.257 0.635 36.23 80.3 
4 142 15 0.208 0.154 0.682 1.51 27.3 
5 220 10 1.106 0.192 0.651 37.40 35.2 
 


















 (psi/ ft)  
Fracture 
conductivity 
 (mD − ft) Estimated flowing fracture volume 
(ft ) 
1 173 20 0.890 0.270 0.632 28.20 78.0 
2 194 15 0.603 0.121 0.659 13.66 29.3 
3 193 20 0.594 0.131 0.655 13.50 42.1 
4 191 25 0.583 0.223 0.659 12.88 88.6 













    


















 (psi/ ft)  
Fracture 
conductivity 
 (mD − ft) Estimated flowing fracture volume 
(ft ) 
1 225 20 1.548 0.205 440 18.41 76.9 
2 184 20 0.526 0.062 1880 5.75 18.9 
3 180 10 0.489 0.159 1920 4.81 23.8 
4 168 25 0.899 0.101 240 7.19 35.4 






    
 
(a) Proppant concentration distribution inside the hydraulic fra ture. 
 
 
(b) Permeability distribution inside the hydraulic fracture. 
Figure 4.50 (a) Distribution of proppant concentration and (b) fracture permeability at Stage 5 in 
alternate fracturing. The horizontal well goes into and out of the page at the propped length of    







    
 
 
(a) Proppant concentration distribution inside the hydraulic fra ture. 
 
 
(b) Permeability distribution inside the hydraulic fracture. 
Figure 4.51 (a) Distribution of proppant concentration and (b) fracture permeability at Stage 5 in 
simultaneous fracturing. The horizontal well goes into and out of the page at the propped length 
of 0 ft and fracture height of 15 ft the blue circle and the yellow cylinders illustrate the well and 






    
 
Figure 4.52 Comparison of closure pressure gradients at five transverse fractures with fracture 
spacing = 100 ft created in sequential and alternate fracturing p ocesses.  
 
Fracture parameters, including average fracture width, flowing fracture length, fracture 
conductivity and proppant concentration. Figure 4.53a indicates that variation of fracture width is 
largest in sequence fracturing, followed by alternate fractu ing, and the least variation in width is 
observed with simultaneous fracturing. Figure 4.53b shows a avy behavior in fracture 
conductivity change at five fractures due to stress shadowing effect. Less variation in fracture 
conductivity was observed with both simultaneous and altern  fracturing.  Figure 4.53c shows 
that average estimated flowing fracture length of the five hydraulic fractures is largest with 
simultaneous fracturing, followed by alternate and the shortest is with sequence fracturing. A 
similar trend was seen concerning proppant concentration (Fgure 4.53d).  
In conclusion, it can be seen that varying fracture sequence has obvious impact on 
resulting fracture profiles. It is yet to be seen how this variation in fracture parameters affect 
production from a well. To address this question, reservoir m dels are built with hydraulic 
fracture permeability profiles resulting from fracturing with different sequences. The models 
compare how production performance varies as a function of fracture properties. The results are 





    
      
Figure 4.53 Comparison of average fracture parameters at the five transverse fractures with FS = 100 ft created in sequential, alternate 
and simultaneous fracturing in the same formation. 
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4.4.4 Effects of Relaxation Time  
During a multi-stage horizontal well hydraulic fracturing process, once fracturing fluid 
injection in a stage is completed, instead of immediatly initiating fluid injection at the 
subsequent stage, there is a time delay. This delay is regarded s relaxation time. During the 
relaxation time, fracturing fluid leak-off into the formation may occur. How relaxation time 
changes the profile of hydraulic fractures and how relaxation time influences the stress 
shadowing effects the subject stage has on subsequent hydraulic fracture are interesting points of 
study.  
In order to examine how relaxation of subject hydraulic fra ture may change its own 
profile and the stress shadowing effect it has on subseq ent hydraulic fractures, two stages of 
hydraulic fractures, Stage 1 and Stage 2, are created in the he erogeneous formation and 
relaxation time is included between fracturing at the two stages. Treatment Job A in Table 4.2  
was used and fracture spacing was chosen to be 100 ft. Relaxation time of Stage 1 fracture was 
varied between 0 mins, 10 mins, 30 mins, 45 mins, 60 mins, 80 mins, 6 hours, 12 hours, 24 hours 
and 48 hours before fracturing Stage 2. In order to see the details, only the changes in the 
fracture parameters for the first 120 minutes are plotted as shown in Figure 4.54. It can be seen 
that as relaxation time of Stage 1 gets longer, the fractu e closure pressure gradient at Stage 2 
decreases. This is because fluid leakoff at Stage 1 increases with time, causing the hydraulic 
fracture to reduce in dimensions. As a result, the stress shadowing effect from Stage 1 on Stage 2 
is decreasing. This will then result in a drop in closure pressure at Stage 2 over time. The 
decrease in average fracture width at Stage 1 as relaxation time gets longer is confirmed in 
Figure 4.55. Correspondingly, the average width of hydraulic fracture at Stage 2 increases with 
relaxation time of Stage 1.  
Because of the change of closure pressure and width at Stage 2 due to relaxation time at 
Stage 1, all other fracture parameters at Stage 2 are expect d to change. As displayed in Figure 
4.56, proppant concentration increases at Stage 2 with increasing relaxation time of Stage 1. The 




    
 
Figure 4.54 Effect of relaxation time of Stage 1 on fracture closure pressure gradient at Stage 2, 
fracture spacing is 100 ft. Increase in relaxation time at Stage 1 leads to a drop in the closure 
pressure gradient at Stage 2. 
 
 
Figure 4.55 Effect of relaxation time of Stage 1 on averg  hydraulic fracture width at Stage 1 
and Stage 2 (FS = 100 ft). With an increase in relaxation time of Stage 1, a decrease in fracture 
width at Stage 1 is observed due to fluid leakoff into the formation. This width decrease further 





    
The changes in fracture parameters at Stage 2 induced by the relaxation time of Stage 1 
could cause differences in production at Stage 2. As a result, relaxation time between fracturing 
at different stages is important and optimum relaxation time is pumping schedule dependent. It is 
also expected that the optimum relaxation time depends o  formation geomechanical properties 
and treatment jobs as both affect the resulting fractu e parameters, which will cause differences 
in stress shadowing effects with time. Optimum relaxation time that enables hydraulic fractures 
at both Stage 1 and Stage 2 to be effective can be found. As shown in Figure 4.55, 40 minutes 
could be the optimum when both fractures are around 0.12 in wide. Of course, this does not 
evaluate the economic ramifications this could have on the overall treatment of the well. 
 
 
Figure 4.56 Effect of relaxation time of Stage 1 on parameters of hydraulic fracture at Stage 2 
and Stage 2 (FS = 100 ft). Increase in relaxation time at Stage 1 caused an increase in both 






    
 
  CHAPTER 5
FLUID FLOW SIMULATION 
 
After completing hydraulic fracture propagation modeling, quantitative information on 
geometry, proppant distribution, and also time-dependent fractu e conductivity can be obtained. 
However, these data alone cannot directly help us to see the effectiveness of the hydraulic 
fractures. To do that, we need to understand the flow characteristics of the fractures. This is 
where reservoir simulation/fluid flow simulation becomes important. It can be used to evaluate 
the hydraulic fracture profiles in terms of reservoir pe formance.  
Reservoir simulation is widely used in the oil and gas industry for development of new 
fields and also to optimize ongoing projects. Reservoir simulation models consist of grid blocks 
with assigned petrophysical properties, fluid properties, rock c mpaction data, and well data. 
They can be used to match historic production and then forecast production, which is critical 
input for reservoir management and investment decision making. Building and maintaining 
robust models are crucial. For new fields, models may help development by identifying the 
number of wells required and the optimal completion details. Optimization of well spacing and 
completion optimization (i.e., fracture spacing) using coupled fracturing model and dynamic 
fluid flow reservoir simulation model, is demonstrated in this chapter.  
In order to evaluate long term well/field performance for a given set of circumstances, a 
heterogeneous reservoir model with horizontal wells and multistage hydraulic fractures was 
developed. In the reservoir model, variations in water saturation, porosity and log-derived 
permeability were taken into account. The hydraulic fractures are based on hydraulic fracture 
propagation results from Section 4.4.2, where the effects of fracture spacing were determined. A 
complete coupling of fracture propagation results and the reservoir model was performed. 
Heterogeneity within multiple fractures (Figure 3.3) in terms of fracture width, proppant 
concentration, fracture conductivity and permeability was captured. The variation among 
hydraulic fractures from stage-to- stage, due to interferenc  between neighboring fractures, was 
taken into account. No up-scaling of hydraulic fracture properties was needed for incorporation 
into the reservoir model. By taking into account the heterogeneous characteristics in reservoir 
properties and also hydraulic fracture properties, a more realistic production forecast is enabled. 
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Such forecasts could then be utilized for development optimization in an actual field. The impact 
of stress shadowing on resulting fracture parameters and pressure distribution was incorporated 
in both the fracture spacing optimization and well spacing optimization.  
In this chapter, fracture spacing optimization in a heterog neous reservoir was executed 
on a single horizontal well, using the hydraulic fractures with varying spacing created in 
GOHFERTM in Chapter 4. Permeability profiles of those hydraulic fra tures from propagation 
modeling in Chapter 4 were then incorporated into reservoir m deling in Eclipse TM to predict 
well production. Optimum fracture spacing was then identified by evaluating both stress 
shadowing effects and well production performance. Following the same procedure, two well 
and multi-well models were built in EclipseTM to evaluate optimized well spacing. It is worthy to 
point out that GOHFERTM is only capable of single well modeling. Hence, the same hydraulic 
fractures created in GOHFERTM along the single well were incorporated into the multiple well 
simulation models.  
 
5.1 Reservoir Modeling 
In order to see the performance of hydraulic fractures resulting from different stress 
shadowing effects associated with different spacing between the hydraulic fractures, long term 
reservoir production should be evaluated. Fracture propagation results, including fracture height, 
propped length, width, and fracture permeability need to be transferred into the reservoir model. 
The heterogeneous characteristics across the fracture plan  also need to be included. The 
reservoir model for this study was built with geophysical log data with variations in properties 
including porosity, saturation, and permeability. For fluid flow simulation, fluid properties 
including varying gas viscosity, gas formation volume factor and also relative permeability of oil 
and gas were assumed.  
 
5.1.1 Reservoir Model Grid Properties  
Figure 5.1 shows the porosity of the formation based on well log data (from Figure 4.1). 
Similar variations in permeability and water saturation at depths were incorporated into the 
reservoir model (from Figure 4.7 and Figure 4.8). Rock compaction under pressure is also taken 
into account by including a compaction table in the reservoir m del. The modeled reservoir area 
is about 300 acres with a thickness of 70 ft. There are 31 layers in the vertical direction, with 
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each layer 5 ft thick. Lithology and rock permeability vary with depths as stated in Table 5.1. 
There are 1,611,456 nodes in the model.  
Giant reservoir models with large numbers of nodes requi large computing capacity and 
can be time-consuming to run. Therefore, local grid refinement (LGR) is used to refine grids 
when necessary in order to avoid convergence issues and ensure simulation efficiency. LGR was 
applied around each hydraulic fracture; every fracture is 0.1 ft in width. To account for the 
variable fracture widths from hydraulic fracture propagation, fracture permeability is modified 
by applying Equation 3.3 to each grid in the fracture plane. Grid size increases as it moves away 
from the hydraulic fracture plane.  
 
 
Figure 5.1 Reservoir porosity distribution in the reservoir model derived from a density log (see 






    
Table 5.1 Reservoir model grid properties: rock absolute permeability and porosity in the grid 
layers 
Grid Layer Lithology Absolute Permeability 
X (md) 
Porosity   
(V/V) 
1 shale 0.000001 0.05 
2 shale 0.000001 0.05 
3 shale 0.000001 0.05 
4 shale 0.000001 0.08 
5 shale 0.000001 0.08 
6 shale 0.000001 0.04 
7 sand 0.12 0.08 
8 sand 0.12 0.08 
9 sand 0.12 0.06 
10 sand 0.12 0.1 
11 sand 0.12 0.1 
12 sand 0.12 0.1 
13 shale 0.01 0.06 
 
 
5.1.2 Fluid Properties  
Reservoir fluid properties are also required in the reservoir model for fluid flow 
simulation. Fluid properties are not based on actual field luids in this synthetic study; instead, a 
sample fluid data set (from the tight gas example in the EclipseTM’s user guide) was used. Water 
specific gravity is 1.05 and gas specific gravity is 0.95. Water viscosity and compressibility are 
0.3 cp and 3 x 10-6 psi-1 , respectively. Gas viscosity and the formation volume factor are 
pressure dependent and their relationships with pressure can be seen in Figure 5.2.  
For two-phase flow, the fluid relative permeability is need d. For this case, the gas and 
water relative permeability profile is shown in Figure 5.3. The straight lines are known as 
“pseudo permeability”, which is a relative permeability estima ed by straight lines between 
known end points. The reason for utilizing pseudo permeability is to avoid simulation errors, as 
the minimum relative permeability data required to avoid gross errors in simulation predictions 




    
 




























































    
5.1.3 Coupling Fracture Propagation and Fluid Flow 
The reservoir described in Section 5.1.1 is the same formation as detailed in Section 4.4. 
The treatment schedule employed for each stage as shown in Section 4.4 (Table 4.2) was chosen 
arbitrarily. Optimization of the treatment schedule canbe realized using the developed 
methodology, but it was not within the scope of this study.  
Actual hydraulic fracturing modeling was completed in Section 4.4, which indicated that 
when multiple stages of hydraulic fractures are created, fracture profiles can differ due to stress 
shadowing effects. The resulting hydraulic fractures from GOHFERTM are described by 
triplets.csv files, in which fracture length and height are determined by the number columns and 
rows, respectively; row number and column number defines o  grid in the fracture plane, and 
for each grid, TVD, location along lateral length, net pressure, width and proppant concentration 
are included in the triplets.csv file.  
The following three steps are developed in order to build the resulting hydraulic fracture 
into the EclipseTM reservoir model (details on how MatLab code works is stated in Section 3.3): 
1. Obtain average fracture permeability with average fracture conductivity and 
average fracture width from GOHFERTM output, using Equation (3.1. 
2. Use the MatLab code to process the triplets.csv file to get fracture height and 
length, and fracture permeability profile; grids in fracture plane end up with 
varying permeability due to the variation in width in each grid. Scale fracture 
width to be the same value by adjusting grid permeability maintaining the same 
fracture conductivity, using Equation 3.3.  
3. Identify the perforation location of each cluster in along the lateral well (along X 
direction) in the EclipseTM reservoir model, and populate the grids corresponding 
to the fracture plane with the permeability profile from the previous step. The 
grids along Y, Z direction in EclipseTM corresponds to the columns (fracture 
length) and rows (fracture height) in the triplets.csv file. The size of the grid in 
XY plane in EclipseTM  and the size of the grid in fracture plane in the resulting 
fracture plane from MatLab  are the same. Thus, no upscaling is needed.   
 




    
For example, with the pumping schedule in Table 4.2 (Guar fl id), when fracture spacing 
is 50 ft, the permeability profile at Stage 1 is displayed in Figure 4.34. The permeability profile is 
calculated with the method stated in Section 3.2. The methodology consists of 3 steps: 1) 
determine fracture plane average permeability from fracture onductivity and average fracture 
width, 2) find grid fracture permeability by scaling it by average fracture width, and average 
proppant concentration, 3) scale fracture width to be the same value by adjusting grid 
permeability maintaining the same fracture conductivity. When including this fracture into the 
reservoir model through the Matlab program, a side view (cut the fracture along its length in the 
middle) of the hydraulic fracture is shown in Stage 1 of Figure 5.4. Similarly, permeability 
profiles in the reservoir model at Stage 2, Stage 3 and Stage 4, corresponding to Figure 4.38a – 
4.37c in the fracture propagation results, are displayed as Stages 2, 3, and 4 in Figure 5.4. After 
having the hydraulic fracture propagation profiles correctly characterized in the reservoir model, 
production from the well with multi-stage hydraulic fractures can be simulated.  
 
Figure 5.4 Fracture baseline permeability profiles in fourconsecutive stages with FS= 50 ft. The 
black line represents the wellbore, which is perpendicular to the plane. The colorbar represents 
fracture permeability in mD. 
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5.1.4 Effect of Stress Shadowing on Reservoir Pressure Distribution 
Stress shadowing affects fracture geometry, proppant distribution and fracture 
conductivity. Therefore, the reservoir pressure depletion prfiles around each fracture, and at 
different places in the same fracture, will be different. The difference in reservoir pressure 
depletion profiles will cause variation in production from each fracture. As an example, Figure 
5.5 displays reservoir pressure profiles around neighboring fractures after a certain time of 
production from hydraulically fractured wells. In most of the currently used reservoir models, 
hydraulic fractures are represented by rectangular boxes with uniform permeability inside the 
box, the boxes are the same for all stages from the toe to the heel of a well, hence the pressure 
distribution around all the fractures are identical, as indicated by the boxes (lowest pressure 
representing the hydraulic fractures) in Figure 5.5 (a). It is reasonable to anticipate differences in 
production when considering stress shadowing effects, becaus  producing from fractures of 
different profiles causes differences in the reservoir pressure profiles. This is further validated 
with production simulation from wells with multi-stage hydraulic fractures. 
 
 
Figure 5.5 Comparison in reservoir pressure distribution ar und hydraulic fractures after 
production was initiated - a general example. Figure (a) display  reservoir pressure distribution 
in traditional reservoir models, where hydraulic fractures are represented by a rectangular box 
and the three identical grey boxes point out reservoir pressure distribution around three hydraulic 
fractures. Figure (b) shows reservoir pressure distribution in reservoir models with coupled 
fracture propagation profiles, i.e. the reservoir model developed in this study, and the three grey 




    
5.2 Production Analysis 
A well with a 2500 ft lateral section was built in the reservoir described in Section 5.1.1. 
Hydraulic fracture propagation results from Section 4.4 are included in the reservoir model, 
capturing the heterogeneity within each hydraulic fracture and v riation in hydraulic fractures 
from stage to stage.  
 
5.2.1 Stress Shadowing Effects on Production  
For these examples, fracture spacing was varied between 200 ft and 400 ft, meaning there 
are ten and five fractures in each case, respectively. Two different pumping schedules, shown in 
Table 4.1 and Table 4.2 were utilized. Fracture permeability profiles, obtained from the fracture 
propagation modeling in Section 4.4, are incorporated into the reservoir model along the lateral 
well. A ten-year production period was simulated for these two fractures spacings under two 
conditions: incorporating stress shadowing effects and ig or ng stress shadowing effects.  
Cumulative production for each case is shown in Figure 5.6. For the pumping job of 
9,500 lbs, when FS = 200 ft, the well cumulative production at the end of 10 years is 5,200 
MMscf when including stress shadowing effects and 5,460 MMscf when ignoring stress 
shadowing effects. For the FS = 400 ft case, the well cumulative production is 4,950 MMscf and 
5,100 MMscf when considering and neglecting stress shadowing, respectively. Thus, production 
loss induced by stress shadowing effects is 5% and 3.03%, respectively, for the fracture spacing 
of 200 ft and 400 ft. When the treatment job size is increased to 50,000 lbs, well cumulative 
production at the end of 10 years is 6,600 MMscf when taking stress shadowing effect into 
account, and 7,650 MMscf when excluding the stress shadowing effect. Hence, production is 
reduced by 15.9%.  Figure 5.7 displays the recovery factors for the six cases. The original gas in 
place for this model was 16,159 MMscf.  For the same fractu e spacing (same number of 
hydraulic fractures), the recovery factor is increased by 2.8% when the pumping job size is 
changed from 9,500 lbs to 50,000 lbs (pumping rate and fracturing fluids are also changed). 
Stress shadowing effects increase the local compressional tress, which limits growth of nearby 
fractures that is why when stress shadowing effects are included; production is impacted more 









Figure 5.6 Stress shadowing effects on well production when varying fracture spacing and treatment job sizes under two conditions: 
ignoring and including stress shadowing effects. When stress shadowing effects are ignored, the production is higher n all three cases.  
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Figure 5.7 Comparisons of recovery under the two conditios of neglecting stress shadowing 
effects and including stress shadowing effects in the three different cases.  Shown in red: FS = 
200 ft with a pumping job size of 9500 lbs; shown in blue: FS = 400 ft with a pumping job size 
of 9500 lbs; shown in orange: FS = 200 ft with a pumping job of 50000 lbs; shown in grey: 
FS=400 ft with a pumping job size of 50000 lbs. Note that the well length is kept the same at 
2000 ft, thus, smaller fracture spacing indicates more stage  of hydraulic fracture. 
 
The sensitivities conducted in this part lead to the following conclusions: 
 stress shadowing effects impact production; 
 stress shadowing effects depend on the spacing between fractures; the further 
apart neighboring fractures are set, the less interferenc  there is between each 
other; and, 
 stress shadowing effects are a function of job size. Larger treatments tend to 
generate larger fractures that have more impact on stress distribution in the local 
region. 
Depending on fracture spacing, treatment job size, and reservoir geomechanical 
properties, loss in production caused by stress shadowing effects can be significant. As a result, it 




    
5.2.2 Single Well Fracture Spacing Impacts 
In this part, a well survey was designed to target the identified formation interval at the 
depth of 13,160 ft, with a lateral length of about 2500 ft, leaving 250 ft at the toe and heel of the 
well, so that the completion length is 2000 ft. Distance between neighboring fractures was varied 
from 50 ft, 100 ft, 200 ft, 400 ft, 500 ft to 600 ft and the corresponding number of hydraulic 
fractures changed with fracture spacing. Hydraulic fracture propagation modeling was completed 
and described in Chapter 4 using the treatment job in Table 4.2 for each stage. Hydraulic 
fractures were created sequentially, from the well toe to heel. Resulting average fracture 
parameters are provided in Table 4.10 to Table 4.15. Resulting propagation profiles for each 
hydraulic fracture associated with each spacing are incorporated into the reservoir model for 
production simulation. Based on stress shadowing analysis only, the recommended fracture 
spacing would be 200 ft, as stress shadowing effects were not as strong. Whereas, they are still 
apparent with FS =100 ft, causing fracture closure gradient change between neighboring stages.  
Production rate and well cumulative production for ten years for various fracture spacings 
are plotted in Figure 5.8. It can be seen that the production rate didn’t change a lot when the 
hydraulic fracture number was changed from 10 (FS = 200 ft) to 5 (FS = 400 ft) to 4 (FS = 500 ft) 
and 3 (FS = 600 ft), however, a sharp increase in total producti n rate was observed when the 
fracture number was increased to 20 (FS = 100 ft) and 40 (FS = 50 ft). Correspondingly, the 
cumulative production increased with increasing number of fractures to 20 and 40.  
Figure 5.8 shows a big gap in production and cumulative production, it is because the big 
difference in stage number and the proppant volume pumped to each stage is the same. There are 
3, 4, 5, 10, 20, and 40 stages corresponding to fracture spacings of 600 ft, 500 ft, 400 ft, 200 ft, 
100 ft and 50 ft along a 2000 ft lateral, respectively. These stage numbers were selected on 
purpose in order to capture the wide spacing range from 50 ft to 600 ft. Further to explain the big 
gap, let’s assume the base case to be 600 ft fracture spacing. Normalizing proppant volume and 
cumulative production for the six fracture spacings to the base case yields Table 5.2, in which 
top four cases are associated with smaller proppant volumes; they are between 1 and 1.41 times 
of the base case. That is why those four cases are clos  to each other in terms of production and 
cumulative volume produced. Whereas, for the remaining two cases with larger stage numbers, 
the normalization shows that their cumulative production are 2.6 and 2.8 times of the base case, 
respectively, much larger than the base. As a result, there are big differences in production 
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profiles and cumulative production for the six cases. From 20 to 40 stages, proppant volume is 
doubled; however, the recovered gas volume is only increased by 0.2% because of fracture 
interference. Thus, when looking at production per stage, fracture interference is more apparent.  



















Produced per Stage  
600 3 3X 1.00 27 1.00 0.33 
500 4 4X 1.33 29 1.07 0.27 
400 5 5X 1.67 31 1.15 0.23 
200 10 10X 3.33 38 1.41 0.14 
100 20 20X 6.67 72 2.67 0.13 
50 40 40X 13.33 78 2.89 0.07 
*Proppant volume for each stage is the same in all cases with different fracture spacings 
 
 As shown in Figure 5.9, the 10-year cumulative production increases with an increase in 
the number of fractures along the well (decrease in fractu e spacing). Based on the production 
rate behavior, it can be seen that the drainage extent of a hydraulic fracture for this set of 
conditions is most likely 100 ft away from the fracture. When fractures are spaced 50 ft apart, the 
stress shadowing effect from the previous stage is huge. As a result, not all fractures are going to 
propagate and grow as they should even though the same treatment job is used at each stage. As 
a matter of fact, 8 out of 40 hydraulic fractures were completely ineffective. Based on recovery 
only, the most production is obtained with FS = 50 ft, so 50 ft fracture spacing is optimum 
among the spacings studied. However, when fracture spacing was decreased from 100 ft to 50 ft, 
cumulative production only increased by 3%. But, the cost in fracturing fluids and proppants and 
operational cost, maybe doubled. A full economic study would have to be completed to know the 
optimum spacing from a net present value standpoint.  
Even though stress analysis indicated that FS = 200 ft, when fracture spacing is reduced 
to 100 ft, the volume of cumulative oil produced is almost doubled, indicating that production 
loss cause by stress shadowing effects when FS = 100 ft is not sig ificant. When evaluating 
stress shadowing effects and production together, recommended fracture spacing is 50 to 100 ft 
on a single well for this set of conditions.  Hence, avoiding stress shadowing effects only should 
not be the criteria in optimum completion design; finding an optimum spacing based on coupled 
stress shadowing and production analysis is recommended. 
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It is worth noting that these results are case dependent, only true for the specific 
formation, with the chosen treatment job, using the 10-year cumulative production as the 
performance criteria and no economic analysis for optimization has been performed. 
 
 
(a) Cumulative well production when varying fracture spacing 
 
(b) Well production rate when varying fracture spacing 
Figure 5.8 (a) Cumulative production and (b) well production rate over time when varying 
spacing between neighboring fractures.  
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Figure 5.9 Cumulative produced volume decrease with increasing fracture spacing as the number 
of fractures is reduced. There is not linear relationship between cumulative produced volume and 
fracture spacing due to changing interference between fractures with changing spacing and the 
uniqueness in the fracture profile at each stage. OGIP is 16,159 MMscf. 
 
5.2.3 Single Well Fracture Sequence Impacts  
Based on the study in Section 4.4.3, it can be seen that varying fracture sequence has 
obvious impact on fracture parameters. In order to evaluate the performance of each fracture 
sequence, reservoir models were built with fractures created in different orders: consecutive, 
alternate and simultaneous, respectively. The treatment job for each stage is kept the same when 
fracture modeling was performed in Section 4.4.3, and for simultaneous fracturing, a four times 
larger treatment job was used. Five fracture events were involved in each fracture sequence, in 
GOHFERTM, the events can be ordered. Thus, the different fractu e sequence can be realized.  
For this case, fracture spacing is 100 ft and there are five fractures for each fracture 
sequence. The fracture propagation modeling was completed in Sction 4.4.4 and is incorporated 
into the reservoir model for production. Production performance is shown in Figure 5.10, which 
indicates that simultaneous fracturing outperforms alternat  fracturing and alternate fracturing 
outperforms sequence fracturing. Sequence fracturing is the worst due to the large stress 
shadowing effects between neighboring stages when compared with alternate fracturing (Figure 
4.52); alternate fracturing reduced the stress shadowing effect due to the increased distance 
between fractures created consecutively. With simultaneous fracturing, the most cumulative 
production was obtained. 
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(a) Short time production comparison of five fractures created in three different orders. 
 
(b) Long term production comparison of five fractures created in three different orders. 
Figure 5.10 (a) Comparison in long term and (b) short term production from five transverse 




    
However, the variation in performance among the fracture sequences is time dependent, 
due to the time-dependent hydraulic fracture conductivity, formation damage and reservoir 
compaction over time, etc. As shown in Figure 5.10a, at the end of 540 days, simultaneous 
fracturing outperforms sequence fracturing by 18% and alternate fracturing is better than 
sequence fracturing by 4%. When looking at cumulative production a  the end of 20 years 
(Figure 5.10b), simultaneous fracturing and alternate fractu ing are better than sequence 
fracturing by 6% and 1%, respectively. The difference in production reduced with time because 
it is the same amount of fluids and proppants injected into the same formation, regardless of 
which fracturing sequence is taken. Over time, the difference i  production from different 
fracture sequences gets smaller but simultaneous fracturing is still more effective.  
In conclusion, the difference in fracture sequence causes variation in the resulting 
fracture profiles, given the same pumping schedule for each st ge. The variation will then cause 
differences in production. Alternate fracturing could reduce the stress shadowing effect and 
result in more uniform fractures at each stage, thus, altern te fracturing is more effective than 
sequence fracturing. With a FS = 100 ft spacing, for this specific treatment with slickwater, 
simultaneous fracturing is the most effective, as fluids are pumped into the formation without 
disturbance from previous hydraulic fractures. This may not be true for other cases. The 
difference in production caused by fracture sequences (given the same total fluids amount 
injected) is time dependent and fracture spacing dependent. Over a very long time, the difference 
in cumulative production caused by a variation in fracture sequence is diminished.  
 
5.2.4 Longer Lateral (Ten Stages with FS = 200 ft) 
For this case, the treatment schedule is Table 4.2, the fracture spacing is equal to 200 ft, 
and the number of hydraulic fractures is ten. Sequence fraturing, simultaneous and alternating 
fracturing were evaluated. In sequence fracturing, ten hydraulic fractures were created in the 
order of Stage 1, Stage 2, Stage 3, Stage 4, Stage 5, Stage 6, Stage 7, Stage 8, Stage 9, and Stage 
10.  In alternate fracturing, ten hydraulic fractures were created in the order of Stage 1, Stage 3, 
Stage 5, Stage 7, Stage 9, Stage 2, Stage 4, Stage 6, Stage 8, and Stage 10. Fracture profiles for 
sequence, alternating and simultaneous fracturing orders are displayed in Figure 5.11, Figure 
5.12 and Figure 5.13. When comparing the profiles, it can be seen that they differ from each 
other, indicating that fracture sequence affects resulting hydraulic fracture profiles. 
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Figure 5.11 Profiles of ten hydraulic fractures created sequentially when FS = 200 ft and sand amount = 5000 lbs/stage.  The color bar 
represents proppant concentration inside a given hydraulic fracture (lbs/ft2); red line represents lateral section of horizontal wel bore 




    
 
Figure 5.12 Profiles of ten hydraulic fractures created in the order of Stage 1-3-5-7-9-2-4-6-8-10 when FS = 200 ft and sand amount = 
5000 lbs/stage. The color bar represents proppant concentratio  ins de a given hydraulic fracture (lbs/ft2); red line represents lateral 











    
 
Figure 5.13 Profiles of ten hydraulic fractures created simultaneously when FS = 200 ft and sand amount = 5000 lbs/stage. The color 
bar represents proppant concentration inside a given hydraulic fracture (lbs/ft2); red line represents lateral section of horizontal 











    
 
 
Figure 5.14 Comparison of production from fractures created in sequence, alternate and 
simultaneous fracturing order. In each case 10 fractures were cr ated through ball drop events; 
the spacing between neighboring fractures is 200 ft.  
 
In order to see which fracture sequence is better for the given set of conditions, 
cumulative production from the fracture profiles created by the three different sequences were 
simulated and plotted in Figure 5.14. It can be seen that fracture profiles are different when the 
three different fracture sequences were employed. The altern te and simultaneous are better by 
1.9% and 3.9%, respectively, when compared with sequence fracturing. This is because stress 
shadowing effects are decreased in alternate fracturing (larger spacing during fracturing) and 
delayed (not fracturing one after another) in simultaneous fracturing. In terms of cumulative 
production, at the end of 540 days, they are 12.9%, 13.1% and 13.4% of OGIP correspondingly 
for sequence, alternate and simultaneous fracturing sequences. It was observed that even at early 
time, the difference in fracture sequence is not huge becaus  fracture spacing is doubled from the 
previous case in Section 5.2.3, where FS = 100 ft. The reason is that stress shadowing effects 
decrease with increasing fracture spacing; when FS= 200 ft, the associated stress shadowing 




    
5.2.5 Well Spacing Study 
In tight or unconventional formations, due to the extremely low permeability, multiple 
wells are usually drilled in one section. It is important to investigate well spacing in order to 
optimize field development.  
In order to determine well spacing for this specific set of circumstances (including an 
average reservoir permeability of 0.12 mD), a multiple-well model was built. The well number in 
the same reservoir extent was increased to two, three, four, five and six (Figure 5.15), so the 
corresponding well spacing include 2500 ft, 1500 ft, 800 ft and 600 ft. The field cumulative 
production (as a percentage of OGIP) at the end of ten years’ production associated with these 
different well spacing is shown in Figure 5.16, where it can be seen that the cumulative 
production increases with reducing well spacing and increasing the well number. However, by 
increasing the well number from five to six, the field cumulative production is only increased by 
0.211 %, which means by reducing well spacing to 600 ft, the cost is increased but recovery is 
almost the same as the case with well spacing of 800 ft. Although there is less gas but the cost is 
much less; a full economic study would have to be completed to determine the optimal well 
spacing, however, the recommended well spacing is between 800 ft and 1500 ft for this set of 
conditions.  
In conclusion, in this specific reservoir of 370 acres, the recommended well spacing is 
800 ft -1500 ft and recommended fracture spacing is 100 ft. This result depends significantly on 
the reservoir properties; including porosity and rock permeability, rock geomechanical properties, 
and also treatment job size and other specifics. The solution is non-unique, and different 






    
 
Figure 5.15 An example of multiple well model, with six wells in the model named HZ-WELL1 
to HZ-WELL6.  
 
 
Figure 5.16 Field recovery factor versus well spacing, which determines the number of wells: 
number of wells in the field are 2,3,4,5 corresponding the well spacings of 2500 ft, 1500 ft, 800 
ft and 600 ft. 
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  CHAPTER 6
METHODOLOGY VALIDATION WITH FIELD DATA 
 
Unconventional resources are playing important roles in meeting the energy demand all 
over the world. In the United States, the booming of the unconventional resource development, 
especially shale gas and more recently in shale oil has c nged the country’s energy supply 
status. There are plenty of unconventional resources in the United States, and many shale plays 
are under current exploitation, as shown by the pink colors in Figure 6.1. Shales are fine grained 
laminated clastic sedimentary rocks, consisting of clay-size (< 1/256 mm or 4 nm) weathering 
debris. Shales are likely to be soft and fissile, as splitting along the planar surfaces between the 
layers of stratified rock is easy to occur. The depositional environment for shales are quiet water 
settings, which are common in basins, shelves, deltas, meandering rivers, etc. (Sondhi 2011).  
 
 
Figure 6.1 Shale plays in the lower 48 States of the US. The Eagle Ford Shale is located in the 
south of this map in Texas (Energy Information Administration 2011). 
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Shales are traditionally considered as source rock and sel rock for conventional 
hydrocarbon reservoirs (Sondhi 2011). However, shales have now been regarded as 
unconventional hydrocarbon reservoirs, where source rock and reservoir rock are the same. It is 
known that shales have low permeability due to the fine grain sizes. Due to these characteristics 
associated with productive shales, modeling and analysis techniques are different from those 
applied to conventional reservoirs. 
In this chapter, actual field data from an unconventional formation is used in a case study 
to validate the methodology described in Chapter 3. The cas  study includes well log analysis, 
hydraulic fracture modeling and reservoir simulation. Modifications on petrophysical analysis 
techniques for conventional reservoirs are required due to clay content in shales. Clay content 
also changes formation geomechanical properties such as Young’s modulus and Poisson’s ratio, 
etc., and these changes will affect hydraulic fracturing, as discussed in Chapter 4.  
An Eagle Ford well is used in this case study. The Eagle Ford Shale is located in south 
Texas, USA, as shown in Figure 6.1. It extends from the Texas-Mexico border to the eastern 
borders of Gonzales and Lavaca counties in Texas, covering 11 million acres. Drilling of wells 
targeting the Eagle Ford Shale was initiated in 2008 (Fan et l. 2011), followed by a rapid 
growth in horizontal drilling in the formation. To date, housands of wells have been drilled and 
placed on production from the Eagle Ford Shale (Ilk et al. 2012). 
 
6.1 Field Geology 
The name “Eagle Ford” shale originated from the Eagle Ford town in Dallas County, 
where the shale outcrops were found (Papa 2013). Zooming in on the Eagle Ford Shale (Figure 
6.1) gives a more detailed view as displayed in Figure 6.2. The area covered by the light green, 
orange and red is the extent of Eagle Ford Shale, which is 102 miles long by an average of 60 
miles wide (Martin et al. 2011). 
In the late Cretaceous period, about 100 to 65 million years ago, the Eagle Ford Shale 
was deposited. The large number of fossils found in the Eagle Ford Shale (Pessagno 1969) 
indicated that the Eagle Ford formed in a dominantly shallow marine paleo-environment of 
deposition (Sondhi 2011). As shown in Figure 6.3, the Eagle Ford Shale overlays the Buda 
limestone and underlies the Austin chalk disconformably across the field. The Eagle Ford has 
long been known to be the source rock of Austin chalk and has been recently recognized as a 
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self-sourced unconventional hydrocarbon reservoir (Dawson 2000). From the outcrop located in 
Dallas County, the Eagle Ford shale dips to the Gulf of Mexico.  
 
 
Figure 6.2 Eagle Ford Shale Play, Western Gulf Basin, South Texas. This map displays 
maturation windows existing in the Eagle Ford, including oil (green), wet gas/condensate 
(yellow) and dry gas (red); and producing wells with green indicating oil wells and red gas wells 
(from Energy Information Administration 2010). 
 
True vertical depth (TVD) of elevations of current activity area in the Eagle Ford Shale 
are between 1500 ft and 14,000 ft as shown in Figure 6.4 (Martin et al. 2011). It can be seen that 
elevations of activity increase from southwest to northeast due to different structural and 




    
 
Figure 6.3 Stratigraphic column of the Eagle Ford shale, lt  Cretaceous age. It sits between the 




Figure 6.4 Eagle Ford Shale structure map and key geological features and elevations of current 
active development in the Eagle Ford Shale formation (Martin et al. 2011).  
 
A photo of a core plug from a well in the Eagle Ford shale is displayed in Figure 6.5, 
where variation in mineralogy with depth can be observed. The changes from a clay rich zone to 
an inter-bedded interval to carbonate zone are clearly observed (Sondhi 2011). Across the Eagle 
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Ford Shale play, mineral composition varies.  Based on core samples tested by Sondhi (2011), 
the Eagle Ford shale is a clay rich carbonate system with small amount of quarts and feldspar. 
Martin et al. (2011) pointed out that on average, the distribution is approximately 20% quartz, 50% 
calcite, 20% clay and 10% kerogen. Kerogen is the petroleum precursor of petroleum, the 
organic matter that is going to generate oil and gas through thermal maturation.  The average 
TOC varies in the Eagle Ford Shale, changing between 0.06 wt % and 6 wt % (Dawson, 2000). 
The organic matter can be divided into different types based on its origin and characterized by its 
H/C and O/C atomic ratios. Type I is mainly algal in origin with a higher proportion of hydrogen 
relative to oxygen and is gas prone. Type II is liptinitic kerogen made from intermediate 
composition and is gas/oil prone. Type III kerogen is humic with much lower H/C (<0.84) and is 
oil prone (Selley 1998). The three types of organic matter evolutes through three major phases: 
diagenesis, catagenesis and metagenesis under burial and eventually petroleum can be generated.  
Rock-Eval pyrolysis results by Sondhi (2011) on Eagle Ford c re samples found the 
existence of Type II and Type III, which are oil gas prone, respectively. The kerogen, or organic 
matter matures into petroleum, and the maturation process is mostly controlled by burial depth 
and geothermal gradient of the formation (Tissot et al. 1980). The variation in depth and 
geological settings of the Eagle Ford Shale across the field affects petroleum generation. 
Vertically, the significant variation in the Eagle Ford Shale across the field divides it into two 
intervals, which are generally referred to as the lower and upper Eagle Ford. The lower interval 
is dominated by dark, well-laminated organic rich shale, formed in transgressive marine 
environment. This transgressive Eagle Ford Shale is oil prone with marine derived organic 
matter (Sondhi 2011), whereas the upper interval is the start of  regressive cycle, which is 
characterized by a high stand system tract and near-shore ediments were deposited in this 
system (Martin et al. 2011). The regressive Eagle Ford Shale has gas prone source potential with 
woody organic matter (Sondhi 2011). Spatially, the variations in geology and burial depth across 
the field led to changes in thermal maturation of fluids across the Eagle Ford Shale. Reservoir 
fluids in different maturation windows, including black oil, condensate and dry gas, are 
encountered as the formation dips south as displayed in Figure 6.2. The coexistence of different 
types of fluids makes the Eagle Ford Shale a unique play. During production, different types of 
fluids are expected depending on where it is producing from the Eagle Ford Shale. The subject 
well of this study is located in a liquid-rich area; therefore, it is an oil well.  
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Figure 6.5 Core images at different depth intervals of a well in the Eagle Ford Shale. At a depth 
of 7,982 ft, it is a high clay content interval. At the depths of 8054 ft, 8,125.25 ft and 8,136 ft, 
calcite veins can be observed. In the interval between 8,125.25 ft and 8,136 ft, calcite layers are 
also seen between clay rich layers. Fine inter-bedding between clay and calcite is observed at 
8,167 ft, 8,190 ft and 8,125.15 ft. A carbonate zone starts at 8,219 ft. The transition from a clay 
to a carbonate zone can be seen in the image (Sondhi 2011). 
 
6.2 Well Log Analysis 
Sondhi (2011) conducted petrophysical measurements, including mineralogy, TOC, 
nuclear magnetic resonance (NMR) porosity, etc. on core samples from three wells in the Eagle 
Ford Shale. He pointed out that the Eagle Ford Shale is  very heterogeneous formation, clay rich, 
and the helium porosity are 5.74%, 8.12% and 10.67%, respectively, for the three wells studied. 
NMR results showed the presence of clay bound water, micro-po osity and NMR porosity was 
also found to increase with increasing clay content (Sondhi 2011). Laboratory measurements 
results are very useful, however, performing the measurements is time consuming and expensive. 
It is not practical to obtain core samples from all areas across the field. Whereas, logging while 




    
characterizing the formation. Well logs of the well in the Eagle Ford formation for this case 
study are shown in Figure 6.6. From the lithology in Track 4 (Figure 6.6), it can be seen that 
Eagle Ford formation is dominated by limestone with shale and sandstone. 
 
 
Figure 6.6 Well logs from the subject study well. From left to right are Track 1 (density, 
resistivity, effective porosity and GR), Track 2 Depth (TVD), Track 3 (Young’s modulus, 
Poisson’s ratio, process zone stress and permeability), Track 4 (caliper log, pore pressure and 
total stress) and Track 5 (lithology). 
 
6.2.1 Geophysical Analysis 
Due to the low permeability in the Eagle Ford unconventional resource, multistage 
hydraulic fracturing is needed to obtain commercial production. The orientation of the well 
should be chosen so that transverse hydraulic fractures can open against minimum horizontal 
stress. In this section, location stress and geomechanical properties were examined.  
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6.2.1.1 Local Stress Orientation  
The world stress map (World Stress Map Database 2008) provides information on the 
orientation of maximum and minimum horizontal stress in places all over the world based on 
results from analyzing focal mechanisms, borehole breakouts, images of drilling induced 
hydraulic fractures, etc. The regional stress orientation is very important as it affects the decision 
of horizontal drilling direction and wellbore stability. As shown in Figure 6.7, the minimum 
horizontal stress is in the direction of southwest and northeast in the Eagle Ford Formation, 
which indicates that the horizontal well should be drilled along a southwest and northeast 




Figure 6.7 World Stress Map from the World Stress Map database release (2008). The red 
shaded area is Eagle Ford Formation area. 
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6.2.1.2 Geomechanical Analysis 
Rock composition or mineralogy affects rock strength and rock mechanical properties. 
For example, it is easier to create hydraulic fractures in silica-rich and carbonate-rich shales than 
it is in clay-rich shales. Fracturability is an important factor in determining the economics 
involved with shale reservoir exploitation. In order to understand rock geomechanics in the Eagle 
Ford formation, Young’s Modulus, Poisson’s ratio and brittleness factor were derived based on 
acoustic measurements, shear slowness and compressional lowness. These properties that can 
be derived from acoustic logs are dynamic, although displacement/movement involved with 
activities in reservoir development is minimal, hence considered static. Correlations are available 
for deriving static geomechanical properties from dynamic geomechanical properties in order to 
conduct geomechanical analysis associated with hydraulic fracturing. The values of 
geomechanical properties were determined synthetically in GOHFERTM and used as input for 
hydraulic fracture propagation modeling. Young’s modulus distribution is displayed in Figure 
6.8, ranging between 2.3× 106 psi and 3.7× 106 psi. Poisson’s ratio ranges between 0.23 and 0.28 
as shown in Figure 6.9.   
 
 
Figure 6.8 Young’s modulus distribution, the curved line represents the subject horizontal well; 
on the left hand side is the lithology indicator with yellow representing sandstone volume, gray 
shale volume, and blue limestone volume. 
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Figure 6.9 Poisson’s ratio distribution, the curved line represents the subject horizontal well; on 
the left hand side is the lithology indicator with yellow representing sandstone volume, gray 
shale volume, and blue limestone volume. 
 
6.2.2 Petrophysical Analysis 
Petrophysical analysis provides key parameters, including porosity, water saturation, 
permeability, net pay thickness, and eventually the estimated reserves in a field. The Eagle Ford 
Formation is a shaly limestone formation, containing up to 20% clay in volume (Martin et al. 
2011). The existence of clay minerals affects geophysical log measurements; for example, the 
neutron porosity is higher than the actual formation porosity due to the water that is part of the 
clay structure and water that is adsorbed on clay surface; the density porosity is higher than 
actual formation porosity due to the generally lower matrix density of the most clay minerals; 
and sonic porosity is higher than the actual formation porosity due to the higher travel time of in 
clay/shales. Resistivity is less the corresponding clean formation resistivity due the existence of 
additional conductivity of the clay (Asquith and Krygowski 2004). Techniques that can account 
for the shale effect should be applied in order to characte ize reservoir rock more accurately. 
Well log measurements need to be corrected for clay effect, so that less uncertainty will be 
introduced to these measurements.  
Reservoir permeability ranges between 0.000002  mD  and 0.00405 mD across Eagle 
Ford Field, according to Martin et al. (2011). Rosen et al. (2014) conducted permeability 
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measurement under steady state on core samples from the Eagle Ford Shale and it ranges 
between 0.0000005 mD to 0.0059 mD. In the GOHFERTM model, permeability distribution is 
displayed in Figure 6.10, ranging between 0.001 mD and 0.004 mD. The permeability used in the 
reservoir model is from DFIT test and from matching stage production data.  
 
 
Figure 6.10 Permeability distribution, the curved line represents the subject horizontal well; on 
the left hand side is the lithology indicator with yellow representing sandstone volume, gray 
shale volume, and blue limestone volume. 
 
6.2.2.1 Porosity  
For this specific study, geophysical logs for the subject well ar  available and they are 
used to characterize the formation. Density porosity was determined using Equation 4.1 and the 
reference matrix used is limestone. Correlations can be used for correcting the clay effect on the 
neutron and density porosity. GOHFERTM processed the corrections; and the resulting effective 
porosity and density porosity are displayed in Track 1 of Figure 6.6. Grid effective porosity 
distribution is shown in Figure 6.11 and it varies between 8% and 15%. The log scale porosity 
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(one porosity reading per 0.5 ft) is up-scaled for each lyer in the reservoir model. Porosity of 
each layer varies in the reservoir model. 
 
 
Figure 6.11 Grid effective porosity distribution, the curved line represents the subject horizontal 
well; on the left hand side is the lithology indicator with yellow representing sandstone volume, 
gray shale volume, and blue limestone volume. 
 
6.2.2.2 Reservoir Interval Thickness 
Martin et al. (2011) and Fan et al. (2011) pointed out that the thickness of Eagle Ford 
shale interval changes from 50 ft on the northeast side to 330 ft on the southwest side across the 
field, as displayed in Figure 6.12. The subject well is an oil well in DeWitt County. Based on 
well logs in Figure 6.6, the reservoir interval is between 12,920 ft to 13,075 ft, with a thickness 




    
  
Figure 6.12 Thickness map of Eagle Ford Shale thickness map with key geologic features 
(Martin et al. 2011). 
 
6.2.2.3 Water Saturation 
Water saturation is a key parameter in petrophysical analysis as it is associated with 
reserve estimation. More importantly, it governs the mobility of water in the formation. One of 
the challenges in finding water saturation is determining formation water resistivity, as it is 
employed in different formulations to determine water saturation. Various models exist for water 
saturation determination in unconventional formation. The one developed by Simandoux (1963), 
Equation 6.1 is used here. 
 
=
0.4 ×∅ × −  (6.1 ) 
Where,  
R  = water resistivity from 100% water zone, here 0.1 ohmm is used, [M][L]2 [T] -3[I] -2 
            = water saturation, dimensionless 
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            = shale volume, dimensionless 
            =resistivity of shale, [M][L]2 [T] -3 [I] -2 
 
Clay content affects the porosity and water saturation, and correctly characterizing the 
formation is important, as these properties are going to be used in the reservoir model to simulate 
the reservoir performance. GOHFERTM calculated water saturation as displayed in Figure 6.13.  
 
 
Figure 6.13 Water saturation distribution around the subject w ll in the Eagle Ford formation, the 
curved line representing the subject horizontal well. The column on the LHS is lithology 
indicator with yellow representing sandstone volume, light blue limestone volume and gray shale 
volume.  
 
6.3 Completion Design  
The average length for wells completed in Eagle Ford Shale is 4,500 ft at a TVD of 5,000 
ft to 12,500 ft. “Plug-and-perf” completion techniques are generally used and wells are normally 
completely with 10 to 20 stages, and the stage length ranges between 200 ft and 400 ft. There are 
typically 4 to 8 perforation clusters, each being 1 to 2 ft wide with 4 to 6 shots per foot (Fan et al. 
2011). Figure 6.14 illustrates an example of a horizontal well with stages of hydraulic fractures 
drilled in Eagle Ford Shale.  
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Figure 6.14 An example wellbore diagram showing a 10-stage completion in the Eagle Ford 
Shale. 
 
The well for this case study is an oil well. A plug and perf t chnique was used to 
hydraulically fracture this well. Figure 6.15 shows the survey of the subject well, the lateral 
section is about 4000 ft long. The total stress profile and wellbore trajectory with 8 treatment 
stages (zoomed in along the vertical direction) is shown in Figure 6.16. The shift in structure is 
based on the structural analysis from the operating company. There are five clusters per stage 
with a total stage length of 260 ft. The distance between two neighboring stages is 70 ft on 
average. A hybrid fluid system was used. Detailed treatment fil s including proppant volume, 
pumping rate, fluid volume, pumping time, for each stage are available for the subject well, 
located in DeWitt county.  
 
 
Figure 6.15 Subject well Hole Survey Plot obtained from the op rating company. 
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Figure 6.16 Trajectory of subject well, with eight treatment stages and five perforation clusters 
per stage. The column on the LHS is lithology indicator, with yellow representing sandstone 
volume, light blue limestone volume and gray shale volume. Total stress distribution in psi, with 
color bar on the RHS.
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6.4. Diagnostic Fracture Injection Test (DFIT) 
There are eight DFIT tests available for the Buda and the Eagle Ford formations.  The 
DFIT tests were analyzed to calibrate the stress model. This section includes both DFIT analysis 
and hydraulic propagation modeling for the eight treatment stage  along the subject horizontal 
well. Stress interference between neighboring hydraulic fractures was taken into account during 
hydraulic fracture propagation. 
A DFIT is a test generally performed several days prior to a hydraulic fracture treatment. 
It involves injection into the formation to let the formation experience pressure up, breakdown, 
shut-in, falloff and eventually reach closure. The injection rate is required to be high enough to 
propagate a hydraulic fracture in the formation. Correctly analyzing the DFIT using techniques, 
including G-function, square-root time, (∆ ) − ( 	∆ )  plots and their corresponding 
derivatives and semi-log derivatives, are important, because it provides critical input data for 
fracture design models, including process zone stress (PZS) and critical fissure opening pressure 
(CFOP). After-closure techniques may be used for flow regime identification, but they may not 
be as useful for low permeable unconventional formations, where transient flow lasts for a very 
long time. When applying multiple techniques, a more accurate and consistent analysis can be 
done as discussed comprehensively by Barree et al. (2009). Among these techniques, G-function 
analysis can be used to identify closure pressure, closure time, formation leak-off mechanisms, 
and reservoir permeability when properly applied. Two G-functio  analysis on the toe and heel 
of the subject well are shown in this section. Results of DFITs in nearby wells are summarized in 
Table 6.1. 
G-function analysis on treatment Stage 1 is shown in Figure 6.17. The G-closure time is 
specified the on the plot at the point where semi-log derivative deviates from the straight line. In 
Figure 6.17, G time at closure is 11.89. The closure pressure gradient is 0.862 psi/ft. 
Permeability derived from G closure time was 0.0057 mD. Process zone stress was 1359 psi. The 
square root time plot analysis technique and log-log plot werealso applied.  In the log-log plot, 
closure was found to occur at the point where delta pressure and semi-log derivative separates 
instead of continuing to be parallel. It was found that closure time found from the three different 





    
Table 6.1 Summary of DFIT analysis results, the DFITs  






































































    
 
Figure 6.17 G-function analysis on the Treatment Stage 1 (at the toe) of the subject well in the 
Eagle Ford Shale. 
 
In Stage 8, a second DFIT and G-function analysis was also conducted as shown in 
Figure 6.18. It can be seen that the G closure time in this section of the well is 5.85. The closure 
pressure is 0.977 psi/ft. Reservoir permeability from G closure time is estimated to be 0.0088 
 at treatment Stage 8. Closure pressure is 12644 psi, which is 1228 psi higher than that of 
Stage 1. G closure time and also permeability at Stage 1 and St ge 8 also vary. The difference is 
partially caused by the variation in reservoir characteristics (formation heterogeneity) across the 
field, given that Stage 1 and Stage 8 are about 3000 ft apart along the lateral well. The relaxation 
time or the transient time as to when each stage was pumped also contributed to the difference in 
closure pressure at each stage. Therefore, production from treatment Stage 1 and 8 are expected 
to be different.  
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Figure 6.18  G-function analysis on treatment Stage 8 (at heel) of the subject well in Eagle Ford 
Shale. 
 
Eight DFITs on Buda limestone and Eagle Ford Shale from subject well and offset wells 
are available and were analyzed. The CFOP (critical fissure opening pressure) was found to be 
around 500 psi; PZS ranged between 277 psi and 1800 psi. A summary of DFIT analysis results 
is shown in Table 6.1. These results were used to calibrate the stress model, so that hydraulic 
fracture propagation modelling can be performed. The permeability resulting from the DFIT tests 
in Table 6.1 is comparable with the upper end of the measurd core permeability range 
0.0000005 mD to 0.0059 mD (Rosen et al. 2014). 
 
6.5 Hydraulic Fracture Propagation Modeling Results 
Wellbore trajectory and perforations were created in GOHFERTM as seen in Figure 6.16. 
Real time treatment jobs for all eight treatment stage were available from the operator.  As an 
example, the treatment schedule for Stage 1 is shown in Figure 6.19 and Table 6.2. With all of 
these inputs, hydraulic fracture propagation can be simulated after calibrating the stress model 
with DFIT data and other log and core data.  
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Once the stress model is correctly calibrated, hydraulic fracture propagation is simulated.  
Bottom hole gauge pressure and treatment head pressures were available for each stage. A good 
match between those pressures and the GOHFERTM calculated pressures during the treatment 
indicates that the propagation model is a good representation of the actual propagation process. 
 
 
Figure 6.19 An example of actual pumping schedule for one treatment stage for the subject 
horizontal well; due to confidentiality, not all the tratment jobs are displayed here. 
 
Hydraulic fracture propagation yields parameters such as hydraulic fracture geometry and 
proppant distribution inside a hydraulic fracture. Hydraulic fra ture profiles under two 
conditions, ignoring stress shadowing effects and including stress shadowing effects, are 





    



















49:47:58 2%KCL_240F 1455.72 1455.72 <None> 10.23 0.00 0.00 
49:51:22 Acid_HCl_15%_180F 3788.92 5244.65 <None> 15.39 0.00 0.00 
49:57:13 2%KCL_240F 16711.23 21955.88 <None> 26.08 0.00 0.00 
50:12:28 2%KCL_240F 7058.22 29014.09 <None> 42.19 0.00 0.00 
50:16:27 2%KCL_240F 0.00 29014.09 <None> 0.00 0.00 0.00 
50:25:30 2%KCL_240F 973.87 29987.96 <None> 10.72 0.00 0.00 
50:27:40 HyborG_35#XL_225_GelSta/Vicon_1 46029.75 76017.71 <None> 47.47 0.01 293.10 
50:50:46 HyborG_35#XL_225_GelSta/Vicon_1 53285.95 129303.66 Jordan 
Unimin 
40/70 
50.47 0.45 24293.04 
51:16:26 HyborG_35#XL_225_GelSta/Vicon_1 38353.66 167657.31 Jordan 
Unimin 
40/70 
50.61 1.05 64416.14 
51:35:20 HyborG_35#XL_225_GelSta/Vicon_1 29279.23 196936.55 Jordan 
Unimin 
30/50 
50.76 1.07 95868.52 
51:49:44 HyborG_35#XL_225_GelSta/Vicon_1 62206.13 259142.67 Jordan 
Unimin 
30/50 
50.66 2.05 223468.38 
52:21:42 HyborG_35#XL_225_GelSta/Vicon_1 17075.79 276218.47 Atlas PRC 
30/50 
50.83 2.66 268931.25 
52:30:42 Guar_20#_120_SP_1 14515.99 290734.47 <None> 48.60 0.00 268931.25 
52:37:49 Guar_20#_120_SP_1 0.00 290734.47 <None> 0.00 0.00 268931.25 







    
6.5.1 Incorporating Stress Shadowing Effects 
There is a 70 ft distance between neighboring stages and the dis ance between perforation 
clusters is about 50 ft on average in the subject well, and interference between them is expected. 
In this section, the stress shadowing effects between neighboring stages is taken into account. In 
order to match the pressure, the perforation depths need to be cr ss checked. Pressure loss due to 
near wellbore tortuosity and perforation friction are tuning parameters.  Coefficient of discharge 
(related to perforation shape) and tortuosity (near wellbore) factor were changed to improve 
pressure match. The pressure matches for all eight treatment stages are shown in Figure 6.20 - 
Figure 6.27. The quality of the match for all eight treatment stages varies slightly due to 
formation heterogeneity along the 4000 ft lateral, whereas the model is calibrated to DFIT results 
at one location-Well-KC1 heel DFIT data. 
In preparation for reservoir simulation, the perforation clusters are numbered from 1 to 40 
along the well. The hydraulic fractures corresponding to each perforation cluster are numbered 
Fracture 1 to 40. Note that this does not mean that there ar  40 fractures, as not every fracture 
was effectively generated. For example, there might not be a Fracture 2.  
In order to illustrate the difference between fracture results, profiles of three hydraulic 
fractures, Fracture 1, 14 and 32, are displayed in Figure 6.28, Figure 6.29 and Figure 6.30, 
respectively. It can be observed that the fracture permeability profiles differ from fracture to 
fracture and that fracture permeability is not uniform inside one hydraulic fracture. Taking 
Figure 6.29 as an example, fracture permeability varies along hydraulic fracture height and 
length. The change in permeability along fracture height indicates heterogeneity in rock property 
at depths; likewise, variation in permeability along length reflects the change in rock property 
along fracture length. Other factors, such as the carrying capacity of the fracturing fluid and 
gravity effects also affect permeability distribution inside a hydraulic fracture. The variation in 
fracture permeability distribution profiles is expected to cause variation in pressure depletion 







    
 
Figure 6.20 Hydraulic fracturing pressure match at Stage 1 when including SS, where the actual bottom hole pressure and well 
pressure (in blue and purple, respectively, are shown as solid lines) are calculated from propagation modeling. The match with gauge 
pressure data is good, especially after falloff begins. 
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Figure 6.21 Hydraulic fracturing pressure match at Stage 2 when including SS, where the actual bottom hole pressure and well 
pressure (in blue and purple, respectively, are shown as solid lines) are calculated from propagation modeling. The match with gauge 
pressure data is good. 
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Figure 6.22 Hydraulic fracturing pressure match at Stage 3 when including SS, where the actual bottom hole pressure and well 
pressure (in blue and purple, respectively, are shown as solid lines) are calculated from propagation modeling. The match with gauge 
pressure data is good. 
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Figure 6.23 Hydraulic fracturing pressure match at Stage 4 when including SS, where the actual bottom hole pressure and well 
pressure (in blue and purple, respectively, are shown as solid lines) are calculated from propagation modeling. The match with gauge 
pressure is good.  
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Figure 6.24 Hydraulic fracturing pressure match at Stage 5 when including SS, where bottom hole pressure and well pressure (in blue 
and purple, both are solid lines) are calculated from propagation modeling. The match with gauge pressure is good.  
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Figure 6.25 Hydraulic fracturing pressure match at Stage 6 when including SS, where bottom hole pressure and well pressure (in blue 
and purple, both are solid lines) are calculated from propagation modeling. The match with gauge pressure is good.  
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Figure 6.26 Hydraulic fracturing pressure match at Stage 7 when including SS, where bottom hole pressure and well pressure (in blue 
and purple, both are solid lines) are calculated from propagation modeling. The match with gauge pressure is good. 
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Figure 6.27 Hydraulic fracturing pressure match at Stage 8 when including SS, where bottom hole pressure and well pressure (in blue 
and purple, both are solid lines) are calculated from propagation modeling. The match with gauge pressure is good. 
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Figure 6.28 Side view of Fracture 1 profile. Color bar represents permeability. Horizontal well is 
perpendicular to the plane of the hydraulic fracture at intersect with Y=2000 ft.  
 
 
Figure 6.29 Side view of Fracture 14 profile. Color bar represents permeability. Horizontal well 
is perpendicular to the plane of the hydraulic fracture at intersect with Y=2000 ft. 
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Figure 6.30 Side view of Fracture 32 profile. Color bar represents permeability. Horizontal well 
is perpendicular to the plane of the hydraulic fracture at intersect with Y=2000 ft.  
 
6.5.2 Neglecting Stress Shadowing Effects 
In this section, it was assumed that there was no interference between neighboring stages 
during the eight stages in the subject well. The pressure match for Stage 2 is displayed in Figure 
6.31. This pressure match is much less satisfactory when compared to Figure 6.21, where the 
pressure match is shown when the stress shadowing effects ar  incorporated. 
 
6.5.3 Comparison  
Closure pressures for each individual stage and fracture condu tivity at the end of 120 
days of production were evaluated as shown in Table 6.3, for the two conditions of including and 
neglecting stress shadowing effects between neighboring stages are considered. As seen in 
Figure 6.32, when ignoring the stress shadowing effects between neighboring hydraulic 
fractures, there is still variation in closure pressure gradient (0.879 psi/ft and 0.892 psi/ft), 
yielding a 171 psi difference in closure pressure at the depth of 13,160 ft. The variation in 
closure pressure gradient at different stages could be induced by formation heterogeneity along 
the lateral well. When considering stress shadowing effects between neighboring stages, 
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increases in closure pressure gradients at seven of the eig t stages (not Stage 1) are observed as 
shown in Figure 6.32. It is also worthy to point out that t e changes in closure pressure gradient 
at the different stages are not the same due to variation n r ck geomechanical properties and 
pumping schedule from stage to stage.  
When looking at hydraulic fracture conductivity, it can be se n from Table 6.3 that it 
varies from stage to stage when ignoring the interferenc between hydraulic fractures. This is 
caused by the variation in reservoir quality along the lat ral well. As shown in Table 6.3, 
inclusion of stress shadowing effects has a dramatic change on the fracture conductivity at each 
stage, up to 100 % change. This change in fracture conductivity induced by stress shadowing 
effect is expected to affect production from each stage.  
 
Table 6.3 Closure pressure gradient and fracture conductivity at eight treatment stages when 
including and neglecting stress shadowing effects 
Stage  Fracture Conductivity 




















1 0.82 0.883 0.820 0.883 0.00 
2 0.27 0.894 3.686 0.889 92.54 
3 3.81 0.896 2.956 0.889 20.13 
4 1.05 0.896 1.027 0.892 15.68 
5 0.75 0.893 1.513 0.889 42.83 
6 1.84 0.899 1.708 0.889 47.42 
7 3.19 0.895 13.784 0.888 76.89 








    
 
Figure 6.31 Hydraulic fracturing pressure match at Stage 8 when neglecting SS, where bottom hole pressure and well pressure (in blue 
and purple, both are solid lines) are calculated from propagation modeling. The match with gauge pressure is not good becaus  stress 
interference with Stage 1 was not incorporated.  
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Figure 6.32 Closure pressure gradients at the eight treatment stages under two conditions: 
including (blue) and ignoring (red) stress shadowing effects between neighboring stages. 
 
 
6.6 Reservoir Modeling 
An accurate post-stimulation production forecasting is very important for economic 
optimization on the fracture treatment design and reservoir management. A good reservoir model 
requires inclusion of field data that best represent the field and also correctly characterizes 
hydraulic fracture profiles.  
 
6.6.1 Grid Structure and Properties  
A reservoir model of 2.53 million grids was built covering 294 acres and a 155 ft thick 
reservoir (Figure 6.33). Reservoir petrophysical properties from analysis in Section 6.2.2 are up 
scaled and then built into the reservoir model. Well log data has porosity every 0.5 ft; porosity 
was up-scaled to one porosity value every 5 ft at depths from 12,920 ft to 13,075 ft. The actual 
horizontal well is put into the reservoir model together with eight stages of hydraulic fractures. 
The actual horizontal survey is included as seen in Figure 6.33. Hydraulic fractures are parallel 
to XY plane and perpendicular to X-axis (Figure 6.33). Local grid refinement (LGR) was used 
near the hydraulic fractures in order to capture the real fracture geometry and at the same time to 
control the numbers of grids for the field scale reservoir. The fracture plane has the smallest 
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width and it gets larger as moving away from the hydraulic fra ture plane. In Z direction, every 
grid is 5 ft thick. Grids along Y-axis are also evenly distributed. 
 
 
Figure 6.33 Reservoir grids with porosity distribution; local grid refinement is used near 
hydraulic fractures; a deviated well indicated by open nodes and producer in the figure. Variation 












    
6.6.2 Reservoir Fluid Properties 
Temperature and pressure changes cause the fluid composition to change; hence the 
bubble point pressure will change accordingly. There are multiple tables of bubble point pressure 
data associated with changes in solution gas oil ratio and different bubble point pressures. As an 
example, some of the data is plotted in Figure 6.34. Bubble point pressure was found to be 
around 3650 psi in the Eagle Ford Shale (Fan et al. 2011). 
 
 
Figure 6.34 Oil formation volume factor vs. reference prssures for fluids from the subject well. 
Different tables are corresponding to the changes in bubble point pressure due to changes in 
reservoir temperature and pressure.  
 
Based on the data provided by the operating company, the producing bottom hole 
pressure of this well is above 6500 psi, i.e. above bubble point ressure. This indicates that all 
produced gas in production is from solution gas, so the gas-oil rati  (GOR) is constant. Actual 
flow scanner measurements give the gas and oil production rate from each stage as shown in 
Figure 6.35. The constant GOR was confirmed with the flow scanner measurement as shown 
Figure 6.36. Based on the field historical production data, a constant gas oil ratio was also found. 




    
 
Figure 6.35 Gas and oil production rate at each stage from flow scan result. 
 
 
Figure 6.36 GOR at each stage based flow scan data on the subject well. 
 
6.6.3 Relative Permeability 
When there are more than one fluid present in the reservoir, the relative permeability of 
each fluid to the other needs to be defined as a function of saturation in order to correctly capture 
multiple-phase flow. For this well, oil and gas relative perm abilities as a function of gas 
saturation are shown in Figure 6.37. It can be seen that gas relative permeability increases with 
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gas saturation, whereas, oil relative permeability to gas decreases with an increase in gas 
saturation. When gas saturation is 0.43, gas and oil relative permeability are equal.  
 
 
Figure 6.37 Oil and gas relative permeability curves for the subject Eagle Ford well. 
 
6.6.4 Reservoir Simulation 
Once the model was built with the all the required properties, including petrophysical 
property, fluid property and the hydraulic fracture permeability profiles, reservoir simulation can 
be performed. Therefore, pressure depletion and production performance can be forecasted. 
 
6.6.4.1 Reservoir Pressure Depletion  
Figure 6.38 presents a side view of the simulated reservoir pressure distribution at the end 
of five-year production. It can be seen that more pressur depletion occurred near the hydraulic 
fracture and the pressure drop around each fracture varies as a function of the unique hydraulic 
fracture profile at each perforation cluster. Figure 6.38 also shows that the whole reservoir 
interval from top to bottom is depleted. When looking at the pressure distribution from the top of 
the reservoir (Figure 6.39) and bottom (Figure 6.40), different reservoir pressure profiles are 
observed due to the variation in the fracture permeability profile and also the depth of the well as 




    
 
Figure 6.38 Side view of reservoir pressure distribution profile along the lateral well with the 40 
hydraulic fractures at the end of 5 years’ production. Lower pr ssure around the hydraulic 
fractures is observed. Lateral well intersects with Y-axis t 2,000 ft, extends along X-axis and 
deviates in Z-axis. 
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Figure 6.39 Top view of pressure distribution profile along the lateral well with the 40 hydraulic 
fractures at the end of 5 years’ production. Lower pressure around the hydraulic fractures are 
observed. Lateral well intersects with Y-axis at 2,000 ft, and extends along  the X-axis. 
 
 
Figure 6.40 Bottom view of pressure distribution profile along the lateral well with the 40 
hydraulic fractures at the end of 5 years’ production. Lower pr ssure around the hydraulic 
fractures are observed. Lateral well intersects with Y-axis at 2,000 ft, and extends along X-axis. 
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6.6.4.2 Well and Fracture Production  
The variation in the fracture parameters and pressure depl tion profiles around each 
fracture as discussed above is expected to cause differences in production from each hydraulic 
fracture. Production from each of the eight treatment stages along the subject well is simulated. 
Rate of production and yearly cumulative production from each treatment stage are shown in 
Figure 6.41, from which it can be seen that production varies from stage to stage, with Stage 3 
and Stage 8 being the most and least productive stages, respectively.  
 
 
Figure 6.41 Production rate and cumulative recovery from each of the eight treatment stages of 
the subject well; it can be seen that production from all treatment stages vary resulting from the 
heterogeneity among treatment stages resulting from both stress shadowing effects and variation 
in rock and reservoir properties along the lateral well. The linear cumulative oil profile is due to 
the steady early time production, as shown in the historic data. Not much oil rate decline is seen.  
 
This variation in stage production is confirmed by stage production based on flow 
scanner data (Figure 6.42), which was obtained 40 days after the well was put on production. 
Stages that perform poorly can be identified from Figure 6.41 and they are Stage 1, Stage 2, 
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Stage 3. Hence, completions can be modified accordingly. For example, in this case, Stage 1 is 




Figure 6.42 Comparison of oil production rate from each treatm nt stage between the flow 
scanner results and simulation results.  
 
When comparing the flow scanner data with simulation results on stage production as 
shown in Figure 6.42, it can be seen that both the scanner d simulation results showed 
variation in production from stage to stage. However, the simulated stage production is matching 
the flow scanner results reasonably well. The variation in stage production can be attributed to 
the difference between treatment jobs for all stages and also the reservoir heterogeneity along the 
lateral well section. Though stress shadowing effects were confirmed to occur in multiple-stage 
hydraulic fracturing, without correctly capturing the detailed r servoir and rock properties along 
the lateral into the model, the effect of heterogeneity in variation in production cannot be 
included.  There are a number of uncertainties and some culd be reduced through further 
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Figure 6.43 Matching historic production data using model under two conditions: including stress shadowing effect and ignoring 
stress shadowing effects. When considering stress shadowing effects, both oil and gas rates match well with field data. However, 




6.6.4.3 History Match 
The hydraulic fracture propagation results from fracture simulation were incorporated 
into the reservoir model to simulate well performance. Simulated production from the subject 
well was compared with historic data. DFIT indicated that ere is variation in permeability from 
stage to stage along the ~4000 ft lateral well. Flow scanner results for each stage confirmed the 
lateral variation.  Flow scanner data for each stage was matched as shown in Figure 6.42, which 
helped to reduce the uncertainty of permeability around each individual stage.  The permeability 
variation at different stages is shown in Table 6.4. Incorporating the permeability variation along 
the lateral helped to obtain the match with historic production data for the subject well. 
 
Table 6.4 Rock absolute permeability, , ( 	 	0.1	 ) at the eight treatment stages along the 
~4000 ft lateral well. The permeability range is comparable with permeability from DFIT 
analysis shown in Table 6.1. 
 Stage 1  Stage 2 Stage 3 Stage 4 Stage 5 Stage 6 Stage 7 Stage 8 
 ( ) 0.0057 0.0030 0.0019 0.0010 0.0025 0.0019 0.030 0.0019 
 
In Figure 6.43, actual well gas and oil production data are shown in red and green dotted 
lines, respectively; it can be seen that the well was on and off during the first 62 days. A 
smoother production data was observed after the first 62 days as shown in Figure 6.43. Figure 
6.43 shows that simulated production under two conditions, neglecting stress shadowing effects 
and considering stress shadowing effects. When ignoring stress shadowing effects-however, both 
gas and oil production outperforms historic data, by about 5%-7%. However, when taking into 
account the stress shadowing effects between neighboring stages, the production rates 









  CHAPTER 7
CONCLUSIONS/RECOMMENDATIONS 
 
In Chapter 7, key insights from this research are summarized, and recommendations for 
future work to expand upon the ideas presented are discussed. 
7.1 Conclusions 
A comprehensive methodology that includes petrophysical analysis, completion design, 
hydraulic fracture modeling and flow simulation with coupled stress shadowing effects was 
successfully developed in this study. Well scale integration between hydraulic fracture modeling 
and reservoir modeling, incorporating both intra-fracture heterogeneity and inter-fracture 
heterogeneity was realized using a developed MatLab program. Through this research, the 
following conclusions were developed:  
1. Stress shadowing effects change the local stress, and increase the closure pressure 
for subsequent fractures created in the vicinity, affecting the propagation of 
subsequent fractures. The effects of stress shadowing are observed in both 
homogeneous and heterogeneous formations. Stress shadowing affected fracture 
length, width, height, proppant concentration and fracture conductivity of 
subsequent hydraulic fractures in the vicinity of a pre-existing fracture. 
 In the homogenous formation studied, with a fracture spacing of 50 ft, the 
closure pressure gradient in treatment Stages 1 and 2 are the same when 
neglecting stress shadowing effects. When considering the effects of stress 
shadowing, the closure pressure gradient increased by up to 11% and the 
average fracture width decreased by 44 % at Stage 2 as compared to Stage 1.  
 In the heterogeneous formation, for a fracture spacing of 50 ft, when 
neglecting stress shadowing effects, the closure pressure gradient is the same 
at both treatment Stage 1 and 2. When considering stress shadowing effects, 
at Stage 2 the closure pressure increased by 27.6% and the average fracture 





 For the case of multiple fractures, they all influenc each other; for example, 
for a well with five stages, the flowing fracture volumes decreased by 98.5%, 
22.2%, 76.7% and 68% at Stage 2, 3, 4 and 5, respectively, when compared 
with Stage 1 as a result of the stress shadowing effect. 
2. The stress shadowing effect decreases with increasing distance between fractures. 
For the specific case studied, the fracture closure pressure gradient at subsequent 
fractures increased by 27.6%, 11.3%, 5.4%, 2.5%, 2.1% and 1.8 % respectively 
when fracture spacing was varied from 50 ft, 100 ft, 200 ft, 400 ft, 500 ft to 600 ft 
in the heterogeneous formation. 
3. Production loss induced by stress shadowing effects is related to pumping job 
size, treatment schedule, and fracture spacing and rock pperties. In the 
heterogeneous formation, for a well with five stages of hydraulic fractures 
(FS=200 ft), stress shadowing effects caused production to decrease by 16% with 
a treatment size of 50,000 lbs per stage.  This production drop range depends on 
fracture spacing, treatment job size and other parameters.  
4. Relaxation time affects propagation of subsequent hydraulic fractures in the 
vicinity; the more time allowed for a current hydraulic fracture to relax, the less 
stress shadowing effect it has on the subsequent stage. This is due to the leak-off 
associated with the relaxation time and the associated changes to the local stress 
profile. 
5. When multiple stages of hydraulic fracturing treatments were completed in 
different orders, hydraulic fracture profiles were found to be different at the same 
stage due to varying stress shadowing effects associated with frac ure sequence. 
This performance difference associated with fracture sequence decreases with 
time. In one case run in the heterogeneous formation, at the end of 540 days, 
simultaneous fracturing outperforms sequential fracturing by 18% whereas at the 
end of 20 years, it outperforms by 6% only. 
6. In the studied heterogeneous formation, coupled analysis on both stress 
shadowing effects and production forecasting indicated that the recommended 
fracture spacing is 100 ft; when multiple wells are present; the recommended well 




recovery factor taken into account. It is important to keep in mind that the both 
optimized fracture spacing and well spacing depend heavily on treatment job 
parameters and rock geomechanical and reservoir properties. 
7. A field study on an Eagle Ford well also shows that stres  shadowing effects 
between neighboring hydraulic fractures reduced production. It was also found 
that including the stress shadowing effects improved the history matching of field 
production data.  
It should be noted that most of the above conclusions are only true to the specific case 
studied and are not applicable to other data sets. However, stress shadowing does induce changes 
in the propagation of subsequent hydraulic fractures, causing loss in production. Correctly 
accounting for fracture-to-fracture interference in hydraulic fracture design guidelines is 
expected to reduce the associated production loss. The methodology developed in this study 
enables quantification of stress shadowing effects in terms of production reduction and can be 
used to optimize hydraulic fracture spacing and distances between wells in developing 
tight/unconventional formations. 
 
7.2 Recommendations/Future Work 
This methodology developed in this research is comprehensive, and the tools involved 
are powerful. Resulting 3-D hydraulic fractures can be described in detail in terms of geometry, 
proppant concentration, etc. Stress shadowing effects on closure pressure and growth of 
subsequent fractures can be determined. In the production model of GOHFERTM, all damaging 
mechanisms, including non-Darcy flow, proppant embedment, etc. are taken into account in 
order to forecast the fracture conductivity more accurately. To more accurately model effective 
fracture half-lengths and the associated change, these damage effects should also be accounted 
for in the reservoir simulation component. 
Horizontal wells in tight/unconventional formations are normally one thousand to ten 
thousand feet long. The heterogeneity along the lateral is essential for a quality model.  It is 
recommended that horizontal logging be used to capture heterog neity to characterize the rock 






When carrying this research project forward, the following future work is recommended: 
1. During reservoir production, pressure depletion leads to fracture ompaction and 
loss in fracture conductivity over time. Time dependent fracture conductivity 
should be included into the model in order to obtain more accur te portrayal of 
production from horizontal wells with multiple stages of hydraulic fractures. 
2. It is recognized that complex natural fractures are commnplace in 
unconventional formations. Presence of natural fractures changes the local stress 
and may alter the propagation path of a hydraulic fracture or even connect with 
natural fractures. Including natural fractures and interaction between natural 
fractures and hydraulic fractures is of great importance. Inclusion of a dual 
porosity or a discrete fracture network (DFN) model to take into account of 
existing natural fractures into the reservoir model is something worthy to do to 
improve the model. 
3. Deploying horizontal wells with multistage hydraulic fracturing is expensive. 
Incorporating economic analysis into the optimization model is meaningful for 
reservoir development planning and management. 
4. Hydraulic fracturing induces stress shadowing effects, changing local stress and 
impacting fracturing of subsequent stages. Thus, updating velocity models from 
stage-to-stage is recommended, so that more accurate informati n can be inferred 
from micro-seismic data.  
5. Changes in reservoir stresses or pore pressure can significantly impact the 
production potential in hydraulically fractured reservoirs by changing the storage 
and fluid flow paths. Thus, stress compliance is also rec mmended to be taken 
into account in future research. 
 
In summary, key factors affecting fracture to fracture int rference are geomechanical 
properties, treatment job including job size and pumping rate, elaxation time and fracture 
spacing. This study shows that avoiding stress shadowing effects between neighboring hydraulic 
fractures in their entirety results in low recovery factor, as hydrocarbon between fractures can be 
left behind, so it is not an optimal completion strategy. Optimized fracture spacing should be 




fracture geometry and its associated heterogeneity helpsto predict a more reliable reservoir 
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