This paper is devoted to the study of the dimension functions of (multi)wavelets, which was introduced and investigated by P. Auscher in 1995 (J. Geom. Anal. 5, 181-236). Our main result provides a characterization of functions which are dimension functions of a (multi)wavelet. As a corollary, we obtain that for every function D that is the dimension function of a (multi)wavelet, there is a minimally supported frequency (multi)wavelet whose dimension function is D. In addition, we show that if a dimension function of a wavelet not associated with a multiresolution analysis (MRA) attains the value K, then it attains all integer values from 0 to K. Moreover, we prove that every expansive matrix which preserves Z N admits an MRA structure with an analytic (multi)wavelet.
INTRODUCTION
The dimension function of an orthonormal wavelet ψ ∈ L 2 (R) is defined as We shall prove that a third condition is always satisfied, namely,
a.e., (1.2) where = {ξ ∈ R : D ψ (2 −j ξ) ≥ 1 for j ∈ N ∪ {0}} and 1 denotes the characteristic function of . It turns out that the three properties together with three obvious ones -that D ψ is 1-periodic, lim inf n→∞ D ψ (2 −n ξ) ≥ 1, and
−1/2 D ψ (ξ ) dξ = 1 -fully characterize dimension functions. Baggett and Merrill [4] used the condition (1.2) found in the preliminary version of this paper, which only dealt with the one-dimensional case, to prove a similar characterization for the multiplicity function.
In Section 5 we give a brief study of the collection of all dimension functions. Included are examples of a construction of MSF (minimally supported frequency) wavelets using the MRA dimension function and the Journé dimension function. In Example 5.8 we use an idea due to Madych [17] to prove that for any expansive matrix A which preserves Z N there exists an analytic (multi)wavelet associated with an MRA. In Theorem 5.11 we prove that there are no skips in the range of a non-MRA dimension function; that is, if a dimension function not associated with an MRA attains the value K, then it attains all of the integer values from zero to K.
PRELIMINARIES
Since our main result holds in greater generality than described in the Introduction, let us review the necessary terminology. For this paper, a dilation matrix A will be an expansive matrix which preserves Z N , i.e., all eigenvalues λ of A satisfy |λ| > 1 and AZ N ⊂ Z N . The transpose of A is denoted by B = A T . A finite set = {ψ 1 , . . . , ψ L } ⊂ L 2 (R N ) is called an orthonormal multiwavelet if the system {ψ l j,k : j ∈ Z, k ∈ Z N , l = 1, . . . , L} is an orthonormal basis for L 2 (R N ), where for ψ ∈ L 2 (R N ) we use the convention
If a multiwavelet consists of a single element ψ then we say that ψ is a wavelet. The following result establishes a characterization of orthonormal multiwavelets (see [6, 7, 10, 11] 
l (B j ξ)ψ l (B j (ξ + s)) = 0 a.e. ξ ∈ R N , s ∈ Z N \BZ N , (2.2) and ψ l = 1 for l = 1, . . . , L, where B = A T .
In the theorem above and throughout the paper the Fourier transform is defined aŝ
Denote T N = R N /Z N , which we identify with the set (−1/2, 1/2] N . The Z N -periodization of a set E ⊂ R N is defined by E P = k∈Z N (E + k). The translation projection τ is defined on R N by τ (ξ) = ξ , where ξ ∈ T N and ξ − ξ = k for some k ∈ Z N . In our convention the set of natural numbers N does not contain zero. The Lebesgue measure of a set E ∈ R N is denoted by |E|.
An easy to justify property of the mapping τ is the following.
LEMMA 2.2. LetẼ be a measurable subset of R N . Then there exists a measurable set E ⊂Ẽ such that τ (E) = τ (Ẽ) and τ | E is injective.

DEFINITION 2.3. An MSF (minimally supported frequency) multiwavelet (of order L)
is an orthonormal multiwavelet = {ψ 1 , . . . , ψ L } such that |ψ l | = 1 W l for some measurable sets W l ⊂ R N , l = 1, . . ., L. An MSF multiwavelet of order 1 is simply referred to as an MSF wavelet.
The following theorem characterizes all MSF multiwavelets (see [9] for a similar characterization of MSF wavelets). Note that Theorems 2.4 and 2.6 hold without the assumption that the dilation A preserves the lattice Z N .
THEOREM 2.4. A set
= {ψ 1 , . . . , ψ L } ⊂ L 2 (R N ) such that |ψ l | = 1 W l for l = 1, .
. . , L is an orthonormal multiwavelet associated with the dilation A if and only if
k∈Z N 1 W l (ξ + k)1 W l (ξ + k) = δ l,l a.e. ξ ∈ R N , l, l = 1, . . ., L, (2.3) j ∈Z L l=1 1 W l (B j ξ) = 1 a.e. ξ ∈ R N ,(2.
4)
where B = A T .
Proof. Suppose ψ ∈ L 2 (R N ) with |ψ| = 1 W , for some measurable set W . The set {ψ 0,k : k ∈ Z N } is an orthonormal family if and only if
, L} is an orthonormal family if and only if
and the W l 's are pairwise disjoint (modulo sets of measure zero), i.e., (2.3) . In this case
and by scaling for any j ∈ Z, 
1 W l , Theorem 2.4 implies (2.5) and (2.6). Conversely, suppose W satisfies (2.5) and (2.6). We proceed to define {W l } L l=1 inductively. Let W 1 be a subset of W such that τ (W 1 ) = T N (modulo sets of measure zero) and τ | W 1 is injective; the existence of W 1 is guaranteed by Lemma 2.2. Suppose that for some 1 ≤ n < L we have defined disjoint sets 
Thus, (2.3) holds. Equation (2.4) is an immediate consequence of (2.6) and the pairwise disjointness of the W l 's.
For a finite subset subset
where B = A T . The following fact implies that D F is finite for a.e. ξ ∈ R N .
, where q = |det B|.
Proof. We have
A priori, it is not obvious from the definition that D has integer values. It is also not immediate why D is referred to as a dimension function.
This result was proved by Auscher [1] for wavelets in L 2 (R). It is not a surprise that it holds in a much more general setting. In the following argument it also becomes clear why D is called a dimension function.
Proof. For l = 1, . . ., L, j ≥ 1, and a.e. ξ ∈ T N we define a vector 
, which allows us to apply Auscher's geometrical lemma [13, Chap. 7, Lemma 3.7 ] to get
In [23] Weber proved that the multiplicity function introduced in [3] is equal to the dimension function in the case of single wavelets on R. It is reasonable to suspect that this result can be extended to the case of the dimension function of multiwavelets on R N .
Before we present our main result, let us develop a notion of a generalized scaling set which we use to characterize dimension functions.
One of the main features in the theory of (multi)wavelets is the idea of multiresolution analysis introduced by Mallat [18] . We say that a multiwavelet ⊂ L 2 (R N ) is an MRA multiwavelet if there exists a function ϕ ∈ L 2 (R N ) such that its integer translations form an orthonormal basis of the space V 0 := j<0 W j , where
The function ϕ is called a scaling function. It is easy to check that if is an MSF multiwavelet which comes from a multiresolution analysis, then its scaling function ϕ satisfies |φ| = 1 S for some measurable set S ⊂ R N . Conversely, if ϕ is a scaling function of some MRA, such that |φ| = 1 S , then there is an MSF multiwavelet associated with this MRA. Such a set S is called a scaling set.
In [7] Calogero extended Gripenberg's result by showing that a multiwavelet comes from an MRA if and only if D (ξ ) = 1 a.e. This implies that the multiwavelets with nontrivial dimension function cannot be constructed by means of multiresolution analysis. One importance of a multiresolution structure is based on the fact that a MRA multiwavelet can be easily recovered from its scaling function. It turns out that a similar property is true for all MSF multiwavelets. In fact, in this case
Therefore the role of a scaling function can be played by 1 S ∈ V 0 , where S = ∞ j =1 B −j W , because then the set W can be easily obtained from S, that is, W = BS\S. These ideas can be formulated precisely as follows. An equivalent definition can be stated as follows. Proof. Let us assume that S = ∞ j =1 B −j W for some multiwavelet set W . From (2.6) it follows that the union is disjoint; therefore, BS\S = W . Moreover, (2.5) 
To prove the other implication, denote BS\S by W and observe that since |W | = L we must have S ⊂ BS. From this it easily follows that ∞ j =1 B −j W ⊂ S, but since both these sets have the same measure they must be equal.
In [19] a simple characterization of scaling sets in R is given. Theorem 2.1 of [3] can be viewed as a similar characterization of generalized scaling sets of order 1 in R N . The proof presented there uses methods of abstract harmonic analysis (in particular, the multiplicity function of projection valued measures). Let us present an elementary proof of this theorem extended to the case of generalized scaling sets of order L.
Proof. Let us prove that conditions (i)-(iv) are necessary. The first one is guaranteed by definition; the second one follows easily from Proposition 3.2. Moreover, since S = ∞ j =1 B −j W for some multiwavelet set W and the union is disjoint, we can write 1 S (B −n ξ) = ∞ j =−n+1 1 W (B j ξ) and use (2.6) to obtain that the limit as n → ∞ is 1, which establishes (iii). A simple calculation shows that
therefore (iv) follows from (2.5).
To prove sufficiency define W as BS\S. It is easy to see that W and B j W are disjoint for every j ∈ N. In fact, B j W = B j +1 S\B j S and, by (ii), W ⊂ B j S, which together imply W ∩ B j W = ∅. In this way we obtain that
but both these sets have the same measure; therefore, they are equal. This shows that
, so (iii) implies that W satisfies (2.6). Using (iv) together with (3.1), we obtain that (2.5) is fulfilled as well; therefore, W is a multiwavelet set.
Remark. Suppose that a measurable set S satisfies conditions (i)-(iv) of Theorem 3.3. Then, as we have shown, W = BS\S is a multiwavelet set and S decomposes into a disjoint sum S = ∞ j =1 B −j W . By Definition 2.5 we can find disjoint sets
As we have mentioned before, a multiwavelet can be associated with an MRA if and only if D (ξ ) = 1 a.e. Therefore, it follows that if is an MSF multiwavelet, then it comes from an MRA if and only if k∈Z N 1 S (ξ + k) = 1 a.e. In this way we obtain the following.
COROLLARY 3.4. A measurable set S ⊂ R N is a scaling set if and only if it is a generalized scaling set of order
q − 1 and k∈Z N 1 S (ξ + k) = 1 a.e.
MAIN RESULT
Our key contribution to the study of the dimension function of a multiwavelet associated with a dilation A was noticing that its support must be big enough in the sense of condition (1.2) (that is,
and proving that, together with already known conditions, this condition characterizes dimension functions. Before we proceed further let us prove a technical lemma which converts this condition into a statement which is more convenient for the proof of our main result. 
be a collection of measurable sets such that τ (S i ) = A i and τ | S i is injective for
All we have to prove is that τ (G) = A 1 . Since the inclusion τ (G) ⊂ A 1 is obvious, it is enough to check that the opposite inclusion holds. By condition (4.1) we have
we can see that all we have to do is prove that A n+1 ⊂ H P . By condition (4.1) and our assumption about
In this way we obtain
As 
Proof. Let us begin by proving that the conditions (D1)-(D4) are necessary. To do so we assume that D is the dimension function of some multiwavelet , i.e.,
Then, by Proposition 2.7 we obtain
Thus, (D2) follows from (2.1). An easy computation similar to (3.1) shows that
we obtain (D3). To prove the last condition, let
. Therefore all we have to prove is s(ξ) ≤ 1 (ξ ) a.e. This is true for ξ ∈ . On the other hand,
, so we obtain that s(ξ) = 0; i.e., s ≤ 1 holds almost everywhere.
We turn now to proving the sufficiency of the conditions (D1)-(D4). By Theorem 3.3 and the remark following it, it suffices to find a measurable set S such that
e, and D(ξ ) ≥ 1 for ξ ∈ Q. Condition (D2) and the fact that B is a dilation imply that Q = ∩ ∞ j =0 B j T N is an example of a set which satisfies these properties.
and let E n+1 ⊂Ẽ n+1 be the set guaranteed to exist by Lemma 2.2.
Define
We submit that S 1 satisfies the conditions (i)-(iv) above. Indeed, (i) is obvious from the definition. To see (ii), note that by the construction E 1 ⊂ BE 1 and E n ⊂ BE n−1 for all n ≥ 2. Therefore,
We now turn to proving (iv). By the definition of S 1 we have τ (S 1 ) ⊂ A 1 . It remains to show that A 1 ⊂ τ (S 1 ). By the condition (D4) and Lemma 4.1 there is a set G ⊂ R N such that τ (G) = A 1 , and D(B −j ξ) ≥ 1 for every j ≥ 0 and every ξ ∈ G.
On the other hand, if ξ ∈ E P i for some i = 1, . . . , m, then again ξ ∈ S P 1 , so ξ ∈ B j −1 S P 1 and the proof of the subclaim is completed.
To finish the proof of Claim 1, note that from the assumptions we made about Q it follows that
. By iterating the subclaim, we obtain that G ∩ B j S P 1 ⊂ S P 1 for j ≥ 1. So, G ⊂ S P 1 , i.e., τ (G) ⊂ τ (S 1 ), and since τ (G) = A 1 the proof of Claim 1 is finished.
We continue defining the set S. Suppose that there exist sets S 1 , . . . , S n such that if we define
satisfy Q ⊂ P 1 , and Then, we will construct S n+1 such that S 1 , . . . , S n+1 and P 1 , . . . , P n+1 satisfy (1)- (4) .
and let F m+1 be the subset ofF m+1 guaranteed to exist by Lemma 2.2.
satisfy the four conditions above. For the condition (1) it suffices to show that S n+1 ⊂ BP n+1 . This follows from the fact that
For Condition (2) we must show that τ | S n+1 is injective. Suppose that ξ 1 , ξ 2 ∈ S n+1 and τ (ξ 1 ) = τ (ξ 2 ); then, without loss of generality, for some j ≤ k, ξ 1 ∈ F j and ξ 2 ∈ F k . If
To see (3) it is enough to prove that S n+1 ∩ P n = ∅. As we noted before, for m ≥ 2 we have F m ⊂ BF m−1 . But since F 1 ⊂ BP n \P n , by induction we obtain F m ⊂ B m P n \B m−1 P n for m ≥ 1. From (1) with i = n, it follows that P n ⊂ B m−1 P n for m ≥ 1. Therefore, for such m we obtain F m ∩ P n = ∅, i.e., S n+1 ∩ P n = ∅.
The proof of (4) is more difficult. First note that since τ (F m ) ⊂ A n+1 , we have τ (S n+1 ) ⊂ A n+1 . For the reverse inclusion, we will find it useful to prove the following.
CLAIM 2. We have
. On the contrary, if ξ ∈ F P i for some i = 1, . . . , m, then ξ ∈ S P n+1 as well, so ξ ∈ S P n+1 , which ends the proof of Claim 2.
Continuing with the proof of Condition (4), we need to show that A n+1 ⊂ τ (S n+1 ). By Condition (D4) and Lemma 4.1, there is a set H ⊂ R N such that H ∩ P n = ∅, τ (H ) = A n+1 , and D(B −j ξ) ≥ 1 for every j ≥ 0 and ξ ∈ H . Therefore all we have to prove is that τ (H ) ⊂ τ (S n+1 ), i.e., H ⊂ S P n+1 . We split into two cases; first, we consider all ξ ∈ H such that, for every j ≥ 0, D(B −j ξ) ≥ n + 1, i.e., the set R := H ∩ ∞ j =1 B j A P n+1 . We will show that R ⊂ S P n+1 . Let ξ ∈ R. As we mentioned before, ∞ j =1 B j Q = R N ; therefore, B −j ξ ∈ Q for some j ≥ 1. Condition (1) implies that Q ⊂ P n ; hence, we can consider j 0 = min{j ∈ N : B −j ξ ∈ P n }. Since H ∩ P n = ∅, it follows that B −j 0 +1 ξ ∈ BP n \P n . Moreover, since B −j 0 +1 ξ ∈ A P n+1 ,
. In this way we prove that R ⊂ ∞ k=0 B k S P n+1 . Therefore,
But Claim 2 implies that for k ≥ 0,
hence R ⊂ S P n+1 . The second case deals with the set C := H \ ∞ j =0 B j A P n+1 . We still wish to show that
and ξ / ∈ B j 0 +1 A P n+1 . To prove that ξ ∈ S P n+1 , it is enough to show that ξ ∈ B j 0 S P n+1 and then to use the formula (4.2) with k = j 0 . To see why ξ ∈ B j 0 S P n+1 observe that D(B −j 0 ξ) ≥ n + 1. Therefore, by the consistency equation, i.e., Condition (D3), we obtain
In this way for each d ∈ D such that K(d) = 0 we obtain
We claim that this gives us at least n + 1 distinct elements of BP n . If Bp
By Property (2) of the induction hypothesis, at least one of the elements given in (4.4) must lie in the complement of P n . So, for some k ∈ Z N , B −j 0 ξ + k ∈ BP n \P n . In addition, since B −j 0 ξ ∈ A P n+1 , we have B −j 0 ξ + k ∈ A P n+1 . Therefore, B −j 0 ξ + k ∈F 1 ⊂ S P n+1 , i.e., ξ ∈ B −j 0 S P n+1 , which completes the proof of condition (4). To recap, we have defined sets {S i } ∞ i=1 such that if we set P i = i j =1 S j then the following conditions hold: Define S = ∞ i=1 S i . We claim that S satisfies properties (a)-(d) listed above. To show that S ⊂ BS, it suffices to show that S i ⊂ BS for every i ∈ N, but this is immediate from Condition (1).
To show that lim n→∞ 1 S (B −n ξ) = 1 almost everywhere, we note that Q ⊂ S, and since lim n→∞ 1 Q (B −n ξ) = 1 we obtain lim n→∞ 1 S (B −n ξ) = 1 .
To prove that D(ξ ) = k∈Z N 1 S (ξ + k) it suffices to show that the equality holds for all ξ ∈ T N . By Condition (3) we have
It follows from (2) 
Finally, we show that |S| = L/(q − 1). By Condition (D1) we have
which completes the proof of the theorem. 
Fix a measurable set
If the function D is bounded by n then S i = ∅ for i > n. In particular, if we wish to construct MRA multiwavelet sets (i.e., D ≡ 1) the algorithm is much simpler.
EXAMPLES AND REMARKS
In the first part of this section we will restrict our attention to dimension functions of a single wavelet in R. Let us denote by D the set of all functions which are dimension functions of some wavelet associated with dilation A = 2 in dimension N = 1. Theorem 4.2 provides some information about D, but we are not aware of a general constructive procedure which would allow us to produce all dimension functions. As a result, further investigation of D relies on other techniques and in studying examples. Below, we present several dimension functions and provide examples which illustrate the construction of wavelet sets via Algorithm 4.4. 5 ] (this wavelet set is considered by Dai and Larson in [8] ). Then forψ = 1 W we have
], which yields a nonsymmetric dimension function.
Before proceeding to the next example, we mention a fact that simplifies checking whether a given function satisfies the consistency equation. 
To see the moreover statement, if D is symmetric and the consistency equation is satisfied on [0,
In the following example we present an interesting family of dimension functions which appears also in [5] . EXAMPLE 5.5. Dimension Functions with Arbitrarily Large Supremums. Let n be a positive integer. We show that there is a dimension function D n with D n ∞ = n. 
. Then, we define (see Fig. 2 )
and extend 1-periodically. Note that when n = 1 we obtain the MRA dimension function, and when n = 2 we obtain the Journé dimension function. We turn to showing that D n satisfies the consistency
We now show that the function D n satisfies the condition (D4) of Theorem 4.2. Since A 1 ⊂ we only need to check for ξ ∈ A 2 , i.e., ξ ∈ T i , i ≤ n − 1. (Here, as before,
We note here that for n = 3, an MSF wavelet, the construction in Theorem 4.2 yields One might think that letting n go to ∞ in the above example would yield an unbounded dimension function. However, this is not the case. Indeed, the limit function would be 
If f is a wavelet, then this is just the usual dimension function. It is clear that wheneverf ≤ĝ, then
We will proceed by constructing a set S such that D1 S is unbounded and then by showing that S is a subset of some wavelet set W . Since we will have 1 S ≤ 1 W this will be enough to conclude that D1
from which it follows that
That is, 2 (m−l)/2 (ξ + 2 l−1 ) ∈ S (m+l)/2 whenever (m + l)/2 ∈ N, i.e., whenever l is even. We conclude that for even m ≥ 4 and ξ ∈ [1/2 m+2 , 1/2 m+1 ), 2 ). We will use the following theorem, due to Ionascu and Pearcy, with S ∪ T = U . THEOREM [14] . A measurable set U ⊂ R is a subset of a wavelet set if and only if the following two conditions hold: 2 ). Therefore, by Ionascu and Pearcy's result mentioned above, U (and hence S) is contained in a wavelet set, as desired.
The last fact concerning single wavelets in R which we are going to present implies that there are "many" dimension functions, enough to connect all of the examples we have included so far. 
.
The arcwise connectivity of D follows from [20] , where it was shown that the set of all characteristic functions of wavelet sets is arcwise connected in the L 2 (R) norm.
We can also consider In the final part of our paper we consider the multidimensional case. Of course, a detailed study of dimension functions requires fixing a dilation and an order number; this, however, goes beyond the scope of our paper. We offer instead some examples and facts which hold for any dilation.
The following example is devoted to the construction of an analytic MRA multiwavelet for any dilation A. In [17] Madych defined a set , which can be thought of as a scaling set, and showed how to use it to obtain an analytic scaling function. However, the problem of constructing such a set was not considered in his paper. We present here a detailed treatment of this problem using Algorithm 4.4. We claim that such a choice of Q yields a bounded scaling set S.
Indeed, the sets E m from Algorithm 4.4 satisfy E 1 = Q and, for m ∈ N,
We claim that for any m ∈ N,
Indeed, (5.3) is true for m = 1 by (5.2). Assume, by induction, that (5.3) holds for some m, then In the above example we can consider a special case of a dilation matrix A such that |det A| = 2. This leads to a multiwavelet of order 1; that is, we obtain a single wavelet. The fact that the condition |det A| = 2 is sufficient for obtaining MRA wavelets was already noted by Gu and Han in [12] . It is not clear whether the techniques in [12] can be used to obtain analytic wavelets.
The following example shows the existence of nontrivial dimension functions on R N . EXAMPLE 5.9. The "Stairway to Heaven" Dimension Function. Suppose A is a dilation, B = A T , and q = |det A| = |det B|. Consider a scaling set S associated with the dilation A; that is, a set satisfying the conditions of Theorem 3.3 with L = q − 1 and 
D is defined for a.e. ξ ∈ R N because the sets {B −j S\B −j −1 S} j ≥0 form a partition of S, and {S + k} k∈Z N partitions R N modulo sets of measure zero. We will show that D satisfies Conditions (D1)-(D4) of Theorem 4.2 with L = J + (q − 1). The first condition is fulfilled because The dimension function we constructed above is clearly unbounded (note, however, that for q = 2 the order L must be at least 2, therefore we cannot use this construction to produce anything similar to Example 5.6). The following fact shows that band limited wavelets have a bounded dimension function. 
