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Department ofInformation Science, Sagami Institute of Technology, 
Tsujido Nishikaigan I-1-25, Fujisawa 251, Japan 
Given a general network of discrete memoryless independent channels with 
multiple supply nodes and a single sink node, a Slepian-Wolf-Cover type of 
problem of transmitting multiple correlated informations through the network from 
the supply nodes to the sink node is considered from the source-channel matching 
point of view. By introducing the concept of achievable network, we give the 
necessary and sufficient condition for a network to be achievable, while making full 
use of the polymatroidal property of the capacity function of the network as well as 
the co-polymatroidal property of the correlated sources. 
I. INTRODUCTION 
The problem of attaining the data compression for a set of correlated 
information sources by noiseless coding is one of the central topics in the 
field of multiterminal information theory, and the basic theorem in this 
regard has first been established by Slepian and Wolf  (1973). An elegant 
extension to many correlated sources has been made by Cover (1975), and 
also a Combinatorial look at this theorem has been pointed out by Han 
(1979a) from the viewpoint of  co-polymtroids. 
The theorem of Cover remains valid if we consider, instead of noiseless 
coding, coding to noisy channels, and accordingly it can be interpreted as a 
theorem specifying the condition for a source-channel matching between a 
set of correlated information sources and a particular simple network of 
channels as follows. Let X l ..... Xp be correlated random variables (sources) 
and a I .... , ap be independent noisy or noiseless channels with capacities 
cl,..., cp, respectively. For each i = 1,...,p, an n-sequence X~ of i.i.d. Xi's is 
coded as an input n-sequence to the channel at. The single decoder observes 
the output sequences from all the channels al,..., ap, and tries to faithfully 
reproduce X]',..., X~, (see Fig. 1). Then, the theorem of Cover argues that the 
condition for such a faithful reproduction is 
H(Xs l Xr) K ~ c i for all S G S o , 
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^n ^n Xl,...,X p 
where X o = {1 ..... p}, and H(XslXv) is the conditional entropy of X/s, i E S 
conditioned on Xs's, j E S (S is the complement of S in 27o). 
From such a source-channel matching problem point of view, Cover's 
situation can be extended to the more general situation in which the network 
of channels is not so simple as above but more involved in the sense that it 
has an arbitrary number of independent channels of which the terminals are 
interconnected in an arbitrary manner (Fig. 2), where at each point of inter- 
connection re-decoding and re-encoding are carried out. This situation is 
encountered when we have no channel directly connecting the senders to the 
receivers but an indirect channel consisting of several component channels is 
available. For instance, this is the case in telephone line network intercon- 
necting cities in a country, radio broadcast network connected by inter- 
mediate bases, space communication network among earth satellites, etc. It 
should also be noted that the usual series and parallel channels are among 
the networks of this type. These networks are illustrated in Figs. 3 and 4, 
respectively. The source-channel matching condition for the series channel is 
given by H(X)<~ rain(el, ez), whereas that for the parallel channel is given 
by H(X)<~e~ +cz, where e~, e z are the capacities of the component 
channels. 
In the present paper we deal with the Slepian-Wolf-Cover type problem 
of transmitting, with arbitrarily small probability of error, multiple correlated 
inforrnations through a general network of channels (noisy or noiseless) from 
multiple supply nodes to a single sink node in which each supply node 
×I 
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observes the corresponding component source. (Networks of channels with a 
single supply node and a single sink node have been studied from the view- 
point of information flows, e.g., by Elias et al. (1956), Amari (1963), Elias 
(1967).) The main result concerns the necessary and sufficient condition for 
this source-channel matching problem and is stated as Theorem 3.1, which 
gives a general ook at the theorem of Cover so that it may be applicable in 
wider and more practical situations. To prove the theorem we invoke the co- 
polymatroidal property of the source as well as the polymatroidal property 
of the capacity function of the network (cf. Han (1979a, 1979b), Han and 
Kobayashi (1980)). This way of proof suggests that in multiterminal 
source-channel matching problems we need take into account not only its 
topological aspect but also its combinatorial spect. 
In Section IV we consider a minimum cost transmission problem for the 
case where to each component channel is assigned the cost per unit rate use, 
and give some comment on this problem from the standpoint of algorithms. 
II. PRELIMINARIES 
1. Basic Concepts of Networks 
Here we give some standard notation, concepts and results in network 
flow theory which will be needed to formally state our problem. 
A network is a triplet jU = (N, B, e), where N is a nonempty finite set 
whose elements are called the nodes, B is a set of ordered pairs (called 
branches) of nodes, and e is a function from B to the nonnegative real 
numbers, called capacity function; the value of c for a branch b = (i,j) C B is 
indicated by eij and is called the capacity of b. A branch b = (i,j) may be 
designated by an arrow from the node i to the nodej  (Fig. 5). 
~ e j  
node i 
FIGURE 5 
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A path of length k from i E N to j E N is a sequence P: i -= i 0, il ..... ik- 1, 
i k = j  of nodes such that i I ..... i k_~ are distinct nodes different from i and j, 
and for every m = 0, 1 ..... k - -  1 ,  (im, im+l) is a branch, where we say that the 
path P contains branches (i m, im+~). I f i  = j ,  a path from i to j  is called cycle. 
A pair (M, N -  M) of two node sets is a cut where M is a subset of N. If g 
is a function from B to the real numbers and M, L are subsets of N, let 
and for every node i, let 
g(M,L )= ~.~ gtj (2.1) 
(i,j)~(M XL)(qB 
net(g, i) = g({i}, N) --g(N, {i}). (2.2) 
In particular, c(M, N-M)  is called the value of the cut (M, N - -M) .  
Let S 0 be a fixed subset of N, called the set of supply nodes, and let to be a 
fixed node (CN-Zo) ,  called the sink node. The nodes except the supply 
nodes and the sink node are called intermediate. We assume throughout that 
for each k C 2; 0, there exists at least one path from k to to. A (feasible)flow 
f is a function from B to the real numbers uch that for all branches (i,j) 
0 <. fij <~ eij (2.3) 
and for every node i 
net(f, k)/> 0 if i E Z 0, 
net(f, k) ~< 0 if k = t 0, 
net(f, k) = 0 otherwise. (2.4) 
Intuitively, a flow is a continuous flow, through the network JU, supplied at 
the supply nodes and arriving at the sink node. 
We show two lemmas describing properties of flows which will be needed 
later. 
LEMMA 2.1 (Meggido 
p( • ) defined on subsets S of 27 o, 
then 
(1974)). Define the rain-cut capacity function 
p (S)=min{c(M,N- -M) IS~M,  toEN- -M,M~N},  (2.5) 
(submodularity ). 
(i) p(O) = o, 
(ii) p(S)<~p(T) (S~T~Zo), 
(iii) p(S u T) + p(S ~ T) ~ p(S) + p(T) 
(2.6) 
(2.7) 
(2.8) 
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LEMMA 2.2 (Meggido(1974)). Set p= lZol and let R = (R1 ..... Rp) be a 
p-tuple of nonnegative real numbers. A necessary and sufficient condition for 
the existence of a flow f such that for every s E Z o 
R s = net(f, s) 
is that for every S ~_ 270 
Z Rk ~p(S). (2.9) 
k~S 
Remark l. Lemma 2.1 means that the pair Co(. ),2;o) forms a 
polymatroid, and Lemma 2.2 means that the set of all possible values of 
supply at the supply nodes coincides with the independence polytope 
associated with the polymatroid (P( " ), 270). As for the concept of 
polymatroid, see, e.g., Welsh (1976). 
LEMMA 2.3 (Ford and Fulkerson (1962)). Let J=(N,B ,c )  be a 
network. For any flow f, there exist path Psk (s ~ 270 ; k = 1 ..... ms) from the 
supply node s to the sink node t o, and nonnegative r al numbers Rsk (s ~ 270; 
k = 1 ..... ms) such that for every s ~ 270 
ms 
net ( f , s )= ~ Rsk (2.10) 
k=l  
and for every branch (i,j) 
~. Rsk <CU, (2.11) 
Psk: (i, j) EPsk 
where the sum is taken over all the paths P~k containing the branch (i,j). 
Remark 2. Rsk is the value of path flow supplied at the supply node s 
and conveyed along the path P~k. Lemma 2.3 measn that any flow through 
S/~ can be expressed as a sum of several path flows. 
2. Network of Communication Channels 
Given a network JU = (N, B, c), we can interpret he JU as specifying a 
network of communication channels as follows. A branch (i,j) denotes a 
memoryless discrete channel where the capacity eli is the channel capacity 
of (i,j). Each supply node s is an eneoder E s which encodes a supplied infor- 
mation as an input into the channels b emitting from the node s. The stink 
node t o is a decoder D O which decodes the outputs from all the channels b 
entering at the node t 0. Each intermediate node i is a pair of decoder Di and 
encoder E i, where D i decodes the outputs from all the channels entering at 
643/47/1-6 
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channe 1s channe 1s 
FIGURE 6 
the node i and E i encodes the output from D~ as inputs into the channels 
emitting from the node i (Fig. 6). Here, arbitrary decoding and encoding may 
take place with arbitrarily large delay, and the encoder E i encodes eparately 
for each of the emitting channels. 
The communication network thus specified is used to reproduce at the sink 
node the multiple informations upplied at the supply nodes. In the sequel, 
we assume that the communication network has no cycle, and that every 
intermediate node has at least one entering channel and at least one emitting 
channel; every supply node has no entering channel; the sink node has no 
emitting channel. These assumptions are made to avoid trivial irregularities. 
I I I .  CODING oF  CORRELATED SOURCES THROUGH A NETWORK 
Let X 1 ..... Xp be dependent random variables on 5~ ..... ~ ,  respectively. 
A set of discrete memoryless correlated information sources is a sequence 
{(X~ t) ..... X~t ) )}~ of independent and identically distributed p-tuples 
(X  1 ..... Xp). At time t, sources emit (X~ t) ..... X~t)). Denote by X n the sequence 
{(X~t),...,Y(pt))}7= 1 of  length n, and by X~ the sequence {X~t)}~=~. 
Suppose that a network of communication channels JU= (N ,B ,e )  is 
given, and we consider to transmit hrough the ~U the information X n from 
the supply nodes to the sink node. Hereafter we assume 270 = {1 ..... p}. 
Let the input and output alphabets of the channel ( i , j )E  B be ~ij, ~'tj 
(finite sets), respectively. Furthermore, assign an arbitrary finite set ~ i  to 
each intermediate node i ~ N-S  0 L) {to}. The only encoder E s at the supply 
node s E X0 observes the sequence Xn and produces input sequences to all 
the channels (s, j)  emitting from s by the encoding functions: 
• " " (3 .1 )  
The decoder D i at the intermediate node i observes all the outputs from the 
channels (j, i) entering at the node i and produces an input sequence to the 
encoder E i by the decoding function: 
g,: I J  ~7, -~ ~.  (3.2) 
j:(j,i) eB 
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The encoder E~ at the intermediate node i observes the output from the 
decoder D i and produces input sequences to all the channels (i,j) emitting 
from the node i by the encoding function: 
f,j: N-+ (3.3) 
The decoder D o at the sink node observes all the outputs from the channels 
(j, to) entering at the t o and reproduces X ~ --- (A'~I ..... X~p) as J~" = (2'~1 ..... J?~) 
by the decoding function: 
go: 1-[ ~ j ]o~7 X . . .  × ,Z  TM p. (3.4) 
J:(J,to) eB 
When all the encoding functions and decoding functions are fixed, y~n is a 
probabilistic function of X n. 
For a network jU = (N, B, c) and c > 0, we denote by JU(e) the network 
of channels JU(e)= (N, B, c(e)) where c(e) is the function from B to the 
nonnegative real numbers such that e(e)u = c u + e for ( i , j )E B. A network 
jU = (N, B, c) is called achievable for the source X = (X 1 ,..., Xp) if, for any 
e > 0, 0 < 2 < 1 and sufficiently large n, there exist, for S'(e),  finite sets J~,  
i E N - S o U {to}, encoding functions fu,  i E N - to, and decoding functions 
g;, i ~ N-  270 such that 
Pr{~" ¢ X ~ } ~< ).. (3.5) 
To specify the necessary and sufficient condition for the achievability we 
prepare the following two lemmas. For any subset S ~ 2: 0, let X s denote the 
subvector of X = (X 1,..., Xp) with Ark, k E S as its components. Using the 
standard notation concerning (conditional) entropies (Gallager, 1968), we 
define 
o(s) = U(Xs Ix r), 
where S is the complement of S in Z: o. 
(3.6) 
LEMMA 3.1 (Co-polymatroidal property, Han (1979a)). 
(i) o(O ) = 0, (3.7) 
(ii) o(S) ~ o(T) (S _ T___ Xo), (3.8) 
(iii) o(S) + o(T) <<. o(S U T) + a(S A T) (supermodularity). (3.9) 
LEMMA 3.2 (Intersection lemma). Let p(.  ) be any set function on ~o 
satisfying condition (2.8) (submodular function), and let a(.  ) be any set 
function on Z o satisfying condition (3.9) (supermodular function). The 
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necessary and sufficient condition for the existence of a vector 
R = (R~ ..... Rp) such that for every S c_ So 
is that for every S ~_ 270 
a(S) <~ \~ R k <~p(S) (3.10) 
k~S 
or(S) <~ p(S). (3.1 1) 
This lemma plays the key role in establishing the direct part of the main 
theorem. The proof is shown in the Appendix. 
Remark 3. Lemma 3.2 is one of the typical cases where trivial necessary 
condition itself is also sufficient condition. Notice that the validity of the 
sufficiency of condition (3.1 1) relies heavily on the submodularity ofp( • ) as 
well as the supermodularity of a( .  ). Let us take an example in this 
connection. Let {gs}, {hs} be any collections of real numbers indexed by 
S _~ 270 such that gs <~ hs for all S ~ 270 but the sub (super)modularity s not 
necessarily met. Consider the case I L'01-- 2. Then the situation as illustrated 
in Fig. 7 may happen. In this case there is no (R1, RE) meeting the condition 
(3.10) with h, g replaced instead of p, ~r, respectively. 
THEOREM 3.1. The necessary and sufficient condition for a network of 
channels J / f  = (N, B, c) to be achievable for the source X= (X 1 ..... Xp) is 
that for every S ~_ 27o 
n(Xs  l X-~) ~ p~(S), (3.12) 
where p f(S) is the set function on Z, ofor the Y as specified by (2.5). 
R 2 
Rl=g 1 
",3,, 
Rl=h 1 
R2=h 2 
- -  R2=g 2 
• " R 1 
FIGURE 7 
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Proof (1)Sufficiency. Suppose that condition (3.12) is valid. By 
Lemmas 2.1, 3.1, 3.2, there exists a vector R =- (R 1 ..... Rp) such that 
H(& I X~) <~ ~ R,, <~ p.,(s) (s =_ 2;o). 
keS 
(3.13) 
Then, by Lemmas 2.2, 2.3, there exist paths Psk on jU (s E 2; 0 ; k = 1 ..... m,) 
from the supply node s to the sink node t o, and nonnegative numbers R,k 
(value of flow along the path Psk) such that 
and, for every (i,j)E B, 
ms 
Rs= ~ Rsk (s ~ No), (3.14) 
k=l  
Rsk ~ C u. (3.15) 
Psk: (i, j) EPsk 
Let e be an arbitrary positive number. If we take a sufficiency small fi > 0, 
the flow f with the values Rsk =- Rsk + fi of flOW along the paths Psk is 
feasible on the network J (e ) .  Then, for s E Z0 
ms 
Rs ==- ~' lg~k=R~+m~6>R s, (3.16) 
k=l  
and, for every (i,j) E B, 
Psk: (i, j) EPsk 
Let message sets ~k  be defined by 
where 
and let 
/~k < C(e)U" (3.17) 
(i/n) log )Qsk =/~sk, (3.18) 
~= J/'g~, X ... X JT~,,,. (3.19) 
If we put 3~t = I f -~l  , clearly 
(I/n) log/(t s=/~s. (3.20) 
We consider the simultaneous transmission of all the messages rnsk ~k  
(SE 2;O; k= 1 ..... ms) along the corresponding paths P,g on JU(e), respec- 
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tively, from the supply nodes s to the sink node t o. Then, for every branch 
(i,j) @ B, the sum of the rates of all ~k  such that the corresponding path Psk 
contains the (i,j) is smaller than the channel capacity c(e)u because of (3.17) 
and (3.18). Hence, if for i EN-2 ;oU {to} we set 
Psk:iePsk 
where the product is taken over all the paths Psk passing the node i, all the 
messages rnsk E~R such that the corresponding paths P~k contain the 
branch (i,j) can be reproduced across the channel (i,j) with arbitrarily small 
probability of error, say 2. Suppose that a message rusk E Jsk  supplied at the 
supply node s was reproduced through the path Psk as rhsk ~ ~k at the sink 
node t 0. Since the probability of error is 2 across every channel (i,j) which is 
contained in the Psk, we have 
Pr{rh~k 4= msk } <~ 2L~k , (3.21) 
where Lsk is the length of P~k" Therefore, if we denote by rh~E~ the 
reproduced message (at the sink node) of message m s supplied at the supply 
node s, and if we denOte by E the error event that rh l:/:m~ or. . .  or 
rh p =/= m p , 
P ms 
2o-  Pr{E} ~< ~ ~ L~k2 = L2, (3.22) 
s=l  k=l  
that is, we can transmit with arbitrarily small probability of error all the 
information concerning the message sets J s  (s E 2;0), of which the rates are 
-gs, through the JU(e) from the supply nodes to the sink node. 
On the other hand, by applying the theorem of Cover (1975) based on 
condition (3.13), the rates R~(<gs) are achievable for the information source 
X = (X 1 ,..., Xp) with probability of error 20 under encoding functions 
hs :v~ ~Js  (sE2;o), (3.23) 
and a decoding function: 
ko : ,~  X.. .X~'~'X".X~'~,.  (3.24) 
Set m s = hs(X~)(s E 2;0) and ~ = k0(rh , ..... rhp). Then 
Pr {)~" 4= X"} = 20 Pr{X" 4= XnlE} + (1 -- 20) Pr{)? n 4: X" I EC} 
~< 20 + Pr{~ n4: X" ] E c } <~ 22 o. 
Consequently, Pr{~"~X"} can be made as small as desired by taking 
arbitrarily small 2 because 20 ~< L2. 
THEOREM FOR NETWORKS OF CHANNELS 77 
(2) Necessity. Suppose that the network .~/U = (N, B, c) is achievable 
for the source X=(X1,. . . ,Xp) with probability of error 2=Pr{ JY¢X '}  
under encoding function fsj, f,7 and decoding functions gi, go. Then, for 
every channel (i,j), the input to and the output from the (i,j) may be 
regarded as random variables which are induced from the random variable 
Xn= (X~ ..... X~) along the paths from the supply nodes to the channel (i,j). 
For any subset S of 220, let ~g~s be the product set of ~k ,  k E S, and let ~ 
be the product of n~s'S. Moreover, let X~ denote the sequence of n 
independent and identically distributed X s. In the following, we fix an 
element x~- of ~ ,  where S is the complement of S in 220. Set 
)~(x~-) = Pr{X '~ 4: X" 1~ = x~}, 
then 
Pr{2" 4: X"} = V Pr {X~-= x~-} 2(x-g). (3.25) 
x-g 
Let M 0 be a minimum cut for S, i.e., a cut such that 
p~ (S) = min{c(M, N-M) I  S c M c N, t o E N- -M} = c(M o, N -Mo) ,  (3.26) 
and list all the channels (i,j) such that i ~ M o, j ~ N-M o as (il,jl),..., 
(iq,jq). Furthermore, let the random variables induced as the input and 
output of the channel (ik,jk) be denoted by Y~k, Z~,, respectively (k = 1,..., q). 
Set W = (Y~I ..... Y~q), Z" = (Z 7 ..... Zq). Since every path from the supply node 
s E S to the sink node to must pas s through at least one channel (ik,jk) by 
the definition of cut, the random variables X ~, yn, Z", )~ form a Markov 
chain in this order when X~ is fixed to xr. Therefore, by the theorem of data 
processing (Gallager, 1968), we have 
I(x"; 2"bx-g) < I(r"; Z"lxr). (3.27) 
On the other hand, by noting that X" is defined on ~'7 × ... × ~'-~ and by 
applying Fano's lemma (1961), we have 
p 
H(X" I X", x-g) 4 log 2 + n2(x~) ~ log 1~,1 ~ r(n, s). (3.28) 
k=l  
Hence, 
I(X"; ~ [ x-g) >/H(X ~ I x-g) - r(n, S). (3.29) 
From (3.27) and (3.29), 
H(X" Ix-g) ~< I(Y~; Z" I x~-) + r(n, S). (3.30) 
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On the other hand, from the definition of channel capacity, 
q 
I(Y~; Z"lx-~) <~ n ~ ci~ ~ = np.~(S). 
k=l  
Hence, averaging both sides of (3.30) with respect o X~= x~-, we have 
H(X" I X~) ~ nps(S) + r(n), 
where r(n) = log 2 + n2 ~P=I log [~'kl. Moreover, since X ~ is memoryless, 
H(X n [ X~) = nH(XI X-~) = nH(X s [X~). Hence, 
H(Xs l Xr) <~ PLy(S) + (I/n) r(n). (3.31) 
Note that (l/n) r(n) can be made smaller than K2 (K > 0 is an appropriate 
constant) by taking sufficiently large n. Then, since 2 is arbitrarily small, 
(3.31) implies that H(Xs l X-y ) ~ PLy(S). Q.E.D. 
Remark 4. Theorem 3.1 gives the condition of source-channel matching, 
i.e., .the condition that there exists at least one common rate vector 
achievable both for source coding and channel coding. 
Remark5. As a special case of Theorem3.1 with N=270~{t0} and 
B =270 × {to}, we have the result of Cover (1975): 
px(s)  = X ck (ek = ekt0). 
keS 
Remark 6. Theorem 3.1 remains valid also for the ergodic correlated 
sources if we replace H(X s I X~) by lira(l/n) H(X~ [X~). 
Remark 7. Hitherto we have assumed that the network has no cycle. 
However, also for the network with cycles, Theorem 3.1 holds valid if a kind 
of synchroniz/ttion condition is assumed for all paths with a common 
starting node and a common terminating node. Note that in this extended 
situation "feedback" takes place along cycles. 
Remark 8. The case where cross observation for the source 
X :  (X 1 ..... Xp) is made at the supply nodes 270, that is, the case where each 
supply node can observe a subset of {X~ ..... X~} is reduced to the foregoing 
case by inserting additional channels with capacity ~ between the supply 
nodes s E 270 and the sources observed by s (cf. the argument of Han, 
1979a). 
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IV. MINIMUM COST RATE PROBLEM 
In many practical networks of channels such as telephone line network, 
radio broadcast network and space communication network, we often need 
take into account he cost of transmitting the informations. In this section we 
shall discuss this aspect. 
Suppose that in the network JU = (N, B, c) of channels each channel (i,j) 
is assigned the cost dij > 0 per unit rate use. If we matching condition (3.12) 
is met, we have at least one rate (R 1 ..... Rp) achievable both for the source 
and the network, but that rate is not necessarily unique. Our concern is to 
find and achievable rate and some encoding-decoding functions for the 
network such that the total cost is minimum. Thus, we have the following 
minimum cost rate problem: 
PROBLEM 1. Find a set of supply rates R = (R1 ..... Rp) and a set of 
channel rates f=  (fq), (i,j) C B such that 
(i) U(XslXr) < Rk iS =-- 2;0), 
keS  
(ii) f is a flow on jU, 
(iii) net(f, s) = R~ (s E So), 
(iv) the total cost for the use of rate f :  
(4.1) 
(4.2) 
(4.3) 
D( f )= ~ dijfq (4.4) 
(i , j) EB 
is minimum. 
As is pointed out in the proof of Lemma 3.2, if condition (3.12) is met, 
among achievable rates (R 1 ..... Rp) satisfying (3.13) we have at least one 
(R 1 ..... Rp) satisfying the following additional condition 
R k : H(Xzo). (4.5) 
k~Z 0 
It is easy to see that any rate flow f of the minimum total cost D( f )  is 
attained with condition (4.5). Based on this observation we can transform 
Problem 1 to that of another form. For or(S) = H(X s t X~) let 
o*(S) = 6(2;0) - 6(S). (4.6) 
It is easily checked that a*( .  ) satisfies properties (2.6)-(2.8) with or*(. ) 
replaced instead of p(.  ). Accordingly, we have the following alternative 
problem: 
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PROBLEM 2. Find a set of supply rates R = (R~,...,Rp) and a set o: 
channel rates f--- (f~7), (i,j) E B such that 
(ii) 
(ii) 
(iii) 
(iv) 
(v) 
~. R k <~ a*(S) (S c So) , (4.71 
k~S 
f is a flow on jU', 
net(f, s) = R s (s E 270), 
Z Rk is maximum "(maximum flow), 
ke~ o 
the total cost for the use of rate f :  
(4.81 
(4.9) 
(4.10) 
D( f )= Z dijfiJ 
( i , j )  eB  
is minimum. 
Notice that conditions (4.1), (4.5) are equivalent to conditions (4.7), (4.10) if 
the matching condition (3.12) is satisfied. An efficient algorithm for solving 
the problem of this type has been devised by Fujishige (1978) in studying a 
network flow problem with polymatroidal constraints both for supply values 
and sink values. This algorithm serves also for checking the validity of the 
matching condition (3.12). Let R =(R 1 .... ,Rp) be a supply rate obtained 
when the algorithm terminates. The R has the following property: 
(i) In case condition (3.12) is valid, R is the supply rate of a solution 
of Problem 1, and 
(ii) 
S" Rk = H(X~o), 
k~£o 
In case condition (3.12) is invalid, 
~__. Rk < H(Xzo). 
k~Z o 
Therefore, we can discern whether (3.12) is valid or not according as 
Rk 
k~£ 0 
is equal to or larger than zero when the algorithm terminates. 
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APPENDIX 
Proof of Lemma 3.2. 
property of submodular 
following two lemmas. 
To prove Lemma3.2 we need some general 
and supermodular functions as stated in the 
LEMMA A.1. Let p( • ) be a submoduIar set function on 270, and let :~o 
be the set of all (R 1 ..... Rp) such that 
Then, (R 1 . . . . .  Rp) is an 
some permutation (i~ ... 
Ri~ 
Ri  2 
~,.~ Rk<p(S)  (S~27o). (A.1) 
kES 
extreme point of the polytope ~p if and only if for 
ip) of 1 ..... p 
=p({il}), 
= p({i~ i2} ) - p({i 1}), 
Rip---p({il ... ip})--p({i I ... ip_l} ). (A.2) 
Furthermore, any element R of ~ o is dominated by some convex combination 
of these extreme points. Here, R = (R 1 ..... Rp) is said to dominate 
R' = (R'I .... ,R'p), indicated by R >/ R', if Ri ~ R'i for all i= 1,...,p. 
LEMMA A.2. Let a(. ) be a supermodular set function on 270, and let 3~ 
be the set of all (R1,..., Rp) such that 
~,\7 gk ~ a(S) (S c_ 27o). (A.3) 
keS 
Then, (R 1 ..... Rp) is an extreme point of the polytope ~ if and only if for 
some permutation (i1 ... ip) of 1 ..... p expression (A.2) holds with cr replaced 
instead of p. Furthermore, any element of ~ ,  dominates ome convex 
combination of these extreme points. 
Lemmas A.1 and A.2 have the essentially same content. The proof is 
carried out based on some simple linear programming consideration (cf. 
Welsh (1976), Han (1979a, 1979b)). 
LEMMA A.3. Let p(. ), a(. ) be submodular and supermodular set 
functions on Z o, respectively. Define the set function 7(" ) on 270 by 
7(S) = p(S) - a(S) (S ~_ 270), (A.4) 
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and let 37~ be the set of all (R1,..., Rp) such that 
.<< y(s) (s So). (A.5) 
k~S 
Then, g E 37 v if  and only if  R = U-V  for some U E 37o and V E 37~, 
where 37o and 3? 0 are specified in Lemmas A. 1, A.2. 
Proof Suppose that R = (R 1 ..... Rp) C 37r. Since it is easily ascertained 
that 7(" ) is a submodular function, by applying Lemma A.I  to 7(" ) we 
have the expression 
R <Z ~'," R(m)' (A.6) 
m 
where m ranges over all the permutations (ix "'" ip) of 1 ..... p; R (m) is the 
extreme point (corresponding to m) of 37v as specified by (A.2) with 7 
instead of p, and 2,"~>0, ~, "2 , "=1.  Set T=~m,~mR~,. ) - -R,  then 
T >~ (0 ..... 0). 
Let U t,") and V ~m~ be the extreme points corresponding to permutation m 
of 37p and 37~, respectively. Then, by (A.4) we have R t'~ = U ~,"~ - V tm~, and 
hence 
Noting that ~m 2,. U try) C 37o and ~, .  2 m V ~,") + T @ 3?° by Lemmas A. 1, 
A.2, the proof is completed Q.E.D. 
Now let us prove Lemma3.2.  Necessity is obvious. Suppose that 
condition (3.11) is valid. Then it is evident that (0,..., 0) E 37 v. It 
immediately follows from LemmaA.3  that U=V for some UE3?  o, 
V ~ 3?~, which implies that 37p ~ ~2o is not empty. Here we can choose the 
V (=U) so that 
v =O(ro). 
k~,~ 0 
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