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Abstrset-Interpolation methods fit a model to a given objective function by evaluating the objective 
function at, say, M points of a grid. If the model has, say, N independent coefficients which have to be 
determined, they are found by solving a set of M linear simultaneous equations in N unknowns. 
In this paper the effect on these methods is tested of enlarging the size of the grid (M) to include more 
than N points. Numerical results show that the optimal data grid size tends to occur when M = N. 
1. INTRODUCTION 
Unconstrained non-linear programming methods are usually divided into direct search methods 
and gradient methods. However, nearly all optimization methods approximate the given 
function by a function which is easily analysed, although the methods differ in the way in which 
the approximation isperformed. Some methods, which we have called interpolation methods, fit 
the approximating well-understood function, or model, to calculated values of the objective 
function at certain points, while others assume a model, but do not use it directly; instead, they 
use a ‘derivation’ of the model to obtain a difference equation which when solved leads to an 
estimate of the minimizer of the objective function. 
If N independent coefficients have to be determined in the model, and existing interpolation 
methods are used, the values of the coefficients are found by solving a set of N linear 
simultaneous equations in N unknowns, where the data used in the equations are calculated 
from N points of a data grid. In this paper we have attempted to enlarge the grid size so as to 
include more than N points, thus allowing the use of a least-squares fit to determine the model, 
in the hope that this would bring about a better approximation to the objective function, a 
better estimate of the minimum at each iteration and eventually an improvement in the 
performance of the method itself. This hope was founded upon the knowledge that a least- 
squares fit of a mathematical relationship to data has a smoothing effect which reduces the 
influence of any one data point on the goodness of fit. Hence one would hope to obtain by 
least-squares methods a more representative model of the objective function. 
It turns out that interpolation methods can be divided into two types: 
(i) Grid-to-Grid methods, e.g. that of Winfield[l], which solve a new full set of equations at 
each iteration. 
(ii) Point-to-Point methods, e.g. Jacobson and Oksman [2] or Kowalik and Ramakrishnan [3], 
which solve equations recursively. 
Although Winfield’s method is specified only in grid-to-grid form, most other interpolation 
methods can, with little difficulty, be put into either form. 
It turns out that it is easy to test the effect of increase in data grid size only when the 
optimization methods are in grid-to-grid form. We therefore first present a generalized grid-to- 
grid algorithm for interpolation methods. Thereafter, this algorithm is coupled with certain 
interpolation methods, some of which are modified from point-to-point to grid-to-grid form. In 
the next section we discuss the methods used to solve the above-mentioned set of equations 
when M, the number of points in the grid, is greater than the number of unknowns, N. Finally, a 
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number of standard test functions is used to evaluate numerically the 
data grid sizes on the interpolation methods. 
2. GENERAL GRID-TO-GRID ALGORITHM 
influence of the different 
The general grid-to-grid algorithm for solving optimization problems with the aid of 
interpolation methods is presented in a conceptual form. First some notation and terminology is 
introduced: 
M: the number of points in the grid 
N: the number of unknowns 
M = N: the data grid is said to be exact 
M > N: the data grid is said to be ouerdetemined 
f(x) f: R” +R’ is the function to be minimized with respect to x E R” 
g(x): g: R” +R” is the gradient vector of f. 
Whatever the model, the equations used to solve for the necessary coefficients which define 
that model may be expressed as follows: 
y’(x)a = V(X) (1) 
where a is the vector of unknown independent coefficients of the chosen model, y(x) is a 
vector function of x and u(x) is a scalar function of x. Both V(X) and the elements of y(x) 
depend upon the model used. If a has N components, then y(x,) and a(xi) are evaluated at the 
points Xi, i = 1, 2, . . . , M and the resultant set of equations is written in matrix form as 
where 
y4 
Y’(Xl) 
YT(Xz) 
YT(XM) 
Ya = v 
, vf 
4x1) 
4x2) 
&f) 
(2) 
(3) 
Using the above notation the general algorithm may be stated as follows: 
1. Assume x0, 1, N, L, M given. 
2. Evaluate f(xi) at an initial grid of points xi, i = 1,2,. , ., M. 
3. Choose as the base point xb the point of the grid at which f(x,) has the smallest value. 
4. Order the points by increasing magnitude of f(x,), i.e. 
f(X) < f(Xi+,), 
5. If ((g(xb)(I = 0, stop; else go to 6. 
i = 2,3,. . ., (M - 1). 
Calculate a = BQ-‘RV, where B, Q, R and V are matrices defined by the model and data 
grid used; if Q is singular, set p = -g(xb) and use Subprocedure 1to generate a better 
point xl, set xb = q and go to 4; else go to 7. 
If llall is greater than L, set p = - g(xb) and use Subprocedure 1 to produce a better point x,, 
set xb = x, and go to 4; else go to 8. 
Calculate p, which is the search direction defined by the model being used. 
If IpTg(xb)( > 7, use Subprocedure 1 t0 CdCUhte xl, Set xb = xl and go t0 4; eke Set 
p = -g(xb), use Subprocedure 1to calculate xr, set xb = xl and go to 4. 
Subprocedure 1. 
1. k = 0, ‘y, V E (0, 1). 
2. xl = xb + &. 
3. If f(x,) -f(x,) - -j&pTg(xb) < 0, return; else set k = k + 1 and go to 1. 
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In step 2 of the algorithm the points of the initial grid may be chosen in many different ways. 
They may be any set of points for which x, f(x) data are available, provided that their location 
uniquely defines the model, or they may be chosen in a methodical manner so as to represent 
the region around the starting point as accurately as possible. One possibility would be to have 
the grid include the initial point, x 0, and M - 1 other points chosen from the set x0+ e, - g, 
j,k=l,2 ,..., n, j# k, where the ej, ek can either be zero or are non-negative vectors along the 
co-ordinate axes. Winfield[ll] suggests that the initial grid be spread over the largest region in 
which the modelling is effective, but since an estimate of this region is not readily available, the 
initial grid may only include points which are very close to the initial point. 
In step 4 the points of the grid are kept in a table in the order of increasing function value. 
By ordering the points in this way at each iteration the new trial point is included as the base 
point in the first position, and the point in the last position (having the largest function value) is 
excluded. This results in a data table having a constant number of M entries. Winfield[l] 
suggests a different way of using the data table. The co-ordinates of the points of the grid are 
defined relative to the base point, the points are ordered by increasing Euclidean distance from 
the base point, and the data table has nearly 2M entries. This method requires more memory 
than the method we have presented, but has the advantage that points which are not among the 
M - 1 closest points, but have not been discarded, may be re-used. 
In step 9, if ]pTg(xb)] s 77, which means that the search direction p will not give a reasonable 
reduction in function value, we use a steepest descent search direction, p = -g(xb), instead of 
the p previously chosen. In order to ensure descent and facilitate convergence, we have used 
Armijo’s Rule[4] in this conceptual algorithm. 
The two major differences between point-to-point algorithms and grid-to-grid algorithms are 
as follows: 
(i) In the grid-to-grid form, the matrix Q is not inverted recursively. This means that, at 
each iteration, a new set of equations is solved, leading to much computational work. 
(ii) In the grid-to-grid form, the algorithm is started by an initial full grid, not one point only, 
and therefore, if the model is the same function as the objective function, the method will 
converge in one step instead of the N steps necessary for the point-to-point form. If M = N, 
the total number of function evaluations will, however, be the same for both types. 
It is important o note that the above general algorithm cannot be adapted to Winfield’s[l] 
method for the reason that his method does not generate a ‘search direction’, but solves a 
constrained minimization problem instead. Most other interpolation methods, however, do fit 
into the general algorithm, and the forms of p, B, Q, R and V depend on the actual method and 
data grid used. 
3. MODELLING SCHEMES 
The following are some interpolation methods for the exact data grid case where M = N 
and B = Z, Q = Y, R = I. Note that in this case Q is an N x N square matrix. 
(i) Jacobson and Pels[5]-In this algorithm, modified to grid-to-grid form, we have 
(4) 
where N=n+2 
f?(x) 
Y 4 f(x) 
i 1 , u 2 xTg(x) -1 (5) 
and 
a = E [PT. 7, WI, p k T(Xb -PI (6) 
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where p is an n vector estimate of the minimum, y an estimate of the degree of homogeneity, o 
an estimate of the scaled minimum, and T is a coefficient such that IT]= 1 and its sign is chosen 
so that r(xb - @)‘&,) < 0. 
(ii) Q.G.M.[6]-The definitions of Y, V and p in this case are: 
where N = (n/2)@ + 1) + 1 
Y(X) f 
YT(XN) I 
igs12(x) 
i&*(x) 
&(X)&?z(X) 
gl(x)gn(x) 
g2(x)g3(x) 
g2(xknb) 
g;-‘(x)gn(x) I 
p 9 7Sgb) 
L 
St2 
SI” 
s23 
S2” 
S”_-l,” 
0 
(7) 
(8) 
(9) 
where the matrix S = (sji) and where r is a coefficient such that ITI= 1 and its sign is chosen so 
that p Tg(x,) < 0. 
(iii) A special case of Jacobson and Pels[4]-When y, the degree of homogeneity, is taken 
as 2 the model becomes 
f(x) = f(x - p)Tg(x) + c;i (10) 
which is similar to a quadratic model. 
For this special case: 
where N = n + 1 
y A gF2) ( > , v : xTg(x) - 2f(x) 
(11) 
(12) 
a = h [PT, 61, p 2 T(Xb -P) (13) 
where B is an n vector estimate of the minimum, 0 the estimated minimum value of the 
function and T is as in (i). 
4. SOLUTION OF EQUATIONS 
When M > N, the equation 
Ya = V (14) 
has a solution only if V is in the range of Y. If V is not in the range of Y, which is usually the 
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case, we seek a least-squares solution. This solution is unique and can be found as follows: 
If Rank (Y) = N, then 
a = (Y’Y)-‘YT (15) 
and we substitute in step 6 of the general algorithm 
B=I, Q=Y’Y, R= Y’. (16) 
Note that if Rank (Y) < N, we use a steepest-descent step with Armijo’s Rule to generate the 
next point. However, if V is in the range of Y one could use the pseudo-inverse Yt to find (L, 
as is described in Penrose[7] and Golub and Kahan[8] 
a= YtV. (17) 
5. TEST FUNCTIONS 
The following test functions were chosen because they are among the most common 
functions in the literature used to check the performance of algorithms. Particulars concerning 
these functions are spread throughout he literature, and therefore for completeness we have 
presented the functions, their starting points, minima and minimum function values in the 
Appendix. Although numerical comparisons are of limited value when applied to problems 
using a single initial point, most problems mentioned in the literature have ‘classical’ starting 
points and it is these which we use. 
The functions are: 
1. Rosenbrock (Fletcher-Powell, 1963) 
2. Beale (1958). 
3. Helical Valley (Fletcher-Powell, 1963) 
4. Quartic with Singular Hessian (Fletcher-Powell, 1%3) 
5. Four-Dimensional Banana (Coleville, 1%8). 
6. NUMERICAL RESULTS 
In order to simplify the presentation of our results it is necessary first to introduce some 
parameters and notation: 
6,,&: 
Ax: 
METHOD A: 
METHOD B: 
METHOD C: 
METHOD : 
Function i: 
L: 
77: 
Stop criteria. 
Parameter indicating rid size. This is the distance in n-space of the points of 
the starting grid from the starting point x0. 
General algorithm combined with Judelman’s Q.G.M. [6]. 
Genera1 algorithm combined with Jacobson and Pels’s algorithm [5]. 
General algorithm combined with the special case of Jacobson and Pels’s 
algorithm where the degree of homogeneity is set equal to 2. 
Winfield’s [ l] S.Q.M. method. 
The i-th function in the list of test functions. 
Upper bound on [(al) 
Parameter used to ensure that the chosen search direction leads to a 
reasonable decrease in function value. 
The results presented in this section were obtained from implementable algorithms, as 
opposed to the conceptual algorithm described previously. The two major differences between 
the conceptual and implementable algorithms are: 
(i) In the implementable algorithm the stop criterion is not ]lg(xi)ll = 0; rather, it is a 
combination of 
lf(Xi+l)-f(G)1 s 61 (18) 
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Ilg(xi+dll =s 62. (19) 
The algorithm terminates only if both (18) and (19) are satisfied. 
(ii) In the conceptual algorithms Subprocedure 1 is always used to ensure descent. The 
implementable algorithms, however, calculate the minimum of the fitted model and if this point 
produces a lower function value, it is chosen as the new trial point xi+,. Only if this is not the 
case is Subprocedure 1used to find xi+, in order to ensure descent. 
All computations were performed in double precision, using FORTRAN IV, on the IBM 
360/50 computer of the University of the Witwatersrand, and the same techniques for solving 
linear equations, matrix operations and so on, were used so as to make the comparison of 
results using function evaluations as meaningful as possible. The values of the parameters were 
chosen as follows: 8, = lo-‘, S1 = 10e4, L = 10” and n = 10-16. All tables give the total number 
of function evaluations (i.e. function plus gradient evaluations) necessary to reach the minima 
of the test functions from their respective starting points. 
In Tables 1-4, we use equations (15) and (16) for the least-squares solution. When Q is 
singular, Subprocedure 1is used. Since small grids were found to be most promising, we chose 
a standard grid of Ax = 0.001. 
For all methods it was found that the best results are usually achieved when M = N. This is 
also the case for different initial grid sizes and for equal grid sizes and different initial points. In 
addition it must be noted that even when the results are better than those for the case M = N, 
the improvement is not appreciable. The general trend is that the number of function 
Table 1. METHOD A, Ax = 0.001 
M 
Functions 
M=N M=N+l M=N+2 M=2N 
I 276 283 314 329 
2 197 192 204 199 
3 408 361 458 508 
4 594 581 671 856 
5 1705 1683 1765 1626 
Table 2. METHOD B, Ax = 0.001 
M 
Functions 
M=N M=Ntl M=N+2 M=ZN 
I 248 236 281 417 
2 156 148 131 221 
3 242 198 324 397 
4 440 475 543 637 
5 1364 1664 1981 2425 
Table 3. METHOD C, Ax = 0.001 
M 
Functions 
M=N M=N+I M=Nt2 M=2N 
1 214 230 247 302 
2 114 I58 139 188 
3 332 326 426 508 
4 532 593 660 812 
5 1403 1973 1994 2114 
Table 4. METHOD D, Ax = 0.001 
M 
Functions 
M=N M=N+l M=Nt2 M=ZN 
I 86 90 110 127 
2 43 48 41 61 
3 110 98 136 168 
4 115 103 148 193 
5 203 216 198 245 
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evaluations increases as M increases from the value of N. The increase is not very rapid and 
the systems of equations remain stable; i.e. Q was singular in none of the examples. 
7. CONCLUSION 
The results show that the Grid-to-Grid Methods usually attain their optimal data grid size 
when the grids contain the exact number of points necessary to fit a certain model to a given 
objective function. 
In fact, as M increases the least-squares model does appear to give a better approximation 
to the given function and a better search direction. The problem, however, is that at each 
iteration we seek a least-squares solution using a data grid of the same size. Thus when a better 
point is found and included in the grid, M - 1 points of the previous grid still remain in the grid 
and as a result the next least-squares model does not differ much from the previous one. The 
step size therefore becomes maller, bringing about an increase in the total number of function 
evaluations. 
This effect of the rigidness of the grid becomes more noticeable as M and the dimension of 
the test functions increase. Incidentally, Winfield’s method in general performs better than 
others tested but behaves as the rest when the grid size changes. Only the case M = N + 1 
sometimes gives results better than those of the exact case. Then the grid is in its least rigid 
form, but even so, these results are not substantially better than those of the exact case. For 
M = N + 1 Judelman’s method has given function evaluation decreases more often than the 
other methods, but when a large number of test functions were run, this tendency was found to 
be not significant. 
Even though it seems that the optimal data grid size occurs when M = N we do not think 
that research in this direction should stop at this point. Performance could perhaps be improved 
if a way could be found of making the data grid size adaptable. For example, if a good search 
direction and hence a better point is found, the data grid size could be decreased or the 
algorithm restarted with new data to allow the next realization of the model to determine 
another good direction. It is this direction that we suggest further research should take. 
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APPENDIX 
In the following list of test functions. f(x), the starting point is denoted by x0, the minimizer by x, and the minimum . 
function value by f(x,): 
1. Rosenbrock (Fletcher-Powell, l%3): 
f(x) = 100(x,-x,Y+(l -x,s 
x0 T = (-1.2, 1.0) 
x, T = (1.0, l.O), f(X”,) = 0. 
2. Beale (1958): 
f(x) = [ 1.5 -x,( I -x2)]‘+ [2.25-x,(1 - xz2)12+ f2.625 - x,(1 - xz’)12 
x,: =(O.l.O.l) 
x, T = (3.0.0.5). f(x,) = 0. 
3. Helical Valley (Fletcher-Powell. 1%3): 
f(x) = lOO[(x, - lo@)‘+ (r - l)‘] + x, 
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tan-’ 
0 
52 , Xl>0 
2re= XI 
nttan-’ 
0 
2 
XI 
7 Xl<0 
r = (x,2 t x2y ’ 
XoT =(-1.0.0) 
x,T=(l.o,o), f(x,)=O. 
4. Quartic with Singular Hessian (Fletcher-Powell, 1%3): 
f(x) = (x, t 10x$ t s(x,-x*)2 t (x, - 2x,)‘+ 10(x, - x,)’ 
x,‘=(3,-l.O,l) 
X,r = (O,O, O,O), f(L) = 0. 
5. Four-Dimensional Banana (ColeviNe, 1%8): 
f(x) = ~OO(X,~- x2)* +(l - x,)'t 90(x: - x,)'+ (1 -x3)' t lO.l[(x,- l)* t (x,- l)‘] t 19.8(x, - 1)(x, - 1) 
XOT = (-3, -I, -3, -1) 
x-r = (1, I, 1, 1). f(x,) = 0. 
