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Abstract
In this work, a reliable treatment for the linear and nonlinear Fredholm integral equations
of the ﬁrst kind is presented. The regularization method combined with the homotopy
perturbation method is employed to handle the ill-posed Fredholm problems. Also, the
reliability of the regularization-homotopy method is justiﬁed using illustrative examples.
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1 Introduction
Fredholm integral equations of the ﬁrst and the second kinds appear in many sciences and
engineering applications. Fredholm integral equations are characterized by the ﬁxed limits
of integration of the form [3, 4, 5, 6, 7, 14, 15]
u(x) = f(x) + 
∫ b
a
K(x;t)u(t)dt; (1.1)
where a and b are the constants,  is a parameter, f(x) is the data function, K(x;t)
is the kernel of the integral equation, and u(x) is the unknown function that will be
determined. Eq. (1.1) is called the Fredholm integral equations of the second kind which
Email address: wazwaz@sxu.edu
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is characterized by the occurrence of the unknown function u(x) inside and outside the
integral sign.
Moreover, the linear Fredholm integral equations of the ﬁrst kind are of the form
f(x) = 
∫ b
a
K(x;t)u(t)dt;x 2 Ω; (1.2)
and the non-linear Fredholm equations of the ﬁrst kind are deﬁned as:
f(x) = 
∫ b
a
K(x;t)F(u(t))dt;x 2 Ω; (1.3)
where F(u(x)) is a non-linear function of u(x) and Ω is a closed and bounded region.
Fredholm integral equations of the ﬁrst kind (1.2) and (1.3) are characterized by the
occurrence of the unknown function u(x), only inside the integral sign. Then, certain
unique diﬃculties arise from the existence of u(x) inside the integral sign. The Adomian
decomposition method, the successive substitution method, and other methods fail to
handle these equations directly. Fredholm integral equations of the ﬁrst kind are often
ill-posed problems, that may have no solution, or if a solution exists, it is not unique and
it may not depend continuously on the data f(x). The Fredholm integral equations of
the ﬁrst kind appear in many physical models such as radiography, spectroscopy, cosmic
radiation, image processing as well as the theory of signal processing.
In this work, the regularization method [10, 12, 13] is applied, which is considered
reliable especially in solving the ﬁrst kind of integral equations. These method transforms
a ﬁrst kind equation to a second kind equation. Then, by converting the ﬁrst kind to a
second kind, the homotopy perturbation method can be employed to handle the resulting
Fredholm integral equations of the second kind.
2 Analysis of the regularization-homotopy method
A brief summary of the regularization method and the homotopy perturbation method
follows, details of which can be found in [10, 12, 13] and [1, 2, 8, 9, 11, 16] respectively.
2.1 The regularization method
The regularization method was established independently by Tikhonov in [12, 13] and
Phillips in [10]. The regularization method consists of transforming the ﬁrst kind of
integral equation to the second kind of equation, also, it transforms the linear Fredholm
integral equation of the ﬁrst kind
f(x) =
∫ b
a
K(x;t)u(t)dt; (2.4)
and the non-linear equation
f(x) =
∫ b
a
K(x;t)F(u(t))dt; (2.5)
to the approximation Fredholm integral equation
u(x) = f(x)  
∫ b
a
K(x;t)u(t)dt; (2.6)Communications in Numerical Analysis 3
and
u(x) = f(x)  
∫ b
a
K(x;t)F(u(t))dt; (2.7)
respectively, where  is a small positive parameter called the regularization parameter. It
is clear that (2.6) and (2.7) are integral equations of the second kind that can be expressed
as
u(x) =
1

f(x)  
1

∫ b
a
K(x;t)u(t)dt; (2.8)
and
u(x) =
1

f(x)  
1

∫ b
a
K(x;t)Fu(t))dt; (2.9)
respectively. Moreover, Tikhonov in [8,9] and Phillips in [10] proved that the solution u
of equation (2.8) or (2.9) converges to the solution u(x) of (2.4) or (2.5) as  ! 0. Thus,
it was shown that
u(x) = lim
!0
u(x): (2.10)
It is important to note that the Fredholm integral equations of the ﬁrst kind is an ill-posed
problem. The solution for an ill-posed problem may not exist, and if it does exists it may
not be unique.
2.2 The homotopy perturbation method
The homotopy perturbation method was introduced and developed by Shijun Liao in [8]
and recently used in the literature for solving both linear and nonlinear problems. The
homotopy perturbation method couples a homotopy technique of topology and a perturba-
tion technique. A homotopy with an embedding parameter p 2 [0;1] is constructed, while
the embedding parameter p is considered a small parameter. The coupling of the per-
turbation method and the homotopy method eliminates the limitations of the traditional
perturbation technique in [8]. Later in this work, the homotopy perturbation method is
shown to handle Fredholm integral equations of the second kind.
Let us ﬁrst consider the Fredholm integral equations of the second kind
u(x) =
1

f(x)  
1

∫ b
a
K(x;t)u(t)dt; (2.11)
obtained above in (2.8). The homotopy is now constructed
u(x) = p
(
1

f(x)  
1

∫ b
a
K(x;t)u(t)dt
)
; (2.12)
where the embedding parameter p monotonically increases from 0 to 1. The homotopy
perturbation method permits the use of the expansion
u(x) =
1 ∑
n=0
pnun(x); (2.13)
and consequently,
u(x) = lim
p!1
1 ∑
n=0
pnun(x): (2.14)4 Communications in Numerical Analysis
Substituting (2.13) into both sides of (2.12), and equating the terms with the same
powers of the embedding parameter p the recurrence relation is obtained
p0 : u0(x) = 0;
p1 : u1(x) = 1
f(x);
pn+1 : un+1(x) =   1

∫ b
a K(x;t)un(t)dt;n  1:
(2.15)
Having determined the components ui(x);i  0, we then use
u(x) = lim
p!1
1 ∑
n=0
pnun(x): (2.16)
The series (2.16) converges to the exact solution if such a solution exists.
It is important to note that if the kernel is separable, i.e. K(x;t) = g(x)h(t), then the
following condition    
   1  
∫ b
a
K(t;t)dt
   
    < 1; (2.17)
must be justiﬁed for convergence in [11].
Note that the nonlinear Fredholm integral equations of the ﬁrst kind can be handled
by the regularization-homotopy method in a parallel manner to the analysis presented
earlier for the linear case. The non-linear Fredholm integral equations of the ﬁrst kind are
ﬁrst converted
f(x) =
∫ b
a
K(x;t)F(u(t))dt;x 2 D; (2.18)
to a linear Fredholm integral equations of the ﬁrst kind of the form
f(x) =
∫ b
a
K(x;t)v(t)dt;x 2 D (2.19)
using the transformation
v(x) = F(u(x)): (2.20)
Assuming that F(u(x)) is invertible, then we can set
u(x) = F 1(v(x)): (2.21)
The non-linear Fredholm integral equations of the ﬁrst kind is often considered as an
ill-posed problem and this may lead to several diﬃculties.
In this work, we will limit ourselves only to cases where K(x;t) = g(x)h(t). We will
now examine the illustrative linear and non-linear Fredholm integral equations of the ﬁrst
kind.
3 Linear Fredholm integral equation of the rst kind
Now, we are going to apply the regularization-homotopy method to illustrate the earlier
presented analysis, for the linear case. Signiﬁcantly, a necessary condition to guarantee
a solution is that, the data function f(x) must contain components which match the
corresponding x components of the kernel K(x;t) = g(x)h(t).Communications in Numerical Analysis 5
Example 3.1. Use the regularization-homotopy method to solve the linear Fredholm in-
tegral equations of the rst kind
4x =
∫ 1
0
xt2 u(t)dt: (3.22)
The regularization method carries Eq. (3.22) to
u(x) = 4x  
∫ 1
0
xt2 u(t)dt; (3.23)
so that
u(x) =
4

x  
1

∫ 1
0
xt2 u(t)dt: (3.24)
Next, to construct the homotopy
u(x) = p
(
4

x  
1

∫ 1
0
xt2 u(t)dt
)
: (3.25)
The homotopy method permits the use of the recurrence relation (2.15); hence, we nd
p0 : u0(x) = 0;
p1 : u1(x) = 4
x;
p2 : u2(x) =   1

∫ 1
0 xt2u1(t)dt =   1
2x;
p3 : u3(x) =   1

∫ 1
0 xt2u2(t)dt = 1
43x;
p4 : u3(x) =   1

∫ 1
0 xt2u3(t)dt =   1
163x;
(3.26)
and so on. Based on this, we obtain the approximate solution
u(x) =
4

x
(
1  
1
4
+
1
162  
1
643 + 
)
: (3.27)
This in turn gives
u(x) =
16x
(4 + 1)
; (3.28)
obtained upon summing the innite geometric series.
The exact solution u(x) of (3.22) can be obtained by
u(x) = lim
!0
u(x) = 16x: (3.29)
Another solution to this equation is given by
u(x) = 8x + 10x2;24x3;28x4;
8
x
;
4
x2; (3.30)
and other solutions can be derived as well. As stated earlier, the Fredholm integral equa-
tions of the rst kind is an ill-posed problem and the solution may not exist, and if it
exists, it may not be unique [10, 12, 13].6 Communications in Numerical Analysis
Example 3.2. Use the regularization-homotopy method to solve the linear Fredholm in-
tegral equations of the rst kind

2
cosx =
∫ 
0
cos(x   t)u(t)dt: (3.31)
Using the regularization method, Eq.(3.31) can be transformed to
u(x) =

2
cosx  
∫ 
0
cos(x   t)u(t)dt; (3.32)
that gives
u(x) =

2
cosx  
1

∫ 
0
cos(x   t)u(t)dt: (3.33)
We next construct the homotopy
u(x) = p
(

2
cosx  
1

∫ 
0
cos(x   t)u(t)dt
)
: (3.34)
The homotopy method permits the use of the recurrence relation (2.15); hence, we nd
p0 : u0(x) = 0;
p1 : u1(x) = 
2 cosx;
p2 : u2(x) =   1

∫ 
0 cos(x   t)u1(t)dt =   2
42 cosx;
p3 : u3(x) =   1

∫ 
0 cos(x   t)u2(t)dt = 3
83 cosx;
p4 : u3(x) =   1

∫ 
0 cos(x   t)u3(t)dt =   4
164 cosx;
(3.35)
and so on. Based on this the approximate solution is obtained
u(x) =

 + 2
cosx: (3.36)
The exact solution u(x) of (3.31) can be obtained by
u(x) = lim
!0
u(x) = cosx: (3.37)
Other solutions to this equation are given by
u(x) = cosx + sin(2n + 1)x;n = 1;2;3; : (3.38)
This is normal because the Fredholm integral equations of the rst kind is often an ill-posed
problem.
Example 3.3. Use the regularization-homotopy method to solve the linear Fredholm in-
tegral equations of the rst kind
1
3
(ex) =
∫ 1
0
tex u(t)dt: (3.39)
Using the regularization method, Eq. (3.39) can be transformed to
u(x) =
1
3
ex  
1

∫ 1
0
texu(t)dt: (3.40)Communications in Numerical Analysis 7
We next construct the homotopy
u(x) = p
(
1
3
ex  
1

∫ 1
0
texu(t)dt
)
: (3.41)
Proceeding as before, we nd the recurrence relation
p0 : u0(x) = 0;
p1 : u1(x) = 1
3ex;
p2 : u2(x) =   1

∫ 1
0 texu1(t)dt =   1
32ex;
p3 : u3(x) =   1

∫ 1
0 texu2(t)dt = 1
33ex;
p4 : u3(x) =   1

∫ 1
0 texu3(t)dt =   1
34ex;
(3.42)
and so on. Based on this, we obtain the approximate solution
u(x) =
1
3( + 1)
ex: (3.43)
The exact solution u(x) of (3.39) can be obtained by
u(x) = lim
!0
u(x) =
1
3
ex: (3.44)
Note that other solutions to this equation are given by
u(x) = x;
1
3(e   2)
xex; 
1
6(e   3)
x2ex;
4
3(e2 + 1)
e2x; (3.45)
where other solutions can be obtained as well.
4 Nonlinear Fredholm integral equation of the rst kind
The regularization-homotopy method is applied to illustrate the analysis presented before
for the non-linear case, as given bellow. However, our focus will be limited to the separable
kernel K(x;t) = g(x)h(t).
Example 4.1. Use the regularization-homotopy method to solve the non-linear Fredholm
integral equations of the rst kind
1
2
ex =
∫ 1
2
0
ex 2t u2(t)dt: (4.46)
We rst set
u(x) = 
√
v(x); (4.47)
to carry out the non-linear equation (4.46) to the linear Fredholm integral equation
1
2
ex =
∫ 1
2
0
ex 2t v(t)dt: (4.48)
The regularization method carries Eq. (4.48) to
v(x) =
1
2
ex  
1

∫ 1
2
0
ex 2t v(t)dt; (4.49)8 Communications in Numerical Analysis
We next construct the homotopy
v(x) = p
(
1
2
ex  
1

∫ 1
2
0
ex 2t v(t)dt
)
: (4.50)
The homotopy method permits the use of the recurrence relation (2.15); hence, we nd
p0 : v0(x) = 0;
p1 : v1(x) = 1
2ex;
p2 : v2(x) =   1

∫ 1
2
0 ex 2tv1(t)dt = 1
22(e  1
2   1)ex;
p3 : v3(x) =   1

∫ 1
2
0 ex 2tv2(t)dt = 1
23(e  1
2   1)2ex;
p4 : v3(x) =   1

∫ 1
2
0 ex 2tv3(t)dt = 1
24(e  1
2   1)3ex;
(4.51)
and so on. Based on this, the approximate solution is obtained
v(x) =
1
2(   (e  1
2   1)
ex: (4.52)
The exact solution u(x) of (4.46) can be obtained by
u(x) = 
     
  ex+ 1
2
2(e
1
2   1)
; (4.53)
using (4.47).
Another solution to this equation is given by
u(x) = 
2
p
2   5e 1 x;ex;2
p
3xex;4
p
5x2ex;
√
2e2
e2   1
e x;
1
p
e   1
e2x; (4.54)
and other solutions can be derived, as well. As stated earlier, the nonlinear Fredholm
integral equations of the rst kind is often an ill-posed problem and a solution may not
exist, even if it exists, it may not be unique.
Example 4.2. Use the regularization-homotopy method to solve the non-linear Fredholm
integral equations of the rst kind
4
3
sinx =
∫ 
0
cos(x   t)u2(t)dt: (4.55)
We rst set
u(x) = 
√
v(x); (4.56)
to carry out the non-linear equation (4.55) to the linear Fredholm integral equation
4
3
sinx =
∫ 
0
cos(x   t)v(t)dt: (4.57)
The regularization method carries Eq. (4.57) to
v(x) =
4
3
sinx  
1

∫ 
0
cos(x   t)v(t)dt: (4.58)Communications in Numerical Analysis 9
We next construct the homotopy
v(x) = p
(
4
3
sinx  
1

∫ 
0
cos(x   t)v(t)dt
)
: (4.59)
Proceeding as before, we obtain
p0 : v0(x) = 0;
p1 : v1(x) = 4
3 sinx;
p2 : v2(x) =   1

∫ 
0 cos(x   t)v1(t)dt =   2
32 sinx;
p3 : v3(x) =   1

∫ 
0 cos(x   t)v2(t)dt = 22
33 sinx;
p4 : v3(x) =   1

∫ 
0 cos(x   t)v3(t)dt =  23
34 sinx;
(4.60)
and so on. Based on this, we obtain the approximate solution
v(x) =
8
3(2 + )
sinx: (4.61)
The exact solution u(x) of (4.55) can be obtained by
u(x) = 
√
8
3
sinx; (4.62)
obtained upon using (4.56).
Other solutions to this equation are given by
u(x) = 
√
2
3
;sinx;
p
2 cosx;
p
5
2
sin(2x);
√
8
3   4
√
sinx + cos(2x); (4.63)
and other solutions can be derived as well. Getting more than one solution is normal
because the examined equation is an ill-posed problem.
Example 4.3. Use the regularization-homotopy method to solve the non-linear Fredholm
integral equations of the rst kind
xln2 =
∫ 
3
0
xu4(t)dt: (4.64)
We rst set
u(x) = (v(x))
1
4; (4.65)
to carry out the non-linear equation (4.64) to the linear Fredholm integral equation
xln2 =
∫ 
3
0
xv(t)dt: (4.66)
The regularization method carries Eq. (4.66) to
v(x) =
1

(ln2)x  
1

∫ 
3
0
xv(t)dt: (4.67)
We next construct the homotopy
v(x) = p
(
1

(ln2)x  
1

∫ 
3
0
xv(t)dt
)
: (4.68)10 Communications in Numerical Analysis
The homotopy method permits the use of the recurrence relation (2.15); hence, we obtain
p0 : v0(x) = 0;
p1 : v1(x) = 1
(ln2)x;
p2 : v2(x) =  
2(ln2)
182 x;
p3 : v3(x) =
4(ln2)
1823 x;
p4 : v3(x) =  
6(ln2)
1834 x;
(4.69)
and so on. Based on this, we obtain the approximate solution
v(x) =
18(ln2)
2 x: (4.70)
The exact solution u(x) of (4.64) can be obtained by
u(x) = 
(
18(ln2)
2 x
)1
4
; (4.71)
using (4.65).
Other solutions to this equation are given by
u(x) = (tanx)
1
4 ;(2(ln2)sinx)
1
4 ;
(
2(ln2)
p
3
cosx
)1
4
;
(
ln2
ln(2 +
p
3)
secx
) 1
4
;
(4.72)
and other solutions can be derived as well. Getting more than one solution is normal
because the examined equation is an ill-posed problem.
5 Conclusion
In this work, a combination of the regularization method and the homotopy perturbation
method was proposed as a reliable treatment of the linear and non-linear Fredholm integral
equations of the ﬁrst kind. The proposed method showed reliability to handle these ill-
posed problems. Six examples, linear and non-linear, were examined to illustrate the
analyses which were presented. The exact solutions were formally derived, if the exact
solutions existed, as these equations were ill-posed.
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