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Abstract
Complete characterization of CS matrix rings Mn(R), n > 1, over local rings R is obtained.
Application to group algebras is derived as a particular case of the main result.
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1. Introduction
A ring R is called a right CS-ring if every essentially closed right ideal is a direct
summand of R. Such rings have been studied by several authors (cf. [2–9]). It is known
that if R is a commutative integral domain then M2(R) is a right CS-ring if and only
if R is a Prüfer domain [5, Corollary 12.10] and that if R is a local (noncommutative)
domain then Mn(R), n > 1, is a right CS-ring if and only if R is a valuation domain
[1, Lemma 3.6]. In this paper we first show that the n × n matrix ring (n > 1) over a
local ring R is right CS if and only if R is right uniform and for every right ideal K of
R and for every R-homomorphism f :K → R there exists u ∈ R such that either f = lu
or luf = IK , where lu is the left multiplication by u and IK is the identity map on K
(Theorem 3.5). If, in addition, the radical of R coincides with the right singular ideal, then
Mn(R), n > 1, is a right CS-ring if and only if R is a right selfinjective ring (Theorem 3.6).
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is a right CS-ring if and only if the classical quotient ring, Qcl(R), is a local QF-ring such
that for all a ∈Qcl(R) either a ∈ R or a is invertible and a−1 ∈ R. Lemma 3.3, which is
also of independent interest, describes all uniform summands of the right R-module Rn
and plays an important role in the proof of our main result. In Section 4 we apply our
machinery, developed in Section 3, to the local CS group algebras and also to semiperfect
group algebras of nilpotent groups. For local group algebraKG of any group G it is shown
that Mn(KG), n > 1, is a right CS-ring if and only if char(K) = p and G is a finite
p-group.
2. Notation and definitions
Throughout this paper, unless otherwise stated, all rings have unity and all modules
are right unital. For any two right R-modules M and N , M is said to be N -injective
if for any submodule L of N and any R-homomorphism φ :L → M there exists an
R-homomorphismψ :N→M such thatψ |L= φ. A rightR-moduleM is said be injective
if M is N -injective for all right R-modules N . A submodule K of a right R-module M
is said to be essential in M , denoted by K ⊂e M , if for any nonzero submodule L of M ,
K ∩L 	= 0. M is called a CS (or extending) module if every submodule of M is essential in
a direct summand of M , equivalently, if every closed submodule of M is a direct summand
of M . M is called finitely
∑
-CS if direct sum of finite number of copies of M is CS.
M is called CS with respect to uniform submodules if every uniform submodule of M is
essential in a direct summand of M , equivalently, if every uniform closed submodule of
M is a direct summand of M . M is said to satisfy condition C3 if for any two summands
M1 and M2 of M with M1 ∩M2 = 0, M1 ⊕M2 is also a summand of M . A CS module
is called quasi-continuous if it satisfies C3. It is known that if M ×N is quasi-continuous
then M and N are injective relative to each other.
A ring R is said to be right CS (or CS with respect to uniform right ideals) if the
right R-module R is CS (resp. CS with respect to its uniform right R-submodules). R is
called right selfinjective if RR is injective. R is called a right valuation ring if for any two
right ideals I and J either I ⊂ J or J ⊂ I . Let S be an overring of R. The subset {1 =
a1, a2, . . . , an} of S is said to be a normalizing basis of SR(RS) if aiR = Rai, 1  i  n.
S is called R-projective if for any S-module M and for any S-submodule N of M , if N is
an R-summand ofM then it is also an S-summand ofM . For a ringR, J (R)will denote the
Jacobson radical ofR and Zr(R), the right singular ideal {r ∈ R | rI = 0 for some essential
right ideal I of R} of R. For a nonempty subset X of a ring R, r.annR(X) (l.annR(X))
will denote the right (left) annihilator of X in R. If X is the singleton {a} then we write
r.annR(X) = r.annR(a) (l.annR(X) = l.annR(a)). For an element a of R, la will denote
left multiplication by a.
A group G is called locally finite if every finitely generated subgroup of G is finite. For
a group G, Op(G) will denote the maximal normal p-subgroup and ω(RG) will denote
the augmentation ideal of the group ring RG. If H is a subgroup of G, we will write ω(H)
to denote ω(RH)RG.
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Lemma 3.1 [5, Corollary 7.8]. A right module over a ring R with finite uniform dimension
is CS if and only if it is CS with respect to uniform submodules.
Lemma 3.2 [5, Lemma 12.8]. The matrix ring Mn(R) over a ring R is right CS if and only
if Rn is a CS-module as a right R-module.
Lemma 3.3. Suppose R is a local right CS-ring. A uniform right R-submodule U of Rn is
a summand of Rn if and only if U = (a1, a2, . . . , an)R, where some ai = 1.
Proof. Since R is a local right CS-ring, R is a uniform right R-module. Let U be a
uniform summand of the right R-module Rn. Then Rn = U ⊕ K for some right R-
submodule K of Rn. Since R is local right uniform and U is uniform, by Krull–Schmidt
Theorem, U  R as right R-modules. Let α be the isomorphism from R to U such that
1 → (a1, a2, . . . , an) ∈ Rn. Then U = (a1, a2, . . . , an)R. Consider the R-isomorphism
f :U → R where f = α−1. Extend f to f ∗ from U ⊕ K = Rn to R by setting f ∗ = f
on U , and f ∗ = 0 on K . Now every homomorphism from Rn to R can be represented by
a n× 1 matrix with entries in R. Let
f ∗ =


x1
x2
...
xn

 .
Since (a1, a2, . . . , an) ∈U is the preimage of 1 ∈R under f ,
(a1, a2, . . . , an)


x1
x2
...
xn

= 1,
that is, a1x1 + a2x2 + · · · + anxn = 1. If a1, a2, . . . , an are all in J (R) then 1 ∈ J (R),
a contradiction. Hence there exists i , 1  i  n, such that ai is a unit. But then U =
(b1, b2, . . . , bi−1,1, bi+1, . . . , bn)R where each bj = aja−1i as desired. Conversely, any
right R-submoduleU of the form (a1, a2, . . . , ai−1,1, ai+1, . . . , an)R is a summand of Rn
because
(a1, a2, . . . , ai−1,1, ai+1, . . . , an)R⊕
(
⊕
n∑
j=1
j 	=i
ejR
)
= Rn,
where ej ∈ Rn is the row vector all of whose entries are 0 except the j th entry which
is 1. ✷
Next we give a simple fact regarding finite linearly preordered sets.
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that x  s for all s ∈ S.
Proof. The proof follows by induction. ✷
Theorem 3.5. The following are equivalent for a local ring R.
(1) Mn(R), n > 1, is a right CS-ring.
(2) M2(R) is a right CS-ring.
(3) R is right uniform, and for every right ideal K of R and for every R-homomorphism
f :K→R there exists u ∈ R such that either f = lu or luf = IK .
Proof. (1)⇒ (2) is obvious.
(2) ⇒ (3) Since M2(R) is right CS, R × R is a CS right R-module. Thus R is
right CS and hence right uniform. Let K be right ideal of R and let f :K → R. Let
U = {(x, f (x)) | x ∈K}. Then UR KR . Thus U is uniform. Since R × R is a CS right
R-module, U is essential in a summand S of R × R. By Lemma 3.3, S = (1, b)R or
(a,1)R. If U ⊂e (1, b)R then for every x ∈ K , there exist r ∈ R such that (x, f (x)) =
(1, b)r . Thus x = r and f (x)= br . It follows that f = lb . If S ⊂e (a,1)R then for every
x ∈K there exist r ∈ R such that (x, f (x))= (a,1)r . Thus x = ar and f (x)= r . Hence
x = af (x)= laf (x) for every x ∈K , that is, laf = IK . This proves (3).
(3)⇒ (1) By Lemma 3.2 it is sufficient to prove that Rn is CS as a right R-module.
Since R is right uniform, by Lemma 3.1, we only need to consider uniform right R-sub-
modules of Rn. Let U be a uniform right R-submodule of Rn. Let πi , be the canonical
projection of Rn onto ith direct summand, let Ki = πi(U) and let fi be the restriction of
πi onto U, i = 1,2, . . . , n. Clearly,
U = {(f1(x), f2(x), . . . , fn(x)) | x ∈ U} (1)
and
⋂n
i=1 ker(fi) = 0. Since U is uniform, there exists 1  i  n such that ker(fi) = 0.
Obviously fi is an isomorphism. We may assume without loss of generality that there exists
a positive integer k  n such that f1, f2, . . . , fk are isomorphisms whereas ker(fj ) 	= 0
for all j = k + 1, k + 2, . . . , n. Given 1  i, j  k,fif−1j :Kj → Ki is an isomorphism
of R-modules. By our assumption there exists a ∈ R such that either fif−1j = la or
lafif
−1
j = IKj . Therefore either fi = lafj or fj = lafi . Now we introduce a linear
preorder on {1,2, . . . , k} as follows. We set i  j if there exists a ∈ R such that fj = lafi .
Obviously this binary relation  is transitive and reflexive since fi = l1fi . Therefore it is
a linear preorder relation. By Lemma 3.4, the set {1,2, . . . , k} has a maximum element.
Let i be the maximum element of {1,2, . . . , k}. We may assume without loss of generality
that i = 1. Therefore there exist a2, a3, . . . , ak ∈ R such that fj = laj f1, j = 2,3, . . . , k.
Let k + 1  r  n. By our assumption there exist ar ∈ R such that either frf−1 = lar or1
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1 = IK1 . The latter possibility is ruled out by the fact that ker(fr ) 	= 0. We see that
there exist a2, a3, . . . , an ∈R such that
fj = laj f1, j = 2,3, . . . , n. (2)
Thus from (1) and (2) we obtain
U = {(f1(x), f2(x), . . . , fn(x)) | x ∈ U}
= (1, a2, a3, . . . , an)f1(U)= (1, a2, a3, . . . , an)K1.
ThereforeU ⊂e (1, a2, a3, . . . , an)R where (1, a2, a3, . . . , an)R is a direct summand of Rn
by Lemma 3.3 and we are done. ✷
Theorem 3.6. Suppose R is a local ring with J (R)=Zr(R). Then Mn(R) is right CS for
some n > 1 if and only if R is right selfinjective.
Proof. Let Mn(R) be right CS for some n > 1. By Lemma 3.2, Rn is CS as a
right R-module. Consequently R is right CS and hence right uniform. To prove R
is right selfinjective, let K be a nonzero right ideal of R and let f :K → R be an
R-homomorphism. By Theorem 3.5, there exists u ∈ R such that either f = lu or
luf = IK . If luf = IK then f is a monomorphism and uf (a) = a for every a ∈ K . We
show that u is invertible in R for otherwise u ∈ J (R)=Zr(R). Thus r.annR(u) is essential
in R. Since K is nonzero, f (K) is nonzero. Consequently r.annR(u) ∩ f (K) 	= 0. Let
0 	= f (a) ∈ r.annR(u) ∩ f (K). Then a = uf (a) = 0, a contradiction because f (a) 	= 0.
Hence f (a)= u−1a for every a ∈K . Thus f = lu−1 . This proves the result. ✷
Since for a right uniform local ring R with nil radical J (R) = Zr(R), we have the
following corollary.
Corollary 3.7. SupposeR is a local ring with nil radical. ThenMn(R) is right CS for some
n > 1 if and only if R is right selfinjective.
We call a ring R right almost selfinjective if for any right ideal K of R and any
R-homomorphism f :K→ R there exists a ∈ R such that either f = la or laf = IK .
We do not know whether for a local ring R, Mn(R) (n > 1) being right CS implies
that Mn(R) is also left CS. In particular, whether the condition that Mn(R) is a right
CS-ring implies that R is right-left uniform and right-left almost selfinjective. Theorem 3.9
characterizes local uniform right-left almost selfinjective rings with acc on right-left
annihilators. Before proving the theorem we prove the following lemma.
Lemma 3.8. Let R be a local right selfinjective ring and let A be a subring of R such that
for any a ∈R either a ∈A or a is invertible with a−1 ∈A. Then we have the following.
(1) A satisfies right-left Ore conditions and R is both right as well as left classical ring of
quotients of A.
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(3) A is a local right uniform almost right selfinjective ring.
Proof. (1) Let S be the set of all elements of A which are not left or right zero divisors in
A and let a ∈ S. We first show that a is neither a left nor a right zero divisor in R. If ax = 0
for some 0 	= x ∈ R, then x /∈A and so x is invertible in R forcing a = 0, a contradiction.
Thus a is not a left zero divisor in R. Similarly a is not a right zero divisor in R. We now
claim that a is invertible in R. Consider the right R-homomorphism f :aR→ R given by
the rule f (ay)= y for all y ∈ R. Since R is right selfinjective, there exists b ∈R such that
f = lb and so ba = 1. Therefore (1 − ab)a = 0. Since a is not a right zero divisor, we
get ab = 1. Thus every element of S is invertible in R. By hypothesis, for every r ∈ R,
either r ∈ A, or r is invertible in R and r−1 ∈ A. Therefore R is both left and right ring
of fractions of A (see [14, p. 50]). It now follows that A satisfies both left and right Ore
conditions and R is the two-sided classical ring of quotients of A (see [14, Proposition 1.4,
p. 51]).
(2) By [14, Proposition 3.5, p. 57], both AR and RA are flat modules. Since RR is
injective, RA is an injective module (see [10, Corollary 3.6A]).
(3) Since R is a local right selfinjective ring, R is right uniform. As R is the classical
ring of quotients of A, we conclude that A is also right uniform. To show that A is local,
let J be the set of all elements of A which are not invertible in A. By [11, Theorem 19.1],
it is enough to show that J is closed under addition. Let a, b ∈ J . Assume that a + b is
invertible in A. Set u = a(a + b)−1 and v = b(a + b)−1. Then u,v ∈ A and u+ v = 1.
As R is local, we may assume that u is invertible in R. Setting w = u−1v, we see that
either w ∈ A or w−1 ∈ A. In the former case we have u−1 = 1− u−1v = 1 −w ∈ A and
so a−1 = (a+ b)−1u−1 ∈A, a contradiction. In the latter case v−1 = 1−w−1 ∈A forcing
b−1 = (a + b)−1v−1 ∈A, a contradiction again. Thus A is local ring.
To prove thatA is right almost selfinjective, letK be a right ideal ofA and let f :K→A
be a right A-homomorphism. Since R is injective as a right A-module, we may assume
that f :R→ R. As R is the classical ring of quotients of A, it is easy to see that f is an
endomorphism of right R-modules and so there exists a ∈ R such that f = la . If a ∈ A,
then there is nothing to prove. If a /∈ A, then a is invertible and b = a−1 ∈ A. Therefore
lbf = IK . This completes the proof. ✷
Theorem 3.9. Let R be a ring. Then the following conditions are equivalent.
(1) R is local left (or right) uniform, almost left and right selfinjective, and satisfies acc
condition on left and right annihilators.
(2) R satisfies both left and right Ore conditions. Its two-sided classical ring of quotients
Q=Qcl(R) is a local QF-ring and for any a ∈Q either a ∈ R or a is invertible in Q
with a−1 ∈ R.
Proof. (1)⇒ (2) Let S be the set of all elements of R which are not left zero divisors.
We claim that every element of S is not a right zero divisor. Indeed, let a ∈ S. Assume
that x1a = 0 for some 0 	= x1 ∈ R. Since r.annR(a) = 0, the map f1 :aR→ x1R, given
by the rule f1(ay) = x1y, y ∈ R, is a well-defined homomorphism of right R-modules.
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latter possibility is ruled out by the fact that f1(a2)= x1a = 0. Therefore f1 = lx2 . Hence
x2a = lx2(a) = f (a) = x1 	= 0. Also x2a2 = x1a = 0. Thus x2 ∈ l.annR(a2) \ l.annR(a).
Continuing in this fashion, we shall construct a strictly increasing chain
l.annR(a)⊂ l.annR
(
a2
)⊂ · · · ⊂ l.annR(an)⊂ · · · ,
contrary to our assumption. Therefore our claim is established.
Given a ∈ S and x ∈ R, we claim that there exists b ∈ S and y ∈ R such that bx = ya.
Consider the map f :aR→ xR given by the rule f (ay)= xy, y ∈ R. Obviously f is a
well-defined homomorphism of right R-modules. By our assumption there exists z ∈ R
such that either f = lz or lzf = IaR , that is, either x = za or a = zx . In either case our
assertion is trivially true.
We note that S satisfies the left Ore condition. By left-right symmetry, S satisfies the
right Ore condition as well. Therefore, R has the classical ring of quotients Q.
Again let a ∈ S and x ∈ R. Then as in the previous paragraph, either x = za or a = zx
for some z ∈ R, that is, either x ∈ Ra or a ∈ Rx . Equivalently, either xa−1 ∈ R or
(xa−1)−1 = ax−1 ∈ R. We note that for any y ∈ Q either y ∈ R or y is invertible and
y−1 ∈R. It now follows that for any set P ⊂Q, l.annQ(P)= l.annR(P ) and r.annQ(P)=
r.annR(P ). In particular, Q satisfies acc condition on left and right annihilators. Since R
is a right uniform ring, Q is also a right uniform ring. Further, since R is a local ring, Q is
also local. Moreover, every element of J (Q) is a zero divisor and J (Q)⊂R.
We now claim that Q is right selfinjective. To prove the claim, let U be a right ideal
of Q and let f :U → Q be a right Q-homomorphism. We show that f is given by
the left multiplication. If U = Q we are done. So let U 	= Q and so U ⊂ J (Q) ⊂ R.
Since every element of U is right zero divisor, f (U) consists of right zero divisors and
so f (U) ⊂ J (Q) ⊂ R. By our assumption there exists a ∈ R such that either f = la
or laf = IU . In the latter case the uniformity of the ring R implies that a is not a left
zero divisor in R and so a ∈ S is invertible in Q forcing f = la−1 . Thus either f = la or
f = la−1 , that is, f is given by the left multiplication, as desired. It now follows that Q is
a QF-ring (see [14, Theorem 3.5, p. 277]).
(2)⇒ (1) Since any subring of a QF-ring satisfies the acc condition on left and right
annihilators, the result follows from Lemma 3.8. ✷
Corollary 3.10. Let R be a commutative noetherian local ring. Then Mn(R), n > 1, is a
right CS-ring if and only if the classical quotient ring, Qcl(R), is local QF such that for
all a ∈Qcl(R) either a ∈ R or a is invertible and a−1 ∈ R.
IfR is a local ring then Zr(R)⊂ J (R). If Zr(R)= 0 then R is a domain and it is known
that for a local domain R, Mn(R), n > 1, is right CS if and only if R is a right and left
valuation domain [1, Lemma 3.6]. In case Zr(R)= J (R) then Mn(R) is right CS for some
n > 1 if and only if R is right selfinjective (Theorem 3.6). We now provide an example of a
local ring R such that Mn(R) is right CS, but R is neither a domain nor right selfinjective.
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let D be its right classical ring of quotients. Let
T =
{(
a d
0 a
) ∣∣∣ a ∈R, d ∈D}⊆ S = {(a d0 a
) ∣∣∣ a, d ∈D} .
Obviously S is a local QF-ring and T is a subring of S such that for every x ∈ S either
x ∈ T or x−1 ∈ T . According to Lemma 3.8, T is a local right uniform ring such that for
any right ideal K of T and any right T -homomorphism f :K→ T there exists a ∈ T such
that either f = la or laf = IK . Obviously T is not a domain and T is not right selfinjective
because J (T ) 	=Zr(T ).
We now give another interesting application of Lemma 3.3.
Theorem 3.11. Suppose R is a local right CS-ring with radical equal to the set of all zero
divisors. Then R×R, as a right R-module, satisfies C3. In particular, if R is a local right
CS-ring with nil radical then R ×R, as a right R-module, has C3.
Proof. It is sufficient to consider uniform summands of R × R as a right R-module. By
Lemma 3.3, a uniform summand of R×R is either of the type (1, a)R or (a,1)R. To prove
our assertion let S1 and S2 be uniform summands of R such that S1 ∩ S2 = 0. Thus there
exists a and b in R such that S1 = (1, a)R or (a,1)R and S2 = (1, b)R or (b,1)R. First
assume that if S1 and S2 have 1’s in the same position, say, S1 = (1, a)R and S2 = (1, b)R.
Now if both a and b are in J (R) then r.annR(a − b) 	= 0. Hence there exists r ∈ R
such that (a − b)r = 0. It follows that 0 	= (1, a)r = (1, b)r ∈ S1 ∩ S2, a contradiction.
Hence one of a and b, say a, is not in J (R). But then S1 = (1, a)R = (a−1,1)R. We,
therefore, only need to consider the case when S1 = (a,1)R and S2 = (1, b)R. We now
show that in this case S1 ∩ S2 = 0 if and only if 1 − ab is invertible. First let 1 − ab be
invertible and let (a,1)r = (1, b)s ∈ S1 ∩ S2. Then ar = s and r = bs. Thus abs = s, that
is, (1− ab)s = 0. Since 1− ab is invertible we get s = 0. Thus S1 ∩ S2 = 0. Conversely,
if 1 − ab is not invertible then 1 − ab ∈ J (R). Thus there exists 0 	= x ∈ R such that
(1 − ab)x = 0. Hence 0 	= (a,1)bx = (1, b)x ∈ S1 ∩ S2. This proves the claim. Next we
show that S1 ⊕S2 =R×R. It is sufficient to show that (1,0) and (0,1) belong to S1 ⊕S2.
Consider the relation (1,0)= (a,1)x + (1, b)y . Then ax + y = 1 and x + by = 0. These
equations give (1 − ab)y = 1 and x = −by . Since 1 − ab is invertible, y = (1 − ab)−1
and x =−b(1− ab)−1. It follows that (1,0) ∈ S1 ⊕ S2. Similarly (0,1) ∈ S1 ⊕ S2. This
completes the proof. ✷
Remark 3.1. We note that for the ring R in Theorem 3.11 if R × R is also CS as a right
R-module then R × R is quasi-continuous and so R is injective as a right R-module [15,
Properties 41.20, p. 367]. This gives an alternative proof of Corollary 3.7.
Remark 3.2. Using an argument similar to the one in Theorem 3.11, it can be proved that if
R is a local right CS-ring with nil radical then Rn, as a right R-module, has C3 on uniform
summands.
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In this section we give applications of the results obtained in the previous section to
group algebras.
Lemma 4.1. Let K be a field and G be any group. If the group algebra KG is local right
CS then char(K)= p, G is a locally finite p-group, and the radical of KG is nil.
Proof. Let KG be local right CS. Then J (KG)=3(KG). By [13, Lemma 1.13, p. 415],
char(K) = p and G is a p-group. Also as KG has no nontrivial idempotents, KG is
uniform.
We will prove that G is locally finite. Let H = 〈h1, h2, . . . , hn〉 be a finitely generated
subgroup of G. Since G is a p-group, for each i with 1 i  n, o(hi)= pki for some ki .
For each i , let ui = 1 + hi + h2i + · · · + hp
ki−1
i . Since uiKG 	= 0 for each i and KG is
uniform,
⋂n
i=1 uiKG 	= 0. Let α be a nonzero element of
⋂n
i=1 uiKG. Then (hi−1)α = 0
for each i . Consequently (
n∑
i=1
KG(hi − 1)
)
α = 0.
Thus 0 	= α ∈ r.ann(ω(H)). Hence H is a finite group, as desired. ✷
Theorem 4.2. Let K be a field and G be any group such that the group algebra KG is
local. The matrix ring Mn(KG), n > 1, is a right CS-ring if and only if char(K)= p and
G is a finite p-group.
Proof. The proof follows from Corollary 3.7 once we observe that the radical of KG is
nil and that KG is right selfinjective if and only if G is finite. ✷
We now consider semiperfect group algebras of nilpotent groups.
Theorem 4.3. Let K be a field and G be a nilpotent group such that the group algebraKG
is semiperfect. Then the following are equivalent.
(1) Mn(KG), n > 1, is a right CS-ring.
(2) M2(KG) is a right CS-ring.
(3) G is finite.
Proof. We only need to prove (2)⇒ (3). SinceG is nilpotent, J (KG) is nilpotent. By [13,
Theorem 1.5, p. 409] either char(K)= 0 and G is finite or char(K)= p, G is locally finite,
and [G :Op(G)]<∞. We can assume that p does not divide [G :Op(G)]. For if p divides
[G :Op(G)] then taking the unique Sylow p-subgroup NOp(G) of GOp(G) we get a normal
subgroup N of G such that [G :N]<∞ and we can replace Op(G) with N . Since Op(G)
is normal in G, KG is KOp(G)-free with normalizing basis, say {1 = a1, a2, . . . , an}.
260 K.I. Beidar et al. / Journal of Algebra 264 (2003) 251–261Also because p does not divide [G :Op(G)], KG is KOp(G)-projective [13, Lemma 2.2,
p. 274]. Let S =KG and R =KOp(G). Since M2(S)=M2(KG) is right CS, S2 = S×S
is CS as a right S-module.
We show that R2 is a CS as a right R-module. Observe that S2 =R2a1 +R2a2 + · · · +
R2an and there exist automorphisms σi (1 i  n) of the ring R such that air = σi(r)ai .
Let A be a closed R-submodule of R2. First we prove that AS is closed R-submodule
of S2. Note that AS = Aa1 + Aa2 + · · · + Aan. Let x = x1ak1 + x2ak2 + · · · + xuaku be
in the closure of AS in S2 where x /∈ AS. We may assume without loss of generality that
each xi /∈A. Now there exists an essential right ideal E of R such that 0 	= xE ⊂ AS. But
xy = x1σk1(y)ak1 + x2σk2(y)ak2 + · · ·+ xuσku (y)aku for every y ∈E. Since 0 	= xE ⊂AS
there exists i such that 0 	= xiσki (E) ⊂ A. Because σki (E) is essential right ideal of R
and A is closed, xi ∈A, a contradiction. Hence AS is closed R-submodule of S2. Since S
is R-projective, AS is a closed S-submodule of S2 [12, Proposition 1.1]. Consequently
AS is a summand of S2. Let S2 = AS ⊕ B . Writing A0 for Aa2 + · · · + Aan and
S0 for R2a2 + · · · + R2an, we have R2 ⊕ S0 = A ⊕ (A0 ⊕ B). It follows that R2 =
A⊕ ((A0 ⊕ B) ∩R2) proving that A is a summand of R2. This proves that R2 is CS as a
rightR-module. But thenM2(R) is right CS. SinceR =KOp(G) is local, by Theorem 4.2,
Op(G) is finite. Consequently G is a finite group. ✷
Note added in proof
(1) It has been pointed out to us that Theorem 3.5 can also be obtained from Lemma 8
in [Yoshitomo Baba, Mamabu Harada, On almost M-projectives and almost M-injectives,
Tsukuba J. Math. 14 (1) (1990) 53–69].
(2) Theorem 4.3 has now been extended “to solvable groups and linear groups.”
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