To obtain a primal-dual pair of conic programming problems having zero duality gap, two methods have been proposed: the facial reduction algorithm due to Borwein and Wolkowicz [1, 2] and the conic expansion method due to Luo, Sturm, and Zhang [5] . We establish a clear relationship between them. Our results show that although the two methods can be regarded as dual to each other, the facial reduction algorithm can produce a finer sequence of faces including the feasible region. We illustrate the facial reduction algorithm in LP, SOCP and an example of SDP. A simple proof of the convergence of the facial reduction algorithm for conic programming is also presented.
Introduction
We consider the Conic Programming (CP) problem:
where b ∈ R m , c ∈ R n , A ∈ R m×n and K ⊆ R n is a closed convex cone. For CP (1), its dual problem can be formulated as follows:
where K * = { s ∈ R n | x T s ≥ 0 (∀x ∈ K) } is the dual cone of K. We denote:
It is easy to see that for any pair of feasible solutions of CPs (1) and (2), it holds that
where the last inequality is due to x is contained in K * . This means that θ P ≥ θ D . In general, however, the equality does not hold. See [7, 13] for such examples. In the numerical computation of CPs, problems having positive dualty gap are very difficult to solve by the primal-dual interior-point methods; the primal-dual interior-point methods try to reduce the duality gap to zero, which is impossible in this case. In addition, even if the duality gap between CP and its dual is zero, the CP and/or its dual may not have optimal solutions. The lack of optimal solutions also makes the numerical computation for CP problems difficult.
For the case where a positive duality gap exists between (1) and (2), two approaches have been proposed to close the duality gap by finding a new primal-dual pair of a given CP problem to compute θ D . The first one, called the Facial Reduction Algorithm (FRA), was proposed by Borwein and Wolkowicz [1, 2] , and later simplified by Pataki [6] .
Below we breifly explain FRA. A detailed description of FRA together with its convergence proof will be givein in Section 2.
A closed subset F of K is a face of K, denoted F K, if for any x, y ∈ K, x + y ∈ F implies x, y ∈ F. The sets ∅ and K are faces of K and the other faces are called proper faces. For C ⊆ K, we denote the smallest face of K including C by face(C, K). It is easy to see that any face of a closed convex cone is also a closed convex cone, which is the case we deal with throughout this paper. For a given face F of K, we define the following CP:
The minimal cone K min of CP (1) is defined by
Note that K min could be empty, when CP (1) is infeasible, or equivalently, θ D = −∞. It is easy to see
Beginnig with K, FRA repeatedly finds smaller faces of K until it finds K min when CP (1) is feasible, or detects infeasibility of CP (1). Once K min is found, then relint(K min ∩ A) = ∅, which means that the duality gap between θ(K min ) and its dual is zero, and that the dual has an optimal solution. This may enhance the numerical stability of primal-dual interior-point methods applied to θ(K min )( [14] ).
The other approach was proposed by Luo et al. [5] and Sturm [11, 12] , which is called the dual regularization approach. In this paper, to make this approach clear, we call this the conic expansion approach. The approach tries to close a duality gap between CP (1) and its dual by expanding the cone K * in θ P , and terminates in a finite many iterations. We will present the detail and some results proved by Luo et al. [5] and Sturm [11, 12] in Section 3.
A contribution of this paper is that we establish a clear relationship between FRA and the conic expansion approach. Specifically, we can apply FRA to K in such a way that each reduced cone is the dual of the cone generated by the conic expansion approach (Theorem 3.4). Note that we can apply FRA in a different way from the conic expansion approach; in fact, FRA will produce a finer sequence of optimization problems than the conic expansion approach. We will show such an example in Section 3.
Another contribution is that we propose a variant of FRA which can be applied to a general conic programming (1). Below we point out the difference of our FRA and FRAs proposed so far.
Borwein and Wolkowicz [1, 2] discussed FRA in a different setting. Their works were done in early 80's, and a conic programming problem seemed to be not poplular as it is now. Their argument is confined to establish duality theorem without any constraint qualification. Note that our algorithm is not identical to their FRA, because their FRA needs an initial feasible solution, which we do not need in our variant. Their FRA is closely related to the Extended Lagrange-Slater Dual (ELSD) derived from a given SDP by Ramana [8] . The ELSD is an SDP and has polynomially many variables. Ramana [8] first showed that the duality gap between the given SDP and its ELSD is zero without assuming any constraint qualification. In Ramana et al. [9] , they showed that the ELSD can be reformulated by the minimal cone obtained by their FRA.
Pataki [6] proposed an FRA for a conic programming where the cone is nice. His interest seemed to describe the primal-dual pair of problems having no duality gap by using FRA. For this purpose, he needed the notion of niceness. In contrast, we propose to apply our FRA iteratively to find a primal-dual pair of problems having no duality gap. As a result, we can deal with several smaller problems, instead of one huge problem. In addition, we do not need the niceness assumption on our cones any more. To show that our FRA works well for some basic conic programming, we provide some examples in Section 4
The remaining of this paper is constructed as follows. In Section 2, we introduce our FRA for general closed convex cones, and prove the finite convergence of FRA. Section 3 is devoted to establish the relationship between FRA and the conic expansion approach. Section 4 shows FRA working on Linear Programming (LP), Second-Order Cone Programming (SOCP), and Semi-definite programming (SDP). For SDP, we deal with an example of FRA for an SDP problem obtained by Lasserre's SDP relaxation [4] . In Section 5, we give some concluding remarks.
In this paper, we use the following formulas for convex sets extensively. The proofs of these formulas are given in textbooks of convexity, e.g., Rockafellar [10] . For convex sets C 1 and
where relint, cl, and ⊕ stand for the relative interior, the closure, and the Minkowski sum, respectively. If relint(C 1 ) ∩ relint(C 2 ) is non-empty, then
If K 1 and K 2 ⊆ R n are convex cones, then
Facial reduction algorithms for general closed convex cones
We give a lemma on the feasible region of CP θ D (K min ).
Lemma 2.1. If CP (1) is feasible, then
Proof : We consider the case where CP (1) is feasible. By definition, F D ⊆ K min ⊆ F, which means the right-hand side includes the left-hand side. The other inclusion is also obvious because
This also holds for the case where CP (1) is infeasible. If
We denote H − c = x c T x ≤ 0 . This is the half space defined by c when c = 0 which we do not assume in general.
The key idea of FRA is to consider the following system for a face F ⊆ K:
FRA can be stated as follows.
Algorithm 2.2. FRA (Facial Reduction Algorithm)
Step 1: Set i = 0 and F 0 = K.
Step 2:
⊥ and i = i + 1, and go back to Step 2.
at the initial iteration, the algorithm stops because span(∅) = {0}, and F 0 is the minimal cone for CP (1).
The main effort of FRA is Step 3 where we find a nonzero solution w i+1 of (12) which is not written as a linear combination of w 1 , . . . , w i . Finding such a solution is sometimes as difficult as solving the original problem. However, there are several cases where we can find such solutions easily and/or directly. In those cases, FRA efficiently shrinks the cone into the minimal cone, and as a result, we get robustness of the problem. We will give such examples where FRA works well later in this paper. The forthcoming paper [14] also shows that Lasserre's SDP relaxation for polynomial optimization problems is such an example where we can perform FRA systematically to reduce the size of SDP.
Below we show that the above algorithm is correct. 
In proving the above lemma, the following theorem by Rockafellar [10] plays a crucial role. (
Proof of Lemma 2.3 : Because A ∩ relint(F) = ∅, Theorem 2.4 with C 1 = A and C 2 = F implies the existence of a separating hyperplane H which does not contain F, i.e., there exist a nonzero vectorw and a real number δ satisfying:
, and ∃f ∈ F such thatw Tf > δ.
The left inequality of the left expression givesw
. We divide the proof ofw ∈ F * into two cases. If F = {0}, then F * = R n , thus the relation is obvious. When F = {0}, we claim that δ can be chosen to be 0. If this is true, looking at the right inequalty of the left relation of (13) with δ = 0, we immediately see thatw ∈ F * . To the contrary, suppose that there exists f ∈ F such thatw T f < 0. Since F is a nontrivial cone, we have δ = −∞, which contradicts the fact that δ ≥w T y for some y ∈ A. Suppose that c
It is easy to see:
which is a contradiction. We have proved that when c The following lemma provides a necessary condition to be the minimal cone.
Proof : Note that by assumpiton,
On the other hand, we have relint( Proof : Note that because w i+1 ∈ ker A ∩ ker c T at each iteration unless the infeasibility is detected, we have {w i+1 } ⊥ ⊇ A, and
This means that
Otherwise it follows from Lemma 2.5 that
from which it follows that
This contradicts the fact that
Otherwise FRA must detect the infeasibility of CP (1) and stop. Then at the Step 2 in the case of i = * + 1, span(w 1 , . . . , w * ) = ker A ∩ ker c T , and FRA necessarily stops at Step 2.
We make two remarks on FRA. First, if we know that θ D (K) > −∞ in advance, then we can replace H − c by ker c T . Second, we have a possibility to choose a nonzero vector w i+1 in Step 3 such that
, we call such an iteration void, and otherwise valid. FRA generates a sequence of faces
* is the number of the iterations of FRA. On the other hand, let i * be the number of valid iterations of FRA. Then counting only valid iterations, we obtain a sequence of faces
We obtain the following corollary on the number of valid iterations.
Corollary 2.8. The number of valid iterations of FRA is bounded by dim(ker A ∩ ker c T ) and the length of the longest chain of faces in K.
We often encounter the CP (1) where K is written as a direct product of several convex cones. The following lemma ensures that in that case, all the faces generated by FRA can be formulated as direct products. 
Lemma 2.9. Assume that the convex cone
where
Proof : Because F is written as a direct product, so is the dual F * , and thus w = (w 1 , . . . ,
. . , p, and thus
From Lemma 2.9, we obtain the following fact. 
We give an example to see the behavior of FRA which we give in this paper.
, where K 1 and K 2 are defined as
Then their dual cones are
and it follows from (10) and (11) 
For CP (1), we set A = (1, 0, 1), c = (0, 0, 0) T . We apply FRA into the CP (1). To this end, we first need to solve the system
We choose w 1 = (1, 0, −1) T and then
and
Thus, we choose w 2 = (0, 1, 0) T and then
Because dim(ker A ∩ ker c T ) = 2, it follows from the second remark of Theorem 2.7 that F 2 is the minimal cone. We can also confirm it by Lemma 2.6. Indeed, the dual F *
Therefore from Lemma 2.6, F 2 is the minimal cone K min for CP (1) and
It should be noted that in general, the minimal cone can be formulated as the intersection of K and one supporting hyperplane if a convex cone K is nice. See [6] for the detail. However, because the cone K in this example is not nice, the minimal cone for CP with the convex cone K may not be the intersection of the convex cone K and one supporting hyperplane. Indeed, the minimal cone K min in this example is the intersection of the convex cone K and two supporting hyperplanes. This point is the difference between FRA for nice cone and FRA in this paper.
3. Relationship between FRA and the conic expansion approach
As we have already mentioned in Section 1, the conic expansion approach proposed by Luo et.al. [5] and Sturm [11, 12] can also find a new primal-dual CP pair to compute the optimal value of CP (1).
In this section, we will introduce the conic expansion approach and restrict FRA in Section 2. We establish a relationship between the conic expansion approach and the restricted FRA, and we give more elementary proofs of some results on the conic expansion approach in Luo et.al. [5] and Sturm [11, 12] by using the relationship.
For simplicity of notation, let B denote ker A∩ker c T for CP (1). We define the cone expansion operator Γ B for a closed convex cone P as follows:
where ⊕ means the Minkowski sum. We remark that our presentation of the conic expansion looks somewhat simpler than [5] where the closedness of cones are not assumed. Obviously, from the definition of Γ B , we have Γ B (P) ⊇ P for any closed convex cone P. As Γ B maps a closed convex cone to a closed convex cone, we can consider to apply Γ B repeatedly:
Observe that when Γ The following lemma gives a necessary and sufficient condition to be F = K min . The following theorem shows the relationship between a face generated by FRA and cone by the conic expansion approach.
Theorem 3.2. We assume that F is a nonempty face of K. For any w ∈ B ∩ F
* , the inclusion
holds, with equality if w ∈ relint(B ∩ F * ).
Proof : From the definition of Γ B and formulas (10) and (11), we have
We obtain (B ∩ F * ) ⊥ ⊆ {w} ⊥ because w ∈ B ∩ F * . This implies (14) . To show the the equality of if-part, we prove F ∩{w}
. From the assumption on w, for any y ∈ B ∩ F * , there exist z ∈ B ∩ F * and 0 < λ < 1 such that w = λy Step 1: Set i = 0 and F 0 = K.
Step 2 The following theorem ensures that FRA-CE can find the minimal cone K min for CP (1) or detects the infeasibility of CP (1). (1) is feasible, all faces F i generated by FRA-CE satisfy i , all faces which are generated by FRA-CE can be also generated by FRA. In addition, because the final face F¯ satisfies relint(B ∩ F * ) ⊆ span(w 1 , . . . , w¯ ), F¯ also satisfies the condition of termination of FRA in Step 2. Therefore from Theorem 2.7, the final face F¯ is the minimal cone K min and it follows that¯ is bounded by dim(ker A ∩ ker c T ). We prove (15) . We have already proved that FRA-CE finds the minimal cone if CP (1) is feasible. Therefore there exists anī ≤¯ such that Fī = K min . Letī be the minimum number such that Fī = K min . Then for i <ī, because F i = K min , it follows from Lemma 3.1 and 
Theorem 3.4. The followings hold:
(i) All faces F i generated by FRA-CE satisfy F * i = Γ i B (K * ). (ii) If CPK = F 0 F 1 · · · Fī = Fī +1 = · · · = F¯ = K min ,(15)
where¯ is the number of iterations of FRA-CE and is bounded by dim(ker A ∩ ker c T ). (iii) If CP (1) is infeasible, FRA-CE detects the infeasibility at the Step 6.
(iv) Γ k B (K * ) = Γ¯ B (K * ) for all k ≥¯ .
Proof : We prove (i). In Algorithm 3.3, we have
F i+1 = F i ∩ {w i } ⊥ ,F i+1 = (Γ B (F * i ) * ) that F i+1 F i .k B (K * ) = Γ k−¯ B (Γ¯ B (K * )) = Γ k−¯ B (F * ) = F * for all k ≥¯ . This implies that Γ k B (K * ) = Γ¯ B (K * ) for all k ≥¯ . Clearly, F * ⊆ Γ B (F * ).Γ B (F * ) ⊆ cl(F * +span(w 1 , .
. . , w¯ )). The right-hand side is equal to (F¯
Comparing FRA-CE with FRA, we observe from Theorem 3.4 that if CP (1) is feasible, FRA can generate a finer sequence of faces than FRA-CE. In addition, in the case where CP (1) is infeasible, because FRA check the infeasibility in each iteration, FRA may be able to detect it in fewer iterations than FRA-CE.
We conclude from Theorem 3.4 that the dual of face F k generated by FRA-CE is the same as the cone Γ [12] 
Moreover, the feasible region F D of CP (1) is equivalent to the feasible regions of CP
We consider the following CP problem:
From Corollary 3.5, Luo et.al. [5] and Sturm [11, 12] 
. Moreover, the followings hold:
its dual is solvable and the duality gap between CP
Proof : It follows from Corollary 3.
T w < 0. This is found at the Step 6. Because
is either infeasible or unbounded. We prove (ii) and (iii). From the definition of the minimal cone K min , the set A ∩ relint(K min ) is nonempty. Then they are well-known that the duality gap is zero and that its dual has an optimal solution if θ D (K min ) is less than +∞. They prove (ii) and (iii).
Although Corollary 3.5 and Theorem 3.6 were proved in [12] from the properties of the operator Γ B , we are successful in proving them by the relationship between FRA-CE and the conic expansion approach.
As we have already mentioned, FRA may be able to generate a finer sequence of faces than FRA-CE, i.e. the conic expansion approach. We give such an example. Example 3.7. We consider the following Polynomial Optimization Problem (POP):
We apply Lasserre's SDP relaxation [4] into POP (16). Then we obtain the following SOS problem:
where S 6 is the set of 6 × 6 symmetric matrices, S 6 + is the set of 6 × 6 symmetric positive semidefinite matrices and u 2 (x, y) = (1, x, y, x 2 , xy, y
and real values b α as follows:
From SOS problem (17), we obtain the following SDP problem:
To apply FRA into SDP (18), we need to convert SDP (18) into the form of CP (1). We define the linear subspace L ⊆ S 6 associated with SDP (18):
In addition, let C ∈ S 6 be a solution of the system E α • C = b α for all α ∈ N 2 4 \ {0}. For example, the following C satisfies the system:
Because this C is positive semidefinite, SDP (18) is feasible, and thus we can skip Step 4 in Algorithm 2.2 and replace H − c by ker c T . We define the set S = {C + X ∈ S 6 + | X ∈ L}. Then the set S is equivalent to the feasible region of SDP (18). Let
6 be a basis of the linear subspace L. We can reformulate the set S by using the basis
Therefore we can rewrite SDP (18), equivalently:
For SDP (19), the linear subspace corresponding to ker A ∩ ker c T in the system (12) is
Because
is the basis of L, we can denote the linear subspace corresponding to ker A ∩ ker c T by
y α E α and y (2,2) = 0.
Therefore, the element W ∈ S 6 of the system ker A ∩ ker c T can be written as follows:
The initial face F 0 is S 6 + and so is the dual F * 0 . Then for any
, because the first and second diagonal elements of W are zero, all elements in the first and second rows and columns are zero. Moreover, we obtain y (2,0) = y (0,2) = 0, and thus the third and fourth rows and columns are also zero. Therefore, we obtain
where blanks stand for zero. The matrix W 1 with y (4,0) > 0 and y (0,4) > 0 is in the relative interior of the set ker A ∩ ker c T ∩ F * 0 and then the first face F 1 is
and the dual F * 1 is 0) y (3,1) y (3,0) y (4, 0) 
It is clear that W 2 with y (2,0) > 0 and y (0,2) > 0 is in the relative interior of the set ker A ∩ ker c T ∩ F * 1
and W 2 ∈ span(W 1 ), and then the second face F 2 is
and it is not difficult to verify that the second face F 2 is the minimal cone for SDP (18) 
and the dual G * 1 is
If we chooseW 2 with y (0,2) > 0 and y (4,0) > 0,W 2 is in the relative interior and we obtain the second face G 2 : (2, 0) y (3, 0) y (1,2) y (0,1) y (1, 2) y (0,2) y (0,3) y (2, 0) y (3, 1) y (3, 0) y (4, 0) 
The matrixW 3 with y (2,0) > 0 is in the relative interior of the set ker A ∩ ker c T ∩ G * 2 and the third face G 3 generated byW 3 is
and is equivalent to the minimal cone for SDP (18 In this section, we apply FRA and FRA-CE to several important conic programming problems to see how they work.
Let L be a linear subspace of R n . We denote I = {1, 2, . . . , n}. We often deal with the case where K ⊆ R n is a direct product of closed convex cones, i.e.,
We have the following.
because w i ∈ relint(K i ) and 0 < λ < 1, it follows from Theorem 6.1 in [10] thatw i ∈ relint(K i ), and thus i ∈ J(w, K).
4.1. FRA for LP. Let us consider Linear Programming (LP) problems:
where c ∈ R n , b ∈ R m , A ∈ R m×n and R T . We will apply FRA onto LP (23) and show that the first face generated by FRA is the minimal cone for LP if we can compute w ∈ relint(ker A ∩ ker c
The following lemma characterizes the relative interior of the set L by the maximality of index set J(w, R n + ).
Proof : The only-if part is obvious from Lemma 4.1 with where U (w, δ) is the open ball with centerw and radius δ.
In addition, we have w − x 2 < δ. From the inequality and J(y,
, we obtain y j = z j = 0 for all j ∈ I \ J(w, R n + ). This implies that x j = 0 for all j ∈ I \ J(w, R n + ). In addition, it follows from w − x 2 < δ that |w j − x j | < δ for all j ∈ J(w, R n + ). From these inequalities, we obtain x j > 0 for all j ∈ J(w, R n + ), and thus x ∈ R n + . From x ∈ L and x ∈ R n + , it follows that x ∈ L ∩ R n + , which implies thatw is in the relative interior of the set L ∩ R n + . This completes the proof.
Theorem 4.3. For LP (23), we choosew ∈ relint(ker
A ∩ ker c T ∩ R n + ). Then F 1 = {x ∈ R n | x j ≥ 0 (j ∈ I \ J(w, R n + )), x j = 0 (j ∈ J(w, R n + ))}. Moreover, F 1
is the minimal cone for LP (23).
Proof : From Lemma 2.9, the first face F 1 by FRA is 
From Lemma 2.6, it follows that F 1 is the minimal cone for LP (23).
This theorem shows that the first face by FRA-CE applied to LP is the minimal cone. A similar situation is also observed by Pataki [6] . Notice that, since FRA has more flexibility in choosing w, the first face of FRA is not necessarily the minimal cone. linear equalities, and thus, (W 1 , W 2 , W 3 ) ∈ ker A satisfies y 1 = 0. Therefore, the element W ∈ S r+1 × S r × S r of the set ker A ∩ ker c T can be written as follows: 
Concluding remarks
We have proposed a facial reduction algorithm for conic programming having general convex cones, and established the relationship between the FRA and the conic expansion approach proposed by Luo et al. [5] and Sturm [11, 12] . In particular, FRA-CE is just equivalent with their approach.
In contrast to taking span and the Minkowski sum in the conic expansion approach, our algorithm is more concrete and can be numerically computable.
In general, finding a nonzero solution of (12) is as difficult as solving the original problem itself. However, the examples in this paper show the applicability of our algorithm, and our viewpoint is that our FRA can be used in several contexts. In fact in the forthcoming paper [14] , we will show our FRA can be applied to SDP relaxation of polynomial optimization problems to reduce the size of the SDP problms to be solved.
