We further elaborate on the solvability of stochastic partial differential equations (SPDEs). We shall discuss non-autonomous partial differential equations with an abstract realization of the stochastic integral on the right-hand side. Our approach allows the treatment of equations with mixed type, where classical solution strategies fail to work. The approach extends prior observations in [Süß, A. & Waurick, M. A Solution Theory for a General Class of SPDEs. Stochastics and Partial Differential Equations: Analysis and Computations, 2017, 5, 278-318], where the respective results were obtained for linear autonomous equations and (multiplicative) white noise.
Introduction
In this article we discuss the well-posedness of and causality for a class of non-autonomous partial differential equations/inclusions perturbed with multiplicative noise. Our strategy is based on the rationale outlined in [12] . In this reference equations of the following type were discussed:
where B is an appropriate (vector-valued) Brownian motion, σ is a Lipschitz continuous mapping, ∂ 0 is the time derivative, M : z → M(z) ∈ L(H) is an analytic function that allows for defining M(∂ −1 0 ) by means of an appropriate functional calculus, and A is a skew-selfadjoint operator in a Hilbert space H. It has been shown that many standard stochastic partial differential equations fit into the framework described by (1.1).
In fact, the stochastic heat and wave equation with multiplicative noise are special cases of (1.1). In particular, it is also possible to formulate a version of Maxwell's equation with multiplicative noise.
In this article we will enlarge the admissible class of stochastic partial differential equations towards non-autonomous or even non-linear inclusions, which are subject to a stochastic perturbation of the right-hand side.
In a nutshell, the strategy outlined in [12] , that is, a way to solving (1.1), is to find a Hilbert space that leads to
being a strict contraction. In this exposition, an adapted result can be found in Theorem 4.11 (see also Theorem 4.12). For these results to obtain, a key observation is that ∂ 0 M(∂ −1 0 ) + A −1 is causal, which implies that in the fixed point iteration predictable processes are mapped to predictable processes, see also Theorem 4.8. The above mapping becomes a strict contraction as the Hilbert space setting is formulated in such a way that the Lipschitz constant of u →´· 0 σ(u)dB(s) can be made arbitrarily small, see Proposition 4.5 here. In comparison to [12] , we shall not elaborate so much on the classical notions of solving stochastic partial differential equations, but rather refer the reader instead to standard monographs such as [10, 11, 15] .
We shall describe the plan of this note next. In the first part of the present manuscript we establish -as a another key ingredient -the time derivative as a normal and continuously invertible operator in exponentially weighted Hilbert spaces. We recall the notion of evolutionary mappings and causality and draw some interconnections of these concepts. The basic fixed point theorem to be applied to stochastic partial differential equations can be found in Theorem 2.6.
Afterwards, in Section 3, we recall the essentials of the deterministic solution theory for non-autonomous equations. We shall also mention a non-linear variant of the solution theory at hand so that non-linear stochastic partial differential inclusions can like-wise be considered.
Section 4 is devoted to the discussion of stochastic evolutionary equations. In Section 4.1, we will set the stage for the probabilistic solution theory and rephrase the description of stochastic integration as outlined in [6] . The solution theory for non-autonomous stochastic evolutionary equations is provided in Section 4.2. More precisely, Theorems 4.11 and 4.12 are the main contributions of this manuscript substantially extending the main result in [12] . In Section 4.3, we conclude this article by providing some examples, which might be difficult -if not impossible -to treat with a more classical approach.
The time derivative and evolutionary mappings
Let H be a Banach space. For ν ∈ R we define
endowed with the obvious norm. It is easy to see that L 2 ν (R; H) is a Banach space, as well. Specializing to H being a Hilbert space, we denote by H 1 ν (R; H) the Sobolev space of once weakly differentiable functions with derivative in L 2 ν (R; H). We obtain (see [5, Section 2] ), that
is a densely defined, closed and normal linear operator. Moreover, we have ∂ * 0,ν = −∂ 0,ν +2ν. In applications to be discussed later on, ∂ 0,ν will be our realization of the time derivative for ν > 0 'large enough'. Note that for ν > 0, we obtain that ∂ 0,ν is continuously invertible with
where the integral is well-defined for all f ∈ L 2 ν (R; H) in the Bochner sense and we have ∂ For the treatment of evolutionary equations with non-autonomous coefficients, we will need the notion of evolutionary mappings. In fact, also in the discussion of stochastic partial differential equations, this notion proved useful for the abstract description of the stochastic integral. Definition 2.1. Let H, G be Banach spaces, ν > 0. Let
where dom(F ) is supposed to be a vector space. We call F evolutionary (at ν), if for all µ ν, F satisfies the following properties (i) F is Lipschitz continuous as a mapping
(ii) F ev,Lip := lim sup µ→∞ F µ Lip < ∞, with F µ := F 0,µ denoting the Lipschitz continuous extension of F .
The non-negative number F ev,Lip is called the the eventual Lipschitz constant of F . We denote
Next, we introduce the concept of causality, as it has been introduced in [16] 
is Lipschitz continuous, where 
is Lipschitz continuous.
(iv) for all t ∈ R, we have
Proof. The implication (ii)⇒(i) is trivial, both the implications (iii)⇒(ii) and (iv)⇒(iii) are easy to obtain. Thus, it suffices to prove that (i) is sufficient for (iv). For this, let t ∈ R and φ ∈ D. For ψ ∈ dom(F ) we find ψ n ∈ dom(F ) such that ψ n → R t ψ in H as n → ∞. By the boundedness of (ψ n ) n in H, and by causality of F on D, we find C 0 such that for all n ∈ N, we obtain
Letting n → ∞ in the latter inequality and using that R 2 t = R t , we deduce that
Thus, since D is separating for K, we infer
By continuity, we obtain
We recall a variant of [12, Lemma 2.13] . As the assumptions vary slightly from the ones used in [12, Lemma 2.13], we carry out the proof.
We shall further point out another consequence of evolutionarity and the condition on the domain in the previous result. In fact, this is a combination of the arguments used for [5, Theorem 4.5] and [18, Remark 2.1.5]. For this, from now on and throughout the whole manuscript, we shall use R t = Q t = χ (−∞,t] as the standard resolution of the identity, and
Proof. Let µ ν. We apply Proposition 2.3 and prove
Note that this implies (iv) in Proposition 2.3 as both the left-and the right-hand side are densely defined in dom(F µ ). So, let t ∈ R, φ ∈C ∞ (R; G ′ ) and ψ ∈ dom(F )∩dom(F χ (−∞,t] ). We compute for η µ
We compute further
and thus, we deduce that
We conclude this section with a perturbation result, which we need for a solution theory for non-autonomous stochastic partial differential equations. Theorem 2.6 (see also [12, Corollary 2.15] ). Let H be a Banach space, ν > 0, S, F ∈ L ev,ν (H), F invariant evolutionary. Let S be densely defined, S ev,Lip F ev,Lip < 1 and
admits a unique fixed point u f as long as µ ν is large enough, that is, a unique solution
The mapping f → u f is evolutionary. If S and F are causal, then so is
for all sufficiently large µ, then f → u f does not depend on µ in the sense of Lemma 2.4.
Proof. Let µ ν such that S µ Lip F µ Lip < 1. Then it is easy to see that Φ µ (f ) defines a strict contraction. By standard a posteriori estimates, we deduce that we find C 0 such that
It remains to prove causality of the fixed point mapping. For this it suffices to observe that Φ µ (f ) is causal. This, however, follows from the fact that composition of causal mappings is still causal.
The independence of µ is a consequence of Lemma 2.4.
In applications, the mapping S µ will be the solution operator of an abstract deterministic partial differential equation and thus, the solution u f in (2.1) turns out to be the solution of this deterministic PDE perturbed by an additional mapping F µ , which will be our stochastic integral operator.
The deterministic solution theory
In this section we will review the solution theory for a class of (non-autonomous) linear partial differential equations which has its roots in the autonomous version presented in [8] . Later on, this has been generalized to non-autonomous or non-linear equations, see e.g. [13, 9, 14, 17] . To keep this article conveniently self-contained, we shall summarize the well-posedness theorem outlined in [18, Theorem 3.4.6] . However, we will also present the main results of [14] , in order to obtain a non-linear variant for stochastic partial differential equations.
The main hypothesis for the linear case is presented next.
With the latter set of assumptions, we can show the following well-posedness theorem covering a large class of linear non-autonomous evolutionary equations: Proof. Before we come to the proof of the assertion, we need some preparations. Note that for λ > 0 the operator 1 + λB is one-to-one by (3.1). Moreover, by (3.2) we infer that its adjoint 1 + λB * is one-to-one, as well, and hence, (1 + λB) −1 is densely defined. Again, (3.1) implies that (1 + λB) −1 is bounded with norm less than or equal to 1. Thus, its closure is an element in L(G) with the same norm. For φ ∈ dom(B) we obtain
and since dom(B) is dense and the family (1
is bounded, we infer that (3.3)
holds for each φ ∈ G.
We now prove the closability of B. For doing so, let (φ n ) n∈N in dom(B) with φ n → 0 and Bφ n → y for some y ∈ G as n → ∞. Thus, we infer for each λ > 0
and thus, letting λ tend to 0, (3.3) yields y = 0, proving that B is closable. Noting that (3.1) and (3.2) yield that B −1 is a densely defined bounded linear operator with norm less than or equal to The crucial part of the proof of Theorem 3.2 is to show that B has dense range. For this, we will employ the following lemma.
where the convergence holds in the strong operator topology. Then (C + D)
Proof. Note that (C +D) * ⊇ C * + D * is clear. So, let φ ∈ dom((C +D) * ) and for n ∈ N we define φ n := T * n φ. At first we show that φ n ∈ dom((C +D) * ). For this, let η ∈ dom(C +D). We compute
Next, note that CT n ∈ L(H) by the closed graph theorem and [T n , C] ∈ L(H) by assumption. Hence, T n C = [T n , C] + CT n ∈ L(H) as well and thus, we deduce that T n C * = C * T * n ∈ L(H). In particular, we infer that T * n maps into dom(C * ). Hence, φ n ∈ dom(C *
Thus, dom(C +
Next, we may let n → ∞ in the latter equality and obtain the assertion. First of all note that B is densely defined, since
by Assumption 3.1. Next, since B is densely defined, we can use [1, Theorem 4.2.5], to deduce that B is closable. Note that inequality (3.4) remains true for φ ∈ dom(B).
We apply Lemma 3.3 to the operator B. For this, we compute the adjoint of B. With the setting C := ∂ 0,µ M µ + N µ , D := A and T n := (1 + (1/n)∂ 0,µ ) −1 , we employ Lemma 3.4. We check the hypothesis of Lemma 3.4 next. First of all, note that T n is well-defined with T n 1 and that T n → 1 in the strong operator topology. Clearly, T n leaves dom(D) invariant and attains values in dom(C). Moreover, both the operators
are densely defined and bounded. Thus, so is
It is not difficult to see that [T n , C] → 0 as n → ∞. Observe that
So that [T n , D] = 0 → 0 as n → ∞. Thus, by Lemma 3.4, we infer
By the boundedness of N µ , we deduce that
Thus, by Proposition 3.5, dom(∂ 0,µ ) is an operator core for C * . For φ ∈ dom(∂ 0,µ ) ⊆ dom(C) we compute ℜ C * φ, φ µ = ℜ φ, Cφ µ c φ, φ .
Thus, ℜ C * φ, φ c φ, φ for all φ ∈ dom(C * ). Moreover, since A is densely defined and m-accretive, A * is accretive, as well, see [7] . Thus, altogether ℜ B * φ, φ c φ, φ . Therefore, Lemma 3.3 implies that B is continuously invertible and has dense range. In particular, we obtain B −1 is densely defined and has operator norm bounded by 1/c so that B −1 is evolutionary at ν. For ψ ∈ dom(B −1 ), φ := B −1 ψ we furthermore realize that the inequality
which by Proposition 2.3 (iii) is sufficient for causality of B −1 .
Next, we slightly rephrase the main result of [14] . There, a well-posedness result for nonautonomous differential inclusions is stated, where the operator A is replaced by a maximal monotone relation on a Hilbert space H (for an introduction to maximal monotone relations on Hilbert spaces we refer to the monograph [2] ). As a trade-off, we need to restrict the class of admissible operators M and N : Theorem 3.6 ([14, Theorem 3.4]). Let H be a separable Hilbert space, let M, N : R → L(H) be strongly measurable and bounded mappings. Assume that M(t) is selfadjoint for all t ∈ R, M Lipschitz continuous, A ⊆ H ⊕ H a maximal monotone relation with (0, 0) ∈ A. Moreover, assume that K := ker(M(t)) = ker(M(0)) for all t ∈ R and that there exists c > 0 such that for all t ∈ R M(t)φ, φ c φ, φ , ℜ N(t)ψ, ψ c ψ, ψ for all φ ∈ K and ψ ∈ K ⊥ . Then there exists ν > 0, C 0 such that for all µ ν
C, causal and independent of µ, where M, N denote the abstract multiplication operators given by (Mφ)(t) = M(t)φ(t) and (N φ)(t) = N(t)φ(t), respectively. In particular, S µ |C ∞(R;H ) is densely defined, causal and evolutionary at ν.
Although the latter theorem is a direct analogue of Theorem 3.2 in the nonlinear setting, its proof is completely different and rests on perturbation results for maximal monotone relations. As the proof is quite long and technical, we omit it here and refer to [14] instead.
Stochastic evolutionary equations
Similar to the approach outlined in [12] , we present the solution theory for stochastic partial differential equations based on Theorem 2.6. For this we first need to establish a suitable functional analytic formulation for the stochastic integral. In contrast to [12] , where the authors focused on the case of Hilbert space valued Wiener processes, we shall favor a more axiomatic approach here. Indeed, this gives us more freedom for the choice of the stochastic processes in the integral. For this, we will introduce a class of 'admissible' processes and corresponding stochastic integrals. We mainly follow the rationale presented in [6] .
An abstract description of stochastic integration
Throughout, we denote by (Ω, Σ, P) a probability space. Moreover, we fix a filtration F := (Σ t ) t∈R , i.e. a family of sub-σ-algebras of Σ satisfying
Moreover, we fix separable Hilbert spaces G, H and a subspace L ⊆ L(G, H) equipped with a Banach norm
Definition 4.1. We collect some notions, which are needed in the following.
(a) We consider the following collection of sets ]s, t] × A ; s, t ∈ R, s < t, A ∈ Σ s ⊆ P(R × Ω).
The σ-algebra generated by those sets is denoted by B F and is called the σ-algebra of F -predictable sets.
(b) A mapping X : R × Ω → Z, where Z is a Banach space, is called a stochastic process, if for each t ∈ R the mapping X t = X(t, ·) : Ω → Z is measurable.
(c) A stochastic process X :
We now fix a stochastic process X attaining values in G. The goal is now to define stochastic integration with respect to this process X. The integrands are suitable stochastic processes attaining values in L and the integral should be an element in H Ω .
We start by defining
where s < t, A ∈ Σ s and T ∈ L. Clearly, this integral operator I X can be extend to a linear operator on simple F -predictable processes Y : R × Ω → L. We denote this linear extension again by I X . Moreover, if X t ∈ L 2 (P; G) for each t ∈ R we immediately get that I X attains values in L 2 (P; H). The main idea is now to extend this integral operator to a broader class of processes. For doing so, we need to restrict to a certain class of processes X.
where n ∈ N, s i < t i , A i ∈ Σ s i and T i ∈ L, i ∈ {0, . . . , n}.
In this case, α is called a dominating measure for X. We denote by I X,α the unique extension of I X to a bounded linear operator
and call it the stochastic integral with respect to
Remark 4.3. We note that in the latter definition the measure α may not be uniquely determined. Thus, the latter definition allows for the extension of the stochastic integral in various spaces. It is clear, however, that for two dominating measures α 1 , α 2 we have that the two extension I X,α 1 and (a) Let X satisfy X t ∈ L 2 (Ω, Σ t , P; G) for each t ∈ R (i.e., X is F -adapted ) and assume that
is right continuous. Moreover, we assume that X has independent and centered increments, i.e., for each s, t ∈ R with s < t and each x ∈ G we have that
Then X is an L 2 -primitive with dominating measure α = µ ⊗ P, where µ is the Stieltjes measure associated with the function t → |X t | L 2 (P;G) .
In particular, the Hilbert space valued Wiener process W is an L 2 -primitive, if we choose Σ t := σ(W s ; s t). Our next goal is to introduce a primitive of an L-valued process Y with respect to a G-valued process X.
For µ > 0 we consider the operator
given by
where S(α; L) denotes the space of simple L-valued, predictable processes. Then I X,α is evolutionary at µ and densely defined. More precisely, there exists a constant C 0 such that
Moreover, I
X,α ν is causal and I X,α ν and I
Proof. Let Y ∈ S(α; L). First we note that χ R t Y ∈ S(α; L) for each t ∈ R. Let now ν µ. We estimatê
which shows that I X,α is evolutionary at µ and that the norm estimate holds. The causality and the independence on the parameter ν follows from Lemma 2.5 and Lemma 2.4.
2 -primitive with dominating measure α and assume that
is weakly left continuous. Moreover, we assume that X is F -adapted. Then for ν > 0 and
is a bounded linear operator.
Proof. It suffices to prove that I X,α (Y ) is predictable. Due to linearity and continuity it suffices to consider the case Y = χ ]s,t]×A T for some s < t, A ∈ Σ s , T ∈ L. Then we have
for each τ ∈ R, ω ∈ Ω. Note that I X,α (Y ) is F -adapted and that τ → I X,α (Y )(τ, ω) is weakly left continuous for each ω ∈ Ω. Thus, by [3, Proposition 3.7] it is F -predictable.
Solution theory for abstract stochastic evolutionary equations
In the previous section, we have focused on the stochastic part of the evolutionary equation with stochastic perturbation. We are now in the position to combine the results of the previous sections in order to provide the desired solution theory. First of all, we state the main assumptions of this section.
Assumption 4.7. Let G, H be two separable Hilbert spaces and L ⊆ L(G, H) a subspace equipped with a Banach norm, such that L ֒→ L(G, H). Moreover, let (Ω, Σ, P) be a probability space and F = (Σ t ) t∈R a filtration. We fix an F -adapted process X : R × Ω → G, which is an L 2 -primitive with dominating measure α and we assume that
is weakly left continuous for each ω ∈ Ω. Moreover, we assume that
We first recall the central observation of [12] in a slightly different way.
leaves the space of predictable processes invariant, that is,
Before we can come to our main well-posedness result, we need the following lemma.
Lemma 4.9. Let µ > 0, σ : H → L be Lipschitz continuous, σ(0) = 0, and define σ :
Then σ is evolutionary at µ, σ ν is causal and does not depend on the parameter ν. Moreover, for ν µ we have that the restriction
is well-defined and Lipschitz continuous, where the smallest Lipschitz constant can be chosen independent of ν.
Proof. It is obvious, that σ is again Lipschitz continuous with the same Lipschitz constant as σ. Hence, it is evolutionary at µ. The causality and independence of the parameter follows by Lemma 2.4 and Lemma 2.5. We now come to the second assertion. We first show that σ(u) is predictable if u is predictable. Note that by continuity it suffices to prove this for u =
. . , n}. We may assume without loss of generality that the intervals ]s i , t i ] are pairwise disjoint. Then
ν (α; L) for each ν 0 where the embedding constant is independent of ν. Thus, as we have shown that
is well-defined and Lipschitz continuous with a Lipschitz constant independent of ν, the assertion follows.
is invariant evolutionary and I X,α • σ ev,Lip = 0.
Proof. By Proposition 4.5 and Lemma 4.9 we infer that I X,α • σ is evolutionary with I X,α • σ ev,Lip = 0. The invariance follows by Lemma 4.6 and Lemma 4.9.
An abstract stochastic heat/wave equation
In this section, we treat an abstract example of an equation of mixed type. For this let H 1 , H 2 be separable Hilbert spaces, C : dom(C) ⊆ H 1 → H 2 be closed and densely defined. We assume Assumption 4.7 with H replaced by H 1 . Let a : R → L(H 2 ) be bounded and Lipschitz continuous satisfying a(t) = a(t) * c for all t ∈ R and some c > 0; we denote by a(m) the abstract multiplication operator realized as an operator from L 2 ν (R; H 2 ) to L 2 ν (R; H 2 ) for all ν > 0. Moreover, let σ : H 1 → L be Lipschitz continuous with σ(0) = 0 and P = P * = P 2 ∈ L(H 1 ). The problem we are about to study with regards to well-posedness issues reads as follows. Let f ∈ L 2 ν,pr (R; L 2 (P; H 1 )) be given. Then consider the equation
Note that for the special cases P = 1 H 1 and P = 0, we recover the respective special cases of an abstract wave equation and an abstract heat equation. In applications, for instance if X is a Wiener process, the expression ∂ 0 I X,α • σ(u) is often written as σ(u(t))Ẇ (t). Then´t 0 σ(u(t))Ẇ (t)dt is interpreted as stochastic integral. Here, we employ the same rationale since ∂ 
2) where b(t) := a(t) −1 for all t ∈ R and b ′ is the weak derivative of b. Identifying x ∈ H 1 with x ⊕ 0 ∈ H 1 ⊕ H 2 we realize that Theorem 4.11 applies once we have shown that Assumption 3.1 is satisfied for the following setting
and a suitably chosen ν > 0. The rest of this section is devoted to verify the conditions in Assumption 3.1.
Lemma 4.13. The operator A is skew-selfadjoint. In particular, ℜ Ax, x = 0 for all x ∈ dom(A) = dom(A * ) and ran(A ± 1) = H, so that A is m-accretive.
Proof. The claim follows once we realize that for densely defined operators B 1 , B 2 acting in appropriate Hilbert space, we have 0 B * 1
which yields the assertion.
The Lemmas 4.13, 4.14, and 4.15 finally yield the applicability of Theorem 4.11, so that (4.2) is well-posed.
Remark 4.16. Using the notion of extrapolation spaces, we can make sense of the expression σ(u(t))Ẋ(t), which might seem to be quite formal at first glance. For this we define the spaces L We remark that the well-posedness of (4.2) is also covered by Theorem 4.12, as M and N are given as abstract multiplication operators. Hence, we could generalize (4.2) by replacing the operator A by a maximal monotone relation. This allows for instance the treatment of certain hysteresis effects in the theory of plasticity (see [13, 14] ).
