Abstract-The paper presents a technique and a system that can be used to smoothly dock a differential drive mobile robot. The system consists of only a robot, a RGBD camera, and a notebook computer which are connected via USB cable. The RGBD camera with the proposed processing technique is capable of determining the Cartesian positions of a home base, obstacles, a floor, and a wall. They are then plotted on a 2D grip map where a free trajectory towards the home based can be constructed. This trajectory is then used to guide the robot to dock at the home base. Experimental result is used to demonstrate the applicable of the proposed technique.
I. INTRODUCTION
Autonomous mobile robots are now widely used as service robots in offices [1] and houses [2] as their intelligence are improved and their costs are significantly reduced. An autonomous vacuum robot, such as iRobot's Roomba, is an example of a service robot that works at our living space while surveillance [3] or telepresence [4] robots are also in service at office or hospital. As autonomous robots, they should be capable of selfmaintenance and indoor navigation [5] . The paper presents our work to develop an automatic docking technique of a mobile robot where obstacles are presented using commercially available devices. These features allow an autonomous robot to go back to its base for battery charging and routine maintenance. In this work, only the commercially available devices are used including iRobot's Create and Xbox's Kinect camera which are connected to a computer notebook via only USB cables. The proposed system uses RGBD camera, i.e. Kinect in this case, to capture a home base, obstacle(s), and a floor. Then, a free trajectory towards the base is generated. The robot is then commanded via its API to travel along this trajectory. As the robot moves towards the base, the system monitors the home base, the obstacle(s), and the floor and then re-computes the trajectory and override the motion command of the robot. Experimental results are used to demonstrate the performance of the proposed technique.
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II. THE AUTOMATIC DOCKING SYSTEM
The propose system (Fig. 1) consists of an iRobot create (as a mobile robot), Kinect (as a RGBD camera), and a notebook. The notebook connects to the mobile robot and the RGBD camera via USB cables. The camera is powered by a supply from the mobile robot via its expansion port. In this way, the system is very simple and robust. At every servo loop, the control program acquires an RGBD image from the camera, processes the image and extracts the positions of the base, obstacle(s), and floor. Then, the control program computes a free trajectory towards the base and commands the robot to follow this trajectory. The robot's controller has its own processor and is able to control the robot to a desired position. At the next servo loop, the trajectory is updated to get better accuracy as the robot move towards the base. 
III. IROBOT CREATE
A "Create" is a commercial mobile robot from iRobot that was introduced in 2007. It is based on their Roomba vacuum cleaning platform which its vacuum mechanism is replaced with a cargo bay and an expansion port. A developer can design a mechanism that fits on a cargo bay that traps the power from the robot and interfaces with the robot controller. This is quite convenience for developers to use the robot as a mobile base and develop new applications. The Create has variety of parts and sensors that can become useful in navigation tasks, such as crash sensors, two 16 bits encoders, LED indicators, buttons and two DC motors (Fig. 2) . The maximum speed of the robot is 0.5m/s in both forward and reverse directions. [6] The embedded robot controller is capable of controlling basic functions of the robot including travelling at either a desired distant or speed and handle all the sensor signals. [7] a) Top view b) Bottom view 
IV. KINECT AND IMAGE PROCESSING TECHNIQUE
Kinect, launched in 2010, is an interface device for the Microsoft's Xbox 360 video game console. It consists of a RGB camera, a depth camera, a multi-array microphone, and motorized tilt (Fig. 3) . The depth camera consists of a laser-based infrared (IR) projector and an IR camera (Fig.  4 ) which looks for a specific pattern projected onto a scene by the laser-based IR projector. Depth values have been determined by calculating the disparity of each pixel by comparing the appearance of the projected pattern [8] . The camera and the depth sensor is able to output the 8-bit RGB and 11-bit depth images with 640x480 resolutions at the speed up to 30 fps respectively. Both images can be combined and treated as a single image with four dimensions called RGBD (Red, Blue, Green, and Depth) image. The depth image significantly simplifies the segmentation tasks, especially when an object's color is close to an environment. Using Kinect, the object and background with the same color can be easily distinguished by their depths and the RGB image can be processed further to extract the useful information of an object such as the target that is in a predefined pattern of color. There are two limitations for using the Kinect sensor [9] . First, any object with reflective surface may prevent the reflected light from the IR projector from reaching the IR camera, thus causing invalid depth readings at those locations. Secondly, there are blind spot up to approximately 0.4 meters in front of the sensor due to the system requires triangulation between the IR projector and IR camera which mean anything in this range will not be seen by the sensor. The paper proposes a technique to detect a home base, obstacles, wall, and floor and also generate a free trajectory to the home base that is perpendicular to the wall at the base. The onboard depth camera is used to construct a 3D scene [10] which floor and obstacles in the image are distinguished by their height. Point clouds will be identified as wall, floor, obstacle, or ambiguous. The RGB camera is used to find a home base which is a green ball in front of a wall in our case. In this process, RGB format is converted into HSV format [11] which the color can be more precisely identified especially when the light intensity varies [12] . The green ball can then be easily identified by the technique. The position of the green ball in RGB image is then mapped into the depth image [13] to determine the position of the green ball which is the home base (Fig. 5) . 
V. A MAP AND POTENTIAL FIELD
A 2D map [14] is built where a robot, a home base, obstacles, and floor are plotted on the map. Occupancy grid map [14] is used to handle all the data (Fig. 6 ) and objects on the map can be effectively updated. The grid reduces the position resolution and thus the map data and processing time. (Fig. 7) This map is then used to construct the potential field [15] . Roughly, the field will be strong near the obstacles [16] , [17] and wall and will be less near the home base. The free trajectory to the base is then generated as a steepest decent trajectory in potential field from the robot to the base (Fig. 8) . The accuracy of the technique relies on how accurate we can determine the positions of the base, obstacles and wall. Camera calibration is performed to determine intrinsic parameters of the camera as explained next. Once the camera is calibrated, we can map objects in image space into Cartesian space and vice versa.
VI. CAMERA CALIBRATION
Photogrammetric calibration [18] , Self-calibration [19] , and the hybrid technique [18] , [20] are all methods used for calibration of cameras. 'Photogrammetric calibration' setup is costly and complex. This process requires a specifically designed 3 dimensional object for calibration by utilizing the actual geometry and form of the object. This will determine the camera model. No object is required when using 'self-calibration' technique. Instead this technique determines the camera model by correlating the number between a static object and a background images at multiple points. This method is not nearly as reliable due to lack of metrics involved. The 'hybrid' [20] technique was proposed by Yudong Zhang. It uses a standard calibration object similar to the plannar chess pattern [21] combined with multiple images of the pattern from different perspectives. This will help determine the camera model. While this method is very reliable, it remains cost effective and is also very flexible.
See Fig. 9 for an example of such chess patterns captured in multiple perspective images. This determines the camera model. Subsequent to calibration, the object calibration positions approximated in Fig. 10 . 
VII. EXPERIMENTAL RESULTS
A scenario is set up as seen in Fig. 11 . The home base is a green ball in front of the wall. There are two obstacles that block a direct path to the home base. The trajectory should be perpendicular to the wall when docking. The propose system successfully determines the home base, obstacles, and floor and then generates a smooth trajectory to the base that avoids collision with obstacles as seen in Fig. 11a .
The robot is commanded to follow this trajectory via the robot API. The robot embedded processor controls the robot to travel via points along this generated trajectory. At the end, the robot reaches the home base in the direction perpendicular to the wall as desired. The images taken by the onboard RGBD camera are shown in Fig.  11c and Fig. 11d . There is still a positioning error as the green ball is not at the center of the image. At docking position, the depth image cannot track the green ball and the wall behind since they are too close to the camera. Only the position of the base as sensed by the RGB is available in the proposed system. This means that the based is detected but its Cartesian position is not available. We are now further investigating the technique to construct the trajectory based on any available data to improve the positioning accuracy when docking. It is also noted that the robot is a nonholonomic mobile robot that cannot move sideways. The smooth trajectory to dock the robot once the positioning error is detected should be also further investigated. The proposed technique and system can be applied to an automatic parking feature of a vehicle since it has a similar drive mechanism and only RGBD camera and processor are required.
VIII. SUMMARY
An automatic docking with obstacle avoidance is proposed and demonstrated. The RGBD camera with the proposed processing technique can detect the home base, obstacles, wall, and ground. They are then plotted on a 2D grid map. This map with all the mentioned objects is then used to construct a free trajectory that the robot can move to the home base without collision with obstacles. The trajectory is then used to command the robot to travel along this trajectory. The commercial devices, including iRobot Create and Kinect, are used in the study. Experimental result demonstrates the performance of the proposed technique as the robot travel smoothly to the home base.
