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Abstract. In this paper, we study a time optimal internal control problem governed
by the heat equation in Ω × [0,∞). In the problem, the target set S is nonempty in
L2(Ω), the control set U is closed, bounded and nonempty in L2(Ω) and control functions
are taken from the set Uad = {u(·, t) : [0,∞)→ L2(Ω) measurable; u(·, t) ∈ U, a.e. in t }.
We first establish a certain null controllability for the heat equation in Ω × [0, T ], with
controls restricted to a product set of an open nonempty subset in Ω and a subset of
positive measure in the interval [0, T ]. Based on this, we prove that each optimal control
u∗(·, t) of the problem satisfies necessarily the bang-bang property: u∗(·, t) ∈ ∂U for
almost all t ∈ [0, T ∗], where ∂U denotes the boundary of the set U and T ∗ is the optimal
time. We also obtain the uniqueness of the optimal control when the target set S is convex
and the control set U is a closed ball.
Key words. Bang-bang principle, time optimal control, null-controllability, heat
equation.
AMS subject classification. 93C35, 93C05.
1 Introduction
Let Ω be a bounded domain in Rn, n ≥ 1, with a C∞-smooth boundary. Let ω be an
open subset of Ω. Denote by χω the characteristic function of ω. Consider the following
∗This work was supported by the National Natural Science Foundation of China under Grants 60574071
and 10471053, and by the key project of Chinese Ministry of Education.
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controlled heat equation:
yt(x, t)−∆y(x, t) = χω(x)u(x, t) in Ω× (0,∞),
y(x, t) = 0 on ∂Ω× (0,∞),
y(x, 0) = y0(x) in Ω,
(1.1)
where y0(·) is a function in L2(Ω) and u(x, t) is a control function taken from the set of
functions as follows:
Uad = {v : [0,∞)→ L2(Ω) measurable; v(·, t) ∈ U for almost all t ≥ 0}. (1.2)
Here U is a closed, bounded and nonempty subset in L2(Ω). Notice that the control
function u is acted internally (or locally) into the equation (1.1). If ω = Ω, we say that
the control is acted globally into the equation. We shall denote by y(x, t; u, y0) or y(x, t)
the solution of the equation (1.1) if there is no risk of causing confusion.
In this paper, we shall study the following time optimal control problem:
(P) Inf {t˜; y(·, t˜;u,y0) ∈ S, u ∈ Uad}.
Where S is a nonempty subset in L2(Ω). We call the set S as the target set, the set U as
the control set, the set Uad as the control function set and y0 as the initial state for the
problem (P). For simplicity, we shall call a control function as a control. The number
T ∗ ≡ Inf {t˜; y(x, t˜; u, y0) ∈ S, u ∈ Uad}
is called the optimal time for the problem (P), a control u∗ ∈ Uad having the property:
y(x, T ∗; u∗, y0) ∈ S,
is called an optimal control (or a time optimal control) for the problem (P), and a control
u ∈ Uad having the property:
y(x, T ; u, y0) ∈ S for a certain positive number T,
is called an admissible control for the problem (P).
In this paper, we obtain that each optimal control u∗ for the problem (P) satisfies
the bang-bang property: u∗(·, t) ∈ ∂U for almost all t ∈ [0, T ∗]. We further show that
if the control set U is a closed ball B(0, R), centered at the origin of L2(Ω) and of
positive radius R, then each optimal control u∗ for the problem (P) satisfies the property:
‖χωu∗(·, t)‖L2(Ω) = R for almost all t ∈ [0, T ∗]. We also prove the uniqueness of the
optimal control for the problem (P), when the target set S is convex and nonempty and
the control set U is a closed ball. Combining these with the existence result of time
optimal controls obtained in [17], ( See also [14].) we derive that if the target set S is
a closed, convex and nonempty subset, which contains the origin of L2(Ω), and if the
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control set U is the ball B(0, R), then the problem (P) has a unique optimal control u∗
satisfying the bang-bang property: ‖χωu∗(·, t)‖L2(Ω) = R for almost all t ∈ [0, T ∗].
The bang-bang principle above can be explained physically as follows: If an out-
side force u∗, acted in an open subset ω of Ω and with the maximum norm bound:
‖u∗(·, t)‖L2(Ω) ≤ R for almost all t, makes the temperature distribution in Ω change from
an initial distribution y0(x) into the target set S in the shortest time T
∗, then u∗ takes
necessarily the maximum norm for almost all t in [0, T ∗], namely, ‖χωu∗(·, t)‖L2(Ω) = R
for almost all t ∈ [0, T ∗]. This bang-bang principle is a weaker form if it is compared
with the following stronger form: If u∗ is an optimal control of the problem (P) where the
control function set is
{u(x, t) ∈ L∞(Ω× [0,∞)); |u(x, t)| ≤ R for almost all (x, t)},
then |u∗(x, t)| = R for almost all (x, t) ∈ Ω× [0, T ∗].
In this work, we observe that the bang-bang principle for the problem (P) is based on
the following null controllability property for the heat equation:
(C) Let T be a positive number and let E be a subset of positive measure in the interval
[0, T ]. For each δ ≥ 0, we write Eδ for the set {t ∈ R1; t+ δ ∈ E} and denote by χEδ the
characteristic function of the set Eδ. Then there exists a number δ0 with 0 < δ0 < T such
that for each δ with 0 ≤ δ ≤ δ0 and for each element y0 in L2(Ω), there is a control uδ
in the space L∞(0, T − δ;L2(Ω)) such that the solution zδ to the following controlled heat
equation:
zδt (x, t)−∆zδ(x, t) = χEδ(t)χω(x)uδ(x, t) in Ω× (0, T − δ),
zδ(x, t) = 0 on ∂Ω × (0, T − δ),
zδ(x, 0) = y0(x) in Ω,
satisfies zδ(x, T −δ) = 0 over Ω. Moreover, the control uδ satisfies the following estimate:
‖uδ‖2L∞(0,T−δ;L2(Ω)) ≤ L‖y0‖2L2(Ω),
where L is a positive number independent of δ and y0.
It is well known that the null controllability (C) is equivalent to the following observ-
ability inequality:
(O) There exist positive numbers L and δ0 with δ0 < T such that
[
∫
Ω
(pδ(x, 0))2dx]
1
2 ≤ L
∫ T−δ
0
{
∫
Ω
[χEδ(t)χω(x)p
δ(x, t)]2dx} 12dt
for each number δ with 0 ≤ δ ≤ δ0 and each function pδT (x) ∈ L2(Ω). Where pδ(x, t) is
the solution to the following adjoint equation:
pδt (x, t) + ∆p
δ(x, t) = 0 in Ω× (0, T − δ),
pδ(x, t) = 0 on ∂Ω× (0, T − δ),
pδ(x, T − δ) = pδT (x) in Ω.
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However the inequality (O) is not a trivial consequence of the Carleman inequality for
linear parabolic equation given in [6]. We establish the property (C) by applying an
iterative argument stimulated by that in [7]. (See also [8] and [12].) Our iterative argument
is based on a sharp observability estimate on the eigenfunctions of the Laplacian, due to
G. Lebeau and E. Zuazua in [8] ( See also [7].) and a special result in the measure theory
given in [13].
It should be mentioned that the problem (P) may have no admissible control in many
cases. For instance, if the target set S is a closed ball B(y1, R) in L
2(Ω), centered at
y1 and of positive radius R and if the control set U is the closed ball B(0, 1) in L
2(Ω),
centered at the origin and of radius 1, then a necessary condition for the existence of an
admissible control for the problem (P) is as follows: ( See [14].)
‖y1‖L2(Ω) ≤ (1 + 1
λ1
)(‖y0‖L2(Ω) + 1) +R,
where λ1 is the first eigenvalue of the Laplacian. However, it was proved in [17] ( See also
[14].) that when the target set S is the origin of L2(Ω) and the control set is the ball
B(0, R) with R > 0, then the problem (P) has at least one time optimal control. From
this, it follows that if the target set S is a closed and convex subset, which contains the
origin of L2(Ω), and if the control set U is the ball B(0, R) with R > 0, then the problem
(P) has at least one optimal control.
The time optimal control problems for parabolic equations have been extensively stud-
ied in the past years. Here, we mention the works [14], [17], [18] and [19], where the
existence of time optimal controls for linear and some semi-linear parabolic equations
was investigated. We mention the works [10] and [20], where both the existence and
the maximum principle of time optimal controls governed by certain parabolic equations
were studied. We mention the works [1] and [9], where the maximum principle for time
optimal controls was derived. We mention the works [3], [4], [5] and [11], where the
bang-bang principle ( in the weaker form) for time optimal controls governed by linear
parabolic and hyperbolic equations with the controls acted in the whole domain Ω or the
whole boundary ∂Ω was established. We mention the work [16], where the bang-bang
principle (in the stronger form) of time optimal controls for the heat equation where the
control is restricted in the whole boundary was obtained. We mention the work [13],
where the bang-bang principle (in the stronger form) for time optimal controls of the
one-dimensional heat equation where the control is restricted in one ending point of the
one-dimensional state space, was derived. Moreover, the authors in [13] observed that
such a bang-bang principle is based on a certain exactly boundary null-controllability for
the one-dimensional heat equation from arbitrary sets of positive measure in the time
variable space. We also mention a more recent work [18], where the bang-bang principle
(in the weaker form) of time optimal internal controls governed by the heat equation and
with a ball centered at 0 ∈ L2(Ω) and of a positive radius as the target was obtained.
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Moreover, in [18], the bang-bang principle was obtained by a certain unique continuation
property for the heat equation involving a measurable set, and the maximum principle
for the optimal controls.
This paper is organized as follows. In Section 2, we establish the null controllability
(C). In Section 3, we give and prove the main results of the paper, namely, the bang-bang
principle and the uniqueness of the optimal control for the problem (P).
2 The null controllability (C)
Let T be a positive number and E be a subset of positive measure in the interval
[0, T ]. We denote by m(E) the Lebesgue measure of the set E in R1. For each δ ≥ 0, we
write Eδ for the set {t ∈ R1; t+ δ ∈ E} and denote by χEδ the characteristic function of
the set Eδ. In what follows, we shall omit (x, t) (or t) in functions of (x, t) (or functions
of t), if there is no risk of causing confusion. For each positive number δ, we consider the
following controlled equation:
yt(x, t)−∆y(x, t) = χEδ(t)χω(x)u(x, t) in Ω× (0, T − δ),
y(x, t) = 0 on ∂Ω× (0, T − δ),
y(x, 0) = y0(x) in Ω,
(2.1)
where y0 ∈ L2(Ω) is a given function. The main result of this section is as follows:
Theorem 2.1. Let T be a positive number and let E be a subset of positive measure
in the interval [0, T ]. Then there exists a positive number δ0 with δ0 < T such that for
each number δ with 0 ≤ δ ≤ δ0 and for each element y0 in the space L2(Ω), there is a
control uδ in the space L
∞(0, T − δ;L2(Ω)) with the estimate
‖uδ‖2L∞(0,T−δ;L2(Ω)) ≤ L‖y0‖2L2(Ω)
for a certain positive constant L independent of δ and y0, such that the solution y
δ(x, t)
to the equation (2.1) with u being replaced by uδ reaches zero value at time T −δ, namely,
yδ(x, T − δ) = 0 over Ω.
The proof of Theorem 2.1 is based on a sharp estimate on the eigenfunctions of the
Laplacian due to G. Lebeau and E. Zuazua ( See [8].) and a fundamental result in the
measure theory, which will be given in the later. Let {λi}∞i=1, 0 < λ1 < λ2 ≤ · · ·,
be the eigenvalues of −∆ with the Dirichlet boundary condition and {Xi(x)}∞i=1 be the
corresponding eigenfunctions, which serve as an orthonormal basis of L2(Ω). Then we
have the following result. (See [8].)
Theorem 2.2. There exist two positive constants C1, C2 > 0 such that∑
λi≤r
|ai|2 ≤ C1eC2
√
r
∫
ω
|∑
λi≤r
aiXi(x)|2dx
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for every finite r > 0 and every choice of the coefficients {ai}λi≤r with ai ∈ R1.
Now, we shall first use Theorem 2.2 to derive a certain controllability result, which
will help us in the proof of Theorem 2.1. For each r > 0, we set Xr = span {Xi(x)}λi≤r,
and consider the following dual equation:
ϕt(x, t) + ∆ϕ(x, t) = 0 in Ω× (0, T ),
ϕ(x, t) = 0 on ∂Ω × (0, T ),
ϕ(x, T ) ∈ Xr.
(2.2)
Here, each element ϕ(x, T ) in Xr can be written as
ϕ(x, T ) =
∑
λi≤r
aiXi(x),
for a certain sequence of real numbers {ai}λi≤r. Then the solution ϕ(x, t) to the equation
(2.2) can be expressed by
ϕ(x, t) =
∑
λi≤r
aie
−λi(T−t)Xi(x) for all t ∈ [0, T ].
Set bi(t) = aie
−λi(T−t), t ∈ [0, T ]. Then by Theorem 2.2, we have
∑
λi≤r
|bi(t)|2 ≤ C1eC2
√
r
∫
ω
|∑
λi≤r
bi(t)Xi(x)|2dx
= C1e
C2
√
r
∫
ω
|ϕ(x, t)|2dx for all t ∈ [0, T ].
On the other hand,∑
λi≤r
|bi(t)|2 =
∑
λi≤r
a2i e
−2λi(T−t) ≥ ∑
λi≤r
a2i e
−2λiT
=
∫
Ω
ϕ2(x, 0)dx for all t ∈ [0, T ].
Hence, ∫
Ω
ϕ2(x, 0)dx ≤ C1eC2
√
r
∫
ω
|ϕ(x, t)|2dx for all t ∈ [0, T ],
or equivalently,
[
∫
Ω
ϕ2(x, 0)dx]
1
2 ≤ (C1eC2
√
r)
1
2 [
∫
ω
|ϕ(x, t)|2dx] 12 for all t ∈ [0, T ],
from which, it follows that∫
E
[
∫
Ω
ϕ2(x, 0)dx]
1
2dt ≤ (C1eC2
√
r)
1
2
∫
E
[
∫
ω
|ϕ(x, t)|2dx] 12dt.
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Namely, we obtained that for each ϕ(·, T ) ∈ Xr,
∫
Ω
ϕ2(x, 0)dx ≤ C1e
C2
√
r
(m(E))2
{
∫ T
0
[
∫
Ω
|χE(t)χω(x)ϕ(x, t)|2dx] 12dt}2
=
C1e
C2
√
r
(m(E))2
‖χEχωϕ‖2L1(0,T ;L2(Ω)).
(2.3)
Write Pr for the orthogonal projection from L
2(Ω) to Xr. We next use (2.3) to obtain
the following controllability result.
Lemma 2.3. For each r > 0, there exists a control ur in the space L
∞(0, T ;L2(Ω))
with the estimate
‖ur‖L∞(0,T ;L2(Ω)) ≤ C1e
C2
√
r
(m(E))2
‖y0‖2L2(Ω), (2.4)
such that Pr(y(·, T )) = 0, where y(x, t) is the solution of the equation (2.1) with δ = 0
and u = ur, and where C1 and C2 are the positive constants given in Theorem 2.2.
Proof: Let y(x, t) be the solution of the equation (2.1) with δ = 0 and let ϕ(x, t) be
a solution of the equation (2.2). Then
< y(·, T ), ϕ(·, T ) > − < y0(·), ϕ(·, 0) >=
∫ T
0
∫
Ω
χE(t)χω(x)u(x, t)ϕ(x, t)dxdt.
Here and in what follows, < ·, · > denotes the inner product in L2(Ω). If we can show
that < y(·, T ), ϕ(·, T ) >= 0 for all ϕ(x, T ) ∈ Xr, then Pr(y(·, T )) = 0. Thus, it suffices to
prove that there exists a control ur ∈ L∞(0, T ;L2(Ω)) with the estimate (2.4) such that
− < y0(·), ϕ(·, 0) >=
∫ T
0
∫
Ω
χE(t)χω(x)ur(x, t)ϕ(x, t)dxdt for all ϕ(·, T ) ∈ Xr.
Now, we set
Yr = {χE(t)χω(x)ϕ(x, t); ϕ(x, t) is the solution to the equation (2.2) with ϕ(·, T ) ∈ Xr}.
It is clear that Yr is a linear subspace of L
1(0, T ;L2(Ω)). We define a linear functional
Fr : Yr → R1 by Fr(χEχωϕ) = − < y0(·), ϕ(·, 0) >. By the inequality (2.3), we see that
|Fr(χEχωϕ)|2 ≤ ‖y0‖2L2(Ω) · ‖ϕ(·, 0)‖2L2(Ω)
≤ C1e
C2
√
r
(m(E))2
‖y0‖2L2(Ω) · ‖χEχωϕ‖2L1(0,T ;L2(Ω)).
Namely,
‖Fr‖2 ≤ C1e
C2
√
r
(m(E))2
‖y0‖2L2(Ω),
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where ‖Fr‖ denotes the operator norm of Fr. Thus, Fr is a bounded linear functional on
Yr. By the Hahn-Banach Theorem, there is a bounded linear functional
Gr : L
1(0, T ;L2(Ω))→ R1
such that
Gr = Fr on Yr,
and such that
‖Gr‖2 = ‖Fr‖2 ≤ C1e
C2
√
r
(m(E))2
‖y0‖2L2(Ω).
Then, by making use of the Riesz Representation Theorem in [2], ( See p.61, [2].)
there exists a function ur in the space L
∞(0, T ;L2(Ω)) such that
Gr(f) =
∫ T
0
∫
Ω
furdxdt for all f ∈ L1(0, T ;L2(Ω)),
and such that
‖ur‖2L∞(0,T ;L2(Ω)) = ‖Gr‖2 ≤
C1e
C2
√
r
(m(E))2
‖y0‖2L2(Ω).
In particular,
Fr(χEχωϕ) =
∫ T
0
∫
Ω
χEχωϕurdxdt for all χEχωϕ ∈ Yr.
Namely,
− < y0(·), ϕ(·, 0) >=
∫ T
0
∫
Ω
χEχωϕurdxdt for all ϕ(·, T ) ∈ Xr.
This completes the proof.
The following lemma from the measure theory will be used in our later discussion,
whose proof can be found in [11]. ( See p. 256-257, [11].)
Lemma 2.4. For almost all t˜ in the set E, there exists a sequence of numbers {ti}∞i=1
in the interval [0, T ] such that
t1 < · · · < ti < ti+1 < · · · < t˜, ti → t˜ as i→∞, (2.5)
m(E ∩ [ti, ti+1]) ≥ ρ(ti+1 − ti), i = 1, 2, · · · , (2.6)
and
ti+1 − ti
ti+2 − ti+1 ≤ C0, i = 1, 2, · · · , (2.7)
where ρ and C0 are two positive constants.
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Now we are going to prove Theorem 2.1. Before proceeding the proof, we introduce
briefly our main strategy. By applying Lemma 2.4, there exist a number t˜ and a sequence
{tN}∞N=1 in the interval (0, T ) such that (2.5)-(2.7) hold. The main part of the proof is to
show that for each y˜0 in L
2(Ω), there exists a control u˜ in the space L∞(t1, t˜;L2(Ω)) with
the estimate ‖u˜‖2
L∞(t1,t˜;L2(Ω))
≤ L‖y˜0‖2L2(Ω) for a certain positive constant L independent
of y˜0, such that the solution y˜(x, t) to the equation:
y˜t(x, t)−∆y˜(x, t) = χE(t)χω(x)u˜(x, t) in Ω× ( t1, t˜ ),
y˜(x, t) = 0 on ∂Ω × ( t1, t˜ ),
y˜(x, t1) = y˜0(x) in Ω,
(2.8)
has zero value at time t˜, namely, y˜(x, t˜) = 0 over Ω. To this end, we write
[t1, t˜) =
∞⋃
N=1
(IN ∪ JN),
where IN = [t2N−1, t2N ] and JN = [t2N , t2N+1], N = 1, 2, · · ·. Then we choose a suitable
sequence of positive numbers {rN}∞N=1 having the following properties:
(a) r1 < r2 < · · · < rN < · · · ,
(b) rN →∞ as N →∞.
On the subinterval IN , we control the heat equation with a control uN restricted on the
subdomain ω× (IN ∩E) such that PrN (yN(·, t2N)) = 0, where PrN denotes the orthogonal
projection from L2(Ω) onto span {Xi(x)}rNi=1. On the subinterval JN , we let the heat
equation to evolve freely. We start with the initial data for the equation on I1 to be y0.
For the initial data on IN , N = 2, 3, · · ·, we define it to be the ending value of the solution
for the equation on JN−1. The initial data of the equation on JN , N = 1, 2, · · ·, is given
by the ending value of the solution for the equation on IN . Moreover, by making use of
Lemma 2.3 and Lemma 2.4, we will show that there is a sequence {rN}∞N=1, having the
properties (a) and (b) as above, such that the L∞(IN ;L2(Ω))-norm of the control uN is
bounded by L
1
2‖y˜0‖L2(Ω) for a certain positive constant L independent of N and y˜0. Then,
we construct a control u˜ by setting
u˜(x, t) =
{
uN(x, t), x ∈ Ω, t ∈ IN , N = 1, 2, · · · ,
0, x ∈ Ω, t ∈ JN , N = 1, 2, · · · .
We can show that this control u˜ makes the corresponding trajectory y˜ of the equation
(2.8) have zero value at time t˜.
Now, we set
u(x, t) =
{
u˜(x, t), in Ω× (t1, t˜),
0, in Ω× ((0, T )\(t1, t˜))
and take y˜0 to be ψ(x, t1), where ψ(x, t) is the solution of the heat equation on Ω× (0, t1)
with the initial data y0. Then it is clear that this control u makes the trajectory y(x, t)
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of the equation (2.1) with δ = 0 have zero value at time T . Moreover, ‖u‖2L∞(0,T ;L2(Ω)) ≤
L‖y0‖2L2(Ω).
We next replace the sequence {tN}∞N=1 and the number t˜ by the sequence {tN − δ}∞N=1
and the number (t˜ − δ) respectively, where the number δ is such that 0 ≤ δ ≤ t1. Then
by making use of the same argument as above, we obtain that for each number δ with
0 ≤ δ ≤ t1, there exists a control uδ in the space L∞(0, T − δ;L2(Ω)) with the estimate
‖uδ‖2L∞(0,T−δ;L2(Ω)) ≤ Lδ‖y0‖2L2(Ω) for a certain positive number Lδ independent of y0, such
that the corresponding solution yδ to the equation (2.1) reaches zero value at time T − δ,
namely, yδ(x, T − δ) = 0 over Ω. We finally prove that Lδ = L is independent of δ.
Now we turn to prove Theorem 2.1.
Proof of Theorem 2.1. Without loss of generality, we can assume that C1 ≥ 1,
where C1 is the positive constant given in Theorem 2.2. By making use of Lemma 2.4, we
can take a number t˜ in the set E with t˜ < T and a sequence {tN}∞N=1 in the open interval
(0, T ) such that (2.5)-(2.7) hold for certain positive numbers ρ and C0 and such that
t˜− t1 ≤ Min{λ1, 1}.
We shall first prove that for each y˜0 in L
2(Ω), there exists a control u˜ in the space
L∞(t1, t˜;L2(Ω)) with the estimate ‖u˜‖2L∞(t1 ,˜t;L2(Ω)) ≤ L‖y˜0‖
2
L2(Ω) for a certain positive
constant L independent of y˜0, such that the solution y˜ to the equation (2.8) reaches zero
value at time t˜, namely, y˜(x, t˜ ) = 0 over Ω.
To this end, we shall use the strategy presented above. We set IN = [t2N−1, t2N ],
JN = [t2N , t2N+1] for N = 1, 2, · · ·. Then
[t1, t˜ ) =
∞⋃
N=1
(IN
⋃
JN).
Notice that for each N ≥ 1, it holds that m(E ∩ IN) > 0.
Now, on the interval I1 ≡ [t1, t2], we consider the following controlled heat equation:
y′1(x, t)−∆y1(x, t) = χE(t)χω(x)u1(x, t) in Ω× ( t1, t2 ),
y1(x, t) = 0 on ∂Ω × ( t1, t2 ),
y1(x, t1) = y˜0(x) in Ω.
By Lemma 2.3, for any r1 > 0, there exists a control u1 in the space L
∞(t1, t2;L2(Ω))
with the estimate:
‖u1‖2L∞(t1,t2;L2(Ω)) ≤
C1e
C2
√
r
1
(m(E ∩ [t1, t2]))2‖y˜0‖
2
L2(Ω),
such that Pr1(y1(·, t2)) = 0. Then, by (2.6) and (2.7) in Lemma 2.4, we see that
‖u1‖2L∞(t1,t2;L2(Ω)) ≤
C1e
C2
√
r
1
ρ2(t2 − t1)2‖y˜0‖
2
L2(Ω)
≡ C1
ρ2(t2 − t1)2 · α1‖y˜0‖
2
L2(Ω),
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where α1 = e
C2
√
r
1 . Moreover, we have
‖y1(·, t2)‖2L2(Ω) ≤ ‖y1(·, t1)‖2L2(Ω) + 1λ1
∫ t2
t1
‖u1(·, s)‖2L2(Ω)ds
≤ ‖y˜0‖2L2(Ω) + (t2−t1)λ1 ‖u1‖2L∞(t1,t2;L2(Ω))
≤ 2 C1
ρ2(t2 − t1)2 · α1‖y˜0‖
2
L2(Ω).
Here we have used the facts that (t2 − t1) ≤ Min (λ1, 1), ρ < 1 and C1 > 1.
On the interval J1 ≡ [t2, t3], we consider the following heat equation without control:
z′1(x, t)−∆z1(x, t) = 0 in Ω× (t2, t3),
z1(x, t) = 0 on ∂Ω × (t2, t3),
z1(x, t2) = y1(x, t2) in Ω.
Since Pr1(y1(·, t2)) = 0, we have
‖z1(·, t3)‖2L2(Ω) ≤ exp (−2r1(t3 − t2)) · ‖y1(·, t2)‖2L2(Ω)
≤ 2 C1
ρ2(t2 − t1)2α1 · exp (−2r1(t3 − t2)) · ‖y˜0‖
2
L2(Ω).
On the interval I2 ≡ [t3, t4], we consider the controlled heat equation as follows:
y′2(x, t)−∆y2(x, t) = χE(t)χω(x)u2(x, t) in Ω× (t3, t4),
y2(x, t) = 0 on ∂Ω× (t3, t4),
y2(x, t3) = z1(x, t3) in Ω.
Then by Lemma 2.3, for any r2 > 0, there exists a control u2 in the space L
∞(t3, t4;L2(Ω))
with the estimate:
‖u2‖2L∞(t3,t4;L2(Ω)) ≤
C1e
C2
√
r2
m(E ∩ [t3, t4]))2 · ‖z1(·, t3)‖
2
L2(Ω),
such that Pr2(y2(·, t4)) = 0. By (2.6) and (2.7) in Lemma 2.4, we get
‖u2‖2L∞(t3,t4;L2(Ω)) ≤ 2(
C1
ρ2(t2 − t1)2 )
2C40 · α1 · α2 · ‖y˜0‖2L2(Ω)
where α2 = exp (C2
√
r2)exp (−2r1(t3 − t2)). Moreover, it holds that
‖y2(·, t4)‖2L2(Ω) ≤ ‖z1(·, t3)‖2L2(Ω) +
1
λ1
(t4 − t3)‖u2‖2L∞(t3,t4;L2(Ω))
≤ 22( C1
ρ2(t2 − t1)2 )
2C40 · α1 · α2 · ‖y˜0‖2L2(Ω).
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On the interval J2 ≡ [t4, t5], we consider the following heat equation without control:
z′2(x, t)−∆z2(x, t) = 0 in Ω× (t4, t5),
z2(x, t) = 0 on ∂Ω × (t4, t5),
z2(x, t4) = y2(x, t4) in Ω.
Since Pr2(y2(·, t4)) = 0, we have
‖z2(·, t5)‖2L2(Ω) ≤ exp (−2r2(t5 − t4))‖y2(·, t4)‖2L2(Ω)
≤ 22( C1
ρ2(t2 − t1)2 )
2C40 · α1 · α2 · ‖y˜0‖2L2(Ω) · exp (−2r2(t5 − t4)).
On the interval I3 ≡ [t5, t6], we consider the following controlled heat equation:
y′3(x, t)−∆y3(x, t) = χE(t)χω(x)u3(x, t) in Ω× (t5, t6),
y3(x, t) = 0 on ∂Ω× (t5, t6),
y3(x, t5) = z2(x, t5) in Ω.
Then by Lemma 2.3, for any r3 > 0, there exists a control u3 in the space L
∞(t5, t6;L2(Ω))
with the estimate:
‖u3‖2L∞(t5,t6;L2(Ω)) ≤
C1e
C2
√
r3
(m(E ∩ [t5, t6]))2‖z2(·, t5)‖
2
L2(Ω),
such that Pr3(y3(·, t6)) = 0. By making use of (2.6) and (2.7) again, we get
‖u3‖2L∞(t5,t6;L2(Ω)) ≤ 22(
C1
ρ2(t2 − t1)2 )
3C40 · C4·20 · α1 · α2 · α3 · ‖y˜0‖2L2(Ω),
where α3 = exp (C2
√
r3) exp (−2r2(t3 − t2)C−20 ).
Generally, on the interval IN , we consider the controlled heat equation:
y′N(x, t)−∆yN(x, t) = χE(t)χω(x)uN(x, t) in Ω× (t2N−1, t2N),
yN(x, t) = 0 on ∂Ω × (t2N−1, t2N ),
yN(x, t2N−1) = zN−1(x, t2N−1) in Ω.
On the interval JN , we consider the following heat equation without control:
z′N (x, t)−∆zN (x, t) = 0 in Ω× (t2N , t2N+1),
zN (x, t) = 0 on ∂Ω× (t2N , t2N+1),
zN (x, t2N ) = yN(x, t2N ) in Ω.
Then by making use of induction argument, we can obtain the following: For each rN > 0,
there exists a control uN in the space L
∞(IN ;L2(Ω)) with the following estimate:
‖uN‖2L∞(IN ;L2(Ω))
≤ 2N−1( C1
ρ2(t2 − t1)2 )
NC40 · C4·20 · · ·C4(N−1)0 · α1 · α2 · · ·αN · ‖y˜0‖2L2(Ω),
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where
αN =
{
exp (C2
√
r1), N = 1,
exp (C2
√
rN) exp (−2rN−1(t3 − t2)C−2(N−2)0 ), N ≥ 2,
(2.9)
such that PrN (yN(·, t2N)) = 0. It is easily seen that for each N ≥ 1,
‖uN‖2L∞(IN ;L2(Ω)) ≤ (C˜)N(N−1)α1 · · ·αN · ‖y˜0‖2L2(Ω), (2.10)
where
C˜ =
2C1
ρ2(t2 − t1)2 · C
2
0 . (2.11)
Now, we set
rN = [
2
(t3 − t2)C˜
N−1]4 ≡ [A · C˜N−1]4, N ≥ 1. (2.12)
Because we have C˜ > C20 > 1 and t3 − t2 < 1, it holds that
24 < r1 < r2 < · · · < rN < rN+1 < · · · , and rN →∞ as N →∞.
Moreover, we have
rN−1
1
4 (t3 − t2)C−2(N−2)0 ≥ 2 for each N ≥ 2.
Then we get
exp {−2rN−1(t3 − t2)C−2(N−2)0 } ≤ exp (−4rN−1
3
4 ) for each N ≥ 2. (2.13)
Since
C˜N(N−1)exp (−rN−1 34 ) = C˜
N(N−1)
(exp(rN−1
1
4 ))rN−1
1
2
≤ C˜
N(N−1)
(exp (2C˜N−1))rN−1
1
2
≤ C˜
N(N−1)
C˜(N−1)·2·rN−1
1
2
for each N ≥ 2, we derive from (2.12) that there exists a natural number N1 with N1 ≥ 2
such that for each N ≥ N1,
C˜N(N−1)exp (−rN−1 34 ) ≤ 1. (2.14)
By making use of (2.12) again, we obtain that for each N ≥ 2,
exp (C2
√
rN ) exp (−rN−1
3
4 ) = exp (C2A
2C˜2(N−1)) exp (−A3C˜3(N−2)).
Thus, there exists a natural number N2 with N2 ≥ 2 such that for each N ≥ N2,
exp (C2
√
rN) exp (−rN−1
3
4 ) ≤ 1. (2.15)
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Now we set
N0 = max {N1, N2}. (2.16)
Then by (2.13), (2.14) and (2.15), we see that for all N ≥ N0,
C˜N(N−1)αN
= C˜N(N−1)exp (C2
√
rN) exp (−2rN−1(t3 − t2)C−2(N−2)0 )
≤ C˜N(N−1)exp (C2
√
rN )exp (−4rN−1
3
4 )
≤ exp (−2rN−1 34 ).
(2.17)
Moreover, it is obvious that
αN ≤ 1 for all N ≥ N0. (2.18)
Now, we set
L = max { (C˜)N(N−1)α1 · · ·αN , 1 ≤ N ≤ N0 }. (2.19)
It follows from (2.10), (2.17), (2.18) and (2.19) that for all N ≥ 1,
‖uN‖2L∞(IN ;L2(Ω)) ≤ L‖y˜0‖2L2(Ω). (2.20)
Then we construct a control u˜ by setting
u˜(x, t) =
{
uN(x, t), x ∈ Ω, t ∈ IN , N ≥ 1,
0, x ∈ Ω, t ∈ JN , N ≥ 1, (2.21)
from which and by (2.20), we easily see that the control u˜ is in the space L∞(t1, t˜;L2(Ω))
and satisfies the estimate:
‖u˜‖2
L∞(t1 ,˜t;L2(Ω))
≤ L‖y˜0‖2L2(Ω).
Let y˜ be the solution of the equation (2.8) corresponding to the control u˜ constructed in
(2.21). Then on the interval IN , y˜(·, t) = yN(·, t). Since PrN (yN(·, t2N)) = 0 for all N ≥ 1
and r1 < r2 < · · · < rN < · · ·, by making use of (2.21) again, we see that
PrN (y˜(·, t2M)) = 0 for all M ≥ N. (2.22)
On the other hand, since t2M → t˜ as M →∞, we obtain that
y˜(·, t2M)→ y˜(·, t˜ ) strongly in L2(Ω), asM →∞.
This, together with (2.22), implies that PrN (y˜(·, t˜ )) = 0 for all N ≥ 1. Since rN → ∞
when N →∞, it holds that y˜(·, t˜ ) = 0. Thus, we have proved that for each y˜0 ∈ L2(Ω),
there exists a control u˜ ∈ L∞(t1, t˜;L2(Ω)) with the estimate ‖u˜‖2L∞(t1 ,˜t;L2(Ω)) ≤ L‖y˜0‖
2
L2(Ω),
where the constant L is given by (2.19), such that the solution y˜ to the equation (2.8)
reaches zero value at time t˜, namely, y˜(x, t˜ ) = 0 over Ω.
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Now, we take y˜0(x) to be ψ(x, t1), where ψ(x, t) is the solution to the following equa-
tion: 
ψt(x, t)−∆ψ(x, t) = 0 in Ω× (0, t1),
ψ(x, t) = 0 on ∂Ω× (0, t1),
ψ(x, 0) = y0(x) in Ω
and construct a control u by setting
u(x, t) =

0 in Ω× (0, t1),
u˜(x, t) in Ω× (t1, t˜ ),
0 in Ω× (t˜, T ).
(2.23)
It is clear that this control u is in the space L∞(0, T ;L2(Ω)) and that the corresponding
solution y of the equation (2.1) with δ = 0 reaches zero value at time T , namely, y(x, T ) =
0 over Ω. Moreover, the control u constructed in (2.23) satisfies the following estimate:
‖u‖2L∞(0,T ;L2(Ω)) ≤ L‖y0‖2L2(Ω),
where L is given by (2.19).
Next, we take δ0 to be the number t1 given above. For each δ with 0 ≤ δ ≤ δ0, we set
t˜δ = t˜− δ and tN,δ = tN − δ for all N = 1, 2, · · · .
Then it holds that
0 ≤ t1,δ < t2,δ < · · · < tN,δ → t˜δ < T − δ.
Moreover, we have for each N ≥ 1,
m(Eδ ∩ [tN,δ, tN+1,δ]) = m(E ∩ [tN , tN+1]) ≥ ρ(tN+1 − tN),
and
tN+1,δ − tN,δ
tN+2,δ − tN+1,δ =
tN+1 − tN
tN+2 − tN+1 ≤ C0,
where C0 and ρ are the positive constants as above.
Now, we can use exactly the same argument as above to get for each δ with 0 ≤ δ ≤ δ0,
the existence of a control uδ(t) in the space L
∞(0, T−δ;L2(Ω)) such that the corresponding
solution yδ to the equation (2.1) reaches zero value at time T −δ, namely, yδ(x, T −δ) = 0
over Ω. Moreover, this control uδ satisfies the following estimate: ( See (2.9)-(2.12) and
(2.19).)
‖uδ‖2L∞(0,T−δ;L2(Ω)) ≤ Lδ · ‖y0‖2L2(Ω).
The constant Lδ is given by
Lδ = max {(C˜δ)N(N−1)α1,δ · · ·αN,δ, 1 ≤ N ≤ N0},
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where
C˜δ =
2C1
ρ2(t2,δ − t1,δ)2 · C
2
0
and
αN,δ =
{
exp (C2
√
r1,δ), N = 1,
exp (C2
√
rN,δ) exp (−2rN−1,δ(t3,δ − t2,δ)C−2(N−2)0 ), N ≥ 2,
with
rN,δ = [
2
(t3,δ − t2,δ)C˜
N−1
δ ]
4, N = 1, 2, · · · ,
and where the natural number N0 is given by (2.16). Since
tN+1,δ − tN,δ = tN+1 − tN , for all N = 1, 2, · · · ,
we see easily that C˜δ = C˜ and αN,δ = αN for all N ≥ 1. Then it holds that Lδ = L for
all δ with 0 ≤ δ ≤ δ0. This completes the proof.
3 The bang-bang principle for time optimal control
In this section, we shall prove the main result of the paper, namely, each optimal control
for the problem (P) satisfies the bang-bang principle in the weaker form. Moreover, we
shall show the uniqueness of the optimal control for the problem (P), when the target
set S is convex and the control set is a closed ball. Throughout of this section, we shall
denote by y(t; u, y0) the solution of the equation (1.1) corresponding to the control u
and the initial data y0, and write {G(t)}t≥0 for the semigroup generated by ∆ with the
Dirichlet boundary condition.
Theorem 3.1. Suppose that the control set U is closed, bounded and nonempty in
L2(Ω) and the target set S is nonempty in L2(Ω). Let T ∗ be the optimal time and u∗
be an optimal control for the problem (P). Then it holds that u∗(t) ∈ ∂U for almost all
t ∈ [0, T ∗]. If we further assume that χωU ⊂ U , then it holds that χωu∗(t) ∈ ∂U for
almost all t ∈ [0, T ∗].
Proof of Theorem 3.1. Seeking a contradiction, we suppose that there exist a
subset E of positive measure in the interval [0, T ∗] and a positive number ε such that the
following holds:
u∗(t) ∈ U and d(u∗(t), ∂U) ≥ ε for each t in the set E,
where d(u∗(t), ∂U) denotes the distance of the point u∗(t) to the set ∂U in L2(Ω). Then
we would get
B(u∗(t),
ε
2
) ⊂ U for each t in the set E. (3.1)
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We shall obtain from (3.1) that there exist a positive number δ with δ < T ∗ and a
control vδ in the set Uad such that the following holds:
y(T ∗ − δ; vδ, y0) = y(T ∗; u∗, y0). (3.2)
Thus, T ∗ could not be the optimal time for the problem (P), which leads to a contradic-
tion.
We first observe that
y(T ∗ − δ; vδ, y0) = G(T ∗ − δ)y0 +
∫ T ∗−δ
0
G(T ∗ − δ − σ)χωvδ(σ)dσ,
y(T ∗; u∗, y0) = G(T ∗)y0 +
∫ T ∗
0
G(T ∗ − σ)χωu∗(σ)dσ.
Hence, (3.2) is equivalent to the following: There exist a positive number δ with δ < T ∗
and a control vδ in the set Uad such that the following holds:∫ T ∗−δ
0
G(T ∗−δ−σ)χωvδ(σ)dσ = [G(T ∗)−G(T ∗−δ)]y0+
∫ T ∗
0
G(T ∗−σ)χωu∗(σ)dσ. (3.3)
Notice that for any positive number δ with δ < T ∗, we have∫ T ∗
0
G(T ∗ − σ)χωu∗(σ)dσ
=
∫ δ
0
G(T ∗ − σ)χωu∗(σ)dσ +
∫ T ∗
δ
G(T ∗ − σ)χωu∗(σ)dσ
= G(T ∗ − δ)
∫ δ
0
G(δ − σ)χωu∗(σ)dσ +
∫ T ∗−δ
0
G(T ∗ − δ − σ)χωu∗(δ + σ)dσ
and
[G(T ∗)−G(T ∗ − δ)]y0 = G(T ∗ − δ)[(G(δ)− I)y0].
Therefore, (3.3) is equivalent to the following: There exist a positive number δ with δ < T ∗
and a control vδ in the set Uad such that the following holds:∫ T ∗−δ
0
G(T ∗ − δ − σ)χωvδ(σ)dσ
= G(T ∗ − δ)[
∫ δ
0
G(δ − σ)χωu∗(σ)dσ + (G(δ)− I)y0]
+
∫ T ∗−δ
0
G(T ∗ − δ − σ)χωu∗(σ + δ)dσ
≡ G(T ∗ − δ)hδ +
∫ T ∗−δ
0
G(T ∗ − δ − σ)χωu∗(σ + δ)dσ,
(3.4)
where
hδ =
∫ δ
0
G(δ − σ)χωu∗(σ)dσ + (G(δ)− I)y0. (3.5)
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For each positive number δ, we write Eδ for the set {t; t+ δ ∈ E} and denote by χEδ
the characteristic function of the set Eδ. We first claim the following: For each positive
number δ sufficiently small, there exists a control uδ in the space L
∞(0,∞;L2(Ω)) such
that
‖uδ(t)‖L2(Ω) ≤ ε
2
for almost all t ≥ 0, (3.6)
and such that
y(T ∗ − δ;χEδuδ, 0) = G(T ∗ − δ)hδ. (3.7)
Recall that y(t;χEδuδ, 0) is the solution of the controlled heat equation (1.1) with u and
y0 being replaced by χEδuδ and 0 respectively, and that ϕ(t) ≡ G(t)hδ is the solution of
the equation (1.1) with u and y0 being replaced by 0 and hδ respectively. Then, what
we claimed above is obviously equivalent to the following: For each positive number δ
sufficiently small, there exists a control uδ with the estimate:
‖uδ(t)‖L2(Ω) ≤ ε
2
for almost all t ≥ 0,
such that the following holds:
zδ(T ∗ − δ) = 0,
where zδ(t) is the solution to the following controlled heat equation:{
zδt (t)−∆zδ(t) = χωχEδ(t)uδ(t) in (0, T ∗ − δ),
zδ(0) = −hδ. (3.8)
However, by Theorem 2.1, there exist positive numbers δ0 and L such that for each δ with
0 < δ ≤ δ0, there is a control uδ in the space L∞(0, T ∗ − δ;L2(Ω)) with the estimate:
‖uδ‖2L∞(0,T ∗−δ;L2(Ω)) ≤ L‖hδ‖2L2(Ω), (3.9)
such that the following holds:
zδ(T ∗ − δ) = 0. (3.10)
On the other hand, by (3.5), we can get a positive number δ˜ such that for each positive
number δ with δ ≤ δ˜, the following holds:
‖hδ‖2L2(Ω) ≤ (
ε
2
)
2
/L.
This, together with (3.9), implies that for each positive number δ with δ ≤ min{δ0, δ˜},
there is a control uδ with the estimate:
‖uδ‖L∞(0,T ∗−δ;L2(Ω)) ≤ ε
2
, (3.11)
such that the corresponding solution zδ to the equation (3.8) satisfies (3.10).
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Next, we fix such a positive number δ and the corresponding control uδ that (3.10)
and (3.11) hold. Then we extend the control uδ(·) by setting it to be zero on the interval
(T ∗ − δ,∞), and still denote the extension by uδ(·). Clearly, this extended control uδ is
in the space L∞(0,∞;L2(Ω)) and makes (3.6) and (3.7) hold. Thus, we have proved the
above mentioned claim.
Now, we take an element u0 from the control set U and construct a control vδ by
setting
vδ(t) =
{
u∗(t+ δ) + χEδ(t)uδ(t), if t ∈ [0, T ∗ − δ],
u0, if t > T
∗ − δ. (3.12)
It is clear that vδ(·) : [0,∞) → L2(Ω) is measurable. We shall prove vδ(t) ∈ U for
almost all t ≥ 0. Here is the argument: When t is in the set [0, T ∗ − δ] ∩ Eδ, we have
t + δ ∈ E. Then by (3.1), we get B(u∗(t + δ), ε
2
) ∈ U . Since ‖uδ(t)‖L2(Ω) ≤ ε2 for almost
all t ≥ 0, we have
‖vδ(t)− u∗(t+ δ)‖L2(Ω) = ‖uδ(t)‖L2(Ω) ≤ ε
2
for almost all t in [0, T ∗ − δ] ∩ Eδ,
namely, vδ(t) ∈ B(u∗(t+δ), ε2) for almost all t in the set [0, T ∗−δ]∩Eδ. Hence, vδ(t) ∈ U for
almost all t in the set [0, T ∗−δ]∩Eδ . On the other hand, for almost all t ∈ [0, T ∗−δ]∩(Eδ)c,
we have vδ(t) = u
∗(t+ δ) ∈ U . Therefore, we have proved vδ ∈ Uad.
Then, by (3.7) and (3.12), we see easily that this control vδ makes the equality (3.4)
hold, which leads to a contradiction to the optimality of T ∗ for the problem (P). Thus
we have proved u∗(t) ∈ ∂U for almost all t ∈ [0, T ∗].
Finally, if the control set U has the additional property: χωU ⊂ U , then we have
χωu
∗ ∈ Uad. It is clear that y(T ∗;χωu∗, y0) = y(T ∗; u∗, y0). Thus, χωu∗ is also an optimal
control for the problem (P). Hence, it holds that χωu
∗(t) ∈ ∂U for almost all t ∈ [0, T ∗].
This completes the proof.
By Theorem 3.1, we immediately get the following consequence.
Corollary 3.2. Suppose that the control set U is the ball B(0, R) with R > 0 and the
target set S is nonempty in L2(Ω). Let T ∗ be the optimal time and u∗ be an optimal control
for the problem (P). Then it holds that ‖χωu∗(·, t)‖L2(Ω) = R for almost all t ∈ [0, T ∗].
Remark 3.3. From the proof of Theorem 3.1, we see that if an admissible control
u(·, t) does not take its value on the boundary of the control set U in a subset of positive
measure in the interval [0, T ], where the number T is such that y(T ; u, y0) ∈ S, then
there exists a ”room” for us to construct another admissible control v such that the
corresponding trajectory y(t; v, y0) reaches y(T ; u, y0) before the time T . Hence, such an
admissible control u can not be optimal. This idea has been used in [4], [11], [13] and
[16]. The key point is how to use this ”room” to construct such an admissible control v.
In this work, the null controllability property (C) ( Theorem 2.1) leads us to such a way.
It was already observed in [13] that the null controllability of the boundary controlled
one-dimensional heat equation in (0, 1)× (0, T ), with controls restricted on an arbitrary
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subset E ⊂ [0, T ] of positive measure leads to a bang-bang principle of time optimal
boundary controls for the one-dimensional heat equation.
Next, we shall use Theorem 2.1 to derive the uniqueness of the optimal control for the
problem (P) with certain target sets and control sets.
Theorem 3.4. Suppose that the target set S is convex and nonempty and the control
set U is a closed ball. Then the optimal control of the problem (P) is unique.
Proof. Let U to be the closed ball B(v0, R) in L
2(Ω), centered at v0 and of positive
radius R. Let T ∗ be the optimal time for the problem (P). Seeking a contradiction, we
suppose that there exist two different optimal controls u∗ and v∗ for the problem (P).
Then there would exist a subset E1 of positive measure in the interval [0, T
∗], such that
u∗(t) 6= v∗(t) for every t ∈ E1. We first observe that
y(T ∗; u∗, y0), y(T
∗; v∗, y0) ∈ S.
Then we construct a control w∗(t) by setting
w∗(t) =
u∗(t) + v∗(t)
2
for almost all t ∈ [0,∞).
It is clear that w∗ ∈ Uad. Moreover, since S is convex, we have
y(T ∗;w∗, y0) =
y(T ∗; u∗, y0) + y(T ∗; v∗, y0)
2
∈ S.
On the other hand, we see that for almost all t ∈ E1,
‖w∗(t)− v0‖2L2(Ω) = 2(‖u
∗(t)−v0
2
‖2L2(Ω) + ‖v
∗(t)−v0
2
‖2L2(Ω))− ‖u
∗(t)−v0
2
− v∗(t)−v0
2
‖2L2(Ω)
= R2 − 1
4
‖u∗(t)− v∗(t)‖2L2(Ω)
< R2.
Thus, there exist a positive number ε and a subset E of positive measure in the set E1
such that for each t ∈ E, d(w∗(t), ∂B(v0, R)) ≥ ε. Then, we can use the same argument
as that in the proof of Theorem 3.1 to derive a contradiction to the optimality of T ∗. This
completes the proof.
With regard to the existence of the time optimal controls for the problem (P), we
recall (See [17].) that if the target set S is closed and convex in L2(Ω), which contains the
origin in L2(Ω), and if the control set U is the ball B(0, R) with R > 0, then the problem
(P) with any initial data y0 ∈ L2(Ω) has an optimal control. ( See also [14].) Thus, by
combining Corollary 3.2, Theorem 3.4 and the existence result mentioned above, we have
the following consequence.
Theorem 3.5. Suppose that the target set S is a closed, convex and nonempty subset,
which contains the origin of L2(Ω), and the control set U is the ball B(0, R) with R >
20
0. Then the problem (P) has a unique optimal control u∗ which satisfies the bang-bang
property: ‖χωu∗(t)‖L2(Ω) = R for almost all t ∈ [0, T ∗], where T ∗ is the optimal time for
the problem (P).
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