Introduction {#Sec1}
============

Tipping^[@CR1]--[@CR8]^ in a dynamical system can happen either due to a bifurcation in the system known as B-tipping or due to the influence of noise known as N-tipping^[@CR9]^. In B-tipping, the parameter is changed in a static manner, i.e., the parameter is independent of time. At a critical value of the parameter, one dynamical state becomes unstable and the system shifts to a new stable state. The scenario is different in N-tipping where the fluctuations in the system can tip the system to an alternate state. Further, there exists an alternate classification of these bifurcations into safe, explosive and dangerous, depending on the severity of the bifurcation. A detailed description of this classification is provided in the review paper by Thompson & Sieber^[@CR10]^. In order to identify bifurcations in a system, the control parameter must be varied in a static or quasi-static manner. However, in real situations, the control parameter will be varied as function of time in physical systems. As a result of the change in parameter with time, the dynamics of the system will also depend on the rate at which the parameter is varied.

The transition to an alternate stable state can be delayed when the control parameter is varied at a slow rate^[@CR11]--[@CR16]^. The scenario is different when the parameter is varied in a rapid manner, where rate depending tipping or R-tipping^[@CR9],\ [@CR17]^ could occur. In certain systems, the system follows the gradually varying quasi-static attractor when the rate at which the parameter is varied is below a critical rate. In contrast, when the parameter is varied above the critical rate, the system will be driven outside the basin of attraction of the quasi-static attractor and will eventually be attracted to a new stable state. The sufficient conditions for a specific form of R-tipping for saddle-node and Hopf bifurcation are detailed in Ashwin *et al*.^[@CR9]^.

Here, we demonstrate a preconditioned rate induced tipping in laboratory scale experiments and in a theoretical model of a bistable system. The system considered in this study undergoes a subcritical Hopf bifurcation for a suitable variation in its control parameter. In order to show the differences between our study and that of Ashwin *et al*.^[@CR9]^, we introduce the concept of preconditioned rate induced tipping in the normal form equation of such a system. The normal form for a bistable system that undergoes subcritical Hopf bifurcation can be written in terms of amplitude (*r*) and phase (*θ*) as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\dot{r}=\mu r+a{r}^{3}-b{r}^{5},\quad \dot{\theta }=1$$\end{document}$$

The bistable region gets its name from the presence of two attractors - a stable fixed point and a stable limit cycle in the case of equation ([1](#Equ1){ref-type=""}). These attractors are separated by an unstable limit cycle. As the parameter *μ* is increased, the stable and the unstable limit cycles are born at the fold point whereas the fixed point loses its stability at the Hopf point.

Starting from the basin of attraction of the fixed point, one has to reach the Hopf point for the system to start displaying limit cycle oscillations, when the control parameter *μ* is changed in a quasi-static manner. We, here, show that, on varying the control parameter fast enough, one can cross over from the basin of attraction of the fixed point to that of the stable limit cycle before reaching the Hopf point (see Fig. [1](#Fig1){ref-type="fig"}). Therefore, the system can tip before the actual loss of stability of the fixed point - a phenomenon induced purely due to fast enough variation of the control parameter. In Supplementary Note [1](#MOESM1){ref-type="media"}, we demonstrate that for any given initial condition, sufficiently large rates can be found so that the system (equation [1](#Equ1){ref-type=""}) tips. We also show that for the same initial condition, a small enough rate exists for which the system does not tip. This shows that the rate at which the parameter is varied determines whether the system tips, and it also implies the existence of a critical rate above which tipping occurs.Figure 1Bifurcation diagram depicting the plot of *r* as a function of *μ* for the system given in equation ([1](#Equ1){ref-type=""}) with *a* = 1 and *b* = 1. The Hopf bifurcation occurs at *μ* = 0 and the fold bifurcation occurs at *μ* = −0.25. The solid black lines represent stable limit cycle while the dashed black lines represent the unstable limit cycle. The red and green lines denote the trajectory followed by the system (equation [1](#Equ1){ref-type=""}) for the same initial condition (*r* ~0~ = 0.4, *μ* ~0~ = −0.2) while the parameter is varied at different rates ($\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\dot{\mu }=c$$\end{document}$) till *μ* ~*e*~ = −0.05. When the rate $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\dot{\mu }=0.003$$\end{document}$ is lower than a critical value (*c* ~*r*~ = 12.83 × 10^−3^ for this set of parameters), the system decays to the fixed point (red trajectory). The system crosses the unstable limit cycle when the rate of change of parameter $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\dot{\mu }=0.02$$\end{document}$ is above the critical value (green trajectory).

We now juxtapose our study with that of Ashwin *et al*.^[@CR9]^ to highlight the differences between the two. Ashwin *et al*.^[@CR9]^ showed that R-tipping is possible in a system exhibiting subcritical Hopf bifurcation. In their study, however, the bifurcation parameter *μ* is fixed, implying that the radius of the unstable limit cycle and the position of the fixed point relative to the unstable limit cycle remain unaltered. They change a different parameter that leads to the motion of the attractors in some direction, while maintaining their overall structure. They show that if this other parameter is varied fast enough, the system can tip. We, on the other hand, change the bifurcation parameter *μ* at a finite rate to bring about preconditioned rate induced tipping. We consider that tipping has occurred when the system is unable to follow the fixed point (corresponding to the static case) and moves out of its basin boundary (see Fig. [1](#Fig1){ref-type="fig"}). In the R-tipping mechanism described in Ashwin *et al*.^[@CR9]^, the critical rate has the same value for a set of initial conditions. However, in our case, the critical rate associated with tipping is different for each initial condition (More details in the Results section). Therefore, we term the tipping mechanism introduced in this study as preconditioned rate induced tipping. The scenario we consider is very relevant as it is often the parameter *μ* that is changed in many physical systems.

We now explore the possibility of observing preconditioned rate induced tipping in experiments. The experiments are conducted in a thermoacoustic system which has the features of a nonlinear bistable oscillator^[@CR18],\ [@CR19]^ (see Methods for details on the experimental setup). A thermoacoustic system is a self-excited system where an unsteady heat source is located in a duct^[@CR20]^. A positive feedback^[@CR21]^ established between the heat release rate fluctuations and the sound waves in the duct could result in a transition to limit cycle oscillations. The limit cycle oscillations are characterized by large amplitude fluctuations in pressure and velocity. Such oscillations are encountered in aircraft and rocket engines where combustion is used as a source of power^[@CR22]^. Tipping in a thermoacoustic system is undesirable because the resulting oscillations can reduce the operational envelope of the system or even result in the failure of the system^[@CR22]^. Therefore, identifying the factors that result in tipping in a thermoacoustic system has practical relevance. In the specific system we study, the heat source is an electric heater with heater power (*K*) as the control parameter. In addition to experiments, we investigate preconditioned rate induced tipping in a theoretical model^[@CR23],\ [@CR24]^.

Experimental setup {#Sec2}
==================

The experimental setup consists of a horizontal duct of length 1 m with square cross-section of dimension 95 mm × 95 mm. An electrically heated wire mesh is the source of heat for this system. A compressor is used to establish the airflow in the duct. One end of the duct is connected to a rectangular chamber while the other end is open to the atmosphere. The rectangular chamber, referred to as decoupler, has a size (1200 mm × 450 mm × 450 mm) much larger than the cross-section of the duct. The decoupler ensures that the fluctuations from the compressor decay before they enters the duct. Thus, we maintain the pressure to be at the ambient value at both the ends of the duct. Loudspeakers are used to establish the initial condition required in experiments. The details related to data acquisition are included in Methods. Additional information on the experimental set-up and the schematic of the set-up can be found in Gopalakrishnan *et al*.^[@CR24]^. In all the experiments conducted, the volume flow rate was maintained at 150 SLPM and the heater was located at 25 cm from the end connected to the decoupler.

Theoretical model {#Sec3}
=================

The theoretical model used in this study is derived from conservation equations of momentum and energy. We decompose the variables pressure, velocity and density into mean and fluctuating quantities. In the system considered in this study, the amplitude of the fluctuations are small. Therefore, terms involving product of fluctuating quantities are neglected. The effect of mean flow and temperature gradient are also neglected. The derivation of the model is included in Supplementary Note [2](#MOESM1){ref-type="media"}. The resulting equations are non-dimensionalized to obtain the following equations.$$\documentclass[12pt]{minimal}
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Here, *u*′ and *p*′ represent the fluctuations in velocity and pressure above a mean level (*u* ~0~ and $\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{p}$$\end{document}$ respectively). *k* is the control parameter which is analogous to the heater power (*K*) in experiments, *τ* is the time delay, *M* is the mean flow Mach number (*u* ~0~/*c* ~0~), *c* ~0~ is the speed of sound in the duct and *x* ~*f*~ is the heater location.

The above partial differential equations can be converted to a set of ordinary differential equations using the Galerkin^[@CR25],\ [@CR26]^ expansion. The choice of the basis function for this expansion is such that the boundary conditions are satisfied. The variables *u*′ and *p*′ are expressed in terms of the natural acoustic modes of the duct as$$\documentclass[12pt]{minimal}
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Here, *N* is the total number of modes, *jπ* is the non-dimensional frequency of the *j* ^th^ mode. $\documentclass[12pt]{minimal}
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                \begin{document}$${\dot{\eta }}_{j}$$\end{document}$ is the time derivative of *η* ~*j*~. The pressure at both ends of the duct is equal to ambient pressure. This implies that the pressure fluctuations at both ends of the duct are zero. We can notice that the boundary conditions *p*′(*x* = 0) = 0 and *p*′(*x* = 1) = 0 are satisfied by the basis functions. Also, note that equation ([1](#Equ1){ref-type=""}) is trivially satisfied by (4). We substitute the expressions for *u*′ and *p*′ in equation ([3](#Equ4){ref-type=""}). After the substitution, we multiply equation ([3](#Equ4){ref-type=""}) by $\documentclass[12pt]{minimal}
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                \begin{document}$$\sin \,n\pi x$$\end{document}$ and integrate along the domain \[0, 1\]. Through this process, we are projecting the equations along a particular basis function. Thus, we obtain a second order ODE that governs the evolution of *η* ~*j*~(*t*).$$\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{k}$$\end{document}$ as the control parameter in the model. We find that the value of *k* ~*H*~ = 0.62 for the parameters considered in the present study (see Methods summary).

We now list the approximations involved in deriving the model. The heat release rate expression $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{\dot{Q}}^{\prime} $$\end{document}$ (equation 21 in Supplementary Note [2](#MOESM1){ref-type="media"}) does not capture the exact physical conditions in experiments. The expression models heat transfer from a cylindrical wire which does not perfectly represent the heat transfer from a mesh (the heating element used in physical experiments). Further, we neglected the effect of mean flow in the model. These changes bring in the quantitative differences between the model and experiments.

Preconditioned rate dependent tipping in a thermoacoustic system {#Sec4}
================================================================

In order to demonstrate preconditioned rate induced tipping, we need to identify the parameter regime where the system is bistable. Therefore, we performed a bifurcation analysis in experiments and in the theoretical model. In experiments, we varied the heater power (*K*) in a quasi-stationary manner and acquired the pressure fluctuations (acoustic pressure). Figure [2a](#Fig2){ref-type="fig"} represents the variation of the rms value of non-dimensional acoustic pressure as a function of the normalized heater power $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{K}$$\end{document}$ (=*K*/*K* ~*H*~ − 1), where *K* ~*H*~ = 827.8 W for the bifurcation diagram presented in Fig. [2a](#Fig2){ref-type="fig"}. Time is non-dimensionalized with the travel time of sound in the duct, *L*/*c* ~0~, where *c* ~0~ (≈347 m/s) is the speed of sound corresponding to the ambient temperature (300 K) and *L* is the length of the horizontal duct (1 m). To obtain the bifurcation diagram, we increase the heater power (we refer to it as the forward path) until we reach the Hopf point where the fixed point becomes unstable. We can see from Fig. [2a](#Fig2){ref-type="fig"} that the system remains in the non-oscillatory state till $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{K}$$\end{document}$ reaches 0 (Hopf point). At this point, the system transits to the stable limit cycle that exists for the same value of the parameter. Then, we decrease the heater power (reverse path) and the system continues to remain on the stable limit cycle. When the fold point ($\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{K}=-0.21$$\end{document}$) is reached, the limit cycle vanishes and the system moves to the stable fixed point available at the same value of the parameter. Note that the bifurcation diagram presented in Fig. [2a](#Fig2){ref-type="fig"} is obtained from a single experiment.Figure 2Bifurcation diagram depicting the change in the rms value of acoustic pressure with control parameter obtained from (**a**) experiments and (**b**) theoretical model. In (**a**) experiments, the heater power *K* is changed in a quasi-stationary manner. The red and blue triangles represent the forward and backward paths respectively. The presence of a bistable region and a sudden increase in the amplitude of acoustic pressure at the Hopf point indicate that the system undergoes a subcritical Hopf bifurcation. The parameters at which Hopf and fold bifurcation occurs are $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\tilde{K}=0$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\tilde{K}=-0.21$$\end{document}$ respectively in this particular experiment. In (**b**) the model also, the presence of a bistable region and sudden increase in the amplitude of non-dimensional acoustic pressure at the Hopf point indicate that the system undergoes a subcritical Hopf bifurcation. The parameters at which Hopf and fold bifurcation occurs are $\documentclass[12pt]{minimal}
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                \begin{document}$${\tilde{k}}_{f}=-0.18$$\end{document}$ respectively in the model. Note that the model captures the experimental features only qualitatively.

We can observe that the point of transition to and from the oscillatory state are different which marks the presence of a bistable region. The sudden increase in the observable (acoustic pressure) along with the presence of bistable region confirms that the system undergoes a subcritical Hopf bifurcation as it transits from non-oscillatory to oscillatory state. The system is brought back to the non-oscillatory state through a fold bifurcation. Similar to experiments, the static bifurcation diagram from the theoretical model also shows that the system undergoes a subcritical Hopf bifurcation (see Fig. [2b](#Fig2){ref-type="fig"}).

Thereafter we proceed to demonstrate the presence of preconditioned rate induced tipping experimentally in our system. The first step is choosing an initial condition (for the control parameter as well as the system state) for beginning the experiment. Towards this purpose, the value of the parameter $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{K}$$\end{document}$ is maintained at −0.135. Next, we choose the initial state of the system to be below the unstable limit cycle amplitude, so that it is naturally attracted to the fixed point. Towards this, we establish a finite amplitude perturbation to the system using loudspeakers, and check if the perturbation decays to the non-oscillatory state. Decay in the perturbation would indicate that the system is in the basin of attraction of the fixed point. In experiments, we identified a finite amplitude perturbation which decays when the control parameter is maintained at −0.135 (see Supplementary Notes [3](#MOESM1){ref-type="media"} and Supplementary Fig. [3.1](#MOESM1){ref-type="media"}).

Once the initial conditions are established, the loudspeakers are turned off and we proceed to change the heater power fast enough so that the system tips. Caution must be exercised to ensure that tipping is not due to crossing the Hopf point. Towards this purpose, we choose the final value of the parameter $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{K}$$\end{document}$ at the quasi-stationary Hopf point (see Fig. [3a](#Fig3){ref-type="fig"}). As mentioned before, the initial perturbation to the system state is provided using loudspeakers, which are switched off at *t* = 971 (*t* is non-dimensional). This is immediately followed up by an increase in the parameter from the initial value of −0.135 to the final value of −0.07 in a time span of $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Delta }}t=107$$\end{document}$ (in a linear fashion). This change of parameter at a finite rate causes the system to tip to the oscillatory state, as observed from Fig. [3b](#Fig3){ref-type="fig"}. We can notice that, after an initial decay in the amplitude, the system eventually portrays large amplitude oscillations.Figure 3Preconditioned rate induced tipping observed in experiments and in the mathematical model of a thermoacoustic system. (**a**) The variation of heater power with time in experiments. The red and blue horizontal lines denote the values of $\documentclass[12pt]{minimal}
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                \begin{document}$${\tilde{K}}_{0}=-0.135$$\end{document}$ and an initial excitation of amplitude which is within the basin of attraction of the fixed point is provided to the system using loudspeakers, and then the speakers are switched off. The vertical dashed line indicates the time stamp at which the loud speakers are switched off (*t* = 971). Then, the heater power is increased to $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{K}={\tilde{K}}_{0}+\beta (t-971)$$\end{document}$ where *β* = 6.07 × 10^−4^. As a result, the system tips to the oscillatory state. (**c**) The variation of non-dimensional heater power with time in the mathematical model. The red and blue dashed horizontal lines denote the Hopf and fold points. The value of the non-dimensional heater power is maintained at $\documentclass[12pt]{minimal}
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Further, we have investigated the possibility of establishing preconditioned rate induced tipping in the mathematical model of the system. As in the case of experiments, we choose an initial control parameter value $\documentclass[12pt]{minimal}
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                \begin{document}$${\tilde{k}}_{0}$$\end{document}$, so that the system is in the bistable region (Fig. [3c](#Fig3){ref-type="fig"}). Further, we choose an initial perturbation amplitude that decays when the system is maintained at this parameter (see Supplementary Notes [3](#MOESM1){ref-type="media"} and Supplementary Fig. [3.2](#MOESM1){ref-type="media"}). Such a decay ensures that the initial condition provided for the simulation is within the basin of attraction of the fixed point. We then increase the value of the heater power from $\documentclass[12pt]{minimal}
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                \begin{document}$${\tilde{k}}_{e} < {\tilde{k}}_{H}$$\end{document}$ at a particular rate, in a linear fashion. The result of such an increase in the control parameter value is similar to what is observed in the experiments: after an initial decay, the perturbation grows and the system transits to the state of stable limit cycle oscillations (see Fig. [3d](#Fig3){ref-type="fig"}). As before, we ensure that the values of the control parameter and the amplitude of the initial perturbation are such that bifurcation induced tipping is ruled out. Thus, the tipping that we observe in the mathematical model can also be classified as preconditioned rate induced tipping.

Next, we obtain an estimate for the critical rate required to observe tipping in experiments, theoretical model and normal form equation of subcritical Hopf bifurcation (Fig. [4](#Fig4){ref-type="fig"}). In each of these systems, we provide an initial condition which is within the basin of attraction of the stable fixed point. Then, we vary the parameter from an initial to a final value (within the bistable zone). We find the minimum rate required for the system to undergo tipping for the given initial condition. We repeat this process and estimate the critical rate for various initial conditions. We can see from Fig. [4](#Fig4){ref-type="fig"} that the critical rate for tipping is low if the initial condition is close to the unstable limit cycle. The variation of critical rate with initial condition follows a similar trend in experiments, model and normal form equation.Figure 4Critical rate required for preconditioned rate induced tipping in (**a**) experiments (**b**) theoretical model and (**c**) normal form equation of subcritical Hopf bifurcation. In (**a**) experiments, we provide an initial periodic perturbation of amplitude *P*′ (below the unstable limit cycle) and vary the parameter from $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{K}=-0.135$$\end{document}$ to −0.07. We find the minimum rate (*c* ~*r*~) at which the tipping occurs for each initial condition. In (b) theoretical model, the parameter is varied from $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{k}={\tilde{k}}_{0}+\alpha (t-{t}_{0})$$\end{document}$, where *t* ~0~ = 50, for a set of initial conditions to obtain the critical rate. We set *η* ~1~(0) = 0.42 and varied $\documentclass[12pt]{minimal}
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                \begin{document}$$\dot{r}=\mu r+a{r}^{3}-b{r}^{5}$$\end{document}$, *a* = 1, *b* = 1), the parameter *μ* is varied from *μ* ~0~ to a final value *μ* ~*e*~ = −0.05. We observe that the critical rate decreases with an increase in *μ* ~0~ for the same initial condition. The procedure followed to obtain the critical rates in experiments and model is detailed in Methods.

Thus, in this study, we demonstrate tipping, which occurs as a result of a sudden increase in control parameter, through physical and numerical experiments. We estimate the critical rate required to observe tipping for a set of initial conditions in experiments, theoretical model and the normal form equation of subcritical Hopf bifurcation. We find that the critical rate required for tipping is small when the initial condition is closer to the unstable limit cycle. We can further notice that subcritical pitchfork bifurcation (with a fifth order nonlinear term) will have the same critical rate for tipping as in the case of subcritical Hopf bifurcation. Thus, we illustrate that preconditioned rate induced tipping can potentially be observed in a wide range of systems exhibiting subcritical Hopf and subcritical pitchfork bifurcations.

Methods {#Sec5}
=======

Model parameters {#Sec6}
----------------

The parameters used in numerical experiments are as follows: *j* = (1, ..., *N*), *N* = 10, *x* ~*f*~ = 0.25, *γ* = 1.4, *M* = 0.01, *ω* ~*j*~ = *jπ*, *τ* = 0.2, $\documentclass[12pt]{minimal}
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                \begin{document}$${\zeta }_{j}=\frac{1}{2\pi }[{c}_{1}\frac{{\omega }_{j}}{{\omega }_{1}}+{c}_{2}\sqrt{\frac{{\omega }_{1}}{{\omega }_{j}}}]$$\end{document}$, where *c* ~1~ = 0.1 and *c* ~2~ = 0.06 are constant coefficients, *dt* (step size for computation) = 0.01. For demonstrating preconditioned rate induced tipping (Fig. [3d](#Fig3){ref-type="fig"}), the initial conditions chosen are *η* ~1~(0) = 0.42, $\documentclass[12pt]{minimal}
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                \begin{document}$${\dot{\eta }}_{j}=0$$\end{document}$ in the range *t* ∈ \[−*τ*, 0) for *j* = 1, ..., *N*.

In experiments, we estimated the standard deviations of *K* ~*H*~ = 31 W and *K* ~*f*~ = 23.1 W by repeating the bifurcation analysis 20 times. The hysteresis width (*K* ~*H*~ − *K* ~*f*~) has a standard deviation of 16.4 W.

Initial condition in model and experiments {#Sec7}
==========================================

In experiments and in the model, we try to provide similar initial conditions although the method we follow to obtain the desired initial state is different. In the model, we initialize the physical variables *P*′ and *u*′ through the modes *η* ~*j*~ and $\documentclass[12pt]{minimal}
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                \begin{document}$$p^{\prime} (x,0)=-\frac{\gamma M}{\pi }{\dot{\eta }}_{1}(0)\sin \,\pi x$$\end{document}$. In experiments, we use loudspeakers to evolve the system to the desired initial state. Our aim is to establish in experiments, the standing wave corresponding to the first mode, which is the initial condition used in model. The loudspeaker directly provides an excitation in the physical variables *u*′ and *p*′ instead of $\documentclass[12pt]{minimal}
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                \begin{document}$${\dot{\eta }}_{j}$$\end{document}$ or *n* ~*j*~. The input we provide in the physical variable will be distributed among the various modes. In order to efficiently excite the first mode ($\documentclass[12pt]{minimal}
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                \begin{document}$${\dot{\eta }}_{1}$$\end{document}$, *η* ~1~), we provide a sinusoidal perturbation with frequency corresponding to the first mode. We provide this perturbation for a finite amount of time so that the standing wave can be established in the duct, and then we turn off the loudspeakers.

Procedure to estimate the critical rate {#Sec8}
=======================================

Experiments {#Sec9}
-----------

In experiments, we maintain the heater power constant at $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{K}=-0.135$$\end{document}$ which is within the bistable zone. Then we proceed to find the unstable limit cycle amplitude at that parameter. We excite the system with a sinusoidal perturbation (at the frequency corresponding to the first mode) to establish the initial condition. Once the initial condition is established, we switch off the loudspeakers and check if the finite amplitude perturbation decays in time. We chose a set of initial conditions such that the system remains in the basin of attraction of the fixed point. We increased the heater power from $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{K}=-0.135$$\end{document}$ to −0.07 without initial excitation and ensured that the system is within the basin of attraction of the fixed point. Thus, we ascertained that the initial and final parameter values lie within the bistable zone. Then, for each given initial condition, we varied the parameter from $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{K}=-0.135$$\end{document}$ to −0.07 at different rates to find the critical rate.

Theoretical model {#Sec10}
-----------------

In model, the parameter is varied from $\documentclass[12pt]{minimal}
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                \begin{document}$${\tilde{k}}_{0}=-0.145$$\end{document}$. We set the initial condition *η* ~1~(0) = 0.42 and varied $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\dot{\eta }}_{1}(0)$$\end{document}$ from 0.39 to 0.565. The other parameters are maintained the same as described in Model parameters (above). Once $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{k}=-0.064$$\end{document}$ is reached, we allow the system to evolve (for sufficient time) at this parameter and check if the system reaches the limit cycle or decays to the fixed point. The lowest *α* for which tipping occurs is identified as *c* ~*r*~.

Normal form equation of subcritical Hopf bifurcation {#Sec11}
----------------------------------------------------

In the normal form equation, $\documentclass[12pt]{minimal}
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                \begin{document}$$\dot{r}=\mu r+a{r}^{3}-b{r}^{5}$$\end{document}$, with *a* = 1, *b* = 1, the parameter *μ* is varied in time as *μ* = *μ* ~0~ + *ct* till we reach *μ* ~*e*~ = −0.05. The condition for tipping to occur is that the value of *r* at end of the evolution must be greater than the unstable limit cycle amplitude at *μ* ~*e*~. The minimum rate at which this condition is satisfied is the critical rate.

Data acquisition {#Sec12}
----------------

We used piezoelectric transducers (PCB piezotronics, PCB103B02) having a sensitivity of 217.5 mV/kPa and resolution of 0.2 Pa, to record the pressure fluctuations. A data acquisition system (PCI 6221) acquires the output from the transducer. The transducer is mounted at 325 mm from the end open to the atmosphere. We used four loud speakers (Ahuja AU 60) to provide the initial finite amplitude perturbation. These loudspeakers are mounted at 625 mm from the end of the duct that is open to atmosphere. The signal is created in LabVIEW software and then input to the loud speakers through an amplifier. A DC power supply (TDK-Lambda, GEN 8--400, 0--8 V, 0--400 A) is used to provide the input power to heat the wire mesh. The uncertainty associated with the heater power is 0.4 W. The uncertainty associated with the air flow rate measurement is ±2.1%.

Electronic supplementary material
=================================

 {#Sec13}

Supplementary material

**Electronic supplementary material**

**Supplementary information** accompanies this paper at doi:10.1038/s41598-017-05814-y

**Publisher's note:** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

S.R.I. acknowledges the financial support from DST (Department of Science and Technology). E.S. acknowledges the financial support from RFBR (16-07-01186). Authors would like to gratefully acknowledge Mr. Dileesh M., IIT Madras, for his assistance in performing experiments.

S.R.I. and S.E. conceived the research and designed the experiments. S.S., S.K.S., S.G. and G.E.A. conducted the experiments. G.E.A., S.R.I. and T.J. carried out the analysis in the model. A.S. formulated the theory and performed the analysis in the normal form equation. All authors participated in writing the manuscript.

Competing Interests {#FPar1}
===================

The authors declare that they have no competing interests.
