Counting distinct items over update streams  by Ganguly, Sumit
Theoretical Computer Science 378 (2007) 211–222
www.elsevier.com/locate/tcs
Counting distinct items over update streams
Sumit Ganguly∗
Department of Computer Science and Engineering, Indian Institute of Technology, Kanpur, India
Abstract
In data streaming applications, data arrives at rapid rates and in high volume, thus making it essential to process each stream
update very efficiently in terms of both time and space. A data stream is a sequence of data records that must be processed
continuously in an online fashion using sub-linear space and sub-linear processing time. We consider the problem of tracking the
number of distinct items over data streams that allow insertion and deletion operations. We present two algorithms that improve on
the space and time complexity of existing algorithms.
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1. Introduction
Data streaming applications occur naturally in many established and emerging application areas, such as
database systems, network monitoring, sensor networks etc. These applications are characterized by rapidly arriving
voluminous data and require algorithms that (a) have low time complexity of processing each stream update and (b)
have sub-linear space complexity. In this paper, we consider a class of data streaming applications that correspond to
the updatemodel of streaming, that is, records arriving over a stream correspond to both insertion and deletion of data
(e.g., establishment and termination of a network connection). In particular, we consider the problem of estimating
the number of distinct items that have arrived over an update stream. Queries that count the number of distinct items
in a stream(s) satisfying given predicates play a significant role in decision-support applications.
We view update data streams as a sequence of arrivals of the form (i, v), where, i is the identity of an item,
assumed to be from the domain D = {0, 1, . . . , N − 1}, and v is the change in frequency of i . That is, v > 0 specifies
v insertions of the item i and v < 0 correspondingly specifies v deletions of i . The frequency of an item i , denoted by
fi , is defined as fi =∑(i,v)∈ stream v. We assume that items cannot have negative frequency. The norm F0 of a stream
is defined as the number of distinct items i in the stream whose frequency fi is positive (i.e., the zeroth frequency
moment F0 =∑ fi>0 f 0i ).
Previous work. The append only model of streaming data refers to streams without deletion operations. The
problem of estimating F0 has received considerable attention for append-only data streams [8,1,2,4,5,11–13,3,14].
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The algorithm of [3] is the most space efficient among the algorithms that are applicable to append-only streams only.
[14] presents a lower bound of Ω( 1
2
) for estimating F0 to within an accuracy factor of 1 ± . (We use  > 0 and
0 < δ < 1 to denote the accuracy and confidence parameters, respectively.) The algorithms of [11–13,3] use the
technique of distinct samples [11–13,3], which is a simple and elegant technique for estimating F0.
Algorithms for estimating F0 over streams with deletion operations [1,2,9,10] have typically used the technique
of hashing introduced in [8]. The algorithms of [1,2,9] use space O( 1
2
· log N · logm · log 1
δ
) bits (where, m is the
sum of frequencies of the items in a stream) and are among the most space-economical among the algorithms for
estimating F0 over update streams. Another algorithm for estimating F0 is presented in [6]. This algorithm is based
on computing random sketches using variables drawn from a stable distribution with a very small stability parameter
and has space complexity O( 1
2
· log2 m · log 1
δ
) bits.1 Both families of algorithms, namely, [1,2,9] and [6] require time
O( 1
2
log 1
δ
) operations for processing each stream update. The algorithm of [10] is the most time-efficient among
algorithms that estimate F0 over update streams and requires time O(log N · (log 1 + log 1δ )) to process each stream
update. However, it uses an additional factor of O(log N · log 1
δ
) in space, as compared to [1,2,9], that is, its space
complexity is O( 1
2
· log2 N · logm · log2 1
δ
) bits. This algorithm designs an updatable distinct sample, which is a data
structure that can be used for both insertions and deletions of items and effectively yields a distinct sample [11–13,3].
Contributions. We present two novel algorithms for estimating F0 over update streams that improves upon the
time and space complexity of existing algorithms. Our first algorithm has time complexity O(log 1

+ log 1
δ
), which
is a logarithmic factor smaller than the time complexity of the most time efficient algorithm currently known for
this problem [10]. Its space complexity is O( 1
2
(logm + log N ) log N (log 1
δ
+ log 1

) log 1
δ
) bits, which is lower
than that of [10] by a logarithmic factor. The improvement is a consequence of a more efficient design of the
updatable distinct samples structure. Our second algorithm for estimating F0 presents a time versus space tradeoff
vis-a-vis our first algorithm. It takes O((log 1

)(log 1
δ
)) time to process each stream update and requires space
O( 1
2
(log N + logm) log N log 1
δ
) bits, thus, using a logarithmic factor less space and an extra logarithmic factor
in time, in comparison with our first algorithm.
Organization. Section 2 and Section 3 present the first and second algorithms respectively. Section 4 concludes the
paper.
2. Algorithm I
The distinct samples data structure [11–13] was used to estimate F0 over append-only or sliding window data
streams. In this section, we generalize the structure so that it can be used to estimate F0 for streams with deletion
operations. We begin with the TESTSINGLETON data structure.
2.1. TESTSINGLETON data structure
A TESTSINGLETON data structure supports two operations, namely, (a) an update operation corresponding to
insertion and deletion operations over the stream, called TSUPDATE, and (b) a procedure TSCARD that tests whether
F0 is either 0, 1 or greater than 1, and accordingly returns EMPTY, SINGLETON or COLLISION, respectively. Further,
if TSCARD returns SINGLETON, then the unique member i comprising the singleton set and its frequency fi is also
returned.
A straightforward counting argument shows that a TESTSINGLETON structure must use Ω(log N ) bits. We keep
three counters m,U and V (all initialized to zero) with the following properties.
m =
∑
i∈ stream
fi , U =
∑
i∈ stream
fi · i, and V =
∑
i∈stream
fi · i2.
The counters are easily maintained in the face of stream updates as shown below.
TSUPDATE(i, v): m := m + v; U := U + v · i ; V :=V + v · i2;
1 The number of sketches required [6] is O( 1
2
log 1
δ
), where, each sketch requires space O(logm) bits. Further, the de-randomization procedure
of [15] adds an additional logm factor to the space requirement.
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The space required is O(logm + log N ) bits and the time required for the update operation is O(1). The operation
TSCARD is given below.
TSCARD: if (m = 0) return EMPTY
else if (U 2 = m · V ) then return (SINGLETON, Um , m)
else return COLLISION.
The correctness of this test is proved below.
Lemma 1. F0 = 1 if and only if m > 0 and U2 = m · V . If F0 = 1, then, the unique item in the stream has identity
U
m and has frequency m.
Proof. Let the stream consist of a single item i with frequency fi > 0. Then, m = fi > 0, U = m · i and V = m · i2.
Therefore, U 2 = m · V , m > 0 and i = Um .
To prove the converse, let x be a random variable such that for 0 ≤ i ≤ N − 1, x = i with probability fim . Then,
E [x] =∑N−1i=0 fim · i and E [x2] =∑N−1i=1 fim · i2. Since m > 0, the condition,U 2 = mV is equivalent to the condition,
(E [x])2 = E [x2], or that, Var [x] = 0. Therefore, the set of items in the stream is either empty or consists of a
singleton item. Since, m > 0, the stream is not empty. Therefore, F0 = 1. 
The main result of this section is summarized below.
Theorem 2. There exists a TESTSINGLETON data structure that uses space O(logm + log N ) bits and requires time
O(1) to process each update. 
2.2. The k-set data structure
A k-set structure, for parameter k, is a dictionary data structure that supports insertion and deletion of items and
an operation RETURNSETthat either returns the set of items S present in the dictionary or returns NIL. Further, if the
number of items |S| in the dictionary is at most k, then RETURNSET returns S (i.e., does not return NIL in this case).
Classic dictionary structures including heaps, binary search trees etc., satisfy the requirements of a k-set data
structure for all values of k. However, these structures require space Ω(|S|), whereas, we require a design whose
space complexity is close to the lower bound of Ω(k log Nk ) bits. A randomized k-set data structure takes a confidence
parameter δ such that if |S| ≤ k, then RETURNSET returns S with probability 1− δ.
We now present a design for a k-set structure. Our structure is a two dimensional array H [R × B] and can be
thought of as consisting of R = dlog k
δ
e hash tables, each consisting of B buckets indexed from 0 through B − 1,
where, B = 2k. Each bucket H [r, b] is a TESTSINGLETON data structure. The r th hash table uses a randomly chosen
pair-wise independent hash function hr : {0, 1, . . . , N − 1} → {0, 1, . . . , B − 1}; the random bits used by each of the
R hash tables are independent. Further, we maintain a variable m that tracks the total sum of the frequencies, that is,
m = ∑i∈S fi . The structure is initialized so that all counters are initially zeros. For every stream update of the form
(i, v), and for every hash table index r , we hash the item to its bucket number hr (i) and propagate the update to the
corresponding TESTSINGLETON structure in that bucket.
KSETUPDATE(i, v): H [r, hr (i)].TSUPDATE(i, v), for 1 ≤ r ≤ R.
The space used by the k-set structure is O(k(logm + log N ) log k
δ
) bits and the time complexity of processing each
stream update is O(log k
δ
).
The RETURNSET operation works as follows. We iterate over each of the B buckets of each of the R hash tables,
checking whether the bucket H [r, b] is a singleton or not, for r = 1, . . . , R, b = 0, . . . , B − 1. If the bucket is a
singleton, then the item and its frequency is retrieved using the TSCARD subroutine of the TESTSINGLETON structure.
In this manner, we retrieve the union Sˆ of all the distinct items and their frequencies. Next, we add the frequencies of
the (distinct) retrieved items and compare it with m. If they match, then Sˆ is returned, otherwise, NIL is returned. The
correctness of the RETURNSET procedure is proved below.
Lemma 3. If RETURNSET 6= NIL, then RETURNSET = S. Further, if |S| ≤ k, then Pr {RETURNSET = S} ≥ 1− δ.
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Proof. If a bucket H [r, b] is singleton, then, the TESTSINGLETON structure correctly retrieves the item and its
frequency. Therefore, the set Sˆ of retrieved items is always a subset of S and
∑
i∈Sˆ fi ≤ m. RETURNSET returns non-
NIL only if
∑
i∈Sˆ fi = m, which implies that Sˆ = S. Now suppose that |S| = s ≤ k. Fix an item i ∈ S and a hash table
index r . LetCi be the number of items from S−{i} that collide with i . Then, E [Ci ] =∑ j∈S, j 6=i Pr {hr (i) = hr ( j)} =
s−1
B , by pair-wise independence of hr . By Markov’s inequality, Pr {Ci = 0} ≥ 1− s−1B > 12 , since, s ≤ k and B ≥ 2k.
Therefore, the probability that i is not returned from any of the R hash tables is less than 12R . Thus, the total error
probability is at most k2R ≤ δ. 
The main result of this section follows from Lemma 3.
Theorem 4. There exists an implementation of the k-set that uses space O(k ·(logm+ log N ) · log k
δ
) bits and requires
time O(log k
δ
) to process each update. 
2.3. Updatable distinct samples structure
A distinct sample of a stream with sampling probability p is a set D of items such that each of the F0 distinct items
in the stream has an equal and independent chance of p of being included in D. An updatable distinct sample is a data
structure that supports two operations, namely, (1) procedure UPDS(i, v) that updates the data structure corresponding
to a record of the form (i, v) arriving over the data stream, and, (2) procedure RETRDS that returns a pair (T, p),
where, T is a subset of the set S of distinct items that are current in the stream, and 0 ≤ p = p(|S|) ≤ 1, such
that, T is obtained from S by (conceptually) sampling the items of S independently and with probability p. For many
applications, it suffices to have d-wise independent updatable distinct samples, that is, the sampling procedure that
yields T from S is d-wise independent.
The higher the sampling probability p, the better the quality of inference obtained from the distinct sample
structure. Two data structures for updatable distinct samples can be compared based on the smallest value of p as
a function of |S| and the space used by the structure. If the distinct sample uses storage of t bits and the stream has F0
distinct items, then the number of bits required to store the expected sample size cannot be less than t . The expected
number of items in the sample is F0 p, and the number of bits required to store a sample of this size is log
( N
F0 p
)
.
Therefore,
t ≥ log
(
N
F0 p
)
, or, t = Ω
(
F0 · p · log NF0 p
)
. (1)
Distinct samples over insert-only streams [11,12]. We now review the distinct sampling procedure as presented by
[11,12]. Let F = GF(2d) be a field such that |F | ≥ N 2, where, N is the size of the domain D = {0, 1, . . . , N − 1} of
items in the stream. In other words, we choose a domain F of size that is at least square of the domain size N of the
items and without loss of generality, impose + and · operations on F to make it a finite field of characteristic 2. The
distinct sampling procedure uses a randomly chosen hash function h : F → F that is d-wise independent [17]. For
each item i ∈ D, i is mapped to level(i) ∈ {1, 2, . . . , log|F |}, originally defined in [8], as follows.
level(i) =
{
1 if h(i) = 0,
lsb(h(i)) otherwise.
(2)
Here, lsb(a) denotes the least significant bit position of a. The distinct samples structure is a set and has a capacity
parameter s, that is, it can hold at most s items. This set is initialized to φ. The structure keeps a variable called the
current level, denoted by lcurr, which is initialized to 1. For each arriving item i , if i is already in the sample set,
then, the arriving record is ignored. Otherwise, if level(i) ≥ lcurr, then, i is inserted into the sample. In doing so, if
the capacity is exceeded, then, the distinct sample “sheds” its lowest level, that is, it increments lcurr and retains only
those members of the sample whose level is at least lcurr.
The distinct samples data structure cannot be immediately applied to streams with deletion operations. We now
describe the updatable distinct sample structure that provides the functionality of a distinct sample while supporting
insertions and deletion operations. Thus, it enables the distinct sampling based estimation algorithms to be used for
update streams, with minor modifications.
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Distinct samples over update streams. An updatable distinct sample, with capacity parameter s, can be implemented
using an array D[1, . . . , log|F |], where, each entry of the array, namely, D[r ], is a k-set structure with k = 2s. A
d-wise independent random hash function h : F → F is chosen (d is a parameter) and is used to define the function
level : F → {1, . . . , log|F |} function given by (2). Corresponding to a stream update of the form (i, v), the data
structure is updated by invoking the update operation of the s-set structure D[level(i)].
DSUPD(i, v): D[level(i)].KSETUPDATE(i, v).
The current level lcurr of the updatable distinct sample is the lowest value of 1 ≤ l ≤ log N such that
D[l].RETURNSET is non-NIL. The distinct sample is defined as
D[lcurr].RETURNSET.
2.4. Analysis
We now analyze the properties of the distinct samples structure described above.
Lemma 5. Let d(log s + log e − 4) ≥ 2 log 2
δ
and F0 ≥ 2s. Then, the updatable distinct sample described above
yields a d-wise distinct sample of size at least s2 , with probability at least 1 − δ. The sampling probability is at leasts
2F0
.
Proof. Let l be a positive integer such that s2 <
F0
2l ≤ s. For i ∈ S, let xi denote an indicator random variable that is 1
if level(i) ≥ l and is 0 otherwise. Let Y denote the number of distinct items in the stream with level at least l. Then,
Y =
∑
i∈S
xi .
Since, the hash function h that defines the level function is assumed to be d-wise independent, the xi ’s are d-wise
independent. Further,
Pr {xi = 1} = Pr {level(i) = l} =
{
1
2 + 1|F | l = 1
1
2l otherwise.
If F0 > 2s, then, l > 1. In this case,
E [Y ] = F0
2l
and, since d ≥ 2 and the xi ’s are d-wise independent,
Var [Y ] ≤ E [Y ] .
Applying Chernoff–Hoeffding’s bounds to the sum Y of d-wise independent indicator variables xi , we have by
Theorem 2.4(II) of [16] that
Pr {|Y − E [Y ]| > E [Y ]} ≤ 2
(
dVar [Y ]
e(E [Y ])2
)d/2
.
Letting  = 12 , and since E [Y ] ≥ s2 , we have
Pr
{ s
4
≤ Y ≤ 2s
}
≤ 2
(
8d
es
)d/2
≤ 2
(
16
es
)d/2
.
The above expression is at most δ2 provided d(log s + log e − 4) ≥ 2 log 2δ . Since, Y ≤ 2s and the k-set structure
at each level has k = 2s, it follows that all items that map to level l (and above) are discovered with probability
1− δ2 . 
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Note that the condition F0 ≥ 2s in Lemma 5 is not restrictive. It is easily rectified by keeping an additional k-set
structure, with k = 2s. If the k-set structure returns NIL (i.e., F0 > 2s) then we use the updatable distinct samples
structure to obtain a distinct sample. Otherwise, the k-set structure returns the set of items S correctly, with probability
1− δ, and therefore there is no need for obtaining a sample. This is summarized in Theorem 6.
Theorem 6. Suppose that d(log s + log e − 4) ≥ 2 log 2
δ
. Then, there exists an updatable distinct samples data
structure that returns a d-wise distinct sample of size at least s2 if F0 ≥ 2s and otherwise returns the set of distinct
items, in each case with probability 1− δ. The space used by the structure is O(s · (logm+ log N ) · log N · log s
δ
) and
the time required to process each stream update is O(log s
δ
+ d). 
We now compare the space usage of the proposed design of updatable distinct sample with the space lower bound
for distinct samples as given by (1). By Lemma 5, the sampling probability p ≥ s2F0 . Substituting in (1), the space
required t = Ω
(
F0 · p · log NF0 p
)
= Ω (s log Ns ). Since the space requirement of the updatable distinct samples
structure is O(s · (logm + log N ) · log N · log s
δ
), we conclude that the space requirement of the distinct samples
structure is nearly space optimal, up to poly-logarithmic factors for values of s = O(N ).
An earlier design of an updatable distinct sample structure was proposed in [10] that required space O(s · logm ·
log2 N · log s
δ
) bits and time O(log N · log s
δ
+ log 1

) to process each stream update. Our design is efficient by factors
of O(log N ) in terms of both time and space besides being simpler.
2.5. Estimating F0 using updatable distinct samples
As originally shown in [11,12,3], F0 can be estimated for append-only streams using distinct samples of size
s = O( 1
2
log 1
δ
) items and using a degree of independence of d = O(log 1

) for the hash family [3]. Lemma 5
guarantees that the updatable distinct sample with space parameter s provides a distinct sample of size at least s2 . We
summarize this in Theorem 7.
Theorem 7. There exists an algorithm that processes an update stream and returns an estimate Fˆ0 such that
Pr{|Fˆ0 − F0| ≤ F0} ≥ 1 − δ using space O( 12 · (logm + log N ) · log N · (log 1δ + log 1 ) · log 1δ ) bits. The
time used to process each stream update is O(log 1

+ log 1
δ
). 
3. Algorithm II
In this section, we present our second algorithm for estimating F0. Its property is summarized in Theorem 8 and is
proved later.
Theorem 8. For every  ≤ 18 , there exists an algorithm that returns an estimate Fˆ0 satisfying Pr{|Fˆ0− F0| ≤ F0} ≥
1 − δ using space O( 1
2
· (logm + log N ) · (log N ) · (log 1
δ
)) bits and time O((log 1
δ
)(log 1

)) operations to process
each stream update.
3.1. Data structure and algorithm
The basic data structure is a two-dimensional table T [L×K ], where, L = log|F | (F is a finite field of characteristic
2 and size at least N 2 that contains {0, 1, . . . , N − 1}) and K = 720
2
. Each entry T [l, k] of the table structure is a
TESTSINGLETON structure, for 1 ≤ l ≤ L and 1 ≤ k ≤ K . We keep two random hash functions namely, h : F → F
and g : F → {0, 1, . . . , K − 1} that are d-wise independent, where, d = O(log 1

). h is used to define a randomized
level function as in Section 2.3, that is, level(i) = 1 if h(i) = 0, else level(i) = lsb(h(i)). Corresponding to each
stream update of the form (i, v), the data structure is updated as follows.
ALGO2UPDATE(i, v) : T [level(i), g(i)].TSUPDATE(i, v).
That is, the item i is first hashed using the hash function h to obtain its level, say l. Next, the item is hashed to a
bucket index 0 ≤ g(i) ≤ K − 1 and the TESTSINGLETON structure at the entry T [l, g(i)] is updated accordingly. We
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keep R = 96 · log 2
δ
independent copies of the basic data structure. Finally, we also keep a (parallel) k-set structure,
where k = 82
2
, as explained in Section 2.2, and maintain it in the presence of stream updates. The space used by the
data structure is O( 1
2
(log N )(logm + log N )(log 1
δ
)) bits and the time complexity of processing each stream update
is O((log 1

) · (log 1
δ
)) operations.
Each copy of the basic data structure yields an estimate Fˆ0 for F0 as follows. We find the lowest level l such that the
number X of the singleton buckets at this level exceeds 12
2
and the number Z of the non-empty buckets exceeds 7K8 . If
there is no such level, then, we return Fˆ0 = ⊥. Otherwise, we (numerically) solve the equation X = Fˆ02l (1− 1K )
Fˆ0
2l
−1
and return the smaller of the two possible roots of this equation as Fˆ0. The median of the observations, denoted Fˆmedian0
from the copies is computed (ignoring those copies which have returned ⊥). If the median value is at least 82
2
, then,
the median value is returned, otherwise, an estimate for F0 is returned by invoking procedure RETURNSET from the
parallel k-set structure. Lemma 9 states the correctness property of the algorithm. Its proof relies on Lemma 10, which
is proved in Section 3.2.
Lemma 9. Suppose  ≤ 18 , K = 7202 , d = O(log 1 ) and R = 96 log 2δ . Then, the estimate returned by Algorithm II is
within (1± )F0 with probability at least 1− 2δ.
Proof. Suppose F0 722(1−) . Then, by Lemma 10, Fˆ
median
0 is a (1±) approximation of F0. Otherwise, F0 ≤ 722(1−) ≤
72
2(1− 18 )
≤ 82
2
. Using the (parallel) k-set structure that is maintained, with k = 82
2
, we can test whether F0 ≤ k
(with probability at least 1 − δ). If the test succeeds, then, with probability 1 − δ, F0 ≤ k, and the procedure
RETURNSET returns F0 correctly and without error, with probability 1 − δ. If the test fails, then, with probability
1− δ, F0 > 822 , and, in this case, Fˆmedian0 is a (1± ) approximation of F0. The latter case has total error probability
bounded by 2δ (δ for the test whether F0 ≤ k and δ for the accuracy of the estimate Fˆmedian0 ). 
Lemma 10. Suppose  ≤ 18 , K = 7202 , F0 ≥ 722 , d = O(log 1 ) and R = 96 · log 2δ . Then, Pr{|Fˆmedian0 − F0| ≤
2F0} > 1− δ.
3.2. Analysis
In this section, we prove Lemma 10. The analysis is different from that in past work [1–3,9] in that, the count of
the number of singleton buckets (or, a similar measure, such as the number of non-empty buckets) was taken across
independent observations. In our case, the sum is taken across the buckets in the same hash table, and hence, the
observations are not even pair-wise independent. We are not aware of Chernoff-like tail inequalities that are applicable
in such a scenario.2
Fix a level l. Consider the set of items in the stream that hash to level l (i.e., level(i) = l). For each such item, let
p denote the probability that an item i is placed in a given bucket, that is, p = 1K . Corresponding to bucket numbered
i at level l, 1 ≤ i ≤ K , we define an indicator variable xi that is 1 if exactly one ball has mapped to this bucket
and is 0 otherwise. Let X denote the number of singleton buckets at this level, that is, X = ∑Ki=1 xi . If the random
hash functions are chosen from a d-wise independent hash family, then, we denote the corresponding probability
function by Prd {·}, and the corresponding expectations by Ed [·]. If the random hash function is chosen from a fully
independent hash family, then, we denote the corresponding probability function by Pr {·} and the corresponding
expectations as E [·]. Suppose that the number of items that have hashed to level l is n, and let Pr {xi = 1} be denoted
by q , then, q = nK (1− 1K )n−1, and E [X ] = Kq . The following lemma can be used to obtain bounds for Ed [X ].
Lemma 11 ([3,9]). If h is d = O(log 1

)-wise independent and q ≤ 14 , then |Prd {xi = 1} − q| ≤ 4q. Therefore,
|Ed [X ]− Kq| ≤ 4Kq. 
2 [7] presents tail inequalities for sums of negatively dependent boolean variables that assume that the hash function that distributes the balls to
the buckets is fully independent. The techniques of [7] do not apply when hash functions have limited dependence.
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The majority of the analysis is devoted to showing that X ∈ (1± )E [X ] (with probability at least 78 ). Lemma 12
justifies this line of argument by showing that if X is close to E [X ], then, Fˆ0(X), calculated as the smaller of the two
roots of the equation X = Fˆ02l (1 − 1K )
Fˆ0
2l
−1 is also close to F0 (by a calculus-based argument similar to that used in
[3]). We denote f (x) = x2l (1− 1K )
x
2l
−1, so that, f (F0) = E [X ]. Lemma 12 also shows that the gap between the two
roots is substantial.
Lemma 12. Let x = F0 and  ≤ 18 . If x2l ≤ 5K24 and | f (x)− f (y)| ≤  f (x) then either |y − x | < 2x or y > 12x.
Proof. Let 0 < γ ≤ 34 and x = F0. Therefore,
f (x + γ x) = f (x)(1+ γ )
(
1− 1
K
)xγ /2l
. (3)
Thus, | f (x + γ x)− f (x)| = f (x)
∣∣∣∣∣(1+ γ )
(
1− 1
K
)xγ /2l
− 1
∣∣∣∣∣
≥ f (x)
∣∣∣∣(1+ γ )(1− 4xγ3 · 2l · K
)
− 1
∣∣∣∣
≥ f (x)
∣∣∣∣(1+ γ )(1− 20γ72
)
− 1
∣∣∣∣ , since, x2l ≤ 5K4
≥ f (x)
∣∣∣∣52γ72 − 20γ 272
∣∣∣∣ ≤ 37γ72 f (x), since, γ ≤ 34 .
Since, | f (x + γ x) − f (x)| ≤  f (x), therefore,  f (x) ≥ 3772γ f (x), or that, γ ≤ 7237 < 2. If −1 < γ < 0, then a
similar analysis holds.
To obtain the other solution to f (x + γ x) = (1 + ) f (x), by (3), we have, (1 + ) = (1 + γ )
(
1− 1K
)xγ /2l
.
For 0 < x2l ≤ 5K24 , the smallest value of γ that gives the larger root to the above equation is when x2l = 5K24 ; the
corresponding root satisfies γ > 11. 
We now present an overview of the analysis, leading to a proof of Lemma 10. The main article of interest is the
following lemma that bounds the variance of X . Let n denote the number of items that have mapped to the level l.
Lemma 13. Suppose that n ≤ K4 ,  ≤ 18 and d ≥ max(3+ e, 2 log K ). Then, Vard [X ] ≤ (1+ 4)Kq + 24K 2q2 +
K−2.
Proof. Pr {xi = 1} can be calculated to be n(K−1)n−1K n . For a fixed pair of distinct buckets, i and j , let φ = φ(i, j)
denote the event that after a random experiment, buckets i and j are singleton. Therefore,
Pr {φ} = Pr {xi = 1 and x j = 1} = n(n − 1)(K − 2)n−2K n
= n(n − 1)p2(1− 2p)n−2 < Pr {xi = 1}Pr
{
x j = 1
}
.
The expression Pr {φ} = n(n − 1)p2(1 − 2p)n−2 can be viewed as a polynomial in p = 1K . Using the principle of
inclusion and exclusion, an expression can be obtained for Prd {φ} that is identical to the terms of this polynomial
from degree 2 through d (inclusive). Let Td denote the coefficient of pd in the polynomial and let Sd denote the partial
sum from s = 0 through d−2 , that is, until the term for pd . Since, the polynomial expression Pr {φ} is an alternating
sum, |Pr {φ} − Sd | ≤ |Td | and |Prd {φ} − Sd | ≤ |Td |. Therefore, using triangle inequality and the assumptions that
p = 1K and n ≤ K4 ,
|Prd {φ} − Pr {φ}| ≤ 2|Td | = 2d−1n(n − 1)pd
(
n − 2
d − 2
)
< K−4.
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Further, Pr {φ} < q2. Therefore, Ed
[
xi x j
]
< q2 + K−4.
Vard [X ] = Ed
[
X2
]
− (Ed [X ])2 = Ed [X ]+ 2
∑
i< j
Ed
[
xi x j
]− (Ed [X ])2
≤ Kq(1+ 4)+ 2
(
K
2
)(
q2 + K−4
)
− (Kq)2(1− 24)
≤ Kq(1+ 4)+ 24K 2q2 + 2K−2. 
Using Chebychev’s inequality and Lemma 13, the following lemma can be shown.
Lemma 14. If  ≤ 18 , Ed [X ] ≥ 82 , n ≤ K4 and d ≥ 4 log K, then,
Prd {|X − Ed [X ]| ≥ Ed [X ]} ≤ 0.1566. 
Proof. By Lemma 11, we have, |Ed [X ] − Kq| ≤ 4Kq . Further, by Lemma 13, we have, Vard [X ] ≤ 24K 2q2
+ Kq(1+ 4)+ 2/K 2. By Chebychev’s inequality
Prd {|X − Ed [X ]|} ≤ Vard [X ]
2(Ed [X ])2
≤ 2
4K 2q2
2(Kq)2(1− 4)2 +
2Ed [X ]
2(Ed [X ])2(1− 4) +
2
2K 4q2(1− 4)2
≤ 2
2
(1− 2−12)2 +
2
2Ed [X ] (1− 2−12) +
2
2(720/2)2(1− 2−12)2 since  ≤
1
8
≤ 1
32(1− 2−12)2 +
(1+ 2−12)
8(1− 2−12)2 +
2
(720)2(1− 2−12)2
≤ 0.1566. 
Our proof obligation is now two-fold, namely,
(1) if a level satisfying the above conditions on X and Z are found, and F0 ≥ 722 , then, Prd {|X − E [X ]| > E [X ]}
< 18 , and,
(2) if F0 ≥ 722 , then, there is a level l such that X ≥ 122 and Z ≥ 7K8 .
We consider part (1) first. Lemma 14 assumes that E [X ] ≥ 8
2
and n ≤ K4 . Assuming that we have found a level
satisfying X ≥ 12
2
, Lemma 15 shows that E [X ] ≥ 8
2
.
Lemma 15. If X ≥ 12
2
and K ≥ 512
2
then E [X ] ≥ 8
2
.
Proof. Since X ≥ 12
2
, n ≥ 12
2
. For 12
2
≤ n ≤ K4 , Kq = n(1− 1K )n−1 is an increasing function of n. Therefore, in this
range of n,
Kq ≥ 12
2
(
1− 12/
2
512/2
)
>
8
2
. 
We now show in Lemma 16 that if we have observed X ≥ 12
2
, then, n can be neither too small nor too large, that is,
n ∈ (1± )Ed [n] with reasonable probability.
Lemma 16. If  ≤ 18 , X ≥ 122 and d ≥ 2, then,
Prd {|n − Ed [n]| ≥ Ed [n]} ≤ 18 .
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Proof. Since, X ≥ 12
2
, n ≥ 12
2
. Assuming d ≥ 2, Vard [n] ≤ E [n]. If Ed [n] ≥ 82 , then, by Chebychev’s inequality,
Pr {|n − Ed [n]| ≥ Ed [n]} < Vard [n]
(Ed [n])2
≤ 1
2Ed [n]
= 1
8
.
Otherwise,
Pr
{
n ≥ 12
2
}
≤ Ed [n]
(12/2 − Ed [n])2 ≤
8/2
16/4
≤ 1
32
. 
We now return to the proof obligation of n ≤ K4 . This actually follows (with reasonable probability) from the
observation that Z , the number of non-empty buckets, is at least 7K8 . The intuitive argument is that as n becomes
a larger proportion of K , the number of empty buckets observed must drop. Lemma 17 shows this fact using the
following notation.
Let yi be an indicator variable that is 1 if bucket i is non-empty and is 0 otherwise. Let Y = ∑K−1i=0 yi denote the
number of non-empty buckets. Then,
r = Pr {yi = 1} = 1−
(
1− 1
K
)n
, and E [Y ] = Kr.
Further, using the arguments above,
|Prd {yi = 1} − r | ≤ 4r.
Lemma 17. Suppose  ≤ 18 , n ≥ K4 and K ≥ 5122 , then, Prd
{
Y ≤ K8
} ≤ 18 .
Proof. Since n ≥ K4 , r ≥ 1− (1− 1K )
K
4 ≥ 34 . Arguing similarly as in Lemma 13, we can show that
Vard [Y ] ≤ (1+ 4)Kr + 24K 2r2 + 2K−2.
Further, if n ≥ K4 , then, E [Y ] = Kr ≥ 3K4 . The lemma now follows by applying Chebychev’s inequality. 
Using the union bound to add the error probabilities in Lemmas 14, 16 and 17, we obtain that if X ≥ 12
2
and Z ≥ 7K8 ,
then, E [X ] ≥ 8
2
, X ∈ (1 ± )E [X ] and n ≤ K4 , with probability at least 1 − 0.1566 − 18 − 18 > 0.5934. We now
consider the second part of the proof obligation, namely, to show that there is a reasonable probability of finding a
level l such that X ≥ 12
2
and Z ≥ 7K8 , provided, F0 ≥ 722 .
Lemma 18. Suppose  ≤ 18 , K = 7202 , F0 ≥ 722 and l = dlog F036/2 e. Then, Z ≥ 7K8 and 122 ≤ X ≤ 812 is satisfied
with probability 78 .
Proof. The expected number of items that map to level l is Ed [n] = F02l which lies in the range of 362 and 722 . Arguing
as in Lemma 16, it follows that
Prd {|n − Ed [n]| ≥ n} < 124 .
Therefore, we have
36
2
(1− ) ≤ n ≤ 72
2
(1+ ), with prob.23
24
.
It follows that
Z ≥ K − 81
2
= 720
2
− 81
2
>
7K
8
.
Further,
E [X ] = Kq = n
(
1− 1
K
)n−1
≥ n
(
1− n
K
)
>
30
2
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and
X ≤ n ≤ 72(1+ )
2
= 81
2
.
Therefore, by Chebychev’s inequality, it follows that,
Prd
{
X ≤ 12
2
}
≤ Vard [X ]
(Ed [X ]− 122 )2
≤ 2Kq + 2
4K 2q2 + K−2
(Kq(1− 4)− 12
2
)2
≤ 1
16
.
Adding the error probabilities of 116 + 124 , we obtain the lemma. 
Proof (Of Lemma 10). If F0 ≥ 722 , then, by Lemma 18, there exists a level with probability at least 78 such that
12
2
≤ X ≤ 81
2
and Z ≥ 7K8 , and in this case, the algorithm returns a non-⊥ value as the estimate of F0. Recall that we
keep 96 · log 2
δ
independent copies of the basic data structure. By Chernoff bounds, the probability that the number of
copies that returns a non ⊥ value is less than 60 · log 2
δ
is at most δ8 .
Therefore, with probability at least 1− δ2 , we have at least 60 · log 2δ estimates for which a level with the required
properties is found. By previous arguments, for each such estimate, the probability that X ∈ (1 ± )E [X ] is at least
1 − 1128 = 1728 . By Lemma 12, in each of these cases, Fˆ0 ∈ (1 ± 2)F0. Therefore, by a standard application of
Chernoff’s bounds of returning the median of 60 log 2
δ
estimates Fˆ0, the error probability is reduced to δ2 . Adding the
error probabilities δ+δ2 = δ, we obtain the statement of the lemma. 
4. Conclusions
We present novel, time and space efficient algorithms for estimating F0 over data streams with insertion and
deletion operations.
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