ABSTRACT Large-scale data centers play a vital role in supporting the ever growing demand for computation and storage. These data centers often employ commodity hardware switches with shallow buffers arranged in a multi-rooted tree topology. Many-to-one traffic communication pattern is often observed in a data center whereby many servers simultaneously send requested data to an aggregation server. This may result in excessive congestion on the bottleneck switch, overwhelming the shallow switch buffer and resulting in large number of packet drops. Legacy transmission control protocol (TCP) treats a packet drop as an indication of severe congestion in the path and forces the sender to drastically reduce its sending rate. This leads to the phenomena of TCP incast resulting in severe throughput collapse deteriorating the performance of the data center. Many solutions have been proposed in literature that addresses the TCP incast issue by either tweaking TCP parameters or proposing a modified/custom version of TCP to be used in data centers. Recently, software-defined networking (SDN) has gained the attention of researchers due to the ease of centralized control and programmability of the network. The centralized nature of SDN presents an opportunity to address the TCP incast issue in data center networks in an efficient manner. This paper provides a snapshot of research efforts that leverage the capabilities of SDN to mitigate the effect of congestion in data centers. We provide a taxonomy of the existing solutions, discuss complementary concepts and highlight their relative strengths along with their shortcomings.
I. INTRODUCTION
Data centers play a vital role in the services offered by technology giants such as Amazon, Google, Facebook etc., by managing their huge computation and storage requirements. Most modern data centers are characterized by highbandwidth, low-latency and have shallow buffered commodity switches arranged in a multi-rooted tree topology [1] , [2] . Traffic flowing inside a data center can be classified in two types, based on the source and destination, namely NorthSouth (NS) and East-West (EW). NS consists of traffic that arrives from outside the data center (application query e.g.,) and leaves after required processing within the data center (response). On the other hand, EW traffic is intra-data center; which flows from one server to the other inside the data center to complete either computation or storage related task. Studies such as [2] and [3] revealed that almost 80% of the traffic that traverses a data center is EW. This implies two things, first that EW traffic requires more attention as compared with NS traffic because of its volume and velocity. Second, dealing with EW traffic is easier than the NS traffic as both ends of communication lies within the control of the data center operator. For example, the network operator can deploy custom/replacement protocols within the data center that can perform efficiently as compared with the standard protocols.
Traffic inside a data center is also a mix of flows with varying traffic characteristics and demands. Some of the flows are TCP having large size (from few MBs to even GBs) which may persist for a duration generally from a few seconds to hours. These are classified as Elephant flows that require high throughput and are non-latency-sensitive. Applications such as Hadoop, MapReduce [4] , VM migration and cloning generate elephant flows. Mice flows are short flows that are highly latency-sensitive, bursty in nature and are normally generated by gaming, voice and web traffic. The ratio of mice to elephants in a data center is 80% to 20% with elephant flows carrying 80% of the total bytes and mice flows carrying 20% of rest of the bytes in the data center [5] , [6] . Therefore, a large volume of traffic in data centers is floworiented or TCP-based. TCP is the workhorse of the TCP/IP protocol stack that performs congestion control for tuning the senders to adapt to the network conditions. It was originally designed for the wide area network, where network dynamics are entirely different than the data center environment. TCP struggles to perform in the high-bandwidth, low-latency environment offered by the data centers and requires changes to adapt to the dynamics of the data center traffic. TCP thus faces several issues when deployed as the transport protocol in data centers. These include TCP incast, TCP outcast and queueing delay etc. [7] , [8] .
TCP incast [9] is a kind of severe congestion that happens when multiple synchronized servers send data to the same receiver simultaneously, overwhelming the shallow buffer of the bottleneck switch. This problem is very common with storage traffic in data centers operating on partition/aggregate model [10] , where a single application transaction is partitioned resulting in concurrent requests to multiple servers. The response from multiple servers (see Figure 1 ) following many-to-one communication pattern results in large number of packet drops. This triggers the TCP congestion control mechanism through timeouts and results in severe throughput collapse [11] . TCP outcast [12] is another issue that is primarily caused by elephant and mice flows arriving through different input ports of a switch while sharing a common output port. The elephant flows saturate the output port queue and starves the mice flows to such an extent that it may lead to total port blackout for the mice's arriving port. Similarly in case of network congestion, elephant flows consume high throughput for a long period of time leaving mice flows with non-trivial queuing delays thus deteriorating the performance of the data center.
TCP's default congestion control mechanism does not require any feedback from the network, it is a window-based end-to-end mechanism where the congestion in the network is inferred by the sender based on the delays and losses. It maintains a dynamic sliding window named Congestion Window (Cwnd) which grows and shrinks as a function of the perceived network congestion. TCP also maintains another window, Receive/Advertised Window (Rwnd/Awnd) that is used for flow control between the sender and receiver. The receiver advertises this window to prevent the sender overflowing its current buffer space reserved for that TCP connection. The sender limits the amount of un-acknowledged packets in the network to the minimum of Cwnd and Rwnd.
To date, there are numerous research efforts that propose measures to mitigate the effects of congestion, especially TCP incast issue, in data center networks. Yang et al. [13] propose staggering of data requests by the aggregation server limiting the number of simultaneous requests. After a small duration, it requests the data from remaining servers to avoid concurrent replies. Vasudevan et al. in [14] proposed tuning specific TCP parameters such as TCP Retransmission Timeout (RTO) and disabling the TCP delayed ACK mechanism. The default value of TCP RTO is around 200-300 ms in various implementations that is reasonable enough for wide area networks but in severe mismatch with the intra-data center traffic latency that is in order of micro seconds.
Several variant for the TCP protocol have also been proposed to alleviate the issue of TCP incast. Data center TCP (DCTCP) [10] is a well-known technique that relies on the support for Explicit Congestion Notification (ECN) in the ethernet switches. Switches start marking data packets if the switch's buffer occupancy crosses a certain threshold. The receiver passes this congestion information back to the sender through the packet ACKs. Sender inspects all ACKs for the congestion information and acts according to proportion of encountered congestion. For instance, if 2 out of 10 received ACKs are marked, sender will decrease its congestion window by 20%. Similarly, a receiver based solution ICTCP is proposed in [15] that proactively adjusts the Rwnd to throttle the sender before actual packet loss. Kulkarni and Agrawal [16] proposed probabilistic retransmissions of highest un-acked packets to avoid the triggering of RTO. The receiver on reception of a new packet marked with probabilistic retransmission responds by sending duplicate ACKs to force smooth reduction in flow by the 3-duplicate ACKs fast recovery mechanism. For more details and other protocols addressing the TCP incast issue, readers are referred to a survey paper [17] .
Recently, Software Defined Networking (SDN) has gained attention as a suitable paradigm to handle the congestion issues in data centers because of its centralized control, dynamic flow based management and programmability. Open Networking Foundation (ONF) [18] , a non profit organization involved in development and standardization of SDN, has defined SDN as a network architecture that offers physical separation of network control plane from data (forwarding) plane, and where a control plane controls several devices [19] . A typical software defined network consists of three main components: the centralized SDN controller, SDN enabled switches, and hosts. The controller manages the control plane and is responsible to install flow rules in the data planes of the network devices. The controller can also probe for VOLUME 6, 2018 network statistics from all devices to oversee the state of the network. Broadly speaking, SDN architecture describes two main Application Programming Interfaces (APIs): i) the southbound API defines an interface between a SDN controller and switches ii) the northbound API defines the interface exposed by the controller to the network applications. OpenFlow [20] is perhaps the most readily recognized protocol associated with SDN. It is an example of southbound API that supports the SDN notion of flow-based programmability. All message exchanges between the controller and switches are performed using the OpenFlow protocol.
The introduction of SDN in data centers has opened up new vistas of opportunities enabling fine-grained traffic engineering inside the switching fabric for managing the congestion in an efficient manner. The logically centralized SDN controller has visibility of the complete network, the current traffic characteristics and the load on individual network elements. It is thus in a prime position to handle the traffic scheduling for balancing the load on the network. With the popularity of SDN deployment in the data centers, several research efforts have focused on providing granular traffic engineering employing SDN within data centers. In this paper, we present a comprehensive summary and review of the research efforts in this domain. To the best of our knowledge, this review paper is the first one that focuses on SDN based generic solutions for congestion control and specifically highlights the solutions addressing the TCP incast problem. We provide a taxonomy of the congestion control measures proposed by leveraging the SDN technology and discuss complementary concepts and highlight their relative strengths along with their shortcomings. We also highlight some of the future research directions in this domain.
This survey paper is organized as follows. Section II provides an overview of SDN based congestion control techniques. Section III accentuates some of the future research directions. We conclude the paper in section IV.
II. CONGESTION CONTROL TECHNIQUES USING SDN
We broadly classify the proposed congestion control measures in SDN enabled data centers in two categories: i) InNetwork Congestion Control encompass solutions that lends support from the network elements such as switches and the SDN controller to alleviate the effect of congestion in the data center. Solutions categorized here do not require any changes to be made to either the end-host TCP/IP stack or the standard hypervisor (for virtualized data centers). The obvious advantage of such a TCP-agnostic approach is that it can work with any OS and TCP variant that are deployed by the service provider or the tenant in their allocated Virtual Machines (VM). ii) Hybrid Congestion Control is the other category that involves the end-hosts/hypervisor as well as the network elements to detect and mitigate the effect of congestion in the data center. Involving end-hosts is beneficial as they have greater computational power and access to complete TCP/IP stack as compared with the network devices. For virtualized data centers, a hypervisor is an optimal location to identify, detect and handle flows associated with each VM before they saturate the underlay network fabric to degrade the network performance. Figure 2 illustrates the taxonomy classification of all research presented in this review paper.
A. IN-NETWORK CONGESTION CONTROL
We have further sub-divided this category in three subcategories based on the proposed modality of congestion avoidance mechanism.
1) PROVIDING LARGER SWITCH BUFFER
Commodity switches are normally equipped with a limited buffer size (in 100s of KBs). Although not specific to SDN, a naive solution is to increase the switch buffer size to accommodate larger number of packets. This prevents packet losses due to buffer overflow reducing the loss of throughput due to retransmissions. Phanishayee et al. [21] highlighted that increase in buffer size at switches delays the onset of TCP incast and can support simultaneous transmissions from more servers. A lossless software switch has been proposed in [22] that can provide extremely high buffering capabilities to support the high bandwidth data acquisition networks at European Organization for Nuclear Research, CERN. However, this switch has been designed specific to their network topology/requirements and cannot be employed for generic use in data centers.
Increase in buffering capacity at switches may lead to variable and increased round trip times thus affecting the TCP standard congestion control measures. Also, excessive multiple buffering delays along the path may even lead to TCP timeouts. The biggest impediment in deployment of switches with deep buffers is the magnitude increase in the associated cost.
2) FLOWS SCHEDULING/RE-ROUTING
Typical data center topologies such as the fat-tree furnish the network with many redundant links due to its many cross layered interconnections resulting in multi-paths between a source to destination pair. However, congestion can still happen, if the network design is based on over-subscription. Multiple flows through a bottleneck switch towards a common destination can be diverted through these multi-paths. Proposals discussed in this category differ in the way congestion is detected and whether the traffic type (Elephant and Mice) is considered while selecting a flow for scheduling/re-routing.
Equal-cost multi-path (ECMP) [23] is a popular technique that relies on hashing, calculated on packet header fields that identifies a flow, to uniformly distribute flows across available multi paths. However, ECMP is considered a static scheduling mechanism that neither considers the flow type nor the current network utilization. Moreover, hash collisions are possible resulting in scheduling of two elephants flow on the same out going link by the switch while there are other under-utilized paths still available.
In flow re-routing, the SDN controller collects the network statistics from the switches and upon detection of congestion, existing and future flows are re-scheduled to lessen the offered load on the congested switch [24] - [28] . In [24] , congestion in the data center is avoided by re-routing data packets when a particular switch buffer occupancy exceeds a certain threshold. In this case, controller gets statistics of ports and queues at regular intervals of time by polling OpenFlow messages. As the controller has the complete view of the network topology, it runs shortest path algorithm for all the flows in the network. Consequently, it can divert some flows to lightly loaded paths to reduce the buffer pressure at the bottleneck switch.
A similar proposal referred as A Congestion Avoidance Algorithm (ACAA) is presented in [25] where the SDN controller presage the congestion, by considering the present work load (current bitrate divided by maximum bitrate) on each switch port. If the calculated workload of any port exceeds the predefined threshold value of 70%, SDN controller will install alternative flow rules in the network without using that particular switch port to elude congestion. The implementation of this algorithm requires two threshold values, upper bound is used to signal congestion onset for installing new flow rules in the network and the lower bound (proposed as 50%) signals that congestion has diminished, revert to the previous flow rules. Kanagevlu and Aung [26] presented a local re-routing approach that takes into account the nature of the flow whether these are elephant or mice. In case of congestion, re-routing is applied to elephant flows only while the mice flows are allowed to continue. Moreover, the re-routing is performed locally at point of congestion (or one hop before) instead of re-diverting the flows through the available multi-paths starting from the sender. The per-table, per-flow and per-port statistics are collected by the SDN controller from all the connected OpenFlow switches to calculate the least loaded shortest path between any pair of end hosts. The controller also identifies and marks the elephant flow using the virtual LAN priority code bits (set as 001 for elephant and 000 for mice) if the flow size is at least 100KB. At any instant, if any one of the link load exceeds the congestion threshold value of 75%, the controller will re-route one or more elephant flows across the link to an alternate path by installing new flow rules.
Al-Fares et al. detailed Hedera [27] , a dynamic flow scheduling protocol for SDN based data centers. The authors leverage the existence of the fat-tree topology as the most common network topology in todays production data centers. There are mainly three steps involved. First, it gathers global information of flows from the edge switches in order to identify elephant flows. Second, using placement algorithm, it computes non-conflicting available paths, on which combined bandwidth requirement of all flows does not exceed maximum bandwidth of the link. Finally, it installs forwarding tables on the switches accordingly.
For a new flow, Hedera uses ECMP style forwarding based on flow information. Once a flow crosses the threshold (10% of host Network Interface Card (NIC) capacity), it is identified as an elephant flow and Hedera's dynamic scheduling takes over. This means small mice flows remains unaffected by its dynamic scheduling. Hedera uses two scheduling algorithms, namely Global First Fit (GFF) and Simulated Annealing (SA). In the former, path to the flow is assigned in a greedy manner; the first path which can accommodate the flow on all links is selected. On the other hand, SA assigns a single core switch for each destination host rather than a core switch for each flow. Consequently, all flows destined to a destination traverse that particular assigned core switch. SA is shown to perform better than GFF. Hedera offers improvements in flow scheduling even with large number of hosts. Also, it does not require any modification at end hosts. These benefits come at cost of modest communication overhead.
Another dynamic flow scheduling technique is presented in [28] . In this paper, a flow level load balancer mechanism operating at the SDN controller has been proposed. The Dynamic Load Balancer (DLB) collects the network statistics to determine the optimal path for a new flow by analyzing the available bandwidth on all alternate paths. It also determines the highest level of switch required for data transfer e.g., the end hosts within same rack need access to Top of Rack (ToR) switch, same pod require access to aggregation switch or different pods that require access to a core switch. The load balancer schedules the flow till the highest level of switch in the forward direction, the path from that switch to the destination is deterministic based on the fattree topology. This algorithm is beneficial for new flows only, as the switch interacts with load balancing controller if there exists no particular flow entry in its own table otherwise the switch forwards the packet according to the existing flow rule without knowing the present condition of the links.
The authors in [24] , [25] , and [28] have not distinguished between mice and elephant flows, increase in latency is detrimental for the mice flows. Also, the re-routing effort is not effective for short flows that may terminate soon after being re-scheduled. Moreover, the effectiveness of flow re-routing is limited by the switch location. If the congestion occurs at the destination ToR switch, there are no alternative links available. However, the re-routing schemes are TCP agnostic and does not require any modifications to the end-hosts.
3) MODIFYING TCP PARAMETERS IN THE NETWORK
Solutions discussed in this section rely on modifying TCP congestion control parameters to control the behaviour of TCP senders. The most common TCP parameter that can be tweaked in the network is the Rwnd/Awnd field in an acknowledgment packet. As TCP sender's rate is limited by the minimum of the current Cwnd and Rwnd, the sender can be throttled by sending a smaller Rwnd value that reflects the bottleneck link fair share along the path to the destination.
Scalable Congestion Control Protocol (SCCP) [29] is a scheme that exploits SDN to measure the fair share of all TCP flows traversing the output ports of SDN switches by extending the OpenFlow specifications. This fair share is communicated back to the TCP senders through manipulation of the TCP Awnd.
SCCP inspects every outgoing TCP packet on each SDN enabled switch to count the number of TCP flows traversing that switch. This is simple to perform; it accounts for all TCP SYN and FIN packets. The fair share of a flow on a link is calculated by dividing the Bandwidth Delay Product (BDP) of the link by the number of flows traversing the link. The BDP is the link capacity multiplied by a common RTT of all flows. After computation of the fair share, it compares the fair share with the Awnd in the TCP header for every flow. If the advertised value of Awnd exceeds the calculated fair share, it replaces value of Awnd with fair share value. Each switch performs this check for all ACKs and consequently, every TCP sender becomes aware of its share on the bottleneck link on receiving the ACK packet.
SCCP assumes a fixed value for the common RTT for all flows that is sufficiently larger than the commonly observed RTT in data centers resulting in over-estimation of the BDP. The authors argue that this can be easily absorbed by the shallow buffers. The authors also propose few changes to the latest OpenFlow specifications to add functionalities to increment/decrement the count for TCP flows and for changing the advertised window size in TCP header.
The proposed SCCP mechanism relies on the assumption that every established TCP flow should be allocated equal share of resources. TCP flows that are not terminated gracefully (i.e. without using TCP FIN), would waste vital resources until these are timed out. Moreover, another simplifying assumption is made about the ACKs following the same path as the data. SCCP does work with legacy SDN switches supporting OpenFlow version 1.5.0 [39] without any modifications to the hosts or their applications.
Software Defined TCP (SDTCP) [30] , [31] aims to prioritize mice flows by minimizing the share of background elephants flows during the onset of congestion. Similar to SCCP [29] , it controls the sending rate by changing advertised window ''Awnd'' in TCP header at switch. However, the state maintenance and actions taken at the SDN enabled switches are different as compared to the SCCP. The flow regulation decisions are made at the controller.
SDTCP consists of following four major steps illustrated in Figure 3; • Triggering congestion notification It calculates the level of congestion based on the length of the queue at switch. It maintains three different threshold levels on the length of the queue to designate Low, Modest and High congestion. Switch shares information about the congestion level with the controller in the form of CN-L, CN-M and CN-H messages for low, modest and high level congestion notification respectively. The controller takes further action according to proportion of congestion.
• Selecting a flow The SDN controller classifies the flows based on both traffic flow volume and lifetime of the flow to select elephant flows which are taking a large chunk of bandwidth and queues. SDTCP uses 1 MB of traffic volume and 1 sec of flow duration to classify a flow as elephant.
• Degrading rate of background elephant flows Controller calculates the fair share of all background flows traversing the bottleneck link similar to SCCP. It decreases the bandwidth share of selected background • Flow Matching and Regulation This part is again similar to SCCP, where the controller and OpenFlow is modified to identify TCP connection establishment and new messages are created to notify about the level of congestion and modify the Awnd values in the TCP header. If the Awnd in packet header is more than that assigned by the controller, new value is updated in the ACK towards the source. SDTCP does not require any modifications to the hosts but carries the overhead of OpenFlow control traffic between the switches and the controller. Additionally, it performs the flow classification at the SDN controller into elephant and mice based on traffic characteristics. It also assumes that all ACKs would follow the same switches visited by the data in the forward direction. The SDN controller can schedule the ACKs to ensure these traverse all switches visited by the corresponding data.
Another in-network solution that employs the receive window modification is RWNDQ given in [32] . The authors proposed to overwrite the Rwnd values (and the window scale option, if used) in the packet ACKs with bottleneck fair share value of the bandwidth for the flow. The Rwnd is modified if the calculated fair share is less than the current value of the Rwnd. The fair share is calculated by sampling the number of outgoing flows and the target queue occupancy on the forward data path.
B. HYBRID CONGESTION CONTROL
In this section, we discuss proposed techniques that require support from the network as well as the end-hosts/hypervisor for their functioning. We have classified protocols of this category in two further sub-categories; Host-based solutions and hypervisor-based solutions. Host-based solutions include techniques that enable the SDN controller to directly communicate with the host for enforcing rate-limitations. The hosts thus exhibit a modified TCP congestion control behaviour, enabling it to accept notifications from the controller. Hypervisor based solutions leverage the virtualization capabilities of the hypervisor to identify flows and rate control the individual VMs operating on the server.
Involving hosts/hypervisor in exercising congestion control is beneficial because these possess more computational powers. Additionally, hosts have access to complete TCP/IP stack, while the hypervisor has visibility in to VM based flow information that becomes obfuscated once within the network.
1) HOST-BASED SOLUTIONS
Omniscient TCP (OTCP) [33] uses SDN's centralized management capabilities to compute granular TCP congestion control parameters for dealing with TCP incast. These computed parameters are then distributed to all hosts for utilization. The authors suggest that suitable fine-grained TCP retransmission timers matching the network latency should be employed to trigger an early response to packet drops. Also, the initial and maximum congestion window used for that connection should depend on the BDP for that specific host pair. This would prevent the buffer overflow caused by the synchronized flows leading to TCP incast.
OTCP uses Openflow [39] Discovery Protocol (OFDP) with timestamps to discover topology and idle latency of the switching fabric. Once all latency values are available, the controller sets minimum Retransmission Time Out (RTO min ) equal to the RTT between hosts. The maximum bound on the retransmission timer is characterized by the RTO min plus the switches queue delay calculated by dividing the switch buffer size by the outgoing link rate. RTO max between two hosts H1 and H2 is calculated using the following Equation [33] ,
In this equation, T and Q depict link rate and buffer size respectively, s is any switch which belongs to the route R from host H 1 to H 2 . The BDP between two hosts is calculated by multiplying the RTT with the lowest link rate along the path between hosts. The maximum congestion window (Cwnd max ) is set equal to the BDP between the hosts. When the path is shared between multiple flows, the maximum congestion window of each flow Cwnd max should be divided by the number of active flows in the link. To distribute these fine-tuned congestion control parameters, the controller exposes a JSON/REST northbound API. The user runs a daemon to connect to this controller API.
The evaluation results show that OTCP can alleviate the TCP incast problem while reducing the flow completion times. However, this improvement comes at the cost of kernel level modification required at hosts and additional overhead of latency measurements at the switching fabric.
Ghobadi et al. [34] has presented a framework named OpenTCP that aim to tune the TCP based on the network dynamics. They have proposed to collect the network statistics through the switches using an application named Oracle running at the SDN controller. The Oracle then signals the OpenTCP agent, referred as congestion control agent (CCA), running on the end host if the congestion is detected based on the parameters set by the SDN network administrator. The administrator can define a set of preconditions that need to be satisfied before signalling change in the TCP behaviour. For a new connection, the CCA can adapt an altogether different TCP version that is more suited for the current network state. CCA can also alter the TCP parameters for existing connections to fine tune the performance of TCP.
The framework thus requires the installation of CCA (a kernel module) at end host with the capability to change the TCP stack. This TCP adaptation is triggered by statistics collection at the switches that is performed periodically after a set time period. This time period is required to be order of magnitude larger than the current estimated RTT. This makes the adaptation stable but slower to react for events such as TCP incast. It is also possible to use this framework in non-SDN environment, however, collection of topology and buffer occupancy statistics become a major overhead.
Another host based solution called Network Assisted Congestion Avoidance (NSCA) is presented in [35] . The authors suggested a rate control mechanism where the end hosts communicate with the network (through the controller) to exchange information about available and occupied data rates. The controller has complete global view of the network, it can assign shares of the available data rate to all flows traversing a specific link. The end hosts thus gets an upper bound for their sending rate that they follow to avoid congestion in the network.
The end host and the controller utilize a UDP based communication protocol to subscribe to periodic announcements regarding its allocated rate from the controller. The controller calculates all possible paths between the end hosts through which the flow can be routed satisfying the data rate requested by the sender host. The controller tries to maximize the network utilization and selects a path and an admissible data rate for that particular flow from the sender. It then informs the end host about the data rate and sets up the path in network switches using OpenFlow flow rules. As the communication is UDP based, the end host falls back to traditional congestion avoidance if it does not receive a reply from the controller.
eSDN framework is proposed in [36] that introduces the concept of light-weight end-host controllers to supplement the centralized SDN controller. These end-host controllers periodically query the switches to gain information about the state of congestion and are slave to the master controller. These are only allowed to get statistics and cannot modify the flow table entries at the switches. Employing secondary controllers with limited functionality reduces the load on the main centralized controller as it is no longer responsible for congestion detection and notification. On the other hand, the periodic querying of switches by multiple end-host controllers will introduce un-necessary high network overhead.
2) HYPERVISOR-BASED SOLUTIONS
Abdelmoniem and Bensaou [37] proposed a SDN generic congestion control framework (SDN-GCC) with a aim to achieve high utilization of the available capacity in a virtualized SDN enabled data center. This framework is agnostic to the presence of many different TCP flavours operational in the OS used by the tenant VMs. The core design of SDN-GCC relies on the congestion control decisions to be made by the SDN controller while the enforcement of such decisions is carried out by the end-host hypervisors. The proposal thus requires a shim layer in the end-host hypervisor to exercise per VM rate control in response to the congestion signals from the SDN controller.
The SDN controller periodically uses the OpenFlow messages to collect the information regarding the amount of congestion experienced at the output queues of each switch. The SDN-GCC application communicates with the SDN controller through the north bound API and maintains the state of the whole network. Once congestion is detected, this SDN-GCC application communicates with the shim layer of the hypervisor of the sender VMs causing the congestion to apply corrective rate limitation. The shim layer applies the rate limitation in proportion to the notified congestion. When congestion messages becomes less frequent or after a predetermined timeout, it again starts to gradually increase the source VMs rate conservatively.
The proposed shim layer at the hypervisor does bandwidth allocation for all VMs originating from the end-host based on the capacity of the physical NIC. This allocation is re-visited when the SDN controller signals the onset of congestion at any switch. SDN-GCC does not require any change in the host TCP stack.
SDN based Incast Congestion Control through Queue based monitoring (SICCQ) [38] enables the SDN controller to actively monitor the queues of switches to predict the onset of incast. Controller counts the number of TCP SYN and FIN packets received at a switch within a certain time interval and if the queue length increases a certain pre-defined threshold, it signals that incast is imminent. The controller now sends a incast ON message to the sending end-hosts to throttle their sending rates to 1 MSS. This message is intercepted at the hypervisors serving the virtual machine (VM), that starts the receive window re-marking of all ACKs destined for that VM. This way the senders are forced to send at a low rate to enable the effected queue to drain. Once the incast event subsides due to queue length going below 20% of the buffer capacity, the controller send the incast OFF message to restore the sending rate to pre-incast values. The hypervisor re-writes the receive window field for TCP ACK packets if the incast ON message has been received and stops marking on the receipt of incast OFF message or on expiry of typical time for completion of the mice flows.
As compared with other SDN based proposals, SICCQ employs the hypervisor for re-writing of the receive window on TCP ACK packets and creates a communication channel between the controller and the hypervisor. It does not require any change in the hosts TCP stack or the SDN switching hardware. It does extend the OpenFlow specifications to enable identification of specific TCP flags such as SYN, FIN etc. SICCQ applies the throttling to all flows (both elephant and mice) traversing the bottleneck switch and thus does not harm elephant flows throughput too harshly as compared with SDTCP.
III. DISCUSSION AND FUTURE RESEARCH DIRECTIONS
We have discussed various research efforts in the previous section that aim to minimize the impact of congestion in SDN enabled data center networks. Table 1 lists research works reviewed in this paper highlighting how and where congestion is detected, which network element is involved in reaction against the congestion, what changes are required and finally how the performance has been evaluated. We also summarize the features, advantages and disadvantages of proposed solutions that specifically target the TCP incast problem in Table 2 .
Most of the discussed solutions are TCP-Aware i.e., they control the behaviour of the TCP congestion control mechanism by modifying TCP congestion control parameters. On the other hand, IEEE Data Center Bridging (DCB) Task Group is working on standardizing congestion control measures at link layer (L2). The QCN (Quantized Congestion VOLUME 6, 2018 Notification) algorithm [40] has been proposed based on two of the DCB projects namely the IEEE 802.11Qau Congestion Notification (CN) and the IEEE 802.11Qbb Priority-based Flow Control (PFC). The former project is concerned with the specification of a L2 congestion control mechanism, in which a congested switch can control the rates of Layer 2 sources whose packets are passing through the switch. PFC enables link level pausing of flows by using the PAUSE message. QCN congestion control does not differentiate between different types of flows and is open loop because of lack of ACKs at L2. It is worthwhile to further explore the interoperability of L2 and TCP based congestion control mechanisms in the data center environment.
SDN is an attractive proposition to handle congestion related issues in data centers as it provides global visibility and control over the flows in a network. However, it is pertinent to mention here that this functionality comes with additional overheads. These include overhead due to bidirectional switch-controller communications for statistics gathering and flow installations resulting in increased network load and flow setup latency. Moreover, SDN switches need to maintain hundreds of thousands of flow table entries at each switch. Commodity switches used in data centers are not built with capabilities to support such large flow tables. Research efforts such as Devoflow [41] , Predictor [42] etc., have identified these overheads and proposed modifications in the standard OpenFlow mechanism to alleviate these associated costs. In DevoFlow, control of most flows is devolved back to the switches, while the controller only tracks the elephant flows. Also, wild-carded rules are installed on the switches to reduce the amount of flow entries at the switches. Similarly, application layer flow identification and scheduling is proposed in Predictor that requires fine-grained time synchronization between the network elements. Both these works aim to reduce the amount of network traffic and latency by tracking only a subset of flow resulting in reduction of flow table sizes at the switches. However, this results in loss of granularity in flow management. Further research is required in this direction to enable efficient operability of the OpenFlow control plane.
Advancements in the technologies have made Machine Learning (ML) techniques widely adopted in various fields. However, limited literature exists that discuss the adoption of ML techniques to solve network issues inside the data center such as TCP incast etc. The ML techniques learn from historical datasets to predict the occurrence of an event. Similarly, ML techniques can be used inside the data center to predict congestion and efficiently schedule the elephant and mice flow to minimize the impact of congestion. Moreover, ML techniques can also be used in collaboration with SDN, this will help controller to detect congestion and modify policies efficiently. Mestres et al. [43] described Knowledge-Defined Networking paradigm resulting from combining SDN, network analytics and machine learning. The adoption of ML techniques with SDN in data centers is an interesting area that requires further exploration.
IV. CONCLUSION
This paper provides a comprehensive review of congestion control schemes in SDN based data centers. SDN provides a centralized platform that has flow-level global visibility of all network traffic and this ability can be employed to exercise precise traffic engineering in the data center. This study highlights that congestion control schemes that differentiate between elephant and mice flows, and does not require any change in the TCP/IP stack at the hosts are better suited for the data center environment. We have provided a taxonomy of existing solutions while discussing their relative strengths and weaknesses, and identified some future research directions in this domain. 
