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The Equations to be Considered 
This paper is concerned with the application of certain convergence 
theorems (for probability measures on spaces of continuous functions) to a 
problem in the convergence of finite difference approximations to partial 
differential equations. 
Let G be a bounded open set in Rr (Euclidean r-space) with a continuous 
boundary 8 G, and let k(a) and v(e) b e nonnegative continuous functions on 
Rr (and, occasionally, when the argument t appears, on Rr+l). Consider the 
possibly degenerate elliptic or parabolic equations of either of the forms 
(l)-(3)* 
mqx) = -h(x), L’(aG) = q@G) (1) 
Jw(x) - /w(x) = -h(x), V(/‘(aG) = q@G) (2) 
v&c, t) + uqx, t) = 4(x, t), V(x, T) = q-G, T> 
V(‘(aG, t) = q+G, t), t < T. (3) 
Note that “time” flows backward in (3); a simple transformation converts 
it into the more standard problem. One of the main results of the paper 
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concerns the convergence of finite difference approximations to (l)-(3), as the 
difference intervals go to zero. 
Probabilistic Interpretation 
(l)-(3) can be given a probabilistic but physical interpretation. In fact, 
this “physical” probabilistic interpretation will be used very heavily in the 
interpretation of the finite difference equations, in the motivation of the 
development, and in the convergence proofs. Let st be a vector of independent 
Wiener processes (thus Ez,z, = It), and let x1 be the solution to the Ito 
stochastic differential equation (Doob [I], Chapter 6) 
dx, =f(xt) dt + +t) dz, , (4) 
where f( *) and u( .) are bounded by a real number K and satisfy a uniform 
Lipschitz condition; e.g., 
If(Y)-f(X)l6KIY--xl* 
xt can be defined to be continuous w.p.1. and satisfy the properties1 
(“oob PI) 
Egg% I xs - xo I2 = O(t), EC% - x0 I x0> = f(xo) h + o(h) 
cov(x, - x0 ) x0) = u(xo) o’(x,) h + o(h). 
Define the matrix a(x) by 24x) = u(x) u’(x) = (u&x)} and let 7 be the 
random time at which the diffusion xt first reaches the boundary aG, for 
x0 = x E G, and suppose that Eg- < co. Then, with E, denoting the expecta- 
tion given the initial condition x0 = x, under certain conditions (l)-(3) have 
the unique solutions (la)-(3a), resp. (Dynkin [2], Chapter 13). 
Vx) = E, j; 44 ds + J%W 
V(x) = E, 1’ e-W(x,) ds + EzecBTp(x7) 
where we define t n s = min(t, s), and in (3a), E,,, implies that xt = x. 
Since we allow {+(x)} to be degenerate, by letting t be the r + I-st 
l O(t) is of the order of t and o(h)/h + 0 as h -+ 0. 
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coordinate of X, (3) becomes a special case of (1). Then the cylinder 
G x [0, T] = G re pl aces G in (1) and T n 7, the finite escape time fromG 
replaces T in (1). Thus, we will not treat (3) separately. 
The conditions under which (l)-(3) are known to have solutions which 
are smooth enough to satisfy (l)-(3) (strong solutions) are quite restricted; 
in particular, full ellipticity of 9 is generally required. Yet, in rather typical 
situations, this condition is violated. This occurs almost all the time in sto- 
chastic control theory, where, in fact, one uses (l)-(3) to represent the cost 
functions (la)-(3a), and hopes to solve (l)-(3) in order to obtain (la)-(3a). 
For a particular case, consider the formal differential equation 
y(‘) + c,&-l) + ... + coy = ut (5) 
where 5 is “white Gaussian noise”. Putting (5) into the form (4) yields 
= dx z 
001.. 0 
ooo** 1 
--co ... - G-1 1 dz 
and aii = 0, unless i = j = r. 
Of course (l)-(3) may be derived from other than stochastic considera- 
tions. Yet, still, unless we know that there is a solution to (l)-(3) with suitably 
smooth derivatives, and have an appropriate discrete maximum principle 
available, the usual methods (see, e.g., [3]) for proving convergence of the 
finite difference approximations, as the difference interval converges, do not 
apply. Nevertheless, for each difference interval, the finite difference equa- 
tions approximating (l)-(3) may still have unique solutions, and it is meaning- 
ful to ask whether the solutions converge to (la)-(3a), as the interval decreases 
to zero. 
This problem will be treated by a probabilistic method. We also note that 
even if 9’ is the Laplacian, classical proofs of convergence cannot be used if G 
has corners, since then the second derivatives may not be uniformly continu- 
ous in G. 
Section 2 describes the finite difference equations to be used, and gives a 
useful probabilistic interpretation of them. The method of proof is described, 
and main theorems stated in Section 3. 
The theorems use some general conditions which are quite common in 
applications. This is illustrated in the typical (degenerate elliptic) example of 
Section 4. Proofs of the theorems appear in the appendix. The treatment of 
the discounted problem (2~(2 a is similar to that of (1)-(la) and will not be ) 
given. 
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2. FINITE DIFFERENCE EQUATIONS AND MARKOV CHAINS 
Terminology 
For Eq. (1) let the difference interval be h (in any coordinate direction2) 
and let ei be the unit vector in the i-th coordinate direction. Suppose that G 
is strictly contained in a hypercube H with sides [- A, A]. Define the set of 
nodes R,’ in R’ by R,? = {(n,h,..., n,h), n, ranging over 0, & 1, f 2 ,... }. 
Define G, = G n Rhr. 
In order to expose the method, and not get involved with the rather long 
finite difference equations arising when mixed second derivatives occur, we 
let aij = 0 for i # j. There is no trouble in extending the method to the more 
general case. 
Form of the Finite Daxerence Equations 
The following finite difference approximations will be used. 
1 
Q- 
I 
V(x + eih) - V(x) 
I h V(x) - V(x - eih) ’ 
(64 
where the upper term of (6a) is used if fi(x) >, 0, and the lower otherwise. 
(This usage will be carried throughout, upper entries in { > always used if 
fi > 0, etc.) 
(6b) 
The reason for the choice (6a) will appear shortly. 
If V,(X) denotes the solution to the finite difference equations, then using 
(6) for x E G, , (1) yields 
7h(~ + eJa) - W&4 + vh(x - e&)1 
fi 
+ T 7F 1 V,(x) - Vh(x - e&j 
vh(x + 4) - V,(s)! + k(X) 
or, by collecting terms 
vh(x) = c Vh(x + e&J 
i Qhtx) I 
+ c VI& - %h) aii 
i f&(X) hlfil +aii (lb) I 
a This is for convenience in development. The difference interval can certainly 
depend on the direction. In fact, for the parabolic problem (3), the difference intervals 
must depend on the direction. 
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where 
Define V,(x) = dx) for x E Rh+ - Gh . Rewrite (lb) as (with the obvious 
identification of terms) 
V,(x) = c Vh(X + e&)p,(x, x + e,h) 
z 
w = P(X)! for XER~~-G~. 
Now the reason for the choice (6a) will become clear. Note that since the 
p&(x, y) > 0 and sum to at most unity, and can be defined for all x, y E Rh+, 
they can be considered to be transition probabilities for a Markov chain on 
the grid Rh7. This is the setup used in (Kushner, Kleinman [4]), where 
problems concerning the computation of solutions of nonlinear versions of 
(1 c) were considered. 
Denote the sequence of random variables of this Markov chain by (tkh). 
Thus I’([;+, = tkh + he,) = p,(x, x + e&), etc. Define 
Nh = inf(k : tkh $ Gh}. 
Now we proceed to investigate the behavior as h -+ 0. Supposes 
E,N, < Kh < co. The solution to (lc) can be written as [4] 
3. THE METHOD 
The probabilistic interpretation (la) of (l), and the probabilistic inter- 
pretation (Id) of the finite difference system (lc), as well as the similarity 
of the form (Id) to a Reimann sum approximation to (la), suggest that one 
could treat the convergence problem as a problem in the convergence (in a 
suitable sense) of the measures associated with {fkh} to that of {xt}. In fact 
this procedure is quite fruitful, and much of the sequel is devoted to setting 
3 This is not restrictive in applications (see [4]). In fact the condition is implied by 
condition (11) of Theorem 3 which is also natural in applications (see Example). 
409/32/I-6 
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the problem up so as to use the following theorem of Gikhman and 
Skorokhod [5], Chapter 9. (Actually, Theorem A is a composite of several 
theorems of [5], Chapter 9, Sections 1, 2.1 
THEOREM A. Let CIO, T] = Q be the set of Rr valued continuous functions 
on the interval [0, T]. Let y”(t), y(t), t E [0, T] be continuous processes with 
paths in the (topological) space Sz. Let p,, and p be the measures induced on Q by 
the processes y”(s) and y(a), resp. Let (for 0 < t’ < t” < T) 
-;- 
l&l 11; P&.( sup I y”(t’) - y”(t”)l t 6 > o> = 0 (*I + I c-t” I<6 
for any E > 0. Let the finite dimensional distributions of {y”(t)} converge to those 
of y(t). Let F( *) be a bounded and continuous (w.p.1.) functional on the topological 
space 9. Then 
In the Appendix and section on convergence, Theorem A is exploited and 
extended to yield a solution (Theorem 3) to our problem. The example 
illustrates that the conditions of Theorem 3 are quite natural for a very 
large class of problems. 
In order to exploit Theorem A, the process {fkh} must be related to a 
suitable continuous time process {th(t)}. 
By a comparison of (Id) and (la), we note that the “discrete time” cost rate 
is ph(x) times the continuous time cost. In an intuitive sense, one step of the 
discrete process trh should take ph( Ekh) units of real time. Thus the following 
definition is natural. Define the time sequence {tkh} by4 (sometimes arguments 
of functions are deleted for simplicity) 
At,” E Ath(&/) = Ph(&h) 
t, = t,h = 0 , t,h = C Atsh. 
O<stk 
Define a process fh(t) by 
fh(hh) = Ehh 
at the times {tkh}, and for tkh < t < t&1 , by the linear interpolation 
P(t) = R+1 Aq&h) ct - ?th) + &h @$-:;“’ . 
4 We use p&$*), &* and At*(Q) interchangeably. Also, sometimes the arguments 
offi and aij are omitted. 
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Thus the continuous process ch(t) is piecewise linear and changes slope at the 
random break points (trc} only. 
The use of t*(t) is a natural way of relating {Ekh} and xt . This can be seen 
from the last part of the following remark and from the calculations (8), which 
indicate that the drift and diffusion coefficients of ffi(t) converge to those of the 
xt process as t-+0. 
Remark. To illustrate the random time scaling, consider the scalar 
example where 
dx = - x dt + cr dz 
and 
; V,, - XV, + k(x) = 0, V(A) = V(- A) = 0. 
For x = n/z, n > 0, the discrete equations reduce to 
v,(x) = v,(x - h) [“;;2:x;h1 + vhtx + @ & + k(x) -!f- 
u2 + xh 
= V,(x - h)&, x - h) + v,(x + h)P&, x + h) + ,4x) 44. 
A simple discrete time (continuous state space) approximation to xt is 
given by 
and E[Xn - XJ2 -+ 0 as n + co, if nd remains fixed at t. However, while 
the time step, d, is constant, the one step jumps are unbounded: as X,, 
increases the average step size increases, etc. If we are to bound the step 
size at each n (as we do with the process {&;lh} approximating X,), we must 
restrict the time A at each n in some way which depends on the only known 
variable Xn . 
This is clearly seen in the degenerate case u = 0. Then if x # 0, 
/+&(x) = Jf- = 
1 x 1 1 velohcity 1 ’ 
which is exactly the time which it takes a particle to move the standard 
distance h, if the velocity were fixed at x during the time of movement. 
Equations (2) and (3) can be treated similarly to (1). For example, applying 
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(6) to (2), collecting terms, and dividing by the coefficient of V(x) yields, for 
XEG, 
vh(x) = c vh(x + 4) h Ifi I + aii 
i QedX) I aii I 
+ ‘cx) Q;;(x) (2b) 
(2b) can be rewritten as 
(2c) 
+ C vh(X -%h)P h x9 x - eih) + PhtX) k(x)l , ( 
2 
with boundary values defined as 
w4 = dxh XER~~--G hl 
where 
?+h(X) = (1 - 6) = t1 - fldx) + o@3))* 
The solution to (2~) is the discounted cost 
The convergence of (2d) to (2a) can be discussed along the same lines as for 
Eq. (l), but will not be developed here. 
A Canonical Form for (fkh}. 
Write the j-th component of fkh as & . With Ekh = 6, the transition 
probabilities p(x, x f e&z) given by (1 b) yield 
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The average change in &t) in time &h(t) is merely the mean drift of the 
diffusion (4) times the time interval ~~(5) = M(.$), a further check of the 
naturalness of our time scaling. 
Since the process fkh moves in only one direction at a time, [tE+l,i - [i,i] 
can be nonzero for only one i. Thus the off diagonal elements of the first 
matrix on the right of the next equation 
COV[S~,l _ 6 , &t; = (41 = ‘fm+1 
- 5‘) cf,, - 5)’ I s,” = 51 
AthO 
mi+1 - 5) I 9,” = 41 Jw&+, - 0 I 51ch = 51 - 
At”(t) 
= zh,(t> = i2h.if(8) = uh(‘t) a,l(‘!) 
are zero. Thus 
zh.,(t) = - Ath(l)fi(l)fi(t) = O(h2) for i#j W 
while, for i = j (and using 2aig = ui2) 
zh,ij = 2&i f [A I.fi 1 - Ath(5)h21 
= u$ + O(h). 
If siaii = 0, then O(P) on the right of (8b) is replaced by O(h). 
As a further check on the scaling of t(t), observe the connection between 
the “infinitesimal” properties of the {Sk&} and {x~} processes: 
lim E(5~+l - ~~ 1 5kh = x, = lim E3c(x8 - ‘) 
h*O AC(x) 8-10 6 
lim ‘Ov(S$l - 5P I ~rh = ‘) = lirn ‘Ov(‘S - ‘) 
h-0 At”(x) 8-O 6 * 
Next, we may write ,$2+,, as (recall Atkh = ~(6~~)) 
where 
8; = Et;+1 - 5kh -f(fkh) A&c% E/3, =O. 
Let j < K. Then Ep,“‘pj” I &, &+i , &] =0 implies that (pjh} is an orthogonal 
sequence. We next give a convenient representation for the “driving term” &h, 
under the condition (C3). 
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Then Z<k is uniformly bounded for small h. Define the Y,, vector 
Gch = %Y2(&h)pkh, where pkh are the last r,, components of j&“. Then, 
denoting the first r - r0 components by fikh, 
Let {&“} denote any sequence of orthogonal r - r,-vectors each with 
orthogonal components and satisfying 
and {Okh} orthogonal to {6&h). Then cov wleh = IAtkh and the {ukh} is an 
orthogonal sequence. 
Convergence Theorems 
Let measures clh and p (on the topological space 52 = CIO, T]) correspond 
to processes fh(t) and xt , resp. t E [0, T]. The conditions (Cl)-(C4) used 
in the sequel are quite natural for a large class of problems, and are illustrated 
in the example. 
THEOREM 1. Assume 
(Cl) h(S) and %(c-) are uniformly bounded and satisfy a uniform Lipschitz 
condition. (Recall a = ou’.) 
(C2) Let 6, equal h or h2. For real positive Ki let 
((3) Let a(f), have the form 
where Zil(.$ has uniformly bounded terms, and q,(.$) is an rO x r,, matrix. 
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Then the finite dimensional distribution of the process Sh(t) converge to those 
of6 the process xt and, for 0 < t’ < t” < T, and E > 0. 
Remark. (C2) means the following. Either we allow Ci aii(Q > E,, > 0 
for some real l a , in which case S, = h2, or we allow Ci aii(t) = 0 and 
xi 1 fi 1 > E,, > 0, in which case ah = h. Thus 2 cases are considered-one 
case in which there is always some diffusion somewhere, and one case in 
which there is no diffusion-but where the velocity of xt is never 0. In the 
intermediate case the ratio 
may be infinite, invalidating our proofs. The first case is one of great impor- 
tance. 
For future reference, we note that (Cl)-(C2) and (8b-c) imply6 (for some 
real K) 
TK&Sk 
(C4) c I ~~(~leh) - +f~h)12 Sh < KTh 
k=O 
and 
Trr,lBh 
(~5) C I S;+,.i - t,“,, 12+* G KThs 
k=O 
for any 6 > 0 and i = l,..., r. 
COROLLARY 1. Assume (Cl)-(C3). LetF(*) be a bounded contimmfunction 
on C[O, T] w.p.1. (relative to ~1). Then7 (with too” = x = x0) 
5 By such convergence, we always mean convergence at the points of continuity 
of the relevant distributions for the process x( . 
6 For a vector x, 1 x Ia 5 x:I xia. For a matrix O, 1 o Ix = xi a<( , where {a,,} = a = 
0’0. Recall that o&)q,‘(~) = G(t). 
’ E, is the expectation given x0 = X. 
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Theorem 2 uses condition (C6): There is an h, > 0 so that for h < h, , G 
satisfies: Let G = (a, b) be a line connecting two adjacent (along coordinate 
directions) points (Q, b) of the grid R, r. If a and b are both in G, then so is 
the line L connecting them. 
(C6) can be weakened in many ways-but there seems little point in 
complicating the condition here. It is certainly satisfied (for any ha) for con- 
vex G. (C6) is used to assure that the first passage times from G, of both 
fh(t) and tkh are approximately the same time. I.e., if Eh(t) leaves the G 
between the n-th and n + I-st steps of tgh, then Nh = n. It is used to avoid 
the possibility illustrated by Fig. 3 (for all small h), where if the discrete 
process fkh jumps from a to b at time n, it has not actually left G, but the 
interpolated process t”(t) leaves right after time n. Let NhT = max{n: tnh < T) 
and Mh = min(N, , NhT). 
THEOREM 2. Assume (Cl)-(C3) and (C6). Let k(e) and v(.) be unzformZy 
continuous and bounded on some open set containing G = G + aG. Let r 
denote the first (random) time that the process xt leaves G (r = infit : xt $ G}), 
and suppose that T n 7 E min(T, T) is continuoz& w.p.1. (The w.p.1. stute- 
mmt is relative to PC) on CIO, T]. Denote Q = inf{t : fh(t) $ G}. Then 
E, j;‘k(x,) ds = ;z E, /:n’r k(Eh(s)) ds 
Wa) 
hf.,-, 
= +i E, c k(5sh) b’h(t6h) 
.S=O 
THEOREM 3. Assume the conditions of Theorem 2, and let, for some to < co, 
P,(lkh leuves Gh at least onxe by time to/I@,} > MO > 0 (11) 
where MO is independent of x E Gh and h > 0, for small h. Then the v,(x) 
given b (Id) converge to(la) ash -+ 0, uniformly in x in G; i.e., the solutions of 
thejnite difference equations (1 b, c) converge to the weak solution (la) of Eq. (I), 
ash-O. 
8 T n 7 is a function of the path x(.). 
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yt I 
I 
TW T(W) 
t- 
T 
FIGURE 1 
The arguments of the example yield Theorem 4, which generalizes Theo- 
rem 3 and does not contain (11) explicitly. 
4. EXAMPLE 
The conditions imposed in Theorems l-3 are rather natural for a large 
class of problems, and in order to illustrate this, their validity will be checked 
for a 2-dimensional problem. It should be clear that the example is typical 
of a large class. Although the basic problem arose in numerical analysis, the 
approach taken here, as well as the conditions, are probabilistic. Hence, the 
checking of the conditions involves probabilistic calculations on the under- 
lying processes. Let 
dx, = f&2> dt 2a = [; 02] = uu’ 
dx, = fi(x) dt + v  dx 
(12) 
where v  is a constant and the fi satisfy (Cl). Let fi(x2) = x2 in G. We seek 
to solve 
UP’(x) + k(x) = 0 in G 
V(x) = y(x) on aG 
(13) 
where k(.) and y(.) are continuous and bounded, 
y=; aa T +fi(x) & +f2w & 9 
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and G is the box 
Thus (C6) holds for all h, > 0. 
Note that Y is degenerate and G has corners; hence, classical theory cannot 
be used to solve the convergence problem for (13) as h -+ 0. 
Using (6) gives 
vh(x) = vh(x + e&4 h I fi I + vh(x - 0) 
I I 
0 
QiM 0 Q&4 I I hlfi I 
+V,(x+e2N v2/2+hIf2i{ 
!&ix) I v2/2 \ 
+ vh(x - e24 
1 
vy2 
Qh(X> v2/2 + h Ifi I 1 
+ 44 h2 
f&(X) 
for x on Gh , the grid in G; on the grid R,’ - G,, outside of G, defme 
vh(x) = dx) for XER~~-G~. 
We need only show that T n 7 is continuous w.p.1. (relative to p) on 
CIO, T], and that (11) holds. First, we prove the continuity condition. Let w 
be a generic point of CIO, T] = Sz. Thus we may write xt, the value of the 
process at time t, more explicitly as zct(w). 
In fact, T n 7 is not continuous everywhere on Q. To see why, let JJ~ be a 
scalar process and define T(W) = inf{t :Y~(w) > A}. Consider the path yt(w) 
of Fig. 1. For any continuous sequence {g,( .)} for which yt(w) >/ g,(t) t yt(w) 
uniformly on [0, T], we have 
inf{t : g,(t) 3 A) n T = T. 
Thus (T n T) (w) is not continuous at the w corresponding to the path yt(w) 
of Fig. 2. However, it is continuous at w’. 
Returning to the problem (12), (13) refer to Fig. 2. It is clear that if tan- 
gencies at the boundary occur only w.p. zero, then, by virtue of the continuity 
of x~(w) w.p.l., (T n r) (w) will be continuous w.p.1. This will now be shown 
to be the case. 
We observe that 
(4 for X2t > 0, Xlt must increase (as time increases) since dx, = x2 dt 
in G. Hence, w.p.l., points on the boundary section L, (Fig. 2) are not 
accessible. Similarly for L, . 
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FIGURE 2 
I I l-74! N-P-T-I 111 
FIGURE 3 
(b) Also, since xSt > 0 on L, , the path cannot be tangent on L, , and 
similarly for L, . 
(c) Owing to the dominant effects of the diffusion on movement in the 
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vertical direction, the points on L, and L, are regular in the sense of 
Dynkin [2]; i.e. 
t+i P&, E aG, x,+r E G for all 6 3 E > O> = 0 (14) 
(d) P& = T) = 0 
(4 P& = a or cd = 0. 
In fact, (a)-(e) imply the existence of c~(w) > 0 w.p.1. so that, for T(W) < T, 
T(W) + Q(W) < T w.p.1. (relative to {W : T(W) < 2’)) and 
distance(x,(,)+,2(,) , G) 3 4~). 
(f) Since xt is continuous, w.p.l., there are es(~) > 0, w.p.l., Q(W) > 0 
w.p.1. so that 
distance(x,-+,) , exterior of G) 3 Q(W), 
for all t < T(W) if T(W) < T. 
Now, denote by N,, the sum of the exceptional null sets in (a)-(f). Let 
w ED - N,, and T(W) < T. Let (gn(t)} in CIO, T] satisfy (as n + 00) 
Let E > 0 be arbitrary. Then by (a)-(f), for large 71, the first timegn(t) leaves G 
must be within E of T(W). This proves the continuity w.p.1. of 
T(W) A T = (T n T) (w), 
Only (11) remains to be proved. Let N = t,,/Klh2, for any t, > 0, and 
define 
M+(f) = number of positive steps of &,a , k<N 
M-(t) = number of negative steps of 5t.s , k < N. 
A sufficient condition for (11) is 
For some real K, we have the bounds, 
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Let (1~~~) be a Markov process on (0, f 1, & 2,...} with transition probability 
P{uh,+, = UIC” + 1) = + - Kh = 1 - P{z&!+, = Ukh - 1). 
Define AZ+(u) analogously to A&([). Then 
qh@) 3 qh.&) = p M+(u) - M-(u) 2 $+I * 
I 
The mean value of &+r - ukh is - 2Kh, and its variance is 1 - (~Hz)~. NOW 
ph (x) = p -1M,w - Ju4 - NC- w > 
I 
2Alh + 2Nkh 
.u 
v’N ~‘1 - (2Kh)2 ’ d/N 1/l - (2Kh)2 
The left term in brackets converges in distribution to the normal zero 
mean and unity variance random variable, and the right hand term in the 
brackets is strictly less than some Ka < co for small h. Thus, for all small h 
exp - + y2 dy, 
which proves (11). 
The crucial step in the proof of (1 l), the bounding of the drift in one 
direction, can easily be generalized. In fact, (11) holds if 
0 0 a= 0 ,?I0 [ 1 
where Z,’ has uniformly bounded terms in G. 
In fact, the example can be generalized to yield (The proof is a combination 
of the arguments of the example and of Theorem 3 and is omitted.) 
THEOREM 4. Assume (Cl)-(C3) and (C6). Let aG = B, + B, , where 
points on B, are regular for the process xt in the sense (14) of Dynkin [2], and on 
B, are inaccessable w.p.1. for the process xt . If k( *) and q~( *) are continuous on a 
neighborhood containing c, then V,(x) + V(x). 
APPENDIX 
The proof of Theorem 1 will be developed via a series of lemmas. The 
symbols K or Ki are used for any constant; values may change from usage to 
usage. 
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LEMMA 1. Assume (C 1 )-( C3). Define the process {TV”} with initial condition 
710h = & = 5,” and 
7;+1 = 7kh +f(7kh) Atkh i 47kh) Wkh 
where Atkh = Ath(fkh). Let N = T/K&, 
sup E 1 7kh - fKh Ia --f 0 
N>k>O 
(Al) 
as h -+ 0. Define Th(t) as the linear interpolation of qkh, i.e., for tkh < t < t,h+, , 
7*(t) = rlh(t,+,) ct ; :h) + 7p(tr) @+&- t, .
k kh 
Then if the multidimensional distributions of the process qh(t) have limits, so do 
those corresponding to the limit of the lb(t) process and they are the same. 
Proof. Let .%& be the minimal u-algebra over which {mih, i < k} is 
measurable. For simplicity of writing, we drop the index h on 7ih, fjh, Atih, qh, 
9 h.k > etc. whenever no confusion will arise. Both t, and 7S , s < k are Fk 
measurable, and we use the notation At, = A([,). From 
Tk+l - tk+l = qk - tk + [ f  bk) - f  (‘tk)] At, + bbk) - +k)l wk 
+ bk) wk - i,,,(&,,,l 
we can write 
Mc, = E I rllc+l - &+I 1’ = {1M, + 2-%k - fk)’ if (‘lk) - f  (tk)] Atk) 
+ E 1 f  (7k) -f (fk)i” Atk2 + JQJJ;[~~JJ - o(‘!k)l’ k47k) - dfk)l Wk 
+ 2Edk’(%) - &%)I’ [“(tic) wk - i,.,kk) .lj] 
+ E I u(Ek) wk - iuo,hfg) &,)I2 
zA+B+C+D+E. 
Using the Lipschitz condition (Cl), and (C2), yields, for some real K, 
A < Mic(l + zK6h) 
B < KMkah2 
c < KMktih 
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Thus 
Then (Al) follows from (C4) and 
(1 + K,&JN = (1 f K&JnKzS* < exp g . 
2 
Finally, since the number of terms of the process (tkh} which effect the 
t*(t) process on [0, T] is at most T/K,&, and at least T/K&, and since 
Mk + 0 uniformly as h -+ 0, for k < IV, we have 
on [0, T], as h -+ 0. Q.E.D. 
LEMMA 2. Assume (Cl)-(C3). Let N = T/K,&, , n = tlK2Sh . Then for 
n < N, 
E n~;;o I fkh I2 d KU + I 5,” I”) eKt 
E gyo I S,ch - to’ I2 6 W + I to’ 12), 
where K is a real number. The same result holds for the {qkh} process. 
Proof. Again drop the index h on tih, qih, Atih, qh, etc., where convenient. 
Then 
A, = if 6) 4 > B,=&$. 
0 0 
By @b-c), the oh also satisfy a uniform Lipschitz condition (also uniform 
in h for small h) and are bounded uniformly in h for small h. Write 
Yk = ~2” I &‘& I and Mk = EY, . 
Now 
I &+I I2 d K(l to I2 + I 4 I2 + I B, I”> tw 
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max 
n>k>O 
Further, B, is a martingale and (Doob [I], Chapter 7) 
E nt!j$;o I B, I2 < KE I B, I2 G KE i I a,(S,)12 6, 
0 
(-44) 
< KE i (1 + I 5i I”) 6,. 
0 
Combining (A2)-(A4), taking expectations, and replacing E I & I2 by the 
majorant Mi , yields 
M,,, < KM, + K (nh + ash2 + $ MA) , 645) 
which is bounded above by the expression given in the lemma for 
The proof of the other statements of the lemma are similar and are omitted. 
Q.E.D. 
We next compare 7*(t) to a process whose distributions are easier to relate 
to those of xt . 
Divide [0, T] into intervals with endpoints 0, d, 24,..., NJ where 
A > K,s, . Recall the definition tih = Gilt dtSh. Define nob = 0 and the 
(random) integer nib by nib = max{n : t, h < ;A}. Define the sets of integers 
Again, we drop the index h where convenient. Then (using ni for nib, etc.) 
and 
c 4 = tni+l - t,< . 
WI< 
CL-N c wg = IE(tnicl - t,J. 
9-d* 
646) 
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Let j$, = r), , and for each h define the process 
LEMMA 3. (Again, omit index h, where conwenient). Assume (Cl)-(C3). 
Then 
lim sup 
h-0 (T/A)a&O 
E 17, - qn, I2 = 0. 
WI 
Let y(t) be the linearly interpolated process with $(t,,,) = fi . Then the multi- 
dimensionul distributions of TA(t) tend (as h -+ 0) to the limit (as h -+ 0, then 
A + 0) of those for the process y(t). 
Proof. Let l k = j& - rln, . Then 
[ec) - 4%&J* * 
SE&+1 
El %+l I2 = Mk+l = M,c + A + B + c 
where (unindexed sums are over s E Ik+l) 
GE @At,) E c IfKJ -f(vnk+s>l4 
S=O 
AIK& 
d KA * c (E I g  - rln, I2 + E I rlnk+s - vnk I”) 6A 
s=O 
< KA2 M, + KA3, 
where Lemma 2 is used in the last step. 
B = E 1 c MY’,> - 441 ws I2 
= E c I Gc) - u(dl” At, 
AIK2Sh 
= K c (E I Y/c - rln, I2 + E I r)++s - qnk I”> 6, a=0 
< KAMk + KA2, 
409/32/I-7 
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where, again, Lemma 2 is used in the last step. 
C = E&c’ c [f(Sd - fh)l4 
I C I d Km2 I ok: I2 El” j c (f(Y,) - fh)) At, I2 
< KM;12 r”y& ‘YE ,yl, - ?I~+,,~ ,2Bh]1’2 
< KM;“[MJ2 + KAyu2 
< KAM, + KA3i2, 
where, in going from the 2nd to the 3rd line of the inequality, we use the 
bound 
E 1 jk - %+nk I2 d KE I j jk - %a, I2 + KE 1 ~s+n~ - ?nx I2 
<KM,+KA 
and where the last step used a bound EM, < Kl for k < T/A which is 
derivable by the method of either Lemmas 1 or 2. 
Thus 
Mk,, d %(I + f&A) + &A3’2, M,=O, 
which implies 
Mk < K*(T) A1i2, k < T/A W) 
where K4 depends only on T and the constants in (Cl)-(C2). 
(A8) and the last statement of the lemma follow from (A9) and Lemma 2. 
Q.E.D. 
LEMMA 4. Assume (Cl) to (C3). Define 
Yk+l = Yk + fb’k> A + dyk) szk 
where 6zk = zkA+d - zkA , where .zt is a vector Wiener process (Ez,z,’ = It). 
Then the distributsims of ( j$} converge to those of {yk} as h -+ 0 (for fixed A). 
Proof. A proof can be easily modelled along the lines of the proof of 
part of Theorem 1, p. 595 [5], and we only sketch the outline. Write wk = @), 
where Gk has the dimension of the us(x) in (C3). Since 
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only the sequence {&,} enters into the definition of the sequence { yk}, and we 
can write 
jk+l = jk + f(yk) ttnt*, - h,) + djk) uk W’) 
where 
Let o,, have dimension Y,, . Suppose that, for all uniformly bounded (by, 
say, K) r,-vectors {A,}, we have 
I$ E exp cti,‘u, = exp - a c &&A. 
k k 
(All) 
Then the multidimensional distributions of {#k} converge to those of 
hd+Ll - zkd))* 
Gikhman and Skorokhod used the property (Al 1) to prove (in a relatively 
straightforward way) that the multidimensional distributions of { jk} converge 
to those of (~3. (See Lemmas 2.3, p. 599401, [5], and the proof concerning 
convergence in distribution of {r)n*(~)} to {v~*(T&} on p. 601402.) Of course, 
in [5], the T],,* is scalar process (the vector extension is straightforward) and 
the coefficient of f( j,) is d. But, since ) t,k+I - tnk 1 -+ d uniformly in all 
variables as h+ 0, the proof can easily be modified to account for this 
difference. 
Thus we will only prove (Al 1). First, let us introduce some notation. Let 
T/d = m, and divide each interval [id, id + A] (i = O,..., m - 1) into 
subintervals of length 6, , where bh+O as h+ 0 and b,,/&-• 00. Define 
the sets of indices (subsets of I,) I,, by 
G = l,..., m, T = I,..., A/b,, . Define 
Let I([?,~ and w8,i be the i-th components, resp., where i = Y - Y,, f I,..., Y 
(the last y. components). (Note that uc = C, uCr .) 
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Next, we show lim,+,,, S,,i = 0 where 
&,i = 1 c I utr.a 12+6 
C=l 7=1 
for some 1 > 6 > 0. In fact, 
WY 
where / w,,~ 1 < Kh is used, i = r - r,, + l,..., Y. The inequality 
1 w*,~ 1 < Kh, i = r - Y, + l,..., r follows from 
which, in turn, follows from (8b, c) and (Cl)-(C3). The O(o) terms are 
uniform in & , and [, pare the last r,, components of 4, f, resp. Then 
s .- 
Let 2F(m - 1) denote the least u-algebra measuring all u1 ,..., ~,,+i and 
let F(m - 1, t) be the least a-algebra measuring, in addition, ~,i ,..., umt . 
Let A/b, = w and recall m = T/A. Thus F(m - 1, v - 1) measures all the 
utp except for the last one u,, . 
Now, 
E[exp ihm’um. IS(rn - l)] 
= E [exp i&“~ u,, I F(m - 1)] E[exp i&‘u,, ( S(m - 1, w - l)] 
??=I 
zA.B. 
B = E 1 + ih,‘u,, - 
K 
&‘%J2 2 +&,) IP(rn - 1,~ - I)] 
where 
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Since 
E[Umv ) 9+?2 - 1, er - l)] = 0, 
and 
b&,,‘h, - KS,, < E[@,‘u,,)~ 1 .F(m - 1, er - l)] < b,h,‘h,,, + KS, 
we have 
where 
Mm, = K6, + E [I Xm’u,, j2fs I cF(m - 1, e, - l)] 
Continuing the procedure gives 
AB=(l-+)‘+i&, ,~&&Z,,,,. 
s=1 
Similarly, 
But 
Thus, we have proved (All). Q.E.D. 
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LEMMA 5. Assume (Cl)-(C2). Let {p(t)} be the linear interpolation of 
{yk}. The multidimensional distributions of y”(t) converge to those of xt 
(Eq. (4)) as A + 0. 
The proof is well-known and is omitted. 
Proof of Theorem 1. By Lemmas l-5, the finite dimensional distributions 
of th(t) converge to those of xt , at points of continuity of the latter (for t < T). 
(9) can be proved by an adaptation of the argument used to prove Eq. (6) in 
[5], p. 604, and the details are omittted. Q.E.D. 
Proof oi Corollary 1. If F(.) were continuous on CIO, T] = 52, then the 
Corollary follows from Theorem 1, p. 581 [5], since our Theorem 1 assures 
that the conditions of the cited theorem hold. Corollary 2, p. 579 of [5] 
asserts that the distribution of F(th( .)) converges to that of F(x( e)) for all F( .) 
continuous w.p.1. on CIO, T] if (a) the multidimensional distributions of 
th(t) converge to those of xt , and (b) the measures p”n are weakly compact. 
(a) is implied by Theorem 1, and (b) is also-since, by the proof of Theorem 1, 
p. 581, [5], weak compactness of {pn} is implied by (9) (or, equivalently, by 
equicontinuity of {p(e)} on [0, T] with probability arbitrarily close to I). 
See also Theorem A. Q.E.D. 
Proof of Theorem 2. By (C6) the last two terms of (10a) are equal, and so 
are the last two terms of (lob). By hypothesis, v(xTA7) is uniformly bounded 
w.p.l., and T n 7 is continuous w.p.1. (relative to p). xt is continuous in t 
w.p.1. Hence, xrn7 is continuous w.p.1. on C[O, T]; hence, &xrn7) is. Thus, 
by Corollary I, 
as h -+ 0. 
A similar conclusion for the convergence of the integral term follows from 
the continuity of 
in t. 
I t k(x,) ds 0 
Proof of Theorem 3. 
Q.E.D. 
< P, (7% > nt>(l - MO) 
,( (1 - MO)” . 
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which implies 
as T -+ 00, uniformly in x, h. Furthermore, 
E, ” 
I 
K( fh(s)) ds + 0 
Tnth 
W4) 
E&,(fV n 4) - dfW)l - 0 
as Z’+ co, uniformly in x, h. (A14) and Theorem 2 and the observation that 
(by Theorem A) lim,, Pr(q n T > to} 3 P (7 n T 3 2 to} imply the 
Theorem. Q.E.D. 
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