Abstract: For wind resource assessment projects, it is common practice to use a power-law relationship (U (z) ∼ z α ) and a fixed shear exponent (α = 1/7) to extrapolate the observed wind speed from a low measurement level to high turbine hub-heights. However, recent studies using tall-tower observations have found that the annual average shear exponents at several locations over the United States Great Plains (USGP) are significantly higher than 1/7. These findings highlight the critical need for detailed spatio-temporal characterizations of wind shear climatology over the USGP, where numerous large wind farms will be constructed in the foreseeable future. In this paper, a new generation numerical weather prediction model-the Weather Research and Forecasting (WRF) model, a fast and relatively inexpensive alternative to time-consuming and costly tall-tower projects, is utilized to determine whether it can reliably estimate the shear exponent and the magnitude of the directional shear at any arbitrary location over the USGP. Our results indicate that the WRF model qualitatively captures several low-level wind shear characteristics. However, there is definitely room for physics parameterization improvements for the WRF model to reliably represent the lower part of the atmospheric boundary layer.
Introduction and Motivation
Wind energy in the recent years has become a valuable source of energy in the United States. As of 2008, nearly 21,000 MW capacity has been installed in the US, a majority of which is installed over the United States Great Plains (USGP), i.e., central states such as Kansas and Texas [1] . Wind turbines commonly found in the USGP can have blades extending up to 150 m (Table 1) above ground level (AGL), with new turbines extending up to 200 m and higher. As shown in Figure 1 , the modeled wind speed over the USGP exhibits a strong diurnal cycle, with large amounts of speed shear during the nighttime hours (i.e., 0000-1200 UTC), due to the anti-phase relationship of the wind speeds near the surface and at higher heights. One reason for such behavior is a phenomenon referred to as low-level jet (LLJ). LLJs are wind maxima typically centered around 100 m to 1000 m AGL, which are frequently observed during nighttime hours in the USGP [2, 3, 4, 5] . Over the past 50 years, several physical mechanisms were proposed in the literature to explain the development and intrinsic characteristics of LLJs. They include (but not exclusively) inertial oscillations [6] , baroclinicity generated by sloping terrain [7] and large-scale coupling [8] . While LLJs and associated strong winds make the USGP a favorable location for wind power production, their presence can make it difficult to get an accurate estimate of turbine hub-height wind speeds. More importantly, the presence of LLJs can significantly modify the vertical wind shear and nighttime turbulence in the vicinity of the wind turbine hub height; thus, LLJs may have detrimental effects on rotors [9] . As modern-day utility-scale wind turbines are constructed in increasingly larger dimensions (higher hub-heights and larger rotor diameters), the impact of low-level wind shear will become more important, not just for wind power predictions, but for turbine load estimations as well.
The existing design codes (e.g., the International Electrotechnical Commissions Normal Turbulence Models [10] ), which traditionally specify the inflow conditions for wind turbine designs, do not represent strong wind shear associated with nighttime boundary layers and LLJs. Thus, it is not surprising that suboptimal wind energy generation and turbine faults due to nighttime turbulence have been repeatedly reported in several USGP's wind farms [11, 12] . As an example, Figure 2 shows the seeming correlation between the wind turbine fault times and wind shear at Big Spring, Texas [13] . As with strong wind speed shear, wind directional shear (i.e., the turning of wind with height) is also neglected in contemporary wind turbine design codes. During the daytime, wind directional shear is typically minimal within the entire boundary layer. However, during nighttime hours, average turning angles up to 40
• (between 20 m and 200 m) have been reported in the literature [14] . Thus, it is very likely that the tall turbines in the USGP will suffer from large fatigue loads due to directional shear (see Giebel and Gryning [15] for similar speculations in the European context).
In summary, detailed spatio-temporal characterizations of wind speed and directional shears over the USGP are critical for the US wind energy industry. Reliable shear climatologies could be generated using a dense-network of tall-towers over the USGP. However, this is an expensive and virtually infeasible proposition. An alternative approach would be to use relatively inexpensive numerical weather prediction (NWP) model forecast-based shear climatologies. However, it is not known in the literature if the present-day NWP models are capable of reproducing wind speed shear and directional shear climatologies accurately. The present paper attempts to shed some light in this research arena. In this work, we generated high-resolution shear climatologies utilizing a state-of-the-art NWP model, known as the WRF model [16] . Wherever possible, we tried to highlight the strengths and weaknesses of the WRF model by comparing its results with available tall-tower observations. We also conducted sensitivity studies to understand the influences of different boundary layer parameterizations, as well as initial and boundary data on the modeled shear values.
The organization of this paper is as follows. In the following section, we briefly describe some concepts related to wind shear. In Section 3, both the numerically modeled and the observational data, as well as our shear computation approaches, are delineated. Comprehensive results are given in Section 4. Section 5 concludes this paper.
Wind Shear
To estimate wind speed at turbine hub-height, it is common practice to extrapolate the wind speed from a known height (usually 10 m) using the following power-law relationship:
where U r is the reference (or measured) wind speed at a given height, z r , U (z) is the estimated wind speed at height z, and α is the shear exponent. If a reference wind speed is known (from a nearby meteorological tower or an automated surface observing system-ASOS), the only unknown in Equation (1) is the shear exponent α. Note that Equation (1) is theoretically valid only for smooth pipe and laminar boundary layer flows (refer to [17] and the references therein for details). This equation does not have any sound theoretical basis for turbulent atmospheric boundary layers [18] . Nevertheless, Equation (1) enjoys a strong popularity in the wind energy community. Over smooth terrains, the empirically estimated value of α is approximately 1/7 or 0.14 under near-neutral atmospheric conditions (the regime where the buoyancy effects are virtually insignificant). Even though α = 1/7 is commonly used for wind resource assessment projects, it is well-known that α strongly varies with atmospheric stability (intimately related to thermal stratification and shear generation), as well as surface roughness (e.g., Frost [19] , Sisterson and Frenzen [20] , and Irwin [21] ). For this reason, recent studies have utilized tall-towers, typically communication towers, instrumented with anemometers to determine shear exponents at specific locations (e.g., Smith et al. [13] , Schwartz and Elliot [22] ). Most of these studies have found that large shear exponents exist during the nighttime hours, due to the increased atmospheric stability and, in some cases, also due to the presence of LLJs.
Some members of the wind energy community are beginning to acknowledge the fact that for most locations the average shear exponent is different from the widely assumed value of 1/7. They are already using an average value of 0.2 for USGP's resource assessment projects. We would also like to point out that α = 0.2 is "the standard" in wind turbine design codes [10] . A value of 0.2 for α may be appropriate for some locations, but due to the spatial and temporal variability of the shear exponent, this assumption could still be grossly inaccurate (overestimating at some locations and underestimating at others).
The wind directional shear is commonly estimated as:
, where D(z) and D(z r ) are wind turning angles at heights z and z r , respectively. Due to strong turbulence mixing, the wind directional shear is quite minimal during the daytime. In contrast, during the nighttime, directional shear is typically large. Based on observational data from the Cabauw tower in the Netherlands, van Ulden and Holtslag [23] proposed the following empirical relationship for D(z):
where h is the boundary layer height and D(h) is the wind turning angle at h. They estimated h by two diagnostic equations: one involving bulk Richardson number; other utilizing surface friction velocity, Obukhov length, and Coriolis parameter. They found that D(h) is 35
• for stably stratified (typically nighttime) cases.
Data and Methodology

Operational WRF Model Forecasts
To evaluate whether the WRF model [16] is accurately representing the wind shear climatology over the USGP, a year's worth of the WRF model (versions 2.1 and 2.2) forecasts was used to compute the wind speed shear exponents and the magnitudes of the directional shear. The WRF model forecasts were generated in real time by the National Center for Atmospheric Research (NCAR). Details of the operational WRF-NCAR model configuration can be found at: http://wrf-model.org/plots/wrfrealtime.php. Briefly, the physics parameterization options include: single-moment 3-class microphysics scheme [24] , Rapid Radiative Transfer Model longwave radiation parameterization [25] , Dudhia shortwave radiation scheme [26] , Yonsei University planetary boundary layer (PBL) scheme [27] , Noah land-surface model [28] , and Kain-Fritsch cumulus parameterization [29, 30] . The operational WRF-NCAR model utilized a 36/12 km nested domain, 35 non-uniformly spaced vertical grid levels (7 levels were within the lowest 1 km), and was initialized from the Eta/NAM model forecasts at 0000 UTC every day. Forecasts were generated for 48 hours ahead with output stored every three hours. Only the 3-24 hour ahead forecasts were utilized in this study. During the study period (April 2006-March 2007), the WRF output was available for 337 days.
The lowest two vertical grid levels from the WRF model (approximately 30 and 100 m AGL) were used to calculate the wind speed shear exponent and directional shear magnitude across the USGP. Due to the terrain-following hydrostatic pressure vertical coordinate transformation in the WRF model, the model level heights slightly vary over the computational domain. Two different averaging methods, quenched and annealed, were used to determine the average shear exponents. The average shear exponent from the quenched method, α q , calculates the shear exponent from every acceptable wind speed profile and then averages those values together, α q ∼ ln
. On the other hand, the annealed average shear exponent, α a , uses the average wind speed at the appropriate levels to calculate the average shear exponent, α a ∼ ln
. Here, the angular brackets denote temporal averaging. We would like to point out that the shear values were calculated only when the wind speeds at both heights (30 m and 100 m) were greater than 3 m s . This particular threshold was chosen to reflect the fact that most of the utility-scale wind turbines' cut-in wind speed is on the order of 3 m s 
Sensitivity Studies Using the WRF Model
In order to understand the influences of different PBL parameterizations, as well as initial and boundary data on the modeled shear values, we conducted sensitivity studies utilizing the most recent release of the WRF model (version 3. inner domain) centered on Sweetwater, TX. This particular time period was selected because LLJs were forecasted almost every night near Sweetwater (see Figure 3 ) and thus episodes of high shear values were very likely. We used 51 non-uniformly spaced vertical grid levels (7 levels were within the lowest 1 km). In terms of physics parameterizations, we closely followed the WRF-NCAR specifications (see Section 3.1) with the exceptions of microphysics and PBL parameterizations. We utilized the mixed-phase 5-class microphysics scheme [24] . As shown in Table 2 , a total of four different PBL schemes were utilized in the present study: Yonsei University scheme (YSU, [27] ), Mellor-Yamada-Janjic scheme (MYJ, [31] ), Quasi-Normal Scale Elimination scheme (QNSE, [32] ), and Asymmetrical Convective Model version 2 scheme (ACM2, [33] ). Four datasets with varying degree of spatial and temporal resolutions were utilized for initial and boundary conditions: North American Regional Reanalysis (NARR, 32 km resolution, every 3 hours), NCEP/NCAR Global Reanalysis Project (NNRP, 2.5 degree resolution, every 6 hours), NCEP GDAS FNL Analysis (FNL, 1 degree resolution, every 6 hours), and NCEP Eta/NAM (AWIP, 40 km resolution, every 6 hours). Following the strategy of the ARCMIP intercomparison study [34] , all the simulations were run continuously throughout the entire two-week period without any data assimilation. In other words, during this simulation period, the model runs were only forced by the boundary conditions. WRF model forecasts were output and stored every hour. The wind shear values were computed following the procedures discussed in the previous sub-section. 
Observational Data
We utilized the wind data from a 100 m tall tower at Sweetwater, TX (maintained by the Alternative Energy Institute, www.windenergy.org) to validate the WRF model runs. On this tower wind speed values were measured at 50 m, 75 m, and 100 m levels. At each level two cup anemometers were installed, which enabled us to estimate the wind speed values reliably, as well as to compute the tower shadows. Wind directions were only measured at 50 m and 100 m levels. We estimated the wind shear values based on 50 m and 100 m data.
We further augmented our estimated wind shear values with the published values of Schwartz and Elliot [22] (henceforth SE06). SE06 utilized tall-tower observations over the USGP to calculate the annual average, as well as the diurnal cycle of α. They utilized several observational datasets of varying time periods (ranging from one to four years). Please note that SE06's study period does not include our There are some technical and fundamental differences between the observations-based and the model forecast-derived wind shear estimations which need to be emphasized before discussing the results:
• Tall-tower observations are basically point measurements. In contrast, the WRF model forecast-derived statistics correspond to a spatial grid of 12 km (in the case of the operational WRF-NCAR run) or 9 km (in the case of the sensitivity study runs) resolution.
• While the WRF model forecasts represent instantaneous values (1 or 3 hourly), most of the observed wind speed values utilized by us and SE06 (personal communication, Elliot and Schwartz, 2007) were 10 minute averages.
• Data from the directional sectors affected by the tower structure (shadowing effects) were not considered by us and SE06. However, we analyzed all the directional sectors from the WRF model forecasts.
Results and Discussions
Wind Characteristics at Sweetwater, TX
Prior to determining the WRF model's ability to estimate site-specific shear exponents, it is worthwhile to first establish its capability to forecast the wind speed and direction values near turbine hub-height (around 100 m AGL) at a single location. For this purpose, one year (April 2006-March 2007) worth of the WRF-NCAR model forecast (from the grid point nearest to the tall-tower location) are compared with the wind data from the 100 m tall tower at Sweetwater. In Figure 4 the wind probability density functions (pdfs) based on these datasets are depicted. Various relevant wind statistics are reported in Table 3 . The fitted Weibull probability density functions (red lines) are shown in Figure 4 . The Weibull pdf is given by [35] :
where U is the wind speed, k is the Weibull shape factor, and c is the so-called scale factor. After fitting the Weibull pdfs, we estimated three insightful statistics [35] : (i) the most frequent wind speed . From Figure 4 and Table 3 it is quite evident that the WRF-NCAR model forecast captured the characteristics of the observed wind at Sweetwater reasonably well. Specifically, we would like to highlight that the modeled energy density is within 4% of the observed value (note that for simplicity we assumed ρ to be equal to 1.2 kg m In Figure 5 , wind roses are shown. At first glance, it might seem that the WRF-NCAR model forecast failed to correctly depict the wind direction at the 100 m level. The predominant modeled wind direction was (approximately) southerly, whereas the observed wind direction was more westerly. Given the discrepancy between the observed and the modeled wind direction at the 100 m level, we decided to compare these values with the observed wind direction at the 50 m level (bottom panel of Figure 5 ). Interestingly, at the 50 m level, the observed wind was predominantly southerly (top panel of Figure 5 ). The excessive difference between the 50 m and 100 m observed wind directions cannot be physically explained and is likely due to instrument error at the 100 m level. For this reason, we decided not to compute the wind directional shear values from the observed dataset.
In Table 4 , various statistics related to the observed and the WRF-NCAR model forecast-derived annual average shear exponents and directional shear magnitudes at Sweetwater, TX are reported. Without any doubt the model represented the wind speed shear exponents (both α q and α a ) very accurately. The standard deviation of the wind speed shear exponents (σ α q ) are higher in the case of the observed data in comparison with the modeled data. This is to be expected as the observed data were available every 10 minutes and the modeled data had an output frequency of 3 hours. In this table, β q and σ βq denote the mean and the standard deviation of the wind directional shear (quenched averaging was employed), respectively. Since we could not estimate the observed directional shear information due to likely sensor issues, we cannot provide direct validation of the WRF-NCAR model's results. The shear exponents show strong diurnal cycles ( Figure 6 ). The WRF-NCAR model forecasts overestimated the shear exponents during the daytime hours (i.e., 1500-2300 UTC), and underestimated the shear exponents during the nighttime hours. The nighttime underestimations are likely related to the "enhanced mixing" of the PBL schemes. It is worth mentioning that most of the present-day NWP models use PBL parameterizations, which are not physically based but "inspired by model performance" [36, 37] . Some of these ad-hoc parameterizations alleviate problems, such as "runaway-cooling", by (artificial) enhanced mixing. At the same time, these "fixes" create unphysical consequences, such as unreasonably deep boundary layers [37, 38] and weaker LLJs. At this point, we are unable to offer any physical explanation for the presence of excessive shear in the WRF model's daytime forecasts. 
Wind Shear Values at a Few USGP Sites
To further ascertain whether the WRF model can be used to reliably determine site-specific shear exponents, in this sub-section the WRF-NCAR model forecast-derived one-year average shear exponents were compared with the published results of SE06. First of all, for almost all the locations, the observed as well as the WRF model forecasted α values were much larger than 1/7. However, in contrast to the observations, the WRF-NCAR model underestimated the shear exponents (i.e., α q < α) at 7 out of 11 locations investigated. The maximum underestimation being ∼ 30% at Sumner, KS. On the other hand, the maximum overestimation is ∼ 24% at Kearny, KS. It should be noted that SE06 questioned the validity of the wind data from Kearny due to possible tower effects. Of course, tower shadowing and other measurement issues are never present in any numerical modeling approach (such as the WRF model).
The over-and under-estimation of the WRF-NCAR model forecast-derived wind speed shear exponents could also be (partially) attributed to the inter-annual variability of these exponents. We would like to remind the readers that SE06 utilized several observational datasets of varying time periods (ranging from one to four years). In contrast, we used one year worth of observed and modeled wind data The α a values were marginally (less than 10%) higher than α q at all the locations. This indicates that a rough estimation of the annual average shear exponent could be established if average wind speeds are known at various levels. Table 5 portrays that there is a large spread of the shear exponents, which can be partially accounted for by the strong diurnal cycle in the shear exponents ( Figure 7 ). SE06 reported diurnal cycles for 3 locations: Sumner, KS; Washburn, TX; and Lamar, CO. For all these locations, the WRF-NCAR model forecasts overestimated the shear exponents during the daytime hours, and underestimated the shear exponents during the nighttime hours. These results are in agreement with those reported for Sweetwater, TX in the previous sub-section.
The WRF-NCAR model forecast-derived directional shear magnitudes for the 11 USGP sites are also reported in Table 5 . Since, SE06 did not document any observed directional shear information, we cannot provide direct validation of the WRF model's results. However, there is enough turning observed in the WRF model to highlight that the wind turbine design codes should take directional shear into consideration in the near future. A strong diurnal cycle was also observed for the magnitude of the directional shear ( Figure 7) , with large turning observed during the nighttime hours. We propose that directional shear magnitudes from the USGP towers be gathered and compared to the WRF model forecast-derived values before any credence is placed on these results. 
Spatial Distribution of Wind Shear Values over the USGP
Even though we have now established that the WRF model makes some errors in capturing annual average shear exponents, there are many benefits in using the WRF model forecasts for wind resource studies. One important advantage being the capability to estimate the shear exponents at every locations inside the computational domain (Figure 8 ). Figures 8 and 9 reveal that there are relationships between the shear exponent and land use, as well as terrain. The "hot spots" of high shear exponents are associated with larger cities, such as Oklahoma City, OK; Wichita, KS; and the Dallas-Fort Worth area in TX. These urban areas have large roughness lengths, which slow down the lowest level wind speeds. The higher model heights will not be as affected by the surface roughness, leading to a high shear exponent. Similarly, the region dominated by trees in eastern Oklahoma and Texas have large roughness lengths, causing the shear exponent to be large. Elevation also appears to have an effect on the shear exponent and directional shear, as higher values of directional shear, and low magnitude values of shear exponents, are located over the higher terrain to the west. There are also locations where local topography may have an impact on both the shear exponents and directional shear.
Sensitivity Studies
Up to this point, most of our analyses were based on the operational WRF-NCAR model forecasts, which utilized the YSU PBL scheme and the Eta/NAM (AWIP) data for initial and boundary conditions. In this sub-section, we would like to find out if the model-forecast derived shear exponents are sensitive to the PBL schemes and the initial-boundary data. Since it is computationally prohibitive to run a year worh of simulations using different PBL schemes and initial-boundary data, we focused on a two weeks period (May 19, 2006 -May 31, 2006 . The details of the simulations were discussed earlier in Section 3.2. The results are shown in Figure 10 . • The model forecast-derived shear exponents are significantly more sensitive to the PBL schemes than the initial-boundary data;
• All the model runs capture the daytime wind speed shear exponents quite well;
• The model runs using the MYJ, QNSE, and ACM2 PBL schemes significantly overestimates the nighttime wind speed shear exponents;
• The model runs using the YSU PBL scheme severely underestimates the nighttime wind speed shear exponents;
• The model runs using the MYJ, QNSE, and ACM2 PBL schemes produce significantly higher directional shear during nighttime hours in comparison to the runs based on the YSU scheme.
The differences in estimated nighttime wind speed shear exponents between the WRF-NCAR and WRF-YSU-AWIP demand explanations. Both runs use the YSU PBL scheme and Eta/NAM (AWIP) data for initial and boundary conditions. However, the WRF-NCAR run used the version 2.1/2.2 of WRF, whereas the WRF-YSU-AWIP used the latest version 3.1.1. In the version 3.1.1., the YSU PBL scheme has been modified to provide enhanced diffusion during stably stratified (nighttime) conditions [40] .
This modification has essentially lead to excessive mixing of the stable boundary layer and, in turn, has destroyed near-surface shear.
Concluding Remarks
In this paper, the WRF model was evaluated to determine if it can accurately represent site specific low-level wind shear, which is important for wind resource assessments as well as for turbine load estimations. By comparing one-year average shear exponent values from the WRF-NCAR model forecasts to the observational data, we found that the WRF-NCAR model forecasts, which utilized the YSU PBL scheme, overestimates the shear exponents during the daytime hours, and underestimates the shear exponents during the nighttime hours. Though no direct comparison between the WRF-NCAR model's directional shear magnitude and observations were feasible, our results indicate that there may be enough directional shear over the USGP to justify its inclusion in the future wind turbine design codes.
By conducting several sensitivity studies, we found that the estimated wind shear exponents are strongly dependent on the PBL scheme used. The effects of initial and boundary data on the estimation of the wind shear exponents were found to be minimal. Based on these findings, we recommend that the wind industry conduct multi-physics ensemble forecasts in future wind resource estimation projects to enhance the reliability of the low-level wind shear estimates.
