This paper is concerned with a one dimensional (1D) derivative nonlinear Schrödinger equation with periodic boundary conditions
Introduction and Main Result
In this paper, we consider the derivative nonlinear Schrödinger equation (Chen-Lee-Liuequation [6] ) iu t + u xx + i|u| 2 u x = 0 (1.1)
with periodic boundary condition u(t, 0) = u(t, 2π), (1.2) which appears in studies of ultrashort optical pulses. Moreover, Eq. (1.1) has several applications in e.g. plasma physics and nonlinear fiber optics referring to [15] and [26] . Consider the Hamiltonian partial differential equatioṅ w = Aw + F (w).
For some Sobolev space H p ∋ w, linear operator A maps H p to H p−d and nonlinear term F sends some neighborhood of H p to H p−δ . One calls d and δ the orders of A and F respectively. When δ 0, the vector field F is called bounded perturbation. The existence of quasi-periodic solutions of such PDEs has been widely investigated by many authors [2, 4, 5, 7-11, 13, 16-19, 27, 28, 30, 32, 34, 35, 37] . When δ > 0, the vector field F is called unbounded perturbation. Unlike the bounded case, there are few results of KAM theory for partial differential equations with unbounded perturbation. The first KAM theorem for unbounded perturbations is due to Kuksin [20, 21] under the assumption 0 < δ < d − 1. See also Kappeler and Pöschel [22] . Another KAM theorem with unbounded linear Hamiltonian perturbation is due to Bambusi and Graffi [1] which consider the time dependent linear Schrödinger equation.
When 0 < δ = d − 1, which is called " the limiting case", the nonlinearity of the PDE is the strongest. Recently, Liu and Yuan [23] give a theorem which generalizes Kuksin's theorem from δ < d − 1 to δ d − 1. In their paper, they still consider the homological equations of variable coefficients:
− i∂ ω u + λu + µ(θ)u = p(θ), |Im θ| < s, (1.3) Using the generalized Kuksin's theorem, Liu and Yuan [24] establish an improved KAM theorem which can prove the existence of quasi-periodic solution of a class of derivative nonlinear Schrödinger equations (DNLS) iu t + u xx − M ξ u + if (u,ū)u x = 0, (1.4) with Dirichlet boundary conditions, where f (u,ū) be a analytic function in C 2 with f (u, u) = f (u, u), f (−u, −u) = −f (u, u).
Then, Geng and Wu [12] consider the derivative nonlinear Schrödinger equation
with periodic boundary condition. Unlike [24] , by using the compact form and the gauge invariant property, the homological equation (1.3) becomes into the following forms:
Since normal form obtained in [12] is independent of the angle variables θ, it is different from Kuksin's theorem [21] and Liu and Yuan's theorem [24] . Then, using an abstract KAM theorem with angle independent normal form, they obtain the real analytic quasiperiodic solutions for the derivative nonlinear Schrödinger equation (1.5) with only two Diophantine frequencies. Lately, for a class of derivative nonlinear Schrödinger equation
Liu and Yuan [25] prove that Eq.(1.7) with periodic boundary conditions admits many C ∞ (not real analytic) quasi-periodic solutions with N Diophantine frequencies, where N is any positive integer. It is worth to note that the momentum conservation plays an important role in their results. To use both Kuksin's lemma in [20] and the estimates in [23] , the homological equations must be scalar i.e. the normal frequency Ω j is required to be simple Ω ♯ j = 1. So the KAM theorem for unbounded perturbations in [24] can not be used to the derivative nonlinear Schrödinger equation(1.7) with periodic boundary conditions, since the multiplicity Ω ♯ j = 2. But this difficulty can be avoided since the nonlinear i(f (|u| 2 )u) x does not contain the space variable x explicitly, so that momentum is conserved for (1.7). More details can be found in [25] .
In this paper, we consider the derivative nonlinear Schrödinger equation (1.1)
with periodic boundary condition. Obviously, Eq. (1.1) is not contained in Eq. (1.4), which is our first motivation to consider the quasi-periodic solutions of (1.1).
For (1.7), if f is the identity function, i.e. f (z) = z, then (1.7) reduces to
which appears in various physical applications and has been widely studied in the literature. Applying the gauge transformation ((2.12) in [31] )
above Eq. (1.8) is transformed into Eq. (1.1). However, in [33] , they point that "But the gauge transformation can't preserve the reduction conditions in spectral problem of the Kaup and Newell (KN) [14] system and involve complicated integrations. So it deserves to be investigated separately." This is our second motivation to consider (1.1).
To obtain the real analytic quasi-periodic solutions of Eq. (1.1), we construct a KAM iteration for Hamiltonian PDEs with some special perturbations which admits the compact form and the gauge invariant property like [12] .
Assume that 9) then the main result is described as follows:
Theorem 1.1. Consider the derivative nonlinear Schrödinger equation (1.1) with periodic boundary conditions (1.2) and (1.9). Fix n 1 , n 2 satisfying that n 1 is odd and |n 2 −n 1 | = 4. Then there exists a Cantor subset O * = O * (n 1 , n 2 ) ⊂ R 2 + of positive Lebesgue measure, such that each ξ ∈ O * corresponds to a real analytic, quasi-periodic solution of (1.1), (1.2), (1.9) with two Diophantine frequencies
Moreover, the quasi-periodic solutions u are linearly stable and depend on ξ Whitney smoothly.
Remark 1.1. Note that the solution which we obtain in Theorem 1.1 is real analytic like [12] , although the number of frequencies is only 2 not any positive integer N . The reason is that in the KAM iteration, we still let s m , the radius of Im θ, such that
The rest of the paper is organized as follows: In section 2, we give some definition such as compact form and gauge invariant property. Although all the definitions are the same as [12] , we would like to list them here for reader's convenience. In Section 3, we will give the Hamiltonian setting corresponding to the Eq. (1.1) and derive a partial Birkhoff normal form of order four for the lattice Hamiltonian. In Section 4, we will show some conditions about frequencies and perturbation for the lattice Hamiltonian obtained in Section 3. In Section 5, we will give details for one step KAM iteration, summarize as an iteration lemma and prove its convergence. At last, we give the necessary measure estimate for the parameter set. Some technical lemmas necessary are given in the Appendix.
Preliminary
Denote Z * = Z \ {0}, for any integer a > 0 and p 0, we introduce the phase space, complex valued functions space on T = R/2πZ:
where u = n∈Z * û n e inx is the discrete Fourier transform. Let ℓ a,p be the space of all bi-complex valued sequences
The convolution w * z of two such sequences is defined by (w * z) n = m w n−m z m .
Lemma 2.1.
[17] For a > 0, p > 1 2 , the space ℓ a,p is a Banach algebra with respect to convolution of sequences, and
with a constant c depending only on p.
In the following, we give the same definitions of compact form and gauge invariant property in [12] . To keep the continuity and enhance the readability, we list corresponding definitions and properties here.
Let J = {{n 1 , n 2 } ∈ Z * |n 1 is odd and |n 2 − n 1 | = 4}.
Without loss of generality, we assume that n 2 > n 1 > 0 for simplicity.
Definition 2.1.
[12] Given {n 1 , n 2 } ∈ J . A real analytic function
is said to admit a compact form with respect to n 1 , n 2 if
with finitely many nonzero components of positive integers.
Consider the Possion bracket
we have the following lemma Lemma 2.2.
[12] Given {n 1 , n 2 } ∈ J and consider two real analytic functions F (θ, I, z,z), G(θ, I, z,z). If both F and G have compact forms with respect to n 1 , n 2 , then so does {F, G}.
Definition 2.2. [12]
A real analytic function
is said to admit gauge invariant property if
Lemma 2.3.
[12] Consider two real analytic functions F (θ, I, z,z), G(θ, I, z,z). If both F and G admit the gauge invariant property, then so does {F, G}.
Lemma 2.4.
[12] Given {n 1 , n 2 } ∈ J and consider a real analytic functions F (θ, I, z,z). If F has compact form and admits gauge invariant property with respect to n 1 , n 2 , then F contains no terms of the form e i k,θ z nzn with k = 0 and e i k,θ z nzm with k = 0 and n = m.
Although this lemma has been proved in [12] , in order to make the reader understand the role which compact form and gauge invariant property play in KAM iteration, we would like to "prove" it again.
Proof. Consider F (θ, I, z,z) = k,α,β F k,α,β e i k,θ z αzβ with α = β = e n , where e n denotes the n-th component being 1 and the other components being 0. Since F has compact form with respect to n 1 , n 2 and admits the gauge invariant property, we have
In View of n 1 = n 2 , we obtain that k 1 = k 2 = 0. Then consider F (θ, I, z,z) with α = e n , β = e m and k = 0. Since F has compact form with respect to n 1 , n 2 , we obtain
Hence, lemma is proved.
Remark 2.1. From the proof of Lemma 2.4, we can find that the method in [12] restrict the number of frequencies of quasi-periodic solution to only 2, unlike in [25] any positive number N .
Remark 2.2. We should show that compact form and the gauge invariant property will be preserved along KAM iterations. These properties enable simplify the homological equation in each KAM step.
We denote
where k, α, β have the following relations:
Hamiltonian and Normal Form
In this section, We will study (1.1) as a Hamiltonian system on some suitable phase space P. Using the Hamiltonian formulation, we rewrite (1.1) with periodic boundary condition in the Hamiltonian form
with Hamiltonian
where the gradient is defined with respect to inner product in L 2 : u, v = 2π 0 uv dx. Consider operator A = −∂ xx with the periodic boundary condition. The eigenfunctions is {φ j (x) = 1 2π e ijx } and corresponding eigenvalue is λ j = j 2 . To write it in infinitely many coordinates, we make the ansatz
The coordinates are taken from Hilbert space ℓ a,p . Due to the definition of spaces, there is an isomorphism L : ℓ a,p −→ H a,p with u 2 a,p = ū 2 a,p = q 2 a,p , for each p 0. Fixed a > 0 and p > 
on the phase space ℓ a,p with symplectic structure −i j∈Z * dq j ∧ dq j . Its equation of motion areq
They are the classical Hamiltonian equation of motion for the real and imaginary parts of q j = x j + iy j written in complex notion.
is a solution of
Proof. The proof is similar to Lemma 1 in [19] , we omit it.
Then we establish the regularity of nonlinear Hamiltonian vector field X G . The perturbation term G has the following properties:
Lemma 3.2. For a > 0 and p > 3 2 , the function G is analytic in some neighborhood of the origin in ℓ a,p with real value, and Gq is an analytic map from some neighborhood of the origin in ℓ a,p into ℓ a,p−1 with
where
Let q be in ℓ a,p , then (jq j ) j∈Z * ∈ ℓ a,p−1 . By the algebra property, we can get
The components of the gradient Gq are its Fourier coefficients, so Gq in ℓ a,p−1 , with
The regularity of Gq follows from the regularity of its components.
For the nonlinearity i|u| 2 u x , we find
Remark 3.1. From above special forms of G and G ijkl , we know that G ∈ A n 1 ,n 2 , i.e. G α,β = 0 when n (α n − β n )n = 0 and n (α n − β n ) = 0.
Lemma 3.3. If i + j = k + l and {i, j} = {k, l}, then
Proof. Suppose i 2 + j 2 = k 2 + l 2 , we can get ij = kl. Since there are two real roots for quadratic polynomial at most, we can get {i, j} = {k, l}. This is a contradiction.
For all indices i, j, k, l satisfying i + j = k + l, we denote
for l = 0, 1, 2 and
Proof. As i + j − k − l = 0, then by direct calculation, we obtain
Observe that j = k, l. Hence, if |j| 2N , then
if |j| > 2N , at least one of k, l being in {n 1 , n 2 }, then
Lemma 3.5. Given {n 1 , n 2 } ∈ J , there exists a real analytic, symplectic change of coordinates Γ in a neighbourhood of the origin in ℓ a,p which transforms hamiltonian H = Λ + G into Birkhoff normal form up to order four. That is
where XḠ, XĜ and X K are real analytic vector fields from a neighbourhood of origin in
and
Proof. Define
with coefficients
where {·, ·} is a Poisson bracket with respect to the symplectic structure −i j∈Z * dq j ∧dq j .
Now we prove the analyticity of the preceding transformation Γ. First, note that when
Hence, by Lemma 3.2, Fq a,p c q * q * q a,p c q 3 a,p . The analyticity of Fq then follows from that of each of its component and its local boundedness. Moreover, it is clear that K a,p−1 c q 6 a,q . The analogue claims for XḠ and XĜ are obvious.
We note that G and F have compact forms. Hence, by Lemma 2.2, {G, F } has a compact form. Since Λ is already in a compact form, repeating applications of Lemma 2.2 show that all terms of K have compact forms, so does K. Similarly, using Lemma 2.3, we can get that K has the gauge invariant property. Hence K ∈ A n 1 ,n 2 . Now our Hamiltonian is H = Λ +Ḡ +Ĝ + K. Introduce the symplectic polar and complex coordinates by setting
where (θ, I) ∈ T 2 × R 2 be standard angle-action variables in the (q n 1 , q n 2 ,q n 1 ,q n 2 ) space around ξ. Then we get
and Possion bracket
The new Hamiltonian, still denoted by H, up to a constant depending only on ξ, is given by
At the same time, the perturbation is
Lemma 3.6. If F (q,q) ∈ A n 1 ,n 2 , then after above symplectic polar and complex coordinates transform, F is still in A n 1 ,n 2 .
Proof. Suppose F k,α,β = 0, when n (α n − β n )n = 0 and n (α n − β n ) = 0. Without of the loss of generality, we consider term
By the symplectic polar and complex coordinates transform, it becomes
Obviously, it satisfies
The argument of the others terms is analogous to above and we omit it, then we complete the lemma. Now, let ε > 0 be sufficiently small. Rescaling ξ j by ε 4 ξ j , j = 1, 2, z,z by ε 3 z, ε 3z , and I by ε 6 I, one obtains the rescaled Hamiltonian
The perturbation is
Note that Eq. (1.1) has a conservation
The above rescaling yields that
14)
We can write (3.8) as
Some Conditions
Consider the phase space
with the coordinates (θ, I, z,z). We denote P a,p C and ℓ a,p C the complexification of phase space P a,p and ℓ a,p respectively. Define a neighborhood of
where | · | denotes the sup-norm for complex vectors, Let O be a neighborhood of the origin in R 2 + . Define the difference operator ∆ ξζ in the variable ξ, ζ ∈ O
We define the distance
and the Lipschitz semi-norm of frequencies ω and Ω:
for any real number δ. Denote M = |ω|
We now prove some propositions of the Hamiltonian in the normal form (3.8).
Proposition 4.1. The map ξ −→ ω(ξ) is a homeomorphism from O to its image, which is Lipschitz continuous and its inverse also. The functions
At last, we prove inequality (4.1) in three cases:
Case II: |l| = 2 and l i = 1, l j = 1, for i = j, then
Case III: |l| = 2 and l i = 1,
for properly selected m > 0 we can show
Thus we prove this proposition.
Proof. We consider the following nonreasonant conditions:
As we have prove the first nonresonant condition in Proposition 4.1, we only consider the remaining three conditions. One has to check that α, k + β, l = 0 or Ak + B T l = 0 for 1 |l| 2. Suppose Ak + B T l = 0, for some k ∈ Z 2 and 1 |l| 2. We let d be the sum of at most two nonzero components of l. Then
As n 1 is odd and |n 2 − n 1 | = 4, we have the following integer solutions
In this case, k = 0, "l" have one "1" and one "−1". Because the perturbation admit compact form with respect to n 1 , n 2 , that is
then we get i = j. It contradicts with our assumption i = j. Thus, we prove all nonresonant conditions. The desired measure estimate of meas(O \ O 0 ) then follows from the same argument as that in Section 5.5.
The next proposition is concerned with the Hamiltonian vector fields. The perturbation term P is real analytic in the space coordinates and Lipschitz in the parameters. Moreover, near T 2 0 , for each ξ ∈ O its Hamiltonian vector field X P = (P I , −P θ , −iPz, iP z ) T defines a real analytic map
For s, r > 0, we introduce weighted norm for W = (X, Y, U, V ) ∈ P a,q C ,
Furthermore, for a map W : D(s, r) × O −→ P a,q C , for example, the Hamiltonian vector field X P , we define the norms Proof. We first show that P z ∈ ℓ a,p−1 . From (3.12), it is obvious that P z a,p−1 cε z a,p . The other components of X P is similar, and we get X P ∈ ℓ a,p−1 . Because of the form of P in (3.7) and P in (3.12), we know that P z (ω, ·) Proof. Consider the Taylor-Fourier expansion of P : P = k,α,β P k,α,β (I)e i k,θ z αzβ . It follows from K ∈ A n 1 ,n 2 that P ∈ A n 1 ,n 2 , i.e. P k,α,β (I) = 0, whenever
This implies that P contains no terms of the form e i k,θ z jz−j with |j| > 1 2 max{|n 1 |, |n 2 |}|k|. Especially, P contains no terms of the form z jz−j . Together with Lemma 2.4, there is no terms of the form e i k,θ z nzn with k = 0 and z nzm with n = m in P .
KAM step
To begin with the KAM iteration, we first fixed s, r > 0, p 3 2 , d = 2, δ = 1 and restrict the Hamiltonian (3.8) on the domain D(s, r) and restrict the parameter to the set O 0 . Initially, we set ω 0 = ω, Ω 0 = Ω, P 0 = P , r 0 = r, s 0 = 0 and M 0 = M . Consider the Hamiltonian :
Hence, H 0 is real analytic on D(s 0 , r 0 ) and also depends on ξ ∈ O 0 Whitney smoothly. It is obviously that there is constant ε 0 > 0 such that
where γ 0 = ε 1 3 0 . We recall that
and P 0 = k,α,β P 0 k,α,β (I)e i k,θ z αzβ ∈ A n 1 ,n 2 : k, α, β have the following relations:
Suppose that after a ν-th KAM step, we arrive at a Hamiltonian
which is real analytic in (θ, I, zz) ∈ D = D ν = D(s ν , r ν ) for some s ν s 0 , r ν r 0 and depends on ξ ∈ O ν ⊂ O 0 Whitney smoothly, where
for some γ ν γ 0 . We also assume that
for some λ ν = γν Mν and 0 < ε ν ε 0 . P = P ν = k,α,β P 0 k,α,β (I)e i k,θ z αzβ ∈ A n 1 ,n 2 : k, α, β have the following relations:
We will construct a symplectic transformation Φ ν , such that
with another normal form N ν+1 and a smaller perturbation P ν+1 which defined on a smaller domain D ν+1 . We drop the index ν of H ν , N ν , P ν , Φ ν and shorten the index ν + 1 as +. Also, throughout the whole paper, we use letters c, C to denote suitable (possibly different) constants that do not depend on the iteration steps.
The Homological Equations
Expand P into the Fourier-Taylor series
Let R be the truncation of P given by
The mean value of such a Hamiltonian is defined as
and is of the same form as N . The coordinate transformation Φ is obtained as the time-1-map X t F | t=1 of a Hamiltonian vector field X F , where F is the same form as R. Using the Taylor formula we can write
where {·, ·} is the Possion bracket:
In view of the previous equation, we define the new normal form by N + = N + N , where N satisfies the so-called homological equation (the unknown are F and N ):
Once the homological equation is solved, we define the new perturbation term P + by
where R(t) = tR + (1 − t) N . 
We will see that with the chosen normalization and the Diophantine conditions these equations determine N 0 , F 0 , F 1 and then N 2 , F 2 uniquely. Due to independence of z,z, the first equation amounts to the classical, finite-dimensional partial differential equation Note that X F 0 does not have any z,z component, so X F 0 r,p does not depend on p.
Consider the second equation in (5.3). Writing
and similarly F 1 it decomposes into
and it suffices to study each equation individually. We have R 10 = R z | z=z=0 and thus
where D(s) = {θ : |Im θ| < s}. Writing R 10 = R 10 , z = j∈Z 1 R j (θ, ξ)z j , and similarly F 10 , the equation {F 10 , N } = R 10 further decomposes into
Expanding R j in a Fourier series, R j = k∈Z n \{0}R jk e i k,θ , and similarly F j . Then above homological equation can written in
By the non-degeneracy condition (4.1) and Diophantine condition, we have uniformly
Using the estimates in Lemma A.3, the unique solution F j satisfies the estimate
Since p − q δ, this and Lemma A.4 imply
The same estimate holds for F 01 . Multiplying F 10 with z and F 01 withz and using p > 3 2 this gives 1
finally with Cauchy's estimate
To obtain Lipschitz estimates, we study first the differences ∆F j = F j (ξ) − F j (ζ) for ξ, ζ ∈ O. we obtain
The right hand side is known, so ∆F j uniquely solves the same kind of equation as F j .
So we obtain
).
Dividing by |ξ − ζ| = 0 and taking the supremum over O,
The same estimate applies to F 01 . So for the vector field of F 1 , we finally get
This concludes the discussion of F 1 . Now we consider the third equation in (5.3). Write R 2 = R 20 +R 11 +R 02 and similarly F 2 and N 2 . This equation decomposes into 4) while N ij = 0 for i = j. Consider the equation for F 11 , which is slightly more complicated than the ones for F 20 and F 02 . Writing R 11 = R 11 z,z , we have R 11 = R zz z=z=0 . Thus, R 11 is the Jacobian of R z with respect toz atz = 0. By Cauchy's inequality, we have
where · q,p denotes the operator norm included by · a,p and · a,p in the source and target spaces, respectively. Note that P contains no terms of the form z izj with i = j and e i k,θ z jzj with k = 0, write more explicitly
and similarly F 11 . The Eq. (5.4) decomposes into
and F jj = 0 for j = 0, F j(−j) = 0 for |j| > 1 2 max{|n 1 |, |n 2 |}|k|. Again, by Diophantine condition , we have
then we obtain
With Lemma A.4, this yield
The same, and even better estimates hold for F 20 and F 02 . Multiplying with z,z we then get 1
The estimate for the Lipschitz semi-norm of X F 2 is obtained by the same arguments as the one for X F 1 , and the result is analogous. We therefore omit it.
The estimates of X N follow from the observation that
The final estimates of the lemma are obtained by replacing σ by Proof. The proof can be found on page 160 in [22] .
We recall some approximation results in [27] , which show that the second order approximation of P can be controlled by P , and that P − R is small when we contract the domain (this contraction is governed by the new parameter η). At the end, we give some estimates for X t F . The formulas (5.7) and (5.8) will be used to prove our coordinate transformation is well-defined. Inequalities (5.9) and (5.10) will be used to check the convergence of the iteration. , we then have 
The New Hamiltonian
The map Φ = X 1 F defined above transforms
, where N + = N + N and
where R(t) = tR + (1 − t) N . Hence
From the paper [27] , we have known the following result:
We already have estimated X P − X R λ ηr,q in (5.6), so it remains to consider the commutator [X R(t) , X F ] r,q .
First, we have Moreover, we have the pointwise estimate
DX R(t) r,q,p X F r,p + DX F r,q,q X R(t) r,q .
By the product rule for Lipschitz-norms and Cauchy's estimate, we thus obtain
Together with the estimate on X P − X R λ ηr,q in (5.6) and with that in (5.11), we finally arrive at the estimate where Ω = (Ω j ) j∈Z 1 and Ω = ( Ω j ) j∈Z 1 . In order to control the assumptions of the KAM step for the iteration, we notice that the last estimate also implies
Lemma 5.6. P + ∈ A n 1 ,n 2 .
Proof. Note that
Since P ∈ A n 1 ,n 2 , then F , so do P − R, {N, F } and {P, F }. The lemma follows from Lemma 2.2 and Lemma 2.3.
Iteration Lemma
Let X t H be the flow of X H . Since H ν = H • Ψ ν , we have
The uniform convergence of Ψ ν , DΨ ν , X t Hν implies that the limits can be taken on the both sides of (5.15). Hence, on D( 17) it follows from (5.17) that we get an invariant finite dimensional tori Ψ ∞ (T 2 × {ξ}) for the original perturbed Hamiltonian system at ξ ∈ O. We remark that the frequencies ω * (ξ) = ω ∞ (ξ) associated with Ψ ∞ (T 2 × {ξ}) are slightly deformed from the unperturbed ones ω(ξ). The normal behaviors of the invariant tori Ψ ∞ (T 2 × {ξ}) are governed by their respective normal frequencies Ω ∞ n .
Measure Estimate
For each |k| > 0, we denote
At each step, we have to exclude the following resonant set:
Now we will prove that the measure of set R ν+1 k,l is small, so does R ν+1 k,l .
where c = 4(1 + |ω| sup O )/m is independent of ν.
Proof. If there exists ξ ∈ R ν k,l (γ ν ), then (5.14) implies that for k = 0,
Lemma 5.9. For fixed ν + 1, k, l,
where ρ ν is the diameter of O ν .
where C is some positive constant. Then by using Lemma A.6, it is easy to prove that estimate. So we omit it here. Cρ ν |j| δ γ ν+1 |k| τ +1 .
Since |j| 
Appendix
In this section, we give some technical lemmas. Proof. The proof can be found in [22] , [29] .
Lemma A.2 For ν > 0, 0 < δ < (1 + e) n .
Proof. The inequality can be found on page 22 in [3] .
Lemma A.3 Let u j , j 1, be complex functions on T n that are real analytic on D(s) = {|Im x| < s}. Then  Proof. The proof can be found on page 262-263 in [22] .
Lemma A.4 Let A = (A ij ) i,j =0 be a bounded operator on ℓ 2 which depends on x ∈ T n such that all coefficients are analytic on D(s) = {|Im x| < s}. Suppose B = (B ij ) i,j =0 is another operator on ℓ 2 depending on x whose coefficients satisfy A(x) , for 0 < σ s 1.
Proof. The proof can be found on page 262-263 in [22] .
Let V be an open domain in a real Banach space E with norm · , Π a subset of another real Banach space, and X : V × Π → E a parameter dependent vector field on V , which is C 1 on V and Lipschitz on B. Let φ t be its flow. Suppose there is a subdomain U ⊂ V such that φ t : V × Π → E for −1 t 1.
Lemma A.5 Under the preceding assumptions,
V , for −1 t 1, where all norms are understood to be taken also over Π.
Proof. The proof can be found in [27] . Proof. The proof can be found in [36] .
