Let L k denote the Lebesgue constants of the Walsh system. The following exact result is established by means of Mellin transforms:
Introduction
Alternative to Fourier series, Walsh functions provide series approximations to periodic functions and are widely used in many fields [6] . A simple example is seen by the "sawtooth" function [10, p. 261] s(x) = x − x + For the reader's convenience, we briefly describe the Walsh system in the following, for further information, consult [2, 6] .
We start from Rademacher functions:
φ k (x) = sign sin 2 k+1 πx = (−1) 2 k+1 x , (k = 0, 1, 2, ...),
where the sign function is defined in the usual way:
The Walsh functions Ψ n (x) are then defined by Ψ 0 (x) := 1 and
where n = 2 e 1 + · · · + 2 er , e 1 > e 2 > · · · > e r ≥ 0. It is known that {Ψ n (x)} n≥0 form a complete orthogonal system [6] .
The Lebesgue functions are defined by
and they provide an important measure for the growth magnitude of the partial sums.
Fine [2] proves that the Lebesgue functions are, in fact, like that in trigonometric system, independent of x, so we can write L k instead of L k (x). And he proves that
where := log 2 n , {y} denotes the fractional part of y and n = 0≤j≤ b j 2 j with b j ∈ {0, 1}. Of course, b = 1. Alternatively, this expression can be written as
where ν(n) = 0≤j≤ b j denotes the sum-of-digits function of n in base 2. Since ν(2 k ) = 1 and ν(2 k − 1) = k for any integer k ≥ 0, the function ν(n) oscillates between O (1) and O(log n) as n → ∞. The above relation between L n and ν(n) shows that L n has the same limiting behaviour. Due to this reason, we consider the summatory function 
hence the average order of L n is 1 4 log 2 n. The purpose of this note is to explicit the O(1) term:
where F (u) is a continuous periodic function with period 1 whose Fourier coefficients can be explicitly expressed in terms of Riemann's zeta function at the points −1 + 2kπi/ log 2, k ∈ Z, see Theorem 1 below. This expression is not only asymptotic but also exact. The fractal fluctuations of the function F are depicted in Figure 1 .
To establish this result, we start from (1), build a suitable Dirichlet series, and recover the information about L n by means of the inversion formula of Mellin-Perron. The proof technique is similar to those introduced in [3, 4] with a different summation formula.
Finally, we add that for trigonometric system, the Lebesgue constants are given by (cf.
[15, p. 67])
An asymptotic expansion for L n was derived by Watson [13] , cf. also [14, pp. 40-42] . The asymptotic study of Lebesgue constants of orthogonal systems has received much attention in the literature, cf. for example, [9, 5, 11] and the references therein. Lemma 1 Let the Dirichlet series f (s) = n≥1 a n n −s be of finite abscissa of convergence σ c . Let c > max{0, σ c }. Then, for any integer m ≥ 1, we have
Summation formulae and integral representations
Setting a n = 1 in (2), we can deduce (cf. [4] )
Corollary 1 For integer m ≥ 1 and any
where ζ(s) is Riemann's zeta function.
This formula generalizes (2.6) in [4] and is the basis for the existence of many exact formulae [4] .
The following three formulae are very useful and can be obtained by summation by parts coupling with (2) . Let {a n } n≥1 be any given sequence. Define a 0 = 0. Recall that the backward difference ∇a n and the forward difference ∆a n are defined by ∇a n := a n − a n−1 , n ≥ 1, and ∆a n := a n+1 − a n , n ≥ 0. Thus ∇∆a n = a n+1 − 2a n + a n−1 for n ≥ 1. Let the abscissa of convergence of the Dirichlet series W 1 (s) := n≥1 ∇a n n −s and W 2 (s) := n≥1 ∇∆a n n −s be σ 1 and σ 2 , respectively. We assume that both σ 1 and σ 2 are finite.
Lemma 2 (i) For c 2 > max{σ 2 , 0} and n ≥ 1,
(ii) for c 1 > max{σ 1 , 0} and n ≥ 1,
and (iii) for c 2 > max{σ 2 , 0} and n ≥ 1,
While formulae (4) and (5) are the bases of [3] and [4] , respectively, formula (6) serves as our starting point.
Main result
The relation (1) between L n and the binary representation of n leads to a Dirichlet series that involves Riemann's zeta function, in the style of [3] or [4] .
Our main result of this note is
Theorem 1 The summatory function T n satisfies the exact formula
where F (u) is a continuous periodic function of u with period 1. The Fourier series of F is given by 
with L 1 = 1. For convenience, define L 0 = 0. From (7), we obtain
Note that L(s) has a removable singularity at s = 1. Applying formula (6), we find, by
Cauchy's residue theorem,
The last integral is zero by expanding the factor (2 s+1 − 1) −1 in ascending powers of 2 s+1
and by applying Corollary 1 term-by-term. Since |ζ(−1+it)| = O(|t| Note that by the functional equation for Riemann's zeta function [12] , ζ (−1) = (1 − γ − log 2π)/12 + ζ (2)/(2π 2 ). This completes the proof. 2
Concluding remarks
Let us first compare our result with the corresponding one for the sum-of-digits function
we obtain, cf. [1, 4] ,
where G(u) is a continuous, nowhere differentiable, and periodic function of u with period 1 whose Fourier series writes
In general, one might expect similar fractal fluctuations for the behaviour of sums of the type 1≤k<n j≥0 f ({k/2 j }), f being certain continuous function. Many such sums arise in the analysis of the number of heaps and the cost of constructing heaps, cf. [8] . Mellin transforms seem to be a pleasant tool for expliciting the inherent oscillating behaviours.
To calculate the values of T n and S n := T n +L n /2, we can use the following recurrences derived from (7):
   T n = T n/2 + T n/2 + L n/2 2 + n/2 2 , for n ≥ 2,
and    S n = S n/2 + S n/2 + n 4 − ∆L n/2 4 (n = odd), for n ≥ 2,
where ∆L n = 1 2 ∆L n/2 + 1 2 (−1) n for n ≥ 1 and ∆L 0 = 1. From (9), S 2 k = (k + 2)2 k−2 for k ≥ 0, thus we obtain the identity From the above identity and the fact that F (k) = F (0) = 1 2 for any integer k, F (u) can be written as
Similarly, we can rewrite (8) as
1 − e 2kπiu .
