The best-known theorem in abstract algebra is likely to be the classification of finitely generated modules over principle ideal domain, which implies the classification of finite abelian groups and the Jordan cardinal form. But the submodule of it seems to be mysterious. In this article, I will prove a beautiful property of such submodule. It amazingly reduces to an interesting combinatorial problem of linear algebra which has nice relation with lattice theory. A analogue of density theorem is proved as an application. The criterion of being summand and a criterion of a homomorphism being nonextensible are also contained. The classification of modules over ring R[t]/(t 2 ) is discussed as well.
Introduction
Through this article, fix a principal ideal domain, R, a finitely generated torsion module M , and a submodule N ⊆ M . We will show the following result.
Theorem 1 There exists cyclic submodule N 1 , . . . , N n of N and cyclic submodules M 1 , . . . , M n of M such that
with N i ⊆ M i for all i where we accept the convention that 0 is cyclic. Categorically, what I proved can be reformed in this form.
Theorem 3 For any short exact sequences
of finitely generated torsion modules of R, it is direct sum of short exact sequences of cyclic modules.
More homologically, we can use the language of extension functor.
Theorem 4 For any short exact sequences
of finitely generated torsion modules of R, we can choose a decomposition of cyclic modules N ) , i.e. the diagonal parts.
Maybe a common error for a beginner of algebra is that "The submodule of a direct sum is a direct sum of submodule". But my theorem claims that this is true if the direct sum is re-selected by a given submodules in the case.
An exercise of the classification of finitely generated module over PID is that we can pick
by countering dimension over each R/p or by calculating ann of generators. Then by classification theorem there exists injections N i → M i , see for example [2] Page 194 §3.9 EXERCISE 4 and 6. Note that this exercise is much weaker to my theorem, since the injection may not be compatible with the inclusion N → M . Another exercise of it is that if a cyclic submodule N = yR satisfying ax = y solvable in M iff ax = y solvable in N for all a, then N is a summand of M , cf [2] Page 194 §3.9 EXERCISE 7 and 8. This result is implied by my theorem.
More remarks and applications are at the end of this article where I would explain the initial motivation of this theorem. and N k the counterpart of N . Since M is finitely generated, we can assume M L = M for some sufficiently large L. Now we have the following filtered modules.
Some notations
I claim that all of them are injective.
Thus we have the following diagram
Assume the corresponding submodules in M 1 are as follows.
Let for x ∈ M denote ord x = min{i ≥ 0 : p i x = 0}, and denote
Note that, µ| N = ν.
Some reductions
For linear space V and a family of subspaces V, we say a basis
That is, each U ∈ V admits U ∩ B as a set of basis.
Lemma 4.1 In the above construction, if x 1 , . . . , x n ∈ M generate M , then
Here are several properties of µ easy to check.
• µ(x) = 0 if and only if x = 0.
• µ is surjective.
• µ(px) = µ(x) if px = 0, since in this case, ord(px) = ord x − 1.
• µ(sx) = sµ(x) if s relative prime to p, since ord(sx) = ord x.
. , x n have the same orders.
The ⇒ direction. Firstly, we prove that the set B ∩ A k generates A k . Otherwise, let k be the minimal integer such that A k cannot be generated by B ∩ A k . For any nonzero element x ∈ A k \ A k−1 , we can find y ∈ M of order exact k, such that µ(y) = x. Assume y = r 1 x 1 + · · · + r n x n ,
But, by the properties of µ above
Secondly, we prove the linear independence of B. Assume there is a relation
By the properties of µ the relation can be rewritten as
By definition, it happens only
The ⇐ direction, we need to prove that the sum is direct. Assume
Then p h−1 x i vanishes or is of order 1. Applying µ on p h−1 times the above relation, we get
Since ord(sx) = ord(x) when s prime relative to p, so the relation becomes ord rixi=h s i µ(x i ) = 0, which contradicts the linear independence of B.
Proof. Consider the following diagram.
A simple argument shows that the union of B i generates M .
As a result, for any x 1 , . . . , x n ∈ M such that {µ(x 1 ), . . . , µ(x n )} forms a set of basis of {A 1 , . . . , A L }. If some y ∈ M such that py = x i , then replace x i by y. Of course, this process is terminal, so we get an algorithm. For example, we start from
Theorem 5 The main theorem 1 is equivalent to that we can pick a set of basis
Proof. If my theorem holds, then the image of generators of M under µ will form a basis of {A i } ∪ {B i } by above lemmata. The converse follows from our algorithm mentioned above.
As a corollary, the uniqueness follows from above construction.
Proof of uniqueness theorem 2. By the proof of theorem 5 above, the decomposition isomorphic class is completely determined by {A i } ∪ {B i }.
Basis expansion theorem
Finally, it successfully reduces to linear algebra. We will prove a little strong conclusion (which is also interesting in linear algebra).
Theorem 6 For a linear space V , two chains of subspaces U 1 ⊆ . . . ⊆ U n and
Proof. Consider the following diagram
The ideal is to deal with each square. For each square
This is often indicated in the proof of dim(A)+ dim(B) = dim(A∩B)+ dim(A+ B). We will use this to expand basis from left corner to fulfill all the first column, second column, etc.
Assume B <kh is a set of basis of V <ij := V ij : j < h or j = h, i < h , we will expand it to V <ij ∪ {V ij }. Now, using the above conclusion on
By induction, the proof is complete.
Thus, once theorem 6 gets proved, theorem 1 holds.
Direct applications
Direct applications to finite abelian groups and linear algebra will be firstly presented.
Theorem 7 For a finite abelian group A, a subgroup B, there exists a decomposition into cyclic groups
The linear algebra application is interesting, and highly nontrivial. 
Density theorem
Another interesting application is an analogue of density theorem. The version for semisimple ring, see [3] Page 191 §11.16. Proof. (Due to Bourbaki, essentially) We firstly prove the simple case. That is,
It is equivalent to that all the R-submodule of M is also E-submodule. We know that the submodule of M is described in theorem 1. Assume
Let p i be the projection from M to M i . Then for any e ∈ E,
The general case follows by considering the direct product M ⊕n with the diagonal action. It is not difficult to calculate that the new k is simply M n (k). For any e ∈ E, then the diagonal action e(x, . . . , z) = (ex, . . . , ez) commutes with M n (k), so lies in new E. The proof is complete.
Of course, we do not need such strong result to deduce above conclusion. The result that N is direct sum of r i M i with M i summand of M is sufficient, which is an corollary of exercises mentioned above, i.e. §3.9 EXERCISE 7 and 8.
The matrix version is interesting.
Corollary 9.1 The matrix commuting all matrices commuting with a given matrix A is a polynomial in A.
This is a very famous exercise of linear algebra when the base field is C, whose elementary solution involves massive violent calculation.
Actually, the observation of the similitude of it to density theorem is the initial motivation of my theorem.
Characteristic of summands
We now fix a principal ideal domain R and finitely generated p-torsion module M and a submodule N . Proof. If N is a summand, assume M = N ⊕ L.
Conversely, take the decomposition as theorem 1, Now, N i = M i or N i = 0. Otherwise, there exists x ∈ M i such that px is the generator of N i . By assumption, some x ′ ∈ N ′ such that px ′ = px contradicts the fact that px is the generator of N i , since px is (1, 0, . . .) in coordinate of N .
As a corollary, we have the simplest case. Proof.
If f satisfies the assumption, then it is not extensible. For any x ∈ M \ A, assume we can extend f to x, by the first assumption, for some n, p n x ∈ A \ {0}. Let n be minimal and replace x by p n−1 x, we can assume n = 1. Now, x and f (x) satisfy the left statement of second assumption, so x ′ ∈ A, such that px ′ = px. Now, x ′ − x ∈ {x ∈ M : px = 0} ⊆ A by assumption, so x ∈ A a contradiction.
Conversely, if f is nonextensible, then of course, it will automatically satisfy the first assumption. Note that, by above theorem 10, the second assumption is equivalent to
To prove this, take the decomposition Γ f ⊆ X × Y . then there exists some (x, y) / ∈ Γ f such that p(x, y) = (a, f (a)) with (a, f (a)) a generator of some cyclic summand of Γ f . But Γ f ∼ = A through projection, so a is a generator of some cyclic summand of A, thus x / ∈ A. Now, define f (x) = y, which extends f , a contradiction. More precisely, the submodule generated by (x, y) and Γ f isomorphic to the submodule generated by x and A through projection. Then the second projection to Y gives the extension.
The ring R[t]/(t 2 )
Let R be a principal ideal domain, I want to classify the finitely generated torsion module of R[t]/(t 2 ). For any module M , we can consider the exact sequence
We can get two data from the above exact sequence • Note that since t 2 acts as zero, so this gives a map
which is clearly an injection.
• Note that M presents an element in Ext 1 R (ker t, M/ ker t). We can reconstruct the isomorphic class of M from above construction.
Let B
The rest problem is to determine when two sets of data from left give the same isomorphic class. Let h be isomorphic between the result of two sets of data.
We In particular, for finitely generated torsion module, we have classified all the injection, the problem reduces to determining the automorphism of an injection of the form as in theorem 1, which is computable.
Remarks
About the assumption of torsion.
The assumption of torsion cannot be removed. Consider N := (2, 0), (1, 2) ⊆ Z/4Z ⊕ Z := M Any generators a, b of M , must satisfy ord a = 4, ord b = ∞. By changing b by −b if necessary, we can further assume a = (x, 0), b = (y, 1). Note that the free part is of index 2, but (2y, 2) / ∈ N .
About the assumption of submodule. Of course, my theorem 1 has the "quotient" form. More exactly, for any surjective group morphism between the lattice generated by V to a distributive lattice. In lattice theory, a theorem claims that the lattice generated by two chains is distributive, see [1] Page 319, Theorem 363. What's more, the counterexample for subsubmodule is nothing but the smallest non-distributive but modular lattice M 3 , as follows.
