It has been shown by Powell (1986a,b) that p n-consistent estimation of the slope parameters in the linear censored regression model is possible under a conditional quantile and a conditional symmetry restriction on the error term, respectively. While the proposed estimators have desirable asymptotic properties, simulation studies have shown these estimators to exhibit a small sample bias in the opposite direction of the well known least squares bias for censored data. In addition, parameter space restrictions and computational di culties are encountered as the estimators are de ned as minimizers of non-convex processes. The present paper introduces two-step estimators for the same statistical models which minimize convex objective functions, and are designed to overcome this nite-sample bias. Focusing on the censored quantile regression model, the paper gives regularity conditions under which the proposed two-step estimator is asymptotically equivalent to Powell's one step estimator. A consistent estimator of the limiting variance matrix is also proposed. A Monte Carlo study compares the nite sample behavior of the proposed methods with their one step counterparts. JEL Classi cation: C24, C14, C13.
Introduction
The (Type I) censored regression model has received much attention in the theoretical and applied econometric literature 1 Parametric estimators of this model assume the distribution of the error term to belong to some known parametric family. However, in contrast to the classical linear regression model, misspeci cation of the distribution of the error term results in the inconsistency of the estimators of the structural parameters.
The semi-parametric approach relaxes the assumption of a parametric form for the error term, but imposes su cient restrictions on its distribution to identify the structural parameters. Restrictions which have been exploited to construct estimators include independence between the errors and the regressors, (Horowitz(1986 (Horowitz( ,1988 , Moon(1989) , and Honor e and Powell(1994)) conditional symmetry of the error term, (Powell(1986b) ), and conditional quantile restrictions, (Powell(1984 (Powell( ,1986a , Nawata(1992), Buchinsky and Hahn(1998) ).
The conditional quantile restriction is the weakest of these, and thus the estimators proposed under this restriction are consistent under the widest class of speci cations. In particular, as well as allowing for a wide range of distributions of the error terms, these estimators are also \robust" to very general forms of heteroscedasticity. Assuming a conditional median restriction on the error term, Powell(1984) proposed the Censored Least Absolute Deviations (CLAD) estimator, and extended it to the Censored Quantile Regression (CQR) estimator in (1986a) to allow for any quantile restriction on the error term. Under standard regularity conditions, Powell showed these estimators to be p n-consistent (with n denoting the sample size) and asymptotically normal, and proposed a consistent estimator of the limiting covariance matrix, so con dence intervals and hypothesis tests could be constructed for large samples.
However, despite these favorable asymptotic properties, there are certain drawbacks regarding the implementation of the CLAD procedure in practice. The rst is computational. The CLAD estimator involves the minimization of a non-convex process, and thus iterative linear programming methods(see Buchinsky(1994) for example) are only guaranteed to converge to a local minimum.
Furthermore, despite the favorable large sample properties of the censored quantile estimators, its nite sample performance has come into question, and has been addressed in simulation studies. Paarsch(1984) compared censored least absolute deviation (LAD) esti-mation to normal maximum likelihood and Heckman's \two-step" least squares estimation. Many \stylized facts" emerged from this study. First, the censored quantile estimator was much more e cient (in a mean-squared sense) than the parametric \two-step" estimator. Second, unless the sample size is fairly large, or the error distribution very non-normal, the inconsistency of the (misspeci ed) Gaussian maximum likelihood can be small compared to its e ciency advantage (in terms of estimator variance) over the censored LAD. Finally, the censored LAD was found to have a nite sample distribution which was mean biased in the opposite direction of the well known classical least squares bias.
As will be outlined in the following section, this last result, the nite sample bias of the CLAD estimator, which was also found in the simulation study by Moon(1989) , is due to an asymmetry in the sampling distribution of the coe cient estimator rather than an actual \recentering" of its distribution away from the true parameter value. That is, the estimator is nearly median unbiased, but the distribution of the estimator of the slope coe cient is positively skewed (and the intercept estimator has a negatively skewed distribution), so the mean of the sampling distribution of the slope estimator exceeds its median. This asymmetry is less pronounced for designs with less censoring and for certain error distributions which are heavier tailed (more kurtotic) distributions than the Gaussian distribution, but appears to be present to some extent in all of the sampling experiments yet conducted.
The present paper attempts to address both the computational di culties and thisnite sample problem without sacri cing the desirable asymptotic properties of the censored quantile regression strategy. A (semiparametric) two-step estimator is proposed in which the rst step selects (non-parametrically or semi-parametrically) the observations with a positive value for the regression function, and the second step performs quantile regression on the selected observations. The paper is organized as follows. In the following section, a numerical example is given to illustrate the reason for the asymmetry in the distribution of the \one step" censored quantile estimator, and the motivation for the two-step estimator as a means of reducing this asymmetry is outlined. In section 3, each of the two steps of the proposed estimator are described in detail. Section 4 lists the necessary regularity conditions and discusses the asymptotic properties of the 2-step estimator as well as a proposed consistent estimator of the limiting covariance matrix. Section 5 discussed the bene ts of extending the two step procedure to other procedures, notably the \symmetrically trimmed least squares" estimator introduced by Powell (1986b) . In section 6, results of a Monte Carlo study for the two step estimator are presented. The conclusion (section 7) summarizes the results and discusses the practical implications of ndings in the Monte Carlo study. An appendix provides the proofs of the main theorems. 
over all in some parameter space B. This estimation method, based upon the conditional median of y i , was extended to Powell(1986a) to arbitrary quantiles. Estimators of the coe cients 0 were de ned as minimizers of the function:
where ( ) is the \check function" introduced in Koenker and Bassett(1978) ,
A closely related estimator, the symmetrically trimmed least squares estimator introduced by Powell(1986b) , was based on the assumption of symmetrically distributed error terms, and was de ned as the minimizer of : As discussed in the previous section, Monte Carlo studies of the censored LAD and symmetrically trimmed least squares estimators have revealed a nite sample bias in the means of their distributions. The reason for this bias concerns the interaction of the estimation of 0 with the \selection rule" x 0 i^ > 0, which determines the number of observations entering into the calculation of^ . A simple numerical example will illustrate the cause of the asymmetry in the distribution of^ . Suppose n = 4, 0 = 0; 1] 0 , and the regression vector x i takes the four values 1; ?2] 0 ; 1; ?1] 0 ; 1; 1] 0 ; 1; 2] 0 ; further, suppose the error terms i have a two-point distribution, taking the values 1/2 and -1/2 with equal probability. Then, for the censored regression model, the vector y y 1 ; y 2 ; y 3 ; y 4 ] 0 of observed dependent variables will take the values 0; 0; 0:5; 2:5] 0 ; 0; 0; :5; 1:5] 0 ; 0; 0; 1:5; 2:5] 0 ; and 0; 0; 1:5; 1:5] 0 with equal probability, as illustrated in the gure above. When the vector y assumes one of the rst three possible values, the censored LAD or symmetrically trimmed regression function will pass through the two data points in the positive quadrant. However, when the last value of y is observed (with y 3 = y 4 = 1:5), the tted regression line will not pass through the points in the positive quadrant (as required for the unbiasedness of the estimated coe cients), since this would imply large negative residuals for observations 1 and 2 (i.e., for the data points at (x i2 ; y i ) = (?2; 0) and (?1; 0)). In other words, the observations on the y i = 0 axis are \ig-nored" (i.e max(0; x 0 i^ ) = 0) unless the tted regression line is unusually at, in which case those observations cause the tted line to be steeper than if they were ignored. As a result, the expected value of the CLAD estimator is ?:25; 1:125] for this design, and the expected value of the symmetrically trimmed least squares estimator is ?:21; 1:13]. In addition, both estimators are median unbiased, indicating an asymmetry in their sampling distributions.
Of course, this bias vanishes in large samples, the probability limit of the symmetrically censored least squares estimator is 0 = 0; 1] when this design is in nitely replicated, and while the censored LAD is not consistent under these conditions (because of the discrete error distribution), it would be consistent if any continuously distributed error term with zero-median and a positive density in a neighborhood of zero was used. Nevertheless, for su ciently smooth distributions of the regressors, the bias of the two estimators, which is of probability order smaller than n ?1=2 by the asymptotic theory, is still evident in moderately sized samples.
The \two step" estimator proposed in this paper is meant to correct this nite sample bias while retaining the asymptotic properties of the censored regression quantile estimator. The approach taken is somewhat similar to a parametric \two-step" estimator (see Heckman(1976) ) which estimates the parameter vector (up to scale) using a probit estimator in the rst stage. The idea here is to separate the classi cation of observations into x 0 i 0 > 0 and x 0 i 0 0 groups from the estimation of the relative magnitudes of the coe cients in 0 . Thus the proposed estimation proceeds in two steps: a preliminary semi-parametric or non-parametric estimator is used to determine which observations have a positive \index", x 0 i 0 , and then standard quantile regression is then applied to those \selected" observations.
To illustrate why the two-step approach should correct the mentioned bias, consider the case of censored LAD estimation. The CLAD estimator satis es the asymptotic moment condition:
the left hand side being the subgradient of the function S n ( ) evaluated at its optimizing value. As the numerical example above indicates, if the true indicator functions were known, the resulting estimator would be unbiased. Instead, the (feasible) two step estimator would rst estimate the indicator variables, only using the values of d i and x i . From this procedure, the tted values,w i would be used to determine the observations to be included in an LAD regression by estimating the values I x 0 i 0 > 0]. The second step estimator using these tted values minimizes :
Applied to the previous numerical example, it is clear that this two-step method would yield an unbiased estimator of 0 . The rst step would always yieldw i = 0 for observations with x i2 0 andw i = 1 otherwise, so minimization ofS n ( ) here would always amount to LAD estimation over observations in the positive quadrant. In a more realistic case, with a denser distribution of regressors, it is reasonable to expect that the rst step estimates would be less sensitive to regressors with high leverage, since the magnitudes of the residuals of the rst step estimator are necessarily standardized across observations.
Description of the Proposed Estimator
The proposed estimator will be described in detail in this section. As mentioned, the estimator involves two stages. The rst stage can be estimated in one of various ways, as outlined below. The value of the estimator, which e ectively determines the sign of the regression function, can then be \plugged in" the criterion function which is minimized in the second stage.
First Stage Estimator
We consider four possible estimators for the rst stage. The rst two involve estimating the binary choice model under a conditional quantile restriction, where the dependent variable is now classi ed as censored, or uncensored. Estimators for the binary choice model under this model which we consider are Manski's \maximum score" estimator, (Manski(1975 (Manski( ,1985 ), and the \smooth maximum score" estimator proposed by Horowitz(1992) . The other two estimators we consider for the rst stage involve nonparametric methods. Speci cally, we consider a non-parametric kernel estimator of the \propensity score" (Rosenbaum and Rubin(1983) ) and the local linear estimator of the conditional quantile function, introduced in Chaudhuri(1991a,b) . The relative advantages and disadvantages of these estimators will be discussed after describing each of them in detail.
The Maximum Score and Smooth Maximum Score Estimators
Manski's maximum score estimator can be applied to the censoring indicators, d i and the regressors x i in the rst stage to estimate the sign of the regression function. The maximum score estimator, denoted here by^ MS , was introduced by Manski(1975 Manski( ,1985 to estimate the binary choice model under a constant conditional quantile restriction, and can be de ned as any minimizing value of :
The fact that the maximum score estimator only estimates 0 up to scale is irrelevant in the context of the proposed estimator, since we are only interested in estimating the sign of the regression function. Furthermore, the relatively strict conditions for consistency of the maximum score estimator are not necessary for consistently estimating the sign of the regression function; in particular it is not required that one of the regressors has a continuous distribution. For the numerical example in the previous section, it is apparent that 1 x 0 i^ MS > 0] 1 x 0 i 0 > 0] even though^ MS is not uniquely determined in large samples.
As an alternative to the maximum score estimator, Horowitz proposed a \smooth" version, which maximizes the smoothed objective function:
where K( ) is a smooth function in 0; 1] and h n is a sequence of bandwidths converging to 0 as the sample size increases. As discussed in Horowitz(1992) , this approach is computationally simpler than the maximum score estimator, and under stronger conditions than in Manski (1975 Manski ( ,1985 , the estimator converges at a faster rate and is asymptotically normally distributed.
Kernel Estimation of the Propensity Score
An alternative approach would be to non-parametrically estimate the \propensity score" , Thus if the propensity score is estimated in the rst stage, observations for which its value is greater than 1 ? will be used in the second stage quantile estimation.
While there exist several methods for estimating a conditional mean function, for the regularity conditions and proofs in this paper, we focus on the Nadaraya-Watson kernel estimator of the propensity score:
where K h ( ) denotes h ?d K( h ), K( ) is a kernel function, and h is a bandwidth.
Local Linear Estimation of the Conditional Quantile Function
Another approach would be to non-parametrically estimate the conditional -quantile function at each regressor point. Non-parametric estimation of the conditional median function has proven useful in the estimation of several semiparametric models; see, for example Chaudhuri et.al.(1997) , Khan(1997) , Chen and Khan(1998a,b,c) . In the context of this model, an equivariance property of quantiles implies that the conditional quantile function, denoted q ( ), is of the form:
So given a non-parametric estimatorq ( ), the selection rule would keep the i th observation ifq (x i ) > 0. Several estimators for conditional quantile functions have been recently proposed in the statistics and econometrics literature, notably Stute(1986), Truong(1989), Bhattacharya and Gangopadhyay(1990 ), Koenker et.al.(1992 ,1994 , and Chaudhuri(1991a,b) . For the proof of the asymptotic properties of our proposed two-stage estimator, we use Chaudhuri's local polynomial estimator, noting that it will su ce to implement a local linear estimator in the context of the model we consider.
To illustrate this procedure, let I ] again denote the indicator function, and let n denote a bandwidth sequence used to smooth the data. A local linear estimator of the conditional quantile function at a point x simply involves quantile regression(see Koenker and Bassett (1978) ) on observations which are \close" to x. Speci cally, let^ 0 2 R and^ 1 2 R k minimize the kernel weighted objective function:
where C n is a sequence of cubes centered at x whose sides are of length 2 n , so
The conditional quantile estimator which will be used in the rst stage will be the value^ 0 . The motivation for including the linear term in the objective function and estimating the nuisance parameter (^ 1 ) is to achieve bias reduction of the necessary order for p n-consistency of our second stage estimator.
Remark 1 Any of these estimators are valid procedures for the rst stage, and the asymptotic distribution of the second stage estimator is invariant to the choice of rst step procedure. Each of the rst stage procedures has its bene ts and drawbacks. The Nadaraya-Watson propensity score estimator and the local polynomial estimator are easier to compute than the maximum score and smooth maximum estimators (the rst has a closed form solution, and the second minimizes a globally convex objective function) though each must be evaluated n times. The main advantage of using maximum score in the rst stage, is that it avoids the problem of determining the value of a smoothing parameter encountered in non-parametric estimation and the smooth maximum score estimator. Also both it and the smooth maximum score estimators sidestep the need to incorporate a \trimming" function in the objective function of the second stage estimator, as is typically required for 2-step estimators with non-parametric estimation in the rst stage.
Second Step Estimator
Letŝ i denote the rst step estimator for the value of the variable of interest for the i th observation, which we denote by s i (soŝ i = x 0 i^ MS if maximum score or smooth maximum score is used in the rst stage,ŝ i =p(x i ) if the propensity score is estimated, andŝ i =q (x i ) if the conditional quantile function is estimated). Now let w( ) denote a smooth \weighting" function which assigns positive weights to those observations whereŝ i is greater than the value which corresponds to a positive value of the regression function. So w(ŝ i ) can be thought of as a smooth approximation to the indicator functions I x 0 i^ MS > 0]; I p(x i ) > 1 ? ], or I q (x i ) > 0], depending on which rst stage procedure is used.
The second stage estimator is de ned as the minimizer of :
where ( ) is an exogenous \trimming" function, whose properties are discussed in the next section. 2
If the propensity score or conditional quantile function is estimated in the rst stage, this estimator falls into the class of \MINPIN" or \Semiparametric -M" estimators for which many general results have been developed (see, for example, Andrews(1994a,b) and Newey and McFadden(1994) ). The most interesting result (which will be shown to hold for this estimator) is that the second step estimator can be p n-consistent despite the slower rate of convergence of the rst step estimator. It will also be shown that this second step estimator has an \asymptotic orthogonality" property, (see Andrews(1994a) ). What this means is that the limiting distribution will be the same as if the true values of the function w(s i ) were used in the second stage objective function instead of their estimated values. Because of this result, it makes no di erence (as far as the limiting distribution is concerned) which of the proposed estimators is used in the rst step.
We note also that the (second stage) objective function is (globally) convex, which is not the case for the one step estimator. Thus any solution found exploiting simplex methods will be a global minimizer, whereas for the CLAD estimator only a local minimum is guaranteed to be found.
Regularity Conditions and Asymptotics
Before proceeding with the characterization of the asymptotic properties of the proposed estimator, we now list the regularity conditions necessary for p n-consistency and asymptotic normality of the second stage estimator. We impose assumptions (which are standard in the literature) on the parameter space, the weighting function, the distribution of the regressors and the error term, and for the case where a nonparametric estimator is used in the rst stage, we specify regularity conditions for the bandwidth sequence.
Full Rank Condition
is of full rank.
Assumption on the Parameter Space P1 The true parameter value 0 is assumed to lie in the interior of B, a convex subset of R k .
Assumptions on the Weighting Function W1 0 w( ) < 1 W2 w( ) > 0 if and only if its argument is greater than some xed constant c, required to be greater than 1 ? if the propensity score is used in the rst step and 0 if the maximum score, smooth maximum score or the local linear estimator is used in the rst step. ER3 i j x i has th conditional quantile = 0. ER4 The conditional distribution of the latent error terms given the regressors has a density with respect to Lebesgue measure in a neighborhood of 0, denoted by f i jx i (ejx) which satis es the following properties:
ER4.1 As a function of e, it is continuously di erentiable and positive for e in a neighborhood of 0, and all x in the support of x i .
ER4.2 As a function of x, it is continuous with respect to each component of x (c) for all x in the support of x i and all e in a neighborhood of 0.
Propensity Score First
Step Regularity Conditions PS1 The kernel function K : R k ! R used in the rst step is the product of two separate kernel functions:
The indicator function serves as the kernel function for the discrete regressors. The kernel function for the continuous regressors, K c , has the following properties: 
Local Linear First
Step Regularity Conditions LL1 The kernel function used for the local linear estimator is the product of k c uniform kernels; speci cally, letting C n (x c i ) denote the cube in R kc centered at x c i with side length 2 n , the observations in the sample which are used to estimate the conditional quantile function are indexed by the set S n (x i ) = fj : 1 j n; j 6 = i; x
The bandwidth sequence, n is of the form:
where c 0 is a positive constant and 0 < < 1 3kc .
Remark 2 While the list of regularity conditions are quite standard when compared to conditions found in the 2-step estimation literature, we comment on some speci c conditions which warrant further explanation.
1. The full rank condition imposed in Assumption FR is analogous to the condition needed in Powell (1984) . Essentially, it rules out collinearity among the regressors in the support of the weighting and trimming functions.
2. Assumption P1 does not impose compactness on the parameter space. Though compactness is a necessary condition for the consistency of Powell's CLAD estimator, the convexity of our second step objective function permits us to relax this restriction.
3. Assumption T1 serves to exogenously trim the data, which by Assumption ER2.1 enables us to avoid the usual \denominator" problem (the imprecision of the second stage estimator when the rst stage estimator of the density function is near 0) encountered with two-step estimators, by bounding the density of the regressors away from zero.
4. The strong smoothness assumptions on p(x i ) and f X c jX d(x c i jx d i ) in Assumption ER2.2 are only required if the propensity score estimator is used in the rst stage, making this approach less desirable. They can be weakened to the assumption of continuity if the maximum score or local linear estimator is used in the rst stage.
5. Assumption PS1.2 could be relaxed to allow for kernel functions with unbounded supports, and is imposed only to simplify the proofs. Thus the method for constructing \higher order" kernels described in Bierens (1987) would be valid in this context as well. Alternatively, M uller(1984) discusses how to construct higher order kernels with compact support.
6. The restrictions in Assumption PS2 are satis ed for a wide range of bandwidth sequences. In particular, they are satis ed for the sequence which attains the optimal rate of uniform convergence (in the sense of Stone (1982)) of the rst step, h = O((ln n=n) 1=(2m+kc) ). Similarly, the restrictions in Assumption LL2 also allow for the optimal uniform rate of convergence of the local linear estimator.
Under these conditions, the asymptotic properties of the 2-step estimator can be derived.
The following theorem, proven in the appendix, characterizes its limiting distribution, which is virtually identical to that of the CLAD estimator in Powell(1984) . The only di erence stems from the fact that w(s i ) replaces I x 0 i 0 > 0] in our estimation procedure. 
We next consider estimation of the limiting variance of the two -step estimator. We propose consistent estimators for both components, J and . An intuitive estimator for the latter term replaces the expectation with a sample average, and the value s i with its consistent estimator:
The \hessian term", J, is more di cult to estimate due to the presence of the conditional density term. We adopt the approach taken in Pakes and Pollard(1989) , and propose a numerical derivative estimator. The idea behind this approach is that J is the derivative of the function: where n is a sequence of (possibly random) numbers converging to 0, u i is a k dimensional vector whose i th element is 1, and whose remaining elements are 0, and
The following theorem, whose proof is also left to the appendix, establishes that the proposed estimators, and hence the estimatorĴ ?1^ Ĵ ?1 are consistent:
Theorem 2 The 2-step approach described for the censored quantile regression model can be extended to the symmetrically trimmed estimators for the censored regression model proposed in Powell(1986b) if a conditional symmetry restriction is imposed on the error term. The asymmetric sampling distribution of these estimators has been shown through simulation studies (see Powell(1986b) ) and asymptotic expansions (see Chesher and Spady(1990) ). Similar results have been found for other estimators based on symmetric trimming{ see Honor e(1992). As was the case for the censored quantile regression model, adopting a 2-step approach would be motivated by correcting this second order e ect as well as convexifying the minimization problem. Speci cally, letting^ 2SLAD denote the 2-step LAD estimator, which is consistent under a conditional symmetry restriction, we propose 2-step versions of the symmetrically trimmed least squares and least absolute deviations estimators which we de ne to be minimizers of the objective functions respectively. While the asymptotic properties of these estimators are left for another paper, it is clear that their rate of convergence will be the same parametric rate as their one-step counterparts. However, unlike the 2-step quantile regression estimators, the estimator in (5.1) will not exhibit an asymptotic orthogonality property. Thus for this estimators, the rst order asymptotics will be a ected by the rst step estimation procedure.
Monte Carlo Results
The preceding results characterize the large-sample equivalence between the one-and twostep censored quantile regression estimators under the stated conditions. Equivalent rates of convergence were conjectured for the one and two step SCLS estimators; however, investigation of the two-step approaches was motivated not by a desire for favorable large sample performance, but rather as a means of attenuating the nite-sample bias observed in the one-step estimators. To determine whether two-step estimation is in fact successful in reducing this bias, Monte Carlo experiments with varying designs were conducted.
All designs considered we of the form: y i = max( 0 + 0 x i + i ; 0) with 0 2 R the parameter of interest, and x i the single regressor. The intercept 0 was varied across designs to keep the censoring level constant at 50%. 0 was set to 1 for all designs, and the distributions of (x i ; i ) varied across designs to explore the relative performance of the various estimators in di erent settings.
The simulation experiment consisted of 801 replications for sample sizes of 50, 100, 200, and 400. The \summary" statistics: mean bias, root mean-square error (RMSE), median bias, and median absolute deviation (MAD) were calculated for eight estimators: 1)CLAD, 2)2-Step LAD -maximum score rst step, 3)2-Step LAD -propensity score rst step, 4)2-Step LAD -conditional quantile rst step, 5)infeasible LAD -assuming the sign of the regression function were known, 6)SCLS, 7)2-Step SCLS, and 8) maximum likelihood estimator. In Tables I-VI these estimators are referred to as CLAD, 2SLADa,2SLADb,2SLADc, IFLAD, SCLS, 2SSCLS, and MLE, respectively.
The simulation study was performed in GAUSS. The CLAD was calculated using the iterative linear programming method discussed in Buchinsky(1991) . The second stages of the 2SLAD estimators and IFLAD used the linear programming method discussed in Buchinsky(1991) . For 2SLADa, the rst stage maximum score estimator was calculated using the Nelder-Meade simplex algorithm. For 2SLADb, the propensity scores were calculated with a Gaussian kernel, and the bandwidth was chosen by crossvalidation. For 2SLADc, the bandwidth was calculated using the rule of thumb procedure discussed on page 202 of Fan and Gijbels(1996) . For each of the 2SLAD estimators, a simple indicator function was used instead of a smooth weighting function, as the latter was mainly adopted to simplify the asymptotic arguments in the proofs. The bounding constant c was set to 0:05; 0:55; 0:05 for 2SLADa,b,c respectively.
Tables I-III report results for designs similar to those used in Powell(1986b); as mentioned there, certain aspects of these designs correspond to data con gurations encountered in practice. The base design, for which results are reported on Table I , had error terms generated as i.i.d. standard normal, and the regressor values were generated as i.i.d variates uniformly distributed on the interval ? p 3;
p 3] (resulting in a variance of 1). For this design, the CLAD does not exhibit a signi cant bias, and in fact has a smaller bias than its 2-step counterparts, as well as the infeasible LAD estimator. For sample sizes of 50 and 100, the IFLAD estimator exhibits a signi cant negative bias. As illustrated in Figure 2 , this is to be expected if the regression function takes values near 0 with relatively high probability. This suggests, ironically, that for this particular design, the favorable performance of the CLAD is due to its poor ability to estimate the selection rule.
In contrast, the SCLS estimator exhibits a signi cant positive bias for sample sizes as large as 100. This bias is appropriately corrected for by its 2-step counterpart. The Tobit MLE estimator, which here correctly speci es the error distribution, performs the best in terms of all summary statistics, as expected.
In Tables II and III the e ects of heteroscedasticity on each of the estimators are investigated. We consider cases where the scale of the error term is a monotonic function of x i 0 . Table II reports results for the design where the scale of the error term is ce 0:75x i 0 , where the constant c was set so the average value the scale function was 1. For this designs the results are more in favor of the 2-step estimators. The CLAD exhibits a positive mean bias as expected, which is now slightly larger in magnitude than its 2-step counterparts. Again, the results are far more dramatic for the SCLS and 2SSCLS estimators. Here the SCLS performs extremely poorly in terms of mean bias and RMSE for sample sizes as large as 200, and is greatly outperformed by the 2SSCLS. The latter exhibits a noticeable positive mean bias for a sample size of 50 and signi cantly larger values of RMSE than the LAD based estimators. The Tobit MLE, which is misspeci ed due to the presence of heteroskedasticity, performs very poorly at all sample sizes.
For the decreasing heteroscedasticity design, where the scale of the error term was set to ce ?0:75x i 0 , the results are reversed, though not nearly as extreme. As reported in Table III, for small sample sizes, the one step estimators outperform their two step counterparts, but the di erences are less noticeable than those found in Table II . One result which remains the same for this design is the poor performance of the MLE.
Tables IV-VI report results for a designs with a di erent distribution of x i . Here x i is distributed as a mixture of 2 normal distributions. The mixture probability was set to 0.5, and the two normals were centered at 2 and -2 respectively, each with a standard deviation of 0.25. Table IV reports results for the design where the error term i was distributed as a standard normal. For this design, the bene ts of the 2-step approach become more apparent. The CLAD exhibits a signi cant higher mean bias than its 2-step counterparts for sample sizes as large as 200. The SCLS is again outperformed by the 2SSCLS in terms of mean bias for sample sizes as large as 100.
In Table VI results are reported for a design where the regressor distribution is the same mixture of normals, but the scale of the error term was set to ce 0:75x i 0 , where again the constant c was chosen to set the average value of the scale function to 1. Here the results are dramatically in favor of the 2-step estimators. For a sample size of 50, the CLAD and SCLS exhibit positive mean biases of 50% and 69% respectively, whereas the 2SLAD estimators have biases ranging from 1%-3%, and the 2SSCLS exhibits a bias of 9%. Furthermore, the 2-step estimators outperform the CLAD and SCLS in terms of mean bias at all sample sizes. As expected, the Tobit MLE performs very poorly due to the presence of heteroscedasticity. Table VI reports results for the design where the scale function was set to ce ?0:75x i 0 . Here all estimators (except the MLE) have insigni cant mean biases, except for the 2SSCLS at 50 observations. In summary, the results of the simulation study are somewhat encouraging for the use of the 2-step estimators in practice. For some of the designs considered, they greatly outperform their one step counterparts in terms of mean bias, yet never perform noticeably worse. For the 2SLAD estimators, there is little revealed in this simulation study regarding which of the rst stage procedures is optimal. The results for all three are comparable for each of the summary statistics. The results of this paper suggest areas for future research. First, the asymptotic distribution of the 2SSCLS estimator needs to be evaluated, and an e ciency comparison with the SCLS would be another useful criterion to consider. Furthermore, further simulation studies may prove useful in determining which of the suggested rst stage procedures in the 2SLAD estimator is optimal in terms of nite sample performance. Honor e, B.E. and J.L. Powell (1994) , \Pairwise Di erence Estimators of Censored and Truncated RegressionPowell, J.L., J.H. stock, and T.M. Stoker (1989) \Semiparametric Estimation of Index Coe cients", Econometrica, 57, 1404 -1430 Rosenbaum, P.R. and D.B. Rubin (1983 In arguing the asymptotic properties of the estimator, we adopt shorthand notation for several of the terms. Speci cally, we let w i ; w 0 i ;ŵ i ; p i ;p i ; q i ;q i ; f i ;f i ; i denote w(s i ),w 0 (s i ),w(ŝ i ), p(x i ),p(x i ),q (x i ),q (x i ),f X (x i ), f X (x i ), (x i ) respectively. Also, we will let 0 ( ) denote the subgradient of the check function:
Finally, for a matrix a, we let kak denote ( P i;j a 2 ij ) 1=2 , where a ij denotes the individual components of a. Our strategy will be to establish the asymptotic properties of the proposed estimator in 3 stages. The rst stage will establish the consistency of the two step estimator. The second stage will use the consistency result to establish a higher (though slower than p n ) rate of convergence for the estimator. This higher rate will then in turn be used to establish p n?consistency and asymptotic normality in the third stage.
A.1 Consistency
Consistency of the estimator will follow from standard consistency theorems for minimizers of convex processes. This will require establishing a uniform rate of convergence for the rst stage estimator and pointwise convergence of the second stage objective to a limiting objective function which is uniquely minimized at 0 . We rst establish uniform rates consistency of the rst step estimators. For either maximum score estimator in the rst stage, we appeal to the results of Manski (1985), Cavanagh(1987) , and Kim and Pollard(1990), Horowitz(1992) which establish the cube root consistency of the maximum score estimator, and faster rate for the smooth maximum score estimator. The fourth root consistency of the rst step estimator x 0 i^ MS then follows trivially. 
A.2 4 th -root Consistency
The consistency of the estimator can be used to establish a higher rate of convergence. Here, we show 4 th -root consistency, which will be used in the next section to establish p n-consistency and asymptotic normality.
We rst use consistency to establish the following equicontinuity condition:
Lemma 3 Thus by Assumption ER4.1, and the fact that kx i k is bounded in the support of i , shows that:
This shows (A.17), so we have shown (A.15).
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Lemma 3 now follows directly by Lemma 2.17 of Pakes and Pollard(1989) , which also requires Assumption ER1.
We can now establish the following linear representation, which relates the rate of convergence of the estimator to the rate of convergence of the \infeasible" asymptotic rst order condition, The conclusion of Lemma 6 now follows since the rst term in the decomposition is o p (n ?1=2 ) by the consistency of^ and Lemma 3, the second term is O p (n ?1=2 ) by an ordinary central limit theorem, and the third term is o p (n ? ) by assumption. Proof: A mean value expansion ofŵ i around w i in the asymptotic rst order condition implies:
By Lemma 1, R n = o p (n ?1=4 ), so by Lemma 6 and an ordinary central limit theorem we have:
A.3 p n?consistency and Asymptotic Normality
We can now proceed to the main theorem, characterizing the limiting distribution of the estimator. Two preliminary lemmas are required. The rst shows that an \interaction" term is asymptotically negligible, and the second lemma establishes that the rst stage of the estimator does not a ect the asymptotic variance of the second stage estimator.
Lemma 8 To show (A.38) is o p (n ?1=4 ), by the bounds on w 0 i ; i x i it will su ce to show that: The uniform consistency result in Lemma 1, and the result that sup xi2X jf i j = O p (1) imply that R 3 ; R 4 are o p (n ?1=2 ). R 1 can be decomposed as follows: et.al.(1989) , (see also Ahn and Powell(1993) ), By the cube-root consistency of either maximum score estimator, (Manski(1985) , Cavanagh(1987) , Kim and Pollard(1990), Horowitz(1992) ), for any > 0, let n be a sequence of numbers which is O(n ?1=4 ); we have : The second probability in the above summation converges to 0 by the cube root consistency of the maximum score estimator. To show the rst probability can be made arbitrarily small, we rst note that: and is thus negligible by the assumption on n . We next show: 
