University of Rhode Island

DigitalCommons@URI
Open Access Master's Theses
2020

GRAPH MODELS WITH MISSING DATA TECHNIQUES FOR
APPLICATIONS IN DRUG USE NETWORKS
Valerie Ryan
University of Rhode Island, valryan15@gmail.com

Follow this and additional works at: https://digitalcommons.uri.edu/theses

Recommended Citation
Ryan, Valerie, "GRAPH MODELS WITH MISSING DATA TECHNIQUES FOR APPLICATIONS IN DRUG USE
NETWORKS" (2020). Open Access Master's Theses. Paper 1851.
https://digitalcommons.uri.edu/theses/1851

This Thesis is brought to you for free and open access by DigitalCommons@URI. It has been accepted for inclusion
in Open Access Master's Theses by an authorized administrator of DigitalCommons@URI. For more information,
please contact digitalcommons@etal.uri.edu.

GRAPH MODELS WITH MISSING DATA TECHNIQUES FOR APPLICATIONS IN
DRUG USE NETWORKS
BY
VALERIE RYAN

A THESIS SUBMITTED IN PARTIAL FULFILLMENT OF THE
REQUIREMENTS FOR THE DEGREE OF
MASTER OF SCIENCE
IN
STATISTICS

UNIVERSITY OF RHODE ISLAND
2020

MASTER OF SCIENCE THESIS

OF
VALERIE RYAN

APPROVED:
Thesis Committee:
Co-Major Professor

Natallia Katenka

Co-Major Professor

Ashley Buchanan
Jing Wu
Grayson Baird

Nasser H. Zawia
DEAN OF THE GRADUATE SCHOOL

UNIVERSITY OF RHODE ISLAND
2020

ABSTRACT
Problem: Social context is important in the reduction of engagement in potential
risk behaviors, particularly among people who use injection drugs (PWID). People
engage in risky behavior together via sharing needles or other drug use equipment and/or
though risky sex. If we can identify which attributes are related to increased (or
decreased) odds of engaging in risky behavior with others, we can use those results to
better target HIV risk reduction interventions among PWID.
Methods: Exponential random graph models (ERGMs) were used to model the
probability that there is a tie or connection between people in a network based on a set of
given attributes. Networks used were from the Social Risk Factors and HIV Risk (SFHR)
study and the Transmission Reduction Intervention Project (TRIP). The SFHR study
included participants who had injected drugs within the past year and who lived in and
around New York city between 1991 and 1993. The TRIP study also recruited
participants who were injection drug users and their contacts who lived in Athens, Greece
between 2013 and 2015. Two missing data imputation techniques were used (and
compared with complete case analysis models): propensity score methods and random
forest.
Results: Across both data sets, results indicate that people were more likely to
engage in risky behaviors with others who were similar to them in some way (e.g., are the
same sex or are of the same race/ethnicity). We also found that those who were homeless
were more likely to engage in risk behaviors, compared to those who were not homeless,
and that they were likely to engage in risky behaviors with other people who were also

homeless. Results remained consistent across all models, indicating that the two missing
data imputation techniques did not have a strong influence on results.
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Abstract
Social context plays an important role in perpetuating or reducing potential risk
behaviors. Exponential random graph models (ERGMs) were used to determine which
attributes could increase or decrease the likelihood of people potentially sharing HIV risk
behaviors (i.e., sharing needles or engaging in risky sex) among people who use injection
drugs (PWID). Two methods for imputing missing data were used: propensity score
matching and random forests. Results across all models and across both data sets indicate
that people were more likely to engage in risky behaviors with others who were similar to
them in some way (e.g., were the same sex or were of the same race/ethnicity). We also
found that those who were homeless were more likely to engage in risk behaviors,
compared to those who were not homeless, and that they were likely to engage in risky
behaviors with other people who were also homeless.
Keywords: social networks, people who use injection drugs, HIV/AIDS,
exponential random graph models, missing data
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Graph Models with Missing Data Techniques for Applications in Drug Use Networks
Researchers have evaluated social context and its role in perpetuating or reducing
potential engagement in HIV risk behavior, particularly among people who use injection
drugs (e.g., Friedman et al., 2017; Latkin et al., 1994; Unger et al., 2006), a population
that is at a high risk for engagement in HIV risk behaviors (Altice et al., 2010).
Methodology for network-based studies, such as exponential random graph models
(ERGMs), can allow for a better understanding of which individual attributes, shared
attributes, and/or network structural characteristics could increase or decrease the
likelihood of people potentially sharing risk behaviors.
In network analysis, a node represents individuals in the network, and edges
represent the connections between those nodes. Often in these settings, an additional
methodological challenge is missing data in network modeling: both missing attribute
data for the nodes and possible missing edges. To address missing covariate data for the
nodes, two different missing data techniques will be used: propensity score matching and
multiple imputations using random forests. Results will be compared between the two
imputation techniques as well as with models where imputation was not used. These
methods can improve our public health interventions among people who use injection
drugs (PWID), by allowing us to incorporate important social structure components in
interventions. These network methods will be applied using data from both the Social
Risk Factors and HIV Risk (SFHR) Study and the Transmission Reduction Intervention
Project (TRIP). These are observational network studies conducted with participants who
potentially engaged in HIV risk behaviors with others. The SFHR Study included
participants who had injected drugs within the past year and lived in New York City or
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the surrounding areas between 1991 and 1993 (Friedman et al., 2002). Participants in
TRIP were injection drug users and their contacts who lived in Athens, Greece, between
2013 and 2015 (Nikolopoulos, 2016).
Network Analysis
Networks can be described using graphs, which are composed of nodes/vertices,
representing the individuals in our network, and edges/links, which represent relational
ties between nodes (Kolaczyk, 2009; Wasserman & Faust, 1994). The formal
mathematical definition is as follows: a graph
made up of edges

and vertices

is a mathematical structure

, with edges represented as pairs

of vertices

(Kolaczyk, 2009). In the case of HIV risk (or possible risk) networks, edges between
nodes can represent two people who are potentially engaging in shared HIV risk
behavior, whether that is sharing needles for injection drug use, engaging in unprotected
sex, using drugs around others who are sharing needles, or having sex in the same area as
those who are engaging in these behaviors.
Network data can be stored in an adjacency matrix. This is an

square matrix

where the rows represent nodes and the columns are those same nodes. In an undirected
network, there are only two values that can be assigned:
connection, or

representing no tie or

representing a tie, or connection between two nodes. The diagonal of the

matrix is a node’s relationship to itself, which is usually interpreted as meaningless. The
previous definition assumes that the network ties are not weighted (Kolaczyk, 2009).
Network analysts refer to data that is typically measured in a non-network research study,
such as demographic variables, scores on surveys, and performance on tasks as attribute
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or covariate data. Researchers can have attribute data for nodes and/or edges, though
nodal attribute data is more common (Kolaczyk, 2009).
Researchers use ERGMs to model the probability of a tie being present or absent
as a binary random variable, conditional on other variables included in the model, such as
actor attributes and/or the occurrence of certain structural properties of the network.
These effects have an interpretation similar to predictor variables in regression models
(Hunter & Handcock, 2006; Robins, Pattison, Kalish, & Lusher, 2007; Wasserman &
Pattison, 1996). ERGMs can be used with or without attribute data; that is, one can use
only the edges and vertices to determine which network structures are important for a
given network or one can also include individual-level attribute data to evaluate which
network structures and which attributes are important in a network. A vector, , of our
attribute variables is utilized and the model conditions the adjacency matrix, , on the
vector of covariates, , and uses that conditional distribution in the specification of the
joint distribution of the adjacency matrix components that lie at the heart of the model.
ERGMs use Markov Chain Monte Carlo maximum likelihood estimation to estimate the
log-odds of the effects of predictors on the observed network. To determine the statistical
significance of network parameters, one estimates whether the observed network effects
are more or less common than what one would expect to find in a random graph, where
all ties have the same probability of occurring (Frank & Strauss, 1986; Hunter &
Handcock, 2006; Robins & Morris, 2007; Robins, Pattison, Kalish, & Lusher, 2007;
Robins, Snijders, Wang, Handcock, & Pattison, 2007; Morris et al., 2014).
Some descriptive network measures that can be included as terms in ERGMs are
degree and centrality. The degree of a node is the number of edges it has: in an undirected
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graph you can simply count the number of edges. The nodes node is connected to are
called node

neighbors and, taken together, they are node

neighborhood (Kolaczyk,

2009). Degree is generally thought of as a measure of “popularity” where nodes that have
a high degree have many connections in the network. In the case of HIV risk networks,
degree is a measure of how many people an individual shares potentially risky health
behaviors with, so someone with a degree of 3 is connected with 3 other people in the
network, in this study, they potentially share risky behaviors with 3 people in the
network. In this case, people with a higher degree are likely at a higher risk for
contracting disease, but they may also be good targets for intervention as they know
many other people in the network.
There are different ways to measure node centrality, including closeness and
betweenness centrality. Closeness centrality measures how near (or far) a node is to other
nodes—the node with the most closeness is determined to be the most central in the
network. This is measured by calculating the geodesic distance (i.e., shortest path)
between all nodes in the network (Bavelas, 1950). Closeness centrality can tell us how
spread out (or tightly knit) our network is, on average. If the closeness centrality indicates
that on average, people in a network are close together, researchers looking to implement
an intervention may not have to intervene on many nodes; they could choose a few
people and let those people spread the intervention to others who are nearby in the
network, assuming the intervention can be spread.
Betweenness centrality is used to calculate which node is located between the
most other nodes and determines that to be the most central node in the network
(Freeman, 1977). A person with high betweenness centrality may not necessarily have a
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very high degree (e.g., not have a lot of connections in a network), but they may connect
groups in a network that would otherwise be isolated. This person could be in an
important position for spreading information in a network and thus, could be targeted as a
person who could disseminate important health information or help recruit people to
participate in a study. On the other hand, if this person is treated they may no longer be a
part of the network and could sever risk pathways between different parts of the network
if they leave the network.
There are also terms that can be included in the ERGMs which incorporate
attribute data. Homophily is a widely-used network effect and represents the tendency to
affiliate with similar others, e.g., that people are more likely to be connected with other
people in a network who are similar to them in some way (Handcock et al., 2018).
Homophily effects can tell us if people are connecting with similar others based on
certain attributes, which could be helpful when targeting groups for intervention amongst
PWID. Researchers can include terms for homophily based on different attributes in the
data, such as homophily based on gender, age, education level, or having a similar living
situation. There are different types of attribute effects that can be included in ERGMs:
main effects and similarity (i.e., second-order) effects. A main effect is additive, where
the sum of the numeric variable for all edges
for similarity effects, the number of edges

in the network is calculated, whereas
is counted only if the attribute for node

is the same as or similar to the attribute for node (Hunter & Handcock, 2006). For
example, the main effect of age would be interpreted in the same way as it would in a
regression model (i.e., the log-odds of our predictor variable related to the outcome, with
all other predictor variables held constant) but the similarity effect of age would represent
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the log-odds that people in the network display age homophily (i.e., people tend to be
connected to other people of the same age).
Other attribute terms one can use in ERGMs include terms that compare
individual attributes across levels of a categorical variable or one can compare levels of
attributes to a reference level. For example, one can see if women are more likely to be
connected to anyone in a network (i.e., have more connections overall), compared to
men, or if people who completed college or high school are more (or less) likely to have
connections in a network, compared to those who only completed elementary school.
When comparing individual attributes across levels one can see, for example, if male-tomale or male-to-female connections are more or less likely than female-to-female
connections in the network (Handcock et al., 2018). In HIV risk networks, this could help
identify types of individuals who may be more likely to be connected in a network and,
thus, might be good candidates for intervention. For example, if women are more likely
than men to have connections within in a network, it might be better to intervene on
women or have women spread health information through a network.
Goodness-of-fit for the models can be examined by graphing the observed
parameter estimates against the random networks generated by the ERGMs to compare
the distributions of different effects in the network, such as degree, and homophily. This
will show how well the observed network matches the values of the randomly generated
networks (Hunter, Goodreau, & Handcock, 2008). If there is no evidence of a lack of
model fit, the model is likely not degenerate. If we find evidence of a lack of fit, indicated
by the graph of observed parameter estimates falling outside of the bounds of the
quintiles created using the random networks, the model is likely misspecified; that is, it is
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probably missing some important terms, includes inappropriate terms or is misspecified
in some other way (Hunter et al., 2003). In that case, one could compare nested models to
add or remove parameters to the model one at a time to identify which parameters should
be included or excluded to improve model fit.
Missing Data
Missing data are a common issue in public health research and there are missing
data in the data sets used in the current study. Thus, techniques for handling missing
attribute data were used. Some participants did not provide all of their demographic
information, including where they were living. There are a variety of methods to use to
handle missing attribute data and two were chosen: propensity score matching and
random forests. Propensity score matching groups individuals with similar others based
on observed variables and matches those with missing data to those with observed data to
“fill in” the missing responses (Little & Rubin, 2002). Random forest is a non-parametric
iterative single imputation technique which uses observed data to train a random forest
algorithm, which then imputes the missing data in an iterative fashion, meaning values
are repeatedly filled-in, until the convergence criterion is met. It has been found to
outperform other multiple imputation strategies such as multiple imputation by chained
equations (MICE), k-nearest neighbor imputation, and the Missingness Pattern
Alternating Lasso algorithm, by producing less imputation error, based on out-of-bag
imputation error estimates when used on data sets with artificially introduced missingness
(Stekhoven & Bühlmann, 2011).
HIV Risk Behavior Among PWID
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According to the Centers for Disease Control and Prevention (CDC, 2018), as of
2016, 1.1 million people in the United States are living with HIV, with 14% of those (n =
162,500) infections going undiagnosed. Worldwide, approximately 36.9 million people
have HIV, with 1.8 million new cases reported in 2017 alone. Since the beginning of the
AIDS epidemic, over 35 million people have died of AIDS-related illnesses worldwide
(CDC, 2018). While the rate of AIDS-related deaths and reports of new HIV cases have
decreased since the late 1990’s, there has been an increase in HIV diagnoses amongst
people who use injection drugs (PWID), co-occurring with the increase in opioid use in
the United States (Frieden, Foti, & Mermin, 2015; Spiller, Broz, Wejnert, Nerlander, &
Paz-Bailey, 2015). Those who use drugs and have HIV have higher rates of comorbid
diseases and mortality, compared to those who have HIV but do not use drugs (Altice et
al., 2010). They also tend to have worse health outcomes when using antiretroviral
therapy (ART), compared to people who have HIV and do not use drugs, due to many
factors, such as comorbidities, drug interactions, having less access to healthcare, being
less likely to have ART prescribed to them, and exhibiting less adherence when taking
ART (Altice et al., 2010). Engagement in other risky behaviors, such as group sex and
unprotected sex can put PWID at additional risk of HIV infection (Friedman et al., 2017).
PWID are an important group for interventions because they have a higher risk of HIV
infection, have higher rates of comorbid diseases and mortality once infected, and have
worse health outcomes when being treated with ART.
In this study, I examined which network and individual attributes are the most
important in increasing or decreasing the likelihood of nodes having a tie in the Social
Risk Factors and HIV Risk Study (SFHR) and Transmission Reduction Intervention
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Project (TRIP) data sets. In these networks, people are connected if they potentially share
HIV risk behaviors, such as engaging in unprotected sex, sharing needles for injection
drug use, using drugs around others who are sharing needles, having sex around others,
or being seen interacting with study participants. Using ERGMs, I determined which
aspects of the network and/or individuals in the network could increase or decrease the
likelihood that people will potentially engage in HIV risk behaviors together. These
findings can help researchers and others understand where and how to target
interventions to most effectively decrease potential engagement in shared HIV risk
behaviors amongst networks of people. To handle missing nodal attribute data, I used two
methods of missing data imputation: propensity score matching and multiple imputation
using random forests. I examined the sensitivity of those methods by creating data sets
with a percentage of data randomly assigned to be missing from the living variable,
which was the only variable with missing data, and I assessed the accuracy of each
method on the data sets with artificially missing data.
Methods
This is a secondary data analysis study, using existing, de-identified data from
two observational network-based studies (the Social Risk Factors and HIV Risk Study
[SFHR] and the Transmission Reduction Intervention Project [TRIP]). It was reviewed
and approved by the Institutional Review Board (IRB) at the University of Rhode Island.
Participants and Procedure
Participants in the SFHR study lived in New York City and the surrounding areas
(e.g., New Jersey, New York State, and Connecticut) between 1991 and 1993. Some were
recruited by study staff who engaged in ethnographic work where they spent significant
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amounts of time with people living and using drugs in the neighborhood, while others
were brought in by friends or had been given a coupon to participate. Participants were
all 18 years of age or older and had injected drugs within the last year (Friedman et al.,
2002). They completed interviews with study staff and could choose to have their blood
drawn and tested for a variety of diseases, including HIV and Hepatitis B. They provided
descriptions of their contacts (people with whom they had sex and/or used drugs, not
necessarily in a risky manner) and study staff located those contacts within the
neighborhood and asked them to confirm that they knew the participant who had
nominated them as a contact. Researchers also collected data on demographic
information (e.g., age, race, ethnicity, sex, employment status), health attitudes and
beliefs, and health-seeking behavior. There were 767 people enrolled in the study and
516 connections between those people (Friedman et al., 2002).
Participants in the TRIP study were injection drug users and their contacts who
lived in Athens, Greece between 2013 and 2015. Those who were initially recruited into
the study were injection drug users who were referred to the study by HIV testing centers
in Athens. These participants were recruited by ARISTOTLE, a program which sought to
contract trace PWID and enroll them in HIV care, following a respondent-driven
sampling (RDS) design. For each person who was initially recruited into the study, it was
determined whether they were recently infected with HIV (within the last 6 months) or
were considered long-term HIV infected (more than 6 months prior) (Nikolopoulos,
2016).
Researchers then used two-wave contact tracing for each initial recruit, asking
them about their sexual and drug use partners. Once those nominated participants were
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contacted and agreed to participate, they had their HIV status ascertained and those who
were HIV positive were tested using the Limited Antigen Avidity (LAg) assay to
determine if they were recently infected with HIV (< 130 days since infection) or longterm infected (> 130 days since infection) This test is based on antibody maturation and
is used to calculate a standardized Optical Density score, with a cut-off value of 1.5,
which indicates whether a person has been infected with HIV in the past 130 days
(recent) or infected, but not in the last 130 days (long-term) (Nikolopoulos, 2016). It is
important to differentiate between short-term and long-term infected because those who
are recently infected are likely to not have many symptoms while in their most acutely
infectious period (Selik & Linley, 2018; Volz et al., 2013). Both those who were recently
infected and those who were long-term infected were asked to provide contact
information about their sexual and drug use partners and many of those nominated people
were recruited into the study (Nikolopoulos, 2016).
Participants completed computer-assisted interviews and also had their HIV status
ascertained, with the previously described LAg test to determine recency of infection if
they were HIV positive. They provided demographic information and their contacts’
information, answered questions about engagement in risk behaviors, their HIV status,
substance use, access to care, HIV knowledge, stigma, injection norms, and their
opinions on the project. Follow-up interviews were conducted with participants about six
months after they completed their baseline interview and data were collected over two
years of follow-up. There were 356 people enrolled in the study and 542 connections
between them when considering only the baseline data (Nikolopoulos, 2016).
Statistical Methods
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Descriptive statistics for the attribute variables were calculated for each network.
The main nodal attributes of interest in the TRIP analyses were age, sex, nationality,
education level, employment, and living situation. Sexual identity was not included as
97% of participants identified as heterosexual. The lack of variance in responses for this
attribute would make it impractical to include in the models and thus it was not used in
analyses. The main attributes of interest in SFHR analyses were age, sex, race/ethnicity,
education level, employment, living situation, and marital status. Ware et al. (1981)
recommend choosing variables for public health population studies based on what is
practical (e.g., what a researcher can reasonably measure), what is reliable, and what is
valid. These variables were chosen because they are easy to ascertain (e.g., a blood test
does not need to be performed to obtain this information – a patient can be asked
directly), making them practical, particularly for studies where there is little or no
funding. They were also chosen because they could be important for delivery of
interventions, again, making them a practical choice. Many variables needed to be
categorized into fewer groups for analyses, as some groups were so small that parameter
estimates would likely not be estimated if original groupings were included in the
models. That process is described in Appendix 1.
The following basic network descriptive statistics were calculated for each
network: edge count, vertex count, transitivity, density, average betweenness, average
degree, and assortativity The entire network sample (full network) and the largest
connected component were modeled separately. The full network model included all
participants, some of who were isolates (they did not share any edges with others in the
network). A connected component is a subgraph, a subset of nodes and edges taken from
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the full network, where all nodes are connected by a path, which is a series of edges
connecting unique nodes, and there are no isolates. The largest connected component
(LCC) is the connected component which has the most vertices included. Edge count is
the number of edges (connections) in a network. Vertex count is the number of
individuals (nodes) in a network. Degree is how many connections a person has in a
network. Degree can range from
called an isolate) to

(a person has no connections in the network, also

, indicating that the person is connected with every other person

in the network (Wasserman and Faust 1994).
Transitivity, also known as the global clustering coefficient, is simply a ratio of
the total number of closed triplets (i.e., person is connected to person , who is
connected to person , who is also connected to person , making a closed triangle) to the
total number of triplets in a network, which represents the probability that a person’s
connections are also connected to one another (Csárdi and Nepusz 2010; Wasserman and
Faust 1994). It is referred to as the clustering coefficient because it is a measure of how
clustered or “tightly knit” groups are within a network. The values range from
with

representing a graph with no closed triangles, and

to ,

representing a graph with only

closed triangles, the latter indicating a tightly knit group (Wasserman and Faust 1994).
Using notation from Kolaczyk (2009), transitivity, , can be expressed as:

where

is the number of triangles in the network and

is the number of

connected triples in the network. If the clustering coefficient is high, this indicates that
groups are tightly-connected within a network and, in terms of intervention, it may be
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possible to intervene on only one person within a group and have that person spread the
intervention to other group members. If the clustering coefficient is low, it indicates that
the network is more loosely connected and researchers would likely have to intervene on
many people if they wanted to spread an intervention throughout the entire network.
Density is a measure of how connected a network is; simply put, it is the
proportion of actual connections over the total number of possible connections. Using
notation from Kolaczyk (2009), we can define the density of a network as:

where

is the number of edges in the network and

ranges from

to , with

the network and

is the number of nodes. Density

representing a network with no connections between nodes in

representing a network with every node connected to every other node

in the network (Kolaczyk, 2009; Wasserman and Faust 1994). If a risk behavior network
has a high density, this means that there are many risk behavior connections in the
network; if the network density is low it means that there are not many shared risk
behavior connections in the network. This could have implications when considering
networks on which to intervene – those with a higher density could be given priority for
intervention, over those with a lower density, which would have fewer shared risk
behavior connections.
Betweenness centrality counts the number of shortest paths going through a node;
when a node has a high betweenness this indicates that the node is an important node in
the network because the shortest paths between other nodes go through this node; thus
this node can be thought of as a sort of “bridge” between other nodes (Csárdi and Nepusz
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2010; Wasserman and Faust 1994). When a node has low betweenness, that means that
the node is likely at the end of a network and few, if any, paths between other nodes go
through this node. Bridge nodes are important because if they leave a network they are
disconnecting parts of the network that would otherwise be connected through them. For
studies of shared risk behaviors, having a person with high betweenness centrality leave
the network could be viewed as a positive change, as that person would be disconnecting
some shared risk behavior paths. Using notation from Kolaczyk (2009), betweenness
centrality can be calculated for a node, , using the following formula:

where

is the total number of shortest paths between any two nodes,

the network where those paths pass through node

and

is the summation of

over all nodes in the network. Betweenness ranges from
representing no shortest paths going through the node and

and in

to , with

representing all shortest

paths going through the node, e.g., the node is the bridge between all other nodes in the
network.
Assortativity is the tendency for nodes to connect (or not connect) with other
nodes in the network that are similar. Assortativity is similar to homophily, though it is
normally used to characterize the tendency to connect (or not connect) with nodes of a
similar degree, rather than connecting with another person based on similarity of nodal
attribute variables. In this case, degree assortativity is the tendency for nodes with a high
degree to connect to other nodes with a high degree and nodes with a low degree to
connect with other nodes with a low degree. It is a correlation coefficient, and as such
this value can range from

to , with negative values indicating that people are more
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likely to be connected to dissimilar others, positive values indicating that people are more
likely to be connected to similar people, and a value of

representing no association

(Newman 2003). We can write the assortativity coefficient in the form of a Pearson
correlation coefficient using notation from Kolaczyk (2009) as follows:

where
and

is the joint probability distribution of the degrees of the two nodes,
and

represent the distribution of frequencies with

and

and ,

representing

their standard deviations. If assortativity is high, researchers may choose to intervene
mostly on nodes of a high degree as they are engaging in potentially risky behavior with
the most partners and are tending to engage with others who have many partners as well.
If assortativity is low, it would be better to intervene on as many individuals in the
network as possible, as risk would be more diffusely spread throughout the network.
ERGMs
Using notation from Kolaczyk (2009), based on that of Robins, Pattison, Kalish,
and Lusher (2007), one defines the graph as

, and set

as the random

adjacency matrix to write an exponential random graph model (ERGM), which has the
following exponential family form for the joint distribution of the elements in :

where each

is a configuration that is a set of possible edges among a subset of the

vertices in the graph, . The function,
depending on whether the configuration
represents functions,

takes on the value of
occurs in

or ,

(value is ) or not (value is ). As

represents a vector of the coefficients of those functions. If
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are dependent for all pairs of vertices

contained in , conditional on the rest of

the graph, then there will be a non-zero value for

. Lastly,

is the following

normalizing constant:

We can modify our

functions to the following form to include attribute-level

statistics:

Where

is a symmetric function of

variables for the th vertex and

and

. Here

is the vector of observed attribute

is the vector of observed attribute variables for the th

vertex.
ERGMs use Markov chain Monte Carlo (MCMC) maximum likelihood
estimation to estimate the log-odds of the effects of parameters on the observed networks
following the form:

where

represents the change statistic, meaning the difference between
and when

.

denotes all of the elements in , except for

when
. Lastly,

is the vector of parameters being estimated. In order to obtain maximum likelihood
estimators (MLEs) for the model parameters one calculates the log-likelihood based on a
form from exponential families:
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where

is a vector of

functions and

is the log of the normalizing constant

. This way of fitting maximum likelihood estimators makes this method similar
to logistic regression and explains why we obtain the log-odds, rather than the odds, as
our parameters (Kolaczyk, 2009).
ERGMs were used to determine which network and individual attributes are the
most influential in individuals possibly sharing HIV risk behavior in both the SFHR and
TRIP networks. One analysis has already been conducted using ERGMs in the SFHR
network. This study was conducted by Dombrowski and colleagues (2013) and examined
the influence of transitive closure, and homophily effects for race/ethnicity, age, gender,
and number of risk partners on having ties in a network. Transitive closure is the
tendency for two people who are connected to someone in common to then connect with
each other. The network was modeled with directed ties, allowing for the estimation of
transitive closure. They compared the importance of the network structure effect,
transitive closure, and the attribute-level homophily effects. They found that transitive
closure was more important than race/ethnicity, age, gender, and number of injection
partners in determining having connections in the network (Dombrowski et al., 2013).
Individual attributes examined in the current study include: sex, employment
status, age, education level, living situation, race/ethnicity, marital status, and nationality.
These were included in the ERGMs as homophily terms and other attribute-level terms.
Using the previous notation, these terms were included in the models as functions
following the form:
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where an indicator function, , is used to indicate whether or not there is a match between
two nodes’ attributes,

and

. These are termed second-order effects, which represent

homophily based on attributes (Kolaczyk, 2009). Main effects were also included in the
models, following the form:

these effects are additive and were included as node factor terms, explained below.
The only network structure term that could consistently be estimated was edges.
First, univariate models were created that only included terms for each attribute
separately and larger models were built based on those results. If a term was significant at
the p < 0.2 level in the univariate models, the term was included in the larger adjusted
models. The entire network sample (full network) and the largest connected component
were modeled separately and the parameter estimates were compared to see if there are
differences in the results. The full network model included all participants, some of
whom were isolates (they did not share any edges with others in the network).
The attribute variables were included using three different terms: node match,
node factor, and node mix. Node match is a term that represents the odds of two people
being connected to one another based on sharing a certain level of a characteristic and is
also generally called homophily (Hunter et al., 2008). For example, for the attribute sex,
we could look at the odds of two females sharing a tie (or the odds of two males sharing a
tie). Node factor is used to compare people across levels of an attribute variable to see if
people are more or less likely to have ties in the network, compared to a reference level
(Hunter et al., 2008). For example, we could see if people who are homeless are more
likely to have ties than people who are not homeless, which could help researchers
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identify which populations might be at higher risk for engaging in risky health behaviors.
Node mix is used to compare pairs of people within and between levels of an attribute
variable and compares the pair’s likelihood of having ties compared to a pair reference
level (Hunter et al., 2008). For example, we could see if people who live in their own
place are more or less likely to have ties to others who also live in their own place,
compared to ties between two people who are both homeless.
Three separate models were used for each network; one model included the
effects of node match (the odds of people being connected based on a shared
characteristic), one included the effects of node factor (comparing the odds of people
being connected across levels of an attribute variable), and the last included the effects of
node mix (comparing the odds of people being connected within and between levels of an
attribute variable). These were modeled separately because the effects of every term for
each attribute could not be estimated when they were included together in one model.
After node match, node factor, and node mix models were run separately, final models
were created containing a combination of those terms, based on which terms had been
statistically significant in the previous models.
The only network term, apart from edges, that could be included in models was
the geometrically-weighted degree term and this could only be estimated in models of the
largest connected component in the SFHR data set. Geometrically-weighted degree count
is included in the models following the form:

where

represents the number of nodes of a certain degree, , and

is term with a

value greater than zero, which represents how influential high degree nodes are in the
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model. Many other network structural terms were included in models in both SFHR and
TRIP in both the full network and largest connected components and geometricallyweighted degree was the only term which could be included without preventing model
convergence. Geometrically-weighted degree can be thought of as a measure of
“popularity,” meaning it estimates the likelihood of a person having a tie in the network
based on their degree, which is the number of connections (edges) they have in the
network and the degree of others (Hunter et al., 2008).
Missing Attribute Data
The missing data were non-monotone, meaning that once information for one
variable was missing for an individual person, they were not also missing all information
following that first missing variable (e.g., they had not quit the study by refusing to
answer further questions). An additional assumption of the missing data models used is
that the data were missing at random, meaning that missingness may depend on other
measured variables in the data set, but does not depend on values of the variable that is
missing (Little & Rubin, 2002). For example, participants who are HIV positive and
report injection drug use behaviors may be more likely to skip survey questions about
what their current living situation is, but reporting current living situation was not related
to a participant’s current living situation (i.e., those who are homeless are not less likely
to report their current living situation, compared to those who are not homeless).
Missing attribute information for the nodes is common in network-based studies,
particularly among vulnerable populations. In the presence of missing nodal attribute
data, one needs to use techniques for addressing missing data in the analysis, as ERGMs
will not converge when missing data are included in the model. It is particularly
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important to use missing data techniques, rather than excluding people who are missing
data on a variable in network studies as excluding a person with missing data can actually
change the structure of the network by removing their ties with other people in the
network (Gile & Handcock, 2006).
One method of handling missing data is propensity score matching, which is a
parametric technique that requires the model is correctly specified (D’Agostino & Rubin,
2000; Little & Rubin, 2002). Another method of handling missing data is using an
iterative single imputation technique. The random forest non-parametric technique was
used to train random forests on observed data and use that information to predict missing
values; a process that continues until the stopping criterion is met to conduct a single,
iterative imputation of missing data in the two data sets (Stekhoven & Bühlmann, 2011).
For both methods, data were imputed using the covariates that were candidates for the
ERGMs. For the TRIP data, propensity scores and random forests were generated to
impute missing data for the variable about where a person was currently living based on
sex, employment status, nationality, education, and age. For the SFHR data, propensity
scores and random forests were generated to impute missing data for the variable about
where a person was currently living based on sex, race/ethnicity, employment status,
marital status, education, and age.
Both methods were used and the sensitivity of the results were compared by
removing some of the data for the living variable, which was the only variable that had
missing data, to create a data set with artificially missing data. First, those with missing
data on the living variable were removed (TRIP: n = 8, SFHR: n = 16) so only complete
cases were used. To simulate the case where data are missing at random, values were
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removed from the living variable via a Bernoulli random variable missing data indicator,
which was determined based on the other observed covariates (i.e., sex, education level,
employment status, age, nationality or race/ethnicity, and marital status) included in the
ERGMs. A percentage of the data were removed starting at 2%, which was the actual
amount of missing data in each data set, and then 5% of the data were removed and the
process of removing data continued, increasing by 5% increments until reached 95%
missing data for the living variable was reached. Then each data set was used to test both
the accuracy of the random forest and the propensity score methods. Each method was
conducted on the data set and the imputed values were compared with the true values.
The number of values that were incorrectly imputed was calculated as well as the
misclassification rate, which is the percentage of values incorrectly imputed, calculated
by dividing the number of incorrect values by the number of values in each data set.
Propensity score matching consists of using propensity scores to identify groups
of observed individuals that can be used to represent missing information for other
individuals in that same propensity score class. Propensity scores are used to estimate the
class that is most likely for an individual, based on their values for observed variables and
values that are observed for those in the same class, who do not have missing values
(D’Agostino & Rubin, 2000). Values from individuals with observed data in that class
are used to impute an individual’s missing values in the same class. Let

be the set of

observed variables, which includes those with complete observations and those with
missing data. According to propensity score theory applied to missing data (Little 1986),
if the data are missing at random,

, where

missing indicator, which is conditional only on the propensity score,
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is the response

. First, one estimates the propensity score,
logistic regression of

on

, where

using

is the set of observed variables for all individuals

in the dataset. Next, groups are defined by splitting the estimated

into 4 (or more)

different stratum and match individuals within those quartiles (or quintiles). Finally,
those with missing data have their missing data imputed based on those who share their
group and who have complete data, so that all respondents have the same value on the
grouped propensity score. This method relies on the assumption that the data are missing
at random and that the observations are independent (D’Agostino & Rubin, 2000; Little,
1986; Little & Rubin, 2002).
A non-parametric iterative single imputation technique, random forest (RF), was
used, which can impute values for both continuous and categorical variables. This
technique iterates over classification or regression trees, depending on the type of
variable being imputed. First, the data set is split into observed values,
variable being imputed,

; the missing values,

other variables in the data set with observations,
with missing values,

, on the

, on the variable being imputed,

;

; and other variables in the data set

. To start, an initial value is imputed for the missing values in

the data set, , using mean imputation. Then, the variables are sorted according to their
amount of missingness. Then, missing values are imputed using a random forest on the
observed data. Next, that information is used to predict the missing values. This process
continues until it has fulfilled the stopping criterion, , which is the first time the
difference between the most recently imputed data set and the one before it increases for
both continuous and categorical variables, meaning the values for the newly imputed
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dataset are getting larger (Stekhoven & Bühlmann, 2011). We can write this as the
following equation:

where

is the set of categorical variables,

is the number of missing values for those

categorical variables and is the index for each variable, . Here
most recently imputed data set and

represents the

represents the previously imputed data set

(Stekhoven & Bühlmann, 2011).
Data were analyzed using R Studio version 3.6.2 (R Core Team, 2019). The
igraph (Csárdi & Nepusz, 2006), network (Butts, 2008), Baylor Ed Psych (Beaujean,
2012), missForest (Stekhoven, 2013), mvnmle (Gross, 2018), pROC (Robin et al., 2011),
and ergm (Hunter et al., 2008) R packages were used. All statistical tests were performed
at the 0.05 significance level.
Results
Descriptive Statistics
The full SFHR network was mostly male (71%) and most participants had less
than a high school education (61%). Race/ethnicity was fairly evenly split between
African American (27%), Latinx (41%), and White (32%) participants, with only a few
(1%) participants identifying as a different race or ethnicity. The majority of people were
unemployed (90%) and over half (52%) had never been married. Demographic variables
were similarly distributed for those in the largest connected component (LCC) of SFHR;
however, there was a smaller proportion of Latinx participants (31% compared to 41%)
and a slightly higher proportion of homeless participants (22% compared to 18%). See
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Table 1.1 for all of the demographic variables for both the full SFHR network and the
LCC.
The full TRIP network was largely male (79%) and Greek (91%). About half of
the participants had completed high school but had no post-high school education (55%)
and about half (54%) were living in a place where they were not paying rent. Only 17%
of people were employed, with 45% reporting that they could not work due to health
reasons. Demographic variables were similarly distributed for those in the largest
connected component (LCC) of TRIP, however, a higher proportion of people in the LCC
could not work for health reasons (49% compared to 45%) and a higher proportion were
homeless (29% compared to 23%). See Table 1.2 for all of the descriptive statistics for
both the full TRIP network and the LCC.
The full SFHR network had 767 people with 516 edges between them. The SFHR
LCC had 277 people and 380 edges. Average degree was low for both the full network
(1.35) and the LCC (2.74). The networks were not very dense. Assortativity was also
low, indicating a low tendency for people with many connections to be connected to
others who also had many connections. Transitivity was also low, indicating a low
tendency that a person’s connections were also connected to one another. Average
betweenness centrality was large, indicating that, on average, people were located on the
shortest path between others in the network. See Table 2.1 for all SFHR network
descriptive statistics. See Figures 1 and 2 for network visualizations of SFHR.
The full TRIP network had 356 people and 542 edges, while the LCC had 241
people and 502 edges. Average degree (number of connections) was around 3 for the full
network and 4 for the LCC. These networks also were not very densely connected. There
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was a small amount of assortativity (full network: 0.20; LCC: 0.15), indicating a slight
tendency for people with more connections to be connected to other who also had many
network connections. Transitivity was present, but not very strong (full network: 0.24;
LCC: 0.23), indicating that there was a small tendency for a person’s connections to also
be connected to one another. Average betweenness centrality was large, indicating that,
on average, people were located on the shortest path between others in the network. See
Table 2.2 for all TRIP network descriptive statistics. See Figures 3 and 4 for network
visualizations of TRIP.
Missing Data
For both data sets, participants were missing data on their self-reported living
situation. For TRIP, 8 participants (2%) were missing information on where they were
living. For SFHR, 16 participants (2%) were missing data on where they were living.
This means that for both SFHR and TRIP only 2% of people were missing data and those
participants were only missing data on one variable. The propensity score method
performed worse than the random forest method when conducting sensitivity analyses. In
the SFHR data set, the random forest method misclassified between 32% and 62%
(average misclassification = 45%) of the missing data while the propensity score method
misclassified between 46% and 70% (average misclassification = 61%) of the missing
data. In the TRIP data set, the random forest method misclassified between 14% and 57%
(average misclassification = 42%) of the missing data, while the propensity score method
misclassified between 45% and 82% (average misclassification = 63%) of the missing
data. See Tables 5.1 and 5.2 and Figures 23 and 24 for the full results.
SFHR ERGMs
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All univariate ERGMs with attribute variables had results that were p < 0.20,
except for age. Thus, all attribute variables from SFHR described above (sex, education,
employment, living situation, marital status, and race/ethnicity) were included in
multivariate ERGMs, excluding age. ERGMs were conducted using complete cases,
propensity score matching, and random forest imputation. After node match, node factor,
and node mix models were run separately, final models were created containing a
combination of those terms, based on which terms had been statistically significant in the
previous models.
Complete Case Analysis in SFHR
Results of the node match model, which calculated the odds of two people being
connected to one another based on sharing a certain level of a characteristic, were similar
between the full network and the LCC when using complete case analysis. Males were
significantly more likely to have a tie with another male (full network OR = 1.29; LCC
OR = 1.54) and females were more likely to match with females (full network OR = 1.52;
LCC OR = 1.72). People were more likely to have a tie with someone within their own
racial/ethnic group, with the odds of those who are African American being connected as
the highest odds, with over 6 times the odds in the full network and over 4 times the odds
in the largest connected component (full network OR = 6.72; LCC OR = 4.44). Those
who had less than a high school education had 1.57 times the odds in the full network and
1.39 times the odds in the largest connected component to have ties with others who had
less than a high school education. Those who were homeless had around 3 times the odds
of having ties with other people who were homeless (full network OR = 3.17; LCC OR =
2.89). People who were single were also more likely to have ties with other people who
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were single (full network OR = 1.46; LCC OR = 1.83). See Table 3.1 for the full results.
Figures 5 and 6 show forest plots of the results.
Results of the node factor model, which compare people with a certain level of an
attribute variable to see if they are more or less likely to have ties in the network,
compared to a reference level, were similar between the full network and the LCC when
using complete case analysis. Across both models, people who had a high school
education or more had between a 15% and 23% reduction of odds of having ties in the
network, compared to those who had less than a high school education. Those who were
homeless had over 1.5 times the odds of having network ties, compared to those who had
their own place to live. In the full network, those who were Latinx had 29% less odds of
having ties in the network, compared to those who were African American, while it was
White people who had 23% less odds of having ties, compared to African Americans,
when modeling in the LCC. Also in the LCC, those who were divorced were less likely to
have network ties, compared to those who were single and had never been married (OR =
0.72). See Table 3.2 for the full results. Figures 7 and 8 show forest plots of the results.
Results of the node mix model, which is used to compare pairs of people within
and between levels of an attribute variable by comparing the pair’s likelihood of having
ties compared to a reference level pair, were similar between the full network and the
LCC when using complete case analysis. Across both models, male to female
connections were less likely than female to female connections (full network OR = 0.65;
LCC OR = 0.58). Also, connections between two African American participants had over
1.4 times the odds of occurring, compared to connections between two White
participants. Having ties with people in a different racial/ethnic group (e.g., African
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American to White, African American to Latinx, and Latinx to White) were less likely to
occur, compared to ties between two White people in the network. The least likely ties to
occur were those between African American participants and White participants (full
network OR = 0.15; LCC OR = 0.22). All connections between people who were not
homeless (e.g., living in their own place or living in someone else’s place) and
connections between those people and homeless people were less likely to occur than
connections between two people who were homeless. The least likely connections were
between those living in their own place and those living in someone else’s place (full
network OR = 0.27; LCC OR = 0.30) and also between those living in their own place
and those who were homeless (full network OR = 0.27; LCC OR = 0.30). In the full
network, connections between two people who were Latinx had 43% less odds of
occurring than connections between two people who were White and connections
between two people who had completed less than high school had 1.47 times the odds of
occurring compared to connections between two people who had completed high school.
In the LCC single people were more likely to be connected to one another, when
compared to divorced people being connected to one another (OR = 1.58). See Table 3.3
for the full results. Figures 9 and 10 show forest plots of the results.
The goodness-of-fit of all the models indicated that there was no evidence of a
lack of fit. Goodness-of-fit for the models can be examined by graphing the observed
parameter estimates against the random networks generated by the ERGMs to compare
the distributions of all of the parameters included in the network. (Hunter, Goodreau, &
Handcock, 2008). Figures 25 and 26 show that the observed parameter estimates for each
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tend to fall very close to the medians of the simulated quantiles, indicating a reasonable
fit.
The final model for SFHR included terms for node mixing based on living
situation and race/ethnicity, homophily terms for sex and marital status, and a node factor
term for educational attainment. Those who lived in their own place were less likely to be
connected to others who lived in their own place, those who lived in someone else’s
place, and those who were homeless, compared to ties between two people who were
homeless. Those who lived in someone else’s place were less likely to be connected to
others who lived in their own place, those who lived in someone else’s place, and those
who were homeless, compared to ties between two people who were homeless. People
who were African American were more likely to be connected to others who were
African American, compared to the likelihood of a connection between two White people
in the network, with 1.63 times the odds in the largest connected component and 1.44
times the odds in the full network. Connections between people across racial/ethnic
groups were less likely to occur, compared to connections between two White people.
Males had 1.52 times the odds of connecting with other males in the LCC and 1.27 times
the odds in the full network. Females had 1.73 times the odds of connecting with other
females in the LCC and 1.55 times the odds in the full network. People who were single
had 1.77 times the odds of being connected to other single people in the LCC and 1.44
times the odds in the full network. Lastly, people with a high school education or more
were less likely to have ties in the network, compared to those with less than a high
school education. See Table 3.4 for full results. Figure 11 shows a heat map of these
results and Figures 12 and 13 show forest plots of the results.
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Missing Data Imputation Methods in SFHR
Results of the node match model, which calculated the odds of two people being
connected to one another based on sharing a certain level of a characteristic, were similar
between the full network and the LCC and were also similar when comparing propensity
score methods and random forest for missing data. Males were significantly more likely
to have a tie with another male (full network OR = 1.26; LCC OR = 1.53) and females
had over 1.5 times the odds of matching with females. People were more likely to have a
tie with someone within their own racial/ethnic group, with the odds of those who are
African American being connected as the highest odds, with odds greater than 6.5 in the
full network and odds greater than 4 in the largest connected component. Those who had
less than a high school education were more likely to have ties with others who had less
than a high school education (full network OR = 1.53; LCC OR = 1.39) and those who
were homeless had over 3 times the odds of having ties with other people who were
homeless in the full network. People who were single had over 1.4 times the odds of
having ties with other people who were single. These results are also in line with those
found when using only complete cases. In the full network when using the random forest
technique for missing data, those who were unemployed had higher odds of having a tie
with another person who was also unemployed (OR = 1.29). See Table 3.5 for full
results.
Results of the node factor model, which compare people across levels of an
attribute variable to see if they are more or less likely to have ties in the network,
compared to a reference level, were similar between the full network and the LCC and
were also similar when comparing propensity score methods and random forest for
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missing data. Across all models, people who had a high school education or more had
between a 15% and 23% decrease in odds of having ties in the network, compared to
those who had less than a high school education. And those who were homeless had over
1.5 times the odds of having network ties, compared to those who had their own place to
live. In the full networks, those who were Latinx were less likely to have ties in the
network, compared to those who were African American (propensity score OR = 0.72;
random forest OR = 0.73), while it was White people who had 21% less odds of having
ties, compared to African American people, when modeling in the LCC. Also in the LCC,
those who were divorced were less likely to have network ties, compared to those who
were single and had never been married (OR = 0.72). These results are similar to what
was found using complete case analysis. See Table 3.6 for full results.
Results of the node mix model, which is used to compare pairs of people within
and between levels of an attribute variable and compares the pair’s likelihood of having
ties compared to a pair reference level, were similar between the full network and the
LCC and were also similar when comparing propensity score methods and random forest
for missing data. Across all models, the odds of male to female connections were
decreased by between 44% and 37%, compared to female to female connections. Also,
connections between two African American participants were more likely to occur than
connections between two White participants (full network OR = 1.39; LCC OR = 1.57).
Having ties with people in a different racial/ethnic group (e.g., African American to
White, African American to Latinx, and Latinx to White) were less likely to occur,
compared to ties between two White people in the network. The least likely ties were
those between African American participants and White participants, with between a
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78% and a 84% decrease in odds. All connections between people who were not
homeless (e.g., living in their own place or living in someone else’s place) and
connections between those people and homeless people were less likely to occur than
connections between two people who were homeless. The least likely connections were
between those living in their own place and those living in someone else’s place, and also
between those living in their own place and those who were homeless with odds between
0.26 and 0.31. In the full network, connections between two people who were Latinx
were less likely to occur than connections between two people who were White (OR =
0.57) and connections between two people who had completed less than high school had
1.5 times the odds of occurring than connections between two people who had completed
high school. In the LCC single people had over 1.6 times the odds of being connected to
one another, when compared to divorced people being connected to one another. These
results echo those find using the complete case analyses. See Table 3.7 for full results.
The goodness-of-fit of all the models indicated that there was no evidence of a
lack of fit. Goodness-of-fit for the models can be examined by graphing the observed
parameter estimates against the random networks generated by the ERGMs to compare
the distributions of all of the parameters included in the network. (Hunter, Goodreau, &
Handcock, 2008). Figures 30-33 show that the observed parameter estimates for each
tend to fall very close to the medians of the simulated quantiles, indicating a reasonable
fit.
The final model for SFHR included terms for node mixing based on living
situation and race/ethnicity, homophily terms for sex and marital status, and a node factor
term for educational attainment. Those who lived in their own place were less likely to be
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connected to others who lived in their own place, those who lived in someone else’s
place, and those who were homeless, compared to ties between two people who were
homeless. Those who lived in someone else’s place were less likely to be connected to
others who lived in their own place, those who lived in someone else’s place, and those
who were homeless, compared to ties between two people who were homeless. People
who were African American were more likely to be connected to others who were
African American, compared to the likelihood of a connection between two White people
in the network, with 1.59 times the odds in the largest connected component and 1.40
times the odds in the full network. Connections between people across racial/ethnic
groups were less likely to occur, compared to connections between two White people.
Males had 1.51 times the odds of connecting with other males in the LCC and 1.24 times
the odds in the full network. Females had 1.76 times the odds of connecting with other
females in the LCC and 1.59 times the odds in the full network. People who were single
had 1.76 times the odds of being connected to other single people in the LCC and 1.40
times the odds in the full network. People who were in a relationship were more likely to
have ties with others who were in a relationship, with 1.70 times the odds in the LCC and
1.50 times the odds in the full network. Lastly, people with a high school education or
more were less likely to have ties in the network, compared to those with less than a high
school education. See Table 3.8 for full results.
Network Structural Characteristics in SFHR
Models including a term for geometrically-weighted degree were run using
complete case analysis in the largest connected component in SFHR. This was the only
network structure term that could be included in the ERGMs (all others resulted in a lack
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of model convergence) and it could only be included in the node match and node factor
models. Models only converged when they were conducted using the LCC and not when
they were implemented in the full network.
The first ERGM using geometrically-weighted degree was the node match model,
which had been previously run without this term. Results were similar when comparing
the two models, though being in a relationship was a significant parameter in the new
model, compared to the previous model with those who were in a relationship having
1.72 times the odds of being connected with others who were also in relationships in the
network. Additionally, the geometrically-weighted degree term was statistically
significant, with the indication that there may be a popularity effect, meaning that people
were more likely to form ties with higher-degree people in the network. See Table 3.9 for
full results.
The second ERGM using geometrically-weighted degree was the node factor
model, which had been previously run without this term. Results were again similar when
comparing the two models. However, with the new model, having a high school
education or more was no longer a statistically significant term. Additionally, the
geometrically-weighted degree term was statistically significant, with the indication that
there may be a popularity effect, meaning that people were more likely to form ties with
higher-degree people in the network. See Table 3.10 for full results.
The goodness-of-fit of the models which included the geometrically-weighted
degree term indicated that there was no evidence of a lack of fit. Goodness-of-fit for the
models can be examined by graphing the observed parameter estimates against the
random networks generated by the ERGMs to compare the distributions of all of the
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parameters included in the network. (Hunter, Goodreau, & Handcock, 2008). Figure 27
shows that the observed parameter estimates for each parameter tend to fall very close to
the medians of the simulated quantiles, indicating a reasonable fit.
TRIP ERGMs
All univariate ERGMs with attribute variables had results that were p < 0.20,
except for age. Thus, all attribute variables from TRIP described above (sex, education,
employment, living situation, and nationality) were included in multivariate ERGMs,
except for age. ERGMs were conducted using complete cases, propensity score matching,
and random forest imputation. After node match, node factor, and node mix models were
run separately, final models were created containing a combination of those terms, based
on which terms had been statistically significant in the previous models.
Complete Case Analyses in TRIP
Results of the node match model, which calculated the odds of two people being
connected to one another based on sharing a certain level of a characteristic, were similar
between the full network and the LCC when using complete case analysis. Across both
models, women had over 1.7 times the odds of matching with other women. People who
were not Greek were more likely to have a tie with another person who was not Greek
(full network OR = 2.88; LCC OR = 2.43), and those who were homeless had almost 4
times the odds in the full network and over 2.5 times the odds in the largest connected
component of having ties with other people who were homeless. In the LCC, those who
were Greek were more likely to be connected to other Greeks (OR = 1.42). Lastly, in the
full network those who could not work due to health reasons has 1.28 times the odds of
having a tie with another participant who could not work due to health reasons and those
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who had indicated “other” for their employment category were more likely to be
connected to people who also indicated “other” for their employment category (OR =
1.67). See Table 4.1 for full results. Figures 14 and 15 show the forest plot for these
results.
Results of the node factor model, which compare people with a certain level of an
attribute variable to see if they are more or less likely to have ties in the network,
compared to a reference level, were similar between the full network and the LCC when
using complete case analysis. Across both models, those who had completed some form
of post high school education had more than 1.3 times the odds of having network ties,
compared to those who had completed only primary school. Those who couldn’t work for
health reasons or had designated an “other” employment category had over 1.3 times the
odds of having network ties, compared to those who were employed. Those who were
homeless were more likely to have network ties, compared to those who paid rent (full
network OR = 2.35; LCC OR = 1.72). In the full network, those who were not paying
rent had 1.29 times the odds of having ties, compared to those who were paying rent. In
the LCC, women were more likely to have ties in the network, compared to men (OR =
1.18) and those who were unemployed and looking for work had 1.4 times the odds of
having ties in the network, compared to those who were employed. See Table 4.2 for full
results. Figures 16 and 17 show the forest plots for these results.
Results of the node mix model, which is used to compare pairs of people within
and between levels of an attribute variable by comparing the pair’s likelihood of having
ties compared to a reference level pair, were similar between the full network and the
LCC when using complete case analysis. Across both models, male to male ties (full
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network OR = 0.61; LCC OR = 0.51) and male to female ties (full network OR = 0.59;
LCC OR = 0.51) were less likely, compared to female to female ties. Also, ties between
people who were Greek and people who were not Greek had between 60% and 66% less
odds than ties between two people who were not Greek. Ties between two Greeks had
between 42% and 56% less odds compared to ties between two people who were not
Greek. All connections between people who were not homeless (e.g., paying rent or not
paying rent) were less likely to occur than connections between two people who were
homeless. Additionally, connections between people who were not paying rent and
homeless people had between a 59% and 68% decrease in odds while those who were
paying rent and homeless people had between a 64% and 77% decrease in odds compared
to connections between two people who were homeless. In the full network, ties between
those who had completed primary school and those who had completed high school (OR
= 0.52) and also ties between two people who had completed high school (OR = 0.55)
were less likely than ties between those who had completed post high school education.
Also in the full network, ties between two people who were employed (OR = 0.38) and
ties between a person who was employed and someone who was unemployed (OR =
0.51) were less likely than ties between two people who had listed “other” as their
employment status. In the LCC, ties between people who were employed and those who
couldn’t work for health reasons had 46% less odds of occurring than ties between two
people who had listed “other” as their employment status. See Table 4.3 for full results.
Figures 18 and 19 show the forest plots for these results.
The goodness-of-fit of all the models indicated that there was no evidence of a
lack of fit. Goodness-of-fit for the models can be examined by graphing the observed
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parameter estimates against the random networks generated by the ERGMs to compare
the distributions of all of the parameters included in the network. (Hunter, Goodreau, &
Handcock, 2008). Figures 28 and 29 show that the observed parameter estimates for each
tend to fall very close to the medians of the simulated quantiles, indicating a reasonable
fit.
The final model for TRIP included terms for mixing based on living situation, sex
and nationality and node factor terms for educational attainment and employment status.
Male to male and male to female connections were significantly less likely to occur,
compared to female to female connections in both the full network and LCC.
Connections between those who were Greek and those who were not and connections
between two Greek people were also less likely to occur, compared to connections
between two non-Greek people. Those who paid rent were less likely to be connected to
others who paid rent, those who did not pay rent, and those who were homeless,
compared to connections between two people who were homeless. Those who did not
pay rent were less likely to be connected to those who paid rent, others who did not pay
rent, and those who were homeless, compared to connections between two people who
were homeless. People with a post high school education were more likely to have ties in
the network, compared to those with less than a high school education, with about 1.36
times the odds in both the full network and the LCC. People who couldn’t work for
health reasons were more likely to have ties in the network, compared to those who were
employed, with over 1.3 times the odds in both the full network and the LCC. People
who marked “other” as their employment status had 1.31 times the odds of having
connections in the network, compared to those who were employed. Lastly, in the LCC,
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those who were unemployed had 1.39 times the odds of having ties in the network,
compared to those who were employed. See Table 4.4 for full results. Figure 20 shows a
heat map of these results and Figures 21 and 22 show forest plots of these results.
Missing Data Imputation Methods in TRIP
Results of the node match model, which is used to calculate the odds of two
people being connected to one another based on sharing a certain level of a characteristic,
were similar between the full network and the LCC and were also similar when
comparing propensity score methods and random forest for missing data. Across all
models, women had about 2 times the odds of matching with other women, people who
were not Greek had between 2.38 and 3.04 times the odds of having a tie with another
person who was not Greek, and those who were homeless had over 2.5 times the odds of
having ties with other people who were homeless. In the LCC, those who were Greek had
about 1.45 times the odds of being connected to other Greeks. Lastly, in the full network
those who could not work due to health reasons had over 1.2 times the odds of having a
tie with another participant who could not work due to health reasons. These results are
similar to those found using complete case analysis. See Table 4.5 for full results.
Results of the node factor model, which compare people with a certain level of an
attribute variable to see if they are more or less likely to have ties in the network,
compared to a reference level, were similar between the full network and the LCC and
were also similar when comparing propensity score methods and random forest for
missing data. Across all models, women were more likely to have ties in the network,
compared to men (full network OR = 1.18; LCC OR = 1.27) and those who had
completed some form of post high school education had over 1.3 times the odds of
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having network ties, compared to those who had completed only primary school. Those
who were unemployed and looking for work had over 1.3 times the odds of having
network ties, compared to those who were employed. Those who could not work for
health reasons and those who had designated an “other” employment category also had
over 1.3 times the odds of having network ties, compared to those who were employed.
Those who were homeless had at least 1.7 times the odds of having network ties,
compared to those who paid rent. Lastly, in the full network, those who were not paying
rent were more likely to have ties, compared to those who were paying rent, with at least
1.25 times greater odds. These results are similar, though slightly different, from those
found with the complete case analysis. See Table 4.6 for full results.
Results of the node mix model, which is used to compare pairs of people within
and between levels of an attribute variable by comparing the pair’s likelihood of having
ties compared to a reference level pair, were similar between the full network and the
LCC and were also similar when comparing propensity score methods and random forest
for missing data. Across all models, male to female ties and male to male ties had
between a 47% and 56% decrease in odds of occurring, compared to female to female
ties. Also, ties between people who were Greek and people who were not Greek, and ties
between two Greeks had a between 40% and 67% decrease in odds of having ties in the
network compared to ties between two people who were not Greek. Ties between those
who had completed primary school and those who had completed high school had around
0.5 times the odds of occurring, compared to ties between those who had completed post
high school education. All connections between people who were not homeless (e.g.,
paying rent or not paying rent) were less likely than connections between two people who
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were homeless. Also, connections between people paying rent and homeless people had
between a 62% and 77% decrease in odds and those who were not paying rent and
homeless people were also less likely to be connected, compared to connections between
two people who were homeless. In the full network, ties between two people who had
completed high school (OR = 0.57) were less likely than ties between people who had
completed post high school education. Ties between two people who were employed had
around a 63% decrease in odds, compared to those who had listed “other” as employment
status. When using propensity score matching in the full network, those who were
employed were less likely to be connected to those who were unemployed and looking
for work (OR = 0.53) or those who could not work for health reasons (OR = 0.57),
compared to those who listed “other” as their employment status. These are similar to
results found using complete case analysis. See Table 4.7 for full results.
The goodness-of-fit of all the models indicated that there was no evidence of a
lack of fit. Goodness-of-fit for the models can be examined by graphing the observed
parameter estimates against the random networks generated by the ERGMs to compare
the distributions of all of the parameters included in the network. (Hunter, Goodreau, &
Handcock, 2008). Figures 34-37 show that the observed parameter estimates for each
tend to fall very close to the medians of the simulated quantiles, indicating a reasonable
fit.
The final model for TRIP included terms for mixing based on living situation, sex
and nationality and node factor terms for educational attainment and employment status.
Male to male and male to female connections were significantly less likely to occur,
compared to female to female connections in both the full network and LCC.
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Connections between those who were Greek and those who were not and connections
between two Greek people were also less likely to occur, compared to connections
between two non-Greek people. Those who paid rent were less likely to be connected to
others who paid rent, those who did not pay rent, and those who were homeless,
compared to connections between two people who were homeless. Those who did not
pay rent were less likely to be connected to those who paid rent, others who did not pay
rent, and those who were homeless, compared to connections between two people who
were homeless. People with a post high school education were more likely to have ties in
the network, compared to those with less than a high school education, with about 1.36
times the odds in both the full network and the LCC. People who couldn’t work for
health reasons were more likely to have ties in the network, compared to those who were
employed, with over 1.3 times the odds in both the full network and the LCC. People
who marked “other” as their employment status also had over 1.3 times the odds of
having connections in the network, compared to those who were employed. Lastly, those
who were unemployed had over 1.4 times the odds of having ties in the network in the
LCC and over 1.3 times the odds in the full network, compared to those who were
employed. See Table 4.8 for full results.
Discussion
SFHR ERGMs
In terms of homophily, people had increased odds of connecting with others of the
same sex and the same race/ethnicity. People with less than a high school education had
greater odds of connecting with others with less than a high school education and those
who were single were more likely to connect with others who were also single. People
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who were homeless were more likely to connect with others who were also homeless.
These results were statistically significant across all models, with some variation in the
magnitude of the results. Parameter estimates were very similar across all ERGMs
implemented in the SFHR network, regardless of which method of handling missing data
was used (complete case analysis, propensity score, or random forest). Estimates were
also similar when running the models on the full network, which included all participants,
and the largest connected component (LCC).
It was also found that people with high school (or more) education were less
likely to have connections in the network (compared to those with less than a high school
education) and those who were homeless had higher odds of having network connections,
compared to those who were living in their own place. These results were also consistent
across all models. Lastly, results of the node mix models show that there are lower odds
of having a tie with someone of a different race/ethnicity (when compared to a tie
between two White people, which were the reference group) and that African American
participants had higher odds of being connected with one another. Additionally, ties
between males and females were less likely to occur, compared to ties between two
females. It was also found that because ties between two people who were homeless had
the highest odds of occurring in the living situation category, people who were living on
their own or who were living in someone else’s place had lower odds of having ties in the
network. These results were statistically significant across all models, with some
variation in the magnitude of the effects.
TRIP ERGMs
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Parameter estimates differed slightly across all ERGMs implemented in the TRIP
data set, depending on which method of missing data handling was used (complete case
analysis, propensity score, and random forest). When using complete case analysis,
females had greater odds of being connected to other females, people who were not
Greek had greater odds of being connected to others who were not Greek, and those who
were homeless had very high odds (full network OR = 3.88; LCC OR = 2.63) of being
connected to another person who was homeless. These results were similar to those found
using the missing data imputation techniques.
However, results differed when using the node factor models to examine which
groups of people had higher odds of having network ties. Using complete case analysis,
people who had completed some post high school education had greater odds of having
network ties, compared to those who had completed only primary school. People who
could not work for health reasons and those who had designated “other” as their
employment category had greater odds of having network ties, compared to those who
were employed. And those who were homeless had greater odds of having network ties,
compared to those who were paying rent. These results were also found when using the
missing data imputation techniques, however, results of those ERGMs also suggested that
females are more likely to have ties in the network, compared to males, and people who
were unemployed and looking for work had greater odds of having ties in the network,
compared to those who were employed.
When considering results from the node mix models, using complete case analysis
suggests that connections between two males and connections between males and
females are less likely to occur, compared to connections between two females.
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Connections between two Greeks and Greeks and non-Greeks are less likely than
connections between two people who are not Greek. It was also found that because ties
between two people who were homeless had the highest odds of occurring in the living
situation category, people who were paying rent or who were not paying rent had lower
odds of having ties in the network. These findings are similar to those found in the
ERGMs conducted with the imputed data, however, the results of those models also
suggest that connections between people who completed at most primary school and
people who completed high school were less likely to occur, compared to connections
between two people who had completed post high school education.
Limitations
Generalizations to the population of all PWID in the United States or in Greece
should not be made from findings of analyses using these two data sets. This is because
people who participated in the TRIP study were those who were engaged in some form
with HIV care and their contacts, recruiting via contact tracing. This is not necessarily
representative of all PWID who are at a high risk of engaging in HIV risk behaviors. In
the SFHR study, people who were included were PWID who lived in or visited the
Bushwick area of Brooklyn, NY in the early 1990’s, which may not be generalizable to
other PWID, even within the United States, as the study occurred in a major urban center
30 years ago. Many changes have occurred during this time, which could impact the way
people engage in potentially risky health behaviors in various ways, such as access to
injection drugs, availability of places in which to inject, a potential increase in general
knowledge of which behaviors involve increased HIV transmission risk, and access to
ART and other medications.
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Another limitation is that in the TRIP data set, many participants (n = 45)
designated their employment category as “other” and we do not know what the nature of
those other responses were. Additionally, some of the results may be artifacts of who
researchers were able to recruit into the study. Perhaps it was easier to recruit people who
were homeless than it was to recruit people who lived in their own place and paid rent. It
may also have been easier to recruit those who were unemployed, compared to those who
were employed. Also, both data sets focus on people living in or who have access to large
cities (for SFHR the location was New York City, USA, for TRIP the location was
Athens, Greece); networks of PWID who live in suburban and rural areas may be quite
different from the networks used in this study and thus, results from this study should not
be generalized to those populations.
Most models including structural components of the network did not converge.
The network structural terms that were tried included: triangles, and k-star terms.
Triangles represent the number of closed triangles in a network. Lastly, k-star terms
count the number of stars in the network corresponding to each specified degree. For
example, a 3-star would be a structure with one node in the middle and 3 nodes attached
to just that node and not attached to each other (Handcock et al., 2018). Lack of
convergence when structural terms are included in a network is a fairly common problem
when running ERGMs (Handcock et al., 2003). One limitation of all network studies
which use contact tracing methods, like TRIP and SFHR, is that it is impossible to
capture all people who could be included in a network, so there will always be some
unobserved nodes, which could represent people who are important in the network.
Future Directions
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It would be interesting to include network structure variables in missing attribute
data imputation techniques, such as random forest imputation or propensity score
matching, to see if and how those results differ from models which only include attribute
variables. It would also be enlightening if ERGMs which included network structure
variables could be used on these or similar data to examine whether there are any
structural effects on engagement in potentially risky behavior. Conducting similar studies
of PWID now would also be very informative to see how behaviors have changed over
time, as there has been an increase in heroin use and prescription opioid use, specifically
fentanyl, coinciding with a sharp increase in opioid overdoses in recent years.
Conclusion
People who consistently had the highest odds of being connected within both the
SFHR and TRIP networks across all models were those who were homeless. They were
more likely to have network connections and were more likely to be connected with one
another. They would appear to be the population most crucial for intervention.
Interventions for PWID who experience homelessness could include the establishment of
safe injection sites, which could decrease risky injection drug use and overdose deaths. It
is important to recognize that people who experience homelessness are a particularly
vulnerable population and typically lack access to care and other supports, so the care
should be made more readily accessible to them and possibly from within their
communities. Outreach to people who are experiencing homeless could be conducted at
community centers, particularly outreach involving health care.
Researchers should be aware that it may be difficult to intervene on those who are
not very embedded in the network, such as those who are employed and live in their own
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place/pay rent. Other aspects to consider when designing and conducting interventions
are that many people will tend to share potentially risky behavior connections with
similar others based on sex and shared race/ethnicity or nationality. For example,
researchers are intervening on people and expecting those participants to share
information about the intervention or recruit others they know, researchers must make
sure that they are intervening on as many groups of people as possible, i.e., not just
intervening on women or White people. If women are mostly connected to other women
and White people are mostly connected to other White people, the intervention will
largely miss men and people of color. Any intervention for PWID should focus on
including as many people as possible and using network analyses to determine
individuals and groups that might be good candidates for interventions is an important
step, particularly when there is a social component to an intervention.
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APPENDICES
Appendix 1
Variable Definitions
TRIP
Age, a continuous variable, was calculated as the difference between a person’s
birthday and their study enrollment date. Participants were asked if they were male,
female, or transgender. No participants endorsed being transgender, so only male and
female were used. Nationality was split into Greek or not Greek, as the large majority of
participants were Greek. The 7 original groups of education level were collapsed into 3
categories: completed at most primary school (combining ‘less than primary school’ and
‘primary school or similar’), completed at most high school (combining ‘first 3 years of
high school’ and ‘last 3 years of high school’), and completed some education beyond
high school (combining ‘vocational training institutes or private universities/colleges’,
‘public technical education institutes or universities’, and ‘postgraduate studies/PhD’).
There were 9 categories for employment, combined into 4 categories: employed
(‘employed full-time’, ‘employed part-time’, ‘run my own business’, ‘have occasional
earnings’, ‘homemaker’, and ‘retired’), unemployed but looking for work, can’t work for
health reasons, and other. Living situation had 8 categories, which were grouped into 4
categories: paying rent (‘in your own house/apartment’, ‘in your family/relative’s
/friend’s house paying rent’, and ‘in a rented house either renting alone or with a partner
or friend’), not paying rent (‘in your family/relative’s/friend’s house not paying rent’ and
‘more than one of the previous categories’, which included not paying rent), homeless,
and missing (combining ‘other’ and ‘not asked’).
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SFHR
Age was calculated as the difference between the person’s birthday and their date
of study enrollment; it is a continuous variable. Sex was male or female. Race was
grouped as African American, Latinx, White, and Others. The first three groups already
existed in the data; the Others category included those who identify as ‘Asian/Pacific
Islander’, ‘Native American’, or ‘Other.’ The ‘Other’ category was too small (n = 7) and
was thus combined with the African American category for analyses. Education was
dichotomized as less than high school or high school or more. The less than high school
category combined those who endorsed completing ‘Elementary’ or ‘Less than high
school graduation/12th grade’ as their highest education level. The high school or more
category combined ‘high school graduation’, ‘some college’, and ‘college graduation.’
Work was dichotomized into unemployed and employed, with unemployed
combining ‘unemployed’ and ‘unable to work – disabled.’ The employed category
included ‘regular full-time work’, ‘regular part-time work’, ‘occasional work’, ‘selfemployed’, ‘retired’, ‘student’, and ‘homemaker’. Living situation was reduced to three
categories: ‘homeless’, ‘in own apartment/house’, or ‘someone else’s apartment/house.’
The homeless category included those who lived ‘on the streets’, ‘in an abandoned
building’, ‘in a car/van/truck’, ‘in a subway train or station’, and ‘in a shelter or welfare
boarding home.’ The other two living situation categories, ‘in own apartment/house’ and
‘in someone else’s apartment/house’ were categories already existing in the data. Those
who answered ‘other’ to the question are categorized as having missing data for this
question. Marital status was grouped as single, in a relationship, or divorced. The single
category included those who were ‘never married.’ The married category included those
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who were ‘married’, those who were ‘widowed’, and those who were ‘informally
married/living together.’ The divorced category included those who were ‘divorced’ and
‘separated.’
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Appendix 2
Table 1.1 Descriptive statistics of SFHR attribute variables. These include counts and
frequencies for each variable in both the full network, which includes all nodes, and the
largest connected component (LCC), as well as means and ranges for age, a continuous
variable.
Full Network
(N = 767)
N
%

LCC (N = 277)
N

%

Sex

Male

541

71

195

70

Race

African
American
Latinx

206

27

81

29

311

41

87

31

White

243

32

104

38

Other

7

1

5

2

472

61

176

64

295

39

101

36

78

10

24

9

Unemployed

689

90

253

91

In own place

244

32

76

27

Someone else’s
place
Homeless

370

48

132

48

137

18

62

22

Missing

16

2

7

3

Single

400

52

136

49

Married

167

22

53

19

Divorced

200

26

88

32

35.25

6.97

35.19

6.63

Less than high
school
High school or
more
Employment Employed
Education

Living
Situation

Marital
Status

Age

(Mean and SD)
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Table 1.2 Descriptive statistics of TRIP attribute variables. These include counts and
frequencies for each variable in both the full network, which includes all nodes, and the
largest connected component (LCC), as well as means and standard deviations for age, a
continuous variable.

Full Network
(N = 356)

LCC (N = 241)

N

%

N

%

Sex

Male

281

79

191

79

Nationality

Greek

323

91

212

88

Education

Primary School

113

32

74

31

High School

196

55

135

56

Post High School

47

13

32

13

61

17

38

16

Unemployed:
looking for work

89

25

51

21

Can’t work,
health reasons

161

45

117

49

Other

45

13

35

14

Paying rent

75

21

39

16

Not paying rent

193

54

124

51

Homeless

80

23

71

29

Missing

8

2

7

4

35.87

8.39

35.99

8.54

Employment Employed

Living
Situation

Age

(Mean and SD)
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Table 2.1 Network descriptive statistics of SFHR, calculated for both the full network
and the largest connected component (LCC).

Vertex Count
Edge Count
Assortativity
Transitivity
Average degree (SD)
Average betweenness centrality
Density

Full Network
767
516
0.10
0.12
1.35 (2.25)
0.0008
0.002

LCC
277
380
-0.0004
0.11
2.74 (3.17)
0.017
0.01

Note: transitivity, average betweenness centrality, and density range from 0 (low) to 1 (high);
average degree ranges from 0 to the number of people in a network minus 1; and assortativity
ranges from -1 to + 1, indicating negatively related to positively related.
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Table 2.2 Network descriptive statistics of TRIP, calculated for both the full network and
the largest connected component (LCC).

Vertex Count
Edge Count
Assortativity
Transitivity
Average degree (SD)
Average betweenness centrality
Density

Full Network
356
542
0.20
0.24
3.04 (3.46)
0.005
0.009

LCC
241
502
0.15
0.23
4.17 (3.60)
0.016
0.017

Note: transitivity, average betweenness centrality, and density range from 0 (low) to 1 (high);
average degree ranges from 0 to the number of people in a network minus 1; and assortativity
ranges from -1 to + 1, indicating negatively related to positively related.
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Figure 1. SFHR full network visualization. Coloring of nodes is based on sex; black represents males and white represents
females.
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Figure 2. SFHR largest connected component (LCC) visualization.
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Figure 3. TRIP full network visualization. Coloring of nodes is based on sex; black represents males and white represents
females.
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Figure 4. TRIP largest connected component (LCC) visualization. Coloring of nodes is based on sex; black represents males
and white represents females.
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Table 3.1 ERGM node match model results in SFHR using complete case analysis, in both the full network and the largest
connected component (LCC).

Characteristic
Sex
Race

Education
Employment
Living Situation

70
Marital Status

Edges
Male
Female
African American
Latinx
White
Less than high school
High School or more
Employed
Unemployed
In own place
Someone else’s place
Homeless
Single
Married
Divorced

Full Network
OR
95% CI
0.0004‡
[0.0003, 0.0005]
1.29†
[1.06, 1.56]
1.52†
[1.12, 2.08]
6.72‡
[5.28, 8.55]
2.71‡
[2.12, 3.46]
4.77‡
[3.74, 6.10]
1.57‡
[1.29, 1.90]
1.02
[0.76, 1.35]
1.59
[0.69, 3.66]
1.27
[0.98, 1.63]
1.14
[0.84, 1.55]
1.05
[0.85, 1.31]
3.17‡
[2.33, 4.30]
1.46‡
[1.20, 1.78]
1.46
[0.97, 2.19]
1.27
[0.91, 1.78]

LCC
OR
0.002‡
1.54‡
1.72†
4.44‡
3.65‡
2.77‡
1.39†
1.07
1.50
1.15
1.24
1.04
2.89‡
1.83‡
1.63
1.11

95% CI
[0.0016, 0.003]
[1.22, 1.95]
[1.18, 2.51]
[3.36, 5.85]
[2.73, 4.88]
[2.07, 3.70]
[1.11, 1.74]
[0.76, 1.52]
[0.46, 4.88]
[0.85, 1.56]
[0.82, 1.87]
[0.81, 1.35]
[2.08, 4.01]
[1.45, 2.31]
[0.95, 2.81]
[0.77, 1.62]

Note: the node match model represents the odds of two people being connected in a network based on sharing some characteristic, e.g.,
males being connected to other males in the network.
OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001

Figure 5. Forest plots of ERGM node match model results in SFHR using complete case analysis, in the full network.
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Figure 6. Forest plots of ERGM node match model results in SFHR using complete case analysis in the largest connected
component (LCC).
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Table 3.2 ERGM node factor model results in SFHR using complete case analysis

Characteristic
Sex
Race

Education
Employment
Living Situation
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Marital Status

Edges
Female
Male
Latinx
White
African American
High School or more
Less than high school
Unemployed
Employed
Someone else’s place
Homeless
In own place
Married
Divorced
Single

Full Network
OR
95% CI
OR
0.002‡
[0.001, 0.003]
0.01‡
0.96
[0.84, 1.11]
0.87
Reference Level
0.99
0.71‡
[0.61, 0.83]
0.86
[0.73, 1.00]
0.77†
Reference Level
0.77‡
[0.67, 0.88]
0.85*
Reference Level
1.15
[0.92, 1.45]
1.07
Reference Level
1.10
[0.94, 1.29]
1.08
1.60‡
[1.34, 1.91]
1.54‡
Reference Level
0.95
[0.80, 1.13]
0.87
0.88
[0.76, 1.03]
0.72‡
Reference Level

LCC
95% CI
[0.007, 0.02]
[0.73, 1.03]
[0.83, 1.18]
[0.64, 0.92]
[0.72, 0.996]
[0.81, 1.42]
[0.88, 1.31]
[1.24, 1.91]
[0.70, 1.08]
[0.61, 0.86]

Note: the node factor model is used to compare people across levels of an attribute variable to see if people are more or less likely to have
ties in the network, compared to a reference level.
OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001

Figure 7. Forest plots of ERGM node factor results in SFHR using complete case analysis in the full network.
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Figure 8. Forest plots of ERGM node factor results in SFHR using complete case analysis in the largest connected component
(LCC).
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Table 3.3 ERGM node mix model results in SFHR using complete case analysis

Characteristic
Sex

Race

76

Education

Employment

Living Situation

Edges
Male - Male
Male - Female
Female - Female
African American African American
African American Latinx
Latinx - Latinx
African American White
Latinx - White
White - White
Less than high school Less than high school
Less than high school High School or more
High school or more –
High school or more
Employed - Employed
Employed Unemployed
Unemployed Unemployed
In own place - In own
place
In own place Someone else’s place
Someone else’s place -

Full Network
LCC
OR
95% CI
OR
95% CI
0.01‡
[0.008, 0.03]
0.05‡
[0.03, 0.09]
0.83
[0.62, 1.12]
0.90
[0.63, 1.29]
0.65†
[0.48, 0.89]
0.58†
[0.40, 0.85]
Reference Level
1.43†
[1.10, 1.86]
1.60†
[1.16, 2.21]
0.23‡

[0.16, 0.31]

0.49‡

[0.34, 0.69]

0.57‡
0.15‡

[0.44, 0.75]
[0.10, 0.23]

1.32
0.22‡

[0.94, 1.84]
[0.14, 0.34]

0.24‡

[0.28, 0.57]

1.47†

[0.17, 0.32]
0.40‡
Reference Level
1.22
[1.11, 1.96]

0.97

[0.73, 1.28]

[0.64, 1.28]

0.91

[0.86, 1.73]

Reference Level
1.29
0.80

[0.58, 2.91]
[0.62, 1.04]

1.37
0.89

[0.43, 4.33]
[0.65, 1.21]

Reference Level
0.35‡

[0.23, 0.52]

0.41‡

[0.25, 0.68]

0.27‡

[0.19, 0.38]

0.30‡

[0.20, 0.44]

0.33‡

[0.24, 0.46]

0.36‡

[0.25, 0.52]

Marital Status

Someone else’s place
In own place Homeless
Someone else’s place Homeless
Homeless - Homeless
Single - Single
Single - Married
Married - Married
Single - Divorced
Married - Divorced
Divorced - Divorced

0.27‡

[0.18, 0.41]

0.30‡

[0.19, 0.47]

0.40‡

[0.29, 0.56]

0.41‡

[0.28, 0.58]

1.14
0.80
1.19
0.74
0.96

Reference Level
[0.81, 1.62]
1.58*
[0.55, 1.17]
1.02
[0.72, 1.98]
1.55
[0.51, 1.06]
0.83
[0.63, 1.45]
0.91
Reference Level

[1.07, 2.33]
[0.66, 1.58]
[0.82, 2.91]
[0.56, 1.24]
[0.56, 1.49]

Note: node mix models are used to compare pairs of people within and between levels of an attribute variable and compares the pair’s
likelihood of having ties compared to a pair reference level.
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OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001

Figure 9. Forest plots of ERGM node mix results in SFHR using complete case analysis in the full network.
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Figure 10. Forest plots of ERGM node mix results in SFHR using complete case analysis in the largest connected component
(LCC).
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Table 3.4 ERGM final model results in SFHR using complete case analysis

Edges
AA - AA
AA - Latinx
Latinx - Latinx
AA - White
Latinx - White
White - White
Living Situation Own place – Own place
Own place – Someone else
Someone else –
Someone else
Own place – Homeless
Someone else - Homeless
Homeless – Homeless
Sex homophily Male
Female
Marital status
Single
homophily
In relationship
Divorced
Education
High School or more
Less than High School
Characteristic
Race/ethnicity
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OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001

OR
0.03‡
1.63†
0.49‡
1.33
0.22‡
0.40‡
0.42‡
0.30‡
0.36‡
0.30‡
0.41‡
1.52‡
1.73†
1.77‡
1.70
1.12
0.85*

LCC
Full Network
95% CI
OR
95% CI
[0.02, 0.04]
0.01‡
[0.007, 0.01]
[1.18, 2.24]
1.44†
[1.11, 1.87]
[0.34, 0.70]
0.23‡
[0.17, 0.31]
[0.95, 1.86]
0.58‡
[0.44, 0.76]
[0.14, 0.34]
0.15‡
[0.10, 0.23]
[0.28, 0.57]
0.24‡
[0.18, 0.32]
Reference Level
[0.26, 0.69]
0.35‡
[0.23, 0.52]
[0.21, 0.44]
0.27‡
[0.19, 0.37]
[0.25, 0.52]
0.33‡
[0.23, 0.46]
[0.19, 0.48]
0.27‡
[0.28, 0.58]
0.40‡
Reference Level
[1.21, 1.92]
1.27*
[1.19, 2.52]
1.55†
[1.40, 2.23]
1.44‡

[0.18, 0.41]
[0.28, 0.56]

[0.99, 2.94]
1.48
[0.77, 1.62]
1.26
[0.72, 0.998]
0.77‡
Reference Level

[0.98, 2.23]
[0.90, 1.76]
[0.67, 0.88]

[1.05, 1.54]
[1.13, 2.11]
[1.19, 1.76]

Figure 11. ERGM final model results heat map in SFHR using complete case analysis
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Figure 12. Forest plots of ERGM final model results in SFHR using complete case analysis in the full network.
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Figure 13. Forest plots of ERGM final model results in SFHR using complete case analysis in the largest connected component
(LCC).
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Table 3.5 ERGM node match model results in SFHR for both imputation methods, modeled in both the full network and the
largest connected component (LCC).

Characte
ristic
Sex

Edges
Male
Female

Race

African
American
Latinx

84

White
Education

Employm
ent

Less than
HS
HS or more
Employed
Unemployed

Living
Situation

In own place
Someone
else’s place
Homeless

Marital

Single

Propensity Score Matching
Full Network
LCC
OR
95% CI
OR
95% CI
0.0004‡
[0.0003,
0.002‡
[0.002,
0.0005]
0.003]
1.26*
[1.04, 1.52] 1.53‡
[1.22,
1.92]
1.56†
[1.16, 2.11] 1.76†
[1.23,
2.52]
6.58‡
[5.18, 8.35] 4.45‡
[3.38,
5.86]
2.72‡
[2.15, 3.46] 3.48‡
[2.62,
4.62]
4.81‡
[3.79, 6.11] 2.84‡
[2.14,
3.77]
1.53‡
[1.27, 1.85] 1.39†
[1.11,
1.73]
0.97
[0.73, 1.29] 1.05
[0.75,
1.48]
1.58
[0.69, 3.65] 1.48
[0.46,
4.80]
1.28
[0.998,
1.16
[0.86,
1.65]
1.57]
1.11
[0.82, 1.49] 1.22
[0.82,
1.81]
1.04
[0.84, 1.28] 1.03
[0.80,
1.33]
3.12‡
[2.31, 4.22] 2.82‡
[2.04,
3.90]
1.42‡
[1.17, 1.72] 1.84‡
[1.47,

Random Forest
Full Network
LCC
OR
95% CI
OR
95% CI
0.0004‡
[0.0003,
0.002‡
[0.002,
0.0005]
0.003]
1.26* [1.04, 1.52] 1.53‡ [1.22, 1.92]
1.56†

[1.16, 2.11]

1.76†

[1.23, 2.51]

6.57‡

[5.17, 8.35]

4.44‡

[3.37, 5.84]

2.73‡

[2.15, 3.46]

3.50‡

[2.63, 4.64]

4.81‡

[3.78, 6.11]

2.84‡

[2.14, 3.76]

1.53‡

[1.26, 1.84]

1.39†

[1.11, 1.74]

0.97

[0.73, 1.28]

1.05

[0.75, 1.48]

1.58

[0.69, 3.64]

1.48

[0.46, 4.81]

1.29*

[1.00, 1.65]

1.16

[0.86, 1.57]

1.15

[0.85, 1.56]

1.27

[0.85, 1.91]

1.05

[0.85, 1.29]

1.03

[0.81, 1.32]

3.18‡

[2.35, 4.32]

2.93‡

[2.11, 4.05]

1.43‡

[1.18, 1.73]

1.84‡

[1.46, 2.30]

Status
Married

1.46

[0.98, 2.16]

1.64

Divorced

1.28

[0.92, 1.78]

1.09

2.31]
[0.98,
2.74]
[0.76,
1.58]

1.46

[0.98, 2.16]

1.64

[0.98, 2.73]

1.28

[0.92, 1.78]

1.08

[0.75, 1.57]

Note: the node match model represents the odds of two people being connected in a network based on sharing some characteristic, e.g.,
males being connected to other males in the network.
OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001
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Table 3.6 ERGM node factor model results in SFHR for both imputation methods, modeled in both the full network and the
largest connected component (LCC).

Sex

Female

Propensity Score Matching
Full Network
LCC
OR
95% CI
OR
95% CI
0.002‡
[0.001,
0.01‡
[0.006,
0.003]
0.02]
0.99 [0.87, 1.14] 0.90 [0.76, 1.06]

Race

Male
Latinx

0.72‡

[0.62, 0.84]

0.96

White

0.88

[0.75, 1.03]

0.79†

0.77‡

[0.67, 0.88] 0.85*

Characteristic Edges
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Education

Employment

Living
Situation

Marital Status

African
American
High School
or more
Less than
High school
Unemployed
Employed
Someone
else’s place
Homeless

Random Forest
Full Network
LCC
OR
95% CI
OR
95% CI
0.002‡
[0.001,
0.01‡
[0.006,
0.003]
0.02]
0.99
[0.87,
0.89
[0.76,
1.14]
1.05]
Reference Level
[0.81, 1.15] 0.73‡
0.97
[0.81,
[0.62,
1.16]
0.85]
0.88
[0.76,
[0.66, 0.94]
0.79†
[0.66,
1.03]
0.94]
Reference Level
[0.72, 0.99]

0.77‡

[0.67,
0.88]

0.84*

[0.72,
0.99]

[0.94,
1.47]

1.08

[0.82,
1.42]

[0.95,
1.29]
[1.35,
1.93]

1.06

[0.87,
1.29]
[1.24,
1.90]

Reference Level
1.17

[0.93, 1.46]

1.08

[0.82, 1.42]

1.18

1.11

[0.95, 1.29]

1.08

Reference Level
[0.89, 1.31]
1.10

1.60‡

[1.35, 1.91]

1.52‡

[1.23, 1.87]

1.62‡

In own place
Married

0.96

[0.81, 1.13]

0.83

Reference Level
[0.67, 1.03]
0.97

Divorced

0.91

[0.78, 1.05]

0.72‡

[0.61, 0.86]

0.91

[0.82,
1.14]
[0.78,
1.05]

1.53‡

0.84
0.72‡

[0.68,
1.04]
[0.60,
0.86]

Single

Reference Level

Note: the node factor model is used to compare people across levels of an attribute variable to see if people are more or less likely to have
ties in the network, compared to a reference level.
OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001
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Table 3.7 ERGM node mix model results in SFHR for both imputation methods, modeled in both the full network and the
largest connected component (LCC).

Characteristic Edges
Sex

Male- Male
Male - Female

Race
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Education

Propensity Score Matching
Random Forest
Full Network
LCC
Full Network
LCC
OR
95% CI
OR
95% CI
OR
95% CI
OR
95% CI
0.01‡
[0.009,
0.05‡
[0.02,
0.02‡
[0.009,
0.05‡
[0.03,
0.03]
0.08]
0.03]
0.09]
0.79 [0.59, 1.05] 0.86
[0.61,
0.79 [0.59, 1.06] 0.87
[0.62,
1.21]
1.22]
0.63† [0.47, 0.85] 0.56†
[0.40,
0.63† [0.47, 0.85] 0.57†
[0.40,
0.81]
0.81]
Reference Level

Female Female
AA - AA

1.39*

[1.07, 1.81]

1.57†

AA - Latinx

0.22‡

[0.16, 0.30]

0.46‡

Latinx Latinx
AA - White

0.57‡

[0.44, 0.74]

1.21

0.16‡

[0.10, 0.23]

0.22‡

Latinx - White

0.23‡

[0.17, 0.31]

0.38‡

1.51†

[1.14, 2.01]

1.24

1.01

[0.76, 1.34]

0.92

White - White
Less than high
school - Less
than high
school
Less than high
school - High
School or
more

[1.15,
1.39*
2.16]
[0.32,
0.22‡
0.65]
[0.87,
0.57‡
1.68]
[0.15,
0.15‡
0.34]
[0.27,
0.23‡
0.54]
Reference Level
[0.88,
1.50†
1.74]

[1.07, 1.80]

1.57†

[0.16, 0.30]

0.46‡

[0.44, 0.74]

1.23

[0.10, 0.23]

0.22‡

[0.17, 0.31]

0.39‡

[1.13, 2.00]

1.25

[0.88,
1.76]

[0.65,
1.30]

[0.76, 1.34]

0.92

[0.66,
1.30]

1.01

[1.14,
2.15]
[0.32,
0.65]
[0.88,
1.70]
[0.15,
0.34]
[0.27,
0.55]

Employment

Living
Situation
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Marital Status

High school
or more –
High school
or more
Employed Employed
Employed Unemployed
Unemployed Unemployed
In own place In own place
In own place Someone
else’s place
Someone
else’s place Someone
else’s place
In own place Homeless
Someone
else’s place Homeless
Homeless Homeless
Single Single
Single Married
Married Married
Single -

Reference Level

1.28

[0.57, 2.87]

1.35

0.79

[0.62, 1.02]

0.88

0.34‡

[0.23, 0.51]

0.42‡

0.28‡

[0.20, 0.38]

0.31‡

0.33‡

[0.24, 0.46]

0.28‡
0.41‡

[0.43,
1.27 [0.57, 2.86]
4.25]
[0.65,
0.79 [0.62, 1.02]
1.19]
Reference Level

1.35
0.88

[0.43,
4.26]
[0.65,
1.19]

[0.26,
0.69]
[0.21,
0.45]

0.35‡

[0.23, 0.52]

0.42‡

0.26‡

[0.19, 0.37]

0.29‡

0.37‡

[0.26,
0.53]

0.33‡

[0.23, 0.46]

0.35‡

[0.25,
0.50]

[0.19, 0.41]

0.30‡

0.27‡

[0.18, 0.40]

0.30‡

[0.30, 0.57]

0.42‡

[0.19,
0.47]
[0.30,
0.60]

0.41‡

[0.29, 0.57]

0.40‡

[0.19,
0.47]
[0.28,
0.58]

1.11

[0.78, 1.57]

1.64*

0.78

[0.54, 1.14]

1.03

1.20

[0.73, 1.96]

1.58

0.75

[0.52, 1.06]

0.89

[0.26,
0.69]
[0.20,
0.43]

Reference Level
1.11

[0.78, 1.56]

1.62*

0.78

[0.53, 1.13]

1.00

1.18

[0.72, 1.93]

1.55

0.74

[0.52, 1.06]

0.88

[1.11,
2.39]
[0.65,
1.54]
[0.85,
2.84]
[0.60,

[1.11,
2.40]
[0.67,
1.58]
[0.86,
2.89]
[0.60,

Divorced
Married Divorced
Divorced Divorced

0.95

[0.64, 1.43]

0.87

1.31]
[0.53,
0.97 [0.64, 1.45]
1.41]
Reference Level

0.88

1.31]
[0.54,
1.43]

Note: node mix models are used to compare pairs of people within and between levels of an attribute variable and compares the pair’s
likelihood of having ties compared to a pair reference level.
AA = African American
OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001
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Table 3.8 ERGM final model results in SFHR for both imputation methods, modeled in both the full network and the largest
connected component (LCC).

Characteristic
Race/ethnicity
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Living
Situation

Edges
AA - AA
AA Latinx
Latinx Latinx
AA - White
Latinx White
White White
Own place
–
Own place
Own place
–
Someone
else
Someone
else Someone
else
Own place
–
Homeless
Someone
else -

Random Forest
LCC
Full Network
OR
95% CI
OR
95% CI
0.03‡ [0.02, 0.04] 0.01‡ [0.01, 0.02]
1.59† [1.16, 2.18] 1.40* [1.08, 1.81]
0.46‡ [0.33, 0.66] 0.22‡ [0.16, 0.30]

Propensity Score
LCC
Full Network
OR
95% CI
OR
95% CI
0.03‡ [0.02, 0.04] 0.01‡ [0.007, 0.02]
1.59† [1.16, 2.19] 1.39* [1.07, 1.80]
0.46‡ [0.33, 0.66] 0.22‡ [0.16, 0.30]

1.25

[0.90, 1.73]

0.58‡

[0.45, 0.75]

1.26

[0.91, 1.74]

0.58‡

[0.45, 0.75]

0.23‡
0.39‡

[0.15, 0.35]
[0.27, 0.55]

0.16‡
0.24‡

[0.10, 0.23]
[0.18, 0.32]

0.23‡
0.39‡

[0.15, 0.35]
[0.27, 0.55]

0.15‡
0.24‡

[0.10, 0.23]
[0.18, 0.32]

Reference Level
0.43‡

[0.26, 0.69]

0.35‡

[0.23, 0.52]

0.41‡

[0.25, 0.66]

0.34‡

[0.23, 0.50]

0.30‡

[0.20, 0.43]

0.26‡

[0.19, 0.36]

0.31‡

[0.22, 0.45]

0.27‡

[0.19, 0.37]

0.35‡

[0.25, 0.50]

0.32‡

[0.23, 0.45]

0.37‡

[0.26, 0.53]

0.33‡

[0.24, 0.46]

0.30‡

[0.19, 0.47]

0.27‡

[0.18, 0.41]

0.30‡

[0.19, 0.46]

0.28‡

[0.19, 0.41]

0.40‡

[0.28, 0.58]

0.40‡

[0.29, 0.56]

0.41‡

[0.29, 0.59]

0.40‡

[0.29, 0.56]

Sex homophily
Marital status
homophily

Education

Homeless
Homeless –
Homeless
Male
1.51‡
Female
1.76†
Single
1.77‡
In
1.69*
relationship
Divorced
1.08
High
0.84*
School or
more
Less than
HS

Reference Level
[1.21, 1.90]
[1.23, 2.52]
[1.41, 2.23]

1.24*
1.59†
1.40‡

[1.03, 1.50]
[1.18, 2.14]
[1.15, 1.70]

1.51‡
1.76†
1.75‡

[1.21, 1.90]
[1.23, 2.52]
[1.39, 2.20]

1.24*
1.59†
1.40‡

[1.02, 1.49]
[1.18, 2.14]
[1.15, 1.70]

[1.01, 2.83]

1.49*

1.71*

[1.02, 2.87]

1.50*

[1.01, 2.22]

[0.75, 1.56]
[0.71, 0.99]

1.25
0.77‡

[1.002,
2.21]
[0.90, 1.75]
[0.67, 0.88]

1.09
0.84*

[0.76, 1.58]
[0.71, 0.99]

1.26
0.77‡

[0.90, 1.76]
[0.67, 0.88]
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OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001

Reference Level

Table 3.9 ERGM node match model with geometrically-weighted degree results in SFHR LCC using complete case analysis

Characteristic
Sex
Race/ethnicity

Education
Employment
Living Situation
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Marital Status

Edges
Geometrically-weighted degree
Male
Female
African American
Latinx
White
Less than High School
High School or more
Employed
Unemployed
Own place
Someone else’s place
Homeless
Single
In relationship
Divorced

With gwdegree
OR
95% CI
0.005‡ [0.003, 0.008]
0.41‡
[0.28, 0.59]
1.48‡
[1.20, 1.83]
1.81†
[1.26, 2.62]
4.17‡
[3.24, 5.36]
3.65‡
[2.80, 4.77]
2.99‡
[2.28, 3.91]
1.31*
[1.06, 1.61]
1.13
[0.82, 1.57]
1.56
[0.50, 4.85]
1.11
[0.85, 1.45]
1.31
[0.89, 1.93]
1.12
[0.88, 1.42]
2.54‡
[1.86, 3.46]
1.65‡
[1.33, 2.05]
1.72*
[1.03, 2.86]
1.21
[0.85, 1.72]

Without gwdegree
OR
95% CI
0.002‡
[0.0016, 0.003]
1.54‡
[1.22, 1.95]
1.72†
[1.18, 2.51]
4.44‡
[3.36, 5.85]
3.65‡
[2.73, 4.88]
2.77‡
[2.07, 3.70]
1.39†
[1.11, 1.74]
1.07
[0.76, 1.52]
1.50
[0.46, 4.88]
1.15
[0.85, 1.56]
1.24
[0.82, 1.87]
1.04
[0.81, 1.35]
2.89‡
[2.08, 4.01]
1.83‡
[1.45, 2.31]
1.63
[0.95, 2.81]
1.11
[0.77, 1.62]

Note: the node match model represents the odds of two people being connected in a network based on sharing some characteristic, e.g.,
males being connected to other males in the network.
OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001

Table 3.10 ERGM node factor model with geometrically-weighted degree results in SFHR LCC using complete case analysis

Characteristic
Sex
Race/ethnicity

Education
Employment
Living Situation
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Marital Status

Edges
Geometrically-weighted degree
Female
Male
Latinx
White
African American
High School or more
Less than High School
Unemployed
Employed
Someone else’s place
Homeless
Own place
In relationship
Divorced
Single

With gwdegree
Without gwdegree
OR
95% CI
OR
95% CI
0.02‡ [0.01, 0.04]
0.01‡
[0.007, 0.02]
0.43‡ [0.30, 0.62]
0.90
[0.78, 1.04]
0.87
[0.73, 1.03]
Reference Level
0.99
[0.85, 1.15]
0.99
[0.83, 1.18]
0.83* [0.71, 0.97]
0.77†
[0.64, 0.92]
Reference Level
0.89
[0.77, 1.02]
0.85*
[0.72, 0.996]
Reference Level
1.05
[0.83, 1.34]
1.07
[0.81, 1.42]
Reference Level
1.06
[0.90, 1.25]
1.08
[0.88, 1.31]
1.37‡ [1.14, 1.65]
1.54‡
[1.24, 1.91]
Reference Level
0.90
[0.75, 1.08]
0.87
[0.70, 1.08]
0.79† [0.68, 0.92]
0.72‡
[0.61, 0.86]
Reference Level

Note: the node factor model is used to compare people across levels of an attribute variable to see if people are more or less likely to have
ties in the network, compared to a reference level.
OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001

Table 4.1 ERGM node match model results in TRIP using complete case analysis, in both the full network and largest
connected component (LCC).

Characteristic
Sex
Nationality
Education

Employment
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Living Situation

Edges
Male
Female
Greek
Not Greek
Primary School
High School
Post High School
Employed
Unemployed: looking
for work
Can’t work, health
reasons
Other
Paying rent
Not paying rent
Homeless

Full Network
OR
95% CI
0.006‡ [0.004, 0.008]
1.01
[0.84, 1.23]
1.73†
[1.22, 2.47]
1.19
[0.94, 1.52]
2.88‡
[1.71, 4.85]
1.08
[0.82, 1.42]
0.86
[0.70, 1.06]
1.60
[0.95, 2.71]
0.53
[0.24, 1.19]
1.12
[0.76, 1.65]

OR
0.011‡
1.04
1.94‡
1.42†
2.43†
0.91
0.82
1.43
0.64
1.23

LCC
95% CI
[0.009, 0.015]
[0.85, 1.27]
[1.35, 2.79]
[1.11, 1.83]
[1.43, 4.15]
[0.67, 1.24]
[0.66, 1.02]
[0.81, 2.52]
[0.29, 1.46]
[0.79, 1.91]

1.28*

[1.05, 1.57]

1.18

[0.96, 1.45]

1.67*
0.82
1.03
3.88‡

[1.01, 2.74]
[0.49, 1.36]
[0.84, 1.27]
[3.02, 4.98]

1.60
1.04
0.98
2.63‡

[0.96, 2.66]
[0.58, 1.88]
[0.78, 1.23]
[2.04, 3.40]

Note: the node match model represents the odds of two people being connected in a network based on sharing some characteristic, e.g.,
males being connected to other males in the network.
OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001

Figure 14. Forest plots of ERGM node match results in TRIP using complete case analysis in the full network.
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Figure 15. Forest plots of ERGM node match results in TRIP using complete case analysis in the largest connected component
(LCC).

97

Table 4.2 ERGM node factor model results in TRIP using complete case analysis, in both the full network and the largest
connected component (LCC).

Characteristic
Sex
Nationality
Education

Employment
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Living Situation

Edges
Female
Male
Not Greek
Greek
High School
Post High School
Less than high school
Unemployed: looking for work
Can’t work, health reasons
Other
Employed
Not paying rent
Homeless
Paying rent

Full Network
OR
95% CI
OR
0.002‡
[0.001, 0.004]
0.006‡
1.12
[0.96, 1.30]
1.18*
Reference Level
0.996
[0.81, 1.22]
0.88
Reference Level
0.97
[0.84, 1.12]
0.99
1.35†
[1.12, 1.63]
1.36†
Reference Level
1.25
[0.99, 1.57]
1.40†
1.34†
[1.08, 1.66]
1.31*
1.32*
[1.02, 1.71]
1.31*
Reference Level
1.08
1.29†
[1.06, 1.56]
2.35‡
[1.91, 2.89]
1.72‡
Reference Level

LCC
95% CI
[0.004, 0.01]
[1.01, 1.38]
[0.71, 1.09]
[0.85, 1.15]
[1.12, 1.65]
[1.10, 1.78]
[1.04, 1.63]
[1.01, 1.71]
[0.88, 1.33]
[1.38, 2.14]

Note: the node factor model is used to compare people across levels of an attribute variable to see if people are more or less likely to have
ties in the network, compared to a reference level.
OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001

Figure 16. Forest plots of ERGM node factor results in TRIP using complete case analysis in the full network.
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Figure 17. Forest plots of ERGM node factor results in TRIP using complete case analysis in the largest connected component
(LCC).
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Table 4.3 ERGM node mix model results in TRIP using complete case analysis, in both the full network and the largest
connected component (LCC).
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Characteristic Edges
Sex
Male - Male
Male - Female
Female - Female
Nationality
Greek - Greek
Greek - Not Greek
Not Greek – Not Greek
Education
Primary School - Primary
School
Primary School - High
School
High School – High School
Primary School - Post High
School
High School – Post High
School
Post HS – Post HS
Employment
Employed - Employed
Employed - Unemployed
Unemployed - Unemployed
Employed - Can’t work
Unemployed – Can’t work
Can’t work – Can’t work
Employed - Other
Unemployed - Other
Can’t work - Other
Other - Other
Living
Paying rent - Paying rent

Full Network
OR
95% CI
OR
0.27†
[0.12, 0.63]
0.33*
0.61†
[0.43, 0.86]
0.51‡
0.59†
[0.41, 0.83]
0.51‡
Reference Level
0.44†
[0.27, 0.74]
0.58*
0.34‡
[0.20, 0.58]
0.40‡
Reference Level
0.63
[0.36, 1.13]
0.60

LCC
95% CI
[0.14, 0.82]
[0.36, 0.74]
[0.35, 0.73]
[0.34, 0.98]
[0.23, 0.69]
[0.32, 1.13]

0.52*

[0.30, 0.89]

0.59

[0.33, 1.05]

0.55*
0.73

[0.32, 0.94]
[0.41, 1.31]

0.59
0.83

[0.33, 1.05]
[0.45, 1.53]

0.77

[0.44, 1.34]

0.83

[0.46, 1.50]

0.38*
0.51*
0.76
0.58
0.70
0.83
0.72
0.69
0.66
0.21‡

Reference Level
0.44
[0.15, 0.98]
0.58
[0.27, 0.96]
[0.41, 1.40]
0.84
[0.33, 1.01]
0.54*
[0.42, 1.19]
0.76
[0.50, 1.38]
0.77
[0.38, 1.37]
0.64
[0.38, 1.25]
0.83
[0.39, 1.12]
0.61
Reference Level
[0.12, 0.36]
0.39†

[0.17, 1.16]
[0.30, 1.12]
[0.43, 1.64]
[0.30, 0.96]
[0.44, 1.31]
[0.46, 1.31]
[0.33, 1.28]
[0.45, 1.53]
[0.35, 1.06]
[0.21, 0.73]

Situation
Paying rent - Not paying rent
Not paying rent – Not paying
rent
Paying rent - Homeless
Not paying rent - Homeless
Homeless - Homeless

0.18‡
0.25‡

[0.13, 0.25]
[0.19, 0.34]

0.30‡
0.35‡

[0.21, 0.42]
[0.25, 0.48]

0.23‡
0.32‡

[0.16, 0.34]
0.37‡
[0.25, 0.42]
0.41‡
Reference Level

[0.25, 0.54]
[0.31, 0.54]

Note: node mix models are used to compare pairs of people within and between levels of an attribute variable and compares the pair’s
likelihood of having ties compared to a pair reference level.
OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001
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Figure 18. Forest plots of ERGM node mix results in TRIP using complete case analysis in the full network.
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Figure 19. Forest plots of ERGM node mix results in TRIP using complete case analysis in the largest connected component
(LCC).
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Table 4.4 ERGM final model results in TRIP using complete case analysis, in both the full network and the largest connected
component (LCC).

Characteristic
Sex

Nationality

Living Situation
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Education

Employment

Edges
Male – Male
Male – Female
Female – Female
Greek – Greek
Greek – Not Greek
Not Greek – Not Greek
Rent – Rent
Rent – No Rent
No Rent – No Rent
Rent – Homeless
No Rent – Homeless
Homeless – Homeless
High School
Post High School
Less than HS
Unemployed
Can’t work – Health Reasons
Other
Employed

OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001

OR
0.09‡
0.52‡
0.51‡
0.57*
0.39‡
0.39†
0.30‡
0.35‡
0.37‡
0.41‡
0.99
1.36†
1.39†
1.30*
1.31*

LCC
Full Network
95% CI
OR
95% CI
[0.04, 0.18]
0.07‡ [0.03, 0.14]
[0.36, 0.74]
0.61† [0.43, 0.86]
[0.35, 0.73]
0.59† [0.41, 0.84]
Reference Level
[0.34, 0.96]
0.43† [0.26, 0.72]
[0.23, 0.67]
0.34‡ [0.20, 0.56]
Reference Level
[0.21, 0.73]
0.21‡ [0.12, 0.36]
[0.21, 0.43]
0.18‡ [0.13, 0.25]
[0.25, 0.48]
0.25‡ [0.19, 0.34]
[0.25, 0.54]
0.23‡ [0.16, 0.34]
[0.31, 0.54]
0.32‡ [0.25, 0.42]
Reference Level
[0.85, 1.15]
0.97 [0.84, 1.11]
[1.12, 1.65]
1.35† [1.12, 1.63]
Reference Level
1.24 [0.99, 1.56]
[1.09, 1.78]
[1.04, 1.63]
1.34† [1.08, 1.66]
[1.002, 1.70] 1.31* [1.02, 1.70]
Reference Level

Figure 20. ERGM final model results heat map in TRIP using complete case analysis
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Figure 21. Forest plots of ERGM final model results in TRIP using complete case analysis in the full network.
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Figure 22. Forest plots of ERGM final model results in TRIP using complete case analysis in the largest connected component
(LCC).
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Table 4.5 ERGM node match model results in TRIP for both imputation methods, modeled in both the full network and the
largest connected component (LCC).

Characteristic

Edges

Sex

Male
Female

Nationality

Greek
Not Greek
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Education

Employment

Primary
School
High School
Post High
School
Employed
Unemployed:
looking for
work
Can’t work,
health
reasons
Other

Living

Paying rent

Propensity Score Matching
Full Network
LCC
OR
95% CI
OR
95% CI
0.006‡
[0.004,
0.01‡
[0.008,
0.008]
0.015]
0.99
[0.82,
0.99
[0.81,
1.19]
1.20]
1.92‡
[1.38,
2.15‡
[1.53,
2.67]
3.03]
1.18
[0.93,
1.43†
[1.12,
1.50]
1.83]
3.04‡
[1.83,
2.49‡
[1.48,
5.06]
4.18]
1.12
[0.86,
0.96
[0.71,
1.46]
1.29]
0.89
[0.73,
0.83
[0.67,
1.09]
1.03]
1.60
[0.95,
1.50
[0.85,
2.71]
2.63]
0.49
[0.22,
0.59
[0.26,
1.10]
1.34]
1.16
[0.80,
1.23
[0.80,
1.67]
1.89]

Random Forest
Full Network
LCC
OR
95% CI
OR
95% CI
0.006‡
[0.004,
0.01‡
[0.008,
0.008]
0.01]
0.99
[0.82,
0.99
[0.81,
1.19]
1.20]
1.92‡
[1.38,
2.16‡
[1.53,
2.67]
3.04]
1.20
[0.95,
1.45†
[1.14,
1.53]
1.86]
2.89‡
[1.74,
2.38†
[1.41,
4.80]
4.00]
1.12
[0.86,
0.96
[0.71,
1.45]
1.29]
0.89
[0.73,
0.83
[0.68,
1.09]
1.03]
1.60
[0.94,
1.49
[0.85,
2.70]
2.63]
0.50
[0.22,
0.60
[0.26,
1.12]
1.34]
1.15
[0.80,
1.22
[0.79,
1.66]
1.88]

1.28*

[1.04,
1.56]

1.18

[0.96,
1.45]

1.26*

[1.03,
1.54]

1.16

[0.95,
1.43]

1.57

[0.96,
2.59]
[0.51,

1.43

[0.86,
2.38]
[0.58,

1.59

[0.97,
2.60]
[0.48,

1.43

[0.86,
2.38]
[0.54,

0.83

1.02

0.79

0.96

Situation
Not paying
rent
Homeless

1.03
3.77‡

1.37]
[0.83,
1.26]
[2.95,
4.83]

0.99
2.53‡

1.81]
[0.80,
1.24]
[1.97,
3.25]

1.05
3.84‡

1.32]
[0.85,
1.28]
[3.00,
4.92]

1.01
2.58‡

1.74]
[0.81,
1.26]
[2.01,
3.33]

Note: the node match model represents the odds of two people being connected in a network based on sharing some characteristic, e.g.,
males being connected to other males in the network.
OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001
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Table 4.6 ERGM node factor model results in TRIP for both imputation methods, modeled in both the full network and the
largest connected component (LCC).
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Propensity Score Matching
Random Forest
Full Network
LCC
Full Network
LCC
OR
95% CI
OR
95% CI
OR
95% CI
OR
95% CI
Characteristic Edges
0.002‡
[0.001,
0.005‡
[0.003,
0.002‡
[0.001,
0.005‡
[0.003,
0.003]
0.009]
0.003]
0.009]
Sex
Female
1.18*
[1.02,
1.27†
[1.09,
1.18*
[1.02,
1.27†
[1.09,
1.36]
1.48]
1.36]
1.48]
Male
Reference Level
Nationality
Not Greek
1.02
[0.83,
0.88
[0.72,
0.99
[0.81,
0.87
[0.71,
1.24]
1.09]
1.21]
1.07]
Greek
Reference Level
Education
High School
0.98
[0.85,
0.99
[0.85,
0.98
[0.85,
0.99
[0.86,
1.12]
1.15]
1.12]
1.15]
Post High
1.34†
[1.12,
1.39‡
[1.14,
1.34†
[1.11,
1.38‡
[1.14,
School
1.61]
1.68]
1.61]
1.68]
Less than HS
Reference Level
Employment
Unemployed: 1.36†
[1.09,
1.51‡
[1.19,
1.32*
[1.05,
1.48†
[1.17,
looking for
1.70]
1.92]
1.65]
1.87]
work
Can’t work,
1.39†
[1.13,
1.35†
[1.08,
1.35†
[1.09,
1.31*
[1.05,
health
1.72]
1.67]
1.67]
1.64]
reasons
Other
1.39†
[1.09,
1.35*
[1.04,
1.36*
[1.06,
1.32*
[1.02,
1.79]
1.74]
1.74]
1.71]
Employed
Reference Level
Living
Not paying
1.08
[0.88,
1.12
[0.92,
1.25*
[1.04,
1.31*
[1.09,
Situation
rent
1.32]
1.38]
1.51]
1.58]
Homeless
2.27‡
[1.85,
1.70‡
[1.37,
2.37‡
[1.93,
1.77‡
[1.42,
2.77]
2.10]
2.91]
2.19]
Paying rent
Reference Level

Note: the node factor model is used to compare people across levels of an attribute variable to see if people are more or less likely to have
ties in the network, compared to a reference level.
OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001
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Table 4.7 ERGM node mix model results in TRIP for both imputation methods, modeled in both the full network and the
largest connected component (LCC).
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Characteristic Edges
Sex
Male - Male
Male Female
Female Female
Nationality
Greek Greek
Greek - Not
Greek
Not Greek –
Not Greek
Education
Primary
School Primary
School
Primary
School High School
High School
– High
School
Primary
School Post High
School
High School

Propensity Score Matching
Full Network
LCC
OR
95% CI
OR
95% CI
0.30† [0.13, 0.68] 0.33* [0.14, 0.82]
0.53‡ [0.39, 0.74] 0.44‡ [0.31, 0.62]
0.53‡ [0.38, 0.74] 0.45‡ [0.32, 0.64]

Random Forest
Full Network
LCC
OR
95% CI
OR
95% CI
0.28† [0.12, 0.65] 0.33* [0.13, 0.79]
0.53‡ [0.39, 0.74] 0.44‡ [0.32, 0.61]
0.53‡ [0.38, 0.74] 0.46‡ [0.32, 0.64]

Reference Level
0.41‡

[0.25, 0.68]

0.56*

[0.34, 0.94]

0.44†

[0.27, 0.72]

0.60*

[0.36, 0.99]

0.32‡

[0.20, 0.54]

0.39‡

[0.23, 0.66]

0.34‡

[0.20, 0.56]

0.40‡

[0.24, 0.68]

Reference Level
0.66

[0.37, 1.16]

0.60

[0.32, 1.12]

0.66

[0.37, 1.16]

0.60

[0.32, 1.12]

0.52*

[0.30, 0.89]

0.55*

[0.31, 0.99]

0.52*

[0.30, 0.89]

0.56*

[0.31, 0.99]

0.57*

[0.33, 0.98]

0.57

[0.31, 1.01]

0.57*

[0.33, 0.98]

0.57

[0.32, 1.02]

0.72

[0.41, 1.28]

0.80

[0.43, 1.48]

0.72

[0.41, 1.29]

0.80

[0.43, 1.48]

0.79

[0.45, 1.37]

0.81

[0.45, 1.47]

0.79

[0.46, 1.37]

0.82

[0.45, 1.47]

Employment
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Living
Situation

– Post High
School
Post high
school –
Post high
school
Employed Employed
Employed Unemployed
Unemployed
Unemployed
Employed Can’t work
Unemployed
– Can’t
work
Can’t work
– Can’t
work
Employed Other
Unemployed
- Other
Can’t work Other
Other Other
Paying rent Paying rent
Paying rent Not paying

Reference Level

0.37*

[0.14, 0.94]

0.46

[0.18, 1.19]

0.38*

[0.15, 0.97]

0.47

[0.18, 1.22]

0.53*

[0.29, 1.00]

0.66

[0.34, 1.27]

0.54

[0.29, 1.01]

0.67

[0.35, 1.29]

0.83

[0.45, 1.52]

0.95

[0.49, 1.85]

0.82

[0.45, 1.50]

0.95

[0.49, 1.83]

0.57*

[0.33, 1.00]

0.57

[0.32, 1.01]

0.59

[0.34, 1.02]

0.58

[0.33, 1.03]

0.76

[0.45, 1.27]

0.88

[0.51, 1.50]

0.75

[0.45, 1.26]

0.87

[0.51, 1.49]

0.87

[0.52, 1.45]

0.86

[0.51, 1.46]

0.86

[0.52, 1.43]

0.85

[0.51, 1.44]

0.72

[0.38, 1.37]

0.68

[0.35, 1.34]

0.74

[0.39, 1.41]

0.70

[0.36, 1.37]

0.83

[0.47, 1.47]

1.06

[0.59, 1.91]

0.82

[0.46, 1.46]

1.05

[0.58, 1.90]

0.68

[0.40, 1.16]

0.66

[0.38, 1.13]

0.68

[0.40, 1.14]

0.65

[0.38, 1.12]

Reference Level
0.22‡

[0.13, 0.38]

0.39†

[0.21, 0.71]

0.20‡

[0.12, 0.36]

0.36†

[0.19, 0.68]

0.18‡

[0.13, 0.25]

0.30‡

[0.21, 0.43]

0.18‡

[0.13, 0.25]

0.30‡

[0.21, 0.42]

rent
Not paying
rent – Not
paying rent
Paying rent Homeless
Not paying
rent Homeless
Homeless Homeless

0.26‡

[0.19, 0.34]

0.36‡

[0.26, 0.49]

0.25‡

[0.19, 0.34]

0.36‡

[0.26, 0.49]

0.25‡

[0.17, 0.36]

0.38‡

[0.26, 0.55]

0.23‡

[0.16, 0.34]

0.35‡

[0.24, 0.52]

0.32‡

[0.25, 0.43]

0.42‡

[0.32, 0.55]

0.33‡

[0.25, 0.43]

0.42‡

[0.32, 0.55]

Reference Level

Note: node mix models are used to compare pairs of people within and between levels of an attribute variable and compares the pair’s
likelihood of having ties compared to a pair reference level.
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OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001

Table 4.8 ERGM final model results in TRIP for both imputation methods, modeled in both the full network and the largest
connected component (LCC).

Characteristic Edges
Sex

Male – Male
Male – Female

Nationality
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Living
Situation

Education

Female –
Female
Greek – Greek

Random Forest
Propensity Score
LCC
Full Network
LCC
Full Network
OR
95% CI
OR
95% CI
OR
95% CI
OR
95% CI
0.09‡
[0.04,
0.07‡
[0.04,
0.09‡
[0.04,
0.07‡
[0.03,
0.18]
0.15]
0.17]
0.14]
0.44‡
[0.32,
0.53‡
[0.39,
0.45‡
[0.32,
0.54‡
[0.39,
0.61]
0.74]
0.63]
0.75]
0.46‡
[0.32,
0.53‡
[0.38,
0.46‡
[0.33,
0.54‡
[0.38,
0.64]
0.74]
0.65]
0.75]
Reference Level
0.59*

Greek –
Not Greek
Not Greek –
Not Greek
Rent – Rent

0.40‡

Rent – No Rent

0.30‡

No Rent –
No Rent
Rent –
Homeless
No Rent –
Homeless
Homeless –
Homeless
High School

0.36‡

0.37†

0.36‡
0.42‡

0.99

[0.36,
0.99]
[0.24,
0.68]

0.44‡

[0.20,
0.69]
[0.21,
0.42]
[0.26,
0.49]
[0.24,
0.52]
[0.32,
0.55]

0.20‡

[0.85,

0.98

0.34‡

0.18‡
0.26‡
0.23‡
0.33‡

[0.27,
0.59*
0.72]
[0.20,
0.40‡
0.56]
Reference Level

[0.36,
0.99]
[0.24,
0.68]

0.44‡

[0.12,
0.37†
0.36]
[0.13,
0.30‡
0.25]
[0.19,
0.36‡
0.34]
[0.16,
0.36‡
0.34]
[0.25,
0.42‡
0.43]
Reference Level

[0.20,
0.70]
[0.21,
0.42]
[0.27,
0.49]
[0.25,
0.52]
[0.32,
0.55]

0.21‡

[0.85,

[0.85,

0.98

0.98

0.33‡

0.18‡
0.26‡
0.24‡
0.34‡

[0.27,
0.71]
[0.20,
0.55]

[0.12,
0.36]
[0.13,
0.25]
[0.19,
0.34]
[0.16,
0.34]
[0.26,
0.44]

[0.85,

Employment

Post High
School
Less than HS
Unemployed

1.38‡

Can’t work –
Health Reasons
Other

1.31*

1.47†

1.31*

1.15]
[1.14,
1.68]
[1.16,
1.87]
[1.05,
1.63]
[1.01,
1.70]

Employed
OR = odds ratio
95% CI is the 95% confidence interval of the odds ratio
* indicates p < 0.05
† indicates p < 0.01
‡ indicates p < 0.001

1.34†

1.31*
1.35†
1.35*

1.12]
[1.11,
1.38‡
1.61]
Reference Level
[1.05,
1.46†
1.65]
[1.09,
1.32*
1.67]
[1.05,
1.32*
1.73]
Reference Level

1.14]
[1.14,
1.68]
[1.15,
1.85]
[1.06,
1.64]
[1.02,
1.71]

1.35†

1.30*
1.36†
1.36*

1.12]
[1.12,
1.62]
[1.04,
1.62]
[1.10,
1.67]
[1.06,
1.75]
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Table 5.1 Results of missing attribute data sensitivity analyses for both propensity score
and random forest imputation methods in SFHR (N = 751).

Probability
missing
2%
5%
10%
15%
20%
25%
30%
35%
40%
45%
50%
55%
60%
65%
70%
75%
80%
85%
90%
95%

Amount missing
19 (2.53%)
41 (5.46%)
76 (10.12%)
114 (15.18%)
151 (20.11%)
191 (25.43%)
229 (30.49%)
266 (35.42%)
307 (40.88%)
340 (45.27%)
378 (50.33%)
413 (54.99%)
447 (59.52%)
493 (65.65%)
525 (69.91%)
566 (75.37%)
599 (79.76%)
637 (84.82%)
681 (90.68%)
715 (95.21%)
Average
misclassification

Propensity
Score
Misclassified

Random Forest

12 (63%)
21 (51%)
35 (46%)
71 (62%)
88 (58%)
108 (57%)
123 (54%)
155 (58%)
185 (60%)
196 (58%)
235 (62%)
230 (56%)
261 (58%)
303 (61%)
357 (68%)
383 (68%)
420 (70%)
435 (68%)
466 (68%)
486 (68%)
61%

7 (37%)
13 (32%)
30 (39%)
45 (40%)
62 (41%)
76 (40%)
96 (42%)
113 (42%)
129 (42%)
142 (42%)
159 (42%)
182 (44%)
196 (44%)
219 (44%)
237 (45%)
268 (47%)
307 (51%)
361 (57%)
400 (59%)
446 (62%)
45%
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Misclassified

Figure 23. Plots of missing attribute data sensitivity analyses for both propensity score
and random forest imputation methods in SFHR.
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Table 5.2 Results of missing attribute data sensitivity analyses for both propensity score
and random forest imputation methods in TRIP (N = 348).

Probability
missing
2%
5%
10%
15%
20%
25%
30%
35%
40%
45%
50%
55%
60%
65%
70%
75%
80%
85%
90%
95%

Amount missing
7 (2.01%)
17 (4.89%)
35 (10.06%)
53 (15.23%)
71 (20.40%)
88 (25.29%)
106 (30.46%)
122 (35.06%)
138 (39.66%)
159 (45.69%)
175 (50.29%)
194 (55.75%)
209 (60.06%)
227 (65.23%)
246 (70.69%)
261 (75.00%)
274 (78.74%)
297 (85.34%)
311 (89.37%)
331 (95.11%)
Average
misclassification

Propensity Score
Misclassified

Random Forest
Misclassified

4 (57%)
14 (82%)
19 (52%)
24 (45%)
33 (46%)
49 (56%)
58 (55%)
61 (50%)
110 (78%)
115 (72%)
137 (78%)
144 (74%)
143 (68%)
163 (72%)
177 (72%)
194 (74%)
148 (54%)
168 (57%)
178 (57%)
184 (56%)
63%

1 (14%)
5 (29%)
20 (57%)
27 (51%)
33 (46%)
40 (45%)
46 (43%)
51 (42%)
56 (41%)
67 (42%)
71 (41%)
74 (38%)
79 (38%)
87 (38%)
104 (42%)
109 (42%)
120 (44%)
168 (57%)
165 (53%)
143 (43%)
42%
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Figure 24. Plots of missing attribute data sensitivity analyses for both propensity score
and random forest imputation methods in TRIP.
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Figure 25. Goodness-of-fit plots for ERGMs in SFHR full network using complete case
analysis. The top plot shows the node match model, the bottom plot shows the node
factor model. The observed parameter estimates (black line) fall fairly close to the
medians of the simulated quantiles (boxplots), indicating no lack of fit.

122

Figure 26. Goodness-of-fit plots for ERGMs in SFHR LCC using complete case analysis.
The top plot shows the node match model, the bottom plot shows the node factor model.
The observed parameter estimates (black line) fall fairly close to the medians of the
simulated quantiles (boxplots), indicating no lack of fit.
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Figure 27. Goodness-of-fit plots for ERGMs in SFHR LCC using complete case analysis
with the geometrically-weighted degree term included. The top plot shows the node
match model, the bottom plot shows the node factor model. The observed parameter
estimates (black line) fall fairly close to the medians of the simulated quantiles
(boxplots), indicating no lack of fit.
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Figure 28. Goodness-of-fit plots for ERGMs in TRIP full network using complete case
analysis. The top plot shows the node match model, the bottom plot shows the node
factor model. The observed parameter estimates (black line) fall fairly close to the
medians of the simulated quantiles (boxplots), indicating no lack of fit.
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Figure 29. Goodness-of-fit plots for ERGMs in TRIP LCC using complete case analysis.
The top plot shows the node match model, the bottom plot shows the node factor model.
The observed parameter estimates (black line) fall fairly close to the medians of the
simulated quantiles (boxplots), indicating no lack of fit.
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Figure 30. Goodness-of-fit plots for ERGMs in SFHR full network with propensity score
imputation. The top plot shows the node match model, the bottom plot shows the node
factor model. The observed parameter estimates (black line) fall fairly close to the
medians of the simulated quantiles (boxplots), indicating no lack of fit.
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Figure 31. Goodness-of-fit plots for ERGMs in SFHR LCC with propensity score
imputation. The top plot shows the node match model, the bottom plot shows the node
factor model. The observed parameter estimates (black line) fall fairly close to the
medians of the simulated quantiles (boxplots), indicating no lack of fit.
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Figure 32. Goodness-of-fit plots for ERGMs in SFHR full network with random forest
imputation. The top plot shows the node match model, the bottom plot shows the node
factor model. The observed parameter estimates (black line) fall fairly close to the
medians of the simulated quantiles (boxplots), indicating no lack of fit.
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Figure 33. Goodness-of-fit plots for ERGMs in SFHR LCC with random forest
imputation. The top plot shows the node match model, the bottom plot shows the node
factor model. The observed parameter estimates (black line) fall fairly close to the
medians of the simulated quantiles (boxplots), indicating no lack of fit.
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Figure 34. Goodness-of-fit plots for ERGMs in TRIP full network with propensity score
imputation. The top plot shows the node match model, the bottom plot shows the node
factor model. The observed parameter estimates (black line) fall fairly close to the
medians of the simulated quantiles (boxplots), indicating no lack of fit.
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Figure 35. Goodness-of-fit plots for ERGMs in TRIP LCC with propensity score
imputation. The top plot shows the node match model, the bottom plot shows the node
factor model. The observed parameter estimates (black line) fall fairly close to the
medians of the simulated quantiles (boxplots), indicating no lack of fit.
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Figure 36. Goodness-of-fit plots for ERGMs in TRIP full network with random forest
imputation. The top plot shows the node match model, the bottom plot shows the node
factor model. The observed parameter estimates (black line) fall fairly close to the
medians of the simulated quantiles (boxplots), indicating no lack of fit.
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Figure 37. Goodness-of-fit plots for ERGMs in TRIP LCC with random forest
imputation. The top plot shows the node match model, the bottom plot shows the node
factor model. The observed parameter estimates (black line) fall fairly close to the
medians of the simulated quantiles (boxplots), indicating no lack of fit.
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