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Perception based data mining and decision support systemsThe massive amount of data currently being accumulated and stored has necessitated the development of
algorithmic techniques to analyze large databases in order to synthesize useful information for decision anal-
ysis and forecasting. Over the past ﬁfteen years the ﬁeld of data mining has produced techniques for extracting
information that have been successfully employed in a number of application areas including economics, ﬁ-
nance, business, telecommunications, and e-business.
When humans are involved in the process, either by providing the input data or utilizing the results of the
data analysis, perception plays a role in the representation and the interpretation of the information. The
methodology for computing with words and perceptions developed by Zadeh provides the basis for a fuzzy
semantics of words and for reasoning with fuzzy perceptions [1–3]. The formal analysis of perceptions utilizes
a linguistic term set consisting of words and modiﬁers. The underlying interpretation of the terms is given as
fuzzy membership functions and the modiﬁers are modeled by fuzzy set operations. Because of the ability to
represent information in linguistic terms, the incorporation of fuzzy methodologies has been identiﬁed as one
of the research areas with the potential to have a signiﬁcant impact on the next generation of machine learning
and data mining systems [4].
Fuzzy sets have been used in data mining since the mid 1990s (see [5] for an overview of early applications
of fuzzy set theory in data mining). The primary motivation for fuzzy sets in this work was to avoid unnatural
boundaries in partitioning attribute domains in quantitative association rules and to facilitate the interpreta-
tion of the resulting rules. In representing perceptions linguistically and computing with words, the focus is
more on the term set itself rather than on the underlying membership functions. The papers in this special issue
are concerned with the generation and reﬁnement of linguistic terms from data and the assessment of data
represented as linguistic terms.
This volume contains the ﬁve papers that consider diﬀerent aspects of perception based data mining and
decision analysis. In all of the papers, fuzzy sets provide the underlying representation of linguistic and per-
ceptual information. The ﬁrst four papers consider techniques for identifying linguistically represented asso-
ciations in numeric data, temporal data, and web browsing data. The ﬁnal paper focuses on the analysis of
linguistically represented assessment information in a decision support system.
The ﬁrst two papers describe general methods for the construction of linguistically describable associations
and use logical properties to reduce the size of the resulting fuzzy rules. The paper ‘‘Mining Pure Linguistic
Associations from Numerical Data’’ of Vile´m Nova´k, Irina Perﬁlieva, Antonı´n Dvor˘a´k, Guoqing Chen,
Qiang Wei and Peng Yan presents a method for a direct search for linguistic associations from numerical data.
The support for the associations is determined using the theory of evaluating linguistic expressions and pred-
ications. Linguistic association rules discovered from data are composed of linguistic expressions like ‘‘small’’
and ‘‘big’’ and modiﬁed by fuzzy hedges ‘‘extremely’’, ‘‘signiﬁcantly’’, ‘‘very’’, ‘‘quite roughly’’, etc. Real-
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reducing the size of discovered linguistic associations. Two methods of such reduction are considered in the
paper: the rules of logical entailment and semantic reduction rules. The method is demonstrated using the
GUHA data-mining method [6].
In ‘‘Reﬁnement of Temporal Constraints in Fuzzy Associations’’ Thomas Sudkamp introduces two reﬁne-
ment strategies for association rules with linguistic temporal constraints. Disjunctive generalization produces
more general rules by merging adjacent constraints within a partition of the window of temporal relevance.
Temporal speciﬁcation uses linguistic hedges to reduce the duration of a constraint to better model the distri-
bution of examples. Both types of reﬁnement maintain the integrity of the original linguistic term set by pro-
ducing rules expressible using the terms of the original rules. The acquisition of the information needed to
perform the reﬁnements is incorporated into a general algorithm for determining the number of examples
and counterexamples of rules with fuzzy temporal constraints.
The fuzzy transform used in the paper ‘‘Fuzzy Transform in the Analysis of Data’’ of Irina Perﬁlieva, Vile´m
Nova´k and Antonı´n Dvor˘a´k transforms linguistic expressions represented by a fuzzy partition into a numeric
vector representation [7]. After reviewing the properties of the transformation, the authors demonstrate the
use of the transformation for detecting dependencies among attributes when the objects in the domain are de-
scribed by multiple real-valued attributes. The ability to identify functional dependencies is then used for min-
ing linguistic associations from numerical data. The ability of the technique to identify linguistical association
rules is demonstrated using an example of the relationship between traﬃc congestion, environmental condi-
tions, and pollution.
The paper ‘‘Linguistic Object-Oriented Web Usage Mining’’ of Tzung-Pei Hong, Cheng-Ming Huang
and Shi-Jinn Horng proposes a fuzzy object-oriented web mining algorithm to derive fuzzy knowledge from
log data on web servers. The approach uses a two-step process that analyzes browsing patterns within a single
page and inter-page linkage. The ﬁrst step, the intra-page mining, uses attributes of user visits to a single
page to derive sets of frequently occurring attributes. The large itemsets produced from the intra-page anal-
ysis provide the underlying elements for inter-page browsing analysis. Two Apriori type algorithms are used
to produce the intra-page linguistic associations and the inter-page linguistic browsing patterns
simultaneously.
In ‘‘Ontology-based Intelligent Decision Support Agent for CMMI Project Monitoring and Control’’,
Chang-Shing Lee, Mei-Hui Wang and Jui-Jen Chen propose an ontology-based intelligent decision support
agent (OIDSA) applied to project monitoring and control of Capability Maturity Model Integration (CMMI).
The work of the agent is based on the analysis and extraction of information from linguistic data sets. The
OIDSA is composed of a natural language processing agent, a fuzzy inference agent, and a performance deci-
sion support agent. The fuzzy inference agent computes the similarity of the planned progress report and ac-
tual progress report, based on the CMMI ontology, the project personal ontology, and natural language
processing results. The results provided by the OIDSA support an evaluation of the performance of project
members by project manager.
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