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Homogenization for non-local elliptic operators in both
perforated and non-perforated domains
Loredana Ba˘lilescu∗ Amrita Ghosh† Tuhin Ghosh‡
Abstract
In this paper, we focus on the homogenization process of the non-local elliptic boundary value
problem
Lsεuε = (−∇ · (Aε(x)∇))suε = f in O,
with 0 < s < 1, considering non-homogeneous Dirichlet type condition outside of the bounded
domain O ⊆ Rn. We find the homogenized problem by using the H-convergence method,
as ε → 0, under standard uniform ellipticity, boundedness and symmetry assumptions on
coefficients Aε(x), with the homogenized coefficients as the standard H-limit (cf. [22]) of the
sequence {Aε}ε>0. We also prove that the commonly referred to as the strange term in the
literature (see [10, Chapter 4]) does not appear in the homogenized problem associated with
the fractional Laplace operator (−∆)s in a perforated domain. Both of these results have
been obtained in the class of general microstructures. Consequently, we could certify that
the homogenization process, as ε→ 0, is stable under s→ 1− in the non-perforated domains,
but not necessarily in the case of perforated domains.
Keywords: Homogenization, H-convergence, non-local operators, integro-differential oper-
ator, fractional operators.
1 Introduction
The general question tackled in this paper is the homogenization process of Dirichlet type
problem associated with fractional elliptic non-local operator in bounded domains. Precisely,
let L = −∇ · (A(x)∇) be the classical uniformly elliptic operator in divergence form with the
anisotropic matrix valued function A(x) defined in whole space Rn. Then, for 0 < s < 1, we
consider the fractional non-local operator (for the definition, see Section 2 below):
Ls = (−∇ · (A(x)∇))s.
We are interested in the restriction of the fractional Laplacian Ls in a bounded domain
O ⊂ Rn and the associated non-homogeneous Dirichlet exterior boundary value problem
Lsu = f in a smooth enough bounded domain O ⊂ Rn with u = g in Rn \ O.
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These kind of fractional and non-local operators often arise in problems modelling dif-
fusion process, ergodic random environments and random processes with jumps, enabling
possible applications in probability theory, physics, finance, and biology, to name a few (for
more details, see the survey works [7, 27]). In particular, the above operator Ls as a linear
integro-differential operator (see (2.27)) could be considered as an infinitesimal generator of
generalized Le´vy processes of the probabilistic/stochastic model under consideration with a
random process that allows long jumps with a polynomial tail (see the books [2, 6, 13]). For
example, if g = 0, probabilistically it represents the infinitesimal generator of a symmetric
2s-stable Le´vy process that particles are killed upon leaving the domain O.
The paper aims at providing a macro scale approximation to a problem with hetero-
geneities/microstructures at micro scale ε by suitably averaging out small scales (ε→ 0) and
by incorporating their effects on large scales. These effects are quantified by the so-called
homogenized coefficients [1, 5, 18, 35]. We will be using the H-convergence method (for more
details on H-limits, we refer to [1, 23, 35]), under standard uniform ellipticity, boundedness
and symmetric assumptions on the coefficient matrices {Aε(x)}ε>0.
More precisely, let us consider s ∈ (0, 1), O ⊂ Rn be a bounded Lipschitz domain. For
each ε > 0, consider uε ∈ Hs(Rn), which is the solution to the following non-local Dirichlet
type problem: {
Lsεuε = (−∇ · (Aε(x)∇))s uε = f in O,
uε = g in Rn \ O,
(1.1)
for some f ∈ H˜s(O)∗ (see (2.31) below for the definition of this space) and g ∈ Hs(Rn).
Our main goal is to pass to the limit in the above problem (1.1), as ε → 0, and to find
the limit equation or the homogenized problem. Our main finding is that the homogenized
equation is governed by the non-local elliptic operator
Ls∗ =
(−∇ ·A∗(x)∇)s,
where A∗(x) is the standard H-limit of the sequence {Aε(x)}ε>0 in Rn under the standard
uniform ellipticity and boundedness hypotheses on {Aε(x)}ε>0 = {(aijε (x))1≤i,j≤n}ε>0 given
as 
aijε (x) = a
ji
ε (x) for all x ∈ Rn, 1 ≤ i, j ≤ n, and
λ−1|ξ|2 ≤
n∑
i,j=1
aijε (x)ξiξj ≤ λ|ξ|2 for all x ∈ Rn, ε > 0, and for some λ > 0. (1.2)
Let us state our first main result concerning the homogenization process for fractional non-
local elliptic operators in non-perforated domain.
Theorem 1.1. Let s ∈ (0, 1), O ⊂ Rn be a bounded domain with sufficiently smooth boundary.
We assume that the sequence {Aε(x)}ε>0 satisfies condition (1.2). For each ε > 0, let uε ∈
Hs(Rn) be the solution of problem (1.1), for some fixed f ∈ H˜s(O)∗ and g ∈ Hs(Rn). Then,
as ε→ 0, up to a subsequence, we have
uε ⇀ u weakly in H
s(Rn),
with the limit u ∈ Hs(Rn) characterized as the unique solution of the following homogenized
problem: {
Ls∗u = (−∇ · (A∗(x)∇))s u = f in O,
u = g in Rn \ O,
where A∗(x) is the H-limit of the sequence {Aε(x)}ε>0 in Rn, that is,
Aε∇wε ⇀ A∗∇w weakly in L2(Rn)n,
2
for all test sequences wε ∈ H1(Rn) satisfying
wε ⇀ w weakly in H
1(Rn),
−∇ · (Aε∇wε) strongly convergent in H−1(Rn).
Moreover, we have the following flux and energy convergences, respectively, as ε→ 0:
Ls/2ε uε ⇀ Ls/2∗ u weakly in L2(Rn), (1.3)
‖Ls/2ε uε‖L2(Rn) → ‖Ls/2∗ u‖L2(Rn). (1.4)
Remark 1.1. The above result is also applicable for spectral non-local operator LsS, which
is defined by the normalized eigenfunctions and eigenvalues for the operator L in O with
homogeneous Dirichlet/Neumann boundary conditions. Let {ϕk}k∈N denotes an orthonormal
basis of L2(O) satisfying{
Lϕk =
(−∇ · (A(x)∇)ϕk = λkϕk in O,
ϕk = 0 on ∂O.
Then, the spectral non-local operator LsS (0 < s < 1) is defined as
∀u ∈ Hs(O), LsSu =
∞∑
k=1
λsk〈ϕk, u〉2 ϕk in O.
In [9] (also [8]) the Caffarelli-Stinga result (see Proposition 3.1, 3.2 for a statement of the
result) was proved for this operator, thus achieving a local problem posed on a semi-infinite
cylinder O×(0,∞), whose Dirichlet-Neumann map defines the operator LsS. Since our method
to prove Theorem 1.1 relies on the analysis of the extended local problem in Rn+1+ (as shown
in Section 3), we say the above theorem holds true for the homogenization of the spectral
non-local operators {(LsS)ε}ε>0 in O.
Let us now introduce our second problem to be considered and state the second main
result. To this end, we define a sequence of any closed subsets {Tε}ε>0 ⊂ Rn, which are
called holes, and we take the perforated domain Oε simply defined as follows:
Oε := O \ ∪
0<δ≤ε
Tδ, (1.5)
with the condition on Lebesgue measure:
lim
ε→0
|O \ Oε| = 0. (1.6)
For s ∈ (0, 1) and for each ε > 0, let uε ∈ Hs(Rn) be the solution of the following non-local
Dirichlet problem in a perforated domain:{
(−∆)suε = f in Oε,
uε = g in Rn \ Oε,
(1.7)
for some f ∈ H˜s(O)∗ and g ∈ Hs(Rn).
Motivated from the first result (cf. Theorem 1.1) we allow such perforated domains Oε
where the following hypothesis are satisfied. Let us assume that there exist a sequence of
functions {wε}ε>0 such that:
(H1) wε ∈ H1(O);
3
(H2) wε = 0 on the holes ∪
0<δ≤ε
Tδ;
(H3) wε ⇀ 1 weakly in H
1(O).
We now state our second main result and we show that the commonly referred to as the
‘strange term’ in the literature does not appear in the homogenized problem associated with
the fractional Laplace operator in a perforated domain.
Theorem 1.2. Let s ∈ (0, 1), O ⊂ Rn be a bounded domain with sufficiently smooth boundary
and {Oε}ε>0 be defined by (1.5) with (1.6). We assume the above hypothesis (H1)-(H3)
on {Oε}ε>0. For each ε > 0, let uε ∈ Hs(Rn) be the solution of problem (1.7) for given
f ∈ H˜s(O)∗ and g ∈ Hs(Rn). Then, as ε→ 0, up to a subsequence, we have
uε ⇀ u weakly in H
s(Rn),
where the limit u ∈ Hs(Rn) can be characterized as the unique solution of the following
homogenized problem: {
(−∆)su = f in O,
u = g in Rn \ O. (1.8)
Remark 1.2. Since Lsw → Lw in L2(O), as s → 1−, for w ∈ H2(O) (see [16, 11]),
then from our result Theorem 1.1 we can essentially claim that the homogenization process,
as ε → 0, is stable, under the limiting approach as s → 1−, that is, both of these limit
operations, as ε→ 0 and as s→ 1−, are interchangeable. However, in Theorem 1.2, we find
out it is not the case. Both limiting processes, as ε → 0 and as s → 1−, may not be always
interchangeable because, in the local case, depending on the estimated size of the tiny holes
{Tε}ε>0, one might end up having some nonzero zeroth order extra term (say µ(x)) commonly
referred to as a “strange term” with the Laplacian in the homogenized operator as −∆ + µ
(see [10, Chapter 4], [12]).
The above homogenization results are new in the non-local settings and also help to
provide a certain classification of perforated and non-perforated domains with respect to the
fractional power of an elliptic operator. In both Theorem 1.1 and Theorem 1.2 we do not
assume any periodicity or scaling conditions, neither on the sequence {Aε(x)}ε>0 in the non-
perforated case, nor on the sequence of perforated domains {Oε}ε>0 respectively, in order to
study the homogenization process.
Let us now review few known studies of homogenization problems in non-local settings.
The known cases are mostly in some prototype of integro-differential operator. For example, a
non-local linear operator with a kernel of convolution type in periodic medium [25], concerning
certain diffusion process with jumps have been considered. That is also known Feller process
generated by an integro-differential operator [30]. Homogenization of a certain class of integro-
differential equations with Le´vy operators [3], including scaling limits for symmetric Itoˆ-Le´vy
processes in random medium [26] has been studied. Additionally, homogenization of a large
class of fully non-linear elliptic integro-differential equations in periodic medium can be found
in [31]. For example, one prototype of such integro-differential operator under consideration
in [25] is
Lεuε = ε−n−2λ
(x
ε
)∫
Rn
a
(x− y
ε
)
µ
(y
ε
)(
uε(y)− uε(x)
)
dy,
where λ, µ are bounded positive periodic functions characterizing the properties of the medium,
and a is the jump kernel being a symmetric positive integrable function. They obtain the
limit operator as a local operator L = −
n∑
i,j=1
Θij
∂2u
∂xi∂xj
, where the homogenized coefficient
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Θij can be derived from a, λ, µ. In [38], the author considers the stochastic homogenization
for elliptic integro-differential equations modelling stationary ergodic random environments:
Fε
(
uε,
x
ε
, ω
)
= inf
α
sup
β
{
fαβ
(x
ε
, ω
)
+
∫
Rn
(
uε(x+ y) +uε(x− y)− 2uε(x)
)
Kαβ
(x
ε
, y, ω
)
dy
}
.
Under some suitable conditions over the kernel Kαβ, the author obtains the homogenized
equation as the certain viscosity solution of a non-local, elliptic, and translation invariant
operator of the same form above. However, in this paper, we don’t restrict ourselves in certain
examples and rather move into considering classical non-local elliptic problems in a bounded
domain including both perforated and non-perforated types and study the homogenization
process.
The outline of the remaining paper is the following. Section 2 deals with the functional
framework of the fractional non-local elliptic operators Ls. In Section 3 we introduce an
extension problem which characterize this non-local operator Ls. In Section 4 we give the
proof of our first main result. Finally, Section 5 focuses on the homogenization process of the
fractional Laplace operator in perforated domains.
2 Functional framework of the fractional non-local
elliptic operator
Let us consider {Lε}ε>0 a sequence of linear second order partial differential operator of the
divergence form defined in the entire space Rn as follows:
Lε := −∇ · (Aε(x)∇) , (2.9)
where {Aε(x)}ε>0 = {(aij(xε ))}ε>0, x ∈ Rn, is a sequence of n × n symmetric matrices
satisfying the uniform ellipticity conditions (1.2). We are going to study the sequence of
operators {Lsε}ε>0, with 0 < s < 1,
Lsε := (−∇ · (Aε(x)∇))s,
defined over the entire space Rn and which will be completely defined in the sequel.
Let us now consider the following differential equation associated with this operator in
the bounded domain O:
Lsεuε = f in O,
for some suitable f . Next, in order to have a well-posed Dirichlet problem, we assume some
exterior boundary condition as follows:
uε = g in Rn \ O,
for some suitable g. Thus, the homogenization problem that we study is the following Dirichlet
problem:
Lsεuε = f in O,
uε = g in Rn \ O.
Let us denote by L a second order linear elliptic operator in the divergence form
L := −∇ · (A(x)∇), (2.10)
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which is defined in the entire space Rn for n ≥ 2, where A(x) = (aij(x))i,j , x ∈ Rn is an n×n
symmetric matrix satisfying the symmetry and ellipticity conditions (1.2). We also assume
that the variable coefficients of L are enough regular, precisely
aij = aji ∈ C2(Rn), 1 ≤ i, j ≤ n. (2.11)
It is well known that the operator L together with the domain
Dom(L) = H2(Rn) (2.12)
is the maximal extension such that L is self-adjoint and densely defined in L2(Rn) (see, for
instance, [16]).
2.1 Fractional Sobolev spaces and non-local elliptic fractional
differential operator
In this subsection, we will introduce the variable coefficients fractional non-local operator
Ls = (−∇ · (A(x)∇))s. Let us note that, for A(x) being an identity matrix, the operator Ls
becomes the well-known fractional Laplace operator (−∆)s, which has been widely studied
in papers [8, 9, 29, 32] and the references therein.
In this paper, we denote by C a general constant that may change in each occurrence
and which will depend on the parameters involved. Wherever it is necessary, we are going
to point out the dependence of C on the parameters. Moreover, Γ stands for the Gamma
function in the rest of the paper.
Let us restrict our attention to the case 0 < s < 1. In this interval, we have that
Γ(−s) := Γ(1− s)−s < 0.
Spectral approach of non-local elliptic fractional differential operator
We begin by defining the fractional operator Ls with s ∈ (0, 1), via the spectral charac-
terization of L (for more details, see [16, 24, 28, 34]). Suppose that L is a linear second
order differential self-adjoint operator which is nonnegative and densely defined on L2(Rn)
for n ≥ 2. There is a unique resolution E of the identity, supported on the spectrum of L
which is a subset of [0,∞), such that
I =
∫ ∞
0
dE(λ)
and
L :=
∫ ∞
0
λ dE(λ),
that is,
〈Lf, g〉L2(Rn) :=
∫ ∞
0
λ dEf,g(λ), f ∈ Dom(L), g ∈ L2(Rn), (2.13)
where dEf,g(λ) is a regular Borel complex measure of bounded variation concentrated on the
spectrum of L, with
dEf,g||(0,∞) ≤ ‖f‖L2(Rn)‖g‖L2(Rn).
The norm ‖Lf‖L2(Rn), f ∈ Dom(L), is defined as follows:
‖Lf‖2L2(Rn) :=
∫ ∞
0
|λ|2 dEf,f (λ).
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If φ(λ) is a real measurable function defined on [0,∞), then the operator φ(L) is formally
given by
φ(L) =
∫ ∞
0
φ(λ)dE(λ).
That is, φ(L) is the operator with the domain
Dom(φ(L)) =
{
f ∈ L2(Rn) :
∫ ∞
0
|φ(λ)|2dEf,f (λ) <∞
}
, (2.14)
defined by
〈φ(L)f, g〉L2(Rn) =
∫ ∞
0
φ(λ) dEf,g(λ) (2.15)
and
‖φ(L)f‖2L2(Rn) =
∫ ∞
0
|φ(λ)|2 dEf,f (λ). (2.16)
Following this construction, we can define the fractional operators Ls, s ∈ (0, 1), with the
domain Dom(Ls) ⊃ Dom(L), as follows:
Ls =
∫ ∞
0
λs dE(λ) =
1
Γ(−s)
∫ ∞
0
(
e−tL − Id) dt
t1+s
. (2.17)
Here, e−tL (t ≥ 0) is the heat-diffusion semigroup generated by L, with the domain L2(Rn),
defined by
e−tL =
∫ ∞
0
e−tλ dE(λ),
which enjoys the contraction property in L2(Rn), that is,
‖e−tLf‖ ≤ ‖f‖L2(Rn).
Note that, for f ∈ Dom(Ls) ∩Dom(Ls/2), from (2.15) it follows
〈Lsf, f〉L2(Rn) =
∫ ∞
0
λs dEf,f (λ) = ‖Ls/2f‖2L2(Rn). (2.18)
Moreover, for f, g ∈ Dom(Ls) ∩Dom(Ls/2), we have
〈Lsf, g〉L2(Rn) = 〈f,Lsg〉L2(Rn) =
∫ ∞
0
λs dEf,g(λ) =
〈
Ls/2f,Ls/2g
〉
L2(Rn)
, (2.19)
where we have used for f ∈ Dom(Ls/2) and h ∈ Dom(Ls/2) that〈
Ls/2f, h
〉
L2(Rn)
=
∫ ∞
0
λs/2 dEf,h(λ). (2.20)
Taking h = Ls/2g with g ∈ Dom(Ls/2), we deduce that
dEf,h = λ
s/2dEf,g.
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Kernel representation of the operator Ls
Let us write the definition given in (2.17) for any v ∈ Dom(Ls):
Lsv = 1
Γ(−s)
∫ ∞
0
(
e−tLv(x)− v(x)) dt
t1+s
. (2.21)
We introduce the distributional heat kernel Wt(x, z) of L satisfying: for any ϕ, ψ ∈
Hs(Rn),
(e−tLϕ,ψ)Rn =
∫
Rn
∫
Rn
Wt(x, z)ϕ(z)ψ(x)dzdx = (ϕ, e
−tLψ)Rn , t ≥ 0. (2.22)
SinceA(x) satisfies (1.2) in Rn, using [4], it follows that, for some positive constants c1, c2, c3, c4
depending on ellipticity and boundness of A and n, we have
c1
e
− |x−z|2
c2
t
tn/2
≤Wt(x, z) ≤ c3 e
− |x−z|2
c4
t
tn/2
. (2.23)
Let us now define the kernel of the heat semi-group e−tL by
Ks(x, z) = 1
2|Γ(−s)|
∫ ∞
0
Wt(x, z)
dt
t1+s
. (2.24)
Since e−tL is symmetric, we get Ks(x, z) = Ks(z, x) for any x, z ∈ Rn, then from [9, Theorem
2.4] it follows that: for all v, w ∈ Dom(Ls),
(Lsv, w)Rn =
∫
Rn
∫
Rn
(v(x)− v(z))(w(x)− w(z))Ks(x, z) dxdz. (2.25)
Furthermore, a direct computation and using estimate (2.23) on Wt, one can prove that the
kernel Ks enjoys the following pointwise estimate:
c1
Γ(n2 + s)
2|Γ(−s)| c
n
2
+s
2
1
|x− z|n+2s ≤ K
s(x, z) ≤ c3
Γ(n2 + s)
2|Γ(−s)| c
n
2
+s
4
1
|x− z|n+2s , (2.26)
where the constants c1, c2, c3, c4 appear in (2.23) and are dependent on the ellipticity and
boundness of A and on n.
We may also write for v ∈ Dom(Ls) (for more details, see [15]):
Lsv(x) = P.V.
∫
Rn
(v(x)− v(z))Ks(x, z) dz, (2.27)
where P.V. stands for the standard principal value operator.
Sobolev spaces
Let Hs(Rn) = W s,2(Rn) for s ∈ R the standard Sobolev space with the norm
‖u‖Hs(Rn) = ‖ 〈D〉s u‖L2(Rn),
where 〈ξ〉 = (1 + |ξ|2) 12 . Let m(ξ) be an arbitrary C∞-smooth polynomial in ξ, and the
notation m(D)u = F−1{m(ξ)uˆ(ξ)} stands for the Fourier multipliers and F is the classical
Fourier transform given by
û(ξ) = Fu(ξ) =
∫
Rn
e−ix·ξu(x) dx.
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We may and shall consider the following Hs(Rn)-norm, for s ∈ R+:
‖u‖2Hs(Rn) = ‖u‖2L2(Rn) + ‖(−∆)s/2u‖2L2(Rn). (2.28)
Let us observe that the semi-norm ‖(−∆)s/2u‖2L2(Rn) is expressed as follows:
‖(−∆)s/2u‖2L2(Rn) = ((−∆)su, u)Rn ,
where, for s ∈ (0, 1),
(−∆)su(x) = cn,s P.V.
∫
Rn
u(x)− u(y)
|x− y|n+2s dy (2.29)
and
cn,s =
Γ(n2 + s)
|Γ(−s)|
4s
pin/2
. (2.30)
The space Hs(O), with O ⊂ Rn being an arbitrary open set, is equipped with the following
norm (see [20, Chapter 3]):
‖u‖Hs(O) := inf
{‖w‖Hs(Rn) : w ∈ Hs(Rn) and w|O = u} .
Furthermore, by taking C ⊂ Rn a closed set such that int(C) 6= ∅, we can define
HsC = H
s
C(Rn) = {u ∈ Hs(Rn) : supp(u) ⊂ C} .
If O is a Lipschitz domain, then we have the following space identification (for more details,
see [20, 36]): for s ∈ R,
H˜s(O) = HsO(Rn), (2.31)
H˜s(O)∗ = HsO(Rn)∗ = H−s(O) and Hs(O)∗ = H−sO (R
n) (2.32)
and, for s ∈ (−12 , 12),
Hs(O) = HsO(Rn) = Hs0(O).
2.2 Dirichlet problem for Ls
We consider the following Dirichlet problem for the non-local operator Ls{
Lsu = f in O,
u = g in Oe = Rn \ O,
(2.33)
with f ∈ H˜s(O)∗ and g ∈ Hs(Rn).
Let us first observe that for any v ∈ Hs(Rn) with s ∈ (0, 1), Lsv can be defined as a
distribution in H−s(Rn) by (2.25) as follows:
|(Lsv, w)Rn | =
∣∣∣∣∫
Rn
∫
Rn
(v(x)− v(z))(w(x)− w(z))Ks(x, z)dxdz
∣∣∣∣
≤
(∫
Rn
∫
Rn
|v(x)− v(z)|2Ks(x, z)dxdz
) 1
2
·
(∫
Rn
∫
Rn
|w(x)− w(z)|2Ks(x, z)dxdz
) 1
2
≤ C‖v‖Hs(Rn)‖w‖Hs(Rn), (2.34)
for any w ∈ Hs(Rn). Here, we have used that Ks(x, z) ≥ 0 for all x 6= z and also the estimate
(2.26).
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We then consider the following associated bilinear form of the above non-local problem
(2.33): for any v, w ∈ Hs(Rn),
Bs(v, w) :=
∫
Rn
∫
Rn
(v(x)− v(z))(w(x)− w(z))Ks(x, z) dx dz. (2.35)
It is easy to see from estimate (2.34) that the above bilinear form Bs(·, ·) is well-defined in
Hs(Rn)×Hs(Rn), i.e.,
|Bs(v, w)| ≤ C‖v‖Hs(Rn)‖w‖Hs(Rn). (2.36)
We note that, following (2.19), the bilinear form Bs can be also expressed as follows:
Bs(v, w) = 〈Ls/2v,Ls/2w〉L2(Rn) ∀v, w ∈ Hs(Rn).
Thus, we have the following existence result (for the complete proof, we refer the reader to
[15]):
Proposition 2.1. Let O ⊂ Rn as mentioned above, and Bs is a bilinear form defined in
(2.35), then there is a solution u ∈ Hs(Rn) such that
Bs(u,w) = 〈f, w〉 for any w ∈ H˜s(O) with u− g ∈ H˜s(O), (2.37)
for any f ∈ H˜s(O)∗ and g ∈ Hs(Rn), where 〈·, ·〉 stands for the duality pairing between (H˜s)∗
and H˜s.
Since 0 is not the eigenvalue of the problem{
Lsw = 0 in O,
w = 0 in Oe,
the above solution u ∈ Hs(Rn) is unique.
In addition, we have the following estimate:
‖u‖Hs(Rn) ≤ C
(‖f‖
H˜s(O)∗ + ‖g‖Hs(Rn)
)
, (2.38)
for some constant C > 0 independent of f and g and depending on the ellipticity and bound-
edness of A (see (2.23)) and on the dimension n.
Remark 2.1. The solution u ∈ Hs(Rn) of problem (2.33) does not depend on the value of
g ∈ Hs(Rn) on O, it only depends on g|Oe. Let g1, g2 ∈ Hs(Rn) be such that g1 − g2 ∈
H˜s(O) = HsO. Denote by uj ∈ Hs(Rn) the solution of (2.33) with the Dirichlet data gj for
each j = 1, 2. It is observed that
u˜ := u1 − u2 = (u1 − g1)− (u2 − g2) + (g1 − g2) ∈ H˜s(O)
and Bq(u˜, v) = 0 for any v ∈ H˜s(O). Thus, by unicity of solution of (2.33) with g = 0, one
has u˜ = 0. Therefore, one can actually consider the non-local problem (2.33) with Dirichlet
data in the quotient space
X := Hs(Rn)/HsO
∼= Hs(Oe), (2.39)
provided that O is Lipschitz.
Remark 2.2 (Flux estimate). Using (2.37), it follows that
Bs(u, u− g) = 〈f, u− g〉,
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for f ∈ H˜s(O)∗ and g ∈ Hs(Rn). Then, we get
‖Ls/2u‖2L2(Rn) − 〈Ls/2u,Ls/2g〉L2(Rn) = 〈f, u− g〉,
which implies that
1
2
‖Ls/2u‖2L2(Rn) ≤
1
2
‖Ls/2g‖2L2(Rn) + ‖f‖H˜s(O)∗
(‖u‖Hs(Rn) + ‖g‖Hs(Rn)).
Then, by using Hs(Rn)-estimate (2.38) in the right hand side, we simply obtain
‖Ls/2u‖L2(Rn) ≤ C
(‖f‖
H˜s(O)∗ + ‖g‖Hs(Rn)
)
, (2.40)
for some constant C > 0 independent of f and g and depending on the ellipticity and bound-
ness of A and on n.
2.3 Limit analysis of {uε}ε>0 as ε→ 0
We consider following sequence of non-local operators {Lsε}ε>0 =
{( − ∇ · (Aε(x)∇))s}ε>0
introduced similar to the operator Ls, with the sequence {Aε(x)}ε>0 satisfying the conditions
(1.2) and regularity condition (2.11). For each ε > 0, let uε ∈ Hs(Rn) solving{
Lsεuε = f in O,
uε = g in Oe,
(2.41)
for f ∈ H˜s(O)∗ and g ∈ Hs(Rn) and satisfying the stability and flux estimates:
‖uε‖Hs(Rn) ≤ C
(‖f‖
H˜s(O)∗ + ‖g‖Hs(Rn)
)
(2.42)
and
‖Ls/2ε uε‖L2(Rn) ≤ C
(‖f‖
H˜s(O)∗ + ‖g‖Hs(Rn)
)
, (2.43)
for some constant C > 0 independent of f and g and dependent on the uniform ellipticity and
boundness of Aε and on n. Thus, C is also independent of ε > 0. Therefore, the sequences
{uε}ε>0 and {Ls/2ε uε}ε>0 remain bounded in Hs(Rn) (see (2.42)) and L2(Rn), respectively
(see (2.43)). Hence, upto a subsequence still denoted by same {uε}ε>0, we get
uε ⇀ u weakly in H
s(Rn) (2.44)
and
Ls/2ε uε ⇀ v weakly in L2(Rn). (2.45)
In the sequel, our goal is to find the homogenized problem or the limit equation satisfied by
u ∈ Hs(Rn), and also the relation between both weak limits u and v.
To this end, we will proceed by using the extension techniques for the non-local operators,
where the extended operator becomes a local operator.
3 Extension problems for Ls
In this section, we introduce an extension problem, which characterize the non-local operator
Ls.
To this end, let Rn+1+ := {(x, y) : x ∈ Rn, y > 0} be the upper half space of Rn+1 with
its boundary ∂Rn+1+ := {(x, 0) : x ∈ Rn}. Let ω be an arbitrary A2-Muckenhoupt weight
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function (for more details, see [14, 21]) and we denote by L2(Rn+1+ , ω) the weighted Sobolev
space containing all functions U which are defined a.e. in Rn+1+ such that
‖U‖L2(Rn+1+ ,ω) :=
(∫
Rn+1+
ω|U |2dxdy
)1/2
<∞.
We define
H1(Rn+1+ , ω) :=
{
U ∈ L2(Rn+1+ , ω) : ∇x,yU ∈ L2(Rn+1+ , ω)
}
,
where ∇x,y := (∇, ∂y) = (∇x, ∂y) is the total derivative in Rn+1+ . In this work, the weight
function ω might be y1−2s (or y2s−1) and it is known that y1−2s ∈ A2 for s ∈ (0, 1) (see [19]).
It is easy to see that L2(Rn+1+ , ω) and H1(R
n+1
+ , ω) are Banach spaces with respect to the
norms ‖ · ‖L2(Rn+1+ ,ω) and
‖U‖H1(Rn+1+ ,ω) :=
(
‖U‖2
L2(Rn+1+ ,ω)
+ ‖∇x,yU‖2L2(Rn+1+ ,ω)
)1/2
, (3.46)
respectively. We shall also make use of the weighted Sobolev space H10 (R
n+1
+ , ω) which is the
closure of C∞0 (R
n+1
+ ) under the H
1(Rn+1+ , ω)-norm.
We mention that the fractional Sobolev space Hs(Rn) can be obtained as the trace space
of the weighted Sobolev space H1(Rn+1+ , y1−2s), for s ∈ (0, 1), (see [37]), that is,
Tr : H1(Rn+1+ , y1−2s)→ Hs(Rn) (3.47)
is continuous. This means that, for a given u ∈ Hs(Rn), there exists U(x, y) ∈ H1(Rn+1+ , y1−2s)
such that limy→0+ U(x, y) = U(x, 0) = u(x) ∈ Hs(Rn) with
‖u‖Hs(Rn) ≤ C‖U‖H1(Rn+1+ ,y1−2s). (3.48)
It also follows that for any bounded open strip away from y = 0, say
D(a,b) = {(x, y) ∈ Rn × (a, b) : 0 < a < y < b <∞},
we have: U ∈ H1(Rn+1+ , y1−2s) for s ∈ (0, 1), implies U ∈ H1(D(a,b)) and also
‖U‖H1(D(a,b)) ≤ Ca,b‖U‖H1(Rn+1+ ,y1−2s). (3.49)
This is simply a consequence of definition (3.46), since the weight y1−2s is smooth enough
and positive in D(a,b).
Let us now consider the following extension problem in Rn+1+ :−LxU +
1− 2s
y
Uy + Uyy = 0 in Rn+1+ ,
U(·, 0) = u(·) on ∂Rn+1+ .
(3.50)
This extension problem is related to the non-local operator (2.17), where the non-local
operator Ls has been regarded as a Dirichlet-to-Neumann map of the above degenerate
local problem (3.50). For convenience, we construct an auxiliary matrix-valued function
A˜ : Rn → R(n+1)×(n+1) by
A˜(x) =
(
A(x) 0
0 1
)
. (3.51)
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We introduce the following degenerate local operator:
L 1−2s
A˜
= ∇x,y · (y1−2sA˜(x)∇x,y). (3.52)
It can be seen that y−1+2sL 1−2s
A˜
is nothing else than the above degenerate local operator
defined in (3.50), precisely by
L 1−2s
A˜
= y1−2s
{
∇ · (A(x)∇) + 1− 2s
y
∂y + ∂
2
y
}
. (3.53)
Let us now recall the following existence result of the above extension problem (3.50),
which complete proof can be found in [15]:
Proposition 3.1. Let s ∈ (0, 1) and A˜ be given by (3.51), with A(x) satisfying the elipticity
condition (1.2). Then, for given u ∈ Hs(Rn), there exists a unique minimizer of the Dirichlet
functional
min
Ψ∈H1(Rn+1+ ,y1−2s)
{∫
Rn+1+
y1−2sA˜(x)∇x,yΨ · ∇x,yΨdxdy : Ψ(x, 0) = u(x)
}
,
characterized as the unique weak solution U ∈ H1(Rn+1+ , y1−2s) solving the problem{
L 1−2s
A˜
U = 0 in Rn+1+ ,
U(·, 0) = u in Rn, (3.54)
and satisfying the following stability estimate
‖U‖H1(Rn+1+ ,y1−2s) ≤ C‖u‖Hs(Rn), (3.55)
for some C > 0 independent of u and U and depending only on the ellipticity and boundness
of A and on n.
Proof. The proof could be find in the recent paper [15]. For our own convenience, we mention
here the apriori estimate (3.55) in order to show that the constant C > 0 appearing in (3.55)
depends only on the ellipticity and boundness of A and on n.
Given u ∈ Hs(Rn), there exists U0(x, y) ∈ H1(Rn+1+ , y1−2s) such that limy→0+ U0(x, y) =
U0(x, 0) = u(x) and by using the right continuity of the inverse trace map, we assume
‖U0‖H1(Rn+1+ ,y1−2s) ≤ C‖u‖Hs(Rn), where the constant C > 0 is independent of U0 ∈ H
1(Rn+1+ , y1−2s)
and u ∈ Hs(Rn).
Since U ∈ H1(Rn+1+ , y1−2s) is the weak solution of (3.54), let define V := U − U0. Then
V ∈ H1(Rn+1+ , y1−2s) is the weak solution of{
∇ · (y1−2sA˜∇V ) = ∇ ·G in Rn+1+ ,
V (x, 0) = 0 in Rn,
(3.56)
where G := −y1−2sA˜(x)∇x,yU0. It is easy to see that y2s−1G ∈ L2(Rn+1+ , y1−2s) and∫
Rn+1+
y1−2s|y2s−1G|2dx dy =
∫
Rn+1+
y1−2s
∣∣∣A˜∇x,yU0∣∣∣2 dx dy
≤ C
∫
Rn+1+
y1−2s|∇x,yU0|2 dx dy,
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for some constant C > 0 which depends only on boundness of A. Then, by multiplying (3.56)
by V ∈ H10 (Rn+1+ , y1−2s) and integrating by parts, we get
‖V ‖H1(Rn+1+ ,y1−2s) ≤ C‖y
−1+2sG‖L2(Rn+1+ ,y1−2s),
for some constant C > 0 which depends only on the ellipticity of A. Finally,
‖V ‖H1(Rn+1+ ,y1−2s) ≤ C‖U0‖H1(Rn+1+ ,y1−2s) ≤ C‖u‖Hs(Rn)
or, ‖U‖H1(Rn+1+ ,y1−2s) ≤ C‖u‖Hs(Rn),
for some universal constant C > 0 which depends only on the ellipticity and on the boundness
of A. 
As a consequence, we observe that y1−2s∂yU converges to some function h ∈ H−s(Rn), as
y → 0, in H−s(Rn) defined as follows:
(h, φ(x, 0))H−s(Rn)×Hs(Rn) =
∫
Rn+1+
y1−2sA˜(x)∇x,yU · ∇x,yφdx dy, (3.57)
for all φ ∈ H1(Rn+1+ , y1−2s). In other words, U ∈ H1(Rn+1+ , y1−2s) is the weak solution of the
following Neumann boundary value problem∇x,y · (y
1−2sA˜(x)∇x,yU) = 0 in Rn+1+ ,
lim
y→0+
y1−2s∂yU = h in Rn × {0}. (3.58)
The following result characterizes limy→0+ y1−2s∂yU = h, as dsh = Lsu, for some constant ds
depending on s, which connects the non-local operator Ls and the extension problem:
Proposition 3.2. Given u ∈ Hs(Rn), define
U(x, y) :=
∫
Rn
P sy (x, z)u(z) dz, (3.59)
where P sy is the Poisson kernel given by
P sy (x, z) =
y2s
4sΓ(s)
∫ ∞
0
e−
y2
4tWt(x, z)
dt
t1+s
, x, z ∈ Rn, y > 0, (3.60)
with the heat kernel Wt(x, z) introduced in (2.22). Then U ∈ H1(Rn+1+ , y1−2s) is the weak
solution of (3.54) and
lim
y→0+
U(·, y)− U(·, 0)
y2s
=
1
2s
lim
y→0+
y1−2s∂yU(·, y) = Γ(−s)
4sΓ(s)
Lsu(·), (3.61)
in H−s(Rn).
Proof. The proof can be found in [34], where the authors prove the equality (3.61) for u ∈
Dom(Ls), and recently, in [15] the result has been extended for u ∈ Hs(Rn). 
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3.1 Limiting analysis of {Uε}ε>0 as ε→ 0
We consider the following sequence of local operators:{
L 1−2s
A˜ε
}
ε>0
=
{∇x,y · (y1−2sA˜ε(x)∇x,y)}ε>0
=
{
y1−2s
(
∇ · (Aε(x)∇) + 1− 2s
y
∂y + ∂
2
y
)}
ε>0
introduced in (3.53), with the sequence {Aε(x)}ε>0 satisfying the ellipticity and bound-
ness conditions (1.2) and regularity condition (2.11). For each ε > 0, let us consider
Uε ∈ H1(Rn+1+ , y1−2s) the solution of the following problem:{
L 1−2s
A˜ε
Uε = 0 in Rn+1+ ,
Uε(·, 0) = uε(·) in Rn,
(3.62)
which satisfies the stability estimate
‖Uε‖H1(Rn+1+ ,y1−2s) ≤ C‖uε‖Hs(Rn) ≤ C
(‖f‖
H˜s(O)∗ + ‖g‖Hs(Rn)
)
, (3.63)
for some constant C > 0 dependent on n, on the uniform ellipticity and boundness of Aε
and independent of ε > 0. Due to the above estimate (3.63), the sequence {Uε}ε>0 remains
bounded in H1(Rn+1+ , y1−2s). Therefore, upto a subsequence still denoted by same {Uε}ε>0,
the sequence weakly converges to some limit U ∈ H1(Rn+1+ , y1−2s), that is,
Uε ⇀ U weakly in H
1(Rn+1+ , y1−2s). (3.64)
Consequently, by the continuity of the trace map Tr : H1(Rn+1+ , y1−2s) → Hs(Rn) (see
(3.48)), we have
Tr(Uε) ⇀ Tr(U) weakly in H
s(Rn).
Since (2.44) holds, we get that Tr(Uε) = uε weakly converges to u ∈ Hs(Rn), hence, by the
uniqueness of the weak limit in Hs(Rn), we find
u(x) = lim
y→0+
U(x, y) = U(x, 0) = Tr(U) in Hs(Rn). (3.65)
In the sequel, we look for the homogenized problem or the limit equation satisfied by
U ∈ H1(Rn+1+ , y1−2s). To this end, we first observe that the flux quantity σε(x, y) =
y1−2sA˜ε(x)∇x,yUε(x, y) is uniformly bounded in L2(Rn+1+ , y1−2s)n+1 because Aε(x) and Uε ∈
H1(Rn+1+ , y1−2s) are uniformly bounded in their respective spaces. Thus, upto a subsequence
denoted by same {σε}ε>0, the flux sequence has a weak limit in L2(Rn+1+ , y1−2s)n+1, called it
σ(x, y), that is,
σε(x, y) ⇀ σ(x, y) weakly in L
2(Rn+1+ , y1−2s)n+1. (3.66)
Since ∇x,y · σε(x, y) = 0 in Rn+1+ for all ε > 0, and since due to (3.66) we have
∇x,y · σε(x, y)→ ∇x,y · σ(x, y) strongly in H−1(Rn+1+ , y1−2s) ,
we find that
∇x,y · σ(x, y) = 0 in Rn+1+ .
Hence, our ongoing job is reduced to find the relation between σ ∈ L2(Rn+1+ )n+1 and
U ∈ H1(Rn+1+ , y1−2s), as usual is done in the homogenization framework.
Let us now use the framework of H-convergence (for more details, see [23, 35]) and prove
the following result:
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Lemma 3.1. Let us consider the sequence {Aε}ε satisfying conditions (1.2) and that H-
converges to A∗ (we denote by Aε
H−→ A∗) that is,
Aε∇wε ⇀ A∗∇w weakly in L2(Rn)n,
for all test sequences wε ∈ H1(Rn) satisfying
wε ⇀ w weakly in H
1(Rn),
−∇ · (Aε∇wε) strongly convergent in H−1(Rn).
Then, we have
y1−2sA˜ε(x)∇x,yUε(x, y) ⇀ y1−2sA˜∗(x)∇x,yU(x, y) weakly in L2(Rn+1+ , y1−2s)n+1, (3.67)
where U ∈ H1(Rn+1+ , y1−2s) solves the following homogenized problem:{
L 1−2s
A˜∗
U = 0 in Rn+1+ ,
U(·, 0) = u(·) in Rn,
(3.68)
where u ∈ Hs(Rn) and
A˜∗(x) =
(
A∗(x) 0
0 1
)
.
Proof. Let us consider the region D(δ,δ−1) = {(x, y) : x ∈ Rn and δ < y < δ−1}, for any δ > 0.
Since the weight y1−2s is smooth enough and positive in D(δ,δ−1), then Uε ∈ H1(D(δ,δ−1)) can
be seen as the solution of the following uniformly elliptic equation:
∇x,y ·
(
y1−2sA˜ε(x)∇x,yUε
)
= 0 in D(δ,δ−1). (3.69)
We also get that ‖Uε‖H1(D(δ,δ−1)) is uniformly bounded w.r.t. ε, and using (3.49) and (3.63),
it follows that
‖Uε‖H1(D(δ,δ−1)) ≤ Cδ
(‖f‖
H˜s(O)∗ + ‖g‖Hs(Rn)
)
.
Thus, upto a subsequence denoted by same Uε, the sequence weakly converges to some
limit V in H1(D(δ,δ−1)). We claim that
V = U |D(δ,δ−1) ,
where U ∈ H1(Rn+1+ , y1−2s) is the weak limit of {Uε}ε>0 in H1(Rn+1+ , y1−2s) introduced in
(3.64). In fact, this claim simply follows from (3.64) because∫
D(δ,δ−1)
ϕUε →
∫
D(δ,δ−1)
ϕU ∀ϕ ∈ C∞c (D(δ,δ−1)), as ε→ 0.
Let us now claim that if Aε
H−→ A∗, then Bε(x, y) = y1−2sA˜ε(x) has the following H-limit:
Bε(x, y)
H−→ B∗(x, y) = y1−2sA˜∗(x) in D(δ,δ−1). (3.70)
In fact, since Uε ∈ H1(D(δ,δ−1)) solves
(Lε)x Uε(x, y) = 1− 2s
y
(Uε)y(x, y) + (Uε)yy(x, y)
= y−1+2s∂y
(
y1−2s∂yUε(x, y)
)
in D(δ,δ−1) (3.71)
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and since Uε ⇀ U weakly in H
1(D(δ,δ−1)), then we claim the right hand side of (3.71) satisfies
y−1+2s∂y
(
y1−2s∂yUε(x, y)
)→ y−1+2s∂y(y1−2s∂yU(x, y)) strongly in H−1(D(δ,δ−1)). (3.72)
Proof of the claim (3.72): Note that, as the strip D(δ,δ−1) is bounded in y-direction, so
by applying the standard Rellich compactness theorem (see [17]) from Uε ⇀ U weakly in
H1(D(δ,δ−1)), we get ∂yUε(x, y) → ∂yU(x, y) strongly in L2(D(δ,δ−1)). So, y1−2s∂yUε(x, y) →
y1−2s∂yU(x, y) strongly in L2(D(δ,δ−1)). Following that, we have
y−1+2s∂y
(
y1−2s∂yUε(x, y)
)
⇀ y−1+2s∂y
(
y1−2s∂yUε(x, y)
)
weakly in L2(D(δ,δ−1)), therefore inH
−1 strong topology; that is, for any φ(x, y) ∈ C∞c (D(δ,δ−1)),
we have∫
D(δ,δ−1)
y−1+2s∂y
(
y1−2s∂yUε(x, y)
)
φ(x, y) dx dy
=
∫
D(δ,δ−1)
(
y1−2s∂yUε(x, y)
)
∂y
(
y−1+2sφ(x, y)
)
dx dy
→
∫
D(δ,δ−1)
(
y1−2s∂yU(x, y)
)
∂y
(
y−1+2sφ(x, y)
)
dx dy
=
∫
D(δ,δ−1)
y−1+2s∂y
(
y1−2s∂yU(x, y)
)
φ(x, y) dx dy.
This establishes our above claim (3.72).
Thus, by passing to the limit in (3.71), as ε → 0, we obtain the following homogenized
equation:
(L∗)x U(x, y) = 1− 2s
y
Uy(x, y) + Uyy(x, y) in D(δ,δ−1),
where (L∗)x = −∇x · (A∗(x)∇x). Moreover, we get the flux convergence
y1−2sA˜ε(x)∇x,yUε(x, y) ⇀ y1−2sA˜∗(x)∇x,yU(x, y) weakly in L2(D(δ,δ−1))n+1.
Thus, U ∈ H1(D(δ,δ−1)) solves
∇x,y ·
(
y1−2sA˜∗(x)∇x,yU(x, y)
)
= 0 in D(δ,δ−1),
which concludes (3.70).
Since (3.70) holds for any δ > 0 small enough, and y1−2sA˜∗(x)∇x,yU(x, y) ∈ L2(Rn+1+ , y1−2s)n+1,
we would like to claim that U ∈ H1(Rn+1+ , y1−2s) is solution of
∇x,y ·
(
y1−2sA˜∗(x)∇x,yU
)
= 0 in Rn+1+ = ∪
δ>0
D(δ,δ−1) (3.73)
and we have the flux convergence (3.67) in L2(Rn+1+ , y1−2s)n+1. In order to justify our claim
(3.73), we need to show U ∈ H1(Rn+1+ , y1−2s) satisfy∫
Rn+1+
(
y1−2sA˜∗(x)∇x,yU(x, y)
) · ∇x,yϕ(x, y) dx dy = 0 for all ϕ ∈ C∞c (Rn+1+ ).
Since ϕ ∈ C∞c (Rn+1+ ) implies there exists δ > 0 such that ϕ ∈ C∞c (D(δ,δ−1)), and then, from
(3.70), we have∫
Rn+1+
(
y1−2sA˜∗(x)∇x,yU(x, y)
) · ∇x,yϕ(x, y) dx dy
=
∫
D(δ,δ−1)
(
y1−2sA˜∗(x)∇x,yU(x, y)
) · ∇x,yϕ(x, y) dx dy = 0.
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Since σ(x, y) is the weak limit of σε(x, y) in L
2(Rn+1+ , y1−2s)n+1 (see (3.66)), and
y1−2sA˜∗(x)∇x,yU(x, y) ∈ L2(Rn+1+ , y1−2s)n+1,
then
σ(x, y) = y1−2sA˜∗(x)∇x,yU(x, y) in Rn+1+ , (3.74)
that is, we want to show that∫
Rn+1+
(
y1−2sA˜ε(x)∇x,yUε(x, y)
)
ϕ(x, y) dx dy
→
∫
Rn+1+
(
y1−2sA˜∗(x)∇x,yU(x, y)
)
ϕdx dy for all ϕ ∈ C∞c (Rn+1+ ).
Let us show our claim (3.74) in a similar way. Since ϕ ∈ C∞c (Rn+1+ ) implies there exists δ > 0
such that ϕ ∈ C∞c (D(δ,δ−1)), so from σ(x, y) is the weak limit of σε(x, y) in L2(D(δ,δ−1)), we
have the desired conclusion (3.74).
Then combining with the fact U(x, 0) = u(x) ∈ Hs(Rn) due to (3.65), we establish that
the homogenized boundary value problem (3.68) is satisfied by U ∈ H1(Rn+1+ , y1−2s).

4 Proof of Theorem 1.1
We first use Proposition 3.2 and we get
lim
y→0+
Uε(·, y)− Uε(·, 0)
y2s
=
1
2s
lim
y→0+
y1−2s∂yUε(·, y) = Γ(−s)
4sΓ(s)
Lsεuε in H−s(Rn), (4.75)
where Uε ∈ H1(Rn+1+ , y1−2s) is the weak solution of problem (3.62), and we also have
lim
y→0+
U(·, y)− U(·, 0)
y2s
=
1
2s
lim
y→0+
y1−2s∂yU(·, y) = Γ(−s)
4sΓ(s)
Ls∗u in H−s(Rn), (4.76)
where U ∈ H1(Rn+1+ , y1−2s) is the weak solution of the homogenized problem (3.68).
Next, due to (3.57) and (3.58), we have(
lim
y→0+
y1−2s∂yUε(x, y), φ(x, 0)
)
H−s(Rn)×Hs(Rn)
=
∫
Rn+1+
y1−2sA˜ε(x)∇x,yUε · ∇x,yφdxdy
and(
lim
y→0+
y1−2s∂yU(x, y), φ(x, 0)
)
H−s(Rn)×Hs(Rn)
=
∫
Rn+1+
y1−2sA˜(x)∇x,yU · ∇x,yφdxdy,
for all φ ∈ H1(Rn+1+ , y1−2s).
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Let us now pass to the limit in the above identity, as ε→ 0, and use the flux convergence
(3.67) to find that(
lim
y→0+
y1−2s∂yUε(x, y), φ(x, 0)
)
H−s(Rn)×Hs(Rn)
→
(
lim
y→0+
y1−2s∂yU(x, y), φ(x, 0)
)
H−s(Rn)×Hs(Rn)
, (4.77)
for all φ ∈ H1(Rn+1+ , y1−2s).
Then, by taking φ(x, 0) = ψ(x) ∈ C∞c (Rn) (which is clearly possible), and using (4.75),
(4.76) and (4.77), we obtain(Lsεuε(x), ψ(x))H−s(Rn)×Hs(Rn) → (Ls∗u(x), ψ(x))H−s(Rn)×Hs(Rn) as ε→ 0, (4.78)
for all ψ ∈ C∞c (Rn).
We now choose Suppψ ⊂ O, and since Lsεuε = f in O due to (2.41), we therefore obtain
Ls∗u = f in O.
On the other hand, since uε = g in Oe, then as a Hs(Rn)-weak limit of the sequence {uε}ε>0,
we get
u = g in Oe.
We thus obtained the homogenized equation: u ∈ Hs(Rn) is the unique solution of the
following non-local problem:{
Ls∗u = (−∇ · (A∗(x)∇)su = f in O,
u = g in Oe,
for f ∈ H˜s(O)∗ and g ∈ Hs(Rn).
Let us now prove the energy convergence, precisely
‖Ls/2ε uε‖L2(Rn) → ‖Ls/2∗ u‖L2(Rn), as ε→ 0. (4.79)
To this end, we multiply (3.62) by Uε ∈ H1(Rn+1+ , y1−2s), we integrate by parts, and we pass
to the limit as ε→ 0, obtaining∫
Rn+1+
y1−2sA˜ε(x)∇x,yUε · ∇x,yUε dxdy →
∫
Rn+1+
y1−2sA˜∗(x)∇x,yU · ∇x,yU dxdy. (4.80)
Consequently, the convergence (4.79) holds.
Finally, we are left out to show the flux convergence (1.3). To this end, let us observe
that our analysis simply suggests that, if we take s2 instead of s ∈ (0, 1) in (3.62), which is
clearly possible and independent of the main problem (2.41) to consider, then it follows from
(4.78) that
Ls/2ε uε ⇀ Ls/2∗ u weakly in H−s/2(Rn).
Since {Ls/2ε uε}ε>0 ⊆ L2(Rn) has a L2(Rn) weak sub-sequential limit v ∈ L2(Rn) (see (2.45))
and Ls/2∗ u ∈ L2(Rn), thus v = Ls/2∗ u. Therefore,
Ls/2ε uε ⇀ Ls/2∗ u weakly in L2(Rn).
This completes the proof of Theorem 1.1.
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5 Non-local homogenization in perforated domain
Let us consider the sequence of closed subsets {Tε}ε>0 which are called holes and the perfo-
rated domain Oε defined in (1.5) with the condition on the Lebesgue measure (1.6).
For s ∈ (0, 1) and for ε > 0, we consider the following non-local Dirichlet problem associ-
ated with the fractional Laplace operator described in (1.7), precisely:{
(−∆)suε = f in Oε,
uε = g in Rn \ Oε,
for some f ∈ H˜s(O)∗ and g ∈ Hs(Rn). We recall from (2.29) that, for v ∈ Hs(Rn),
(−∆)sv(x) = cn,s P.V.
∫
Rn
v(x)− v(y)
|x− y|n+2s dy,
with cn,s =
Γ(n
2
+s)
|Γ(−s)|
4s
pin/2
, and P.V. stands for the standard principal value operator. Then, we
define the bilinear form as: for any v, w ∈ Hs(Rn),
Bs(v, w) : = cn,s
∫
Rn
∫
Rn
(v(x)− v(z))(w(x)− w(z))
|x− z|n+2s dx dz
=
∫
Rn
(−∆)s/2v (−∆)s/2w dx.
(5.81)
Then for each fixed ε > 0, there exists a unique solution uε ∈ Hs(Rn) such that
Bs(uε, w) = 〈f, w〉 for any w ∈ H˜s(Oε) with uε − g ∈ H˜s(Oε), (5.82)
for any f ∈ H˜s(O)∗ and g ∈ Hs(Rn), where 〈·, ·〉 stands for the duality pairing between (H˜s)∗
and H˜s. The above existence and uniqueness result is a direct consequence of Proposition
2.1.
Let us first note that uε ∈ Hs(Rn) is already defined everywhere in the entire space. We
now consider the bilinear form (5.82) with w = uε − g ∈ Hs(Rn) and use definition (5.81) in
order to get∫
Rn
(−∆)s/2uε (−∆)s/2uε dx−
∫
Rn
(−∆)s/2uε (−∆)s/2g dx = 〈f, uε − g〉 ,
or
1
2
∥∥(−∆)s/2uε∥∥2L2(Rn) ≤ 12∥∥(−∆)s/2g∥∥2L2(Rn) + ‖f‖H˜s(O)∗‖uε − g‖Hs(Rn). (5.83)
Since O is bounded, uε−g = 0 in Oe, and the Hardy-Littlewood-Sobolev inequality (see [33])
holds, we obtain
‖uε − g‖L2(Rn) ≤ CO‖uε − g‖
L
2n
n−2s (Rn)
≤ C∥∥(−∆)s/2 (uε − g)∥∥L2(Rn),
then, due to estimate (5.83) we deduce that
‖uε‖Hs(Rn) ≤ C
(‖f‖
H˜s(O)∗ + ‖g‖Hs(Rn)
)
,
where the constant C is independent of ε > 0. Consequently, upto a subsequence, still denoted
by {uε}ε>0, we have
uε ⇀ u weakly in H
s(Rn), (5.84)
for some u ∈ Hs(Rn).
Our goal is to find the problem satisfied by the limit u ∈ Hs(Rn), precisely the homoge-
nized problem. To accomplish this we recall the standard homogenization framework for the
Laplacian operator in perforated domain, following the work of Cioranescu and Murat in [10,
Chapter 4].
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Homogenization framework in perforated domain
Let us assume that there exist a sequence of functions {wε}ε>0 such that satisfies the following
three hypotheses:
(H1) wε ∈ H1(O);
(H2) wε = 0 on the holes ∪
0<δ≤ε
Tδ;
(H3) wε ⇀ 1 weakly in H
1(O).
Such sequences exist and can be constructed for the inhomogeneities governed by spherical,
elliptical, cylindrical holes, etc., in dimension n ≥ 2. Let us recall here one example of such
sequences (for more details, see [10, Chapter 4]):
Example 5.1 (Spherical holes periodically distributed in volume). For each value of ε > 0,
one covers Rn (n ≥ 2) by cubes Yε of size 2ε. From each cube we remove the ball Tε of
radius aε > 0 and both, cube and ball, share the same center. In this way, Rn is perforated
by spherical identical holes as
Oε = O ∩
(
Rn \ ∪
0<δ≤ε
Tδ
)
,
which means that we remove from O small balls of radius aε, whose centers are the nodes of
a lattice in Rn with cell size 2ε.
Tε
Rn \ ⋃
0≤δ≤ε
Tδ
2aε
Oε = O
⋂(
Rn \ ⋃
0≤δ≤ε
Tδ
)
Figure 1: Spherical holes periodically distributed in volume.
In this case, one constructs wε in polar coordinates in the annulus Bε \ Tε as follows:
wε(r) =

ln aε − ln r
ln aε − ln ε if n = 2,
a
−(n−2)
ε − r−(n−2)
a
−(n−2)
ε − ε−(n−2)
if n ≥ 3,
where r = |x|.
Proof of Theorem 1.2
By hypotheses (H1) and (H2), for any ϕ ∈ D(O), the sequence {wεϕ}ε>0 ⊆ H˜s(O) with
Suppwεϕ ⊂ O (or lies in HsO(Rn)). Thus, one can take wεϕ ∈ H˜s(O) as test function in the
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variational formulation (5.82) to obtain∫
Rn
(−∆)s/2uε (−∆)s/2(wεϕ) dx = 〈f, wεϕ〉H˜s(O)∗, H˜s(O). (5.85)
Since uε weakly converges to u in H
s(Rn) due to (5.84), then
(−∆)s/2uε ⇀ (−∆)s/2u weakly in L2(Rn). (5.86)
Next, due to hypothesis (H3), we have
wεϕ ⇀ ϕ weakly in H
1
O(R
n). (5.87)
At this point, we recall the Rellich Theorem from [17, Theorem 8.2, pp.199], which says that:
for t1 < t2 with t1, t2 ∈ R, the inclusion map
Ht2O (R
n) ↪−→ Ht1(Rn) is compact,
then choosing t1 = s ∈ (0, 1) and t2 = 1, (5.87) gives us the following strong convergence:
wεϕ→ ϕ strongly in Hs(Rn), as ε→ 0.
Thus, we deduce
(−∆)s/2wεϕ→ (−∆)s/2ϕ strongly in L2(Rn). (5.88)
We can now pass to the limit in identity (5.85) and by using the weak convergence (5.86)
and the strong convergence (5.88), we obtain∫
Rn
(−∆)s/2u (−∆)s/2ϕdx = 〈f, ϕ〉
H˜s(O)∗, H˜s(O),
which can be written as follows:
Bs(u, ϕ) = 〈f, ϕ〉 for any ϕ ∈ H˜s(O) with u− g ∈ H˜s(O).
Hence, u ∈ Hs(Rn) uniquely solves the homogenized equation{
(−∆)su = f in O,
u = g in Rn \ O,
for f ∈ H˜s(O)∗ and g ∈ Hs(Rn). This completes the proof of Theorem 1.2. 
Remark 5.1. Let us observe that the problem associated with the local operator −∆, precisely
−∆uε = f in Oε, uε ∈ H10 (Oε),
with f ∈ L2(O), the H10 (O)-weak limit, as ε→ 0, of the extension sequence {u˜ε = χOεuε}ε>0 ⊆
H10 (O), say u ∈ H10 (O), solves the following homogenized problem:
−∆u+ µu = f in O, u ∈ H10 (O),
where the so-called ”strange term” µ ∈W−1,∞(O), defined along the hypotheses (H1), (H2),
(H3) and the following convergence: for every sequence vε such that vε = 0 on Tε satisfying
vε ⇀ v weakly in H
1(O) (with v ∈ H1(O)), one has
〈−∆wε, ϕvε〉(H−1(O),H10 (O)) → 〈µ, ϕv〉(H−1(O),H10 (O)), for all ϕ ∈ D(O).
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Nevertheless, in our non-local problem we do not find any additional term as µu. The key
difference is that, under the same hypotheses on {wε}ε>0, the strong convergence result (5.88)
fails whenever s = 1. Since (−∆)sw → (−∆)w in L2(O) for w ∈ H2(O) as s → 1− (see
[11]), so this tells us the homogenization process as ε → 0 in perforated domain might not
stable under s→ 1− unless µ ≡ 0. In our previous Example 5.1, with Tε as a periodic network
of balls of radius aε and centered in 2piεZN , µ becomes 0 only if (see [12, Theorem 2.1]):
lim
ε→0
−(ln aε)−1
ε2
= 0, for n = 2, lim
ε→0
aε
ε3
= 0, for n ≥ 3.
Then, in this case, we can say the limiting process as ε→ 0 and s→ 1− are interchangeable.
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