Abstract In this paper we find an exact formula for the number of affine equivalence classes under permutations for binary polynomials degree d = 6 invariant under the cyclic group (also, called monomial rotation symmetric), for a prime number of variables; this extends previous work for 2 ≤ d ≤ 5.
Introduction
An n-variable Boolean function f is a map from the n dimensional vector space F n 2 = {0, 1} n into the two-element field F 2 , that is, a Boolean function can be thought where the coefficients a 0 , a i j , . . . , a 12...n ∈ F 2 , and '+' is the addition operator over F 2 . The maximum number of variables in a monomial is called the (algebraic) degree. If all monomials in its ANF have the same degree, the Boolean function is said to be homogeneous. A function of degree at most one is called affine; if it further has a constant term equal to zero is a linear function (see [8] for more on cryptographic Boolean functions). We define the (right) rotation operator ρ n on a vector (
n (the composition of ρ with itself k times) acts as a k-cyclic rotation on an n-bit vector. We extend it to monomials and binary strings, naturally. A Boolean function f is called rotation symmetric if it is invariant under cyclic rotation of inputs, that is, for each input (
It is known [12] that the number of Boolean functions classes invariant under rotation symmetry is 2 g n , where
n k , and φ is Euler's totient function. We call any representation of a rotation symmetric function f (x 1 , . . . , x n ) the short algebraic normal form (SANF) if we write f as
where a 0 , a 1 , a 1 j , . . . , a 12...n ∈ F 2 , and the existence of a representative term
. . x i l implies the existence of all the other in the rotation symmetry class. If the SANF of f is of the form
, we call such a function a monomial rotation symmetric (MRS) function (of degree d). We shall use the notation (1, i 2 , . . . , i d ) for such a function, regardless of the order, among or within the terms. If d divides n, then it is possible for some of the monomials in the above representation to be identical, so the representation considers only one copy of each term. However, since we consider only prime dimensions, every term occurs only once.
We say that two Boolean functions f, g :
where A ∈ G L n (F 2 ) (n × n nonsingular matrices over the finite field F 2 with the usual operations) and b is an n-vector over F 2 . We say f (xA + b) is a nonsingular affine transformation of f (x). It is easy to see that if f and g are affine equivalent, then they have the same weight and nonlinearity. In general, these invariants are not sufficient, although we know that two quadratic functions are affine equivalent if and only if their weights and nonlinearity are the same (see [4] ). However, in general, that is not the case for higher degrees.
We say that two MRS f, g whose SANFs are
are P-equivalent [2] and written f P ∼ g, if f, g are affine equivalent under a permutation of variables (we often write f ∼ g, or,
An n × n matrix C is circulant, denoted by C(c 1 , c 2 , . . . , c n ), if all its rows are successive (right) circular rotations of the first row. On the set C n of circulant matrices an equivalence relation was introduced in [2] : for
It was shown that the set of equivalence classes (with notation · ) form a commutative monoid, under the natural operation A · B := AB . Moreover, the previous operation partitions the invertible n × n circulant matrices into equivalence classes, say C * n / ≈ , and consequently, (C * n / ≈ , ·) becomes a group. Let f be an MRS function of degree d, with the SANF x 1 x j 2 . . . x j d . We associate to f the (unique) equivalence class A f of the circulant matrix C( f ) whose first row has 1's in positions {1, j 2 , . . . , j d } and 0's elsewhere. We say that A f is a circulant matrix equivalence class. Throughout this paper, we only consider circulant matrices whose entries are 0 and 1; we call these matrices 0/1-circulants.
For a binary (row) vector (a 1 , a 2 , . . . , a n ) of dimension n, we let (a 1 , a 2 , . . . , a n ) ≡ {i| a i = 1}, and by abuse of notation, (C(a)) = (a). We say that the vector a has support (a). Similarly, for a single monomial term
We extend the notion of support to the MRS function f with SANF
(not unique, but we consider all such sets equal under a cyclic rotation permutation of the indices). That is, for A f as above then
We define the (circulant) weight of a 0/1-circulant to be the number of 1's in each row, that is, the size of the support of any row.
We recall now (see [2] ) another type of equivalence between circulant matrices and their equivalence classes. Two circulant matrices A, B are called P-Q equivalent, if P B = AQ, where P, Q are permutation matrices. The notion of P-Q equivalence extends naturally from circulant matrices to equivalence classes, as any product of permutation matrices is also a permutation matrix, and any two representative matrices A 1 , A 2 of an equivalence class A are related by a rotation of the row order. The next result shows a connection between P-equivalence and P-Q equivalence. The next fact (a case where the bipartite Ádám problem is true) is mentioned without proof in [13, Section 9] , where it is stated that a method of Babai [1] for a related conjecture can be extended to this case. A proof (provided by the first author of [13] ) can be found in Cusick and Stȃnicȃ [9] . Cusick and Stȃnicȃ [9] found the following asymptotic for the number of equivalence classes for any degree in prime dimension.
Theorem 3 (Cusick and Stȃnicȃ [9]) The number of equivalence classes of degree d ≥ 3 MRS functions in p ≥ 7 (prime) variables (where p > d) satisfies
Hence,
and also
The main result of this paper is to find the exact number of equivalence classes (and representatives of these classes) for sextic (degree 6) MRS (whose SANF is f = x 1 x i x j x k x s x t with ( f ) = {1, i, j, k, s, t}) in prime dimensions; the cubic, quartic and quintic cases were done previously in [2, [4] [5] [6] [7] 9] ; in [11] , one of us completely solved the case of quartics in prime power dimension.
The result
Since the degree of our MRS will not change throughout, we let E( p) be the number of equivalence classes of degree 6 MRS functions in p variables, where p is a prime number. We start with the following lemma, which enables us to narrow down the representatives of equivalence classes, whose proof (for any degree d) can be found in [9] (or, one can work it out easily using Theorem 2).
Lemma 4 Let f be an MRS of degree 6 in prime p dimension whose support is
( f ) = {1, i 2 , . . . , i 6 }. Then,
its P-equivalence class under permutation of variables contains an MRS g of support
In this section, we use the Theorems 1 and 2 to get an exact count for E( p), where p is a prime number. For easy writing, we sometimes write a b to mean ab −1 , or √ a to mean a 1/2 , etc., in the prime field F p .
Since we have to consider several disjoint cases, we slightly change notations in this section. We denote by E( p) k the number of distinct equivalence classes under variable permutations of sextic MRS in p variables, for p ≡ k (mod 30), where k ∈ {1, 7, 11, 13, 17, 19, 23, 29} (from past work, the count seemed to always depend upon residues modulo (d − 1)!, although in this case, we compressed the count to residues modulo 30).
Theorem 5 Suppose p ≥ 7 is a prime. Then the number E( p) k of P-equivalence classes of sextic MRS in p variables is
, k ∈ {7, 13, 19}
, k ∈ {17, 23, 29}.
Proof Since p is prime, by Lemma 4 it is sufficient to find the number of nonequivalent MRS with support {1, 2, a, b, c, d}. For that purpose, we fix 3 
The set above would have a cardinality smaller than 30 if two (or more) such tuples would overlap. Using a Mathematica program to go through the 30 2 = 435 such systems, we found the following distinct possibilities when the set (1) has fewer than 30 distinct elements.
, whose class is in fact equivalent to the previous one), under p ≡ 1 (mod 6). Certainly, by Gauss' reciprocity, −3 is a quadratic residue modulo p if p ≡ 1 (mod 6), and so, the above values exist. In this case the set (1) has cardinality 5
(there are other values, but they are all included in the same class; we used the complex numbers representation to avoid cumbersome notations). In this case the set (1) has cardinality 6.
The minimal polynomial of 2
, which is irreducible by Eisenstein's criterion, of discriminant 2 12 · 5 3 . The roots of the polynomial are α = 2 √ 5 − 5, β = −2 √ 5 − 5, −α, −β. We showed (by a different method) in [9] that if p ≡ 1 (mod 5), then −10 ± 2 √ 5 are quadratic residues modulo p (regardless of the choice for the involved roots). We shall use this fact along with a result of Carlitz [3] (see also [10, Theorem 3] ), who showed (among other things) that a polynomial of the form x 4 + r x 2 + s splits into the product of four distinct monic linear polynomials modulo p if and only if (throughout, · · is the Legendre symbol)
where s ≡ t 2 (mod p). For our polynomial x 4 + 10x 2 + 5, taking r = 10, s = 5, then for p ≡ 1 (mod 5) (thus, It suffices to show the last identity of (2) (for brevity, we use t = √ 5 for the integer t with 5 ≡ t 2 (mod p)), that is
i.e., −10 − 2 √ 5 is a quadratic residue modulo p, which follows from our previous work [9] , mentioned above.
Thus, if p ≡ 1 (mod 5), then we have another class of cardinality 6 whose representative can be taken to be {1, 2, j, k, s, t} with { j, k, s, t} given by the above values. The contribution to E( p) k is 1, if k ∈ {1, 11}. 
