The expected utility knapsack problem is to pick a set of items whose values are described by random variables so as to maximize the expected utility of the total value of the items picked while satisfying a constraint on the total weight of items picked. We consider the following solution approach for this problem: (i) use the sample average approximation framework to approximate the stochastic problem as a deterministic knapsack-constrained submodular maximization problem, and then (ii) use an approximation algorithm on the deterministic counterpart. We show that a polynomial number of samples is enough for a deterministic approximation that is close in relative error. Then, exploiting the strict monotonicity of typical utility functions, we present an algorithm that maximizes an increasing submodular function over a knapsack constraint with approximation ratio better than 1 − 1/e. For power utility functions we provide explicit approximation ratios leading to a polynomial time approximation algorithm. Assuming that the random values are completely described by a fixed and finite set of realizations, we also give a fully polynomial approximation scheme (FPTAS) for the expected utility knapsack problem with power utilities.
Introduction
This paper develops approximation algorithms for the expected utility knapsack problem. Given a ground set of n items U = {1, . . . , n}; a random non-negative vector of valuesã for the items; a positive integer vector b of weights for the items; a positive integer capacity of B; and a utility function f : R + → R + ; the expected utility knapsack problem is to pick a subset S of items so to max S⊆U
{F (S) := E [f (ã(S))] | b(S) ≤ B} ,
where x(S) := i∈S x i . Note that the expectation above is with respect to the distribution ofã. Throughout the paper, we assume f (0) = 0 and f (a(S)) ≥ 1 for any a ∼ã and S = ∅. Therefore F (∅) = 0 and F (S) ≥ 1 for S = ∅. Expected utility theory is a well known framework for choice under uncertain payoffs [1, 2] . Choice A is better than choice B if the expected utility of the payoff of A is larger than that of B. Risk attitudes may be different across different decision makers, and utility functions serve to model their risk preferences. In this paper we assume that the utility function f is strictly increasing and concave which correspond to risk-averse preferences. Commonly used utility functions such as log-utility f (t) = log t, exponential utility f (t) = 1 − e −αt for α > 0, and power utility f (t) = t p for 0 < p < 1, all satisfy this assumption. Concavity of f along with the non-negativity ofã imply that the expected utility F is a submodular function of the selected set S (cf. [3] ). Accordingly, (SP) is a submodular maximization problem with a knapsack constraint. It is well known that in general the approximation ratio for such problems is bounded by 1 − 1/e [4] . Moreover a variant of the greedy algorithm achieves this bound [5] . However these results assume a value oracle model where the underlying submodular function is general and can be evaluated exactly.
In (SP) evaluation of F requires evaluating a multidimensional integral over the distribution ofã. Moreover, the distribution ofã may not be explicitly available, but only available through a sampling oracle. In such a setting, exact evaluation of F is impossible. In this paper we adopt the sample average approximation (SAA) framework [6] towards approximately evaluating F . In SAA the original distribution of the uncertain parameters is replaced by an empirical distribution by sampling a certain number of scenarios.
The sample average approximation of (SP) is
where {a 1 , . . . , a N } is an i.i.d sample ofã. Note that F N is a submodular function and (SA) is a deterministic knapsack constrained submodular maximization problem. It follows from classical SAA theory [6] that by solving (SA) corresponding to a sufficient number of samples N using an approximation algorithm of a given absolute error δ, with high probability, we can obtain a solution to the original problem (SP) whose absolute error is not too large compared to δ. Moreover the required sample size N is polynomial with respect to problem dimension.
If (SA) is solved using a relative error approximation algorithm (such as those in the submodular optimization literature) we need to adapt the SAA theory to recover a corresponding relative error for the true problem (SP). We make this adaptation. Further we develop an approximation algorithm for solving (SA) based on maximizing increasing submodular functions over a knapsack constraint. As an aside, we also develop a fully polynomial-time approximation scheme (FPTAS) for (SP) when the underlying distribution is finite and the utility function is positively homogenous. Specifically, the contribution of this paper is three-fold:
SAA analysis under relative error: We prove that with high probability only polynomial number of samples is enough for an approximation algorithm that solves the SAA problem with relative error to give an approximate solution to the true stochastic problem of similar relative error. The works by Shmoys and Swamy [7] , and Charikar et al. [8] are most relevant to our work as they both considered approximation algorithms with relative error for 2-stage stochastic optimization, rather than the absolute error usually considered in stochastic programming. However the polynomial sample size in their results depends on ratio between the cost of the first stage and the cost of the second stage, which is not applicable to our single stage setting.
Increasing submodular maximization over a knapsack: The increasing and concavity properties of common utility functions imply that (SA) involves maximizing an increasing submodular function over a knapsack constraint. Sviridenko [5] recently developed a greedy algorithm to maximize an increasing submodular function over a knapsack constraint with approximation ratio 1 − 1/e. We adapt this algorithm and its analysis exploiting the strict monotonicity of the utility function and show an approximation ratio better than the 1 − 1/e bound. For power utility functions, we explicitly characterize the approximation ratio as a function of the budget B and the exponent of the power function. Some other works that have improved on the 1 − 1/e bound are by Conforti and Cornuéjols [9] , and Vondràk [10] . However these consider cardinality constraints and matroid constraints, respectively, and are not applicable in our knapsack setting.
An FPTAS for finite distribution: When the distribution is finite and utility function is positively homogenous, we give an FPTAS for the prblem. Our algorithm largely follows the work of Ibarra and Kim [11] who give an FPTAS for the standard knapsack problem.
We close this section with a brief discussion of some additional related literature. Li and Deshpande [12] study the problem of maximizing expected utility for various combinatorial optimization problems. They assume that the random coefficients are independent to simplify the expectation operation and use an approximation of the utility function. We allow more general distribution but are restricted to the knapsack setting. Klastorin [13] study a similar problem but he assumes exact evaluation of the expectation objective and gives an algorithm that solves a continuous relaxation of the problem and then uses that in a branch-andbound algorithm. Asadpour et.al. [14] study maximizing a stochastic submodular function under matroid constraints. They assume exact evaluation of the expectation objective and do not consider increasing submodular functions. Mehrez and Sinuany-Stern [15] study a variation of the problem arising in resource allocation applications, but in their model the utility of items are separable which is different from our setting.
Sample Average Approximation
In this section, we adapt the classical SAA theory (cf. [16] ) which corresponds to an absolute error setting to our required setting of relative error. We consider a generalization of (SP):
where X is the constraint set (e.g. knapsack constraint) and f : 2 U → R + , parameterized by a, is a nonnegative set function. The sample average approximation of (SP0) is
where {a 1 , . . . , a N } is an i.i.d sample ofã. Then (SP) is a special case of (SP0) and (SA) is a special case of (SA0). Let S * be an optimal solution of (SP0). We make the following assumption on f (a, S) and E [f (ã, S)].
Assumption 1. For any a ∼ã, S ∈ X, and S = ∅, we assume f (a, S) ≥ 1. Therefore F N (S) ≥ 1 and F (S) ≥ 1. For any S ∈ X, we also assume E [f (ã, S)] is well-defined and finite, and E e tf (ã,S) is finite in a neighborhood of t = 0.
Using the above assumption and standard Large Deviation analysis (cf. [6] ), we can show that if N is large enough, for every S ∈ X, F N (S) is close to F (S) in a relative sense.
Lemma 2. Given γ > 0, let σ 2 = max {Var [f (ã, S)] | S ∈ X} and S * be an optimal solution of the problem.
Proof. Let {a 1 , . . . , a N } be the i.i.d sample defining F N (S). Let A 1 be the event that there exists a set S such that F (S) − F N (S) > F (S * ), and let A 2 be the event that there exists a set S such that
|X| γ we have Pr {A 1 } ≤ γ and Pr {A 2 } ≤ γ then we have the desired inequality (1).
Let us prove that Pr {A 1 } ≤ γ.
By Assumption 1, we know that F (S)is finite for every S and E e tf (ã,S) is finite in a neighborhood of t = 0. So if is sufficiently small, by Large Deviation Theory (cf. [16, Sec 7.2.8]), we have
≤γ (by the chosen value of N ), which proves Pr {A 1 } ≤ γ. The proof for Pr {A 2 } ≤ γ is identical, which we omit here.
Equipped with the lemma above, we are ready to show that we can use any algorithm that solves (SA0) approximately to solve (SP0) without losing too much.
Theorem 3. Given an algorithm that solves (SA0) with approximation ratio β, with probability at least 1 − 2γ, we can use the same algorithm to solve the stochastic problem (SP0) with approximation ratio β(1 − ) − by samplingã at least Proof. If we sample N ≥ 2σ 2 2 log |X| γ times ofã, by Lemma 2, we know that for any S ∈ X, we have
) with probability at least 1 − 2γ. Assume the event happens. Let S * be an optimal solution of (SP0). Let S be an β-approximation solution of (SA0). Then
We have
(by Approximation ratio associated with S)
Remark 4. Note that σ 2 is a problem specific parameter. We can bound σ 2 under additional assumptions (see Theorem 8 in Section 3.2.)
Increasing Submodular Maximization over a Knapsack
In this section, we will give an algorithm for maximizing a nonnegative increasing submodular function over a knapsack constraint. Recall the universe is U = {1, . . . , n} and the weight of element i is b i ∈ N + . Let F : 2 U → R + be a nonnegative increasing function. It is a submodular function if and only if
Another property of an increasing submodular function is the following:
The problem we are interested in is of the following general form:
Following Sviridenko [5] , we propose Algorithm 1 to solve (P) approximately. The algorithm first picks the best set S 1 among all sets of size less than a prescribed constant K. In the second step, for each set of size K, the algorithm greedily packs items into the set. Let the best set in this step be S 2 . Finally, the algorithm outputs the better of S 1 and S 2 . The main departure from the algorithm in [5] is that here we enumerate and extend all sets of size K, instead of sets of size 3 as in [5] .
The constant K used in Algorithm 1 is based on the following measure of monotonicity of the increasing function F (S):
, F (S 2 )} and its corresponding set Definition 5. Given an instance of (P), let S * be an optimal solution of (P). We define
Note that since F is increasing, α > 1. In Section 3.1 we prove the following result.
Theorem 6. Given a nondecreasing submodular function F with α, by setting K = e α for any α ≥ 1, Algorithm 1 solves the problem with an approximation ratio of at least 1 − e − min(α,α ) .
Remark 7. Note that since F is increasing, even if we do not know the exact value of α as defined in (3), by setting K = e α with α > 1, Algorithm 1 is a polynomial time algorithm with approximation ratio strictly better than the (1 − 1/e) ratio of the algorithm proposed in [5] .
Proof of Theorem 6
Without loss of generality, we assume that any optimal solution of (P) is of size at least K, because otherwise we would find an optimal solution as S 1 . Let S * be an optimal set of size at least K. Before going further, we define a subset of S * of size K. We order the items in S * such that
. . , j K } be the set of the first K items in S * . Let S be the set the algorithm extends from the set Y . It suffices to prove the desired approximation result for S since the greedy algorithm enumerates all sets of size K.
We may assume S = S * . Let S 0 ⊂ S be the last set that the algorithm considers while extending Y such that S 0 ⊂ S * . Note that Y ⊆ S 0 . From the assumption S = S * , we know that S 0 = S because otherwise the greedy algorithm should not stop at S, and S 0 = S * because otherwise S is strictly better than S * . Following the set S 0 , let the items added into the solution by the greedy algorithm be i 1 , . . . , i T . Let i T +1 ∈ S * be the first one excluded by the greedy algorithm because of the budget overflow. It is without loss of generality since if some item is neither in S * nor in the greedy solution, then we may remove it from the universe without affecting the analysis. Item i T +1 must exist because S = S * . Otherwise since every item is considered at some time during the greedy algorithm, it must be the case that S * ⊂ S. Then F (S) > F (S * ), which is a contradiction. Let S t = S 0 ∪ {i 1 , . . . i t }. We call these sets partial solutions of the greedy algorithm. Let
. Note that the greedy solution S may be strictly larger than S T . But we will show F (S T ) is large enough to give us the approximation ratio we need.
Proof of Theorem 6. We will first show that when α = α, the partial solution S
T obtained by extending Y as defined earlier, achieves the desired approximation ratio 1 − e −α . In the end we will show the case when α = α.
We decompose F (S T ) = F (S 0 ) + g(S T ) and replace g(S T ) by two terms g(S T ) − g(S T +1 ) and g(S T +1 ). We then lower bound each term separately.
First we lower bound the value of g(S T ) − g(S T +1 ). The lower bound is a generalization of an inequality in [5] . For an item j ∈ U \Y , and set Z ⊆ U \ {j 1 , . . . , j K , j}, we can show the following upperbound of the difference between F (Y ∪ Z ∪ {j}) and F (Y ∪ Z) (see Appendix for proof)
Let Y ∪ Z = S T and j = i T +1 , we then have g(
), we will show it is a constant fraction of g(S * ). First we use the definition of α and the property of the increasing submodular function (2) to upper bound g(S * ) as follows (see Appendix):
We break down the right side of (5) into a summation of smaller increments. This is achievable because
Therefore we have g(S t ) = B t l=1 ρ l . Notice that ρ 1 , . . . , ρB T +1 is a nonincreasing sequence. Then the right side of (5) can be written in the following way (see Appendix):
To bound the right side of (6), we need the following inequality. For a positive integer P , D > 0, ρ l ≥ 0 for 1 ≤ l ≤ P , and ρ 1 > 0, then
The above inequality is analogous to one in [17] . The only difference is that D is a positive integer in [17] , but the fact that D is an integer is not required in its proof. Notice g(S T +1 ) = B T +1 l=1 ρ l . Combine (5) and (6) and apply (7) by setting P =B T +1 , D =B/α, we have
Since adding item i T +1 makes the budget overflow, we have b(
. Note that we have used the fact B T +1 ≥ B, where the inequality is actually strict. This is the same as in the proof of 1 − 1/e in [5] .
Therefore we have
Now notice for α < α, as long as K = e α , (8) can be lower bounded by (1 − e −α )F (S * ). For α > α, since we enumerate more subsets (K > e α ), the approximation ratio 1 − e −α can also be achieved.
Combining SAA and Algorithm 1
Since (SP) and (SA) are special cases of (SA0) and (SP0), and we know that (SA) is a submodular maximization problem, we have the following corollary. 
is upper bounded by a constant. We enumerate all sets of size K ≥ e α in Algorithm 1, and for each set of size K, extending it greedily needs time polynomial in n and N . Therefore the total running time is poly 2 e α , n, 1 , log 1 γ . Combining Theorem 6 and Theorem 3, the approximation ratio follows.
Power Utility Functions
In this section, we consider a particular class of concave utility function: power utility function. Let the concave utility function in (SP) be f (t) = t p , 0 < p < 1. It is also called isoelastic function for utility or constant relative risk aversion (CRRA) utility function in the economics literature. We show that we can calculate an approximation ratio that only depends on the exponent p and the budget B.
Sample Average Approximation
For power utility function f = t p , the following problem is a special case of (SA0).
where a r = (a r1 , . . . , a rn ) ∈ R n + . Let S * be an optimal solution in the following. Recall that set S 1 is the first partial solution constructed by the greedy algorithm that is not contained in S * , ie., S 1 \S * = ∅. We first give a lower bound of the ratio between F (S * ∪ S 1 ) − F (S 1 ) and F (S * ) − F (S 1 ) in terms of p and B. Then for power utility functions, we can write the approximation ratio of the greedy algorithm as a function of p and B. Then we upper bound K, which is the size of enumeration in Algorithm 1, by a function only depending on p so that Algorithm 1 runs in polynomial time when p is a constant. We assume that B > 1 since all data is integral and B = 1 is trivial.
Lemma 9. Given a problem (SAA-P) with utility function f (t) = t p and a knapsack constraint B, F (S * ∪
Proof. Let S 0 be the partial solution just before S 1 . First we lower bound the difference between F (S 1 ) and F (S 0 ) :
Let c 1 =
. By (2), we have
By the greedy algorithm,
Replace c 1 by (F (
where the last inequality comes from the fact that
Our goal is to give a lower bound of the ratio
. By (9), we know that the ratio is at least min {h(x, y) | (x, y) ∈ X}. We can show that (see Appendix):
Lemma 10. The function α(B, p) is decreasing in B when B > 1 (see Appendix for proof ).
Theorem 11. For the power utility function f (t) = t p where p is a constant, given γ > 0, with probability at least 1 − 2γ, Algorithm 1 runs in time poly n, 1 , log 1 γ and solves the stochastic problem (SP) with
Proof. By Lemma 10, we know that for B > 1 and integral, α(B, p) is at most α(2, p). Set K = e α (2,p) and the algorithm runs in time poly n, 1 , log 1 γ by Corollary 8. By a close examination of the proof of inequality (5), we know that α can be replaced by the ratio
. By Lemma 9, the ratio can be lower bounded by α(B, p). Thus the approximation ratio of Algorithm 1 on (SAA-P) is 1 − e −α(B,p) by Theorem 6. The approximation of the stochastic problem (SP) then follows from Corollary 8.
Fixed Number of Scenarios
In this section, we consider the case where there are only fixed number of scenarios, and each scenario happens with a known probability. In particular, we focus on the following problem:
Here we have k realizations ofã, k is a constant, and each realization a i happens with probability q i . We assume that a i ∈ N n + , 1 ≤ i ≤ k. The following problem is a slight generalization of (SP2):
where each g i is positively homogeneous with degree p. That is, g i (Rt) = R p g i (t). Notice that q i f (t) is positive homogeneous with degree p when f (t) = t p . Denote w i = max j {a i1 , . . . , a ij , . . . , a in } and let w the be least common multiple of w 1 , . . . , w n . By positive homogeneity, We first describe a pseudo-polynomial time algorithm using dynamic programming. Later we will use the usual rounding technique to convert it into a polynomial time algorithm. The idea largely follows the FPTAS that solves the classic knapsack problem. Let M be the state table in our dynamic program. For a state (m, x 1 , . . . , x k ) in the table, we want to find a set S ⊆ {1, . . . , m} , m ≤ n such that a i (S) = x i , 1 ≤ i ≤ k and the weight b(S) is minimized. Let the value of this state M (m, x 1 , . . . , x k ) be b(S). We set M (m, x 1 , . . . , x k ) = ∞ if there is no feasible subset of {1, . . . , m} to attain a i (S) = x i for every i. For a given state M (m + 1, x 1 , . . . , x k ), we can either find a subset S ⊆ {1, . . . , m} so that a i (S) = x i , 1 ≤ i ≤ k, or we use item m + 1 and a subset S ⊆ {1, . . . , m} so that a i (S ∪ {m + 1}) = x i , 1 ≤ i ≤ k. Initially every entry is marked as ∞. Formally, we use the following recursion to calculate M (m + 1, x 1 , . . . , x k ).
otherwise.
By induction, we can see that for each achievable state, the dynamic programming above will find a subset of U.
Since each x i , 1 ≤ i ≤ k is upper bounded by nw and
, where each entry maps to a value of F (S). After the whole state table has been calculated, for each entry M (n, x 1 , . . . , x k ), if it is not marked as infinity, we calculate its corresponding F (S). The entry with the largest F (S) is an optimal solution of the problem. The time complexity of the algorithm is O(n k+1 w k ). Notice that w can be very large and the algorithm above is not polynomial-time. We claim that by ignoring some insignificant bits in each a i through scaling, the optimal solution we find by the dynamic programming above in the scaled version is very close to the optimal solution of the original problem. In particular, let be a constant to be determined later, R = w n , and a ij = aij R , ∀i, j. We run the algorithm described above on the scaled version. That is, we run the dynamic programming above on the following problem.
Let S be the optimal solution of this new problem found by the dynamic programming and S * be an optimal solution of the original problem. The following theorem (see Appendix for a proof) shows that for any given > 0, we can set accordingly and find a solution that is close enough to S * .
Theorem 12.
Given an > 0, by setting = k 1/p , we have an algorithm with running time O
Proof. Let S be the solution found by the algorithm and S * be an optimal solution of the problem.
Let be the approximation ratio we want to achieve. Since = k 1/p , the term i p g i (w) equals to
Appendix A. Proofs for Section 3
Appendix A.1. Proof of inequality (4): Inequality (4) is
To see this, recall we order S * = j 1 , . . . , j |S * | by the following rule:
and Y is the set of the first K items among S * . Notice that the following inequalities hold for any 0 ≤ t ≤ K − 1. First we show for any S t , 1 ≤ t ≤ T , F (S * ∪ S t ) − F (S t ) ≥ α(F (S * ) − F (S t )). Let i * be an item that attains the maximum in (3). Since enumerate all sets of size K, there must be a set including the i * defined in (3). Let S 1 be the first partial solution that includes i * . Therefore we have F (S t ) ≥ F (i * ), F (S t ) < F (S * ) and F (S t ∪ S * ) ≥ F ({i * } ∪ S * ) by the monotonicity of F . Also F is nonnegative everywhere. Then
Therefore we have F (S * ) ≤ F (S t ) + 1 α (F (S * ∪ S t ) − F (S t )) . Apply (2) and we have
Replace F by g, and we have g(S * ) ≤ g(S t ) + 1 α i∈S * \S t g(S t ∪ {i}) − g(S t )
≤ g(S t ) + 1 α i∈S * \S t 
