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Abstract  
We study linear conjugate gradient (CG) methods for large sparse continuation problems. First we show how the CG 
methods can be incorporated as linear solvers in the context of a continuation method. Next we indicate how the 
preconditioned generalized minimal residual algorithm ay be used to test for simple and multiple bifurcations without 
solving the bordered linear systems. Sample numerical results are reported. Some concluding remarks concerning the 
performance of three-term CG methods are given. 
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1. Introduction 
Many interesting physical phenomena may be described as 
n(x, 2) = O, (1.1) 
where H: R s x R --, •N is a smooth mapping with x e R N, 2 e ~. Eq. (1.1) arises in many applica- 
tions, for example, homotopy continuation methods and eigenvalue problems. In this paper we will 
mainly concentrate on the latter. If the eigenvalu¢ problem is linear, then Eq. (1.1) is linear; 
otherwise it is nonlinear. 
In predictor-corrector continuation methods one often encounters olving linear systems of the 
form 
or Ay = b, where A ~ R ~N+I~×~N+I~ is nonsingular, and in general nonsymmetric, ~ ~ R N×N is 
either symmetric or nonsymmetric, y = (x, 2) T, p, q, c e R N and r, d e R. Basically there are two 
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kinds of singularity that will occur on the solution curves of (1.1). One is that whenever a turning 
point is encountered, then )~ becomes ingular and A is still nonsingular. The other is that when 
a bifurcation point is approached, then A becomes near-singular, see 1,2, 7, 21, 28] for details. 
Various numerical methods have been proposed and implemented to solve the near-singular 
linear system, see, e.g., 1,12,1. Perhaps direct methods together with local perturbation have the 
advantage that one can trace the solution curve and treat the bifurcation point with little cost, see, 
e.g., [2-1 and the references cited therein. 
Since the matrix A in general is large and sparse, some authors [4, 5, 14, 22,1 have proposed to use 
iterative methods for solving (1.2). Based on the reports given in 1,5, 14-1, one may neglect he 
symmetry of ~ and solve the nonsymmetric l near systems (1.2) directly. The cost is very little since 
the discretized matrix can be stored by using, for example, the compressed sparse row (CSR) format 
[33]. Among the conjugate gradient methods for solving nonsymmetric l near systems, probably 
the generalized minimal residual algorithm (GMRES) due to Saad and Schultz [34] is the most 
widely used because of its stable performance. Since GMRES and related schemes generate at each 
iteration an optimal approximate solution of (1.1), their work and storage requirement per iteration 
also grow linearly. Therefore one cannot afford to run the full algorithm and restarts are necessary, 
see [19, 18,1 for further comments. 
Since the late eighties, various conjugate gradient methods for solving nonsymmetric linear 
systems have been proposed. Among these let us mention the conjugate gradient squared (CGS) 
algorithm of Sonneveld [35-1, the BiCGSTAB of Van der Vorst [36], and the quasi-minimal 
residual (QMR) algorithm of Freund and Nachtigal [19], All of which are related to the nonsym- 
metric Lanczos process and the biconjugate gradient method (BCG). Note that these two algo- 
rithms are theoretically equivalent, see [31]. Since the implementation f the QMR method is 
based on the look-ahead Lanczos algorithm, it is complicated for beginners to write the program. 
Moreover, it is difficult for users to determine when one should perform look-ahead steps. 
Recently some researchers [8,9, 13, 15, 17,20,1 have proposed further conjugate gradient ype 
methods for solving nonsymmetric l near systems. All these algorithms are related to BCG, CGS, 
BiCGSTAB and QMR. They are the transpose-free quasi-minimal residual algorithms (TFQMR) 
[17,1, the QMR without look-ahead algorithm [201, the quasi-minimal residual squared algorithm 
(QMRS) [20,1, the quasi-minimal residual variant of the BiCGSTAB algorithm (QMRCGSTAB) 
[13], the composite step biconjugate gradient algorithm (CSBCG) I-9], and the composite step 
conjugate gradient squared algorithm (CSCGS) [15,1. All the above-mentioned algorithms have the 
advantage that the transpose of the coefficient matrix A is not involved, and (or) the erratic 
convergence b havior of the residual norm can be smoothed. Moreover, they can be expressed as 
three-term recursive formulae. Thus it is easy to program and the storage cost is quite cheap. 
It seems to us that the three-term CG methods are rarely exploited for solving continuation 
problems. Surprisingly our numerical experiments show that they can be used as fast linear solvers 
for continuation problems if one could carefully implement them. By solving (1.1) one can detect 
turning points of the nonlinear eigenvalue problems without any difficulty. Probably all of these 
methods cannot be used to detect bifurcations. However, this may be overcome by solving the 
perturbed problem of Eq. (1.1). 
This paper is organized as follows. In Section 2 we briefly discuss how the eigenvalue problems 
may be formulated in the context of predictor-corrector continuation methods. Some of the 
conjugate gradient methods for solving nonsymmetric linear systems of equations are briefly 
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reviewed in Section 3. By imposing certain conditions [2] on the Jacobian matrix DxH, we indicate 
in Section 4 how the preconditioned GMRES may be used to detect both simple and multiple 
bifurcations without solving the augmented generalized linear eigenvalue problems. Our method is 
a modification of that which was proposed in [24, 25]. Sample numerical results are reported in 
Section 5, where both turning point and bifurcation problems are tested. Finally some concluding 
remarks are given in Section 6. 
2. Numerical continuation methods 
2.1. Basic theory 
Assume that 0 is a regular value of H in ~ N, that is, 
H-1(0) = {y ~ ~N+I[ DH(y) has full column rank}, 
where DH is the N × (N + 1) Jacobian matrix of H. It follows from the implicit function theorem 
that H-1 (0) is a one-dimension manifold, which is the disjoint union of smooth curves c(s) which 
are diffeomorphic to some interval I c R or to a circle S 1. We denote c(s) by 
c = { y(s) = (x(s), 2(s))ln(y(s)) = O, s ~ I}. (2.1) 
Assume that a parametrization via arc length is available on c. By differentiating the equation 
H(y(s)) = 0 with respect o s, we obtain 
Dn(y(s)).~(s) = 0, (2.2) 
where ~(s)= (2(s), 2(s)) T represents a tangent vector to c at y(s), and Dn(y(s) )= (DxH(y(s)), 
D~H(y(s))) is defined as above. It follows from (2.2) that the augmented Jacobian matrix 
(D H ( y(s) )'] (2.3) 
A(y(s)) = \ ~(s) x j 
is nonsingular for all s ~ I. If an orientation is given, and a starting point y(O) = (x(O), 2(0)) is 
known, then one may numerically trace c by solving the Davidenko initial value problem 
Dn(y(s)). ~(s) = O, 
II  (s)II = 1, (2.4) 
y(0) = (x(0), 2(0)). 
2.2. Predictor-corrector continuation method 
Let Yi = (x~, 2~)~ NN+I be a point which has been accepted as an approximating point for c. 
A new point z~+ 1.1 is predicted by the Euler predictor 
zi+ 1,1 = Yi + 6iui, (2.5) 
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where 6i > 0 is the step length, and ui is the unit tangent vector at y~, which is obtained by solving 
the linear system 
A(yi ) 'u i  = 1 ' 
where 0 e N N. In order to maintain orientation and control the local curvature, we also require 
u[ 'u i - l> l -e>O for some ~ e (O, 1). 
The accuracy of approximation to the solution curve must generally be improved by a corrector 
process. This may be done by choosing a hyperplane which is orthogonal to ~(s) at zi+ 1,1, and 
performing Newton iterations constrained to the hyperplane. In practice, the modified Newton's 
method with constraint 
A(y , ) .w j  = 0 ' j = 1,2,3 . . . . .  (2.7) 
is solved, where the predicted point zi+~,l is used as the initial guess. Next, we set 
z~+ 1,j+ ~ = zi+ 1,~ + w~,j = 1, 2, 3, . . , .  Ifyl lies sufficiently near c, then the Newton process (2.7) will 
converge for step-size 61 sufficiently small. 
We refer to [7, 28] for a further detailed iscussion concerning numerical continuation methods. 
One may solve (2.6) and (2.7) either by direct methods or iterative methods. In I-2] Gaussian 
elimination was used to solve the linear systems, where monitoring bifurcations were achieved at 
a very little cost. Various conjugate gradient methods have been used as linear and nonlinear 
solvers for continuation problems, see, e.g., [4, 5, 14, 22, 24-26]. In the following we will discuss 
how the conjugate gradient methods, especially those which can be expressed as three-term 
recursive formulae, may be incorporated in the context of continuation methods. 
2.3. Branch-switching techniques 
As we mentioned in Section 1, one may detect he turning point either by the 2-component ofthe 
approximating point or the tangent vector. Thus we will only discuss branch-switching techniques 
for bifurcation problems. 
It has been pointed out in I-5] that both linear and nonlinear conjugate gradient methods cannot 
be used to detect bifurcation points without approximating the eigenvalues of the Jacobians. 
Huitfeldt and Ruhe [24, 25] have described numerical methods for the prediction of singular points 
by preconditioned Arnoldi's method, which is used to solve the generalized linear eigenvalue 
problems and the linear systems of equations, respectively. We remark here that Arnoldi's method 
is a prototype of GMRES. Certainly the performance of GMRES for solving linear systems is 
better than the former, see, e.g., [5, 14]. In Section 4 we will discuss how the preconditioned 
GMRES may be used to test for bifurcations. 
It is well known that the Lanczos method is a powerful tool for solving large symmetric 
eigenvalue problems. However, it seems that no successful implementation f the nonsymmetric 
one is reported [23]. The authors are currently investigating how the Lanczos method may be used 
as a linear solver for continuation problems, where DxH is assumed to be symmetric. If this can be 
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accomplished, then we do believe that the Lanczos method could be used to solve linear systems of 
equations as well as linear eigenvalue problems. Therefore, by incorporating the methods discussed 
in Section 4, one can monitor bifurcations on the solution curve via the Lanczos method. 
Besides Arnoldi's and Lanczos methods, it seems to us that all of the other three-term recursive 
conjugate gradient methods cannot be used to solve linear eigenvalue problems. The difficulty may 
be overcome by solving the perturbed problem of (1.1), i.e., 
H(x, 2) + d = 0. (2.8) 
The theoretical foundation of (2.8) is based on a generalized Sard's theorem, see, e.g. [2], and has 
been widely used by various researchers [2-6, 22, 24, 25]. 
3. A brief survey of the conjugate gradient methods 
In this section we will briefly review the conjugate gradient methods that will be used to solve 
(1.2). For a detailed iscussion we refer the survey paper [18]. 
3.1. Biconjugate gradient method 
Probably the biconjugate gradient (BCG) algorithm proposed by Lanczos in 1952 (see 
[8, 9, 19, 31]) was the first conjugate gradient method for solving nonsymmetric linear systems of 
equations. However, this algorithm was ignored until the mid-seventies. To begin with, let Xo be 
any initial guess for (1.2) with residual vector o = b - Axo,  and let 70 e R N be any vector such that 
7oTto 4: 0, e.g., 70 = ro. Define the Krylov subspaces K,(ro, A)  and K,(7o, A T) by 
and 
K, (ro, A) = span {ro, Aro . . . . .  A" -  i ro } 
K.(7o, A T) = span {70, ATTo, .. . ,  (AT) "- 1 7o }, 
respectively. The BCG iterates x. = Xo + y. are characterized by the Galerkin conditions: 
wT(b -- Ax . )  -- 0 for all w ~ K.(7o,AT), y. E K.(ro, A). 
This algorithm is described as follows. 
(3.1) 
Algorithm 3.1 (BCG method) 
(1) Choose initial vector Xo and set ro = b - Axo = Po; 
Choose 7o =# 0 and set/~o = 7o, Po = rorro; 
For n = 0,1,2 . . . .  ,do: 
~T (2) Set a, = p ,  Ap, ,  
If a, = 0: stop. Otherwise compute 
~, = p Jo , ;  
Xn+ 1 : Xn dr OtnPn; 
rn+ l = rn -- Otnhp.; 
7.+ 1 = 7. -  .ATp.; 
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(3) If p. = 0: stop. Otherwise compute 
~T 
Pn+l = rn+lFn+l~ 
f l .+ l = P.+ I /P . ;  
Pn+I = r.+l + fl.+lP.; 
Pn+l  = Fn+l  "q- fln+lPn'~ 
(4) If r. = 0 or ~. = 0: stop. 
Clearly the residual vector is of the form 
r. = c~. (A) ro ,  where q~. ~ P. with q~.(0) = 1. (3.2) 
Here P, denotes the set of polynomials of degree less than or equal to n. Two kinds of breakdown 
~X = 0 but r, # 0. This is called Lanczos breakdown. (2) tr. = 0 in BCG are possible: (1) p, = r, r, 
(singular pivot), see, e.g., I-9]. In practice, p, = 0 or tr = 0 rarely happens. But the BCG may fail to 
converge if Pn or  o" n is too  small. 
It seems to us that BCG has never been implemented in the context of continuation methods. 
Surprisingly, it can be used to treat both turning point problems and bifurcation problems. 
However, one has to choose the initial vector x0 and ~o carefully; otherwise the algorithm may fail 
to converge at the beginning of the outer continuation. For example, in Krylov subspace methods 
such as GMRES,  one always chooses Xo = 0 so that ro = b, and this works well for both turning 
point problems and bifurcation problems [4-6, 24, 25]. But setting Xo = 0 may cause trouble in the 
BCG method if IL 70 II is also small. This may be explained as follows. Since in continuation 
problems one always starts from the trivial solution u = 0, and performs local perturbation for 
branching to nontrivial solutions, where the perturbation vector is chosen with relatively small 
maximum norm, e.g., 10- 5, it is clear that the size of the right-hand side vector b could be small, 
too. This will imply that p. is relatively small if we set ~o = to. 
The situation mentioned above could also happen in other conjugate gradient ype methods 
such as QMR without the look-ahead algorithm. 
We should remark here that a larger neighborhood is necessary to perform local perturbation if 
the BCG is used as linear solver. Since the successful implementation f BCG is quite encouraging, 
it is not surprising to find that the recently developed conjugate gradient methods can also be 
incorporated in the context of continuation methods without any difficulty. 
3.2. The CGS a lgor i thm 
Sonneveld [35] observed that ify. e K2.(ro, A), then the residual vector in (3.2) can be expressed 
as  
r. = (~b.(A))2 ro. (3.3) 
Moreover, x, can be computed which does not involve A T. 
Algorithm 3.2 (CGS method) 
(1) Choose Xo and set ro = b - Axo  = Uo = Po, Vo = Apo;  
Choose ~o such that Po = ?~ro # 0. 
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(2) For n = 0, 1,2, ... do: 
Set tr. = 7roy.; 
If tr, = 0: stop. Otherwise 
Set ~. = p. /a. ;  
qn+ l ~- Un -- O~nl)n; 
x.+l = x. + ~.(u. + q.+l); 
r.+ 1 = r. - ct .A(u. + q.+l); 
If x. has converged: stop. Otherwise 
(3) Set p. = 7~r.+1; 
If p. + ~ = 0: stop. Otherwise 
Set ~.+1 = P.+a/P.; 
u.+x = r.+l + f l .+lq.+l; 
Pn+ l = Un+ l "1- fln+ l(qn+ x + fln+lP.); 
v. + 1 = Ap .  + 1. 
Two possible breakdowns in the CGS could also happen: (1) tr. = 0; (2) p. = 0. Fortunately, 
exact breakdowns are very rare in practice, and they can be overcome by using look-ahead 
strategies, ee [15] and the references cited therein. 
In implementing the CGS method, the starting vector Xo and 7o are chosen randomly. Both 
[Ix01[~ = 117o11~ = 10 -z and I Ix01l~ = flToll~ = 1 are used, and they work well for our test 
problems. 
3.3. The B iCGSTAB method 
It is well known that both BCG and CGS exhibit erratic convergence behavior. Van der Vorst 
[36] has proposed the BiCGSTAB algorithm by using the local steepest descent steps to obtain 
a more smoothly convergent process. The implementation f the BiCGSTAB algorithm for solving 
continuation problems was reported in [61 where convergence behavior of this algorithm did not 
seem to be so good. We reimplement it again by choosing II x0 II ® = II 7o IJ ~ = 0.01. The successful 
result is reported in Section 5. What we would like to emphasize here is that the convergence 
behavior of this algorithm depends on the choice of Xo and ~o. The reason of breakdown has been 
mentioned in Section 3.1. 
3.4. QMR methods 
Recently Freund and Nachtigal [19] have proposed a BCG-like method, namely, the quasi- 
minimal residual algorithm (QMR), which overcomes the problems of BCG. The QMR iterates are 
defined by a quasi-minimization, which leads to smooth convergence. The implementation f 
QMR is based on a look-ahead version of the nonsymmetric Lanczos algorithm, see the references 
cited in [19], which requires matrix-vector product with the coefficient matrix of the linear system, 
as well as with its transpose. Since the implementation f QMR is more complicated than those of 
the three-term recurrences, only the QMR algorithms which can be expressed as three-term 
recursive formulae will be discussed here. In order to keep our paper from being too lengthy, we 
will briefly review them. The details can be found in [17-20]. 
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It has been shown in [19] that the approximate solution of the BCG method can be obtained via 
the QMR method. More precisely, we have 
"C, ls, I 2 , Bc~ x, OMR +- -T - -q , .  (3.4) 
~n = ¢n 
Here c, and s, are the entries of the Givens rotations that are used to solve the quasi-minimization 
problems in the QMR method via QR factorizations, "C,are the entries of the vectors that appear in 
the minimization problems, and ~, are the vectors which are defined by 
~n = [q l ,q2 ,  " "  , t~n] = g (n) R (n)- l ,  (3 .5)  
where V t") = [vl, . . . ,  v,] is the matrix of Lanczos vectors and R t") is the upper triangular matrix 
obtained in the nth step of QR factorization. 
Let Xo, ro = Po, ro = Po be defined as in BCG. Set "Co = IIro I[, 00 = 0, go = 0. By a series of 
computations [20], the QMR without the look-ahead algorithm can be incorporated in the BCG 
algorithm by inserting the following statements o the end of Step (2) in Algorithm 3.1: 
(2)' Compute 
II -B tl"r"C°" =(1+02+1)  -1/1 , "C.+l="C.0.c., On+ l - -  _ _  Cn+ 1 
"Cn, 
2 ~ 2 x- QMR y QMR ~1,+1 =c2+lO,  q .+c .+ l~.P . ,  -,.+1 =-v.  +q,+t -  
Here the names of the algorithms are used as the superscripts for x, and r., respectively. Note 
that the QMR without he look-ahead algorithm also involves products of the form A .p and A T. q, 
respectively (see Table 1). 
In [17] Freund has proposed two transpose-free QMR (TFQMR) algorithms that do not 
involve matrix-vector product with A T. The TFQMR algorithm with general weight (TFQMR2) 
can be implemented very easily by changing only a few lines in the standard CGS algorithm. 
Algorithm 3.3 (TFQMR algorithm with general weight wk > 0) 
(1) Choose Xo ~ C n, set Po = Uo = ro cas = ro = b - AXo  = Y l ,  Vo = Ap l  = Ay l ;  
Choose ro such that Po = roTro # 0; (same as CGS) 
Set do = 0, "Co = o91 = II ro N, 0o = 0, r/o = 0, 
Then add the following statements o the end of Step (2) in Algorithm 3.2; 
Table 1 
Matrix-vector p oducts required for various CG methods 
Method BCG CGS BiCGSTAB QMR without QMRS TFQMR1 TFQMR2 
look-ahead 
A.x  1 2 2 1 3 2 2 
A T . x 1 0 0 1 0 0 0 
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(2)' For m = 2n + 1, 2(n + 1) do: 
Set Om = (Dra+l/'Cm+l, Cm = (1 + 02) -1 /2 ;  (3.6) 
2 . 
Tm ~- "Cm-l OmCm, ~ra = Cm~n, 
I fm=2n+ l : se tym=U, ;  
I fm = 2(n + 1): set Ym = q,+l;  
2 
Set  d m = Ym + (Om- l t l ra -1 /~n)dra-1 ,  
Xm = Xm-1 "4- rlmdm; 
If Xm has converged: stop; 
(3) The same as in Algorithm 3.2. 
In (3.6) O)m is defined by 
II rCGS II if m = 2n + 1 is odd, 
(D= 
x/ll rCGS II II %+-casl I1" if m = 2(n + 1) is even. 
We refer to [17] for the TFQMR1 algorithm. 
The quasi-minimal residual squared (QMRS) algorithm [20] is another transpose-free scheme, 
which also can be implemented easily by adding a few lines to the standard CGS algorithm. 
Algorithm 3.4 (QMRS algorithm) 
(1) Choose Xo e I~ N and set Xo °r~Rs = Xo cas = Xo; 
Choose !:o # 0 ~ ~s  such that Po = t~rro # 0; (same as CGS) 
Set So = to = Po = Uo = r c~s = ro = b - Axo ,  Vo = Apo , fo  = 0; 
4o = II ro II 2, '70 = 0, Ito -- Vo = 0; 
Then we add the following statements to the end of Step (2) in Algorithm 3.2. 
(2)' f .+ l = I t . f .  + v .x  cas + ~x,s,; 
~l.+ l = Il rCGS ll " ll ro ll / ~. ,  Vn+ l -- 1/(1 + r/.), I tn+l  = I~n+ l Vn+ l ,  ~n+l  = ~nitn+ l "~ 
X QMRS 2 v QMRS Un + 1 fn + + 2 v CGS. n+l  = I tn+l~n + 2i tn+ 1 1 Vn+l-~n+X, 
Next, we add the following statements to the end of Step (3) in Algorithm 3.2. 
CGS (3)' Yn+l = tn -- ~nAsn, tn+l = 1)n+ltn+l "~- I tn+lYn+l ;  
s.+ l = t.+ l + fl.+ x(v.+ lq.+ l + Itn+ lSn+ l). 
Here again the names of the algorithms are used as superscripts for x. and r., respectively. The 
details of this algorithm can be found in [20]. 
Since all the three-term recursive CG methods mentioned above can be successfully implemented 
for solving certain eigenvalue problems (see the reports given in Section 5), we believe that the 
QMRCGSTAB [13], the CSBCG [8, 9], and the CSCGS [15] algorithms also can be successfully 
implemented as well. Further investigations concerning these three algorithms will be given 
elsewhere. 
4. Preconditioned GMRES and bifurcation 
Let DH = (DxH,  D~H)  be the Jacobian matrix of H which is defined as in Eq. (2.2). Assume that 
DxH( -  x, 2) = - D~H(x ,  2) and D~H is symmetric. More generally, one may assume that D:, is an 
odd gradient map [11]. In [2] Allgower and Chien have obtained the following result: By 
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performing reduction on DxH via direct methods, they could monitor both simple and multiple 
bifurcations on the solution curve without computing the eigenvalues of DxH. 
Under the same assumptions on D~H given above, we will show how the preconditioned 
GMRES [32, 34-1 may be used to solve the linear systems (2.6) and (2.7), and test for both simple 
and multiple bifurcations without solving the bordered linear systems or bordered linear eigen- 
value problems. Our method is a slight modification of that given in [24, 25]. 
First we will discuss the preconditioned GMRES in the context of continuation methods. 
Suppose that M = DxH(yo) has been factored, where Y0 = (Xo, 20) is a known approximating 
solution. In order to exploit the symmetry of DxH, we will solve (1.2) by the block elimination 
algorithm [12, 14,28], where either one or two linear systems of the form 
Dxn(yo) 'Z  = g (4.1) 
will be solved for both (2.6) and (2.7), respectively. Here g ~ ~N is known. For convenience D,,H(yo) 
will be denoted by DxH. Assuming M is used as a preconditioner on the left, we will be solving, 
instead of (4.1), the preconditioned linear systems 
M-  1D~Hz = M-  lg. (4.2) 
The preconditioner M-  1 has been used in [5, 24, 25]. Other preconditioners (see e.g., [5]) also can 
be used here, too. 
In order to keep our discussion consistent with the contents of [5-1, we first describe the 
precondit ioned Arnoldi's method. 
Algorithm 4.1 (Preconditioned Arnoldi's method) 
(1) Start: Choose Zo and a dimension m of the Krylov subspace; 
(2) Arnoldi's process: 
(i) Compute ro = M- l (g  -DxH(yo)'Zo),  set fl = Ilroll and vx = ro/fl; 
(ii) For j = 1, 2 . . . . .  m do: 
hij = (M-  1DxHvj, vi), i = 1, 2, ... ,j; 
~j+ 1 = M-  1D~nvj -- ~= 1 hi.jvi; (4.3) 
hj+ x,j : H/~j+III; 
vj+ 1 = ~j+ 1~hi+ 1,i. 
(iii) Form the approximate solution Zm = Zo + VmWm, where w,~ is the solution to the linear 
system 
Hmw = fie1. (4.4) 
Here el =(1 ,0 , . . . ,0 )TeW ", and Hm=(h i . j )e l~  m×m is the upper Hessenberg matrix, 
Vk =-- [Vl, ... ,Vk], where {vl . . . .  ,Vk} is the 12-orthonormal basis for the Krylov subspace 
Kk = span {vl, (M-  1D~H)vl, . . . ,  (M-  1DxH)k- 1 vl }. 
Now let/tk ~ ~tk+ i~×k be the upper Hessenberg matrix, which is the same as Hk except for the 
(k + 1)th row whose only nonzero element is hk+l.k. 
From (4.3) one has 
T Vm+li~m, (4.5) M-1DxHVm = VmHm + hm+l,mVm+lem = 
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and so V~(M-1DxH)V,, = H,.. Now the preconditioned GMRES(m) algorithm is the same as 
Algorithm 4.1 except hat (iii) is replaced by the following: 
(iii)' Form the approximate solution z,, = Zo + Vmwm, where w,. is obtained by solving the 
least-squares problem 
min J(w) = min [1 flel -/-/mwll. (4.6) 
W~Rm WER m 
The solution of (4.6) is obtained by performing a QR decomposition for/-I,, via Givens rotations, 
see [34] for details. 
Next, we will exploit the numerical methods proposed in [24, 25] to detect bifurcations. Let 
4(2) = DxH(x, 2). Instead of solving ~(2)u = 0, we apply the Taylor formula 
4(2) =/~(2o) + (2 - 2o)~'(2o) + ½(2 - 2o)2R(2), (4.7) 
where 4'(2) = DxxH(x, 2)-2 + Dx~H(x, 2), and R(2) is bounded if H is sufficiently smooth. Thus, 
we will solve the generalized eigenvalue problem 
[4(20) + v/~'(2o)]W = 0, (4.8) 
where v = 2 - 20. Now if (Vo, Wo) is the eigenpair which solves (4.8), then 2s = 20 + v0 gives 
a prediction of 20 at a singular point. By applying Sylvester's Law of Inertia [23] and the result in 
[2] one may conclude that (xs, 2s) is a bifurcation point, its multiplicity is the same as that of Vo. 
Here x~ = 0 if zero is the trivial solution and we are testing for primary bifurcation on it; otherwise 
one has to perform Newton corrector by using (Xo, 2~) as a predicted point to get (xs, 2~). 
In order to avoid the evaluations of higher-order derivatives in (4.8), the Taylor expansion (4.7) 
may be replaced by a Lagrange interpolation formula, and Arnoldi's method will be used to solve 
the eigenvalue problems, see [25] for further details. 
5. Numer ica l  results 
Some of the conjugate gradient methods discussed in the previous ections will be implemented 
in the context of continuation methods for curve tracking. The total number of continuation steps 
which has been executed is denoted by NCS. Let el be the accuracy tolerance for the approximat- 
ing points to the solution curve in Newton correctors. The approximating solution to the linear 
system of equations is accepted if the residual vector norm II r. II o~ </~2. Both single and double 
precision are used. If a single precision is executed, then we put an asterisk as the superscript of the 
method. Otherwise, a double precision is executed. The sparse matrices are stored using the 
compressed sparse row (CSR) format [33]. Various choices of Xo and •o are tested, where 
X(1, . . . . .  x (N)  ~(1) . . . . .  ~(0 N). The computations were performed on a Vax 9210 machine at 
the National Chung Hsing University and on an IBM PC 486, respectively. 
Example 5.1. (Turning point problem). D,H is symmetric. Consider the Bratu problem 
du + 2e" = 0 in Q = [0, 1] 2, 
u = 0 on 3t2. 
(5.1) 
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Eq. (5.1) is discretized by a standard five-point central difference formula with uniform mesh-size 
h = 0.05 on the x- and y-axis, respectively. The corresponding discretized matrix D,H is of order 
(20 - 1) 2. This problem has been numerically tested in [14, 22]. The solution curve for this problem 
has one simple turning point at 2 ~ 6.808, u(0.5, 0.5) ~ 1.397, where D,H is singular. 
Tables 2 and 3 show some of our sample experimental results for Example 5.1. The numbers in 
parentheses which appear in the "Average iterations" column of Table 2 represent he average 
iterations required when approximating the turning point. Figs. 1-3 represent the convergence 
behavior of the CG methods, where the data are from Table 2. 
Table 2 
Sample results for Example 5.1, e~ = 5 x 10 -4, e2 = 10-6 
Solving Iterations Total Average 
Method x0 ro NCS Step-size Ax = b 0-6.066-6.804-1.316 iterations iterations 
BCG 1.0 1.0 35 0.3-4.0 125 691 980 2686 4375 34.856 (35) 
CGS 0.01 0.01 35 0.3-4.0 125 519 808 2230 3557 28.456 (30) 
BiCGSTAB 0.01 0.01 35 0.3-4.0 125 433 699 2118 3250 26.0 (26) 
QMR non- 
look-ahead 1.0 1.0 35 0.3-4.0 125 719 1008 2761 4488 35.940 (36) 
QMRS 0.003 0.003 35 0.3-4.0 125 507 786 2181 3474 27.792 (29) 
TFQMR1 0.01 0.01 35 0.3-4.0 125 1026 1563 4289 6878 27.512 (28.5) 
TFQMR2 0.01 0.01 35 0.3-4.0 125 1026 1562 4290 6878 27.512 (28.5) 
Table 3 
Sample results for Example 5.1, e~ = 5 x 10 -5, e2 = 5 × 10 -7 
Solving Iterations Total Average 
Method x0 ro NCS Step-size Ax = b 0-5.572-6.804-0.914 iterations iterations 
BCG* 0.0 1.0 44 0.5-1.5 183 666 865 4459 5990 32.732 
0-5.542-6.802-0.833 
BCG* 1.0 1.0 35 0.7-1.7 167 1080 2632 4884 8596 51.473 
0-5.542-6.804-0.973 
BCG 0.0 1.0 37 0.7-1.7 123 524 603 2520 3647 29.650 
0.0 0.1 37 0.7-1.7 123 520 596 2500 3616 29.398 
CGS 0.0 1.0 37 0.7-1.7 123 460 682 2908 4050 32.927 
QMR non- 0.0 1.0 37 0.7-1.7 123 515 618 2492 3625 29.472 
look-ahead 1.0 1.0 37 0.7-1.7 123 3449 28.041 
QMRS 0.0 1.0 37 0.7-1.7 123 422 530 2534 3486 28.341 
TFQMR1 1.0 1.0 37 0.7-1.7 123 1556 1837 6145 9538 38.773 
TFQMR2 1.0 1.0 37 0.7-1.7 123 1560 1837 6084 9481 38.541 
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Fig. 3. Convergence behavior for Example 5.1, 2 = 6.796. 
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Example 5.2. (Bifurcation problem). Our test problem is 
Au + 2sinhu = 0 in Q = [0, 1] 2, 
u=O on c3f2, 
(5.2) 
which has been numerically investigated in [3]. The bifurcations of Eq. (5.2) are stable and turn to 
the left. At a corank-p bifurcation point, there are precisely (3 p - 1)/2 solution branches that 
bifurcate from there [1, 29, 30]. Eq. (5.2) will be discretized by the central difference methods with 
uniform mesh-size h = 0.05 on the x- and y-axis, respectively. We will trace the first primary 
solution branch from (0,p1.1) ~ (0, 19.694). 
Some of the sample xperimental results for this example are given in Tables 4 and 5. The 
numbers enclosed in parentheses which appear in the "Average iterations" column of the tables 
represent the average iterations required when the bifurcation point is approaching. Figs. 4-9 
show the convergence b havior of the CG methods, where the data are from Table 4. 
Example 5.3. (Simply supported plate problem). The linear eigenvalue problem for the simply 
supported elastic plate [10] is 
d2w - ,~w = 0 in ~2 = [0, 1] 2, 
w= Aw=O onc3f2. 
(5.3) 
The frequencies and modes of vibration of the plate are obtained from the eigenvalues 2 and 
eigenfunctions w(x, y). Here w(x, y) represents the displacements of the plate under a compressive 
Table 4 
Sample results for Example 5.2, el = 5 × 10-*, e2 = 10 -6, lldll~ = 5 x 10 -9 
Solving Iterations Total Average 
Method x0 ro NCS Step-size Ax = b 0-19.694-5 x 10- 5 iterations iterations 
BCG 1.0 1.0 33 0.3-19.0 134 
CGS 0.01 0.01 34 0.3-19.0 137 
BiCGSTAB 0.01 0.01 32 0.3-19.0 126 
QMR non- 
look-ahead 1.0 1.0 34 0.3-19.0 137 
QMRS 0.005 0.005 29 0.3-14.4 104 
TFQMR1 0.01 0.01 35 0.3-19.0 139 
TFQMR2 0.01 0.01 35 0.3-19.0 139 
1935 .4446 6381 47.619(160) 
1932 3900 5832 42.569 (153) 
1321 3312 4633 36.770 (198) 
1935 4446 6381 46.577 (181) 
0-19.694-1.773 
1986 2584 4570 43.942(168) 
4201 7603 11804 42.461 (170.5) 
4201 7603 11804 42.461(164) 
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Table  5 
Sample  results for Example  5.2, el = 5 x 10 -~, ez = 5 x 10 -7, Ildll~ = 5 × 10 -5 
211 
Solving Iterations Total Average 
Method Xo ro NCS Step-size Ax = b 0-19.452-2.677 iterations iterations 
BCG 1.0 1.0 27 0.2-4.0 121 1231 3384 4615 38.140 (40.7) 
0.0 0.1 25 0.2-4.0 109 439 1852 2219 21.018 (19.3) 
1.0 1.0 27 0.2-4.0 121 1342 3435 4777 39.479 (48.7) 
0.0 0.1 25 0.2-4.0 104 983 2509 3492 32,037 (58.9) 
1.0 1.0 27 0.2-4.0 121 1221 3326 4547 37.579 (40.7) 
0.0 0.1 25 0.2-4.0 108 438 1872 2310 21.388 (19.8) 
1.0 1.0 27 0.2-4.0 121 1454 3441 4895 40.455 (50.7) 
0.0 0.1 25 0.2-4.0 106 452 2213 2665 25.142 (26) 
1.0 1.0 27 0.2-4.0 121 2520 6085 8605 35.558 (43.7) 
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QMR non-  
look -ahead 
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TFQMR2 
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Fig. 4. Convergence behavior for Example  5.2, 2 = 19.694. 
thrust applied along its edge. The eigenvalues and eigenfunctions of (5.3) are 
2rn,n = (m 2 + n2)27~ 4, 
(5.4) 
wm,.(x,y) = 2sinmrtxsinnrcy, m,n = 1,2,3 . . . . .  
Note that the eigenfunctions of (5.3) are the same as those of the second-order linear eigenvalue 
prob lem 
Au + 2u = 0 in g2 = [0, 1] 2, 
u=0 one?f2. 
(5.5) 
But the eigenvalues of (5.3) are the square of those of (5.5). 
Let Eqs. (5.5) and (5.3) be discretized by five-point and 13-point central difference approximations 
with uniform mesh-size h = 1/20 = 1/(N + 1) on the x- and y-axis, respectively. Let A, B e R s2×N2 
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Fig. 9. Convergence behavior for Example 5.2, 2 = 4.266. 
be the discretized matrices corresponding to the Laplacian A and the biharmonic operator A 2, 
respectively. It can be easily checked that A z = B. Thus, both A and B are symmetric and positive 
definite. Moreover, the condition number and the eigenvalues of B are the square of those of A. 
Note that the eigenvalues of the central difference analogue of (5.5) are given by 1-27] 
#p.q=4(N+l)2IsinZ(2 P )+sinZ(n q )1 N+I  2N+l  , l<~p,q<~N.  (5.6) 
We will trace the first primary bifurcation branching from (0,/L/,1,1) ~ (0,388.037). Table 6 shows 
the experimental result for Example 5.3. The numbers enclosed in parentheses which appear in the 
"Average iterations" column of the table represent he maximum average iterations required in one 
of the continuation steps, where 2 = 386.505. Note that only the result of BiCGSTAB is reported, 
its convergence behavior is shown in Fig. 10. We encounter some difficulties in implementing the 
other three-term CG methods. 
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Table 6 
Sample result for Example 5.3, el = 5 x 10 -4, e2 = 10 -6, Ildll~ ---- 5 × 10 -7 
Solving Total Average 
Method Xo ro NCS Step-size Ax = b iterations iterations 
BiCGSTAB 0.05 0.05 35 0.6-1.2 114 14 048 123.228 (370.5) 
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Fig. 10. Convergence behavior for Example 5.3, 2 = 388.029. 
Other examples which are related to Example 5.3 are the clamped plate problems [10, 11]. 
Clearly they can be treated in a similar way. 
6. Conclusions 
Based on our numerical results given in Section 5, we wish to draw some concluding remarks 
concerning the performance of various conjugate gradient methods for continuation problems. 
(1) In order to keep the three-term CG methods from breakdown, some of them should be 
carefully implemented. The following factors will affect the performance of the CG methods in 
solving continuation problems. They are: initial guess Xo and ~o, step-size selection strategies in 
continuation methods, the norms of the perturbation vectors, and even the neighborhood of the 
bifurcation for solving the perturbed problem. 
(2) Comparing the results of Tables 2 and 4, we find that more iterations are required for the CG 
methods to solve the bifurcation problems than to solve the turning point problem. This may be 
explained as being due to the fact that the discretized matrices corresponding to the former are 
more ill-conditioned than those of the latter. 
(3) The fact that the norm of the perturbation vector will affect the performance of the 
three-term CG methods may be explained as follows. In the experiments for Table 4, the 
bifurcation point of the discretized problem is detected at (0.051, 19.694), for all the CG methods 
except he BiCGSTAB, where the bifurcation point is detected at (0.031, 19.697). Here and in the 
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sequel the first component represents II u II,- Note that the bifurcation point is also a turning point 
for the discretized problem. The average iterations required for solving the discretized linear 
systems of equations evaluated at the bifurcation are much greater than those evaluated at the 
other approximating points to the nontrivial solution branch. But for the turning point problem, 
there is no such distinction, see Table 2. On the other hand, in the experiments for Table 5, the 
bifurcation point is detected at (0.258, 19.452). Note that here II d tl ~ = 5 x 10-5>> 5 × 10-9. Thus, 
the coefficient matrices associated with the experiments for Table 5 are better conditioned than 
those for Table 4. Therefore, the difference of the two numbers in the "Average iterations" column 
of Table 5 is not as obvious as in Table 4. This is also the reason why the average iterations in 
Example 5.3 are greater than those in Example 5.2. However, it follows from the results of Table 
5 that this fact does not seem to be true for the CG methods except he CGS method, where 
II Xo II ~ = 0, II 70 II ~ = 0.1 are used. 
(4) Since the QMR without look-ahead and the QMRS algorithms are the modification of the 
BCG and CGS algorithms, respectively, their performance is very similar in our test problems. But 
the former shows more stable convergence behavior. 
(5) From the results of Tables 3 and 5, we find that the performance ofthe BCG method epends 
heavily on the choice of Xo and 7o in the bifurcation problem. But it makes no difference in the turning 
point problem. The result also holds for CGS, QMR without look-ahead, and QMRS, respectively. 
(6) It follows from the results of Tables 2, 4, and 6 that the BiCGSTAB seems to be very 
competitive for both turning point and bifurcation problems. 
(7) Comparing the results of Tables 4-6, we find that the average iterations required for solving 
Example 5.3 are much greater than that for solving Example 5.2. The reason has been explained in 
Section 5, namely, the condition umbers of the discretized matrices associated with the former are 
double of that associated with the latter. 
(8) We observe that the solutions obtained in the augmented linear systems for both turning 
point and bifurcation problems are in general small in magnitude. This is particularly true in 
performing Newton correctors. Thus, by choosing Xo and 70 appropriately small in magnitude so 
that the algorithm may not fail to converge, we believe that the conjugate gradient methods 
discussed in this paper could be very competitive compared to the direct methods for large sparse 
continuation problems. 
References 
[1] E.L. AUgower, K. B6hmer and Z. Mei, A complete bifurcation scenario for the 2-d nonlinear Laplacian with 
Neumann boundary condition on the unit square, Internat. Ser. Numer. Math. 97 (Birkh~iuser, Basel, 1991) 1-18. 
I-2] E.L. Allgower and C.-S. Chien, Continuation and local perturbation for multiple bifurcations, SIAM J. Sci. Star. 
Comput. 7 (1986) 1265-1281. 
[3] E.L. Allgower and C.-S. Chien, Continuation-minimization methods for stability problems, Comput. Math. Appl. 25 
(1993) 65-79. 
1-4] E.L. Allgower, C.-S. Chien and K. Georg, Large sparse continuation problems, J. Comput. Appl. Math. 26 (1989) 
3-21. 
[51 E.L. Allgower, C.-S. Chien, K. Georg and C.-F. Wang, Conjugate gradient methods for continuation problems, J. 
Comput. Appl. Math. 38 (1991) 1-16. 
[6] E.L. Allgower, C.-S. Chien and W.-C. Lee, Bifurcations of corank greater than two, Comput. Math. Appl. 25 (1993) 
65-79. 
216 C.-S. Chien et al. / Journal of Computational and Applied Mathematics 62 (1995) 197-216 
[7] E.L. Allgower and K. Georg, Numerical Continuation: An Introduction (Springer, Berlin, 1990). 
[8] R.E. Bank and T.F. Chan, An analysis of the composite step biconjugate gradient method, Techn. Report CAM 
92-53, Dept. Math., UCLA, CA, 1992. 
[9] R.E. Bank and T.F. Chan, A composite step biconjugate gradient algorithm for nonsymmetric l near systems, 
Techn. Report CAM 93-21, Dept. Math., UCLA, CA, 1993. 
[10] L. Bauer and E.L. Reiss, Block five diagonal matrices and the fast numerical solution of the biharmonic equation, 
Math. Comput. 26 (1972) 311-326. 
[11] M.S. Berger, Nonlinearity and Functional Analysis (Academic Press, New York, 1977). 
[12] T.F. Chan, Deflation techniques and block-elimination algorithm for solving bordered singular systems, SlAM J. 
Sci. Stat. Comput. 5 (1984) 121-134. 
[13] T.F. Chan, E. Gallopoulos, V. Simoncini, T. Szeto and C.H. Tong, A quasi-minimal residual variant of the 
Bi-CGSTAB algorithm for nonsymmetric systems, SlAM J. Sci. Comput. 15 (1994) 338-347. 
[ 14] T.F. Chan and Y. Saad, Iterative methods for solving bordered systems with applications tocontinuation methods, 
SIAM J. Sci. Stat. Comput. 6 (1985) 438-451. 
[15] T.F. Chan and T. Szeto, A composite step conjugate gradient squared algorithm for solving nonsymmetric l near 
systems, Techn. Report CAM 93-27, Dept. Math., UCLA, CA, 1993. 
[16] M.-Z. Chen, T.-Z. Chen, C.-S. Chien and M.-S. Yu, A parallel continuation algorithm for nonlinear eigenvalue 
problems, Comput. Math. Appl. 27 (1994) 83-97. 
[17] R.W. Freund, A transpose-free quasi-minimal residual algorithm for non-Hermitian linear systems, SIAM J. Sci. 
Star. Comput. 14 (1993) 470-482. 
[18] R.W. Freund, G.H. Golub and N.M. Nachtigal, Iterative solution of linear systems, Acta Numerica (1991) 57-100. 
[19] R.W. Freund and N.M. Nachtigal, QMR: a quasi-minimal residual method for non-Hermitian linear systems, 
Numer. Math. 60 (1991) 315-339. 
[20] R.W. Freund and T. Szeto, A quasi-minimal residual squared algorithm for non-Hermitian linear systems, Proc. 
Copper Mountain Conf. on Iterative Methods, 1992. 
[21] K. Georg, On tracing an implicitly defined curve by quasi-Newton steps and calculating bifurcation by local 
perturbation, SIAM J. Sci. Stat. Comput. 2 (1981) 35-50. 
[22] R. Glowinski, H.B. Keller and L. Reinhart, Continuation-conjugate gradient methods for the least squares solution 
of nonlinear boundary value problems, SIAM J. Sci. Stat. Comput. 6 (1985) 793-832. 
[23] G.H. Golub and C.F. Van Loan, Matrix Computations (Johns Hopkins Univ. Press, Baltimore, MD, 1989). 
[24] J. Huitfeldt, Nonlinear eigenvalue problems - -  prediction of bifurcation point and branch switching, to appear. 
[25] J. Huitfeldt and A. Ruhe, A new algorithm for numerical path following applied to an example from hydrodynami- 
cal flow, SIAM J. Sci. Stat. Comput. 11 (1990) 1181-1192. 
[26] K.M. Irani, C.J. Ribbens, H.F. Walker, L.T. Watson and M.P. Kamer, Preconditioned conjugate gradient 
algorithms for homotopy curve tracking, Preprint, Virginia Polytechnique Inst. and State Univ., 1989. 
[27] E. Isaacson and H.B. Keller, Analysis of Numerical Methods (Wiley, New York, 1965). 
[28] H.B. Keller, Lectures on Numerical Methods in Bifurcation Problems (Springer, Berlin, 1987). 
[29] Z. Mei, Path following around corank-2 bifurcation point of a semilinear elliptic problem with symmetry, 
Computing 47 (1991) 69-85. 
[30] Z. Mei, Bifurcations of a simplified buckling problem and the effect of discretizations, Manuscripta Math. 71 (1991) 
225-252. 
[31] Y. Saad, The Lanczos biorthogonalization algorithm and other oblique projection methods for solving large 
unsymmetric systems, SlAM J. Numer. Anal. 19 (1982) 485-506. 
[32] Y. Saad, Krylov subspace methods on supercomputers, SIAM J. Sci. Stat. Comput. 10 (1989) 1200-1232. 
[33] Y. Saad, SPARSKIT: a basic tool kit for sparse matrix computations, Techn. Report 90.20, RIACS, NASA Ames 
Research Center, Moffett Field, CA, May 1990. 
[34] Y. Saad and M.H. Schultz, GMRES: a generalized minimal residual algorithm for solving nonsymmetric l near 
systems, SlAM J. Sci. Star. Comput. 7 (1986) 856-869. 
[35] P. Sonneveld, CGS, a fast Lanczos-type solver for nonsymmetric l near systems, SIAM J. Sci. Star. Comput. 10 
(1989) 36-52. 
[36] H.A. Van der Vorst, Bi-CGSSTAB: a fast smoothly converging variant of Bi-CG for the solution of nonsymmetric 
linear systems, SIAM J. Sci. Stat. Comput. 13 (1992) 631-644. 
