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Abstract 
Golumbic, M.C. and R.C. Laskar, Irredundancy in circular arc graphs, Discrete Applied Mathematics 
44 (1993) 79-89. 
A set ofvertices Xis called irredundant if for every x in Xthe closed neighborhood N[x] contains a vertex 
which is not a member of N[X-x], the union of the closed neighborhoods of the other vertices. In this 
paper we show that for circular arc graphs the size of the maximum irredundant set equals the size of 
a maximum independent set. Variants of irredundancy called oo-irredundance, co-irredundance, and 
oc-irredundancy are defined using combinations of open and closed neighborhoods. We prove that for 
circular arc graphs the size of a maximum oo-irredundant set equals 28’ or 2p+l (depending on 
parity) where/I* is the strong matching number. We also show that for circular arc graphs, the size of 
a maximum co-irredundant set equals the maximum number of vertices in a set consisting of disjoint 
K,‘s and Kz’s. Similar results are proven for bipartite graphs. 
1. Introduction 
For a graph G = (V, E) the open neighborhood N(x) of a vertex x is the set of ver- 
tices adjacent to x, and the closed neighborhood of x is the set N[x] = {x} UN(x). 
For a subset of vertices SC k’ we let N(S) = UXES N(X) and N[S] = Uxes N[x]. 
Unless stated otherwise, our notation and definitions follow [13]. 
A set X of vertices is called irredundant if for every x E X we have 
N[x] -N[X-x] # 0. (1) 
Correspondence to; Professor MC. Golumbic, Department of Mathematics and Computer Science, Bar- 
Ban University, Ramat Gan, Israel. 
* While on leave of absence from the IBM Israel Science and Technology Center, Technion City, 
Haifa, Israel. 
** This work was supported in part by contract NOO014-86-K-0693 from the Office of Naval Research. 
0166-218X/93/$06.00 0 1993 - Elsevier Science Publishers B.V. All rights reserved 
80 M.C. Golumbic, R.C. Laskar 
Equivalently, for every x E X either (i) x is not adjacent to any member of X-x or 
(ii) x has a “private neighbor” X’E V-X which is adjacent to x but not adjacent to 
any other member of X. In case (i) we say that x is “its own private neighbor”. Ir- 
redundancy in graphs was first introduced by Cockayne, Hedetniemi and Miller [6] 
while studying domination in graphs. Subsequent results were given in [l-4,9,16,17]. 
In the definition (1) of an irredundant set X, both the neighborhoods are taken 
to be closed neighborhoods, namely, N[x] and N[X-x], xeX. Three other varia- 
tions of irredundancy can be defined as follows in the obvious way: 
A set X of vertices is open-open irredundant (oo-irredundant) if for every xcX, 
we have 
N(x)-N(X-x) # 0. (2) 
Equivalently, every member xeX must have a “private neighbor” x’, different 
from itself, either outside X or inside X. 
A set X is closed-open irredundant (co-irredundant) if for every xeX, 
N[x] -N(X-x) # 0. (3) 
Equivalently, every xeX must have a “private neighbor” x’, which may be itself 
or different from itself, which may be either outside X or inside X. 
Finally, X is open-closed irredundant (oc-irredundant) if for every xeX, 
N(x)-N[X-x] # 0. 
In this case every XEX must have a “private neighbor” x’ outside X. 
(4) 
Let IR(G), OOIR(G), COIR(G) and OCIR(G) denote respectively the maximum 
cardinalities of sets of vertices satisfying (l), (2), (3), and (4). The corresponding 
minimum cardinalities of maximal such sets are denoted respectively by ir(G), 
ooir(G), coir(G), and ocir(G). The parameters ir(G) and IR(G), as introduced by 
Cockayne, Hedetniemi and Miller [6], are related to the classical parameters of in- 
dependence (stability) (i(G) and P(G), minimum and maximum orders of a maximal 
independent set) and of domination (y(G) and T(G), minimum and maximum 
orders of a minimal dominating set) by 
ir(G)ry(G)<i(G)</3(G)<T(G)IIR(G). (5) 
The parameters ocir(G) and OCIR(G) have been studied before as air(G) and 
OIR(G) in [7-9,151. However, we prefer to use OCIR(G), because it clearly specifies 
the type of neighborhoods to be taken. We keep IR(G) and ir(G) as they are, 
because these are now well-established notations. 
As noted in (5), for any graph G, P(G) 5 IR(G). The equality of /3(G) and IR(G) 
has been demonstrated for bipartite graphs in [4] and for chordal graphs in [ 171 (and 
hence for interval graphs also). We show here that P(G)=IR(G) for circular arc 
graphs. A graph is called a circular arc graph if its vertices can be placed in one-to- 
one correspondence with a collection of arcs on a circle such that two vertices are 
adjacent in the graph precisely when their corresponding arcs intersect. In that case, 
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the very efficient algorithms of [14] for stability in circular arcs can be applied to 
calculate the irredundancy. 
A strong matching in a graph is an induced subgraph whose connected com- 
ponents are disjoint edges el, e2, . . . , ek, that is, no other edge of G connects a vertex 
of ei with a vertex of ej (ifj). Every strong matching is also an oo-irredundant set. 
If P*(G) denotes the maximum number of edges in a strong matching in G, then 
we obtain the inequality 2P*(G)sOOIR(G). In general the gap between the two 
sides of this inequality may be arbitrary large, however, we will show in Section 3 
that for circular arc graphs OOIR(G) equals either 2P*(G) or 2/3*(G) + 1 (depending 
on parity). We will also indicate how to calculate /3*(G) efficiently for circular arc 
graphs. 
Fricke, Hedetniemi and Laskar [12] observed the equality of 2/?* and OOIR for 
trees, and developed an efficient algorithm to determine /?* for trees. We extend this 
result to bipartite graphs showing that for bipartite graphs G, the strong matching 
number P*(G) =OOlR(G)/2, a result which resembles K&rig’s theorem [18] that 
for a bipartite graph G, the matching number P,(G) = a&G), the vertex-covering 
number, 
A subset S of V(G) is an n-dependent set if and only if the maximum degree d 
in the induced subgraph G, is 5 n. The n-dependence number pm1 is the cardinality 
of a maximum n-dependent set. This concept and the parameter was introduced in 
[ll]. In other words, @‘l(G) denotes the maximum number of vertices in a set S, 
whose induced subgraph Gs is a disjoint union of Ki’s and K2’s. Clearly for any 
graph G, a l-dependent set is co-irredundant, and hence flrll(G)~COIR(G). 
We will show in this paper that for circular arc graphs and for bipartite graphs, 
@‘l(G) = COIR(G). 
2. Basic properties 
From the perspective of the induced subgraph G,, where is the private neighbor 
x’ of x~X expected to be? 
Under (l), either x’ is external (i.e., x’$X) or x’=x if x is isolated in G,. 
Under (2), either x’ is external or x’ is a pendant vertex in GX adjacent to x. 
Under (3), either x’ is external or x’=x if x is isolated in GX or x’ is a pendant 
vertex in GX adjacent to x. 
Under (4), x’ must be external. 
For bipartite graphs we have the following result. 
Theorem 2.1. If G is bipartite, then P*(G) = OOIR(G)/2 and /$‘](G) = COIR(G). 
Proof. Let G be a bipartite graph whose vertices are partitioned into independent 
sets A and B, and let S = X U Y be a maximum oo-irredundant set of G with Xc A 
and Y c B. Without loss of generality we may assume jX j 2 ( Y 1. Since S is oo- 
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Fig. 1. 
irredundant we can choose a private neighbor x’ E B for every x E X, i.e., x’ E N(x) 
and x’$ N(X-x). Let Y’= (x’ ] x E X} be the set of these private neighbors. Clearly, 
IY’I = 1x1 and S’=XU Y’ induces a strong matching of size IS’\/22 IS//2, which 
proves the first part of the theorem. 
Now let S be maximum co-irredundant and partition X=X0+X,, Y= Ye + Yt 
where the vertices of X0 and Ye are isolated in Gs. We may assume that IX1 I L I Yt 1 
and (as before) let r,l be a set of private neighbors of X, . Then S’ = X0 U Ye U Xr U Yt 
induces disjoint Kt’s and K2’s and IS’1 1 /S 1, which concludes the proof. 0 
Next, we prove results which describe the structure of various types of irredun- 
dant sets of circular arc graphs. The topology of circular arcs forces additional con- 
straints on the sets X and their private neighbors. For example, (1) and (4) do not 
allow any containment between the arcs corresponding to members of X, while (2) 
and (3) allow such containment only when each is the other’s private neighbor (i.e., 
a component of Gx consisting of a single edge). We note, however, that our three 
lemmas presented in this section hold for afl four variations (l)-(4) of irredundancy. 
Let K,,, denote the usual claw graph with one central vertex adjacent to three in- 
dependent vertices, and let C, (k L 3) be the simple cycle on k vertices (see Fig. 1). 
Lemma 2.2. If G is a circular arc graph and X satisfies any of(l), (2), (3), or (4), 
for every XEX, then the induced subgraph G, contains no K,,,. 
Fig. 2. A cycle of arcs covering the circle, with their private neighbors. 
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Fig. 3. Forbidden representation of a triangle of Gx, 
Proof. If A,, A,, A, are disjoint arcs on a circle with A, intersecting each of them, 
then A, would contain one of them, say A,. Thus, if Gx had a copy of K,,, it 
would have to correspond to such an arc configuration in which case vertex y could 
not have a private neighbor for any of the conditions (l)-(4). 0. 
Lemma 2.3. Let G be a circular arc graph and X satisfy any of(l), (2), (3) or (4), 
for every x E X. If Gx contains a cycle, then Gx = C, where k = /X 1 and the arcs 
&1x,x in any representation cover the entire circle (see Fig. 2). 
Proof. Let C be a smallest cycle in G,. If C is a triangle, then its corresponding 
arcs could not be represented as in Fig. 3 since the middle arc could not have a 
private neighbor for any of the conditions (l)-(4). Therefore, it must be represented 
as in Fig. 2 with k = 3. If C has more than three edges, then by the minimality of 
C, it is a chordless cycle and has the unique circular arc representation shown in Fig. 
2 for kz 3. Now suppose there existed another w E X-C. Since the arcs of C cover 
the circle, w would be adjacent to some member of C but could not have a private 
neighbor. Hence, G,= C. q 
Fig. 4. The circular arc representation of a union of disjoint chordless paths. 
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Lemmas 2.2 and 2.3 immediately imply the following: 
Lemma 2.4. If G is a circular arc graph and X satisfies any of(l), (2), (3) or (4) 
for every x E X, then either Gx is a chordless cycle of length kr 3 or Gx is the 
union of disjoint chordless paths. 
In the case of intervals on a line, Lemma 2.4 simplifies to the following: 
Corollary 2.5. If G is an interval graph and X satisfies any of(l), (2), (3) or (4) for 
every x E X, then Gx is the union of disjoint chordless paths. 
Proof. An interval graph cannot contain a chordless cycle of length k24. If Gx 
contained a triangle, it would have to be represented by intervals on a line as in Fig. 
3, which was disallowed. Hence, this corollary follows from Lemma 2.4. q 
3. Main results 
We are now ready to prove the main results concerning irredundant sets, oo- 
irredundant sets and co-irredundant sets in circular arc graphs. 
Theorem 3.1. If X is an irredundant set of a circular arc graph G, then there exists 
an independent set X’ of G such that IX’1 = IX 1. 
Proof. Let X= {xi, x2, . . . , xk} be an irredundant set of G which is not an indepen- 
dent set, and let x,! be a private neighbor of Xi. If k= 2, then (x1,x;} is an indepen- 
dent set. If Gx contains a cycle, then by Lemma 2.3, {xi,x& . . . ,xL} is an 
independent set (Fig. 2). The remaining case is that Gx is the union of several dis- 
joint chordless paths (Fig. 4). Let Xi, i,Xi,z, . . . , Xi,k, be the clockwise ordering of the 
vertices of the ith such path. Then 
is the desired independent set of G. q 
Fig. 5. Strong matching from an oo-irredundant cycle. 








-a.. 1 . . . . . 
Fig. 6. Strong matching from an oo-irredundant set of chordless paths. (This example is not maximal.) 
Boxes denote external private neighbors and dotted lines indicate possible adjacency. 
Corollary 3.2. For a circular arc graph, /3(G) =JR(G), where p is the stability 
number of G. 
We now prove the analogous result for open-open irredundancy. 
Theorem 3.3. If X is an oo-irredundant set of a circular arc graph G, then there 
exists a strong matching el, e2, .. . , em such that m = j_ JX ) 121. 
Corollary 3.4. For circular arc graphs, 
P*(G) = LOOIR(G)/21. 
Proof. Let X be an oo-irredundant set of a circular arc graph G, and let k = 1 X 1. 
The theorem is trivial for k= 1 and k=2. If Gx is the cycle C, with vertices cir- 
cularly ordered x1,x2,, . . . , xk, then it must be represented as in Fig. 2 with private 
neighbors disjoint from one another and external from X. We obtain a strong 
matching of size LX/21 by taking the subgraph induced by 
(see Fig. 5). If Gx is the union of disjoint paths, then it must be represented as in 
Fig. 4. Let the vertices of X be numbered clockwise x1,x2, .. . ,Xk according to the 
starting endpoints of their corresponding circular arcs. We will show that A4, as 
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defined in the case above, induces the desired strong matching in this case as well 
(see Fig. 6). The proof will be by induction on k. Let G’=G-N[x,] and let 
X’= X-{x,,x~}. Now X’ remains oo-irredundant in G’ since the private neigh- 
bors of x s, . . . , xk were not removed. Let e; be the edge XjXj’ where j = 2i- 1. By the 
induction assumption e2, e3, .. . , e, (m = Lk/21) is a strong matching of G’; in fact, 
G’ is not only a circular arc graph but is an interval graph since removing N[xi] 
breaks the circle into a line. It is now sufficient to show that e, =x,x{ can be added 
to make a strong matching of G. But this follows from the fact that xi and xi are 
not adjacent to x3, x4, x, or XL. 0 
Lastly, we prove the following theorem concerning co-irredundant sets of circular 
arc graphs, the proof of which is similar to that of Theorem 3.1. 
Theorem 3.5. If X is a co-irredundant set of a circular arc graph G, then there exists 
a l-dependent set X’ of G with IX’] = IX 1, i.e., Gxs is a disjoint union of K1’s and 
K,‘s. 
Proof. Let X be a co-irredundant set of G. By Lemma 2.4 it follows that Gx is 
either a chordless cycle Gk, kr 3 or G, is the union of disjoint chordless paths. If 
G, iS a Cycle ck = {X1,x2, . . . , Xk} then the set X’= {X’I,X& . . . ,xL} Of priVatC neigh- 
, 
















xh5;* . . . 
, x,p . . 
Fig. 7. A set of vertices, denoted by X’, which induces disjoint K,‘s and Kz’s and which was formed 
from a co-irredundant set of chordless paths. Boxes denote external private neighbors and dotted lines 
indicate possible adjacency. 
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bors of X are all distinct, mutually nonadjacent and outside of X, as in Fig. 2. Thus 
X’ is the desired set. 
Suppose G, is the disjoint union of chordless paths P,, P2, . . . , Pk, arranged clock- 
wise. If Pj= {Xj,I,Xj,2,..., Xj,,} is such a path on n>4 vertices arranged clockwise, 
then each Xj,i other than Xi,2 and Xj,,_i must have private neighbors x;,~ outside of 
X (Fig. 7). Moreover, no two private neighbors Xj,i and xj,,, i# 1, Ifn can be adja- 
cent. The set Sj = { Xj, 1, xj', 1, xj', 3, . . . , Xjl,n_2,Xj,n_l,Xj,,} is a disjoint union of K,‘s and 
K2’s. If any 4 is of length 4, then Si= (x ,, 1, xi, ,, Xi, 3, Xi,4} is the required set for P;. 
If Pi has three vertices, then Si= {~;,~,X~,2,Xi,3} serves the purpose. Note that none 
of the last vertices of any Si is adjacent to the first vertex of Si+l. Thus, 
X’= ir Si 
i=l 
is the desired set and 1x1 = IX’I. 0 
As pointed out before, for any graph G, @“(G)<COIR(G) and thus we have 
the following result. 
Corollary 3.6. For a circular arc graph G, 
COIR(G) =/3”](G). 
4. Algorithmic aspects 
As pointed out in Section 1, Corollary 3.2 allows us to calculate IR(G) for circular 
arc graphs very efficiently by using the stability algorithms in [14]. 
We conclude by discussing how to find strong matchings in circular arc graphs. 
Let G = (V, E) by an undirected graph. The graph G* = (E, E *) has vertices corre- 
sponding to the edges of G with e=xlx2 and e/=x3x4, adjacent in G* if and only 
if they are not a strong matching, i.e., 
Clearly, /3(G*) =/3*(G) for any graph. The following relates G and G* in the context 
of arbitrary intersection graphs. 
Lemma 4.1. Let G be the intersection graph of {S,}, E v and define T, = S, U S, for 
each e=xyE E. Then G* is the intersection graph of {Te}eeE. 
Proof. Let e = xy and e’= x’y’ be members of E. Since 
T, fl T,, = (S, U S,) fI (S,, U S,,,) 
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we have 
TJJ T,,=0 # SJLS,~=0, S,fY$=0, yL!$=0, s,n$=0 
H X, y, x’, y’ are distinct and induce the strong matching 
2K,. 0 
Lemma 4.1 is useful and interesting when the sets Sj and T have some underlying 
structure and relationship. For example, the union of two intersecting intervals 
(respectively, circular arcs, subtrees of a tree) is an interval (respectively, circular 
arc, subtree of a tree) which implies the following. 
Theorem 4.2. (i) 1f G is an interval graph, then G* is an interval graph. 
(ii) If G is a circular arc graph, then G* is a circular arc graph. 
(iii) If G is a chordal graph, then G* is a chordal graph. 
Using Lemma 4.1 and Theorem 4.2, one can find P*(G) of a circular arc graph 
by constructing G* and applying the stability algorithms of [14] to obtain P(G*). 
The total computational complexity of this method will be 0( IEI), given a represen- 
tation of circular arcs for G, calculated as follows. 
For each edge e = xy E E of G, the pair of intersecting arcs A, and A, gives us the 
new arc T, = A, U A,. So the entire circular arc representation of G* can be obtain- 
ed in 0( 1 E j) time from an associated data structure, say a doubly linked circular 
list of endpoints as in [ 141. The complexity of finding a maximum stable set is linear 
in the number of circular arcs, given the representation (i.e., IEl for G*), so the 
overall complexity is 0( IE I). 
5. Conclusion 
We have shown that the various types of irredundancy are closely related to some 
types of independence in graphs. Summarizing the inequalities, we have for any 
graph G, 
(a) P(G) 5 IR(G), 
(b) /3”‘(G) I OOIR(G) 
(c) @‘](G)< COIR(G): 
where 2p*= p(l) is the number of vertices in a strong matching set with p* edges. 
Equality holds in (a) for chordal graphs, bipartite graphs, and circular arc graphs 
(hence for interval graphs). We have shown equality in (b) for bipartite graphs 
P(‘)(G) = OOIR(G) and for circular arc graphs j?(‘)(G) = OOIR(G)- 1 or P(‘)(G) = 
OOIR(G). Finally, equality in (c) is shown for circular arc graphs and for bipartite 
graphs. 
For the oc-irredundant sets, it is easily verified that for any graph G, 
(d) P*(G)IOCIR(G)IP,(G), 
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where P,(G) is the matching number. The first inequality of (d) is strict for P4, the 
chordless path on four vertices, and the second inequality of (d) is strict for the 
chordless cycle C, and for the complete bipartite graph K3, 3. However, we can pro- 
ve that OCIR(T)=P,(T) for a tree T. 
References 
[l] A.A. Bertossi and A. Gori, Total domination and irredundance in weighted interval graphs, SIAM 
J. Discrete Math. 1 (1988) 317-327. 
[2] B. Bollobas and E.J. Cockayne, Graph theoretic parameters concerning domination, independence 
and irredundance, J. Graph Theory 3 (1979) 241-249. 
[3] B. Bollobas and E.J. Cockayne, On the irredundance number and maximum degree of a graph, 
Discrete Math. 49 (1984) 197-199. 
[4] E.J. Cockayne, 0. Favoron, C. Payan and A. Thomason, Contributions to the theory of domina- 
tion, independence and irredundance in graphs, Discrete Math. 33 (1981) 249-258. 
[5] E.J. Cockayne and S.T. Hedetniemi, Independence graphs, in: Proceedings of 5th Southeastern 
Conference on Combinatorics, Graph Theory and Computing, Utilitas Math. (1974) 471-491. 
[6] E.J. Cockayne, S.T. Hedetniemi and D.J. Miller, Properties of hereditary hypergraphs and middle 
graphs, Canad. Math. Bull. 21 (1978) 461-468. 
[7] A.M. Farley and A. Proskurowski, Computing the maximum order of an open irredundant set in 
a tree, Congr. Numer. 41 (1984) 219-228. 
[8] A.M. Farley and N. Shacham, Senders in broadcast networks: open-irredundancy in graphs, Congr. 
Numer. 38 (1983) 47-57. 
[9] 0. Favaron, Stability, domination and irredundance in a graph, J. Graph Theory 10 (1986) 
429-438. 
[lo] 0. Favaron, On the open irredundance in a graph, Congr. Numer. 66 (1988) 316-318. 
[l I] J.F. Fink and M.S. Jacobson, n-domination, in: Graphs, Graph Theory with Applications to Algo- 
rithms and Computer Science (Kalamazoo, MI, 1984) (Wiley, New York, 1985) 283-300. 
[12] G. Fricke, S.M. Hedetniemi and R. Laskar, Open-irredundance in trees, Manuscript (1989). 
[13] M.C. Golumbic, Algorithmic Graph Theory and Perfect Graphs (Academic Press, New York, 
1980). 
[14] M.C. Golumbic and P.L. Hammer, Stability in circular arc graphs, J. Algorithms 9 (1988) 314-320. 
[15] S.M. Hedetniemi, private communication, 1989. 
[16] S.T. Hedetniemi, R.C. Laskar and J. Pfaff, Irredundance in graphs: a survey, in: Proceedings 16th 
Southeastern Conference on Combinatorics, Graph Theory and Computing, Congr. Numer. 48 
(1985) 183-193. 
[17] M.S. Jacobson and K. Peters, Chordal graphs and upper irredundance, upper domination and in- 
dependence, Discrete Math., to appear. 
[18] D. Konig, Graphen und Matrizen, Math. Fig. Lopok. 38 (1931) 116-119. 
