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Abstract
Time delays are known to play a crucial role in generating biological oscillations. The early
embryonic cell cycle in the frog Xenopus laevis is one such example. Although various
mathematical models of this oscillating system exist, it is not clear how to best model the
required time delay. Here, we study a simple cell cycle model that produces oscillations due
to the presence of an ultrasensitive, time-delayed negative feedback loop. We implement
the time delay in three qualitatively different ways, using a fixed time delay, a distribution of
time delays, and a delay that is state-dependent. We analyze the dynamics in all cases, and
we use experimental observations to interpret our results and put constraints on unknown
parameters. In doing so, we find that different implementations of the time delay can have a
large impact on the resulting oscillations.
Introduction
The cell cycle is one of the most fundamental processes in living organisms. In order to survive
and grow, a cell needs to proceed in a well-controlled fashion through DNA replication, mito-
sis and growth. The cell cycle is tightly regulated, since a failure in this machinery can lead to
diseases such as cancer. The early embryonic cell cycle of the frog Xenopus laevis has been used
as a model system to understand the biochemical network that underlies the cycling behavior.
This embryonic cell cycle can be seen as an autonomous biochemical oscillator. After the first
cycle, which takes about 80 minutes, cycles 2–12 are regular and fast [1]. Each cycle then only
takes about 25 minutes each (Fig 1A), where the cells switch between S phase and M phase,
without any gap phases or checkpoints in between. These regular oscillations even persist with
exactly the same period when parthenogenetically activated (Fig 1B). In this case no actual cell
divisions occur, but the biochemical oscillations continue as can be seen by so-called surface
contraction waves (SCWs) appearing with the same periodicity (Fig 1B). Such SCWs are
changes in the pigmentation of the egg cortex that occur before each cell divides [2], and it is
believed that these SCWs are associated to waves traveling through the egg, thus triggering the
cell to divide [3, 4]. The fact that these early embryonic oscillations are so regular, and occur in
the absence of checkpoints and fertilization, makes this cell cycle more amenable to detailed
study, both in the lab and using mathematical models. This idea is further strengthened by the
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Fig 1. The underlying network of interacting proteins generates periodic cell cycle oscillations in the Xenopus embryo. A and B) Timing of surface
contraction waves for fertilized (A) and parthenogenetically activated (B) Xenopus eggs, and cell division timing for fertilized eggs. Surface contraction
waves are indicated by green triangles, cell division timings by red squares. Time is expressed relative to the timing of the first surface contraction wave.
A) Top: images of a fertilized egg in the one cell (a), two cell (b), four cell (c), eight cell (d) and sixteen cell stage (e). Middle: kymograph of this fertilized
egg: the intensity along the dotted line in (a) is plotted as a function of time. Bottom: timings of the cell divisions and surface contraction waves for ten
fertilized eggs. Full lines indicate the average timing of these events. B) Top: images of a parthenogenetically activated egg. Middle: kymograph of this
egg. Bottom: timing of the surface contraction waves for six parthenogenetically activated eggs. C) Images of nuclear envelope breakdown and
reformation in a cycling extract prepared from Xenopus eggs, supplemented with demembranated sperm nuclei and GFP-NLS. The extract was
visualized in a Teflon tubing with an inner diameter of 300 μm and a length of approximately 10 mm, submerged in mineral oil. Time is expressed
relative to the point when the extract was warmed to 24 ˚C. D) Schematic view of some of the proteins that regulate the cell cycle. Cdk1-cyclin B is the
main kinase that phosphorylates substrates in mitosis. Kinases are red, phosphatates are indicated in green. Full lines indicate phosphorylation, dashed
lines indicate dephosphorylation. The symbol!means activation and ameans inhibition. E) Simplified model: only the core oscillator is retained, the
interactions are summarized by including high ultrasensitivity and a time delay in the response of APC/C.
https://doi.org/10.1371/journal.pone.0194769.g001
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fact that one can even pool thousands of frog eggs into one cytoplasmic cycling egg extract [5],
and even then the biochemical oscillations can persist in vitro, as shown in Fig 1C by the fluo-
rescent nuclei that periodically appear (S phase) and disappear (M phase). In this case, how-
ever, the period of the oscillations is different, and it remains unclear why.
The possibility to make frog egg cell extracts and reconstitute transitions between M phase
and S phase in vitro has allowed researchers to dissect the underlying network of interacting
proteins that lies at the heart of cell cycle oscillations (Fig 1D). The main mitotic regulator has
been identified as Cdk1 (cyclin-dependent kinase 1), which binds to cyclin B, a protein that is
produced at a constant rate. When the Cdk1-cyclin B complex is in its active phosphorylation
state, it goes on to phosphorylate many mitotic substrates that trigger mitosis. In order to exit
M phase, Cdk1 activates an E3 ubiquitin ligase called APC/C (anaphase-promoting complex /
cyclosome), which tags cyclin B for degradation by the proteasome [6]. As such, the Cdk1-cy-
clin B complex disassembles. Of course, upon mitotic exit, all of the substrates then need to get
dephosphorylated by a number of counteracting phosphatases, which are highly regulated as
well [7, 8].
Fig 1D shows this basic biochemical scheme and highlights that various interactions exist
between Cdk1 substrates and Cdk1 itself. For example, Cdk1 activates the phosphatase Cdc25,
while Cdc25 in turn also activates Cdk1, constituting a positive feedback loop [9]. Cdk1 also
inhibits Wee1, a kinase that itself inhibits Cdk1 activity [10, 11]. Such a double-negative feed-
back loop is known to generate bistability, and indeed this circuit has been found to introduce
bistability in the activation of Cdk1 by increasing cyclin B levels [12, 13]. Similar feedback
loops might also operate on the level of the main mitotic phosphatases PP1 and PP2A, as moti-
vated by recent results [14–16]. Moreover, experiments have also revealed that the (de)activa-
tion of proteins in the cell cycle circuit often occurs in a highly nonlinear fashion, with the
response of Wee1, Cdc25 and APC/C to Cdk1 activity all found to be very steep [17–20]. This
sigmoidal, switch-like response is called ultrasensitivity. Finally, the activation of APC/C was
measured to occur with a time delay [19].
Not all known protein interactions are indicated in Fig 1D, and it is very likely that the pic-
ture is even more complex than currently believed. Including all known interactions into a
detailed mathematical model for the embryonic cell cycle, therefore, quickly leads to a very
large set of equations with a correspondingly large set of parameters. Although many of those
parameters have been measured directly, or fitted from experimental data [16–21], large
uncertainties still exist. Measurements can depend on the experimental conditions and fitting
parameters in large models is a nontrivial task. Different parameter sets can lead to similar
model behavior, making it hard to accurately infer parameter values from data [22]. In order
to reduce this complexity, we focus on the fast cell cycles 2–12, where Tsai et al. [20] have
experimentally demonstrated that the ratio of Cdc25/Wee1 is increased such that Wee1 is no
longer able to generate a bistable response of Cdk1 activity vs. cyclin B. Instead, all Cdk1-cyclin
B complexes are all quickly converted into their active state by the strong activity of Cdc25.
As a result, we can simplify the system by assuming cyclin B levels equal those of active
Cdk1-cyclin B, and omit the feedback loops involving Cdc25 and Wee1. What we are left with
is a time-delayed negative feedback loop (Fig 1E), a motif known to cause oscillations [23, 24].
Cdk1-cyclin B activates APC/C in an ultrasensitive [19, 20] and time-delayed [19, 25] way,
after which APC/C inactivates Cdk1-cyclin B. We assume that any additional feedback loops
act to alter either the time delay and/or ultrasensitivity in the response of APC/C to Cdk1
activity.
Although the importance of this time delay has been acknowledged from the beginning
[26], the way it is implemented varies from model to model. A time delay can be included in a
model by adding extra intermediate variables. Novak and Tyson [27] and Marlovits et al. [21]
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included an artificial intermediary enzyme in their model to account for the time delay.
Pomerening et al. [28] and Tsai et al. [20] do the same but identified this protein as Polo-like
kinase 1. One of the models analyzed by Yang and Ferrell [19] introduces not one, but a chain
of intermediary variables, which could correspond to different phosphorylation states of APC/
C. Multisite phosphorylation is one of the mechanisms that could induce both a time delay
and an ultrasensitive response [29, 30]. Another way of including the time delay is by doing so
explicitly, which means going from ordinary differential equation (ODE) models to delay dif-
ferential equation (DDE) models. Although this complicates the mathematics a bit, these mod-
els include the time delay in a conceptually clear way. Srividhya and Gopinathan [31] study a
DDE model of seven variables for the general eukaryotic cell cycle, mentioning that the time
delay is used as a substitute for a cascade of phosphorylation steps, an approach for which they
provide some justification in another paper [32]. An explicit delay was also used by Yang and
Ferrell [19] next to their model with intermediates. Although a value for the time delay based
on experiment was used, the period of the oscillations in the different models did not seem to
correspond with the experimental results.
In this work, we aim to shed light on how ultrasensitivity and time delay influence cell cycle
oscillations in a simple negative feedback model (Fig 1E). We describe various different ways
of including the time delay and analyze the dynamics of the model in each case. Although the
model is deceptively simple, we believe it captures the essence of the cell cycle oscillator and
we demonstrate that implementing the time delay differently can have a large impact on the
resulting oscillations. Initially, we assume the delay is one well-defined time, such that a DDE
with a fixed delay time can be used. Next, we extend the analysis to DDE models with distrib-
uted delays. Finally, we allow the time delay to be different for APC/C activation and deactiva-
tion, introducing a so-called state-dependent time delay. Besides a thorough analysis of the
delay models, we provide general messages that can be useful to modelers who want to include
a time delay in their models, and we discuss how model parameters can be extracted from the
available experimental data. This model is one of the simplest cell cycle models we know of
and has not been studied in this form. It is the first cell cycle model in which different delay
implementations are explicitly compared to each other, and the first time a state-dependent
delay is used to model different activation and inactivation times of APC/C. We explore the
effect of time delay in such a simple model because it allows to extract useful, unambiguous
messages. Later, more complicated models could be used to see how predictions from this sim-
ple model hold up.
Results
Ultrasensitivity and time delay are both required for oscillations
The basic model illustrated in Fig 1E is phenomenological and it includes the two main obser-
vations from the recent paper by Yang and Ferrell [19]: the response of APC/C to Cdk1 activity
is ultrasensitive (Fig 2A) and the activation is time delayed (Fig 2B). We assume that cyclin
production is constant with rate ks and that cyclin B binds immediately to Cdk1 to produce an
active Cdk1-cyclin B complex. The degradation of cyclin B by APC/C is modeled using mass
action, with rate bdeg. This degradation immediately deactivates the Cdk1-cyclin B complex.
The activity of APC/C is explicitly given as a time-delayed ultrasensitive function of Cdk1. We
choose a Hill function with exponent m and threshold value K to model this ultrasensitivity.
Yang and Ferrell [19] fitted an exponent of about 17, which corresponds to a very sharp
response, and they measured a time delay of about 15 minutes. This results in the following
Delay models for the early embryonic cell cycle oscillator
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DDE model:
d½Cdk1
dt
¼ ks   bdeg½Cdk1
½Cdk1mðt   tÞ
Km þ ½Cdk1mðt   tÞ
; ð1Þ
where the final term denotes the activity of APC/C. A list of parameter values and biologically
realistic ranges can be found in Table 1. All values are based on the papers by Tsai et al. [20]
and Yang and Ferrell [19]. The range for studied time delays is larger than strictly biologically
plausible.
Fig 2. Oscillations exist when the response is steep and the time delay is long enough. A) Steady state response of APC/C to Cdk1 activity. Higher m
corresponds to a steeper response. B) When Cdk1 is suddenly activated, APC/C follows after a fixed time in the model with one discrete delay. C) Phase
diagram for parameters c ¼ ksbdegK and τ, for different values of m. Increasing m corresponds to an larger region of oscillations. D) Fixed point location.
The dots show the APC/C activity in steady state, for different c. The fixed point can be found as the intersection of the APC/C response curve and the
dashed lines, which are derived by putting the right hand side of Eq (1) to zero. E) Phase diagram for parameters m and τ, with period in color. The
points correspond to parameter values used for the timeseries in G and H. F) Phase diagram for parameters ks/K and bdeg with period in color. G)
Time series (sinusoidal) for m and τ denoted by point G. H) Time series (relaxation-like) for m and τ denoted by point H. Other parameters for G and
H: ks = 1.28 nM/min, bdeg = 0.1 min−1. I) The two timeseries from G and H plotted in a plane. Note that APC/C is not an independent variable, but is a
time-delayed function of Cdk1. The dashed line denotes the steady-state reponse of APC/C to Cdk1. The oscillations occur around the threshold value.
https://doi.org/10.1371/journal.pone.0194769.g002
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Our equation is an example of a time-delayed negative feedback loop, which bears resem-
blance to other oscillating systems in biology. One of these systems is the Goodwin oscillator,
which can be considered as a prototype of a nonlinear delayed feedback oscillator [33]. Good-
win’s oscillator was originally used to model the repression of a gene by its own protein prod-
uct and has been used to model the circadian clock [34, 35] and somitogenesis [36]. In the
original model the time delay was implemented by adding two intermediate variables, but
models with an arbitrary number of variables [37] and variants with an explicit time delay [38]
have been studied too. The nonlinearity in the Goodwin model is represented by a Hill func-
tion with a high value of the exponent, which is similar to the case in our model. This high
value has been criticized as being unrealistic, although some mechanistic explanations have
been put forward [39]. Some of the results of our model correspond to features also found in
the Goodwin model, and will likely apply to biological oscillators in general.
Analyzing the stability of this simple cell cycle model 1 shows that it relaxes to a unique
steady state, unless the delay time is large enough (details of the analysis can be found in S1
Text). This behavior is typical in time-delayed negative feedback loops [23]: long time delays
facilitate oscillations. The critical time delay τc at which the system starts oscillating depends
on the other parameters. There is a clear tradeoff between the required ultrasensitivity and
delay time: very steep responses need only little delay to produce oscillations (Fig 2C and 2E),
whereas for m too low the system never oscillates. For m = 1, a hyperbolic response, it can be
shown mathematically that the system always ends up in the steady state. This has been
observed in other systems as well, such as the Goodwin oscillator [40].
The ratio between the normalized cyclin accumulation rate ks/K and its degradation rate
bdeg is a dimensionless parameter which we will call c:
c ¼
ks
bdegK
: ð2Þ
This value influences the behavior of the system significantly (Fig 2C). When c is too low or
too high, oscillations only occur for very large delay times. An intermediate value of c 1/2 is
most favorable for oscillations. This corresponds to bdeg 2ks/K, or a degradation rate which
is approximately twice the accumulation rate, normalized with respect to the threshold con-
centration. Note that the value of c also determines the steady state of the system. Recall that
for smaller time delays, the system ends up in this steady state, but for higher time delays this
state becomes unstable and the system starts oscillating around the steady state (S1 Fig). Low c
entails a steady state with low APC/C activity (Fig 2D). The results from the phase diagram in
Fig 2C can then be interpreted as follows: when the steady state is very low or very high, a lon-
ger time delay is needed to destabilize it and for oscillations to occur.
The period of the oscillations does not depend on all parameters. The delay time is very
important, but the value of m, which determines the steepness of the response, has little influ-
ence on the period of the oscillation (Fig 2E). Accumulation and degradation rates are also
Table 1. Parameter meaning and values for the model in Eq (1).
Parameter Meaning Typical Value/Range
ks Cyclin production rate 1-1.5 nM/min
bdeg Cyclin degradation rate 0.04-0.4 min−1
K Threshold for APC/C activation 32 nM
m Hill exponent >15
τ Delay time 15 min (5–40 min (?))
https://doi.org/10.1371/journal.pone.0194769.t001
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important (Fig 2F): higher degradation rates generally lead to longer periods, whereas there is
an intermediate accumulation rate for which the period is largest. Shape and amplitude of the
oscillations depend on how close to the phase boundary the parameters lie: close to the bound-
ary, oscillations are small in amplitude and sinusoidal (Fig 2G). Farther away, they obtain a
sawtooth-like character (Fig 2H). The detailed dependence of amplitude on the parameters
can be found in S2 and S3 Figs.
For high ultrasensitivity, the oscillation period can be found analytically
As mentioned before, the response of APC/C to active Cdk1 has been experimentally found to
be very steep (m 17 in [19]). Moreover, we noticed that the oscillation period depends little
on the value of m (Fig 2E). This motivated us to study the limit for m!1, which greatly sim-
plifies the equation and allows for some analytical results. In this limiting case, the response of
APC/C is no longer smooth but can only take on two values:
½APC=C ¼
0 if ½Cdk1ðt   tÞ < K
1 if ½Cdk1ðt   tÞ > K:
(
The equation can now be solved by hand (as in the book by Erneux [41], pp. 57-59), and it
is possible to obtain explicit formulae for amplitude and period (see S1 Text). The period is
given by the following expression:
P ¼ tþ
1
bdeg
ln 1þ
c
1   c
bdegt
 
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Degradation time
þ tþ
1
bdeg
1   c
c
ð1   e  bdegtÞ
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Accumulation time
; ð3Þ
where we have split the total period into the accumulation and degradation times, which are
roughly the time of S phase and M phase. In both terms, the delay time τ appears explicitly.
The period is dominated by a term 2τ, especially for delay times much larger than 1/bdeg. The
influence of the other terms depends on c: a very small c means accumulation is slow, which
entails a longer S phase. Higher values of c (close to 1) correspond to longer M phase, which
happens when the degradation rate is lower (Fig 3B and 3C).
After the first cycle, M phase and S phase duration are almost equal (Fig 2 in [20]). In our
model this would correspond with a value of c of about 0.5 (Fig 3D and S4 Fig). Notably, this
value of c is also the one for which oscillations are most likely to occur (Fig 2C). In the (c, bdegτ)
phase diagram, the lowest point of the curve lies at c 1/2.
In embryos, the period is measured to be around 25 minutes (Fig 1A). Using this informa-
tion, we can get an idea of realistic parameter ranges. Since ks is relatively well constrained
(1–1.5 nM/min) but bdeg and τ are more uncertain, we check what values of bdeg correspond
with a period around 25 min (Fig 3E). The valid range for bdeg and τ depends only little on m.
These pictures show that in any case τ is smaller than about 8 minutes and that a higher τ cor-
responds with lower bdeg. A way to approximate bdeg is to assume that c = 1/2, since this is the
value for which oscillations occur most easily and for which M and S phase have equal dura-
tion. Using the formula for c and substituting c = 1/2, K = 32 nM and ks = 1.25 nM/min gives
bdeg 0.08 min−1.
This simple model already illustrates some of the salient features of a time-delayed negative
feedback system. Oscillations need a significant time delay and ultrasensitivity. The higher the
ultrasensitivity, the less time delay is needed for the system to oscillate. The stability also
depends on the ratio between accumulation and degradation rates. The period is largely inde-
pendent of the exact value of m, which makes the formula we obtained analytically in the
Delay models for the early embryonic cell cycle oscillator
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limiting case relevant. A main drawback of this model is that it uses one single delay value. In
other words, the activity of APC/C depends on how active Cdk1 was exactly τ minutes ago. To
relax this assumption, we now discuss how a more distributed delay affects the system
dynamics.
Systems with distributed time delays are less likely to oscillate
A more realistic model is one which incorporates a delay distribution. An assumption in the
previous model was that all APC/C molecules get activated at exactly the same time after Cdk1
molecules are activated. The molecular reactions that occur between these activations are
highly stochastic, such that some APC/C molecules might be activated a bit earlier and some a
bit later. To model this, we switch from a discrete delay time to a distributed delay. Although
in principle any distribution can be used, we restrict ourselves here to the Gamma distribution.
The Gamma distribution possesses some nice mathematical properties and is a reasonably
accurate approximation of many delays occuring in nature [42]. It is characterized by two
parameters, N and a, which influence the average and the width of the distribution (Fig 4A). In
what follows, we choose the parameters a and N such that the average delay time is fixed. If we
fix the average and let N increase, the distribution becomes more peaked (Fig 4B), and in the
limit for N!1 the distribution reduces to one single value as studied in the previous
sections.
Fig 3. An approximation for high ultrasensitivity allows to study the period of the oscillations analytically. A) Time series for increasing values of
m and for m =1. B) Duration of S phase and M phase for a low value of c as function of delay time. Other parameters: ks = 0.64 nM/min, bdeg = 0.1
min−1 C) Duration of S phase and M phase for a high value of c as function of delay time. Other parameters: ks = 2.28 nM/min, bdeg = 0.05 min−1 D)
Duration of S phase and M phase as function of c. Equality of S and M phase duration is achieved roughly around c = 1/2. E) Period as function of bdeg
and τ for ks = 1.25 nM/min with realistic region indicated in white. The m dependence lies mostly in the existence of oscillations (the phase boundary,
in black), but not in the period.
https://doi.org/10.1371/journal.pone.0194769.g003
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Additional motivation for the use of Gamma distributions comes from a stochastic model
for a chain of chemical reactions, in which a chemical species can be transformed into the next
with a rate a (Fig 4F). In stochastic simulations of this system, the waiting time for one step is
exponentially distributed with parameter a. The waiting time to go from the first to the last
species then follows a Gamma distribution with parameters a, N. This observation can be gen-
eralized to more complicated reaction chains and has been used to speed up stochastic simula-
tion of chemical reactions [43, 44]. The stochastic interpretion is merely a motivation for the
Fig 4. A distributed delay makes it less likely for the system to oscillate. A) Gamma distribution. The parameters N and a influence both width and
position of the peak. B) When the average is fixed and N increases, the Gamma distribution becomes more peaked and converges to a Dirac delta
distribution, in which the delay is a fixed value τavg. C) Response of APC/C to a jump in Cdk1 activity for distributed delay. Compared with a model in
which the delay is fixed, the response is much smoother. D) Phase diagram for low c. The region on the upper right is the region in which oscillations
exist. E) Phase diagram for high c. The region on the upper right is the region in which oscillations exist. F) A linear chain of N reactions gives rise to a
Gamma distribution. The number of steps and the rate of each step determine the average time delay. G) The model used by Yang and Ferrell [19] to
model APC/C activation. Active Cdk1 catalyzes all steps in the cascade. The last step is made cooperative (parameter γ), in order to obtain an
ultrasensitive response. H) When fitting a gamma distribution to the response of APC/C in the paper by Yang and Ferrell [19], we obtain an average
delay of about 40 minutes. I) Using the model from Panel G but starting from a partially activated state, the resulting delay is much shorter.
https://doi.org/10.1371/journal.pone.0194769.g004
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use of this distribution, since we will keep all our models deterministic in this work. This moti-
vation for the Gamma distribution has a clear analogue in the deterministic case, however. It
can be shown (for example pp. 166-167 in [45] or pp. 123-126 in [42]) that a distributed delay
equation with a Gamma distribution is equivalent to a system of ODEs, in which a chain of
intermediate variables generates the time delay. The parameter N corresponds to the number
of intermediate variables used (see Materials and methods). We fix an average delay time τavg
while varying N in such a chain by choosing a = N/τavg. These additional variables, or equiva-
lently a distributed delay, lead to a smooth response of APC/C to a sudden change in Cdk1
activity (Fig 4C), as opposed to the discrete time delay in the previous sections. If the number
of steps N becomes larger, and at the same time each step becomes faster, this system of equa-
tions will approximate a discrete delay system. This can be generalized to other linear systems
[46] as there is always a distribution such that a linear system is equivalent to a distributed
delay system. In a real biological system with intermediate species, the interactions will be
likely nonlinear, following enzymatic kinetics, for example. In this case there is no formal
equivalence with a distributed delay.
Using this distributed delay model, we again first checked the stability of the steady state
and the region of existence of oscillations. Our analysis shows that the width of the distribution
has a large influence on the regions of stability (Fig 4D and 4E). When N is small (a wide distri-
bution), the steady state remains stable for a much larger range of parameter values than in the
case of the discrete DDE. As N increases, the stability boundary eventually converges to the
boundary for the discrete DDE case, as expected. For smaller N, there is a big difference
depending on the ratio between accumulation and degradation rates (the parameter c). For
higher c, oscillations only occur for very large values of m. The curve for N = 2 also clearly
bends to the right, indicating that when the time delay increases, the steady state first loses sta-
bility and oscillations appear, but when the delay increases further the steady state regains sta-
bility. This behavior never occurs in the DDE model with a discrete delay. Note that for N = 1
(in which case the Gamma distribution is equal to an exponential distribution), oscillations are
never possible. A distributed delay thus stabilizes the steady state and therefore suppresses
oscillations. In the phase diagrams the curve for the DDE model lies to the left of the distrib-
uted delay curves, which means the region of oscillations is greatest in the DDE case. This gen-
eral principle has also been observed in models of ecosystems [47], gene expression [48] and
neuron dynamics [49]. This point is crucial: when modelers decide to include a time delay in a
model, be it of a biological system or something else, the first choice is usually to use a discrete
delay. Such a choice, however, biases the results towards instability and oscillations. A more
realistic and conservative approach is to use a delay distribution such as the Gamma distribu-
tion. Although the width of the distribution clearly influences the stability and occurrence of
oscillations, it has only a limited influence on the period (S5 Fig), which is mainly determined
by the average time delay. The width does, however, influence the amplitude (S6 Fig).
We then set out to compare our model predictions to experimental measurements in the
Xenopus embryonic cell cycle. Fig 4H shows the rate of securin degradation (a substrate of
APC/C) in time in response to an initial increase in Cdk1 activity, as measured by Yang
and Ferrell [19]. We fitted a Gamma distribution to these data and obtained values of N 4,
a 0.1, which corresponds to an average delay of about 40 minutes, much more than what the
delay would be if it was measured at the start of increasing APC/C activity (Fig 4H). This high
value of τavg is not realistic to use in the delay model, especially given the fact that the period is
only about 25 minutes. It is possible that this high measured value is due to the nature of the
experiment, where the value of Cdk1 is switched from very low to very high, and APC/C starts
completely from an inactive state. In the actual oscillating system, however, Cdk1 and APC/C
fluctuate between states of low and high activity, but they do not necessarily “start from zero”.
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This is also illustrated by the analyzed time courses of cyclin B and Cdk1 activity in Fig 2 of
[20], where cyclin B levels (and correspondingly, Cdk1 activity) oscillate between approx.
20nM and 40nM.
To illustrate that the nature of the experiment can alter the measured time delay, in Fig 4I,
we show two simulations based on a cascade model which was also used by Yang and Ferrell
[19]. This model describes APC/C activation as the result of a series of phosphorylation steps
(Fig 4G), each of which is catalyzed by Cdk1-cyclin B (for model equations, see S1 Text).
Although this model is not exactly equivalent to a distributed delay model, the response of
APC/C to a sudden activation of Cdk1 is very similar. In addition, this model generates ultra-
sensitivity. If we suppose that the securin degradation rate data is generated by a jump in Cdk1
activity from 0 to 40 nM, we get a reasonable fit if we use N = 10 steps and k = 0.00675 min−1,
corresponding to an average delay of τIA 40 min. Next, we run the same model, but now we
start from a value of 20 nM instead of zero, which likely reflects more closely the actual system
dynamics. This results in a much smaller measured delay value of τPA 20 min (Fig 4I), due
to the fact that the intermediate states of APC/C are partially activated at the start. This obser-
vation illustrates that the delay obtained in an experiment is not necessarily the same as the
delay time that needs to be used in a model. Additionally, it highlights the importance of how
time delays are defined.
A state-dependent delay models different activation and inactivation delays
Fig 4I showed that a time delay can strongly depend on the current state of the system, i.e. the
current activity of Cdk1 and APC/C. As during the actual cell cycle both Cdk1 and APC/C
activities are continuously changing, it suggests that the effective time delay also changes
accordingly. However, in the discrete and distributed delay models, APC/C always depends on
Cdk1 in the same way. Another way to improve the relevance of a cell cycle model is, therefore,
to include a state-dependent delay. Such delay could in principle change with each value of
Cdk1 and APC/C activity, but here we focus on one potentially very large change of the delay
time as the system oscillates. We ask ourselves what happens if the time delay τ1 in the activa-
tion of APC/C, measured by [19], is different from the time delay τ2 in inactivation, which
hasn’t been measured yet (Fig 5A). One example of how such an asymmetry could arise is the
following: imagine that APC/C is activated due to a series of phosphorylations by Cdk1-cyclin
B as in the model used by Yang and Ferrell [19] (Fig 4G). Assuming that only the fully phos-
phorylated APC/C is active, the time delay for activation will be long as all sites need to be
phosphorylated. However, inactivation can be quick when Cdk1 activity drops because only
one site needs to be dephosphorylated in order to inactivate APC/C.
To address this issue of asymmetric time delays, we extend our model with a time delay τ
that can depend on the state of the system. Systems with state-dependent delays are currently a
subject of intense research, both from a purely mathematical point of view as for applications.
State-dependent delays may arise naturally in a variety of systems, including drilling tools [50],
laser dynamics [51] or economics [52]. They can arise in structured population models, where
time to maturation depends on the population size. A lot of work in this context has been
done on models of erythropoiesis (eg. [53, 54]). Furthermore state-dependent delays have also
been used in models of disease spreading and predator-prey models [55]. From a mathematical
point of view, state-dependent delays pose significant challenges, and results on stability and
existence of solutions are fairly recent. For an overview of these issues, see [56].
We use a state-dependent delay to model the following phenomenon: when Cdk1 activity is
going up, APC/C is activated with a time delay τ1. When APC/C activity is high, and Cdk1
activity drops due to cyclin degradation, APC/C activity will go down, but it reacts with a
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potentially different time delay τ2. The model equations we use are
d½Cdk1
dt
¼ ks   bdeg½Cdk1½APC=C
d½APC=C
dt
¼ b
½Cdk1mðt   tÞ
Km þ ½Cdk1mðt   tÞ
  ½APC=C
 
tð½APC=CÞ ¼ t1 þ ðt2   t1Þ
½APC=Cp
0:5p þ ½APC=Cp
ð4Þ
We included APC/C activity as a separate variable for purely technical reasons, as it is
required to correctly implement the state-dependence. For large values of β and τ1 = τ2, this
model approximates our first model (see S1 Text). The second change is that τ is now a func-
tion of APC/C: the time delay is close to τ1 when APC/C activity is low and close to τ2 when it
is high. A Hill function is used to produce a smooth transition between these two regimes.
Fig 5B shows an example time series, in which τ switches between a high and low value.
We first consider what happens in the most extreme case, namely when either activation
(τ1) or inactivation (τ2) delay is zero. Imagine for instance that the inactivation time τ2 is zero,
what should the activation delay τ1 then be such that the system oscillates? In this case,
Fig 5. The importance of activation/inactivation delays depends on the accumulation and degradation rates. A) Response of APC/C to a sudden
activation and inactivation of Cdk1. Two different time delays can be modeled using state-dependent delay equations. The response is smooth because
APC/C is a separate variable, but still quite sharp if β is large. B) Time series for the model with state-dependent delay. The time delay switches rapidly
between τ1 = 10 and τ2 = 5. Other parameters: ks = 1 nM/min, bdeg = 0.1 min−1, m = 15, p = 5. C) Phase diagram when one of either τ1 or τ2 is zero. For
very low and high values of c the phase boundary coincides with the boundary for the fixed delay model. D) Period as function of τ1 and τ2 for a low
value of c. The indicated area denotes parameter values for which the period is between 20 and 30 minutes. The line denotes parameters where the M
phase and S phase are equally long. Other parameters: ks = 1.2 nM/min, bdeg = 0.125 min−1, m = 20, β = 5 min−1, p = 5. E) Same as D, but for a high
value of c. Other parameters: ks = 1 nM/min, bdeg = 0.0625 min−1, m = 20, β = 5 min−1, p = 5. F) Period as function of bdeg and τ1. The sum of τ1 and τ2 is
fixed at 15 minutes and ks = 1.25 nM/min, m = 20, β = 5 min−1, p = 5. The white area shows parameter values that give a realistic period, the line shows
which values give an equal length of M and S phase. The results suggest that bdeg lies in the region around 0.1 min−1.
https://doi.org/10.1371/journal.pone.0194769.g005
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oscillations are possible for low c but become impossible for high c (Fig 5C). When instead the
activation delay τ1 is zero, we have the inverse situation.
The value of c is, as we discussed, the ratio between accumulation and degradation rates. It
also determines the value of the steady state: if c is high, the steady state of the system will have
a higher APC/C activity (Fig 2F). We can deduce the following: if c is low, so steady state APC/
C activity is low, it is easier to get oscillations with τ2 = 0 than it is with τ1 = 0. So in this case,
the activation delay is important. If the steady state is high, τ2 is more important to go from a
stable steady state to oscillations. These observations correspond to our intuition about the sys-
tem and show that the state-dependent delay model is a meaningful extension. For low and
high values of c, the phase diagram in Fig 5C coincides with the DDE diagram. This can be
explained by noting that at the phase boundary, oscillation amplitude is small. If the oscillation
then happens around a low steady state, APC/C activity will always stay low and therefore the
time delay will stay around τ1. In this case the state-dependence is almost negligible and the
system behaves like the discrete delay model with τ = τ1.
The influence of τ1 and τ2 on period and duration of M and S phase also depends on c. For
smaller c, or stronger degradation, τ1 is most influential on period whereas for large c, or stron-
ger accumulation, τ2 is most important (Fig 5D and 5E and S7 and S8 Figs). In order to have a
period around 25 minutes and approximately equal S phase and M phase, it seems that τ1 and
τ2 should sum to about 15 minutes. We can make another assessment of how large bdeg should
be by fixing the sum of τ1 and τ2, fixing ks, and then plotting the period as function of bdeg and
τ1 (Fig 5F and S9 Fig). This shows that bdeg should be around 0.1 min−1 in order to have oscilla-
tions of the right period. This value is biologically realistic (Table 1).
The state-dependent model mainly shows that the relative importance of activation and
inactivation delay depends on the accumulation and degradation rates. Both of them contrib-
ute to the period of the oscillation. These observations will need to be taken into account when
doing experiments to measure the time delay: if, for example, the activation delay measured is
too high relative to the observed period, this could be compensated for by a lower inactivation
delay or vice versa. Our model can give some constraints on the parameters, but experimental
measurements will need to shed light on exactly in which parameter regime the cell cycle oscil-
lations occur.
Discussion
Our results show that a careful analysis of how to implement a time delay in a biological system
can give new insights into realistic parameter ranges and underlying processes. From the most
basic delay model, including one fixed value of the time delay, we conclude that a minimal
delay value and ultrasensitivity are both needed to obtain oscillations. It is, however, mainly
the delay time that dictates the period of the oscillations.
A more realistic model, with a distributed delay, shows that the discrete delay case is the
most extreme one. Wider distributions actually stabilize an equilibrium, such that oscillations
are harder to obtain. Whereas having a wider distribution strongly influences the stability of
the oscillations, the period mostly depends on the average delay and only little on the variance.
The distributed delay can be interpreted as resulting from a linear system with many steps.
Although such a linear system is unrealistic, it gives an idea of how a time delay may be gener-
ated. In biological systems, a time delay usually originates in a lot of -possibly unknown- inter-
mediate processes. A distributed delay is thus a natural choice in these cases, for using a
discrete delay may lead to wrong conclusions [57]. This should be contrasted with some physi-
cal systems where the time delay is due to a response or signaling time. Those cases are better
modeled by a discrete delay. A distributed delay can also be used to fit data and obtain an
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average delay out of it. Using this approach on data by Yang and Ferrell [19], we find a
much larger time delay than the one the authors used in their model. This large delay may be
due to the specific nature of the experiment, where the response is measured by changing
Cdk1 activity from zero to active, whereas in the real oscillating system the delay may be rather
associated to Cdk1 and APC/C getting activated from an intermediate level to an active state.
Our initial simulations indeed show that in such a situation the effective time delay could be
much shorter. An analysis of more biologically realistic models could shed light on such
differences.
These findings also suggest that it might be necessary to move towards a more dynamic def-
inition of a delay time, i.e. a delay that depends on the current activity of Cdk1 and APC/C. In
order to address such a possibility, we studied a model with state-dependent delay. Experi-
ments have only shown that there is a delay in the activation of APC/C. Using the state-depen-
dent delay, we mimic what happens when the inactivation occurs with another time delay. In
this model the relative importance of activation and inactivation times depends strongly on
the ratio between accumulation and degradation rates (c ¼ ksbdegK). This parameter dictates
whether the steady state of the system will have a low or high activity of APC/C. This in
turn determines which delay should be large in order to escape from the steady state and
obtain oscillations. We found that the oscillation period depends on both delays and the rate
ratio c.
The question of how to model time delays is related to the problem of detecting them in
time series. This is a nontrivial problem, both from an experimental and algorithmic point of
view. We have illustrated in our estimation of the time delay from the data from Yang and Fer-
rell [19] that measuring a response in the system without feedback may not be appropriate as a
measure for the time delay in the oscillating system. A more realistic estimate of the time delay
in the feedback loop could be obtained from time series data of the oscillating activities of
Cdk1-cyclin B and APC/C, but experimentally measuring these is complex. Different methods
and algorithms exist for detecting time delays and reconstructing interactions from time series.
There is a difference in methodology depending on whether the model is already known or
not. If the model equations are known, and only the parameters need to be determined, the
time delay can be fitted similarly as any other parameter. The literature on this subject is
vast, and the fitting of parameters and an accurate quantification of the uncertainty is not
obvious, especially when models become large [58–60]. The parameter fitting problem goes
hand in hand with the issue of model selection: if different models accurately fit the data,
which one is best? The problem can be even more difficult when the underlying equations
are not known, and the goal is to infer the interactions from time series. The detection of
time delays has received considerable interest, expecially in system exhibiting chaotic dynam-
ics [61–63]. Extracting time delays between different interacting variables from such time
series can be done in a variety of ways: both simple heuristics and sophisticated algorithms
exist [64]. This is an important topic to study in order to bring the delay models closer to
experiments.
Although we studied simple delay models of a particular biological system, the early embry-
onic cell cycle oscillator, many of our results are applicable to delay models in general. The
models can be easily simulated on a computer (XPPAUT codes are included in S1 Text) and
implemented for a wide range of biological oscillators. We hope that researchers who want to
include a time delay in their biological models find inspiration in our results. Perhaps the most
important take-away message is that implementing time delays differently can have a large
impact on the resulting oscillations. Therefore care needs to be taken in both the choice of the
model and the values of the relevant time delays.
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Materials and methods
Experiments done for producing Fig 1
Female Xenopus laevis were primed using 100 units pregnant mare’s serum gonadotropin and
induced using 500 units human chorionic gonadotropin. Eggs were collected 20 hours after
induction by pelvic massage. The in vitro fertilization was performed by mixing eggs with
smashed testes for 5 minutes and flooding with 0.1 × Marc’s Modified Ringer’s (MMR) buffer.
The jelly coat of the fertilized embryos was removed 15 minutes after fertilization by treatment
with 2% cysteine in 0.1 × MMR for 5 minutes. They were then washed three times with 0.5 ×
MMR. After collection, the parthenogenetically activated eggs were first treated for 5 minutes
with 2% cysteine in 0.1 × MMR to remove the jelly coat, washed three times with 0.1 × MMR
and subsequently activated by adding 0.5 μg/ml of calcium ionophore A23187 in 0.2 × MMR
during 2 minutes. They were then washed three times with 0.5 × MMR. Both the fertilized and
the parthenogenetically activated eggs were placed in an embryo chamber [65] at 24 ˚C in
0.5 × MMR and imaged using a Stemi 508 stereo microscope at a frame rate of 1 frame/30s.
Cycling extracts were prepared from Xenopus eggs according to the protocol by Murray [5].
They were supplemented with NLS-GFP (at a final concentration of * 25 μM) and demem-
branated sperm nuclei (at a final concentration of * 250 nuclei/(μl extract), and immediately
taken from ice to room temperature. They were then loaded in Teflon tubes (Cole-Parmer
PTFE, 06417-11) and imaged at 24 ˚C on a Leica TCS SPE confocal microscope.
Equations for distributed delay
In order to model a distributed delay, we change [Cdk1](t − τ) for the expression
Z t
0
½Cdk1ðt   tÞgðtÞdt;
where g is the distribution function. Where a discrete delay corresponds to a jump in the
response, a distributed delay models a smoother time response (Fig 4B). This integral expres-
sion corresponds to the weighted average of all previous Cdk1 activities, weighted by the func-
tion g. The most likely delay time corresponds to the maximum of g, and the average delay
time is given by
R1
0
tgðtÞdt.
The density function of the Gamma distribution is given by
gNa ðtÞ ¼
aN
ðN   1Þ!
tN  1e  at: ð5Þ
The parameters a and N govern the average and the width of the distribution: The average
is N/a and the variance is N/a2. The maximum of this function is obtained for τ = (N − 1)/a.
In our models, we fix the average delay and vary N. Since τavg = N/a, this means a = N/τavg.
The Gamma distribution has the mathematical property that a model with such a delay is
exactly equivalent with a system of ordinary differential equations, where the number of equa-
tions needed is equal to the parameter N. In our case,
d½Cdk1
dt
¼ ks   bdeg½Cdk1
Z t
0
½Cdk1ðt   tÞgNN=tavgðtÞdt
 m
Km þ
Z t
0
½Cdk1ðt   tÞgNN=tavgðtÞdt
 m ð6Þ
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is equivalent to
d½Cdk1
dt
¼ ks   bdeg½Cdk1
ymN
Km þ ymN
dy1
dt
¼
N
tavg
ð½Cdk1   y1Þ
dy2
dt
¼
N
tavg
ðy1   y2Þ
..
.
dyN
dt
¼
N
tavg
ðyN  1   yNÞ:
ð7Þ
Software
The discrete delay model was simulated using XPPAUT [66] and the pydelay package for
Python [67]. The distributed delay model was converted into the equivalent ODE model (see
Materials and methods), and then simulated using XPPAUT. The state-dependent delay
model was also simulated using XPPAUT. The supplementary information contains XPP files
for the three main models. Curves for phase diagrams were computed analytically and verified
using DDE-BIFTOOL, a MATLAB/OCTAVE package for bifurcation analysis of delay equa-
tions [68]. The phase diagrams for the distributed delay were verified using the software
AUTO contained in XPPAUT. The detection of period and duration of S and M phase was
done using a custom Python algorithm, based on the extrema in the time series. As an approxi-
mation for S and M phase, we used the length of the increasing and decreasing parts of the
time series during one period. The Python package XPPy [69] was used as an interface between
XPPAUT and Python, for automating model runs and obtaining the timeseries. Data handling,
formatting and plotting was done using Python. The color schemes used are based on the ones
from Colorbrewer [70].
Supporting information
S1 Fig. A time delay destabilizes the steady state. The system settles into a constant, stable,
steady state if the time delay is low (left). For increasing time delays, the system first exhibits
damped oscillations (middle) and finally the steady state becomes unstable and sustained oscil-
lations occur (right). The time delay at which the state becomes unstable depends on the
parameters (Fig 2C and 2E).
(PDF)
S2 Fig. Amplitude as function of m and τ. The amplitude of the oscillation (activity of Cdk1)
as a function of m and τ. Compare with Fig 2E in the main text. Whereas the period jumps at
the boundary, the amplitude increases gradually from 0 at the boundary to larger values farther
away. The amplitude is influenced by m too, where the period depends almost solely on τ.
(PDF)
S3 Fig. Amplitude as function of ks and bdeg. The amplitude of the oscillation (activity of
Cdk1) as a function of ks and bdeg. Compare with Fig 2F in the main text. Whereas the period
jumps at the boundary, the amplitude increases gradually from 0 at the boundary to larger val-
ues farther away.
(PDF)
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S4 Fig. Length of S phase and M phase as function of c and τ. In the main text (Fig 3D) we
show the duration of S phase and M phase in the m!1model. We concluded that they are
equal for c 1/2. This picture shows that this holds too for the model with finite m.
(PDF)
S5 Fig. Oscillation period in the distributed delay model. The period of the oscillation as
function of N for different values of m and τ. Higher N corresponds to more peaked distribu-
tions. The period depends very little on N from a certain point onwards. The main influence
on the period comes from τ. This figure supplements Fig 4 in the main text.
(PDF)
S6 Fig. Oscillation amplitude in the distributed delay model. The amplitude of the oscilla-
tion as function of N for different values of m and τ. Higher N corresponds to more peaked dis-
tributions. In contrast to the period, the amplitude is influenced by all the parameters in this
plot. This figure supplements Fig 4 in the main text.
(PDF)
S7 Fig. Amplitude as function of τ1 and τ2 for low c in state-dependent delay model. Ampli-
tude as function of τ1 and τ2, for low c. Corresponds to Fig 5D in the main text, which shows
the period. The black line indicates where M and S phase have equal duration. Other parame-
ters: ks = 1.2 nM/min, bdeg = 0.125 min−1, m = 20, β = 5 min−1, p = 5.
(PDF)
S8 Fig. Amplitude as function of τ1 and τ2 for high c in state-dependent delay model. Same
as S7 Fig, but with a high value of c. Corresponds to Fig 5E in the main text. Other parameters:
ks = 1 nM/min, bdeg = 0.0625 min−1, m = 20, β = 5min−1, p = 5.
(PDF)
S9 Fig. Amplitude as function of bdeg and τ1. Amplitude as function of bdeg and τ1. Corre-
sponds to Fig 5F in the main text, which shows the period. The sum of τ1 and τ2 is fixed at 15
minutes and ks = 1.25 nM/min, m = 20, β = 5 min−1, p = 5. The line shows which values give
an equal length of M and S phase.
(PDF)
S1 Text. Supplementary information. This file contains the mathematical analysis of the
models and XPPAUT code for running model simulations.
(PDF)
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