With the rapid development of mobile apps, the availability of a large number of mobile apps in application stores brings challenges to locate appropriate apps for users. Providing accurate mobile app recommendation for users becomes an imperative task. Conventional approaches mainly focus on learning users' preferences and app features to predict the user-app ratings. However, most of them did not consider the interactions among the context information of apps. To address this issue, we propose a broad learning approach for Context-Aware app recommendation with Tensor Analysis (CATA). Specifically, we utilize a tensor-based framework to effectively integrate app category information and multi-view features on users and apps, respectively, to facilitate the performance of rating prediction. The multidimensional structure is employed to capture the hidden relationships among the app categories and the multiview features. We develop an efficient factorization method which applies Tucker decomposition to learn the full-order interactions among the app categories and features. Furthermore, we employ a group 1−norm regularization to learn the group-wise feature importance of each view with respect to each app category. Experiments on a real-world mobile app dataset demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
The rapid adoption of mobile devices accelerates the proliferation of mobile applications (apps, for short). The number of available apps in the Google Play 1 reached 2.8 million in Mar. 2017, and there have been 2.2 million mobile apps available in the Apple App Store 2 in Jan. 2017. The surge of mobile apps with diverse functions brings not only great convenience to users but also challenges for discovering appropriate apps. As a consequence, it becomes critical to develop effective approaches for recommending app with accuracy.
There are some recent studies about the app recommendation, most of which leverage features of apps or users [1] - [5] . Karatzoglou et al. [1] proposed a collaborative filtering method for app recommendation by incorporating contextual features like location, time of day, etc. Liu et al. [2] proposed to incorporate both app functionality and user privacy preference as features and capture the trade-off between them for recommendation. Most of the previous works only tried one kind of feature or a simple combination of multiple features and did 1 Google Play: https://play.google.com/store/apps 2 Apple App Store: https://itunes.apple.com/us/genre/ios/id36?mt=8 not consider the complex interactions between those features. Currently there exist many works exploiting multiple views of features in the tasks like recommendation, clustering, etc [6] - [10] . In the scenario of app recommendation, the interactions between different views of features are quite important as different views can provide complementary information. For example, assume we have obtained the latent representations for each app from three aspects, i.e., categories, permissions and description text, as shown in Fig. 1 . BackCountry Navigator is an app categorized as Maps&Navigation and it is mainly used for outdoor navigation which can be inferred from the description text. The permission of getting users' precise location is acceptable (i.e., a positive value), while the permission of reading SMS is abnormal (i.e., a negtive value). It can be found that only the third-order interaction provides a negative result reflecting the unreasonable permission for app function. The category of Instagram merely shows its function for social interaction (i.e., a positive value) and neglects the function of sharing photos (i.e., a negtive value). Through the interactions between multiple views, complementary information is provided to show a more sufficient understanding about the app. Obviously, the comprehensive consideration of the features from multiple views would be more insightful on understanding app information and user preference.
In this paper, we propose a broad learning approach for Context-Aware app recommendation with Tensor Analysis (CATA). Here broad refers to the fusion of multiple types of features. Specifically, we integrate the interactions among the app category information and multiple views of features into a tensor structure through the tensor product of the corresponding feature spaces. The different orders of interactions can fully reflect the complementary relationships, and we use them to predict the user ratings on apps. To effectively learn the full orders of interactions 3 without physically building a tensor, we further develop an efficient factorization method which employs Tucker decomposition. The Tucker decomposition is applied to factorize the interaction parameters for each order of interaction, which can make accurate parameter estimation Fig. 1 . An example of feature interactions with different orders. The values in the column #1, #2, and #3 represent the summation of first-order, the second-order, and the third-order interactions.
under sparsity and avoid overfitting. Moreover, we introduce the group 1 -norm regularization for the global-specific weight matrix to further improve the proposed model. The main contributions of this paper are as follows:
• We propose a context-aware recommendation approach for mobile apps called CATA that models the interactions with different orders among the app category information and multiple views of features as a tensor structure. • To effectively learn the hidden relationships among the different views of the context information of apps, Tucker decomposition is adopted to factorize the interaction parameters such that the principal components of the latent representations can be retained. • Empirical studies based on a real-world dataset demonstrate the effectiveness of the proposed CATA approach.
II. PRELIMINARIES
In this section, we introduce some related concepts and notation, and then provide the problem formulation.
A. Tensor Concepts and Notation
A tensor is a multi-dimensional array which generalizes matrix representation. Each dimension in tensor is called mode or way. An element of a vector x, a matrix X, or a tensor X is represented by x i , x i,j , x i,j,k , etc., depending on the number of modes. All vectors are column vectors unless otherwise specified. For an arbitrary matrix X ∈ R I×J , its i-th row and j-th column vector are represented by x i and x j , respectively. The outer product of N vectors x (n) ∈ R In for all n ∈ [1 : N ] is an N -th-order tensor and defined elementwise as
Definition 2.1 (Tucker Decomposition): For a general tensor X ∈ R I1×···×IN , its Tucker decomposition is defined as
where U (n) ∈ R In×Rn are the factor matrices and can be thought of as the principal components in each mode. G ∈ R R1×···×RN is called the core tensor. · is used for shorthand notation [11] .
B. Problem Formulation
Suppose the numbers of app categories and feature views are C and V . Let N c be the number of the rating records in the category c ∈ [1 : C], then the total number of rating records
In this paper, we construct a multi-dimensional tensor to discover the latent interactions among the category information and multi-view features. Each rating record in category c can be represented in V different views, i.e.,
∈ R Iv and x c ∈ R I . Generally, a rating record involves a user, an app, and different types of characteristics of the app. Given a training set of rating records D = {(X
c ∈ R Iv×Nt is the feature matrix in the c-th category for vth view and y c is the vector of the rating values of those apps in the c-th category. Our goal is to find a predictive function f c : X c → Y c for each category that can minimize the expected loss and provide accurate predicted ratings. The regularized objective function to be minimized can be formulated as
. Ω is the regularization term, λ > 0 is the regularization parameter, and L c is the empirical loss in the c-category. Here we consider the average square loss defined by
III. PROPOSED METHOD
In this section, we first introduce the context-aware recommendation approach based on tensor analysis (CATA). Then we discuss how to employ Tucker decomposition to learn the proposed model without physically building the tensor.
A. Model for App Rating Prediction
We derive the proposed model from the basic framework of linear analysis. Given a vector of an app rating record x ∈ R I , the basic linear model for the c-th category is written as
where w c ∈ R I is the weight vector for the c-th category, and w c,0 is the bias factor for adjusting the threshold of the c-th category label assignment.
, then the bias factor w c,0 can be absorbed to w c (see [12] ). Eq. (3) can thus be rewritten as follows:
Let W ∈ R (1+I)×C denote the weight matrix to be learned, whose columns are the vector w c . In order to jointly learn multiple linear models for C categories, we introduce a category indicator vector denoted by e c ∈ R C to model the secondorder interactions between input features and categories. The indicator vector e c is defined as
Then Eq. (4) can be rewritten as
Note that the outer product is used to compute intersections between input features and categories, which consists in the product of all combinations of the variables that define each domain. This data fusion technique provides a good framework to introduce multiple features. When each object is associated with multi-view features, by means of the outer product we can easily extend the above Eq. (5) to the multi-view case and provide a consensus formulation. Suppose that the given rating records are composed by features of V views (denoted as {x (v) }, v ∈ [1 : V ]), we can extend Eq. (5) to model the full-order interactions between multi-view features and categories as:
or element-wise as
Where
×C is the weight tensor to be learned, wherein w 0,...,0 is the global bias, and w i1,...,iV ,s with some indexes satisfying i v = 0 encodes lowerorder interactions between views whose i v > 0.
In such a manner, the full-order interactions between multiple views and categories are embedded within the tensor structure, as shown in Fig. 2 . However, one drawback might be generated from the model is that not all the categories are fit to the constructed feature tensor and those interactions will be redundant information. Thus, we consider to build a rating predictive function based on both the full-order feature interaction space and the original feature spaces.
Let
×C be the full-order tensor, and x = [x (1) ; . . . ; x (V ) ] ∈ R I be the feature vector concatenated by multiple views. We formulate our CATA model as follows:
where d c ∈ R I is the category-specific weight vector. For convenience in the following discussion, we denote
B. Model Inference
The number of parameters to be estimated in Eq. (8) is
, which makes it infeasible to directly learning the model. Therefore, we assume that the weight tensor W can be factorized by Tucker decomposition as
where G ∈ R R0×R1×...×RV is called the core tensor and its entries show the level of interaction between the different components, Θ (v) ∈ R (1+Iv)×Rv is the shared structure matrix for the v-th view, and Φ ∈ R C×R0 is the category specific weight matrix. Then we can transform Eq. (7) into
φs,r 0 ec,s
Because e c,s = 1 only when c = s and according to Eq. (1), we can further rewrite the equation above into
where × v is the v-mode product and × 0 means multiplying the core tensor by the category specific vector φ c . It is worth noting that the first row θ (v),0 within Θ (v) is associated with the constant value z factors of the v-th view. The bias factors make the lower-order interactions active in the rating predictive function. Using Eq. (11) to replace the first term in Eq. (8), the rating predictive function can be represented by
The whole framework of the proposed CATA method is illustrated in Fig. 3 .
C. Model Estimation
We propose to learn the app recommendation model CATA by minimizing the following regularized empirical risk:
The regularization term Ω α and Ω β can be set as Frobenius norm, 2,1 norm, or other structural regularization. In this paper, we adopt the alternating block coordinate descent approach for the optimization of the given objective function. The detailed inference of the gradients are shown in the full version of this paper [13] . The whole learning procedure is summarized in Algorithm 1.
Algorithm 1: Learning CATA Model
Input: Training data D, number of factors R, regularization parameter α, β, and learning rate η
Fixing {Θ (v) }, Φ, and D, update For the original feature spaces, i.e., the second term in Eq. (8), the feature of a specific view might be more or less discriminative for different app categories. For instance, the description information is more useful for the distinguishing of apps in the Lifestyle category than that of apps in Map & Navigation category. It is mainly because Lifestyle is a broad cluster and the functionality extracted from the description text of each app in it are very different from each other. Consider this, we introduce group 1 -norm (G 1 -norm, for short) for regularization, which is defined as [14] . The G 1 -norm applies 2 -norm within each view and 1norm between views, so it can enforce the sparsity between different views. It means that if a specific view of features are not significant for the apps in a certain category, the weights with very small values will be assigned to them for the corresponding category. The G 1 -norm can further improve the performance of app rating prediction as it captures the global relationships between views. The right part of Fig. 3 simply shows the category-specific weight matrix as an illustration. The elements with gray color have large values. It can be found that the G 1 -norm effectively emphasizes the view-wise weight learning corresponding to each category.
IV. EXPERIMENTS

A. Data and Setup
We crawled each apps meta data (e.g., name, category, permissions, description) and user review ratings from its description page in Google Play. After selecting the top 20 categories with the most apps and filtering users and apps with less than 5 ratings, we obtain 3065 apps and 3895 users with 36791 rating records. The numbers of permissions and text tokens are 83 and 1762, respectively. Each rating record in this dataset is represented in three views, i.e., users, permissions and text. The user view consists of binary feature vectors for user ids which means there is only one non-zero feature in the user view for each rating record. The TF-IDF vector representations of the app permissions and description texts are used as the permission and text view, respectively.
We randomly select K% (K = 60, 70, 80), 10%, and 10% of the rating records in each categories as training set, validation set, and testing set. The parameters of all the baselines are set to the optimal values. For the proposed methods, all the dimensions of the core tensor are set as 5, and the learning rate is set η = 0.1. The maximum numbers of iterations are set as 400. Grid searching is employed to select the optimal regularization parameters for all the comparison methods. Each experiment is repeated for 5 times, and the mean and standard deviation of each metric are reported in the next subsection.
We use the Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) to evaluate the performance. A smaller MAE or RMSE means the better performance.
B. Compared Methods
In order to demonstrate the effectiveness of the proposed CATA approach, we compare the following methods. PMF is the Probabilistic Matrix Factorization proposed by Salakhutdinov and Minh [15] , and has been widely used for rating prediction tasks. MTFL is the Multi-Task Feature Learning algorithm [14] which is a multivariate regression model with group 1 -norm. FM is the Factorization Machine [16] that explores pairwise interactions between all features without view segmentation. We implement the FM by concatenating the category indicator vector and all the feature vectors as the input feature vector. MVM is the Multi-view Machine [17] that models the features from multiple views as a tensor structure to explore the full-order interactions between them. MFM is the Multilinear Factorization Machines [18] that learns task-specific feature map and the task-view shared multilinear structures from full-order interactions by applying a joint factorization. CATA is the proposed rating prediction model in this paper that effectively integrates user's preference, app category and features of multiple views and applies Tucker decomposition to learn the full-order interactions. CATA-G is the variation of the proposed CATA that uses group 1 -norm for the category-specific weight matrix D. Table I shows the performance of all the prediction methods on the Google Play dataset. We can find that the proposed approach consistently outperforms the other baselines in almost all cases. It demonstrates the superiority of the context-aware prediction approach which utilizes higher-order decomposition to learn the full-order interactions. It can be observed that CATA-G method performs better than CATA overall, which indicates that the employed group 1 -norm can effectively improve the rating prediction accuracy by enforcing the sparsity between different views of features.
C. Performance Comparison
It is not surprising that PMF has poor performance since it doesn't employ any other features of apps. MTFL also performs badly mainly because it ignores the segmentation of feature views and the interactions between the multiple views of features. Compared to MTFL, the improvement achieved by FM illustrates the necessity of feature interactions. Both MVM and MFM outperform FM, especially for the Google Play dataset, and the results generated by them are competitive with each other. It is mainly because that MVM and MFM consider full-order interactions including the higherorder feature interactions and global bias. However, it is crucial for predicting app ratings to distinguish different categories. The propose CATA methods achieve the best performance because of the consideration of category-specific multi-view feature interactions. The application of Tucker decomposition effectively facilitates the performance as it permits the inter-actions within each modality [19] while the CP decomposition used in MFM does not.
D. Impact of Feature Views
In order to explore the impact of the feature views for the proposed CATA-G method, we conduct experiments based on different numbers of views. Figure 4 shows the prediction performance of the CATA-G method with two and three feature views. Note that U, D, and P respectively denote user, description text, and permission. It can be observed that the CATA-G method consistently performs best when incorporating three views of features, which benefits from the complementary information generated by the interactions among the various views of features. It indicates that the incorporation of multiple views of features can effectively improve the accuracy of rating prediction for apps. Consider the results produced by two views, we can find that the adoption of permission brings better results than that of description text. This is probably because the features extracted from description text are more sophisticated and higher dimensional, which may provide redundant information.
E. Category-Specific Performance
In this section, we further analyze the performance of the proposed method for each category based on Google Play dataset. Figure 5 shows the MAE and RMSE values of the proposed method and the top 2 baseline methods in each category. The category indexes on the x-axis is sorted by the numbers of rating records within the categories in an ascending order. We can find that MFM performs better than MVM in the categories with few training instances. It indicates that when few instances are available, the method incorporating the category information can improve the performance as it explores the information from other complementary information. The performance of the proposed CATA-G method is the worst with few instances, as CATA-G has more model parameters to learn and requires more instances. For the categories with more instances, CATA-G makes significant improvements and outperforms the other two methods. Compared with MFM, the superiority of CATA-G is the application of Tucker decomposition which can effectively retain the principal components of the weight tensor. Another intereting observation in Fig. 5 is that CATA-G makes the top 5 improvements for category Simulation, Action, Casual, Arcade, and Puzzle (i.e., #11, #12, #15, #16, and #19). The apps in the five cateogries are game apps, and it means the features of them are more complicated as each game app has its specific theme setting. Therefore, the proposed method has a greater ability to discriminate the importance of each feature in a complicated feature sets.
F. Sensitivity Analysis
There are two hyper-parameters (i.e., α and β) in the proposed CATA approach. They are used to control the trade-off between the empirical loss and the prior knowledge encoded by the regularizations. To learn the impacts of the two hyperparameters on the performance of app rating prediction, we run the proposed approach with different values for α and β. From Fig. 6 , we can observe that the performance is stable for most pairs of the two hyper-parameters. Figures. 6(a) and (b) show that the unstable and worse MAE and RMSE are produced when given a larger α (i.e., α = 1) or a smaller β (i.e., in the range from 10 −2 to 10). And the best performance is achieved by the relatively large value of β (i.e., in the range from 10 2 to 10 5 ) with α = 0.1. The best performance is generated by a larger β and the larger β means the model hyper-parameters for the category-specific weight matrix D can be small. It indicates that the part of full-order interactions among multiple categories and multiple views of features is much more important.
V. CONCLUSIONS
In this paper, we propose a broad learning approach for context-aware app recommendation based on tensor analysis (CATA). CATA models the interactions among the multiple categories and multiple views of features of apps as a tensor structure. Tucker decomposition is applied to collectively learn the category-specific features and the latent relationships integrated in the full-order interactions without physically building the tensor. To further improve the performance of app recommendation, we present a group 1 norm regularization for the global category-specific weight matrix. Extensive experiments based on the Google Play dataset demonstrate the effectiveness of the proposed CATA approach. 
