Abstract. We consider the integral operator
Introduction and notation
Throughout the paper let D = {z : |z| < 1} be the open unit disc in complex plane C and let dA(z) = 1 π dx dy, z = x+ iy stands for the normalized area measure in C. For 1 < p < ∞ we consider the Besov space B p of D, 1 < p < ∞, which is defined to be the space of all analytic functions f in D such that
where dλ(z) =
dA(z)
(1−|z| 2 ) 2 is the Möbius invariant measure on D. It is known that · Bp is complete seminorm on B p . It should be pointed that B p is a Banach space with norm f = |f (0)| + f Bp . For p = 2 the space B 2 is the classical Dirichlet space, and appropriate semi-inner product is given by the formula
The weighted Bergman projection P s , −1 < s < ∞ represents a central operator which appears in the research concerning the analytic function spaces. It is given by P s f (z) = (s + 1)
Particulary, the ordinary Bergman projection P = P 0 arises as the orthogonal projection from L 2 (D; dA) onto an analytic function subspace. It connects B p and L p (D, dλ) . This relation is expressed in the next theorem.
Theorem 1.1. Suppose f ∈ H(D) and 1 p ∞. Then
The inclusion operator V from B p into L p (D, dλ) is given by
More precisely we have the following lemma (see [8] ). ) ) is given the quotient norm.
In this paper we consider the class of the operators
where 0 < α < 2. For α = 2 we have the Bergman projection. The norm of the Bergman projection from L p (D, dλ) onto B p was estimated in [7] . In Theorem 1.3 we prove that C α is a bounded mapping from L p (D, dλ) into B p for all 0 < α < 2 and 1 < p < ∞. We investigate in the next section some of its spectral properties in the context of the Lebesgue space L 2 (D, dλ) and the Besov space B 2 . By boundedness of an operator T :
In this section we observe boundedness of C α defined on L p (D, dλ). We firstly state a technical lemma and a proposition (the Schur test). 
Then we have
then T is bounded on L p (X, dµ) with the norm less than or equal to C
In the proof of Theorem 1.3 we will use the Gauss hypergeometric functions and its basic properties. Following [1] we recall some facts for the sake of easy reference.
The Gauss hypergeometric function 2 F 1 (a, b; c; z) is defined by
and by continuation elsewhere. Here (a) n = a(a + 1) · · · (a + n − 1) denotes the shifted factorial, where a is any complex number. The identity
is known as Euler identity. The following properties of hypergeometric function are also going to be of interest
The next theorem, due to Gauss, describes the asymptotic behaviour of the hypergeometric functions as z → 1 − .
Proof. First of all, it is easy to see that Cf is an analytic function for every
Therefore, we should consider the operator
We will prove that it is bounded there and we will estimate its norm. Using the obvious relation
We use Proposition 1.1 and test function h(z) = (1 − |z| 2 ) 1/pq for the kernel
. We have to prove existence of the constants
which is equivalent with
From Lemma 1.2 we can easily check that both functions on the left-hand side in (1.4) are bounded and consequently relations (1.4) are true for some constants C 1 and C 2 . In the sequel we will determine the upper bounds for the constants C 1 and C 2 . By using the uniform convergence and orthogonality we have
In a similar way we obtain that
Let us denote
2 . By using the Euler transformation (1.2) for the hypergeometric functions, we obtain
Both functions
are increasing in |z| and |ξ|, respectively (see (1.3) ).
We distinguish the following five cases:
. 
2) If α <
, since the maximal value of the function φ(
5) If
.
Hilbert case and spectral properties
Folowing [6] let us recall some basic facts from spectral-operator theory. Let us firstly recall that for the bounded measurable function A(z, ξ) the operator
, where 0 < α < 2. For a compact operator T defined on a separable Hilbert space H, let s n (T ), n 1 denote the eigenvalues of the operator (T * T ) 1/2 arranged in nondecreasing order [4] . In general, if T is a compact operator on a separable Hilbert space H, then there exist orthonormal sets {e n } and {σ n } in H such that
where λ n is n-th singular value of T . For 0 < p < ∞, we define the Schattene p-class of H denoted by S p (H), or simply S p , to be the space of all compact operators T on H with singular value sequence {λ n } belonging to l p (p-summable sequence space). The Schattene class S p is a Banach space for the range 1 p < ∞, and appropriate norm of the operator T ∈ S p is given by 
We note that
Dostanić [3] investigated the singular values of the operator S :
where m ∈ C(D). He obtained that s n (S) ∼ 1 2nπ 2π 0 |m(e iθ )| dθ. The next theorem is our second main result and is related to finding singular numbers of the operator V C α .
The following asymptotic formula holds
In the proof we will need the following inequalities for Γ function (see [2] ). 
Proof. From Theorem 1.3 and properties of the operator
The the kernel H(·, ·) is given by
On the other hand
So,
Let us note that e n (z) =
Since, Stirling's formula implies s n (V C α ) ∼ 1 n 2−α , as n → ∞, and by using the fact
we conclude that V C α is compact for 0 < α < 2. The sequence
Γ(α)(n+1)! is decreasing in n, and this is a consequence of Proposition 2.1 with p = α + n + 1, m = n + 2, k = 1. Then by Theorem 2.1 we get
The next corollary is a direct consequence of the previous theorem. 
According to (2.4) and Theorem 2.3 we easily obtain the following result.
In the next theorem we will consider the operator C α defined on the Dirichlet space B 2 .
Theorem 2.5. The operator C α : B 2 → B 2 is compact for 0 < α < 2 and
Proof. Let us note that the sequence e n (z) = z n √ n , n 1 is orthonomal in B 2 according to the invariant integral pairing defined in (1.1). Then, for the function f ∈ B 2 , f (z) = ∞ n=0 a n z n , where we can add the condition a 0 = 0, we have
By Stirling's formula we obtain
On the other hand,
So, we conclude that C α is a compact operator on B 2 and Theorem 2.1 implies 
However, we present here a direct way for finding the norm of C α on B 2 without using singular numbers.
Theorem 2.6. The operator C α : B 2 → B 2 , 0 < α < 2 is bounded and
Proof. Every function in B 2 can be approximated in norm by a sequence of polynomials. It is enough to find the norm of C α on the set of polynomials p m (z) = We want to find the minimal constant A such that In (2.6) we used again the fact that the sequence Γ(α+n) Γ(α)(n+1)! is decreasing in n. 
