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Abstract
In this thesis several simulations have been carried out aimed at improving the knowledge
of vehicle aerodynamics and improving the flow around vehicles with respect to the
aerodynamic drag. Five flows around different simplified vehicle models have been
considered in five appended publications. One tractor-trailer model, two passenger car
models, one freight wagon model and one regional train model. In the simulations of the
flow around the tractor-trailer model, the focus is on the flow in the gap between the
tractor and the trailer and how this flow affects the global drag of the model. Large Eddy
Simulation is used to simulate the flow around four variants of the model with different
geometrical configurations. The behavior of the drag coefficient of the tractor-trailer
model when varying the gap width and the shape of the front edges on the tractor is
explained by identifying and analysing the large vortices around and in the the gap. The
focus in the study on one of the passenger vehicle models is on the so-called A-pillar
vortex. This is a swirling longitudinal vortex formed along the side windows on passenger
vehicles due to the separation of the flow from the side edges of the front window and the
engine hood. Flow control, both steady blowing and suction, from actuators located on
the side of the front of the model, is applied in the LES simulations. Steady blowing into
the vortex causes expedited breakdown of the vortex, which in turn influence the pressure
distribution on the side windows and the overall drag of the model. Steady suction
prevents the formation of the vortex, thereby removing the vortex entirely. Simulations
aimed at improving the knowledge of the flow around a generic freight wagon model
using LES is also reported. The model is smoothed in comparison to a real container
wagon, but the overall geometrical features such as wheels and underhood are included.
The simulations of the flow around the regional train model is done using Partially
Averaged Navier Stokes (PANS). PANS is a recently proposed hybrid turbulence model
for engineering types of flow. The regional train model consists of a bluff body with a
length to height/width ration of 7:1. The flow around this model poses several challenging
flow situations to simulate such as separation from the leading curved front edges, an
attached boundary layer flow and separation from the curved rear edges at the moderate
Reynolds number of 400 000 based on the models’ width. An open cavity is placed on the
model at the base and the drag is thereby decreased by some 10%. The second passenger
vehicle model that has been investigated is a square back Ahmed body. This flow is
simulated using LES, and the temporally and spatially resolved flow field is used as input
to a Reduced-Order Model (ROM). The ROM is constructed by a decomposition of the
flow field into spatially stationary modes with corresponding time-varying amplitudes,
using the Proper Orthogonal Decomposition (POD). The introduction of the POD into
the governing equations reduces these equations to a linear-quadratic dynamical system
with known coefficient. This system is then truncated, so that the remaining system
contains a low number of modes. It is investigated how to best model the influence of the
truncated high-frequency modes on the remaining system.
Keywords: Vehicle Aerodynamics, Numerical Simulations, Large Eddy Simulation,
Reduced-Order Modelling
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Part I
Extended Summary
This thesis consists of an extended summary and five appended publications. Firstly, in
chapter 1, the work in the appended publications is put into a general context of bluff
body flows and vehicle aerodynamics. Then, in chapter 2. the general mathematical
theory of fluid flows, and the specific numerical methods that have been used in this
thesis are outlined. The concept of Reduced-Order Modelling (ROM) is then presented
in chapter 3, followed by a summary of the appended papers in chapter 4. Additional
results that are not already included in the appended papers are presented in chapter 5,
and some concluding remarks are given in chapter 6. The extended summary is followed
by the appended papers which are the major part of this thesis.
1 Introduction
This chapter begins by a brief introduction of flows around bluff bodies in section 1.1,
as all flows around ground vehicles essentially are bluff body flows. This is followed by
an introduction of specific issues concerning the flow around road vehicles in section 1.2,
which is then followed by an outline of aerodynamic issues concerning railway systems in
sections 1.3 and 1.4.
1.1 Bluff body flows
The term bluff body flows refer to flows over bodies which is strongly influenced by flow
separation due to the geometrical shape of the body. The separation occurs either on the
front or at the base of the body, or at multiple locations. The flow behind a bluff body is
known as the ’wake’. The particularities of the flow around bluff bodies make the pressure
drag on the body to dominate over the viscous drag on the body. The flow around bluff
bodies is characterized by the Reynolds number of the large scales, defined as
ReD =
U∞D
ν
, (1.1)
where U∞ is the free-streaming velocity, D is a length scale characteristic of the
size of the bluff body and ν is the kinematic viscosity of the fluid. Probably the most
well-studied bluff body flow is the flow around an infinite long circular cylinder. This flow
is characterised by the Reynolds number based on the diameter, D, of the cylinder. For
small Reynolds numbers, ReD < 200, the flow is laminar. However, the flow in the wake
in this laminar regime undergoes three different states of organisation. For ReD < 5 (see
figure 1.1a), the flow stays attached on the cylinder everywhere on the body, and the flow
can mathematically be described by potential theory. For 5 < ReD < 30 (see the top
figure 1.1b), the flow separates at the base of the cylinder forming a steady near-wake.
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This wake starts to oscillate in a periodic manner for 30 < ReD < 200 (see figure in the
middle and bottom of 1.1b) [1].
a) b)
Figure 1.1: Flow regimes for the laminar cylinder wake. The pictures are taken from
Zdravkovich [1].
The periodic shedding of vortices downstream of any body is referred to as the von
Ka´rma´n vortex street, after the famous fluid dynamicist. The shedding occurs at a specific
frequency, known as the natural frequency. For cylinders, the natural frequency is around
0.20, expressed in the non-dimensional Strouhal number, St, defined as
St =
fD
U∞
, (1.2)
where f is the frequency in physical dimensions. The shedding is initiated by the
interaction in the wake of the upper and lower shear layers separating from the cylinder.
The two shear layers roll up in the wake and form a vortex that is convected downstream
by the flow. As the Reynolds number increases, the interaction of the shear layers occurs
closer to the base of the cylinder. For Reynolds numbers between 200 < ReD < 10000,
the flow undergoes transition to the turbulent flow regime. This transition occurs firstly
downstream in the wake. As the Reynolds number approaches ReD ∼ 400, the vortices
themself start to become turbulent [2]. The shear layers separating from the lower and
upper sides of the cylinder themselfs are laminar up to ReD = 30000 [2]. This makes
them separate on the front half of the cylinder. When the shear layers become turbulent,
the separation point moves to the downstream half of the cylinder, and the pressure
distribution along the cylinder surface is significantly altered due to this, resulting in the
famous drag crisis where the drag of a cylinder drops by some 50% over a small range of
Reynolds number.
For three-dimensional bluff bodies such as vehicle-like rectangular blocks as the one
shown in figure 1.2a), the flow in the wake is more complicated. This is due to the
presence of four boundary layers along the sides of the bluff body that separate into free
shear layers in the wake. As the characteristic velocity in the shear layers, Us, is of the
same order as the free-streaming flow, U0, but the velocity in the separated region in the
wake, Uw, is less, there are four mixing layers forming in the wake. These mixing layers
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a)
SL1
SL2
Wake
U0
b)
Figure 1.2: Example of bluff body flow. a) flow over a rectangular bluff body; b) The
shear layer SL1 separating into a mixing layer. The top figure shows the streamwise
velocity component, and the lower figure shows the pressure with signatures of the
Kelvin-Helmholtz instability.
also start to interact with each other in a similar but more complex manner as the shear
layers interact in the two-dimensional cylinder wake. Present in the mixing layers is also
a fundamental unsteadiness known as the Kelvin-Helmoltz instability, or Kelvin-Helmoltz
vortices [3]. These instabilities are born in the mixing layer between two flow regions
at different velocities and produces turbulence kinetic energy. In figure 1.2a), two shear
layers, SL1 and SL2, are pointed out for clarity. In figure 1.2b), the upper shear layer SL1
is shown in a close-up view. The upper figure shows the streamwise velocity component,
and the lower figure shows the pressure in the same instant. The pressure shows the
signatures of the growing Kelvin-Helmholtz instability.
1.2 Road vehicle aerodynamics
Road vehicles, either passenger cars, trucks or buses, are heavily influenced by the sour-
rounding air during operations. Perhaps the most well-known issue is the influence of the
air resistance (the drag) on the fuel consumption of the vehicle. However, there are also
other concerns that must be taken into consideration when designing vehicles. Examples
of such issues are the accumulation of dirt, water and snow on the wind shields, lights,
side-mirrors and windows, the noise generated by the flow of air over pertubing details
of the vehicles, road stability of the vehicle due to sudden gusts of side-winds and the
cooling of the engine compartment and wheel brakes. As for the drag on vehicles, it is
typically responsible for some 75−80% of the overall fuel consumption for a medium-sized
3
a)
A-pillar vortex
U0
b)
Figure 1.3: Examples of longitudinal vortices around passenger cars. a) A-pillar vortex;
b) C-pillar vortex (picture taken from Hucho [4]).
passenger car when driving at 100 km/h [4].
Heavy duty vehicles, such as tractor-trailers, often has a more bluff geometrical shape,
similar to the bluff body shown in figure 1.2. The European variant of heavy vehicles
has a box-like front with curved front edges, which is followed by the trailer which most
often is a of a rectangular shape with blunt edges. However, the tractor and the trailer
are separated by a gap, which introduces additional complexity. Modern tractor-trailers
typically have a sealed gap, in order to prevent the flow from impinging on the front of
the trailer. Such an impingement increases the aerodynamic drag of the whole vehicle
significantly. Moreover, the sealed gap prevents the separation on the leeward side of the
tractor during side winds as well as the formation of recirculating flow in the gap. The
flow in the gap, when not sealed, is dependent on the gap width between the tractor and
the trailer. The structure of the flow in the gap and the connection between the flow
structures and the aerodynamic drag are investigated in Paper A (“The flow around a
simplified tractor-trailer model studied by Large Eddy Simulation”) in this thesis.
The streamlined shape of passenger cars introduces more complicated flow phenom-
ena in addition to the four mixing layers discussed for a rectangular bluff body in the
former section. Firstly, the presence of the ground can have an influence on the organi-
sation of the flow in the wake and the pressure distribution on the base, especially on
the lower part of the car. The streamlining of passenger vehicles also introduces the
presence of trailing longitudinal vortex structures. These trailing vortices occur both on
the front of the vehicle, where they are known as the A-pillar vortex (see figure 1.3a)),
and on the rear part of fastback vehicles (sedan models) where they are known as C-pillar
vortices (see figure 1.3b)). The breakdown of such longitudinal A-pillar vortices is inves-
tigated in the Paper B of this thesis (“LES Study of breakdown control of A-pillar vortex”).
These longitudinal vortices are rich in energy and are responsible for a large portion of
the total aerodynamic drag (they are sometimes denoted “drag inducing vortices”). The
level of vorticity in the separated shear layer that rolls in these longitudinal vortices is
dependent on several geometrical conditions, of which the inclination of the edge at which
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they separate from the body is most important. The stronger of the two pillar vortices
is that around the C-pillar formed at the slanted back of a car, which has been studied
extensively around the generic vehicle called the Ahmed body [7, 8, 9]. The formation of
the longitudinal vortices around the C-pillar is similar to that around the A-pillar but
there are also differences. The trailing vortices formed around A-pillars have an influence
on both the aerodynamics and the aero-acoustics of passenger vehicles. According to
a recent study by Alam et al. [10], the flow around the A-pillar is the main source of
“in-cabin” aero-acoustic noise. The reason for the generation of aero- acoustic noise from
the trailing vortex around the A-pillar can be found in fluctuating pressure on the surface
of the car.
1.3 Railway aerodynamics
During the construction of railway systems, including the design of the actual train
occupying the railway, there are several serious issues emerging concerning the flow of the
air around the train and the influence of the flow induced by the train on the sourrounding
environments that need to be taken into consideration. One issue is the fuel consumption
affected by the aerodynamic drag, other issues are slipstreams, crosswind effects, pressure
waves radiating from train tunnels entries, ballast projection and aeroacousticly generated
sound.
Slipstreams are the air being dragged along by the train, i.e., the boundary layer forming
on the sides of the trains. These boundary layers are very strong and can cause serious
accidents on people and materials on station platforms when train passes without stopping.
Accidents related to slip streams from 1972 to 2005 in the United Kingdom (UK) are
summarized in [11]. The train industry is subjected to regulations concerning the allowed
slipstream velocities around trains. In the context of the European railway network,
this is regulated by the Technical Specification of Interoperability (TSI) of rolling stock,
directive 2008/57/EG, which specifies that a train operating at 200 km/h at 1.2 m above
the platform and a distance 3 m from the center of the track should not exceed 15.5 m/s.
Slipstreams around high-speed trains have been investigated in experiments by Sterling et
al. [12], by numerical methods by Muld [13], and around freight trains by Hemida et al. [14].
The wind velocity perpendicular to the motion of the train during traction is called
the crosswind. At large crosswind speeds the side and lift forces cause a turning moment
around the leeward rail that can, in extreme cases, cause overturning of the train and
derailment. Several serious accidents where trains have been overturned by the crosswind
have occured. Crosswinds and the influence of geometric design parameters on trains on
the vortices formed on the leeward side causing low pressure have been investigated by
unsteady numerical methods in Hemida [15] and Krajnovic´ et al. [16].
When trains enter tunnels, the air inside the tunnel is compressed and a pressure wave
forms that travels with the speed of sound through the tunnel. When the wave hits the
exit of the tunnel, a part of the pressure wave is radiated to the surroundings and another
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part is reflected. The part that is radiated to the surrounding environment cause noise
pollution and the part that is reflected back into the tunnel eventually hits the train
travelling inside the tunnel and causes considerable discomfort for the passengers inside
the train by both induced noise and vibrations. Travelling inside tunnels also increases
the drag of the train significantly [17, 18, 19] and causes increased mechanical stress on
the train. Tunnels, although necessary to overcome superfluous ascents, cause restrictions
on the railway operations. This is especially prevalent for single-track tunnels, where the
ratio of the cross-sectional area of the train to the cross-sectional area of the tunnel is
increased which leads to stronger pressure waves. Pressure waves and tunnel related aerody-
namics are indeed a very important issue in the research on train aerodynamics [21, 20, 22]
Ballast projection is caused by the flow and pressure field underneath a train. The
ballast consists of small gravel stones and rocks and as the train passes over them, the
ballast stones can be dislodged and thrown against the undercarriage of the train. Flying
stones phenomena underneath trains is referred to ballast flight. This can cause damage
to the equipment underneath the train and the boogies. Underhood flow as been studied
experimentally by, for instance, Jo¨nsson et al. [23].
In addition to noise caused by mechanical interaction of parts on the train such as
wheel/rail, aeroacoustic noise is produced by the train when driving due to the air flow-
ing around the train. The source of the noise is flow separation caused by either the
detachment of the boundary layer on the train or by vortex shedding from protruding
structural elements on the train. The strengh of the noise is proportional to the speed
of the train by a power of 6-8 [24]. Thus, the noise alleviation is of immense practical
importance when train speed increases. Protruding objects on the train are the main
source of aeroacoustic noise. For instance, the pantograph on the roof of the train which
usually have a cylindrical shape can cause a monotone noise due to the vortex shedding
behind it which propagates and pollutes the environment far away from the railway. All
roughnesses on the train contributes to the aeroacoustic noise and also the nose shape of
the train has a large impact. It is desirable to have a fore-body configuration with a long
nose to reduce the aerodynamic noise [21].
1.4 Aerodynamic drag on trains
The sum of the resistive forces acting on trains in the direction of travel is usually expressed
as a second order polynomial [25, 21, 27, 26]:
F = A+B × V + C × V 2 (1.3)
It is assumed in (1.3) that the train does not accelerate or decelerate, that it travels
on flat ground and that the railway is straight. Otherwise, terms for the forces needed to
overcome the resistance of acceleration, the gravitational force and mechanical curving
resistance must be included in (1.3). The term A on the right hand side contains
mechanical resistances that are constant with respect to the speed of train, V , but whose
magnitude is dependent on the number of axles, axle loads, track type and the length of
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the train. The second term contains mechanical resistances coming from moving parts on
the train and vary with the length of the train and are linearly proportional to the speed.
The last term contains the aerodynamic resistance of the train, which is proportional
to the square of the speed. The values of the coefficients in (1.3) are highly dependent
on each specific type of train under consideration and must be determined individually
for each specific train [28, 26, 27]. Empirical equations that can be used to estimate the
resistance of a general train configuration have been developed. See [27] for a review
of empirical equations used to estimate resistances of trains. A freight train normally
consists of a large amount of wagons of different sizes, shapes and purposes. For a freight
train, the coefficient C in (1.3) is the sum of the contribution to the aerodynamic drag
from the locomotive and all wagons in the train. The size of the contribution to C of each
wagon depends on the position of the wagon in the train [29] as well as on the spacing
between the wagons [30, 31].
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Figure 1.4: The top figure shows an arbitrary container freight train with a locomotive
and 10 single stack wagons.The bottom figure shows the drag coefficient (y-axis) for a
closed top gondola-type freight wagon depending on the position in the train (x-axis). All
the values are normalized with the value of the drag coefficient of the wagon in the second
position at zero yaw angle. The results are redrawn from the full-scale experimental study
reported in [29].
Figure 1.4 shows the drag coefficient of a closed top gondola-type freight wagon
depending on the position in the train. Results are shown for 0, 5 and 10 degrees of yaw
angle. It is seen in the figure that, after the initial 3-4 wagons, the drag coefficient will
reach some steady value that is some 20− 50% less than the drag coefficient of the second
wagon. The majority of all the wagons in a freight train will experience an aerodynamic
drag force slightly lower than that experienced by the first wagon in the train. The
contribution to the total drag of the entire train from the locomotive will in turn be
higher than the drag of the second wagon due to the stagnation pressure of the air on the
front of the locomotive. A study reported in [32] suggests that the drag coefficient of the
locomotive is in the order of 4 times of the drag coefficient of the first wagon (thus the
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wagon in position 2 in figure 1.4). The total drag coefficient of a freight train consisting
of a locomotive and 70 wagons of various sizes and shapes are estimated in [31] to be
around 18.
Figure 1.5: Bombardier Contessa train used in Sweden for regional traffic.
A typical regional train consists of 3-4 units and its length is around 60-70 m. The
operation of regional trains are characterized by short driving cycles (≈ 1h) where the
trains make several stops during the cycle and the maximum speed is below 150− 160
km/h. Due to the stops, the part of the journey that the train has maximum speed is
considerable shorter than the actual journey. This diminishes the relative influence of the
aerodynamic drag on the total energy consumption.
One train used for regional traffic in Sweden is shown in figure 1.5. This is the Bombarbier
Contessa train. As can be seen by a layman, the shape of the train is not optimal from
an aerodynamic drag minimizing point of view. This is true in general for trains that are
used for regional traffic. Less effort has been invested by the manufacturers on reducing
the aerodynamic drag, due to it’s relative less importance on the fuel consumption in
comparison to high speed trains. The energy put into the railway system are consumed
by different resistances. The energy demand for a general electric powered train is shown
in figure 1.6.
The losses of the energy in the system are divided into the following components:
• EV I : infrastructure losses
• EV d: driving losses
• EV b: braking losses
• EBR: brake resistor losses
As is seen in figure 1.6, already some 20% of the energy provided by the substation
is lost in the electric infrastructure on the way to the train. The driving losses EV d
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Figure 1.6: Traction energy demand distribution for railway system. The figure is taken
from Orellano and Sperling [33]
corresponds to some 55% of the energy demand. This energy is dissipated to heat in the
environment by the aerodynamic drag and mechanical resistances. This part cannot be
regenerated, while some part of the energy that is converted to kinetic energy can be
regenerated by the braking system.
Figure 1.7: Estimated potential for reducing the drag of a regional train. The figure is
taken from Orellano and Sperling [33]
The driving losses EV d are caused by the resistive forces acting on the train expressed
in (1.3). In the estimate done in Orellano and Sperling [33] on a generic regional train on
a typical driving cycle, a decrease in the aerodynamic drag coefficient of the train by 30%
would lead to a 13 % decrease in the traction energy. There thus exists some potential
for energy savings by improvement of the aerodynamics of regional trains. The total
drag of a regional train comes from different parts on the train, as for freight trains. An
estimate of the contribution to the drag and potential for reduction is shown in figure 1.7.
The pressure drag from the head and the tail of the train accounts for some 30% of the
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total. Other main sources are the various protroduing objects and the skin friction. The
paper C (“Simulations of flow around a simplified train model with a drag reducing device
using Partially Averaged Navier-Stokes”) and paper D (“A study of the aerodynamics of
a generic container freight wagon using Large-Eddy Simulation”) of this thesis concerns
the simulation of flow around a simplified regional train and a simplified freight wagon,
respectively.
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2 Numerical simulations of turbulent flows
This chapter starts with a general description of turbulent flows in section 2.1. Then, in
section 2.2, the method of Large Eddy Simulation (LES) will be outlined. In section 2.3,
the Partially Averaged Navier-Stokes method of turbulence simulation is described, and
in section 2.4, the numerical details are provided in brief.
2.1 Turbulent flows and governing equations
Almost all flows encountered in engineering and daily life are turbulent. There exists
no exact definition of what turbulence really is [36], but turbulent flows do have certain
recognizable characteristics. They are, e.g., intrinsically complex, nonlinear and there is a
large spread of the time and spatial scales in the flow [37]. The swirling motions observed
in daily life such as flowing water in rivers, the pillars of air from plumes, the air around
vehicles, are all examples of turbulent flows where the chaotic behavior of turbulence is
visible to our eyes by the natural flow visualisation. Other characteristics of turbulent flows
are irregularity and randomness. Turbulence is an omnipresent phenomenon whether it is
in the processing of fluids and gases in pumps, compressors, pipes, the flow around vehicles
such as airplanes, automobiles, trains, ships, or the mixing of air and fuel in engines and
air and reactants in chemical reactors. Thus, there is no way to avoid the influence of
turbulence nor to ignore it when constructing and studying such systems. The scientific
study of turbulence takes different approaches, such as the statistical approach enabled by
the Reynolds decomposition [38]. That is, to ignore the details of the instantaneous flow
and instead regard the flow as a superposition of a statistically well-defined mean part
and a fluctuating part. This allows for the use of statistical and probabilistic methods
to study the nature of turbulence. Another approach is the phenomenlogical approach
where the actual geometrical features of the instantaneous turbulence are characterized
and universal coherent and incoherent structures are identified and interpreted. Such
coherent features are, for instance, hairpin vortices in the turbulent boundary layer [39]
and the near-wall streaks [40, 41].
It is generally accepted that the Navier-Stokes equations (NSE) mathematically model the
turbulent flow of fluids at a macroscopic level and accurately describes what is observed in
nature, even though no mathematically unique and smooth (continuously differentiable)
solutions at high Reynolds numbers have been proven to exist so far [42]. NSE for an
incompressible, single-phase flow, with dynamic viscocity µ and density ρ read:
∂ui
∂xi
= 0. (2.1)
∂ui
∂t
+ uj
∂ui
∂xj
= −1
ρ
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
+ fi. (2.2)
Equation (2.1) is the continuity equation expressing the conservation of mass and (2.2)
is the momentum equations expressing conservation of momentum. ui=x,y,z = ui(x, y, z, t)
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are the three components in the velocity vector in a Cartesian coordinate system, ν = µ/ρ
is the kinematic viscocity of the fluid and fi possible body forces, such as gravity.
In vehicle aerodynamics, the single most important parameter characterizing any flow
around vehicles is the Reynolds number of the large scales. The Reynolds number is an
appreciation of the ratio of the magnitude of the convective term (second term on l.h.s.
in (2.2) to the magnitude of viscous term (second term on r.h.s. in (2.2)). The convective
term is a nonlinear term which is the source of the irregularity, randomness and chaotic
behavior of turbulent flows. Thus, the higher the Reynolds number is in a flow, the more
pronounced is the influence of turbulence. For a sufficiently low Reynolds number, the
flow is laminar. This is due to the viscous forces being large enough to be able to dampen
out any non-regular fluctuation in the flow. When the Reynolds number increases, the
relative ratio between the convective term and the viscous term increases, and the viscous
term is not strong enough to be able to dampen out fluctuations, but they are instead
magnified in a non-linear way by the convective term.
For passenger cars the Reynolds number, based on a representive length scale L, on
roads during normal cruising speed is in the order of 106 − 107 and for trains they are
in the order of 107 − 108. The scales in turbulent flows range from vortices and swirling
motion of the size of L down to the smallest scales in the flow, the so called Kolmogorov
scales, which are smaller than millimeters for vehicle flows. The large scales carry most
of the kinetic energy of the fluid, while the dissipation of the kinetic energy of the fluid
to internal energy (heat) takes place at the smallest scales. This is illustrated in figure
2.1, where l0 is the characteristic size of the anisotropic energy-carrying scales, lEI is a
limit where the energy-carrying scales can be considered to be isotropic and, according to
Kolmogorov theory, the statistics is universal [43, 44]. This range is called the universal
equilibrium range and consists of two subranges, the inertial subrange and the dissipation
range.
According to Kolmogorov’s second similarity hypothesis the motion in the inertial
subrange is determined primarily by inertial effects, thus viscous effects being negligible.
The motion in the dissipation range is governed by strong viscous effects and are thus
responsible for essentially all of the energy-dissipation [45]. The process in that kinetic
energy is transferred from the large, energy-carrying scales through the inertial subrange
to the dissipation scales is called the Cascade-process.
When numerically solving (2.1) and (2.2) all scales of motion need to be resolved in
order to obtain an accurate representation of the real flow. That is, all the scales from
the large scales down to the smallest, dissipative scales, must be resolved. This numerical
approach is called Direct Numerical Simulation (DNS) [46]. DNS is used to study funda-
mental flows, such as isotropic turbulence [48, 47], turbulent boundary layers [49] and
turbulent pipe flows [50]. Due to the very small character of the dissipative scales, the
computational cost for such simulations is unfeasible for most engineering types of flows.
Thus, a model is needed to get an approximation of the full DNS solution of the flow. By
introducing the Reynolds decomposition that divides the flow into a superposition of a
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Figure 2.1: Idealized picture showing the energy content in a turbulent flow as a function
of the wave number k (logaritmic scale).
mean part and a fluctuating part, in the following way
ui = 〈Ui〉+ u′, (2.3)
into the governing equations (2.1) and (2.2), the Reynolds Averaged Navier Stokes
(RANS) equations are obtained. This approach is the basis for steady state engineering
turbulence models such as the k −  model and various Reynolds Stress Models. This
method presupposes a large separation of the turbulent fluctuating scales and the energy-
carrying scales (the ”mean” flow). As this is not the case in most types of bluff body
flows, but the scales are continously distributed from the large scales to the smallest, it
is not correct to employ this type of methods to vehicle aerodynamics. In this thesis,
the method of Large Eddy Simulation (LES) has been used as well a recently developed
unsteady method called Partially Averaged Navier Stokes (PANS). Although both LES
and PANS are unsteady, they are fundamentally different. In the coming sections, LES,
being a rather well-known method, will only briefly be described, while a more elaborate
outline of PANS is provided.
2.2 Large Eddy Simulation
Large Eddy Simulation (LES) is a collective term used to denote certain methods which
are all based on the same conceptual idea that the large, energy-carrying scales are
resolved directly while the small scales (the universal scales according to Kolmogorov
theory) are not resolved, but the influence of them on the large scales is modelled. The
physical motivation behind this idea is the assumption of the universality of the small
scales described briefly in the former section. An implicit prerequisite for the idea of
LES to work is that the large scales are resolved down to the inertial subrange where
the scales presumably become isotropic. In practise, this is done by careful selection
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of the applied numerical grid when carrying out the simulation of the flow. There are
many ways in which LES can be done numerically, such as the spectral method which is
based on the spectral NSE (the Fourier transformation of (2.2)), implicit LES where the
numerical dissipation from the discretization schemes is used to balance the equations
and thereby resolving only the large scales, and explicit sub-grid models where an explicit
mathematical model is used to model the influence of the smallest scales on the resolved
ones, after a spatial filter has been applied to the NSE. The latter method is the one
used in this thesis. No comprehensive investigation or complete review of methods are
provided herein, the reader is referred to e.g. Pope [36] and Sagaut [51] for a detailed
theoretical analysis of LES, different sub-grid models and the mathematical foundations
of the method. Herein the specific sub-grid model (the standard Smagorinsky Model
[52]) that has been used in this thesis will be described. The governing equations of LES
(the filtered Navier-Stokes) are obtained by applying a spatial filter on (2.1) and (2.2).
The general filter operation applied on an arbitrary function f = f(x, t) (denoted by
”overbar”) is defined by:
f(x, t) =
∫∫∫
G(r,x)f(x− r, t)dr. (2.4)
The filter function, G(r), must satisfy the normalization condition∫∫∫
G(r,x)dr = 1. (2.5)
The LES concept is based on the decomposition of the velocity field into the resolved
motion (filtered velocities and pressure) and the small-scale motion that are filtered away
a priori (sometimes denoted sub-grid scales or residual field), i.e.:
u(x, t) = u(x, t) + u′′(x, t). (2.6)
This decomposition should not be confused with the Reynolds decomposition mentioned
in the beginning of the chapter. The most important difference being that the filtered
velocity field, u(x, t), is a random field like the unfiltered instantaneous velocity field,
while the ensembled averaged velocity of the Reynolds decomposition is not [36]. The
residual field, u′′(x, t), is never obtained explicitly in any LES simulation, and can only
be obtained if a fully resolved DNS simulation has previously been conducted with exactly
the same initial and boundary conditions and a finer grid. By applying the filter operation
defined in (2.4) on the incompressible NSE, the filtered incompressible NSE are obtained:
∂ui
∂xi
= 0. (2.7)
∂ui
∂t
+ uj
∂ui
∂xj
= −1
ρ
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
− τ
R
ij
∂xj
, (2.8)
where the force term has been dropped for convenience. The last term is the residual
stress tensor, τRij = uiuj−uiuj . This part is split into an anisotropic part and an isotropic
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part: τRij = τ˜
r
ij +
1
3τ
R
kkδij . The isotropic residual stress tensor is included in the filtered
pressure, p, and (2.8) is written as:
∂ui
∂t
+ uj
∂ui
∂xj
= −1
ρ
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
− τ˜
r
ij
∂xj
, (2.9)
In the standard Smagorinsky model, the anisotropic part of the residual stress tensor
is modelled by an eddy-viscosity assumption:
τ rij = −2νsgsSij . (2.10)
That is, the unresolved scales are said to be proportional to an artificial ”eddy”-
viscosity and the rate-of-strain tensor of the filtered velocities Sij =
1
2 (
∂ui
∂xj
+
∂uj
∂xi
). The
eddy-viscosity, νsgs, is then modelled by a ”mixing-length” hypothesis:
νsgs = l
2S = (Cs∆f )
2S. (2.11)
The eddy-viscosity is taken to be proportional to the square of a characteristic length
scale of the unresolved scales and the magnitude of the rate-of-strain tensor. The length
scale is taken to be the product of the filter width ∆ and the Smagorinsky constant CS .
In this work, the filter width is taken to be the local grid size, ∆ = (∆x ·∆y ·∆z)1/3
and the Smagorinsky constant is equal to CS = 0.1, which is a value that has been
used in numerous investigations of vehicle aerodynamics bluff body flows [54, 15, 53, 55].
It should be noted that, for complex geometries using non-equidistant computational
grids as in the present thesis, a commutation error is introduced since the formulation
of filtered equations ((2.7) and (2.8)) assumes that the filtering operation and spatial
derivation commute. This is however not true on non-equidistant grids. The commutation
error introduced is of the same order as the truncation error of a second-order linear
interpolation scheme [56]. The function f in (2.11) is the Van Driest damping function
f = 1− e−n+/25, (2.12)
which is added to make νsgs vanish at the wall. n
+ is the wall-normal distance in
viscous units. Although the Smagorinsky model is a rather simple sub-grid stress model,
the method can be viewed from an mathematical point of view as adding a non-linear
viscosity to the fluid since the filtering is never applied explicitly in the formulation of the
method but it can just as well be implied implicitly. It turns out that the Smagorinsky
model actually provides a regularization of the NSE that transforms the (possibly ill-
posed) NSE into a well-posed set of partial differential equations, see e.g. Guermond et al.
[57]. The LES method described in this section is used in paper A (“The flow around a
simplified tractor-trailer model studied by Large Eddy Simulation”), paper B (“LES Study
of breakdown control of A-pillar vortex”), paper D (“A study of the aerodynamics of a
generic container freight wagon using Large-Eddy Simulation”) and paper E (“On the
need for a nonlinear subscale turbulence term in POD models as exemplified for a high
Reynolds number flow over an Ahmed body”) in this thesis.
15
2.3 Partially Averaged Navier-Stokes
In paper C (“Simulations of flow around a simplified train model with a drag reducing
device using Partially Averaged Navier-Stokes”) in this thesis, the unsteady flow around a
simplified train model is simulated using the recently developed unsteady method Partially
Averaged Navier Stokes (PANS). The PANS method was proposed by Girimaji [59] as a
bridging/hybrid approach of turbulence modelling for engineering types of flows developed
from the first principles. The objective when deriving the method was to improve the
inherent modelling defects of the Unsteady Reynolds Averaged Navier-Stokes approach
(URANS). In an URANS simulation, the RANS equations are solved in a time-accurate
fashion on a grid with a relatively good spatial resolution and with low turbulence kinetic
energy and thus low eddy-viscosity on the inlet [60]. The intention with URANS is to
resolve smaller unsteady scales of motion than those that are averaged away in steady
RANS simulations. The URANS fails however, because the eddy-viscosity becomes to
large and supresses the temporal and spatial fluctuations that could have been supported
by the grid and temporal resolution. The failure of URANS is due to the ratio of produced
turbulence kinetic energy to dissipation is too high (un-physical) which disables URANS to
resolve the fluctuating motions [61]. PANS offers a method to prevent the eddy-viscosity
to blow up by modifying the coefficients of the parent RANS model in a physical correct
manner according to the local resolution of the flow field in time and space and the
amount of resolved and unresolved fluctuations. The method thus seeks to maximize the
amount of fluctuations that are resolved directly and which can be handled on a given
grid and flow situation. To derive the PANS method, a model equation for the unresolved
(sub-filter) kinetic energy, ku, was derived from the equation of the generalized central
moments [62]:
∂τ(ui, uj)
∂t
+
∂τ(ui, uj)u¯k
∂xk
= − ∂
∂xk
{τ(ui, uj , uk)+
τ(p, ui)δjk + τ(p, uj)δik − ν τ(ui, uj)
∂xk
}
+2τ(p, Sij)− 2ντ( ∂ui
∂xk
,
∂uj
∂xk
−τ(ui, uk)∂u¯j
∂xk
− τ(uj , uk) ∂u¯i
∂xk
. (2.13)
Here, ui are the instantaneous unfiltered / unaveraged instantaneous velocity variables
and u¯i = 〈ui〉 are the filtered /averaged velocities. The function τ(f, g) = 〈fg〉 − 〈f〉〈g〉 is
the generalized central moment of the functions f and g, and the angular brackets 〈.〉 corre-
spond to a filter that is constant preserving and commutes with both spatial and temporal
differentiation. In case of LES, this filter is the spatial filter defined in (2.4). Equation
(2.13) is obtained by manipulation of NSE, in an analogous way to how the equations for
the Reynolds stresses are obtained. The kinetic energy of the unresolved scales, ku, is half
of the trace of the central moment, ku =
1
2τ(uk, uk). An equation for the dissipation u of
the unresolved scales was constructed phenomenologically in the derivation of PANS. To
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make PANS sensitive of the resolved scales of motion in the flow, the decisive parameters
fk = ku/k and f = u/ (ratio of unresolved kinetic energy/dissipation to total kinetic en-
ergy/dissipation) were introduced into the derivation of the governing equations. How this
was done will be explained in the coming paragraphs. It is important to stress that PANS
is not a zonal LES/RANS model. It is a unique method based on derivations from the
first principles, but having some features common with both RANS and LES inherent to it.
The original PANS [59] was derived using the standard k −  RANS model as par-
ent model. This model will be denoted PANS k −  hereafter. The PANS k −  method
was tested on the flow around a square and circular cylinder by [63] and [64], respectively.
As noted by Girimaji [59], the quality of the results in a simulation with PANS will
be inherently dependent on the quality of the parent RANS model. Soon enough, a
version of PANS based on the k − ω RANS model was introduced by Lakshmipathy and
Girimaji [65]. In Girimaji et al. [61], the ratio of produced unresolved kinetic energy to
dissipation in PANS was compared both theoretically and computationally with URANS
and Detached Eddy Simulation (DES). It was found that PANS resolved more unsteady
vortical structures than the two latter methods for the given cases and the employed grids,
and PANS showed better agreement with experimental data. In Ma et al. [66] PANS was
combined with a Low Reynolds Number (LRN) k −  RANS model in order to correct
the inherent inappropriate behavior of the PANS k −  model near the wall due to the
deficits in the standard RANS k −  model. The performance of PANS LRN in standard
cases such as decaying grid turbulence, turbulent channel flow and the periodic hill flow
was investigated with promising results. It was also found that PANS LRN give better
results than the Dynamical Smagorinsky LES model at a reduced CPU time for these cases.
Another method to enhance the performance of the k- RANS model in the near wall
region is the four equation k − − v2 − f RANS method proposed by Durbin [67] and
later reformulated to the k − − ζ − f model by Hanjalic´ et al. [68]. In these so called
elliptic-relaxation based eddy-viscosity models, two additional (to k and ) model equa-
tions for the the wall-normal velocity v2 scale and the relaxation function f , are derived
and solved for. In the later formulation by Hanjalic´ et al. [68], the wall-normal velocity is
normalized by the turbulence kinetic energy, such that ζ = v2/k. The introduction of the
wall-normal velocity v2 into the model enables RANS to take into account the inviscid
wall blocking effect while incorporating low Reynolds number effects in the viscous and
buffer sublayers of the turbulent boundary layer.
The PANS method based on RANS k −  − ζ − f was initially developed by Basara
et al. [69] and further motivated in Basara et al. [70], where the model was validated
against channel flow and the complex flow around a finite cylinder [71]. The PANS ζ − f
version was used by Krajnovic´ et al. [72] to simulate the complex and relatively high
Reynolds number unsteady flow around the Rudimentary Landing Gear [73, 74] with
promising results.
An overview of the derivation and the development leading up to the PANS model
used in this thesis (PANS ζ − f) follows here. The starting point is the partially filtered
17
Navier-Stokes equations:
∂u¯i
∂t
+ u¯j
∂u¯i
∂xj
= −1
ρ
∂pF
∂xi
+
∂
∂xj
(ν
∂u¯i
∂xj
− τ(ui, uj)), (2.14)
u¯i = 〈ui〉; pF = 〈p〉. (2.15)
τ(ui, uj)− 2
3
kuδij = −2νuS¯ij . (2.16)
Where ui, p are the instantaneous unfiltered flow variables and u¯i, pF are the partially
averaged (filtered) flow variables. τ(ui, uj) = 〈uiuj〉 − 〈ui〉〈uj〉 is the subfilter scale
(SFS) stress which is closed by modelling its anisotropic part using the eddy-viscosity
(Boussinesq) assumption (2.16). The partially averaged NSE are obtained by applying
an implicit or explicit arbitrary filter on (2.1) and (2.2) that is constant preserving and
commutes with both spatial and temporal differentiation, as is required by any filter
to fulfill the averaging invariance [62]. The partial filtering is denoted by the angular
brackets 〈.〉. In order to understand where the uniqueness of PANS lies, its must be
noted that the filtered variables are of fundamentally different nature than the ensembled
averaged variables in RANS, as well as the filtered variables in LES. The filtered PANS
variables are stochastic variables as in LES, but the mean valued variables in RANS are
not. However, the filtering in PANS is both spatial and temporal, and arbitrary, whereas
in LES it is only spatial and definite. That is, the cut-off of the filtering in PANS is not
defined a priori as in LES (in the inertial range), but is allowed to vary and is ultimately
defined by the local velocity field in the simulation.
In (2.16), ku =
1
2τ(ui, ui) is the unresolved (subfilter) kinetic energy. The assump-
tion in (2.16) is that the SFS-stress due to the unresolved scales are proportional to
resolved rate-of-strain tensor, S¯ij =
1
2 (
∂u¯i
∂xj
+
∂u¯j
∂xi
) and by the eddy-viscosity of the un-
resolved motion νu. By choosing a spatial grid filter and letting νu = νsgs, the model
described so far by (2.14), will be an LES approach. By letting the filtering be over all
spatial and temporal scales of motion, the partially filtered velocities will in fact become
the mean valued velocities (RANS), the SFS stresses will become the Reynolds stresses
and νu will become the turbulent viscosity νT associated with RANS. If νu is set to zero
then (2.14) will obviously yield a DNS solution if the employed grid is fine enough to
permit resolving all the scales in the flow including the dissipative scales.
In the present work, the PANS methodology based on a four equations RANS model
is used (PANS ζ − f). This method was derived by Basara et al. [69], [70] in order to
improve the inherent faulty modelling of the near wall physics by the parent RANS in the
original PANS k−  model. The four equation RANS model used is the elliptic-relaxation
eddy-viscosity model k −  − ζ − f proposed in [68]. Thus, in the present work the
eddy-viscosity of the unresolved motion is modelled as
νu = Cµζu
k2u
u
, (2.17)
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where ζu = v2u/ku is the velocity scale ratio of the unresolved velocity scales v
2
u and ku.
v2u refers to the normal fluctuating component of the velocity field to any no-slip boundary.
See Durbin [67] for further details and argumentation for the concept of introducing the
normal velocity scale. In the RANS k − − ζ − f model of [68], four model equations are
solved in addition to the flow equations, one equation for each model variable respectively.
The corresponding PANS model equations for the unresolved variables ku, u, ζu, fu take
the form presented in the coming paragraphs. For details and a full motivation on all the
steps on how the model equations are derived, follow the formal derivation of the PANS
k −  equations in [59] first and then the derivation of the PANS ζ − f equations in [69,
70].
∂ku
∂t
+ u¯j
∂ku
∂xj
= (Pu − u) + ∂
∂xj
[(ν +
νu
σku
)
∂ku
∂xj
]. (2.18)
The equation above is the model transport equation for the unresolved kinetic energy.
It is derived from the exact transport equation for the SFS stress, τ(ui, uj), (2.13). In
(2.18), Pu = −τ(ui, uj) ∂u¯i∂xj is the production of the unresolved kinetic energy. This term
is closed by using the constituitive relationship in (2.16). The PANS model equation for
the unresolved dissipation takes the form:
∂u
∂t
+ u¯j
∂u
∂xj
= C1Pu
u
ku
− C∗2
2u
ku
+
∂
∂xj
(
νu
σu
∂u
∂xj
). (2.19)
C∗2 = C1 +
fk
f
(C2 − C1); σku,u = σk, f
2
k
f
; C1 = 1.4(1 + 0.045/
√
ζu). (2.20)
The PANS model equation for u is developed from it’s RANS counterpart [59]. Here,
σk, are the turbulent transport Prandtl numbers known from RANS. σku,u are the
counterparts for the unresolved kinetic energy and dissipation, respectively. As was noted
in [66], the parameters fk and f change the value of the turbulent transport Prandtl
numbers and thus modifies the turbulent diffusion terms in the equations for ku and u. It
was also found in [66] that this change of σku,u by the unresolved-to-total kinetic energy
and dissipation parameters contributes to the decrease of the unresolved eddy-viscosity
νu. The PANS model equation for the unresolved velocity scale ratio ζu turns into:
∂ζu
∂t
+ u¯j
∂ζu
∂xj
= fu − ζu
ku
Pu +
ζu
ku
u(1− fk) + ∂
∂xj
(
νu
σζu
∂ζu
∂xj
). (2.21)
For the details on how the equation above was constructed, see [69, 70]. In doing so, it
was however assumed that f = u/ = 1, i.e. that all the unresolved dissipation is in fact
the RANS dissipation. This assumption is motivated by the assumption that the small
dissipative scales are unlikely to be resolved, since that would require a spatial resolution
of the computational grid beyond the inertial subrange, i.e. DNS like resolution. It was
also noted in [75] that the range of the resolved scales decreased with decreasing f. The
variable fu in (2.21) is the elliptic relaxation function for the unresolved velocity scales
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ration ζu analogous to its RANS counterpart. The PANS Poisson equation for fu is: [68,
69, 70].
L2u∇2fu − fu =
1
Tu
(c1 + c2
Pu
u
)(ζu − 2
3
). (2.22)
The integral length and times scales Lu and Tu are computed using the unresolved kinetic
energy. What is missing now is how the crucial parameter fk is choosen. This will be
explained in short. First, a summary of all the values for the constants in the equations
is provided:
Cµ = 0.22; C2 = 1.9; c1 = 0.4; c2 = 0.65; σk = 1; σ = 1.3; σζu = 1.2. (2.23)
If the value of ratio of the unresolved to total kinetic energy is choosen to unity, i.e.
fk =
ku
k = 1, then the equations above collapse to the RANS equations. In the early work
with PANS k −  [59, 61, 63, 65], fk was choosen as a fixed value constant in time and
space during the entire simulation. As the influence of fk on the resolved flow physics
became clearer, a further step was taken in [76]. It was argued that the smallest value of
fk that a grid can support at any given location with instantaneous flow is given by:
fk(x, t) =
1√
Cµ
(
∆
Λ
)2/3. (2.24)
Where ∆ is the geometric-average grid cell dimension, thus ∆ = (∆x ·∆y ·∆z)1/3 and
Λ is the Taylor scale of turbulence. In [77] fk was implemented by the expression given
in (2.24) as a dynamical parameter. The Taylor scale of turbulence Λ is computed using
the resolved and unresolved kinetic energy and dissipation, Λ = (ku + kres)
1.5/. This is
how it is done in the present work. fk is computed at every location at the end of each
timestep. The values are then used as fixed values during the next timestep. Thus, (2.14),
(2.16), (2.17), (2.18), (2.19), (2.21), (2.22) and (2.24) make up the PANS ζ − f model
used in the present work.
2.4 Numerical method
In this work numerical simulations of the flow around various ground vehicles have been
performed and analysed. The branch of fluid dynamics dealing with the numerical methods
of solving the governing flow equations is known as Computational Fluid Dynamics (CFD).
In order to perform an simulation of the flow, the governing equations (in this thesis the
incompressible NSE, (2.1) and (2.2)), must be discretized. There exists several methods
to accomplish this, including: finite differences, spectral, finite elements and finite volumes
being the most common. The discretization includes several steps where numerical schemes
and interpolation methods must be choosen. In this work, the CFD simulations have been
carried using the commercial finite-volume based CFD software AVL Fire [78]. Equations
2.1 and 2.2 are discretized by the solver using a collocated grid arrangement. The full
details of the discretization and the solution algorithm are included in Appendix A.
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For all simulations in this work, the time-marching is done using the implicit second-
order accurate three-time level scheme:(
dφ
dt
)
n
=
3φn − 4φn−1 + φn−2
2∆tn
, ∆tn = t− tn−1 = tn−1 − tn−2. (2.25)
In the cases where LES simulations have been done, the convective terms in the
momentum equations have been discretized using a blend between 95% central differences
(CDS) and 5% upwinding of first order accurancy. The upwinding is needed to dampen
numerical occillations caused by the CDS and local insufficient grid resolution. It’s
generally hard to accomplish 100% CDS for complex flow cases. In the case where
PANS has been used, the convective terms have been discretized by using a second order
upwinding scheme.
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3 Reduced-Order Modelling (ROM
In the framework and context of the present work, the method of Reduced Order Models
(ROM) is considered to simplify the NSE and reducing the computational effort of ob-
taining long-term flow solutions from solving numerically the full NSE to solving a set
of coupled Ordinary Differential Equations (ODEs), while still maintaining important
large-scale physical features in the flow. ROM can be used as a testbed for physical
understanding of actual flow phenomena, as computationally inexpensive surrogate models
for optimization and used as a low-order plant for control design.
The basis of a ROM is the separation of the temporal and spatial scales by a decom-
position of the flow field into time-dependent amplitudes and spatially stationary modes.
The modes being artificial velocity fields. In principle any set of functions forming a basis
in the Hilbert space L2(Ω) of square-integrable functions in the finite or periodic domain
Ω can be used, such as Chebychev polynomials, Fourier modes or stability eigenmodes.
This approach to ROM can be described as a mathematical or physical approach. An-
other approach is the empirical ROM, which relies on empirically computed modes from
snapshots of numerically or experimentally obtained flow fields. A popular method used
to compute modes is Proper Orthogonal Decomposition (POD) [38, 79], building on the
Karhunen-Loe`ve decomposition. Another approach is the recently developed method
Dynamic Mode Decomposition (DMD) [80, 81] building on spectral analysis and the
Koopman operator. These decompositions have different properties. The POD computes
modes that are orthonormal and optimal in the sense that the modes in average maximize
the kinetic energy contained in the modes compared to any other decomposition, (see ,
e.g., [82, 83, 79]), while the DMD trades the orthonormality and energy optimality in favor
of information about the growth rate and frequency of the corresponding DMD modes. In
the present work, the POD have been used as a basis of ROMs. The ROMs are built by
using the empirical POD modes as a basis for a Galerkin system. The Galerkin system
consists of a dynamical system of ODEs of the time-evolution of the modal amplitudes.
These ODEs are obtained by the projection of the Navier-Stokes equation on the POD
modes.
Reduced Order Models (ROMs) in the form of either empirical, mathematical or physical
models have been studied for some, but by no means all, flow cases. Examples are the
vortex shedding flow behind a circular cylinder at low Reynolds number [84, 85], the
turbulent jet and mixing layer [87, 86, 88] and the lid-driven cavity flow [89]. The very
first ROM was presented in the pioneering work of Aubry et al. [90], where a ROM was
built in order to study the dynamical behavior of the coherent structures in the turbulent
boundary layer. Aubry and co-workers used a mix of POD modes and Fourier modes
and presented a low-dimensional model capable of capturing the major aspects of the
ejection and bursting events that up to that date only had been observed in experimental
work. They used a linear ’eddy-viscosity’ model to include in their low-dimensional
model the effect of the left-out higher order modes. Rempfer [91], [92, 93] studied the
transitional flat-plate boundary layer and built a ROM for that flow. Rempfer used only
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POD modes in his model. For the higher order modes that was left out in his ROM,
he refined the linear model by Aubry et al. by using one eddy-viscosity for each of the
higher order modes, i.e. ’modal eddy viscosities’. Galletti et al. [94] generalized the
ansatz of modal eddy viscosities by adding an additional linear term to the Galerkin
system. They demonstrated their model for the laminar flow around a confined square
cylinder. The above closure models all assume a linear term for representing the nonlinear
dynamics of the turbulence cascade governed by the convective term in the NSE. Using a
linear model has been demonstrated to work well for low Reynolds number flows in the
laminar and transitional regime. However, not many studies are reported with a successful
outcome for broadband turbulence [95]. To overcome this deficiency, Noack et al. [95]
proposed an ansatz that takes nonlinear effects into account based on the Finite-Time
Thermodynamical (FTT) framework [96]. Nonlinear models based on Galerkin projection
of filtered Navier-Stokes equations has also been pursued by [97, 98].
3.1 Galerkin Systems
In this section the derivation leading to an empirical Galerkin system is outlined. The
modes in the system are taken to be the orthonormal modes obtained from a POD
decomposition. A general velocity field u = (u, v, w) and the pressure field represented
by p are considered in the steady finite domain, Ω ∈ R3, with a Cartesian coordinate
system x = (x, y, z) with unit vectors ex, ey, ez, respectively. The time is represented by
t and the finite time intervall [0, T ] is considered. Firstly, in section 3.1.1, the POD is
described and the method to compute the modes and the amplitudes of the decomposition.
Secondly, in section 3.1.2, the Galerkin system is derived. In section 3.1.3, the Galerkin
system is truncated to yield a reduced Galerkin system. Lastly, in section 3.1.4, closure
methods for the reduced Galerkin system relevant to the thesis are outlined.
3.1.1 Proper Orthogonal Decomposition (POD)
The starting point is the NSE with corresponding initial and boundary conditions in the
following form:
∂tu+ u ·∇u+ 1
ρ
∇p− ν∇2u = R(u), (3.1a)
∇ · u = 0, (3.1b)
u(x, 0) = uIC(x) ∀x ∈ Ω, (3.1c)
u(x, t) = uBC(x) ∀x ∈ ∂Ω, t ∈ [0, T ]. (3.1d)
Where R(u) is the residual of the momentum equation. Considering the fact that the
pressure can be computed from the velocity field by the pressure-Poisson equation, the
residual of the momentum equation can be considered to be a function of the velocity
field, u, only. The input to the POD is an ensemble of M time-discrete snapshots (um =
u(x, tm), tm = m∆t, m = 1, ...,M) obtained from either experimental measurements or
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numerical simulations. In this thesis, the snapshots are obtained from LES simulations.
In POD [38], the velocity field, u(x, t), is firstly decomposed in a mean field, u0, and a
fluctuating part, u′, with zero mean, following the statistical approach of Reynolds (2.3).
The fluctuating part is then decomposed by a separation of the spatial and temporal
variables into a sum of products between an infinite number of space dependent modes
ui, and the corresponding temporal evolution ai(t) of each mode:
u(x, t) = u0 + u
′ = u0 +
∞∑
i=1
ai(t)ui(x, t) ≈ u0 +
N∑
i=1
ai(t)ui(x, t). (3.2)
In this work, the mean flow, u0, has been taken as the temporal average of the velocity
over all of M snapshots, thus u0 =
1
M
∑M
m=1 u
m, and the fluctuations are computed
by subtracting the mean flow from each snapshot, u
′
m = u
m − u0. In practise, a finite
number of modes, N , are considered. The modes, ui, span a basis in the Hilbert space of
square integrable vector fields L2(Ω). The inner product between two vector fields a and
b in the Hilbert space is given by the integral
(a, b)Ω =
∫
Ω
a · b dx. (3.3)
The modes are constructed in such a way that they are orthonormal, i.e.
∀i, j ∈ {1, ...N} : (ui,uj)Ω = δij , (3.4)
where δij is the Kronecker delta function. The vector norm in the Hilbert space is
given by
||a||Ω =
√
(a,a)Ω. (3.5)
Using this norm, the turbulence kinetic energy in the domain, Ω, during each snapshot,
Km(t) = Km = K(tm), can be expressed as
Km =
1
2
||u′m||2Ω, (3.6)
and the kinetic energy of the mean flow is given by
K0 =
1
2
||u0||2Ω. (3.7)
More important properties of general interest and later reference are that each mode
fullfills the continuity equation, i.e.
∇ · ui = 0, i = 0, 1, ...N, (3.8)
and that the boundary conditions are ’absorbed’ by the mean flow [79, 95]
∀x ∈ ∂Ω : u0(x) = uBC(x) and ui(x) = 0, i = 1, ..., N. (3.9)
The method of Snapshots [99, 79] is used in the present work to compute the empirical
POD modes, ui with corresponding amplitudes, ai(t). The Snapshot method produced
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N = M − 1 modes. The method consists of 5 steps [95, 99]:
1. Compute the mean flow,
u0 =
1
M
M∑
m=1
um. (3.10)
2. Compute the correlation matrix C = (Cmn) of the fluctuations,
Cmn =
1
M
(um − u0,un − u0)Ω. (3.11)
3. Find the first N eigenvectors vi = [v
i
1, ..., v
i
N ]
T and the sorted eigenvalues λ1 ≥ λ2 ≥
... ≥ λN ≥ 0 of the correlation matrix,
Cvi = λivi, i = 1, ..., N. (3.12)
4. Compute each POD mode as a linear combination of the snapshot fluctuations and the
eigenvalues,
ui =
1√
Nλi
M∑
m=1
vim(u
m − u0), i = 1, ...,M. (3.13)
5. Compute the mode amplitudes,
ami =
√
λiNv
i
m, i = 1, ..., N. (3.14)
The computed amplitudes have a zero time-mean and are uncorrelated
〈ai(t)〉T = 0, 〈ai(t)aj(t)〉T = λiδij , i, j ∈ {1, ..., N}. (3.15)
The turbulence kinetic energy in one fluctuation, Km, (3.6), can be expressed as the
sum of all modal contributions, u[i] = aiui:
K(t) =
∞∑
i=1
Ki(t), where Ki(t) =
1
2
||u[i]||2Ω =
1
2
a2i . (3.16)
Thus, the total turbulence kinetic energy content as a function of time in each mode
is given by Ki(t) =
1
2a
2
i . The total kinetic energy in the system, K
∞(t), is given by
K∞(t) = K0 +
N∑
i=1
Ki(t). (3.17)
The POD method by definition returns modes that are ordered with respect to the
turbulence kinetic energy in each mode, such that K1 ≥ K2 ≥ ... ≥ KN . Further on,
time-averaged values are implicitly assumed when the dependence of t is dropped from a
kinetic energy quantity, i.e., Ki = Ki(t).
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3.1.2 Galerkin system
In this section the focus is on the derivation of evolution equations for the amplitudes,
which will lead up to a dynamical system (Galerkin System) where the POD modes are
used to compute the physical coefficients in the system. Compact notation is introduced
here,
(F )Ω =
∫
Ω
F dx, (3.18)
for the volume integral of F over the domain Ω, and
(F )∂Ω =
∮
∂Ω
F · dA, (3.19)
for the surface integral of F over the boundary of the domain. The empirical orthonor-
mal modes that were computed in the previous chapter form a set of orthonormal base
functions in a Hilbert subspace. The first step that must be taken in order to construct
the Galerkin System is to project the momentum and continuity equations (3.1) onto the
subspace spanned by the modes. Before that is done, the decomposition is re-arranged in
the following way
u(x, t) = u0 +
N∑
i=1
ai(t)ui(x, t) =
N∑
i=0
ai(t)ui(x, t), (3.20)
where a0 ≡ 1, following the convention of Rempfer [91], Rempfer and Fasel [92], and
Rempfer and Fasel [93]. The velocity u is now expanded in the residual of the momentum
equation and projected on the POD modes(
ui,R
(
N∑
i=0
ai(t)ui(x, t)
))
Ω
, i = 1, ..., N. (3.21)
This step is known as the Galerkin projection. The Galerkin projection leads to four
terms which are handled separatly for clarity. The projection of the time-derivative of
the velocity leads toui, ∂t
 N∑
j=0
aj(t)uj(x, t)

Ω
=
N∑
j=1
a˙j(t)(ui,uj)Ω = a˙i, (3.22)
due to the steadiness of a0 and the orthonormality of the modes. The projection of
the viscous term reads
ui, ν∇2 N∑
j=0
aj(t)uj(x, t)

Ω
= ν
N∑
j=0
lνijaj , (3.23a)
lνij = (ui, ν∇2uj)Ω = [ui ·∇uj ]∂Ω − (∇ui :∇uj)Ω. (3.23b)
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The viscous term is transformed from containing the Laplacian to only first order
derivatives by help of the Gauss theorem. This procedure is done in order to enhance the
numerical accurancy when computing the terms.
The Galerkin projection of the convective term leads to
ui,−∇ ·
 N∑
j=0
aj(t)uj
[ N∑
k=0
ak(t)uk
]
Ω
=
N∑
j,k=0
qcijkajak (3.24a)
qcijk = −(ui,∇ · (ujuk))Ω. (3.24b)
The fourth and last term is the pressure term:(
ui,
1
ρ
∇p
)
Ω
. (3.25)
As in the works of [84] and [100], the Galerkin projection of the pressure term was
found to be negligible and is thus omitted from the model in the present study. We can
now write the Galerkin system describing the temporal evolution of the modal coefficients,
ai(t),
a˙i =
N∑
j=0
lνijaj +
N∑
j,k=0
qcijkajak. (3.26)
The coefficients lνij and q
c
ijk are called the Galerkin coefficients and are computed using
the POD modes. The diagonal terms of the viscous coefficients, lνii, describe the viscous
dissipation of turbulence kinetic energy to heat due to mode ui, and the off-diagonal
elements, lνij , is the viscous dissipation due to the interaction of mode ui and mode uj .
The quadratic convective term, qcijk, describe the triadic interactions between the modes,
i.e., turbulence energy transfer between mode ui and the modes uj and uk. Thus, the
Galerkin coefficients contain highly desirable information about the physical behavior of
a considered flow system.
3.1.3 Reduced Galerkin system
The dynamical system in (3.26) is a closed system of Ordinary Differential Equations
(ODEs) with known coefficients. By integrating this system in time further long-term
information about the dynamical behavior of the system can be obtained. However, the
aim is to simulate the dynamical behavior of the “large” scales, that presumably govern
the global physics around a bluff body. This is desirable since the computational time of
computing the convective term, qcijk, and integration the system in time scales as ∼ N3,
so that the computational effort soon exceeds the computational effort of the original LES
simulation. It is desired to build a ROM that contains the important physics, but with a
computational effort to build and to integrate in time that is much less than the time of
solving the original LES simulations. We therefore choose a reduced number of modes K,
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that will form our ROM such that K < N . The corresponding dynamical system takes
the following form:
a˙i =
K∑
j=0
lνijaj +
K∑
j,k=0
qcijkajak + gi(a), , i = 1, ...,K. (3.27)
The residual gi(a) is the sum of the viscous and convective terms of all modes of
higher number than K:
gi(a) =
N∑
j=K+1
lνijaj +
N∑
j,k=0
max{j,k}>N
qcijkajak (3.28)
In the Kolmogorov description of the turbulence Cascade [45, 43, 36], the large, energy-
carrying scales transfer energy to successively smaller scales, and most of the dissipation
of the turbulence kinetic energy to internal energy (heat, vibrational energy, etc) of the
molecules takes place at the smallest relevant scales, the Kolmogorov scales. Therefore,
any attempt to solve the reduced system in (3.27) leaving the residual, gi(a), out, will
lead to blow up of energy in the resolved modes and divergence of the system. Thus, the
influence of the left out higher order modes needs to be modelled
3.1.4 Closure methods
Single constant eddy-viscosity (model A)
In the ground-breaking work by [90] on the dynamics of coherent structures in the
turbulent boundary layer, the residual, gi(a), was modelled by a constant ‘eddy-viscosity’
term, resulting in a linear subscale turbulence representation gi(a) = ν
T
0
∑K
j=1 l
ν
ijaj . ν
T
0 is
generally obtained by solution matching techniques. However, within the work on ROMs
in this thesis, the eddy-viscosity is derived from the TKE power balance equation. This
equation is obtained by multiplying (3.27) by ai and averaging over time:
a˙iai =
K∑
j=0
lνijaiaj +
K∑
j,k=0
qcijkaiajak + ν
T
0
N∑
j=1
lνijaiaj ⇒ (3.29a)
0 =
K∑
j=0
lνij〈aiaj〉+
K∑
j,k=0
qcijk〈aiajak〉+ νT0
K∑
j=1
lνij〈aiaj〉 ⇒ (3.29b)
0 = lνiiKi +
K∑
j,k=0
qcijk〈aiajak〉+ νT0 lνiiKi ⇒ (3.29c)
νT0 =
−lνiiKi −
∑K
j,k=0 q
c
ijk〈aiajak〉
lνiiKi
(3.29d)
The value of νT0 is then found by taking the geometrical average of (3.29d) over
i = 1, ...,K.
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Modal constant eddy-viscosity (model B)
Rempfer and Fasel [92] refined the linear model by reasoning that the eddy-viscosity
should be scale-dependent resulting in modal eddy viscosities νTi , i = 1, . . . , N . The
resulting linear subscale turbulence representation reads gi(a) = ν
T
i
∑N
j=1 l
ν
ijaj . ν
T
i can
be obtained by solution matching. In this study, νTi is derived from the modal power
balance [101]:
νTi =
−lνiiKi −
∑K
j,k=0 q
c
ijk〈aiajak〉
lνiiKi
(3.30)
Single nonlinear eddy-viscosity (model C)
Noack et al. [95] remark that the subscale turbulence representations of model A and
model B are linear while the energy transfer is caused by nonlinear mechanisms. The
starting point is a single eddy-viscosity ansatz
gi(a) = ν
T
0 (a)
N∑
j=1
lνijaj , (3.31)
but allow the eddy-viscosity to be state dependent. On the other hand (3.28) is written
as
gi(a) = ν
∞∑
j=N+1
lνijaj +
∞∑
j,k=0
max{j,k}>N
qcijkajak. (3.32)
Evidently, both terms cannot be exactly matched. However, the energy transfer rate
effect should be similar. In the modal power balance, this energy loss is quantified with
〈aigi〉. Equality of the energy transfer rate yields
νT lνiiλi =
∞∑
j,k=0
max{j,k}>N
Tijk, where Tijk = q
c
ijk〈aiajak〉, (3.33)
exploiting 〈aiaj〉 = λiδij (3.15). The triadic power terms on the right-hand side may be
approximated with a finite-time thermodynamics closure [96]
Tijk = αχijk
√
KiKjKk
(
1− 3Ki
Ki +Kj +Kk
)
. (3.34)
In the next step, the relative modal energy contents κi are introduced via Ki = κiKΣ,
with
∑N
i=1 κi = 1. Then, (3.33) becomes
2νT lνiiκi =
√
KΣ
∞∑
j,k=0
max{j,k}>N
α χijk
√
κiκjκk
(
1− 3κi
κi + κj + κk
)
. (3.35)
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This closure relation suggests that νT scales with
√
KΣ, assuming that κi remain approxi-
mately constant with KΣ. The resulting nonlinear eddy-viscosity model denoted model C
thus takes the form:
gi(a) = ν
T
0
√
KΣ(t)
KΣ
N∑
j=1
lνijaj . (3.36)
Thus, large (small) fluctuation levels KΣ(t) > KΣ (KΣ(t) < KΣ) lead to a higher (smaller)
damping than predicted by the corresponding linear subscale turbulence representation.
In particular, boundedness of the new Galerkin system C (GS-C) can be proven, if the
energy preservation of the quadratic term is enforced [102].
Modal nonlinear eddy-viscosity
Combining the nonlinear eddy-viscosity of model C (3.36) and the modal eddy viscosities
of model B yields the following nonlinear subscale turbulence representation:
gi(a) = ν
T
i
√
KΣ(t)
KΣ
N∑
j=1
lνijaj . (3.37)
The resulting model is referred to as model D. The value from model A for νT0 are used
in model C and the values of νTi in model D are taken from the values in model B.
3.2 Cluster-based reduced order modelling (CROM)
CROM is a novel strategy for the systematic charaterisation and reduced-order modelling
of unsteady flows suggested by Kaiser et al. [103]. The CROM algorithm partitions the
M snapshots into K representative flow states called clusters, Ck, with K < M . The
criterion for assigning a snapshot to each cluster is based on a distance metric between
snapshots in the Hilbert space. The distance between two snapshots, um and un, is given
by
Dmn ≡ ||um − un||Ω, (3.38)
where || ||Ω corresponds to the norm in Hilbert space (3.5). The clustering algorithm
[103] is based on an iterative method where the snapshots firstly are assigned to a random
initial distribution of the clusters. The cluster mean, also called the cluster centroid, ck,
is then defined as the average of all the snapshots belonging to each cluster:
ck =
1
nk
∑
u′m∈Ck
u′m, (3.39)
where nk is the number of snapshots belonging the cluster Ck. The algorithm then
iterates and assigns the snapshots to the calculated centroids until convergence is obtained,
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based on a minimisation problem of the variances of all clusters. The details are fully
outlined in [103]. In addition to the centroids, CROM also provides the Cluster Transition
Matrix (CTM) P . The elements Pjk in P gives the probability of the flow to move from
cluster Ck to cluster Cj in one forward time-step. The diagonal elements Pjj corresponds
to the probability to stay in the cluster Cj during one time step. The clusters are ordered
in such a way that the first cluster C1 corresponds to the most probable state of the flow,
and the second cluster is chosen as the cluster with the highest transition probability
to move from C1 to C2, and so on. For strictly periodic flows, CROM corresponds to a
generalisation of phase averaging.
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4 Summary of papers
4.1 Paper A
“The flow around a simplified tractor-trailer model studied by Large Eddy Simulation”
This first paper of the thesis considers aerodynamics of heavy vehicles. Large-eddy
simulation (LES) is used to study the flow around a simplified tractor-trailer model. The
model consists of two boxes placed in tandem. The front box represents the cab of a
tractor-trailer road vehicle and the rear box represents the trailer. The LES was made
at the Reynolds number of 0.51× 106 based on the height of the rear box and the inlet
air velocity. Two variants of the model were studied, one where the leading edges on the
front box are sharp and one where the edges are rounded. One small and one large gap
width between the two boxes were studied for both variants. Two computational grids
were used in the LES simulations and a comparison was made with available experimental
force measurements. The results of the LES simulations were used to analyze the flow
field around the cab and in the gap between the two boxes of the tractor-trailer model.
Large vortical structures around the front box and in the gap were identified. The flow
field analysis showed how these large vortical structures are responsible for the difference
in the drag force for the model that arises when the leading edges on the front box are
rounded and the gap width is varied.
4.2 Paper B
“LES Study of breakdown control of A-pillar vortex”
In this paper, a passenger vehicle flow is considered. A longitudinal vortex, called
the A-pillar vortex, is formed along the side wind screens of passenger cars. This vortex
is responsible for induced drag on the vehicle due to the momentum transferred from
the moving vehicle to the air entrapped in the vortex. It is also the main contributor to
in-cabin noise for the passenger inside the vehicle as well as dirt and water distribution on
the side of the car. These kinds of longitudinal vortices are in themself extremely complex
flow phenomenons. Their most familiar occurence is maybe on the suction side on the
delta wing. They undergo a phenomen called ”vortex breakdown”, which is characterized
by a sudden decrease in the axial flow and stagnation of the flow inside the core, as well
as rapid increase in the pressure inside the core and a decrease in the tangential velocity.
In this paper, active flow control of the longitudinal vortices were studied using LES.
The LES results were validated against existing Particle Image Velocitimetry (PIV) and
aerodynamic drag data. The LES results were further used to study the flow physics
responsible for the development of the longitudinal vortex, in particular the vortex break-
down process. Tangential blowing and suction into the separating shear layer forming
the longitudinal vortex was found to be a sensitive process that can cause instabilities
in the flow. The resulting LES flows also show that actuation influences not only the
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longitudinal vortex nearest to the actuation slot but also the overall flow. Thus, the
influence of the flow control acuation on the entire flow must be considered in order to be
able to find the apporpriate level of control for optimal aerodynamic performance.
4.3 Paper C
“Simulations of flow around a simplified train model with a drag reducing device using
Partially Averaged Navier-Stokes”
This paper examines the flow around a regional train model with similar rectangu-
lar geometrical features as the Bombardier Contessa train which is used in Sweden. The
train model has previously been studied in wind tunnel experiments [104] and has a
length to height/width ratio of 7:1. The Reynolds number based on the height of the
train model is 0.37 · 106. For this Reynolds number, the flow separates from the curved
leading edges on the front then attaches again on the roof and sides forming a boundary
layer there before separating in the wake. The high Reynolds number and the length of
the train makes the flow around it a difficult task to predict. It is unfeasible to make an
accurate and well resolved LES simulation of the flow around it. Therefore, the recently
developed hybrid turbulence technique Partially Averaged Navier Stokes (PANS) was
choosen. The objective for the research in this paper is two-fold. The first objective is
to evaluate PANS for this kind of vehicle aerodynamic flows and the second objective is
to decrease the drag on the train model by some add-on device. The add-on device that
was choosen was an open cavity placed at the base of the train model. Even though this
might not be the most practically construction for a real train, the device was choosen
in order to get a starting point for further investigations later on. Two cases of the flow
around the train model were simulated in the paper. The first case is of the natural flow
around the train model where direct comparison to experimental data of drag coefficient
and pressure coefficient are made. In the second case an open cavity is placed on the base
of the train model with the aim of reducing the overall drag on the model. The results
show that the drag for model with the cavity is reduced by some 10% compared to the
drag of the natural case. The agreement to experimental data for the natural case is not
perfect but the general features in the flow field are simulated correctly.
4.4 Paper D
“A study of the aerodynamics of a generic container freight wagon using Large-Eddy
Simulation”
The focus of the work in this paper is entirely dedicated to the physics of the un-
steady flow around a container freight wagon. Therefore, the well-known and established
method of LES with the Standard Smagorinsky model was used as in the previous papers.
The generic container freight wagon model consists of one 11.8 m standard container
placed on a wagon. Details on the undercarriage such as wheels are included, but the
model is generic and smoothed in comparison to a real freight wagon. This model has
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not been investigated experimentally in wind tunnel by us or any other researchers
previously. Therefore, a fairly low Reynolds number was choosen and two grids which
both provided excellent spatial resolution were constructed in order to get reliable results.
An examination of the flow close to the surface on the container’s roof revealed that even
low and high speed streaks were resolved in a plane located 5 viscous units from the wall.
The choosen Reynolds number of the flow was 105 based on the width of the container. A
previous experimental study [105] of the flow around one double-stacked container freight
wagon has shown that the drag coefficient obtains self similarity for Reynolds numbers
above approximately 0.8 · 105. The results recorded from the simulations were used to
analyse and describe both the mean and the instantaneous flow around the wagon. The
flow around the front was found to be dominated by regions of massive separated flow.
The flow beneath the wagon was found to be irregular and chaotic.
4.5 Paper E
“On the need for a nonlinear subscale turbulence term in POD models as exemplified for
a high Reynolds number flow over an Ahmed body”
This paper presents a ROM for the flow around the vehicle-like bluff body called Ahmed
body. The input to the ROM is a dataset of spatially and temporally resolved flow
snapshots produced by an LES simulation. The Reynolds number in the study is 300 000
which makes it challenging for any ROM due to the coherent structures and the broadband
frequency of the turbulence scales in the wake. Moreover, the flow around this body was
found in the recent experimental study by Grandemange et al. [106] to inhibit a bi-modal
behavior in the wake, where the flow switches from one assymmetric state to the other
over time scales ranging between 100-1000 convective time units. The LES simulation of
the present study predicts this bi-modal behavior as well. In this study, different sub-scale
closures for the ROM was investigated. The ROMs are found to be most accurate with
modal eddy viscosities as proposed by Rempfer & Fasel (1994). Robustness of the model
solution with respect to initial conditions, eddy viscosity values and model order is only
achieved for state-dependent eddy viscosities as proposed by Noack, Morzyn´ski & Tadmor
(2011). Only the POD system with state-dependent modal eddy viscosities can address
all challenges of the flow characteristics. All parameters are analytically derived from
the Navier-Stokes based balance equations with the available data. We arrive at simple
general guidelines for robust and accurate POD models which can be expected to hold for
a large class of turbulent flows.
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Figure 5.1: The Ahmed body model, square back configuration.
5 Results
This chapter presents some additional results that are not already presented in the
appended papers. In section 5.1 the results from a POD decomposition of a set of flow
snapshots in the wake of a 3D-bluff body are presented. In section 5.1.4, the results from
a CROM analysis of the same snapshot database is outlined.
5.1 Reduced-Order Modelling of the Ahmed body wake,
Re = 300 000
This section presents analysis from POD and CROM of the Ahmed body wake. The
Ahmed model [107] (see figure 5.1) is used in vehicle aerodynamics as a generic test
case that reproduces the important flow structures around passenger vehicles [108, 109].
Recently, the model has been subjected to intensive research for the pursuit of flow
control methods capable of reducing the aerodynamic drag on the model, both passive
control [110, 111], and actuation control [113, 115, 114, 112]. In this thesis, the focus is
on the square-back variant of the Ahmed body, which is essentially a blunt body with
curved front edges placed in the proximity of ground. Similar bodies have been studied
numerically by Krajnovic´ and Davidson [116], Khalighi et al. [117] and Verzicco et al. [118].
The recent experimental investigations by Grandemange et al. [119] have shown that the
organization of the flow in the wake is strongly dependent on the ground clearance, G,
between the body and the ground. For ground clearances of 0 < G < 0.05H, the flow
in the wake behaves as the flow behind a back-ward facing step, thus preventing the
underbody flow to gain momentum. For 0.05H < G < 0.09H, the flow under the body
has higher momentum, but the adverse pressure gradient after the separation bubble
behind the wake makes the flow coming from underneath the body to separate on the
ground. For G > 0.09H, the momentum of the flow underneath the body is high enough
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Figure 5.2: Time history of the force signals from the LES simulation. a) drag force; b)
side force.
to prevent the separation on the ground due to the adverse pressure gradient. In the
present study, the ground clearance is G = 0.17H. The study by [106] has shown that the
flow exhibits a bi-stability in the lateral direction. The flow switches from one bi-stable
anti-symmetric state on one side to the other side randomly, making the flow in the
wake statistically symmetric. The shift of these bi-stable states occurs over large time
scales of the order of T ∼ 103 − 104H/U∞. The presence of the bi-stable states have
been found from Reynolds numbers ranging from Re ∼ 102 to Re ∼ 106 [120, 106]. It
was also observed in these studies that the time-scale of the shift between the bi-stable
antisymmetric states decreases with increased Reynolds number.
5.1.1 Dataset of flow snapshots
The observation region ΩPOD ⊂ Ω is a wake centred subset of the computational domain
ΩPOD = {(x, y, z) ∈ Ω : 0 ≤ x ≤ 20H,−0.67H ≤ y ≤ 1.12H, |z| ≤ 1.21H.} (5.1)
1000 snapshots covering 500 convective time units (t∗ = tU∞/H) are obtained from an
LES simulation. Another 1000 mirror-symmetric (with respect to the z-axis) snapshots
are then included in the database, so that it consists of M = 2000 snapshots in total and
covers 1000 convective units. The details of the LES simulation and a validation of the
LES results to experimental data can be found in Paper E (“On the need for a nonlinear
subscale turbulence term in POD models as exemplified for a high Reynolds number flow
over an Ahmed body”) in this thesis.
5.1.2 LES results
Figure 5.2a) presents the time history of the normalized drag force signal, CD, from the
LES simulation. A spectral analysis of the signal reveals several low frequency peaks
at Strouhal numbers St = t ·H/U∞ = 0.036, 0.054, 0.085, 0.12, 0.17 and 0.21, but no
dominating peak is found, indicating a broad band spectrum of the flow structures in the
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Figure 5.3: Visualizations of the wake flow.
wake. Figure 5.2b) shows the side force signal, CS . The shift from one bi-modal state to
the other is clearly indicated in the side force signal.
The flow in the horizontal plane in the wake is visualized in figure 5.3. Figure 5.3a)
shows the mean flow over all of the M = 2000 snapshots. Figures 5.3a),d) and f) shows
three consecutive time-steps of the instantaneous flow starting at t1 = 50t
∗. Here, the
flow is in one of the bi-modal states. Figures 5.3c),e) and g) show three time steps in a
similar manner when the flow is in the other bi-modal state, starting at t4 = 150t
∗.
5.1.3 POD
The spectrum of the POD decomposition is presented in figure 5.4. The energy distribution
of the modes show a broad band character. The first 100 modes contain ∼ 35% of the
total kinetic energy, and the first 1000 modes contain approximately 80% of the total
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Figure 5.4: Spectrum from the full POD: a) Normalized spectrum; b) Normalized
cumulative spectrum.
energy. The first mode contain 3% of the total kinetic energy. This mode will be seen to
correspond to the shift mode from one bi-modal state to the other.
The first 10 POD modes are presented in figures 5.5 and 5.5 together with their
amplitude. The first mode in 5.5a) can be identified to correspond to a shift mode for the
bi-modal states. The amplitude of the first mode, a1(t), is seen to correspond well with
the side force signal in figure 5.2b).
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Figure 5.5: Modes from the POD of the full snapshots database .a) Mode 1; b) Mode 2;
c) Mode 3; d) Mode 4; Mode 5.
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Figure 5.6: Modes from the POD of the full snapshots database .a) Mode 6; b) Mode 7;
c) Mode 8; d) Mode 9; e) Mode 10.
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5.1.4 CROM
In this section, results from the CROM analysis (see section 3.2) are presented. An
instantaneous realisation of an iso-surface of the second invariant of the velocity gradient
tensor Q = − 12 ∂ui∂uj∂xi∂xj colour-marked by the pressure coefficient is shown in figure 5.7.
All results below are visualised with regard to the horizontal plane y = 0 as displayed in
figure 5.7b). The cluster analysis is performed in the full POD space for Kc = 10 clusters.
The distance matrix is visualised in figure 5.8(a) displaying three groups of clusters. Two
groups, namely clusters k = 5, 6, 7 (’B1’) and k = 8, 9, 10 (’B2’), are comparably far away
from each other, while they are equally close to the group of clusters k = 1, 2, 3, 4 (’T’).
Moreover, these groups are characterised by an intrinsic periodical behaviour as
concluded from the cluster transition matrix (see figure 5.8(b)). Similar to the mixing
layer, high probabilities in the first sub diagonal and a closing transition from the last
cluster to the first cluster inside the group indicate a periodical oscillation. While the
groups ’B1’ and ’B2’ show nearly no connectivity, the group ’T’ serves as a transition
region between them. The most significant transitions are 3→ 7 (T → B1) and 2→ 8 (T
→ B2) as well as 5→ 1 (B1 → T) and 8→ 4 (B2 → T). The cluster centroids computed
as the mean of the velocity fluctuations in each cluster are displayed in figure 5.9.
The clusters in ’B1’ and ’B2’ are characterised by strong vortical structures in opposite
direction resembling the two semi-modal flow states. Cluster k = 5 is an exception which
is addressed below. The strength of the clusters in ’T’ is weaker and the vector fields
seem to be more symmetric with regard to the centerline z = 0. The principal branching
clusters are k = 5 and k = 8 connecting group ’T’ with ’B1’ and ’B2’, respectively. These
are intermediate states which explains why k = 5 seems more similar to the states in ’T’
and k = 8 shares more dominant features with ’B2’.
An intuitive picture of the cluster transitions and the corresponding states is provided
in figure 5.10.
The simplified cluster transitions are displayed in figure 5.10 (a). The large cluster
group ’T’ connects the two semi-modal states characterised by ’B1’ and ’B2’. Clusters
k = 5 and k = 8 have a special role and serve as branchig clusters. Apparently, the plots
of the mean of each cluster group (figure 5.10 (b-d)) confirms that ’B1’ and ’B2’ represent
the two asymmetric states while ’T’ represents a low-amplitude oscillation around the
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Figure 5.7: Bluff body wake: a) Instantaneous iso-surface of Q = 150000 which is coloured
by the pressure coefficient cp = ∆p/
1
2ρU
2
∞ with ∆p = p− p∞ where p∞ is the pressure in
the freestream. The wake is characterised by a broadband spectrum exhibiting no obvious
large-scale structures. b) Plane used to visualize results.
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Figure 5.8: Kinematics and dynamics: Three groups of clusters are distilled, namely
groups ’T’ (k = 1, 2, 3, 4), ’B1’ (k = 5, 6, 7), and ’B2’ (k = 8, 9, 10).
symmetric base flow (figure 5.10 (c)).
A further analysis of the forces reveals that the two semi-modal states are associated
with an increase in the side forces which was also found by [106] and [58] for the same
data. In figure 5.11 the Voronoi diagram of the clusters, the cluster centroids (coloured
bullets), and the data points (coloured dots) are displayed.
The mean forces associated with each cluster are shown as bar plots of which the first bar
corresponds to the drag coefficient CD = Fx/(
1
2ρU∞HW ), the second to the lift cooefficient
CL = Fy/(
1
2ρU∞HW ), and the third to the side force coefficient CS = Fz/(
1
2ρU∞HW ).
While the drag and the lift do not show any significant drift, the side force coefficient
changes signs when the flow switches from one side to another. The lowest values in
magnitude correspond to the clusters in ’T’ which is consistent since they are tendentially
symmetric.
Finally, the spectrum of the CTM displayed in figure 5.12 is analysed.
Figure 5.12 displays the real and imaginary part of µ = 1/∆t log(λ) where λ is an
eigenvalue of the CTM as defined in section 3.2. This transformation yields the growth
rates and frequencies of the corresponding probability eigenvectors which can be directly
linked to the growth rates and frequencies of observables, e.g. velocity field or pressure
measurements. Besides the invariant distribution corresponding to λ = 1, there exist three
oscillatory modes. The frequency of the oscillatory mode with the smallest damping is
St = ω4/2pi ≈ 0.17 (displayed in red bullets) close to St = 0.2 of the global wake shedding.
Note that the oscillations are only resolved by 3 or 4 clusters. Better estimations can be
obtained by a refined resolution, i.e. increasing the number of clusters K.
In summary, CROM distills the two bi-modal states of the base flow and identifies
the main transition mechanism. These asymmetric quasi-attractors are connected to the
comparably symmetric transition region solely via the two branching clusters k = 5 and
k = 8. All groups are intrinsically periodic and the dominant frequency is determined as
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Figure 5.9: Cluster centroids of the Ahmed body. Visualisations of the y−planes coloured
by uy/U∞. Cluster group ’T’ (k = 1, 2, 3, 4) resembles the symmetric transition region,
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Figure 5.10: Simplified cluster transitions. The arrows indicate possible transitions above
a certain threshold. This threshold is chosen small enough to guarantee full connectivity.
The graph highlights three cyclic groups associated with the two asymmetric meta-stable
states and a transition region between them. Two branching clusters, k = 5 and k = 8,
connect these groups. Mean velocity fields of the three cluster groups of Ahmed body are
shown below: (b) bi-modal group ’B2’ of clusters k = 8, 9, 10, (c) symmetric group ’T’ of
clusters k = 1, 2, 3, 4, (d) bi-modal group ’B1’ of clusters k = 5, 6, 7. The visualisation of
the mean flows corresponds to those in figure 5.9.
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Figure 5.11: Cluster forces of the Ahmed body: Visualisation of the Voronoi diagram
of the clusters, the cluster centroids (coloured bullets), the data points (coloured dots),
and bar plots of the mean force-related coefficients of each cluster in the space of the first
two POD modes α1 and α2 associated with the centroids. The coefficients are normalised
with respect to the drag coefficient. The side coefficient is ×10 enlarged for visualisation
purposes. The colours indicate the different clusters. The clusters associated with the
largest side forces correspond to the outer clusters k = 5, 6, 7 and k = 8, 9, 10, respectively,
which represent the two asymmetric flow states.
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Figure 5.12: Stability analysis of the transition matrix associated with the Ahmed
body: The growth rate σ = <(µ) and the frequency ω = =(µ) are shown according to
the transformation µ = 1/∆t log(λ). The marginal stable eigenvalue µ1, or λ = 1, has
vanishing growth rate and frequency (blue bullet) and is associated with the asymptotic
probability distribution. Other non-oscillatory modes are visualised with grey bullets.
The frequency corresponding to the oscillatory mode with the smallest damping (red
bullets) is St ≈ 0.17.
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St = 0.17. A larger number of clusters increases the resolution of the bi-stable states and
the branching clusters but not change the main mechanism.
6 Concluding remarks
The focus of the work presented in this thesis is on the numerical simulations of the flow
around vehicles. The flow around simplified passenger cars, tractor-trailers and trains has
been considered. Two differents unsteady methods have been used in the simulations,
the primary being Large Eddy Simulations. This method was used to study the flow
around a tractor-trailer in paper A, the breakdown of the swirling longitudinal A-pillar
vortex along the sides of a simplified passenger car model in paper B, the flow around
a freight wagon in paper D and the flow around a square-back passenger car model in
paper E. The Standard Smagorinsky subgrid model has been used in the Large Eddy
Simulations. Although simple, this model has proven to be very capable of producing
reliable solutions of flow fields. In all of the simulations, the employed computational
grids have been carefully constructed block-structured grids, and the key for successful
results is that a sufficient spatial resolution is obtained by the grids. Since a physical
representation of the flow is highly dependent on the spatial resolution, the computational
costs of the simulations limits the Reynolds numbers that can be achieved with LES. A
remedy for this can be to use less accurate hybrid/zonal models, such as the Partially-
Averaged Navier Stokes which is the second unsteady model that was used in this work.
That model was used to study the flow around a simplified regional train model in paper C.
In addition to the simulations and the analysis of the flow around the vehicles, Reduced-
Order Modelling was explored in paper E of the thesis. Reduced Order-Modelling in the
context of fluid dynamics consists in simplifiying the governing Navier-Stokes equation to a
reduced set of equations. One way to do this is by the decomposition of the flow field into
spatial stationary modes with corresponding time-dependent amplitudes. Inserting this
decomposition into the Navier-Stokes equations yields a dynamical system. If a method
that yields orthogonal modes are used, such as the Proper Orthogonal decomposition,
the resulting reduced equations consist of a coupled quadratic-linear system of equations
for the amplitudes. In the work in this thesis, different closure methods for such reduced
system were explored for the high Reynoldsnumber flow in the wake of a square back
vehicle model. Additional results presented in the extended abstract of the thesis concerns
another method of obtaining a Reduced-Order model, the recently proposed method of
Cluster-Based Reduced-Order Modelling.
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Appendix A. Details of the solver
Solver
This appendix describes the theory and numerical discretization of the incompressible
Navier-Stokes equations, and outlines the solution algorithm that has been used in this
thesis.
Computational grid
A a general hexahedral cell as depicted in figure 6.1a) is considered. The cell has 8 vertices,
{ν1, ..., ν8}, and 6 faces in total. The primary entities defining the computational grid
in the initial state are the vertices and the faces. The location of the vertices is stored
in a matrix Xv ∈ RNv × R3. Thus, Xv(k, 1), Xv(k, 2) and Xv(k, 3), correspond to the
x, y and z coordinates of the k-th vertex, and Nv is the total number of vertices in the
grid. The faces are defined by a matrix f ∈ RNf × R6. The first 4 entries of each row
in the matrix f correspond to the global indices of the vertices defining the face, and
the two last entries specifies the cell ownership of the face and the neighbouring cell. A
general face j, b and the neighbouring cells, P and R, is shown in Fig. 6.1b). Denotation
of the face as either j or b is to differentiate between interior faces of the grid and faces
on the boundary. An interior face j is defined by 4 vertices {v1, v2, v3, v4}. The j-th row
in f is: f(j, :) = [v1, v2, v3, v4, P,R]. P is the index to the cell located to the “left” of the
face, and R is the index of the cell located to the “right” of the face. The area vector
~Aj of face j is oriented such that it always points from cell P to cell R. The area of
the face j is given by Aj = | ~Aj | and the outward unit normal vector of face j is given
by the normalized area vector, ~nj = ~Aj/Aj . For a boundary face, b, the row b of f is
given by f(b, :) = [v1, v2, v3.v4, P, 0]. Boundary faces are thus indicated by having a zero
at position 6. Thus, boundaries will always be located to the “right” of all faces. The
two primary entities, vertices and faces, together with a list of faces belonging to the
different boundary zones (face zones) and the corresponding boundary condition, define
the computational domain completely. From these entities other quantities such as the
area vectors, directional vectors, interpolation factors and cell volumes are computed. The
directional vector of each face, ~dj , is the vector between cell R and cell-center of cell P ,
~dj = ~rR−~rP , for interior faces, and the vector between the face-center and the cell-center
of cell P for boundary faces (~dj = ~rR − ~rj). The face center coordinates is calculated by
a split of the face into two triangles as in Fig. 6.1c), t1 = {v1 v2 v3} and t2 = {v1 v3 v4}.
The centerpoint of each triangle is calculated as the average position of the three
vertices defining the triangle, and the center of the face is given by the averaged value of
the centers of the two triangles, thus: ~rt1 = (~rv1 +~rv3 +~rv4)/3 and ~rt2 = (~rv1 +~rv2 +~rv3)/3
and ~rf = (~rt1 + ~rt2)/2. This splitting procedure of each face to triangular parts is done
since the center point of a quadrangle is not the same as the average position of the four
vertices for non-orthogonal quadrangles. The face center coordinates, ~rf , are stored in a
matrix Xf ∈ RNf ×R3 where Xf (j, 1), Xf (j, 2) and Xf (j, 3), correspond to the x, y and
z coordinates of the face center of the j-th face, respectively. The area vector of a face, ~A,
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Figure 6.1: a) a general hexahedral computational cell with 8 vertices. b) a general
face j (interior face) or b (boundary face). c) Schematic depiction of the split of each
quadrangular face into two triangular parts in order to compute area vectors.
is calculated by taking the sum of the two area vectors of the triangles t1 and t2. The area
vectors of the triangle t1 is given by the cross-product ~At1 =
1
2 (~rv2 −~rv1)⊗ (~rv3 −~rv1) and
the area vector of the triangle t2 is ~At2 =
1
2 (~rv4−~rv1)⊗ (~rv3−~rv1). Thus, ~A = ( ~At1 + ~At2).
The area vectors of each face are stored in a matrix A ∈ RNf × R3. The volume of each
computational cell, VP , is computed using the following expression:
VP =
1
3
nf,P∑
j=1
~rj · ~Aj . (6.1)
In (6.1), nf,P refers to the number of faces belonging to cell P . In the current version
of the code, hexahedral cells are assumed, thus nf,P = 6 for all cells. In general, the
volume of a closed domain is given by the volume integral over the domain, V =
∫
V
dV .
The divergence of the position vector is equal to one. Thus, V =
∫
V
∇ · ~rdV = ∫
A
~r · d~S.
The cell-center, ~rP , of a cell P , is found by the following expression [129], obtained in a
similar manner as (6.1):
~rP =
3
4
nf,P∑
j=1
(~rj · ~Aj)~rj
 /
nf,P∑
j=1
(~rj · ~Aj)
 (6.2)
The locations of the cell centers are stored in a matrix Xc ∈ RNc ×R3, where Nc is the
total number of control volumes (cells) in the grid. It should be noted that all of the above
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calculations can very easily be generalized to be valid for an arbitrary computational cell
(defined by having abitrary number of faces) in the code since the only difference between
hexahedrals (nf = 6), prisms (nf = 5), and tetrahedrals (nf = 4) is the number of faces,
nf , of the cell.
Discretization
The incompressible Navier-Stokes equations in conservative form are:
∇ · ~V =0, (6.3)
∂ρφ
∂t
+∇ · (ρφ~V )−∇ · (Γ∇φ) =Sφ. (6.4)
Here, ~V = (u, v, w), is the velocity field vector, φ is a generic variable which can be
either u,v, or w. ρ is the density of the working fluid and Γ is the effective viscosity of
the fluid (containing both physical viscosity and turbulent viscosity due to the specific
turbulence model applied). The pressure gradient ,∇p, has been included in the general
source term Sφ. By integrating (6.4) over a computational cell, P , and expressing the
integrals as surface integrals by making use of Gauss theorem, we obtain:
∂
∂t
(∫
VP
ρφdV
)
+
∫
Ap
ρφ~V · d ~A−
∫
Ap
Γ(∇φ) · d ~A =
∫
VP
SφdV. (6.5)
In the next step, the integrals are approximated by the mid-point rule,
∫
A
(...)d ~A ≈
(...) ~A and
∫
V
(...)dV ≈ (...)Vp, and expressed as a sum over all of the faces of cell P :
∂
∂t
(ρφVp) +
nf∑
j=1
(ρ~V · ~A)jφj −
nf∑
j=1
(Γ(∇φ) · ~A)j = SPφ · VP , P = 1, ..., Nc. (6.6)
From here, the sums are dropped for convenience and implied implicitly. The first
term is the temporal term, the second term is the convective flux, the third term is the
diffusive flux, and the last term is a source term containing the pressure gradient, which
is treated explicitly (i.e. values from the previous iteration are used when computing the
term.) The pressure gradient is computed in a similar manner as the volume, VP , of a cell
(see (6.1)). ρ(~V · ~A)j = m˙j is the mass-flow through face j. This is calculated explicitly
using the velocity values of the previous iteration. φj is the quantity of φ at face j. The
diffusive term becomes [78]:
Γj
A2j
~A · ~dj
(φR − φP ) + Γj∇φj ·
(
~Aj −
A2j
~Aj · ~dj
~dj
)
(6.7)
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Here, φ denotes linear interpolation. Defining the interpolation factor as fj = |~rR −
~rj |/(|~rj − ~rP |+ |~rR − ~rj |), and variable φ at a face j is found by linear interpolation from
the neighbouring cells as φj = fjφP + (1− fj)φR. The second term in (6.7) arises due to
non-orthogonality between cell P and cell R. The expression in (6.7) can be derived by
drawing a computational cell around the center of face j, having vertices in the centers of
the cells P and R, and the vertices defining the face j. With Dj = ΓjA
2
j/(
~A · ~dj), adding
the second term in (6.7) to the general source term SPφ and dropping the temporal term
for the moment, (6.7) is now written as:
m˙jφj = Dj(φR − φP ) + SPφ · VP . (6.8)
The last step is to decide the numerical scheme of the convective term. Here, the
blending scheme between the First Order Upwind scheme and the Central Differencing
Scheme is described, as this is the scheme that has been used in this thesis. Firstly, the
upwind scheme is described:
φUDSj = φP g
UDS + φR(1− gUDS) (6.9)
Where the function gUDS is defined as
gUDS =
{
0 if m˙j < 0;
1 if m˙j ≥ 0.
(6.10)
In order to formulate the blending scheme, a “flow-oriented” interpolation factor is
introduced:
f∗j =
{
1− fj if m˙j ≥ 0;
fj if m˙j < 0.
(6.11)
The blending scheme then takes the following form:
φj = φ
UDS
j + γφf
∗
j
m˙j
|m˙j | (φR − φP ). (6.12)
Where γφ ∈ [0, 1] is the blending factor. γφ = 0 yields a pure first order upwind
scheme, and γφ = 1 yields a pure Central Differencing Scheme.
Equation (6.8) can now be written for a cell P as:
aPφP =
nP∑
R=1
aRφR + Sφ, (6.13)
Linear system
Equation (6.13) is a system of linear equations of the form Aφ = S. Since φ = u, v, w, we
have three coupled linear equations systems:
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Au = Su (6.14)
Av = Sv (6.15)
Aw = Sw (6.16)
These three equations are the discretized momentum equations. Implicit underrelax-
ation is applied in order to iteratively solve the equations:
φk = φk−1 + αφ(φnew − φk−1), (6.17)
where 0 < αφ ≤ 1 is the underrelaxation factor. Inserting (6.17) in (6.13) gives the
modified linear system:
a∗PφP =
nP∑
R=1
aRφR + S
∗
φ, (6.18)
where the modified a∗P and S
∗
φ are:
a∗P =
aP
αφ
, S∗φ =
1− αφ
αφ
aPφ
k−1 (6.19)
Equation 6.18 is the linear system that is actually solved in the code.
Calculation of mass flow
In order to calculate the mass flow, m˙j = ρ~Vj · ~Aj , at each face j, the velocity vector, ~Vj ,
needs to be known at the face. This is obtained by Rhie-Chow interpolation [122, 78]:
~Vj = ~V j − 1
2
(
Vp
ap
+
VR
aR
) ~Aj
~Aj · ~dj
[
(PR − PP )−∇pj · ~dj
]
(6.20)
Pressure correction
The mass flow obtained by using (6.20) is called m˙∗j . This mass flow do not satisfy the
continuity equation in general, but results in a mass source for each cell:
S∗m =
nf∑
j=1
m˙∗j . (6.21)
This mass source must be driven to zero. This is done by a correction of the velocities
and the pressure:
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~VP = ~V
∗
P + ~V
′
P ; PP = P
∗
P + P
′
P (6.22)
This leads to a linear system where the unknowns are the pressure corrections P
′
P [78]:
a
′
PP
′
P =
nf∑
j=1
a
′
RjP
′
Rj − S∗m (6.23)
Update variables
After obtaining the pressure corrections, the pressure field and the velocities need to be
updated before proceeding to the next iteration. This is done in the following way [78]:
~VP = ~V
∗
P −
VP
aP
(∇P ′P ) (6.24)
PP = P
∗ + αPP
′
P (6.25)
m˙j = m˙
∗
j + (aRjPRj − aRjPP ) (6.26)
Calculation of residuals
The residuals are calculated the following way [78]:
Nc∑
i=1
|a∗Pφp −
ni∑
j=1
aRφR − S∗φ|/
Nc∑
i=1
|a∗Pφp| (6.27)
Time-integration
The temporal term was dropped in (6.8) for convenience when outlining the solution
details in the subsections above, as this term stand alone and do not influence the other
terms directly. Here, the term is re-introduced and the time-integration scheme is outlined.
The semi-discretized equation in (6.7) takes the general form of a first order differential
equation:
dψ
dt
+ Φ(φ, t) = 0 , ψ = (ρV φ)P . (6.28)
Here, the convective and diffusive fluxes and the source terms have ben replaced by Φ.
Numerous time-integration of various order of errors exist. In this work, a three time level
scheme has been used which is second order accurate. The scheme takes the following
time-discrete form:
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(
dψ
dt
)
n
=
3ψn − 4ψn−1 + ψn−2
2∆tn
= −Φn. (6.29)
Here, tn denote the discrete time step size at time tn, and
n, n−1 and n−2 denote
quantity at the time tn, tn−1 and tn−2, respectively.
Solution algorithm
The solution algorithm is as follows:
1. Initialize solution, ~V 0 = 0 and P 0 = 0
2. Solve (6.18) for φ = u, φ = v and φ = w to obtain ~V ∗
3. Calculate mass flow, m˙∗j , by (6.20) using ~V
∗.
4. Solve for the pressure correction using (6.23)
5. Update the variables using equations (6.24)-(6.26), and obtain ~V 1 and P 1
6. Repeat 2 - 6 until convergence within the time step
7. March the solution forward in time
8. Repeat 1 - 7 until a sufficiently long time domain has been simulated
One iteration of the steps 2 - 5 is refered to as an “outer iteration”.
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