Abstract: Many practical engineering problems are naturally global optimization problems with complex constraints and local optimums. However, practicable and effective approaches for those constrained global optimization problems are still insufficient. A modified differential evolution algorithm is put forward for constrained global optimization problems in this work, using a special constraint-handling mechanism based on dynamic penalty functions and fitness calculation of individuals. An archive of solutions is maintained in the evolutionary process so that the best information of previous local optimums can be kept and utilized for the quality estimate of new solutions. Based on the archive of solutions, an iterative control operation is designed in the algorithm to guide the evolutionary process towards a promising space and avoid unnecessary and worthless search processes. Finally, numerical experiments based on a set of eight well-known constrained optimization problems are carried out to investigate the performance of the proposed method, and the experimental results reveal that the proposed algorithm is robust, effective and efficient in solving constrained global optimization problems.
INTRODUCTION
Due to optimization technology can be great helpful to the improvement of productivity and reduction of resources, it has been successfully applied to a wide range of engineering problems. Many those practical problems have objective functions that are non-differentiable, non-continuous, non-linear, noisy, multi-dimensional or have many local minima and complex constraints because of various practical requirements, but practicable and effective approaches to solve such problems are still far from satisfying and sufficient, and therefore, more valuable work and research on constrained optimization methods are in urgent need for those engineering problems.
In various optimization methods, differential evolution (DE) [1] is a simple but powerful population-based stochastic search technique for solving global optimization problems over continuous spaces, which can be used to find approximate solutions to such engineering problems [2] . Its effectiveness and efficiency have been successfully demonstrated in the last few years through a vast amount of applications [3] [4] . However, there are two problems when DE algorithms are utilized for practical problems. One is the way in which the objective function is converted to a suitable fitness function that guides the DE algorithm towards desired regions of search, and the other is that the final solutions obtained by them are not best optimums but approximate ones or even local minima because of their stochastic nature.
To settle the two problems above, our approach uses a technique based on dynamic penalty functions and fitness calculation of individuals to handle linear and non-linear constraints on the one hand. On the other hand, an archive of solutions is maintained in the evolutionary process so that the best information of previous local optimums can be kept and used for the quality estimate of new solutions. Furthermore, an iterative control operation is designed based on are the lower and upper bounds of xi respectively, and they define the whole search space SC RD. Inequality and equality constraints define the feasible region as F = {X ESg j(X) < 0 Ahk (X) = o} (2) Thus solutions are separated into feasible ones in the feasible region and infeasible ones out the region.
In order to solve such constrained optimization problems accurately and efficiently, many constraint-handling techniques and optimization algorithms have been proposed in previous works [5] . Especially, the DE algorithm has been proposed and generally considered as a reliable, accurate, robust and fast optimization method for unconstrained continuous optimization problems [6] .
Since the DE algorithm was proposed, it has attracted much attention. Many new versions have been proposed based on the original DE and applied to many practical optimization cases. Ali and Torn [7] have introduced new versions of DE algorithm and suggested some modifications to the classical DE. They introduced an auxiliary population of individuals alongside the original population. Sun et al. [8] have introduced a combination of the DE algorithm and the estimation of distribution algorithm to guide the search towards a promising area by sampling new solutions from a probability model. Liu and Lampinen [9] have introduced a fuzzy adaptive differential evolution algorithm by using fuzzy logic controllers to adapt the search parameters for the mutation operation and crossover operation. Teo [10] has introduced a DE algorithm with a dynamic population sizing strategy called DESAP based on self-adaptation. Becerra and Coello [11] have proposed a cultural algorithm with a differential evolution population by using different knowledge sources to influence the variation operator of the differential evolution algorithm, and obtained their reported results at a relatively low computational cost with their proposed approach on solving constrained optimization problems.
However, there have been very few approaches for handling constraints based on differential evolution [11] . Though Storn [3] has proposed constraint adaptation, in which all constraints of the problem at hand are relaxed, so that all individuals in the initial population become feasible, the approach was not suitable for handling equality constraints. Lin et al. [12] have introduced a hybrid differential evolution by using an augmented Lagrangian function with a multiplier updating method to solve constrained problems, where the penalty parameters could be automatically updated so as to obtain a near identical minimum solution despite wide variation in the initial penalty parameters. Montes et al. [13] have proposed a DE-based approach by allowing each parent to generate more than one offspring and using three selection criteria based on feasibility to deal with the constraints, but the approach was not able to solve problems with a dimensionality higher than 22 and more than 11 nonlinear equality constraints. Zielinski and Laur [14] have handled constraints with a modified selection procedure based on a modified selection procedure, but the method failed to reach the best known solutions for four functions of the given 24 test problems.
DIFFERENTIAL EVOLUTION
DE is an efficient parallel direct search method that has already shown appealing features for the optimization of continuous space functions [1] . As The mutation and crossover operations are important operations by which DE algorithm with different versions is differentiated and identified. The most popular version is the one with the DE-strategy "rand/l/bin", which is used throughout this work, where "rand" indicates that the individuals to be mutated are randomly chosen, "1" is the number of difference vectors used and the "bin" means that a binomial crossover is used [1] .
The mutation operation generates a donor vector for each individual of the current population one by one according to the following formulation, Vj G+1 = XrlG + F X (Xr2,G Xr3G), (5) where] 1,... ,NP, XrlG, Xr2,G and Xr3,G are three different individuals in the current population, and (Xr2,G-Xr3,G) denotes the differential item.
In the crossover operation, new trial vector Uj,G+1 is developed from the elements of the target vector XjAG and the donor vector Vj9G+l as follows,
where i= ,...,D, j= 1,... ,NP, Irand is a random integer from {1,...,D}.
In the selection operation, the target vector is compared with the trial vector and the one with the lowest function value is admitted to the next generation as follows,
When DE is running, the mutation, crossover and selection operations will be carried out iteratively until a stopping criterion is reached.
A feature of original DE algorithm is that three control parameters involved are fixed during the optimization process. However, there still exists a lack of knowledge of how to find reasonably good values for the control parameters of DE for a given function [9] . In brief, we use a special dynamic penalty and fitness function for handling constraints and evaluating individuals in ADE, a modified selection and an archive of solutions for keeping the best solutions at any generation, and an iterative control operation for regulating and guiding the evolutionary process.
OUR APPROACH

Constraints handling and individual evaluation
When DE algorithms are used for solving constrained optimization problems, they require additional mechanisms to handle constraints in their fitness function. The technique of dynamic penalties is one of common constraint-handling techniques, in which the current generation number is involved in the computation of the corresponding penalty item, and so it requires only a few parameters. For separating infeasible individuals from feasible ones, we construct a dynamic penalty function as follows, m+n p(X) = (C x G)a x E (max{O, g1 (X)}), }=l (8) where C is a adaptable penalty factor, G is the current generation number, m and n are the number of inequality and equality constraints respectively, a and, are dynamic penalty exponents, g1 denote inequality constraints, including those transformed from equality constraints by hk (X)-£ < O, (9) where k-{ 1,... ,n }, e is the tolerance allowed for equality constraints hk.
The dynamic penalty function is used to calculate the fitness of each individual by 
Selection and archivism
According to the criterion for comparison between individuals, the individual with the highest fitness in the current population can be found and selected as the best individual at current generation.
The archive of solutions is a set of chosen solutions in the previous evolutionary process. The archive is empty at beginning, and the first best solution will be saved to the archive directly. Any new candidate solution at the second or later generation trying entering the archive will be compared with the best one in the archive and only the winner will be archived as follows,
where XBest,G is the best individual at generation G, XBest,A is the best solution in the archive, fitness is the fitness function, and XGA is the solution to be archived at generation G.
If the archived one at generation G is the XBest,G, the archive is considered renewed, otherwise it is not. Thus, the archive keeps all best solutions in previous evolution for the following iterative control. 4 The best solution of current generation is treated as one near a local optimum if
where ed is a small tolerance allowed for the distance.
The iterative control operation will be performed one time if (1) solutions are treated as ones near local optimums continuously and the corresponding counter reaches its maximum, or (2) the archive of solutions is not renewed continuously and the corresponding counter reaches its maximum.
When the iterative control operation is performed, individuals in the next population are generated by 257 luitatidtn XQi jG =AX Xi Best,A + (1-A) X (xi,Best,A Xi,j,G-1 ), (15) where il,...,D, j=l,...,NP, XiBeStA is the i-th design variable of the best solution in the archive, XijG-1 and xij Gdenote the i-th design variable of thej-th individual at generation (G-1) and G respectively, i is a random real-valued number in [0,1 ].
Parameters of ADE
ADE has several parameters to be set beforehand. We list them with some suggestions as follows:
(1) NP. It is the population size and takes a default value of 10xD in ADE. Larger sizes of population may be adopted, but such values are recommended only for very hard problems if one can afford the extra computational cost.
(2) Gmax. It is the maximum number of iterations that the algorithm may run. For easy problems, one may set this parameter to 100 or 200 generations. We suggest setting this parameter to 500 for most problems.
(3) F and CR. They are the parameters of differential evolution and can be set following the suggestions in [1] . Good default values in ADE are F= 0.8 and CR = 0.9.
(4) C, a and,. They are three constant parameters in the dynamic penalty function in ADE. The default values for them are commonly C=0.5, a=2 and,=2.
(5) e and £d. e is a small tolerance for equality constraint violation allowed when user transforms equalities to inequalities, and 8d is the tolerance allowed for the distance in Eq. (14) in ADE. The default values for them in ADE are both set to 0.00 1.
NUMERICAL SIMULATION
Experimental results
Numerical experiments are carried out based on five well-known benchmark functions and three engineering problems to investigate the performances of the proposed ADE. All of the eight test problems, denoted as P1-P8, are taken from [15] and the main characteristics of them are summarized in Table 1 , where D is the number of decision variables, LI is the number of linear constraints, NI is the number of nonlinear constraints. In experiments for all selected problems, the parameters in ADE are set as follows: F=0.8, CR=0.9, C=0.5, a=2, ,B=2, 8= -0.0001, NP=10xD. The maximum number of generations is set to 500 for all problems except that for P2 this parameter is set to 2000. ADE is carried out 30 independent runs using the strategy "rand/l/bin" for each test problem.
The approaches applied to P1 -P5 include the cultured differential evolution (CDE) [15] , the homomorphous mapping (H\M) [16] , stochastic ranking (SR) [17] , the adaptive segregational constraint-handling evolutionary algorithm (ASCHEA) [18] , a constraint-handling method for genetic algorithms (TS) [19] and our archived differential evolution (ADE). The results obtained by each approach above for P1-P5 are summarized in Table 2 , where the standard deviation (Std. Dev.) is also presented besides the best, the mean and the worst objective values.
As shown in Table 2 , the best solutions found by ADE for P1-P5 are all better than or similar with those obtained by other approaches. The mean and the worst solutions found by ADE are all better than those obtained by other approaches except for PI and P2. Though the mean and the worst solutions found by ADE for P1 and P2 are not the best in those solutions, they are also not the worst. Furthermore, the standard deviation of the results found by ADE is very small.
The experimental results for P6-P8 are listed in Table  3 , applying the five approaches: the cultured differential evolution (CDE) [ 15] , GA with co-evolution model (GACO) [20] , GA with dominance-based tournament selection (GADTS) [21] , co-evolutionary particle swarm optimization (CPSO) [22] and our ADE.
From Table 3 it can be seen that the solutions obtained by ADE for P6-P8 are also better than those found by other compared methods. The best, the mean and the worst solutions found by ADE are almost same for each of the three problems and even the worst solutions found by ADE for them are better than the best solutions found by other techniques in the comparison. In addition, the standard deviation of the solutions obtained by ADE is also the smallest among all considered approaches for the three problems.
Discussions
For all test cases studied here, the search parameters of ADE were selected rather roughly, and no particular attempts were performed towards optimizing the problem specific adaptation -only the population size and the number of generations was varied from a problem to another. The results in Table 2 and Table 3 have indicated that ADE succeeded to find feasible and (approximate) optimal solutions for all test cases in all runs, and the best solutions and objective values were better than those obtained by other approaches.
The maximum number of fitness function evaluations (FES) in ADE is NPX Gmax, which varies with the settings of the population size and the maximum number of generations. Thus the maximum number of FES is 130X500=65000 for PI and 70X500=35000 for P5, while the number of FES is 80000 for PI and 375000 for P5 in [12] .
The evolving process of the objective function values over generations is illustrated in Fig. 2 , from which it other state-of-the-art approaches referred in terms of the best solutions for all test cases in this paper. Despite of the encouraging results with the current test problems, only a few conclusions is justified concerning the effectiveness, efficiency and robustness of the proposed method due to the limited size of the test problem set. As part of our future work, we are considering the application of our method to more engineering problems.
