Polynomial reconstruction of staggered unstructured vector fields has been considered. Coefficients of such polynomials are determined by the least squares method. Reduction in the rank of the least squares systems caused by the over-specification of the divergence may lead to difficulties. This has been investigated. The rank of these systems may be further reduced depending on the mesh geometry, or they may become ill conditioned. Guidelines for solving such linear systems have been presented.
Introduction
For numerical approximation of the incompressible Navier-Stokes equations on Cartesian grids, the classical staggered Marker and Cell scheme of Harlow and Welch [3] is often the method of choice. The reasons are absence of spurious modes, local mass conservation, and the fact that artificial boundary conditions are not needed.
Several generalizations of this scheme have been proposed for unstructured triangular meshes in [1, 2, 4, 5, 6, 7, 10, 11] . All these methods are first-order accurate in space on irregular meshes. Except [10, 11] , the schemes described are restricted to incompressible flows. Second order accurate schemes for incompressible and compressible flows have been presented in [8, 9] .
In staggered grids the pressure and the velocity are stored in different points. The usual choice is to store the pressure in the cells, as well as the other scalars, and to associate normal velocity components with the faces. This is illustrated in Fig. 1 . Since the velocity vector is not known in any point, the preprocessing and the postprocessing stages are more complicated than in the collocated case. Additional difficulties that arise on unstructured grids may be the reason why the staggered unstructured schemes are not widely accepted.
The main problem in the design of unstructured staggered schemes is the reconstruction of the velocity vector in certain points of interest. Some techniques to achieve this on a triangular grid in two dimensions and difficulties that arise are presented in this paper. The three dimmensional case is similar.
Staggered vector field
In a staggered grid the velocity field u is represented by its averaged normal components
where N e is one of the two possible unit normal vectors to face e, and l e is the length of this face. Such choice allows an exact discretization of the velocity divergence:
where l e = (N e · n e ) l e , n e is the outward normal to face e, and Ω is a triangle.
Piecewise constant reconstruction
The scheme developed in [8, 9] uses the following reconstruction to compute a vector component in a cell:
where i and j are two faces of this cell, N is an arbitrary unit vector, and ξ i and ξ j are chosen such that
This reconstruction is exact for piecewise constant vector fields only. Other expressions of the same order of accuracy are found in the literature.
Piecewise linear reconstruction
In order to obtain higher order schemes, the velocity vector field needs to be reconstructed from staggered data with sufficient accuracy. To approximate u in the vicinity of point with coordinate vector r 0 , we postulate a piecewise linear approximation of the following form:
where r = [xy]
T is the position vector of a point where u is to be reconstructed, relative to point r 0 . Point r 0 may be a face center, a cell centroid, or a vertex. We want to determine a, b and c such that the face average of N e · P(r) matches the normal components u e for face e belonging to a certain set (that will be called the reconstruction stencil) as closely as possible in the least squares sense. Fig. 2 N e · P(r e ) = u e , for each face e in the reconstruction stencil, (6) where r e is the coordinate of the center of face e relative to r 0 . This system can be written as
where
and k is the number of faces in the reconstruction stencil. If the tangential velocity component u t e is prescribed as a boundary condition in some of the boundary faces belonging to the reconstruction stencil, equation
is added to system (6) where T e = (−N y,e , N x,e ) and u t e = T e · u e . This can be done for all faces in the reconstruction stencil where the tangential velocity is prescribed, or only for the faces closer to the center of the reconstruction stencil.
In order to determine the least squares solution for c it is necessary that rank(M ) = 6. If rank(M ) < 6, the stencil needs to be enlarged, or the degree of P must be lowered. On general unstructured grids it is difficult to specify a priori reconstruction stencils such that rank(M ) = 6. However, we can say the following: if a reconstruction stencil contains one triangle Ω, the rank of M will be lowered by one by adding constraint
(see (2) and (6)). Each triangle in the reconstruction stencil adds such a constraint, and therefore
wherek is the number of triangles in the reconstruction stencil. Hence, for the stencil in Fig. 3 we have rank(M ) ≤ 5, so this stencil is too small, and additional faces must be added. . These faces are also parallel, and we shall suppose that N 1 = N 2 = N 3 . By substituting this in the left hand side of the equation (6) for face 3 we obtain
The equation for face 3 is linearly dependent on the equations for faces 1 and 2, and rank
If the grid is unstructured, stencils close to the stencil of Fig. 4 frequently appear at boundaries, resulting in ill-conditioned linear systems. In order to detect such situations, singular value decomposition (SVD) is used to find the pseudo-inverse of M . The stencil is enlarged if some singular value is less than some threshold. Because the matrices involved are small, SVD takes only a small part of total computing time.
In order to match the normal velocities in the faces closer to the center more closely than those in the outer part of the reconstruction stencil, we use weight 1 for the equations related to the central faces, and 10 M emerging from (6) when the least squares or the SVD method is used becomes very ill-conditioned as the mesh is refined. This problem is also present in the 1d case. Requirement that a onedimensional polynomial of degree n − 1 has specified values in points x 1 , . . . , x n results in Vandermonde matrix. Determinant of this matrix is i>j (x i −x j ). As points x i get closer to each other, the matrix approaches a singular one. Our situation is similar. In order to avoid growing illconditioning, we scale r i by some typical length h, for example the length of the central face, the square root of the area of the central cell, or the average length of the faces meeting in the central vertex. Hence, in (5)- (7) instead of r and P we usẽ
We solve for the scaled coefficients a,b andc, which are used to calculate b and c.
The coefficients of the linear polynomial are obtained in the form
where M + is the pseudo-inverse of matrix M . In codes that solve partial differential equations, systems like (7) have to be solved many times with different right hand sides. However, matrix M + depends only on the grid and on the weights. Therefore it can be calculated in advance. This implies that a 6 × k matrix must be stored for each vertex, cell, or face.
Divergence-free linear reconstruction
Since b 1 + c 2 = ∇ · P in (5), we can require that
exactly, where the divergence is computed as in (2):
Let
Note that ∇ · P = 0; therefore P will be called the divergence-free part of P. The reconstruction polynomial with specified divergence d can be represented in the following way:
The number of free parameters has dropped from six to five.
Each face e in the reconstruction stencil contributes the following equation:
The least squares solution is given by 
where M + is the pseudo-inverse of the matrix M of system (20). We substitute (17) in (21) in order to obtain 
(22) In this way faces used to specify the divergence d enter the reconstruction stencil.
If at least five faces meet in a vertex, they impose enough conditions to determine the solenoidal part of a vertex-based linear polynomial (see Fig. 5 on the left and in the middle). However, if fewer than five faces meet in some vertex, the stencil is enlarged as in Fig. 5 on the right (or the order of interpolation must be lowered. 
Piecewise quadratic reconstruction
We postulate
(23)
We have 12 free parameters. The stencils shown in Fig. 2 do not contain enough information to determine these parameters, so we must enlarge them. An example of an appropriate cell-based stencil is shown in Fig.  6 . Our primary velocity variables are not the normal velocities in the face centers but their averages along these faces. For this reason, instead of N e · P = u e we need to satisfy
The average of a linear polynomial along a face is equal to the value of the polynomial in the center of that face, and this is why condition (6) was good enough in the linear case. In order to evaluate (24) 
Divergence-free quadratic reconstruction
The divergence of a quadratic polynomial is a linear function
It is required that ∇ · P(r) matches the divergence of the reconstructed vector in at least three triangles as closely as possible in the least squares sense. For example, if a cell-based quadratic polynomial is being calculated, then the divergence is calculated from the central and the three surrounding triangles in Fig. 6 . For each of these triangles the following equation needs to be satisfied as closely as possible: When the system (24) is formed, terms containing α, β and γ are moved to the right hand side, and the rest is calculated in analogy with the linear case.
Piecewise cubic reconstruction
We consider cubic polynomials:
P(r) = a + bx + cy + dx 
the memory of the non-divergence-free linear reconstruction. It does not need weights, thresholds or SVD whenever at least five faces meet in a vertex or if the tangential velocity is prescribed in a sufficient number of faces meeting in the central vertex.
Quadratic and cubic reconstruction require large reconstruction stencils. It is difficult to determine in advance which faces need to enter the reconstruction stencil, and the computer code must implement some sort of a trial and error approach. It has been demonstrated in [8, 9] that vertex-based divergence-free linear reconstruction is accurate enough to obtain second-order accuracy when solving Navier-Stokes equations.
