Abstract-In order to guarantee safe and reliable operation of electric vehicle batteries and to optimize their energy and capacity utilization, it is indispensable to estimate their state-of-charge (SoC). This study aimed to develop a novel estimation approach based on the grey model (GM) and genetic algorithms without the need of a high-fidelity battery model demanding high computation power. A SoC analytical model was established using the grey system theory based on a limited amount of incomplete data in contrast with conventional methods. The model was further improved by applying a sliding window mechanism to adjust the model parameters according to the evolving operating status and conditions. In addition, the genetic algorithms were introduced to identify the optimal adjustment coefficient λ in a traditional grey model (1, 1) model to further improve the source estimation accuracy. For experimental verification, two types of lithium-ion batteries were used as the device-under-test that underwent typical passenger car driving cycles. The proposed SoC estimation method were verified under diverse battery discharging conditions and it demonstrated superior accuracy and repeatability compared to the benchmarking GM method.
I. INTRODUCTION
With a high demand of superior electrochemical energy storage, LIB is widely used as a primary power source, thanks to its advantages of high energy density, lightweight, long cyclic lifetime, low self-discharge rate, and almost zero memory effect [1] - [3] . Particularly, EVs such as the popular PHEVs and PEVs will require a high-performance LIB pack to become fully viable options. The battery pack is scalable in capacity and output power by using a collection of cells or module assemblies to meet different energy targets. Its operational dynamics and lifetime are largely dependent on its constituent parts and the cell imbalance among many LIBs accelerates degradation, whilst causing performance deterioration, overheating, and overcharge/discharge leading to bad customer experience and potential fire hazard. Therefore, a BMS is widely used on-board in EV applications; this is indispensable to carry out essential management and diagnostic functions for better performance and reliable operations [4] .
A. Review of Estimation Approaches
The SoC for evaluating the residual capacity of LIBs is a primarily monitored parameter of a BMS and the online estimation of SoC is just as the fuel gauge function that resides in an 0885-8993 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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internal combustion engine vehicle [5] - [8] . Generally, SoC is defined as the ratio of the remaining capacity to the nominal capacity of the battery in percentage. A precise estimation of SoC is critical which enables maximum utilization of the energy and power of LIBs without adverse effect on their lifetime and avoids overcharge/discharge [7] . Many methods are currently used to calculate the SoC. The Coulomb counting method based on the integral of charging/discharging current is considered as a fundamental and widely used method to estimate the SoC [9] , [10] . However, this method requires the initial SoC of the battery, which is not always available and suffers from the accumulated measurement errors due to noise and drift. Alternatively, an OCV method can be used based on the correlation between OCV and SoC. However, the OCV measurement is normally intrusive with respect to continuous operating conditions and can only be implemented under specific conditions in practice when the EV is stationary. Moreover, to achieve a high fidelity for an SoC measurement, a significant blank time should be set, because a short OCV increase is imposed after the current interruption followed by a slow decay [11] . To overcome the drawbacks of the above methods, several battery model-based methods combined with various state-estimation techniques have been proposed. An ECM is comprised of capacitors and resistors, which mimic the battery dynamic voltage/current responses, while ignoring the physical and chemical processes within the battery cell. ECM, however, tends to suffer from inaccuracy when cells are subject to intense physical and chemical effects, such as under the high charge/discharge rate. Additionally, it is difficult to identify model parameters under different operating conditions. On the other hand, a physics-based electrochemical model is established based on internal cell reactions regarding mass transfers, chemical thermodynamics, and electrodynamics. In this case, many model parameters are required to be determined from the internal material properties of a battery, which requires in-depth cell knowledge and can hardly derived from terminal electrical properties. Moreover, the demand for a high computation power beyond the capacity of microcomputers mandates its suitability for the offline battery performance analysis and cell design only. By adding an adaptive filter for signal processing, the accuracy of SoC estimation can be significantly improved, and one of the commonly used methods is the EKF. The method depends more strongly on the accuracy of model parameters, which are difficult to achieve and computationally intensive. In addition, an inaccurate matrix of the system noise, such as the relevance, mean value, and covariance matrix, could lead to filter divergence and affect its stability [12] . To improve the robustness of the EKF, a sigma-point KF is employed to better address the model nonlinearities [13] . And the different forms of this filter including the central difference KF and unscented KF have been proposed to improve the accuracy for SoC estimation [14] . Because it is difficult to obtain a satisfactory tradeoff between fidelity and complexity of a battery model relying on a deterministic electrical model, an artificial intelligence method (also termed as the data-driven method) has been used. A socalled NN was proposed in [15] , which has demonstrated a high accuracy and robustness owing to its good performance in solving complex nonlinear system problems. The advantage of the NN-based model is that the exact knowledge about the battery behavior is not required. However, a large amount of historical data is required to train the NN. Furthermore, a new battery trained by NN is inaccurate for the SoC estimation of an aged battery because of the open-loop nature of this approach [16] . SVMs are also used in SoC estimation [17] , [18] , which also needs extensive training data and shares similar disadvantages as the NN. Several automatic control theorems have been used in battery SoC estimation, such as a PI observer, to overcome the aging and condition-related parametric drift and to improve the accuracy and speed tradeoff in the SoC estimation. To prepare nonlinear battery models as well as model parameters, researchers proposed an adaptive geometric observer for simplicity. This method was robust in processing uncertainties, and the error dynamics of state and parameter estimation were convergent [19] . To assure the stability of an adaptive observer, Lyapunov theory has been proposed to estimate the SoC with the advantages of no need for a priori knowledge of the model parameters [20] .
B. Contributions of the Study
Most of the recent studies mainly have two shortcomings on SoC estimation. First, these methods demand a large amount of training data. Second, a complex and accurately parameterized battery model is required for accurate estimation of SoC. A GM was introduced to overcome the above-mentioned limitations of conventional methods. GM is a well-known dynamic modeling tool to deal with systems of uncertainty, especially for multivariables, discrete, and incomplete data, which was first proposed by Prof J. Deng in 1982. The superiority of GMs over conventional statistical models manifests in the fact that only a limited amount of nonnegative data is needed to predict the systems' behaviors without mathematical models. Grey forecasting models have been widely used in various problems such as foreign currency exchange rates [21] , environmental pollution [22] , power load [23] , policy effectiveness [24] , unemployment rates [25] , and energy consumption [26] . Furthermore, the sliding mechanism was applied to improve the predicting accuracy of the original GM by updating the input data, and an optimization algorithm was used to optimize the adjustment coefficients of GMs during the sliding process [27] .
A key contribution of this study is that the GM was applied to estimate battery SoC, combined with a sliding window GM and GA, in order to build an SGAGM to further improve the accuracy of SoC estimation. First, the GM (1, 1) demands a reduced amount of data and avoids a complex battery model for SoC estimation. Furthermore, to track the data fluctuation dynamically and enhance the precision of estimation, a sliding window mechanism was introduced to update the forecasting sequences for estimation. Finally, the GA, a global optimization technique, was used to estimate and update the adjustment coefficient λ of GM (1, 1) model at each window to further improve the estimation accuracy. A series of experiments were conducted to evaluate the performance of SGAGM. The prediction accuracy was justified by quantitative comparisons using a group of evaluation criterion such as the MRE, posterror ratio, and degree of grey relation.
C. Organization of the Paper
The paper is organized as follows: In Section II, the GM (1, 1) and SGAGM are discussed as well as the evaluation of their prediction accuracy. Section III provides the experimental design, test rig, and experiment conditions. The results and discussion are presented in Section IV followed by the conclusions in Section V along with the future work.
II. METHODOLOGY GM (1, 1) is a most widely used GM to deal with systems with uncertain and imperfect information. By determining the intrinsic trend of data changes, the GM (1, 1) can provide sufficient accurate prediction with a minimal amount of data.
A. GM (1, 1)
GM (1, 1) is a time-series forecasting model; this model is most frequently applied for predictions due to its simplicity. The GM (1, 1) procedure is as follows [28] , [29] .
Step 1: The nonnegative historical sequence X (0) is expressed as follows:
Step 2: When this sequence is subjected to accumulating generation operation (1-AGO), the following sequence x
The AGO is expressed as follows:
where
Step 3: The whitening grey dynamic model can be acquired using a first-order differential equation with constant coefficient b as follows:
where a is the development coefficient and b is the influence of the external impact.
T is a sequence of parameters that can be obtained as follows:
and Using (4), the solution of the whitening differential equation is obtained as follows:
To obtain the forecasting values ofx (0) (k ) , the IAGO is used to establish the following GM (9):
(1) . The detailed implementation schematic of GM (1, 1) is shown in Fig. 1 .
B. Sliding Genetic Algorithms Grey Model (SGAGM)
The traditional GM (1, 1) model has many advantages, but inevitable limitations as well. The prediction relies on the system comprising of an exponential function, and the model parameters cannot be adjusted according to system changes. However, in application, the trend of data generally changes over time, making the data to exhibit different characteristics. The whitening process of the traditional GM (1, 1) grey differential equation is solved by converting the differential into a differential form. In addition, the different whitening processes will obtain different whitening equations, the final development coefficient, and the amount of grey. Thus, improvements can be made by updating model parameters according to the latest information and by introducing an adjustment coefficient λ into the traditional GM (1, 1) . To update the model parameters according to the latest information, the sliding mechanism is the best choice as it can dynamically use the newest data to establish a model in each window. Because of the implicit parallelism and intelligence, GAs are ideally suited to search for the best (globally optimized) solution from a large multidimensional solution space [30] . Therefore, the GAs are used to optimally determine the adjustment coefficient value of λ.
The frame of SGAGM is divided into three stages.
Stage 1-With an adjustment coefficient λ for GM (1, 1, λ):
Because the GM (1, 1) is whitened using the grey equation, the differential equation is solved by the difference in the form of (4). However, the differential difference equations are divided into the forward and backward difference such as (10) and (11), it is not necessarily consistent with the real situation of the system only through the simple average effect
Therefore, (10) and (11) were weighted by the weighting factor λ for correcting the prediction result of GM (1, 1), λ ∈ [0, 1], and the weighting process is shown in the following equation:
T is determined using (5). However, B is shown in the following equation, and the Y N is the same as (7):
Using (8) and (9), the solution is solved. Thus, the value of x (0) (k ) is finally determined by λ.
Stage 2-Optimization of λ by GAs: The GAs are used to calculate and acquire the optimal value of λ, thus the GM optimized by GA (GAGM) was acquired. GAGM provides an adjustment coefficient λ according to the differential form of differential, which makes the traditional GM (1, 1) achieve adjustable parameters and improve the lack of flexibility of GM (1, 1) in the traditional mean form. The scope of application for GM (1, 1) is extended to ( 
4) Selection: Selection of the best solution and passing their "genes" to the following generations, followed by rejection of the rest. In this study, we selected the best gene by Roulette and passed the gene to a new generation. 5) Crossover: Random selection of pairs of the best solution (parent chromosome) and their exchanging to produce new children (i.e., solutions) that inherit genes from the parent individuals. Here, chromosome refers to the initial population composed of many solutions to the problem. This process is shown in (15) and (16) . Moreover, the crossover rate is set as p c = 0.8
where r = U (0, 1). 6) Mutation: This is an operator that typically works with a low probability to reintroduce lost genes into the population. In this study, the mutation rate was set as p m = 0.5. 7) Evolution: After ranking all the individuals, those with a high fitness remain and those with a low fitness were removed. 8) Stop: Continuation of steps (2)- (7) until a population of the best solutions was achieved. Stage 3-Sliding mechanism for GAGM: To clearly describe the Grey theory with sliding mechanism, the sliding GAGM (1, 1) model is used for illustration. Here, we assume that simplify GAGM (1, 1) uses M number of data points (M ≥ 4) to predict N number of data points (N ≥ 1) .
The steps of sliding GAGM (1, 1) are described as follows.
Step 1: For instance, beginning with x (0) (1) , creating GAGM (1, 1) by using data {x
(k +N ) } will be predicted. This can be shown as follows:
Step 2: To utilize new data for prediction. Therefore, in this step, GAGM (1, 1) will be remodeled when m new data points are acquired. For example, when new data {x
. Later, by using the new model, the series {x
is predicted. This step can be illustrated as follows:
.
(18)
Step 3: Steps 1 and 2 should be iteratively implemented until the execution for the last data point is completed. In this paper, we propose an SoC estimation method by using an efficient technique of sliding mechanism to increase the accuracy in the forecasting of GAGM. The initial SoC was corrected using the OCV method, providing the OCV-SoC-temperature relationship offline. Then, the discharge capacity was acquired online using the Coulomb counting method. Finally, the SGAGM was used for SoC estimation based on the historical SoC, which was calculated from the historical discharge capacity. The implementation schematic of the SGAGM for SoC estimation is shown in Fig. 2 . We used the SGAGM (M, m, N ) to express the combination of sliding mechanism with the GAGM. The M represents the number of window size (M ≥ 4), m represents the number of sliding data size (m ≥ 1), and N represents the number of predicted data size (N ≥ 1).
C. Evaluation of Predicted Accuracy
Usually, the mean relative error α (MRE), degree of grey relation γ, and post-error ratio C are used to test and determine the accuracy of grey prediction model. The γ is determined using GRA [31] .
In the original sequence X (0) and its predicted equivalent X (0) , the forecasting errors between the two sequences are ε (0) . The mean values and covariance for both the forecasted sequence and forecasting errors α,x, S 1 ,ε, and S 2 are as follows: 
The posterror ratio C is shown in the following equation:
MRE denotes the prediction accuracy. The smaller the MRE, the higher the accuracy of prediction. The posterror ratio C indicates the change rate of the forecasting error. The smaller the C value, the better the forecasting accuracy. The γ represents the similarity degree of the raw and predicted data, which reflect the accuracy from another aspect, and the high the γ, the superior the forecasting accuracy.
III. EXPERIMENTAL

A. Construction of Test Bench for LIBs
The experiment data originated from two types of LIBs and can be divided into two parts: the CC tests and dynamic tests. The CC test data were obtained from NASA's datasets [32] , and the dynamic test data were obtained from a test bench. This consists of an environmental chamber, ITECH company's elec- Table I .
The configuration of PC: CPU: Intel Core I7-2670QM CPU @ 2.20 GHz; RAM: 8 GB. The PC runs on Microsoft Windows 7 operating system, and the required software package is MAT-LAB 2014a. The battery data including the terminal voltage, load current, discharge capacity (Ah), temperature, and other signals can be collected and recorded during the charging and discharging. The data acquisition frequency was 1 Hz, and the recorded data (terminal voltage, load current, and discharged capacity) were transmitted to the control computer via a USB cable. The proposed method was added to the control computer using LabVIEW to achieve online SoC estimation. Furthermore, if the battery parameters such as the terminal voltage, load current, or temperature exceeded the normal values, the control computer would open the circuit to stop charging or discharging to achieve circuit protection. The physical experimental platform is shown in Fig. 3 .
To test the predictive performance of SGAGM under different conditions, two types of batteries were selected for testing. A comparison of the specifications of both types of batteries is shown in Table II . The battery selected from NASA's battery (18650 Gen 2 high-power) was used at three different ambient temperatures: 4°C, 24°C, and 44°C. In each set of tests, LIBs were charged in the CC mode at 1.5 A until the battery voltage reached the top cut-off voltage (set as 4.2 V); then, they were charged in the CV mode until the charging current dropped below 20 mA. Later, discharging is performed from 4.2 V to different COV, such as 2.0 and 2.7 V, in CC mode at a level of two different discharge currents (2 A, 4 A). The dynamic test data come from LIB (Samsung ICR18650) cells. The LIBs were charged in CC mode until a top cut-off voltage was reached (here 4.2 V), and then they were charged in the CV mode until the charging current dropped below 26 mA. The experiment temperature was set at 25°C. Moreover, it subjected to discharge at different temperatures and load conditions using a controlled power source, electronic loads, and environmental chamber.
B. Battery Testing
SGAGM is equivalent to adding a new information perturbation to increase the weight of new information. To test the predictive performance of SGAGM at different temperatures and load conditions, experiments were designed as follows: Table III .
IV. RESULTS AND DISCUSSION
In this section, GM (1, 1), SGAGM, and NN methods were compared for SoC estimation. The window size of SGAGM was set as M = 8. The sliding size was set to m = 1. Furthermore, the predicted data size was set as N = 1. The GM (1, 1) used top 10% of the original data to predict the remaining 90% of the data. For the NN method to estimate SoC, characteristic parameters of battery such as battery terminal voltage, discharge current, and battery temperature were selected as the inputs of the NN, and battery SoC was the output.
A. Comparison of SoC Estimation Results
The experimental results of battery discharging under different conditions are shown in Figs. 5 and 6 . To verify the adaptability of the model to the actual working conditions, the experimental results were achieved under different temperatures and different discharging conditions. The SGAGM does not depend on a well-parameterized battery model; therefore, it can achieve a higher estimation accuracy on both the CC and dynamic loading profile than that of the modelbased methods, which cannot be applied to parameter identification on CC. To justify its superiority over common methods, a traditional NN was used to compare with the SGAGM to validate the accuracy of SoC estimation. Fig. 5(a)-(d) shows the prediction curve of NASA battery (18650 Gen 2 high power) at constant discharge magnification and different temperatures; the prediction curve using GM (1, 1) and reference curve are basically the same at the first 500 s. However, the forecast values significantly deviated from the SoC reference after 500 s. The NN is relatively accurate for tracking the changes in SoC on the overall trend. However, the prediction curves using NN still have a large local fluctuation. The prediction curves using SGAGM and the reference curves are basically the same throughout the forecast period. Fig. 5(e) and (f) and shows the prediction curve of LIB (Samsung ICR18650) cells at different dynamic conditions and the same temperatures. Similarly, the prediction curve using GM (1, 1) and reference curve are basically the same at the first 1000 s. However, the predicted effect is too poor to be accepted after 1000 s. The local fluctuation of the prediction curve using NN is more intense than that of the CC condition. The prediction curve using SGAGM and reference curve are basically the same throughout the forecast period. The errors of SoC estimation under different operating conditions are shown in Fig. 6. Clearly, GM (1, 1) shows a high error in Fig. 5 ; thus, GM (1, 1) is no longer compared to Fig. 6 . The SGAGM can achieve a higher SoC estimation accuracy than GM (1, 1) and NN. The mean absolute error (MAE) for SGAGM is less than 1%, and the maximum error is less than 1.04%. The results indicate that SGAGM has an accurate estimation of SoC and a good robustness against varying temperatures and working conditions. Compared to the performance of GM (1, 1), this is mainly because the SGAGM needs only a limited amount of nonnegative data for SoC estimation and updating the input in real time. Besides, the NN requires a lot of data training, leading to poor fault tolerance. Thus, the estimated results have greater fluctuations.
B. Analysis of Adjustment Coefficient
Considering the SGAGM model, the value of λ was the main element to influence the prediction accuracy of the model. Moreover, as the GA is utilized to calculate and obtain the value of λ, the optimal value of λ is adjusted continually, as shown in Figs. 7 and 8. Figs. 7(a) and 8(a) show the scatter diagrams to exhibit the distribution intervals of adjustment parameter λ. The distribution of adjustment parameter λ under CC discharge is denser than that of the adjustment parameter λ under dynamic loading condition. In addition to the scatter diagrams, the 95% CI were also calculated. The adjustment parameter λ under CC discharge is distributed in the area of [0.4937, 0.5023]. However, the adjustment parameter λ under JP1015 is distributed in the range [0.3450-0.6642]. The 95% CIs also indicate that the adjustment parameter λ under JP1015 underwent more dramatic changes than the adjustable parameter λ under CC discharge. Figs. 7(b) and 8(b) show the histograms; they show an accurate graphical representation of the distribution of adjustment parameter λ. Both the histograms are symmetric and unimodal, i.e., the adjustment parameter λ is generally a type of normal distribution. However, the fluctuation of λ under JP1015 is more volatile than CC discharge. Therefore, the adjustment parameter λ dynamically changes during the discharging. In addition, the fiercer the change in discharge current, the higher the change in λ. Nevertheless, the adjustment parameter λ was maintained around 0.5, even though it changed dynamically during the discharging. This also explains that the adjustment parameter λ could correct the estimation results, so that the entire system is more in line with the real situation. Furthermore, the estimation accuracy of GM was also improved using the adjustment parameter λ. In addition, the dynamically changing values of λ indicate the effectiveness of the optimal effects for GAs. As a result, the proposed SGAGM can achieve a high SoC estimation accuracy.
To further illustrate the optimal effect of λ to improve the accuracy of SoC estimation, the MRE, degree of grey relation, and posterror ratio were determined. The predicted performance qualities of GM (1, 1) and SGAGM were evaluated and compared in Table IV . SGAGM (8, 1, 1) showed a better performance than GM (1, 1) at different discharging rates, ambient temperatures, and dynamic working conditions. The MRE for SGAGM (8, 1, 1) could win four orders of magnitude back compared to GM (1, 1), indicating that SGAGM (8, 1, 1) can achieve the best predicted result. Because the sliding mechanism was used in SGAGM (8, 1, 1), the newest information was utilized in modeling; thus, the predicted accuracy was significantly improved compared to GM (1, 1) . Notably, the accuracy of these two models was affected by the discharge rate as shown in Fig. 5 and Table IV . Experiments under the same temperature but different discharge rates show that the higher the discharge rate, the lower the predicted accuracy. The larger the discharge rates, the lower the predicted accuracy. This is probably because of the more intensive side effect of battery. The nonlinearity of battery is strong, but the SGAGM can achieve the highest accuracy. The mean square error ratio C is the ratio of error variance and predicted data variance. The smaller the value of C, the more stable the prediction. The C of SGAGM was smaller than GM (1, 1) either in a dynamic or constant test, i.e., the predicted result of SGAGM is more stable. The degree of grey relation γ was used to describe the related degree of approximation of predicted data (the estimated SoC) and raw data (the reference SoC). Clearly, the related degree of SGAGM is higher than GM (1, 1) . This indicates that the estimated result of SGAGM is closer to the reference SoC, i.e., the SGAGM achieved a higher predicted accuracy. Considering the effect of the optimal value of λ, both the predicted accuracy model show that the SGAGM has a good rejection capability for a predicted model with good dynamic performance and robustness.
V. CONCLUSION AND FUTURE WORK
SoC, a critical index for BMS, is essential for EV performance and reliability. In this paper, to accurately estimate the SoC, the GM-based sliding window mechanism and GA are proposed. The main conclusions are as follows.
1) The GM is proposed to estimate SoC. To further improve the estimation accuracy of GM, the sliding window mechanism was used to dynamically update the model parameters of GM (1, 1) and GAs to optimize the adjustment coefficient of GM (1, 1), combining GM to build SGAGM. The estimation result of GM (1, 1) was also selected to compare with SGAGM, and three standard criteria were selected to evaluate and determine the accuracy of grey prediction models. 2) A battery test-setup was built, and a series of experiments under different discharge rates, conditions, and temperatures were conducted to evaluate the performance of the proposed method. 3) A high accuracy of SoC estimation was achieved based on SGAGM. The estimation accuracy of traditional NN was also compared with the proposed SGAGM. The results show that the accuracy of the SoC estimation using SGAGM is the best under different discharge conditions, including the dynamic condition of NEDC and JP1015.
Thus, the proposed SGAGM is a viable method for SoC prediction and suitable for EV application. In the follow-up study, experiments would be carried out using some latest modular hardware from National Instruments CompactRIO, and the experiment platform would be expanded to achieve an energy storage system. In addition, a combined SoC and SoH online estimation method over the lifespan of LIBs is also being considered.
