Abstract-We studied the possibility of using wireless sensor networks for vehicle identification in a large open field. This is exciting research in that it not only presents a challenge but has practicality. The challenge here is to develop algorithms and/or protocols for sensor nodes to execute a given task. Since each sensor node has limited computation and communication capabilities, these limitations prohibit the use of algorithms and/or protocols developed for conventional computers and networks. Each sensor is dispensable and easily deployable, it can do meaningful work when it is collaborated as a networked cluster; therefore it is very practical in application. Our goal is to identify vehicles in real time using acoustic signal sensors and wireless networks. Our contribution in this paper is three fold. First, we developed a simple vehicle sound identification algorithm enough to be implemented for capacity limited sensor nodes. Second, we proposed architecture and protocols of wireless sensor networks for vehicle identification using this developed sound classification algorithm. Third, we proposed a cooperation model among sensors to expedite the classification process. Our preliminary results show the proposed architecture and protocols are promising.
I. INTRODUCTION
Wireless sensor networks are depicted by three different characteristics [1, 2] . First, each sensor node is inexpensive and has limited computation and communication capabilities. This makes the sensor node dispensable, but less useful by itself. Second, sensors do meaningful jobs by cooperating and working toward for common goals; we can find examples of this cooperation in nature such as a collection of neurons performing complex tasks in the human brain. As a result, algorithms and/or protocols for sensor networks tend to be more application specific and not general in purpose. Third, sensor nodes are connected through a wireless medium to form ad-hoc networks. This makes deployment easy since there is no need for any infrastructure.
These characteristics make wireless sensor networks useful in the battlefield, in monitoring hazardous areas, environmental monitoring [14, 15, 16] , and so forth. One such example is to use sensor networks to remotely detect a vehicle's movement in a large open field. It is known [6, 7, 8] that tracking algorithms using sensor networks can detect movements of vehicles. Applying detection techniques using wireless sensor networks for vehicle classification is not trivial and little research has been published [13] .
Research on vehicle detection and/or identification using magnetic fields, images, and sounds has been conducted. Magnetic fields are able to detect the movement of vehicles successfully [11, 13] , but it is not appropriate for vehicle identification purposes. Magnetic sensors use the direction and magnitude of external magnetic fields for detection and classification [17] , meaning the vehicle to be detected and classified must pass over the sensor. In conclusion, magnetic sensors are more appropriate when used with infrastructure support. For example, using magnetic sensors on streets in a city while proposed acoustic sensors can be easily used with infrastructure-less environment such as a large open field. Visual image processing is widely applied in vehicle identification [9] . This approach, however, may not be suitable for sensor networks because a large volume of data needs to be processed. Finally, vehicle identification using sound is the most promising approach. In reference [5] , authors collected the sound data of various vehicles and proposed a method for vehicle classification using sensor networks that has been validated through MATLAB simulations. Furthermore, vehicle identification using acoustic signal has been classified into three major categories, namely time domain, frequency domain, and time-frequency domain analysis [10] . This can be used for spectral analysis to enhance the vehicle identification process.
The algorithm in reference [5] uses frequency information up to 968.75Hz. Based upon our empirical data, vehicle spectral components are well distributed across the frequency range up to a few kHz. Principal component analysis based algorithm [3] also uses a few kHz frequency spectrums, which are converted into a vector of 2048 components. The algorithm then chooses only a few components, as a key feature, to identify a vehicle class, though it requires very careful tunings [3] .
According to our analysis of measured data, it is unlikely that we can capture the characteristics of vehicles using a very small number of frequency components. We propose a vehicle identification method using the overall shape of the spectrum, since the spectrum distribution of the acoustic sound is unique to the vehicle. To the best of our knowledge, this is the first attempt to use the overall shape of the vehicle to test the acoustic sound spectrum.
The remainder of this paper is organized as follows. Section II describes the identification method using spectral analysis. Section III describes the motivation and method to implement developed algorithm into wireless sensor networks.
Section IV describes enhancing classification with clustering, and section V shows the numerical results. Conclusion and future work will follow in Section VI.
II. VEHICLE SOUND ANALYSIS
Vehicle identification method using acoustic signals is cost effective and takes less memory space, computation, and bandwidth of communication channels compared to that of video signals. Therefore, in this study we use acoustic signals as a source of vehicle identification.
Various signal processing algorithms on the vehicle sounds have been introduced in time, frequency, and time-frequency domain [4] . Time domain analysis needs complex processing on the input acoustic data due to the difficulty in separating environmental noises from the sampled data. Although the sounds are non-stationary in a wide time span, only a short amount of time would be sufficient to analyze frequency spectrum. The frame size, which is the basic unit of this analysis, should be long enough for frequency analysis based on input sampling frequency as well as maximum frequency to be analyzed. The frame size also should be short enough to have a stationary signal. In our experiments, we used 22.050 kHz sampling rates and 2048 samples per frame. 
2) Frequency Analysis: Zero mean sound is converted into frequency domain by applying Fast Fourier Transformation. The magnitude of the frequency spectrum is used for feature extractions.
3) Normalization: Amplitude variation happens in realworld applications. This is mainly caused by the distance variation from the vehicle and the microphone. It may also be caused by the microphone's sensitivity. To reduce the amplitude variation measured, normalization is applied to the frequency spectrum.
We have 
where w is the window size
is the signature of a reference vehicle. The above steps are described in the GetSignature algorithm shown below.
B. Vehicle Identification
The process used to identify the unknown sound data is the same process used to identify the reference sound spectrum. It is divided into multiple sound frames, but it does not need to have the same number of frames as in the reference spectrum. The final normalized and averaged testing spectrum,  Y , is then compared with the reference spectrum,  X . 
, where
, respectively), then the above algorithm can be described as follows.
The reference vehicle signatures are stored in a database before the testing signatures are captured so that the final normalized and averaged testing spectrum, testing signature is then compared with the reference signatures.
III. DISTRIBUTED METHODS FOR IDENTIFICATION
In this section, we will describe how the identification process can be done in a
To overcome this limit, we distribute the database and comparison process among  as follows.
The header node then decides if the testing sounds are from a vehicle with th i reference vehicle if the norm is the smallest, i.e.,
The method of selecting the header node and a forwarding  s to the header node are out of the scope of this paper.
IV. ENHANCING CLASSIFICATION WITH CLUSTERING
In this section, we will describe how the classification can be accurate and expedited with clustering and cooperation among sensors sequentially. The idea is to narrow down the search space and increase the accuracy of sound representation as time passing in order to make similar processing time in each node.
Note that, for simplicity, we will describe this section without considering the distributed method proposed in section III. However, distributed methods can be easily combined with the proposed classification enhancing method. Further, we assume each area has at least one sensor clustering and the classification is possible in any direction.
Let It is assumed that the matching vehicle type for identification exists in the reduced search space in every step. Although the validation of this assumption still needs further research, our experimental data show the assumption is highly likely. Figure 1 shows one of the examples supporting the assumption. Figure 1 (a) demonstrates vehicle classification with reduced accuracy. A pick-up truck or school bus are possible candidates due to the likeliness of the given testing vehicle type. Only those two will be considered as candidates for the following steps. Figure 1 (b) shows the result of spectrum analysis with enhanced accuracy. By enhancing accuracy, the testing vehicle is identified as a pick-up truck.
V. EXPERIMENT AND SIMULATION
The preliminary sound data collections are done using a notebook PC and an external condenser microphone (Radio Shack 33-3031). Figure 2 shows the installed curbside microphone to capture the sound of moving vehicles. The microphone head is covered with cotton balls to reduce wind noise during vehicles approach the microphone. In addition, the microphone sits on a sponge to block ground vibration generated by moving vehicles.
The sounds are 16-bit PCM coded and recorded at a sampling rate of 22.050 KHz with single channel. Assumption is made that sample duration is short enough to have a stationary signal and the maximum Doppler Effect would cause about ±4.2% change at the frequency component [3] . We use 5 (= N ) frames of 2048 (= n ) samples to get a reference signature. Time duration of one frame is 92.88ms (2048  1/ s f ) and total duration of the time series for the training set is 464.39 ms, where s f is sampling frequency. The sound sample that has 1-2 sec of duration is used in this paper. The spectral sampling interval is calculated by the following equation.
The sound data of 8 different kinds of vehicles were recorded and used in this experiment. The experiment subjects were a 12-foot moving truck, large pick-up truck (F-150), school bus, 10-ton truck, minivan, sport-utility vehicle, motorbike, and a sedan.
About 90% of the sound spectrum is concentrated in frequencies lower than 4 KHz for most vehicles [3] . In addition, our experiments show that the spectrum above 6.460 KHz has a very small magnitude and can be ignored safely. Therefore, the number of frequency indices used is 600 indicating that a frequency up to 6.460 KHz is used. Note that only 600 out of 2 / n is used for the experiment.
A. Spectrum Analysis
The acoustic signals of the pick-up truck and the sedan in time domain are demonstrated in Figure 3 . The figure shows that extracting the signatures is difficult in time domain. The difference in magnitude is caused by the distance between the vehicle and the microphone. This is a usual occurrence in a real-life situation when the sensor networks are deployed. Figure 7 illustrates the spectrums of the large pick-up truck and school bus having different values of time domain samples (= n ), such that n is 2048, 1024, 512, 256, and 128. The sound data of these vehicles are chosen among our collection as a worst-case scenario because the spectrums have a similar trend. As n decreases, the spectrums smooth out and eventually flatten when n is 128. The value of 2048 provides more accurate results as shown in Figure 7 (a) and Figure 10 . A more accurate result can be achieved by using a larger value than 2048, however, time duration for acquiring one frame would be greater than 92.88ms. Based on our experimental data, 2048 was enough to achieve an accurate result. Figure 4 depicts the difference with or without normalization. A normalized sedan spectrum clearly shows its distinctive frequency distribution; it has high energy in around 900 Hz compared to the spectrum of the pick-up truck, which has a more widely spread frequency distribution.
The vehicle spectrums and the differences before applying moving averages are shown in Figure 5 (top). Note that the reference and testing spectrums are obtained from different portions of the measured sound of the same vehicle. It reveals that short-term fluctuation generates non-negligible differences in the frequency range 500 -3500 Hz even though the overall trends look similar to the human eye. The bottom figure shows that the difference can be suppressed through moving average.
The spectrums of a sedan with different values of a moving average window size are shown in Figure 8 . The short-term fluctuation suppresses as window size (= w ) increases. The spectrum of a large pick-up truck with a window size of 20 is also shown in Figure 5 (bottom). The window size 20 is used to identify the vehicles as shown in Figure 10 . Figure 9 shows the six vehicle spectrums and their difference having the same value of a moving average window size of 20. The reference and testing spectrums are obtained from different time domain samples of the same vehicle. Figure 6 shows an example of the spectrums of two vehicles, the F-150 truck in blue (dotted line), the sedan in magenta (dashed line), and the difference in black (solid line). It was obtained using a window size of 20 (= w ) for the moving average to highlight the overall trends of the signal spectrums. N is always equal to B . Our setting is based on the Mica 2 sensor node [12] . The senor node is comprised of two main parts: the processor/radio board and the sensor board. The processor board has 128 KB of the program Flash memory, 512 KB of the measurement Flash memory, and 4KB of SRAM.
B. Vehicle Identification and Distiction
In Figure 5 Figure 9 shows that our approach successfully identifies vehicles. Figure 10 illustrates that the proposed approach distinguishes vehicles.
VI. CONCLUSION AND FUTURE WORK
We proposed an algorithm to identify vehicles using sound spectral analysis. The uniqueness of the proposed algorithm is to use the overall shape of the sound spectrum rather than the limited number of feature vectors, such as, frequency feature vectors in primary component analysis. In addition, our simulation shows that the proposed algorithm can distinguish and identify vehicles with great accuracy. We further proposed a method to use this algorithm in sensor nodes having limited capacity. Since the sensor node can easily be deployed and dispensed, porting the algorithm makes vehicle identification possible in a wide open area. At the same time, porting the algorithm is quite challenging due to the limitations of a sensor node. The proposed algorithm in sensor nodes can be used in applications such as, but not limited to, military vehicle identification in a battlefield. Future research may include developing an algorithm to reach fast consensus among sensor nodes, a robust identification algorithm in noise environment, an algorithm to identify several vehicles at the same time, and implementation of the algorithms in real sensor nodes. 
