In this paper, we show that if L is a completely distributive commutative subspace lattice or a J -subspace lattice, then the space of all bounded derivations of alg L is reflexive. We also study when local automorphisms on some algebras are automorphisms.
Introduction
In the last decade, several authors [4, 16, 18, 26] have studied the local derivations on a von Neumann algebra or on a C * -algebra. So far the best result is due to Johnson [18] who shows that every local derivation from any C * -algebra A into any Banach A-bimodule is a derivation. This extends the main results of [16, 26] .
In [21] , Larson and Sourour show that for a Banach space X, every local derivation on B(X) is a derivation. In [9] , Crist studies the local derivations on some nonselfadjoint operator algebras and shows that if L is a commutative subspace lattice on a finite-dimensional Hilbert space H , then every local derivation from alg L into itself is a derivation.
In [2] , Batty and Molnar show that the groups of * -automorphisms and surjective isometries of B(H ) are reflexive. Larson and Sourour [21] also show that for an infinitedimensional Banach space X, every surjective local automorphism of B(X) is an automorphism.
Let X and Y be complex normed spaces and let B(X, Y ) be the set of all bounded linear mappings from X into Y . When X = Y , we write B(X) rather than B(X, X). If S is a subset of B(X, Y ), S is called reflexive (respectively, algebraically reflexive) if T ∈ B(X, Y ) belongs to S whenever T x ∈ Sx (respectively, T x ∈ Sx) for all x ∈ X. If S (n) is reflexive (respectively, algebraically reflexive) as a subset of B(X (n) , Y (n) ) , we say that S is n-reflexive (respectively, algebraically n-reflexive).
Let A be an algebra and let M be an A-bimodule. If M is a Banach A-bimodule, we denote der(A, M) the set of all bounded derivations from A into M. We denote der(A) (respectively, inn(A)) the set of all bounded derivations (respectively, inner derivations) from A into itself.
In [20] , Larson asks which algebras have reflexive derivation spaces. In [27] , Shulman shows that if A is a C * -algebra, then der(A) is reflexive. Let H be a complex separable Hilbert space. In this paper, we show that if L is a completely distributive commutative subspace lattice or a J -subspace lattice on H , then the space of all bounded derivations of alg L is reflexive. We also show that the set of all homomorphisms (respectively, * -homomorphisms) φ with φ(I ) = I from a C * -algebra of real rank zero into itself is algebraically 2-reflexive.
In this paper, we suppose that A is a unital algebra and M is a unital A-bimodule.
Local derivations
Let M be a A-module and let T be an ideal of A. We say that T is a separating set of M if for every m, n in M, mT = {0} implies m = 0 and T n = {0} implies n = 0. (1) (I − P )δ(P AQ)(I − Q) = 0 for every A ∈ A and any idempotents P , Q ∈ A. (2) The mapping δ satisfies δ(P AQ) = δ(P A)Q + P δ(AQ) − P δ(A)Q for every A ∈ A and any idempotents P , Q ∈ A.
Proof. It is obvious that (2) implies (1). Suppose that (1) is true. For any idempotent Q in A, we denote Q ⊥ = I − Q. By the assumption, we have that
Let δ be a linear mapping from an algebra A into an A-bimodule M. We say that δ satisfies the condition ( * ) if
hold for each A ∈ A and any idempotents P and Q in A. Proof. Since T is contained in the linear span of the idempotents in A, by ( * ) it follows that for any S and T in T ,
δ(ST ) = δ(S)T + Sδ(T ).
Let S and T belong to T and let A belong to A. Since T is an ideal of A, it follows that
By ( * ), we have that
By (2.1) and (2.2), it follows that
Since T is a separating set of M, by (2.3), it follows that
For any A, B in A and for any T in T , by (2.4), we have that
Since T is a separating set of M, it follows that 
If (e, f ) = 0, then e ⊗ f is a multiple of an idempotent.
Case 1: Pf = 0. Since P + e ⊗ f , P − e ⊗ f are idempotents and belong to alg L, it follows that e ⊗ f is contained in the linear span of the idempotents.
Case 2: Pf = 0. By P − f = 0, it follows that P − P and P − P = P . Let v = (P − P P − )e and u = P P − e. We have that
For any Q ∈ L, by 
Corollary 2.5. Let L be a distributive subspace lattice on a finite-dimensional Hilbert space H . Then every local derivation δ from alg L into an alg L-bimodule is a derivation.
Proof. By the above remarks, we can assume that L is a commutative subspace lattice. Since H is a finite-dimensional Hilbert space, by [ 
.6. Let A be a nest algebra on H and let φ be a linear mapping from A into itself with the property that for each T ∈ A, there exist operators A T , B T ∈ A such that φ(T ) = A T T + T B T . Then there exist operators A, B ∈ A, such that φ(T ) = AT + T B for any T ∈ A. Moreover, if A T = −B T for every T ∈ A, then we can choose A, B so that
A = −B.
Proof. Let φ(I ) = A I I + I B I and letφ(T ) = φ(T ) − (A I T + T B I )
. Thenφ(I ) = 0. So without loss of generality, we may assume that φ(I ) = 0. By Theorem 2.4, it follows that φ is a derivation. By [12, Theorem 19.7] , we know that every derivation from a nest algebra into itself is inner. Hence there is an operator A ∈ A with φ(T ) = AT − T A. ✷ Remark. By the proof of Theorem 2.4, with only trivial changes we also can obtain that every local derivation from a strongly reducible maximal triangular algebra into B(H ) is inner.
If A is a von Neumann algebra, it is well known that every derivation from A into itself is inner. By following to the proof of Theorem 2.6, we can show the following result. Proof. By ( * ), we have that for any idempotents P , Q ∈ A,
δ(P Q) = δ(P )Q + P δ(Q).
For any A, B ∈ A, by Lemma 2.8, we have that A = 
Then every rank-one operator in alg L is contained in the linear span of the idempotents in alg L.
The class of J -subspace lattices is very rich. Every atomic Boolean subspace lattice is a J -subspace lattice and for any J -subspace lattice both L ⊥ and latalg L are J -subspace lattices. The nondistributive pentagon subspace lattice is also in the class. In [24] , Longstaff and Panaia obtain some properties of J -subspace lattices.
With the proof similar to the proof of Lemma 2.3 [19] , we can show the following result. We leave the proof to the reader. 
Theorem 2.12. Let L be a J -subspace lattice. If δ is a linear mapping from alg L into itself satisfying condition ( * ) (in particular, if δ is a local derivation), then δ is a derivation.
Proof. Let T = span{T : T ∈ alg L, rank T = 1}. Then T is an ideal of alg L. By Lemma 2.10, T is contained in the linear span of the idempotents in alg L. By Lemma 2.11, we have that T is a separating set of alg L. By Theorem 2.2, it follows that δ is a derivation. ✷
Theorem 2.13. Let L be a completely distributive commutative subspace lattice and let M be a dual normal Banach alg L-bimodule. Then der(alg L, M) is reflexive.

Proof. Let δ ∈ B(alg L, M) such that for any x in alg L,
(2.5) By (2.5) and Lemma 2.1, δ satisfies ( * ). By Theorem 2.4, we have that δ is a derivation. Hence der(alg L, M) is reflexive. ✷
Corollary 2.14. Let L be a completely distributive commutative subspace lattice on H . Then der(alg L) is reflexive. In particular, if L is a nest, then inn(alg L) is reflexive.
With a proof similar to the proof of Theorem 2.13, we can show the following result.
Theorem 2.15. Let L be a J -subspace lattice. Then der(alg L) is reflexive.
In the following, we discuss the relationship between Jordan derivation and derivation. that for every a in A, there is a derivation δ a with δ(a) = δ a (a) and δ(a 2 ) = δ a (a 2 ) . Then δ is a derivations. A, since δ(a) = δ a (a) and δ(a 2 ) = δ a (a 2 ) , it follows that
Proof. For any a in
Hence δ is a Jordan derivation. By the hypotheses, we have that δ is a derivation. ✷ Let A be a C * -algebra and let M be a Banach A-bimodule with dual M * . The action of A on M * is defined by (af )(x) = f (xa) and (f a)(x) = f (ax) for a ∈ A, f ∈ M * , and x ∈ M. We define elements (x, f ) and 
Suppose that δ(I ) = 0, then δ is a derivation.
Proof. Let δ * * : A * * → X * * the weak * continuous extension of δ to the double duals of A * * and X * * . Let P 1 , P 2 , Q 1 , Q 2 be the open projections in A * * with P 1 P 2 = 0 = Q 1 Q 2 . Choose increasing nets {a α } and {a α } of positive elements of A such that a α a α = 0, lim α a α = P 1 and lim α a α = P 2 in the weak * topology of A * * . Similarly, choose increasing nets {a λ } and {a λ } of positive elements in A such that a λ a λ = 0, lim λ a λ = Q 1 and lim λ a λ = Q 2 in the weak * topology of A * * . By the hypotheses, we have that
Since δ * * is weak * continuous and M * * is a dual normal bimodule of A * * , to take limit in (2.6) we have
LetP 1 ,P 2 ,Q 1 ,Q 2 be closed projections in A * * such thatP 1P2 = 0 =Q 1Q2 . By the noncommutative lemma of Urysohn [1] , there are open projections
Since δ * * is weak * continuous, by (2.7) we have that
By (2.8), it follows that
If we replace C withP 2 CQ 2 , we have that
With a proof similar to the proof of Lemma 2.1, we can show that if P , Q are open projections or closed projections in A * * , then
for any A ∈ A. By δ(I ) = 0 and (2.9), we have that δ * * (P Q) = δ * * (P )Q + P δ * * (Q). 
Hence δ is a derivation. ✷ Corollary 2.18 [27] . Let A be a C * -algebra and M be a Banach A-bimodule with M * weakly sequentially complete. If δ is a local derivation, then δ is a derivation. 
Theorem 2.19. Let M be a Banach A-bimodule. Then der(A, M) is algebraically 3-reflexive.
Proof. Let δ ∈ B(A, M). To show that der
Local homomorphisms and local automorphisms
Let A and B be unital algebras. A linear mapping θ from A into B is a Jordan homomorphism if θ(a 2 ) = θ(a) 2 for any a ∈ A. It is easy to see that every Jordan homomorphism θ : A → B satisfies
for all a, b ∈ A. If A, B are C * -algebras, and θ : A → B is a Jorhan homomorphism satisfying θ(a * ) = θ(a) * for all a ∈ A, θ is called a Jordan * -homomorphism. A C * -algebra A has real rank zero if the selfadjoint elements of A with finite spectrum are dense in the set of all selfadjoint elements of A. It is natural that every von Neumann algebra has real rank zero. A similar definition applies to 2-local automorphism (respectively, 2-local homomorphism) or 2-local * -automorphism (respectively, 2-local * -homomorphism) if A is a C * -algebra. 
By (3.2) and (3.3), we have that 
Hence α is a Jordan homomorphism. Since α is a 2-local isometric automorphism, we have that for a, b ∈ alg L, ab = 0 implies α(a)α(b) = 0 and α(I ) = I . By Lemma 3.4, it follows that for any idempotent p and any m in alg L,
By (3.4) and Lemma 2.3, it follows that for any rank-one operator t in alg L and any m in alg L,
For any u, q ∈ alg L, and any rank-one operator t in alg L, by (3.5), it follows that
Since α is a surjective and 2-local isometric automorphism, by [ for any n, m in A. Hence S is algebraically 2-reflexive. Let φ be a bounded 2-local * -homomorphism. Then φ(a * ) = φ(a) * for any a ∈ A. By the above proof, we have that φ is a homomorphism. Hence φ is a * -homomorphism and S is algebraically 2-reflexive. ✷ Theorem 3.7. Let A be a unital C * -algebra of real rank zero. Then every surjective 2-local * -automorphism of A is a * -automorphism.
Proof. Let φ be a surjective 2-local * -automorphism. Then φ is an isometry. By Theorem 3.6, it follows that φ is a * -homomorphism. Since φ is surjective, we have that φ is a * -automorphism. ✷ By [12, Theorem 17 .12], we know that if A is a nest algebra, then every automorphism of A is spatial. Similar to the proof of Theorem 3.5, we can easily show the following result.
Theorem 3.8. If A is a nest algebra, then every surjective 2-local automorphism is an automorphism.
Let A = M n (C) and let φ(T ) = AT t A −1 for all T ∈ M n (C), for some invertible A ∈ M n (C), independent of T . By [21, Theorem 2.2], we have that φ is a surjective local automorphism, but φ is not an automorphism.
