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Розглянуто метод формування множини оптимальних проектних параметрів проектованої системи на 
підставі аналізу критеріальних поверхонь. Метод побудовано на звуженні допустимої області 
параметрів до області ефективних за Парето розв’язків. 
Вступ 
Задача проектування оптимально функціонуючої 
системи належить до найбільш складних і актуа-
льних задач системотехніки. 
Під час проектування сучасних складних 
технічних систем, наприклад, багаторазової 
авіаційно-космічної системи (АКС) застосовують 
особливі методи системних досліджень щодо ви-
бору оптимального варіанта побудови системи. Ці 
методи дають можливість оцінити альтернативні 
варіанти побудови системи, обґрунтувати і дати 
рекомендації щодо найбільш переважного варіанта.  
Багаторазові АКС створюють для вирішення ба-
гатьох складних завдань з різних умов 
функціонування. Це призводить до необхідності 
в процесі їхнього проектування одночасно вра-
ховувати і задовольняти різні, часто суперечливі 
вимоги, пропоновані до критеріїв ефективності 
системи. Одним із центральних завдань проекту-
вання АКС є завдання формування й 
обґрунтування технічного вигляду (множини ос-
новних конструктивних параметрів) системи [1]. 
У цій статті на відміну від широко використову-
ваної в більшості методів формування множини 
основних проектних параметрів складних техні-
чних систем ідеї «скаляризації» векторного кри-
терію [2] пропонується метод формування (син-
тезу) технічного вигляду (ТВ) складної технічної 
системи, що задовольняють деякі критерії ефек-
тивності. 
Аналіз досліджень і публікацій 
Суть багатокритеріального підходу складається в 
одночасному обліку різних вимог, кожне з яких 
виявляється за своїх, особливих умов. Такий під-
хід відповідає принципу додатковості, введеним 
у науку Бором: для відтворення цілісності об’єкта 
необхідно застосовувати взаємовиключні “додатко-
ві” класи понять, кожний з яких застосуємо у своїх, 
особливих умовах [3].  
Ступінь виконання тієї чи іншої вимоги кількіс-
но передається відповідним приватним критері-
єм. Тому приватні критерії, що відбивають  
суперечливі вимоги, виступають як взаємови-
ключні, “додаткові” класи понять, кожний з яких 
застосуємо в своїх, особливих умовах (ситуаціях, 
режимах). Це дає підставу думати, що багаток-
ритеріальний підхід є прояв принципу додатко-
вості в теорії керування. 
У статті розглянуто вирішення задачі багатокри-
теріального синтезу складної технічної системи. 
Першим у цій галузі Л. Зоде в праці [4] сформу-
лював задачу побудови АСУ динамічними 
об’єктами, найкращими з погляду сукупності 
критеріїв якості. Тут уперше була висловлена 
думка про неможливість у більшості випадків 
точної оптимізації всіх функціоналів, що пере-
дають приватні критерії якості, на тому самому 
розв’язку варіаційної задачі. Отже, багатокрите-
ріальний синтез не є задачею оптимізації в тра-
диційному розумінні цього слова, це скоріше 
пошук компромісу між розв’язками, оптималь-
ними з погляду приватних критеріїв. 
У теорії векторного синтезу складних динаміч-
них систем зусиллями вчених розроблена сукуп-
ність методів, що дозволяє практично здійснюва-
ти багатокритеріальну оптимізацію складних ди-
намічних систем.  
Однак на сьогодні теорія векторної оптимізації не 
може однозначно відповісти на поставлені перед 
нею питання, оскільки при розв’язанні 
багатокритеріальних задач дослідники натрапля-
ються на проблеми, які важко формалізуються. То-
му необхідно використовувати ті чи ті евристики, 
хоча в багатьох випадках можна було б установити і 
досліджувати визначені закономірності в прийнятті 
багатокритеріальних розв’язків і застосовувати 
формалізовані на цій підставі процедури. Головним 
напрямом подальшого розвитку теорії векторної 
оптимізації є послідовна формалізація всіх етапів 
постановки і вирішення багатокритеріальних задач 
на визначеній логічній основі. У статті 
пропонується формалізований метод 
багатокритеріального синтезу множини основних 
концептуальних параметрів системи на підставі 
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аналізу критеріальних  
поверхонь.  
Цю методику можна успішно застосовувати під 
час проектування не тільки складних авіаційних 
систем, а й систем, не пов’язаних з авіацією. 
Вибір критеріїв оптимізації 
Вибір системи критеріїв ефективності є одним із 
важливих етапів досліджень, проведених при  
обґрунтуванні перспектив і напрямів розвитку 
АКС. 
Мета критеріальних досліджень – уточнення 
призначення об’єкта, що аналізується, і формалі-
зація цього процесу шляхом виявлення найваж-
ливіших кількісних показників, які найбільшою 
мірою відображають ступінь відповідності конк-
ретного варіанта об’єкта до його призначення. 
Інші показники, що характеризують з інших по-
зицій об’єкт, трактуються при цьому або як об-
меження, або як параметри оптимізації. Питан-
ням вибору системи критеріїв оцінки складних тех-
нічних систем у фундаментальних працях Н.Н. 
Моісеєва  5 , В.В. Подиновського  6 , А.Н. Во-
роніна  2 , І.А. Попова  7  приділяється найпи-
льніша увага. Узагальнюючи відзначені праці, 
можна стверджувати, що в практиці досліджень з 
обґрунтування перспектив розвитку АКС одер-
жала широке поширення тріада критеріїв: ефек-
тивність – вартість – час (Е–S–T). Але на етапі 
обґрунтування технічного обліку АКС і її основ-
них тактико-технічних характеристик (ТТХ) 
більш кращою є зворотна постановка задачі тео-
рії ефективності, коли як головний критерій ви-
користовується вартість, а два інших критерії 
виступають як обмеження:  
.   ;   min; задзад ТТЕЕS   
У цій роботі поняття “вартість” трактується як 
“вартість вирішення розрахункової задачі” (РЗ) 
номінальної, окремої або їхньої сукупності. У цю 
вартість включені ті витрати, що, обумовлені 
характеристиками як АКС, так і параметрами 
розв’язуваної РЗ. Тому, спираючись на основні 
принципи вибору критеріїв порівняльної оцінки 
ефективності АКС (достатність, показність, про-
стота, одиничність як головний критерій порів-
няльної оцінки ефективності конкуруючих варіантів 
АКС), пропонується вибір показника – вартість 
вирішення РЗ. Проектування АКС найчастіше 
припускає оптимізацію конкретних їхніх варіан-
тів з умови найбільш ефективного виконання 
деякої так званої номінальної РЗ. Відповідно до 
викладеного підходу ефективність вирішення 
номінальної РЗ еквівалентна економічній ефек-
тивності системи, дорівнює вартості її вирішення 
і у цьому випадку відповідає вартості розробки 
номінального варіанта АКС. 
В основі створення будь-якої АКС лежать два 
основних принципи: 
– система, що створюється, повинна мати високу 
економічну ефективність, тобто створюватися в 
рамках заданих асигнувань, забезпечуючи міні-
мум витрат на створення й експлуатацію; 
– система повинна забезпечувати вирішення су-
купності поставлених РЗ.  
Зазначені принципи завжди знаходяться в тісно-
му зв’язку і протиріччі один з одним і можуть 
бути охарактеризовані двома критеріями, визна-
ченими на множині проектних параметрів системи: 
вартістю розробки номінального варіанта АКС і 
вартістю вирішення РЗ.  
Вибір параметрів оптимізації 
Технічна система може бути  визначена великою 
кількістю параметрів і характеристик. Тому осо-
бливу увагу під час проектування АКС необхід-
но звернути на вибір параметрів оптимізації.  
Повний облік параметрів системи, що визнача-
ють якість системи, призвів би до невиправдано-
го ускладнення критеріальних функцій і до над-
мірних труднощів вирішення оптимізаційної за-
дачі. Тому завдання полягає в тому, щоб знайти 
такі параметри оптимізації, які однозначно ви-
значали б основні параметри системи в цілому 
і дозволяли обґрунтувати їхні оптимальні зна-
чення з обраних критеріальних оцінок. Тому 
природним є пошук найбільш інформативних 
параметрів – координат простору, в якому буде 
здійснюватися оптимізація обраних критеріїв. 
Задача ця вирішується логічно, однак якісний і 
кількісний склад таких параметрів доцільно ви-
значати, використовуючи принцип достатності, 
відповідно до якого прийнятною кількістю  
оптимізованих параметрів вважається таке, по-
чинаючи з якого значення кількісного показни-
ка якості не змінюється при завданні фіксованих 
умов функціонування системи. Наприклад, під 
час обґрунтування ТВ перспективної багаторазо-
вої АКС, використовуючи зазначений принцип, 
визначають концептуальні ТТХ системи, що міс-
тять у собі  характеристики компоновки системи,  
масово-інерційні характеристики системи (кори-
сне навантаження), аеродинамічні характеристи-
ки, льотно-технічні і злітно-посадкові характер-
ристики системи. З погляду ефективності засто-
сування АКС до таких характеристик належать 
маса корисного навантаження, маса палива, що 
заправляється, льотний ресурс системи.  
Вибір зазначеної групи ТТХ пояснюється так: 
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– характеристики є змінними і діапазон їхньої 
зміни прямо пов’язаний з економічною ефектив-
ністю АКС; 
– характеристики визначають особливості засто-
сування АКС; 
– характеристики можуть бути відповідним чи-
ном нормовані, тобто зведені до єдиної розмір-
ності, мати єдиний фізичний зміст – вартісний; 
– характеристики мають жорстко задану область 
існування, тобто для них однозначно визначені 
обмеження, в силу чого досить точно можна оці-
нити діапазони зміни критеріальних функцій, що 
вводяться; 
– більшість інших найважливіших ТТХ систем 
можуть бути однозначно визначені через пода-
ний набір характеристик. 
Отже, обраний клас ТТХ визначає генеральну 
ідею, створення і використання системи, тому 
вони одержали назву концептуальних. 
Постановка завдання 
Нехай x = x(x1, …, xq)= {xj}, j=1,…,q  – вектор конс-
труктивних параметрів проектованої системи, 
x  X. Координати вектора x (опис системи) і 
множини X вибирають з урахуванням досвіду 
конструювання систем аналогічного призначен-
ня. Множина X багато в чому визначається дося-
гнутим рівнем розвитку відповідної галузі техні-
ки й технічної можливості. Наприклад, у літако-
будуванні X описує різноманітність компонувань 
літаків. У процесі формування ТВ багаторазових 
АКС X являє собою набір деяких концептуаль-
них ТТХ системи: масу виведеного корисного 
навантаження, масу одноразових елементів, масу 
палива, літний ресурс літака-носія (ЛН) й орбіта-
льної ступені (ОС), кут нахилу траєкторії при 
відділенні ОС від ЛН і т.д. Якість системи оці-
нюється  векторним критерієм ефективності 
S = {Si}, i= 1,…,m. 
Якщо припустити, що зовнішні умови, які впли-
вають на функціонування системи, відомі й фік-
совані, то можна вважати критерій ефективності 
S(x) функцією тільки конструктивних парамет-
рів. У цьому випадку завдання оптимального 
проектування у разі мінімізації векторного кри-









                (1) 
де *x  – оптимальний набір конструктивних про-
ектних параметрів системи, що задовольняють 
критерій S(х). 
Розв’язання завдання 
Розв’язання завдання ґрунтується на справедли-
вості таких тверджень. 
Теорема 1. Якщо функції Si(x),i= 1,…,m, xX мо-
нотонні, то будь-яка крапка х'   X, така, що по-
хідні S1(x) = S2(x)=…= Sm(x)= const, є паретоо-
птимальною. 
Теорема 2. У просторі локальних цілей Sі(x) іс-
нує функція G(S1(x), S2(x),…, Sm(x)) така, що будь-
яка паретооптимальна крапка х'   П(X) задово-
льняє рівняння G = 0. 
Нехай Si(x) (i= 1,…,m) – приватні критерії ефек-
тивності (показники якості) системи. Позначимо 
через П(X) множину ефективних (оптимальних 
за Парето) векторів з X. Зіставимо задачі (1) за-





.                     (2) 
Декомпозиція задачі (1) складається з двох ета-
пів: знаходження векторів х   П(Х) і вирішення 
задачі (2).  
Перший етап дозволяє провести різке скорочення 
кількості розглянутих варіантів. На другому ета-
пі проводиться вибір оптимального варіанта сис-
теми [8]. 
Застосування методів прикладного статистично-
го аналізу забезпечує одержання виразів для кри-
теріальних функцій Si, що дозволяють отримати 
числове значення i-го критерію при конкретному 
сполученні значень проектних параметрів 
Xxxx jqj   ,}{ 1 , які змінюються в заданому 
діапазоні ].,[
maxmin jj
xxj   
Очевидно, що область П(Х) варіантів системи Z 
визначається перетинанням цих діапазонів: 
jZ  . З достатньої для інженерних розра-
хунків точністю критеріальні функції можна ап-
роксимувати структуризованою системою полі-






























jka  – коефіцієнти полінома, що апрокси-
мує i-у критеріальну функцію в h-й області прос-
тору Z зміни проектних параметрів. Для наоч-
ності розглянемо найбільш простий  двовимір-
ний випадок q=2, коли система описується лише 
двома параметрами x1 і x2. Нехай при цьому по-
рівняння варіантів здійснюється двома (m=2) 
критеріальними функціями S1 й S2, які правомір-
но застосовувати у всьому діапазоні зміни харак-
теристик x1 й x2.  
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Останнє допущення еквівалентно твердженню, 
що h=Z.  
 

































    (4) 
Лінії, що відповідають S1 = const й S2=const (див. 
рисунок, а), – це лінії байдужості або ізокванти 





Сім’ї вихідних (а) і “деформованих” (б) еліпсоїдів 
Для зручності подальших міркувань приведемо 













































































































































Координати безумовних екстремумів крите- 
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Відповідно до критерію Сілвестра з позитивної 
визначеності симетричних матриць А12 й А
2
2 ви-
ходить, що a111 > 0, a
2








безумовні екстремуми критеріальних функцій Si 
є мінімуми. Причому відповідно до цього самого 
критерію матриці А12 й А
2
2 невироджені, тобто 
розв’язок (6) існує й він єдиний. Таким чином, 
варіанти АКС із параметрами, що відповідають 
крапкам )opt  ,opt ( 12
1




1 xxB , є  
оптимальними за критеріями S1 й S2, якщо вони 




Коли крапки А або В не належать області допус-
тимих розв’язків, потрібно проводити додаткові 
дослідження. 
Розглянемо випадок, коли критеріальні поверхні 
S1 = соnst й S2 = соnst є багатовимірними еліпсо-
їдами, а крапки А і В належать області допусти-
мих розв’язків. Можна показати, що множині 
П(Х) варіантів системи відповідає множина кра-
пок АСDВ (див. рисунок, а ), що є геометричним 
місцем точок дотику однопараметричної сім’ї 
ліній S1 з лініями, що належать сім’ї S2. Розгля-
немо множину варіантів системи, які хоча й від-
різняються характеристиками x1 і x2, але забезпе-
чують S1=const. Якщо S1=2 (див. рисунок а), ли-
ше варіант системи, що відповідає крапці 
),( 21
CC xxC , забезпечує мінімальне значення S2.. 
При іншому значенні S1 (наприклад, S1=4)  
паретооптимальним варіантом АКС буде систе-
ма, що відповідає крапці D( DD xx 21 ,  ). 
З геометричних міркувань ясно, що тільки у ви-
падку приналежності варіанта системи області 
П(Х) розв’язків існує взаємно однозначна відпо-
відність між векторним критерієм S={S1, S2} і 
виглядом системи, заданої параметрами {x1,x2}. 
Переходячи до багатовимірного простору харак-
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теристик, задачу паретооптимального варіанта 
системи можна сформулювати в такий спосіб: 
знайти паретооптимальні характеристики, що 
забезпечують екстремальні значення критерію S1 
при S2 = var. 
Вирішення цієї задачі полягає у визначенні рів-
нянь кривої АВ (лінії Парето), що проходить че-
рез крапки дотику ізоквант сім’ї S1 і S2.  
У цих крапках дотична і нормаль до ізоквант  
сім’ї S1 збігаються з дотичною і нормаллю до ізо-















                  (7)  
де j  – координати крапок торкання ізоквант 
сімей S1 і S2 відповідно; xj  – поточні координати 
крапки, що належить нормалі.  
Вирішення системи рівнянь (7) у загальному ви-
гляді має певні труднощі обчислювального ха-
рактеру. Розглянемо один із підходів до консер-
вативного перетворення системи рівнянь (7) і 
знаходження координат крапок, що належать 
лінії Парето. Ідею таких перетворень простежи-
мо на прикладі, коли S1 і S2 є однопараметрични-
ми еліптичними рівняннями.  
Відомо, що поліноми другого ступеня типу (5) 
можуть бути наведені до квадратичних форм 
шляхом лінійних перетворень, більше того, існує 
лінійне перетворення, що забезпечує одночасне 
зведення двох квадратичних форм до діагональ-
ного вигляду. 



















                (8) 
де z01, z02 – координати центра ліній сім’ї S1 у но-
вій системі координат Z1OZ2; λ1, λ2 – власні зна-
чення квадратної симетричної матриці, складеної 
з коефіцієнтів.  
Геометрично це означає, що існує таке лінійне 
перетворення системи координат (перенос, пово-
рот і стиск), при якому вихідна сім’я еліпсів S1 
трансформується в сім’ю кіл, а вихідна сім’я еліп- 
сів S2 – у сім’ю деформованих еліпсів. Деформо-
вані сім’ї S1 і S2 (див. рисунок, б) отримано в ре-
зультаті застосування перетворення (8) вихідних 
сімей еліпсів (див. рисунок, а).  
З огляду на те, що рівняння (8) істотно простіше 
рівнянь (7), можна чекати, що система рівнянь 
(8) у новій системі координат буде мати більш 
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де z0j – j-я координата центру сім’ї ліній S1 = const в 
новій системі координат; λj – власні значення 
квадратичної форми S2. 
Таким чином, знаючи координати центру сім’ї 
кіл z0j, власні значення деформованої квадратич-
ної форми S2 і змінюючи значення однієї коорди-
нати z1 у діапазоні [0, z01], можна розрахувати 
решту координат крапок, що належать лінії Па-
рето в новій системі координат. 
Застосування обернених перетворень системи 
координат дозволяє визначити ефективні за Па-
рето варіанти систем. 
За допомогою повороту координатних осей  
завжди можна домогтися їхньої паралельності 
головним осям сім’ї S2. Тому в такій системі ко-
ординат числове значення змінної завжди буде 
знаходитися в діапазоні: [opt 11x ; opt 
1
2x  ]. 
У разі використання перетворень, що розтягують 
систему координат, числове значення всіх паре-
тооптимальних змінних Zj  знаходиться всередині 
багатовимірного паралелепіпеда: 
[орt 1jZ , орt 
2
jZ ],    .,1 qj  
Таким чином, будь-якому значенню Z1, що зна-
ходиться в діапазоні [орt 11Z , орt 
2
1Z ], відповідає 
цілком конкретне значення Z2, яке знаходиться в 
діапазоні [орt 12Z , орt 
2
2Z ], що забезпечує крапці з 
координатами (Z1, Z2) властивість належати об-

















             (9) 
де П(X)   Н – область паретооптимальних 
розв’язків. 
У багатовимірному випадку, коли розмірність 
простору дорівнює q, а кількість критеріїв i = 2, 













  (10) 
У змістовних термінах умова (10) означає, що 
існує таке перетворення системи координат: 
},,...,{},...,{ 2121 jj ZZZxxx   
при реалізації якого область ефективних парето-
оптимальних розв’язків знаходиться всередині 
багатовимірного паралелепіпеда, що задається 
співвідношеннями (10). Необхідно відзначити, 
що співвідношення (10) значною мірою скоро-
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чують область пошуку розв’язків, однак вони не 
забезпечують можливість вибору суто паретооп-
тимальних розв’язків. 
З огляду на велику розмірність практично ціка-
вих і важливих задач на вибір паретооптималь-
них розв’язків, приходиться відмовлятися від 
використання традиційних методів пошукової 
оптимізації навіть усередині сформованого бага-
товимірного паралелепіпеда, тому що одержання 
хоча б одного з множини паретооптимальних 
АКС сполучено зі значними витратами ресурсів 
сучасних ЕОМ. У той самий час, для прийняття 
обґрунтованих рішень дослідник повинен про-
аналізувати досить представницьку кількість па-
ретооптимальних варіантів АКС. 
Виходячи з викладеного, задачу виділення об-
ласті компромісів (ефективних за Парето розв’яз-
ків) можна сформулювати в такий спосіб: розро-
бити ефективний обчислювальний алгоритм, що 
забезпечує формування множини паретооптима-
льних варіантів АКС і оцінку векторного крите-
рію для кожного з аналізованих варіантів. 
Перш ніж приступити до вирішення сфор-
мульованої задачі, необхідно відзначити, що ши-
роко використовувані в практиці досліджень ме-
тоди пошукової оптимізації орієнтовані на міні-
мізацію (максимізацію) головного критерію. При 
цьому інші критерії або не контролюються, або 
виступають як обмеження, причому в останньо-
му випадку числові значення обмежень установ-
люються дуже довільно. Більш того, у багатьох 
випадках такий підхід приводить до того, що 
множина допустимих розв’язків стає порож-
ньою, якщо обмеження за додатковими критері-
ями є завищеними, або вимоги щодо цих обме-
жень не реалізуються. 
Висновок  
Розроблений такий підхід до вирішення задачі, 
при якому, по-перше, у просторі проектних па-
раметрів АКС виявляється область паретоопти-
мальних розв’язків, а по-друге, при заданих об-
меженнях на числове значення одного з двох 
критеріїв визначаються основні проектні пара-
метри паретооптимального АКС, що забезпечує 
екстремальне значення іншого критерію. 
Пропонований метод формування множини ос-
новних конструктивних параметрів системи, що 
задовольняють деякі критерії. Метод заснований 
на ідеї звуження допустимої області параметрів 
до ефективної (оптимальної за Парето), тобто 
“вибраковування” (відсівання) з множини мож-
ливих свідомо невдалих, що уступають іншим 
розв’язкам за всіма критеріями. При цьому об-
ласть розв’язків істотно скорочується.  
Пропонований метод формування паретоопти-
мальних варіантів використовується при 
обґрунтуванні технічного вигляду АКС, для якої 
неможливе поліпшення жодного з критеріїв без 
одночасного погіршення хоча б одного з них. 
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