This paper presents a coincidence theory for general classes of maps based on the notion of a Φ-essential map (we will also discuss Φ-epi maps).
Introduction
The notion of essential maps was introduced by Granas [7] and extended in the literature by many authors (see [6, 10, 13, 14] ). In Section 2, using the notions of homotopy and Φ-essential maps, we discuss the existence of coincidence points (i.e., G(x) ∩ Φ(x) = ∅) of maps G and Φ. The maps G and Φ will belong to general classes of maps and will be defined on subsets of completely regular topological spaces. In particular we present continuation theorems and generalized topological transversality theorems. We will also discuss Φ-epi maps [5, 13] in this paper.
Essential maps
Let E be a completely regular topological space and U an open subset of E. We consider classes A and B of maps. Definition 2.1. We say F ∈ A(U, E) (respectively F ∈ B(U, E)) if F : U → 2 E and F ∈ A(U, E) (respectively F ∈ B(U, E)); here 2 E denotes the family of nonempty subsets of E. Theorem 2.4. Let E be a completely regular (respectively normal) topological space, U an open subset of E and let F ∈ A ∂U (U, E) be Φ-essential in A ∂U (U, E). Suppose there exists a map H : U × [0, 1] → 2 E with H( . , η( . )) ∈ A(U, E) for any continuous function η : U → [0, 1] with η(∂U) = 0, Φ(x) ∩ H t (x) = ∅ for any x ∈ ∂U and t ∈ (0, 1], H 0 = F and x ∈ U : Φ(x) ∩ H(x, t) = ∅ for some t ∈ [0, 1] is compact (respectively closed). Then there exists x ∈ U with Φ(x) ∩ H 1 (x) = ∅; here H t (x) = H(x, t).
Proof. Let D = x ∈ U : Φ(x) ∩ H(x, t) = ∅ for some t ∈ [0, 1] .
Note D = ∅ since F is Φ-essential in A ∂U (U, E). Also D is compact (respectively closed) if E is a completely regular (respectively normal) topological space. Note D ∩ ∂U = ∅ (note H 0 = F so for t = 0 we have Φ(x) ∩ H 0 (x) = ∅ for x ∈ ∂U since F ∈ A ∂U (U, E)). Thus there exists a continuous map µ : U → [0, 1] with µ(∂U) = 0 and µ(D) = 1. Define J : U → 2 E by J(x) = H(x, µ(x)). Note J ∈ A ∂U (U, E) with J| ∂U = F| ∂U (note if x ∈ ∂U, then J(x) = H 0 (x) = F(x) and J(x) ∩ Φ(x) = F(x) ∩ Φ(x) = ∅). Now since F is Φ-essential in A ∂U (U, E) then there exists an x ∈ U with J(x) ∩ Φ(x) = ∅ (i.e., H µ(x) (x) ∩ Φ(x) = ∅), and thus x ∈ D so µ(x) = 1 and as a result,
We now give one example of how Theorem 2.4 can be applied. First we recall some concepts from the literature. Let E be a Banach space, E the conjugate space of E, and ( . , . ) the duality between E and E. Let X be a subset of E. Now
(ii). F : X → E is of class (S) + if for any sequence (x j ) in X, for which x j x and lim sup (F(x j ), x j − x) 0, we have x j → x; (iii). F : X → E is maximal monotone if it is monotone and (x − F(y), x − y) 0 for all y ∈ X implies x ∈ X and F(x) = x ; (iv).
For our next result, E will be a reflexive Banach space. We assume that E is endowed with an equivalent norm, with respect to which, E and E are locally uniformly convex (this is always possible [3, 4] ). Then there exists a unique mapping (duality mapping) J : E → E such that (J(x), x) = |x| 2 = |Jx| 2 for all x ∈ E. Moreover J is bijective, bicontinuous, monotone, and of class (S) + (see [4, pp 20] ). To apply Theorem 2.4 below let E, E and J be as above, U a nonempty open subset of E and T : E → E a fixed monotone, hemicontinuous mapping. We know T is demicontinuous [8, 9] . Recall also that any monotone hemicontinuous mapping is maximal monotone. As a result, since T : E → E is maximal monotone, then J + T is bijective and (J + T ) −1 : E → E is demicontinuous. We will apply Theorem 2.4 below with Φ(x) = i(x) (the identity map) for x ∈ U (and B(U, E) = C(U, E) is the class of continuous mappings from U to E). Definition 2.5. We let EM(U, E) denote the maps f = (J + T ) −1 (J − F) : U → E where F : U → E is demicontinuous, and of class (S) + . In this case we say f = (J + T ) −1 (J − F) ∈ EM(U, E).
Corollary 2.9. Let E, E , U, J and T be as above and let 
Proof. We apply Theorem 2.4 with Φ = i and H(x, t) = (J + T ) −1 (J − Ψ t )(x). The result follows immediately from Theorem 2.4 once we show
(without loss of generality assume t j → t). Also note that since T is monotone then
. This together with (T + Ψ t j )(x j ) = 0 and T demicontinuous gives
Remark 2.10. In Corollary 2.9 we could replace T : E → E a monotone, hemicontinuous mapping with T : E → E a maximal monotone mapping. To see this we need to show D (in Corollary 2.9) is closed. Let (x j ) be a sequence in D with x j → x. Then (T + Ψ t j )(x j ) = 0 for some sequences {t j } in [0, 1] (without loss of generality assume t j → t). As in Corollary 2.9 we obtain Ψ(x j , t j )
Ψ(x, t). Now pass to the limit in (here y ∈ U),
and we obtain
Now since T is a maximal monotone mapping we have T x = − Ψ(x, t), so x ∈ D and D is closed.
Remark 2.11. Looking through the proof of Corollary 2.9 (see also [1, 4, 14] it is easy to see that (2.1) and (2.2) could be replaced by the condition:
Ψ(x, t).
Next we present a topological transversality theorem for Φ-essential maps. To achieve this we need to change Definition 2.3 (see Definition 2.13 below). Definition 2.12. Let E be a completely regular (respectively normal) topological space, and U an open subset of E. Let F, G ∈ A ∂U (U, E). We say
The following condition will be assumed in our next two results:
Theorem 2.14. Let E be a completely regular (respectively normal) topological space, U an open subset of E, and assume (2.3) holds. Suppose F ∈ A ∂U (U, E) and assume the following condition holds:
Then the following are equivalent: 
Proof. (i) implies (ii) immediately. Next we prove (ii) implies (i). Suppose there exists a map
is compact (respectively closed). Note Q 0 = F and Q 1 = J. Finally if there exists a t ∈ [0, 1] and x ∈ ∂U with Φ(x) ∩ Q t (x) = ∅, then Φ(x) ∩ H tµ(x) (x) = ∅ so x ∈ D and so µ(x) = 1, i.e., Φ(x) ∩ H t (x) = ∅, a contradiction. Thus (2.5) holds.
Theorem 2.15. Let E be a completely regular (respectively normal) topological space, U an open subset of E and assume (2.3) and (2.4) hold. Suppose F and G are two maps in A ∂U (U, E) with
Remark 2.16. In Definition 2.13 if φ and η are in A ∂U (U, E) with φ| ∂U = η| ∂U , is φ ∼ = η in A ∂U (U, E)? Certainly this is true for certain classes of maps (see [2, 11, 12] ). This is also true for the maps considered in EM ∂U (U, E) (see Definition 2.6) with the definition of ∼ = given below (see (2.6)). Let f = (J + T ) −1 (J − F), g = (J + T ) −1 (J − G) be in EM ∂U (U, E) (here F, G : U → E are demicontinuous, and of class (S) + ). We say f ∼ = g in EM ∂U (U, E) if the following condition holds:
Now suppose f and g are as above with f| ∂U = g| ∂U (i.e., F| ∂U = G| ∂U since (J + T ) −1 is injective). Now take Ψ(x, t) = (1 − t)F(x) + tG(x). First note for x ∈ ∂U and t ∈ [0, 1] that (note F| ∂U = G| ∂U )
. This together with [4, Proposition 12] guarantees that f ∼ = g in EM ∂U (U, E).
We now generalize the theory presented above. Let E be a topological vector space (so automatically a completely regular space), Y a topological vector space, and U an open subset of E. Also let L : dom L ⊆ E → Y be a linear single-valued map; here dom L is a vector subspace of E. Finally T : E → Y will be a linear single-valued map with L + T : dom L → Y a bijection; for convenience we say T ∈ H L (E, Y).
Definition 2.17. We say
We now fix a Φ ∈ B(U, Y; L, T ). 
Definition 2.18. We say F ∈
Note D = ∅ and D is compact, D ∩ ∂U = ∅ so there exists a continuous map µ :
, and thus x ∈ D so µ(x) = 1 and we are finished. Next we present a topological transversality theorem for (L, T ) Φ-essential maps. To achieve this we need to change Definition 2.19 (see Definition 2.23 below).
is compact; here Ψ t (x) = Ψ(x, t).
, and assume (2.7) holds. Suppose F ∈ A ∂U (U, Y; L, T ) and assume the following condition holds: 
Then, the following are equivalent:
Proof. (i) implies (ii) immediately. Next we prove (ii) implies (i). Suppose there exists a map
It is easy to check (a slight modification of the argument in Theorem 2.14) that J ∈ A ∂U (U, Y; L, T ), 
Remark 2.26. If E is a normal topological vector space then the assumption that D in the proof of Theorem 2.24 is compact (see Definition 2.22), can be replaced by D is closed, in the proof of Theorem 2.24 and Theorem 2.25 (modify Definition 2.22 accordingly).
Motivated by the above theory, we note that it is also possible to discuss Φ-epi maps in a general setting. For completeness we present the theory here. We fix a Φ ∈ B(U, E).
Our next result can be called the "homotopy property" for Φ-epi maps. In our result E will be a topological vector space so automatically a completely regular space.
Theorem 2.30. Let E be a topological vector space and U an open subset of E. Suppose F ∈ A ∂U (U, E) is Φ-epi and H : U × [0, 1] → 2 E with H(x, 0) = {0} for x ∈ ∂U and F( . ) − H( . , 1) ∈ A(U, E). In addition assume the following conditions hold: 10) and for any map G ∈ B Φ (U, E), the set {x ∈ U :
When t = 0, we have G( . ) + H( . , 0) ∈ B Φ (U, E) since from (2.9) we have G( . ) + H( . , 0) ∈ B(U, E) and for x ∈ ∂U we have G(x) + H(x, 0) = G(x) ⊆ Φ(x) and this together with the fact that F is Φ-epi yields D = ∅. Note from (2.11) that D is compact. Next we note that (2.10) guarantees that
. Thus there exists a continuous map µ :
Note J ∈ B(U, E) from (2.9) and for x ∈ ∂U we have J(
Remark 2.31. If E is a normal topological vector space then the assumption that D (in the proof of Theorem 2.30) is compact, can be replaced by D is closed, in the statement (and proof) of Theorem 2.30.
Our next result can be called the "coincidence property" for Φ-epi maps.
Theorem 2.32. Let E be a topological vector space and U an open subset of E. Suppose F ∈ A ∂U (U, E) is Φ-epi, G ∈ B(U, E) and assume the following conditions hold:
Then, there exists x ∈ U with F(x) ∩ G(x) = ∅. Now (2.12) guarantees that J ∈ B(U, E) and for x ∈ ∂U we have J(x) = 0 + Φ(x) = Φ(x), so J ∈ B Φ (U, E). Now since F is Φ-epi there exists x ∈ U with F(x) ∩ J(x) = ∅. Thus x ∈ D and as a result µ(x) = 1. Consequently F(x) ∩ G(x) = ∅. Then, F( . ) − H( . , 1) is (L, T ) Φ-epi.
