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Structural approximation theory seeks to provide a framework for
expressing optimization problems and isolating structural or syntactic
conditions that explain the apparent difference in the approximation
properties of different NP-optimization problems. In this paper, we
initiate a study of structural approximation using integer programming
(an optimization problem in its own right) as a general framework
for expressing optimization problems. We isolate three classes of
constant-approximable maximization problems, based on restricting
appropriately the syntactic form of the integer programs expressing
them. The first of these classes subsumes MAX 71 , which is the syntac-
tic version of the well-studied class MAX NP. Moreover, by allowing
variables to take on not just 01 values but rather values in a
polylogarithmic or polynomial range, we obtain syntactic maximization
classes that are polylog-approximable and poly-approximable, respec-
tively. The other two classes contain problems, such as MAX MATCHING,
for which no previous structural explanation of approximability has
been found. We also investigate structurally defined classes of integer
programs for minimization problems and show a difference between
their maximization counterparts. ] 1998 Academic Press
1. INTRODUCTION
Various NP-optimization problems have vastly differing
approximation properties (assuming P{NP). For example,
Knapsack is approximable in polynomial time within every
constant factor of the optimum, Max Cut is approximable
within some but not all constant factors, and Max Clique
is not approximable within some polynomial factor. Such
drastically different approximation properties of NP-
optimization problems led to research aiming to provide
coherent explanations for this diverse behavior.
A fruitful approach to this has been to first express
optimization problems in a common framework and then
to isolate syntactic differences corresponding to varying
degrees of approximability. One of the most successful
such frameworks to date has been logic. In particular,
Papadimitriou and Yannakakis [PY91] introduced the use
of logic as a framework for classifying NP-optimization
problems. By using logic formulae to define optimization
problems and then placing restrictions on the formula’s
quantifier pattern, they defined the classes Max 71 (Syn-
tactic Max NP) and Max 70 (Syntactic Max SNP) and
showed that all problems in these classes are constant-
approximable. Since then, different syntactic restrictions on
logic formulae have given rise to other classes of optimiza-
tion problems with certain approximation properties
[PR90, KT94, KT95, BCCG92]. Negative results have also
been established, for instances that no Max 70 -complete
problem has a polynomial time approximation scheme
unless P{NP [ALM+92].
Despite its successes, the logic-based approach has met
with certain obstacles. For instance, it takes some effort to
express basic arithmetic operations using simple logics on
the class of all finite structures. A more concrete example
where the logic-based approach has not yielded success,
involves comparing Max Matching with Max Clique.
(All optimization problems mentioned in this paper are
defined in the appendix.) The obvious way of expressing
Max Matching using the logic framework is
max
M
|[(x, y): M(x, y) 7 (\u \v \w)(M(u, v) 7 M(u, w)
 ((v=w) 7 E(u, v)))]|.
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Max Matching can be solved exactly in polynomial
time. Contrast this formula with the straightforward way of
expressing Max Clique, which is not even approximable
within some polynomial factor:
max
C
|[x: C(x) 7 (\y \z)(C( y) 7 C(z)  E( y, z))]|.
Although these two problems have very different
approximation behaviour, their syntactic forms are quite
similar; it is not known how to reasonably differentiate
between them by syntax.
In this paper, instead of logic, we take integer programming
as a framework for defining and studying NP-maximization
problems. By imposing certain ‘‘syntactic’’ restrictions on
the allowable integer programs, we obtain new classes
of structurally defined maximization problems that have
desirable approximation properties. As an illustration,
the following 01 integer program expresses Max Cut
naturally,
Maximize :
i, j # V
ti, j
Subject to: (1&ti, j)+Si1,
(1&ti, j)+(1&sj)1,
(1&ti, j)+ei, j1;
for 1i, j|V|, where ti, j=1 corresponds to edge (i, j)
crossing the cut, si=1 corresponds to node i being on the
left side of the cut, and ei, j=1 if [i, j] # E in the input graph
G=(V, E). (Note that ‘‘(1&t)+s1’’ can be thought of as
‘‘t  s’’.) Max Cut is constant-approximable; we will show
that its approximability can be explained by the fact that
each variable ti, j of the objective function occurs only a
bounded number of times in the entire integer program and
only in a certain manner.
There is, of course, a large body of literature which uses
integer programs to express other optimization problems.
In particular, Ibaraki showed that any optimization
problem (not just polynomially bounded ones, or those
with linear objective functions) can be written as an integer
program, provided that it has a finite solution space
[Iba76], although exponentially many constraints are
needed. Yannakakis has explored finding small linear
programming formulations for many NP-hard optimization
problems [Yan91].
There is also some previous work regarding the
approximation of integer programs subject to syntactic
restrictions. Hochbaum et al. have shown that integer
programs with only two variables per inequality are two-
approximable [HMNT93]. In Section 7, we show that
extending this to three variables per inequality suddenly
admits nonapproximable problems. In a similar spirit,
Peleg, Schechtman, and Wool have results on approximating
a certain class of 01 minimization integer programs, where
the constraints are of bounded width [PSW93]; we point
out that this class contains previously known logic-based
minimization classes.
The bulk of this paper (Sections 2 through 6), however,
focuses on maximization problems. We present three classes
of constant-approximable integer programs. The first set of
classes subsumes Max 71 , while the other two provide
syntactic reasons why some problems which are not in
Max 71 , such as Max Matching and Max Majority Sat,
are constant-approximable.
Our syntactic restrictions on the integer program involve
the range of the variables, the number of occurrences of a
variable, and a condition called dominance, which relates
to the arithmetic nature of the constraints. The class of
problems represented by such restrictions is called Max
FSLIP(g(n)) (Max feasible subsystem of layered integer
programs), where n is the size of the program and [0, g(n))
is the range of values that the variables of the integer
program vary over. In particular, for 01 integer programs
g is the constant function g(n)=2.
To demonstrate the expressive power of our syntactic
classes, we prove that Max FSLIP(2) captures all NP-max-
imization problems. Max FSLIP(2) can be thought of as a
normal form for NP-maximization problems. Furthermore,
by restricting certain resources of the normal form, we get
structurally defined subclasses. In particular, we focus on
Max FSBLIP, a subclass of Max FSLIP in which we
further require that objective variables (variables occurring
in the objective function) occur only a bounded number of
times. We find a polynomial-time approximation algorithm
for Max FSBLIP(g(n)) which always provides a solution
within g(n)O(1) of optimal for g(n) not more than poly-
nomial. Allowing g(n) to vary yields different degrees of
approximability. In particular, every problem in Max
FSBLIP(2) is constant-approximable, and every problem in
Max FSBLIP(log) is approximable within a polylog factor
of the optimum. Moreover, Max FSBLIP(2) contains
properly the class Max 71 .
After this, we shift attention to studying where Max
Clique and Max Matching differ in their syntactic nature
as integer programs. We abstract their differences to define
a class Max Matching IP that contains Max Matching
and other matching problems; every problem in this class is
constant-approximable.
Finally, we introduce a third group of constant-
approximable problems. We consider the problem Max
Majority SAT, a version of satisfiability in which satisfying
a clause requires setting at least half of its literals to true.
This problem is constant-approximable, but it is not in
Max 71 . We define the class Max Feasible Majority IP,
which contains this and other ‘‘majority’’ type problems,
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and we show that Max Feasible Majority IP contains
constant-approximable problems only.
2. INTEGER PROGRAM DEFINITIONS
We give some definitions to be used in this paper. We will
use the letters a, ..., x, y, z to denote vectors, and take N to
denote the set of natural numbers, and Z the set of all
integers.
We first make several definitions to formalize what it
means to represent an optimization problem (rather than
just an individual instance) as an integer program. This
issue will not be extensively referred back to, but it is a
fundamental issue that must be made explicit.
Definition 2.1. A maximization problem Q as a tuple
(I, F, f ) , where
v the instance space I is a set of strings over the
alphabet [0, 1];
v for every I # I, the set of feasible solutions of the input
I is given by F(I );
v f (I, S) # N is the value of the objective function f on
the input I and a feasible solution S of I.
The maximization problem is: given an input I, find a
feasible solution S # F(I ) such that f (I, S) is the maximum
amongst all such feasible solutions of I.
Minimization problems are analogously defined.
Definition 2.2. An integer program template T con-
sists of:
v A set of variables V=VI _ VO _ VP , where VI , VO , VP
are disjoint. The variables in the set VI are called input
variables and are 01 valued, those in the set VO are called
the objective variables and are 01 valued, and the remaining
variables, in the set VP , are called the program variables.
v A set of constraints of the form a } xb, where b # Z, x
is a vector of variables, and a is a vector consisting of
constant integer coefficients or input variables (or both).
v A linear objective function w } t, where t is a vector of
objective variables and w is a vector of nonzero real num-
bers.
Given a 01 assignment I of the input variables VI , we shall
take an integer program T(I ) to be the result of instantiating
VI according to I. This resulting integer program contains
no input variables.
We shall use n to denote the number of input variables of
an integer program template. Moreover, we will assume
throughout this paper that program variables take integer
values from the interval [0, g(n)) for some function g. For
brevity we will sometimes abbreviate g(n) as g.
Reminiscent of expressing problems as circuits, we will
make the following definition.
Definition 2.3. A maximization problem Q is express-
ible as an integer program if:
v For every n # N+, there is an integer program tem-
plate Tn , computable in logarithmic space and having input
variables e1 , e2 , ..., en .
v Given an instance string I=(e$1 , e$2 , ..., e$n) of Q, the
integer program Tn(I ) is obtained from the template Tn by
the assignment ej [ e$j , for 1 jn.
v opt(Tn(I ))=opt(I ).
v For every feasible solution to Tn(I ), we can compute in
logarithmic space a corresponding feasible solution of I
whose objective value is no smaller than the original solu-
tion of Tn(I ).
Furthermore, if 6 is a property of integer programs, we say
that Q is expressible as an integer program with property 6
if for each instance I of Q, the program Tn(I ) has property
6. (That is, we require 6 to be true of the instantiated
program, not the template.)
We now define a few of structural properties of con-
straints that will later use to isolate integer programs with
desirable approximation properties.
Definition 2.4. A constraint is said to be of width k if
it involves k or fewer variables.
Definition 2.5. Let C be a constraint of the form
#(1&t)+a } xb,
where #>0, and t is a 01 variable (not among those in x or
a). Let aj denote the jth component of a. The 01 variable t
is said to dominate the constraint C if
#\ :aj<0 (g&1) |aj |++b.
This definition of domination is a syntactic criterion;
it is chosen because of the following equivalent semantics.
A variable t dominates a constraint C if and only if the
following two conditions hold:
v If an assignment satisfies a } xb, then it satisfies C,
regardless of whether t is assigned 0 or 1.
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v When t is set to zero, C is satisfied by all assignments
to the other variables.
For example, in the integer program for Max Cut in
Section 1, the variables ti, j dominate the constraints they
appear in.
Definition 2.6. Again, let C be a constraint of the form
#(1&t)+a } xb,
where #>0, and t is a 01 variable (not among those in x or
a). Then the partial constraint of C with respect to t,
denoted C$(t), is simply the constraint a } xb. We refer to
C as the full constraint of C$(t).
To hint at the rationale for this definition of domination,
consider the problem Max Feasible 01 Subsystem, defined
as: given a set of linear inequalities and an integer k, is there
a 01 assignment of the variables which satisfies at least k of
the inequalities? (For example, Max Sat reduces to this
problem in a straightforward way; for each logic clause
write a single numerical inequality, so that a 01 assignment
satisfying k inequalities will correspond to a truth assign-
ment satisfying k clauses.)
This problem Max Feasible 01 Subsystem can be refor-
mulated as a 01 integer program, the idea being to use
dominating variables as a way of counting the size of a
feasible subsystem (and also to satisfy the constraints not in
the subsystem, since an integer program requires all con-
straints satisfied, not just some). Given inequalities named
[C$i], create objective variables ti , and construct new
integer program inequalities as follows: For each i, start
with the constraint C$i and incorporate ti so that it
dominates this new constraint, call it Ci . Then integer
program’s objective function is to maximize i ti , and its
constraints are just [C$i]. The relation between a feasible
subsystem of the [C$i] and a solution of the integer program
is immediate: find a solution to a feasible subsystem and
extend the solution to the objective variables as follows: For
those C$i we did satisfy, we can assign t i=1 (helping to
increase the objective function), while for those C$i we did
not satisfy, we can still salvage the original, full constraint C
by setting ti=0.
This is reminiscent of the problem Max-FLS (feasible
linear subsystem), where the goal is to find a maximum
satisfiable subset of linear constraints, but a variable takes
values from a field. Amaldi and Kann have shown that
Max-FLS is an apx-complete problem [AK95].
Finally, note that dominating objective variables can
count not just feasible subsystems of constraints, but by
having the same objective variable dominate several con-
straints, we can group constraints together and count how
many groups of constraints are satisfied. For instance, recall
the Max Cut 01 program shown earlier:
Maximize :
t, j # V
ti, j
Subject to: (1&ti, j)+si1,
(1&ti, j)+(1&sj)1,
(1&ti, j)+ei, j1;
for 1i, j|V|.
Here, every constraint is dominated by an objective
variable ti, j , but for ti, j to take the value 1 requires that
three certain partial constraints are all satisfied.
3. EXAMPLES OF MAXIMIZATION PROBLEMS
AS INTEGER PROGRAMS
In this section, we concretely show how to express some
NP-optimization problems as integer program (template)s.
In these examples, all variables are assumed to be 01 valued
unless otherwise stated. Note that the numerical into
equality ‘‘(1&t)+q1’’ corresponds to ‘‘t  q.’’ We use
this in all the examples below in order to (later) emphasize
how these problems can be written in a particular syntactic
form.
v Max Sat. Let . be a boolean formula in CNF with m
variables and l clauses. For every clause i, we have an objec-
tive variable ti ; intuitively ti  1 will correspond to clause i
being satisfied. For every variable j of ., we have a program
variable vj ; intuitively v1  1 will correspond to variable j
being assigned True. For each clause i and variable j, we
have program variables yi, j ; intuitively yi, j  1 will
correspond to variable i satisfying clause j. Finally, we also
have the input variable pi, j (and ni, j) which is 1 if variable
j occurs positively (respectively, negatively) in clause i, and
0 otherwise. The integer program for Max Sat is
Maximize :
i # V
ti
Subject to: (1&ti)+ yi, 1+ } } } + yi, m1,
(1& yi, j)+ pi, j+ni, j1,
(1& yi, j)+(1& pi, j)+vj1,
(1& yi, j)+(1&ni, j)+(1&vj)1;
for 1il, 1 jm.
The meaning of the constraints is as follows: The first line
above enforces that if clause i is satisfied, there exists at least
one variable satisfying it (‘‘ti  ( yi, 1 6 } } } 6 yi, n ’’). The
second line above assures that if variable j is being used to
satisfy clause i, then that variable actually occurs (positively
or negatively) in that clause (‘‘yi, j  ni, j 6 pi, j ’’). Finally,
the last two lines assure that if variable j is being used to
satisfy clause i, and it occurs positively, then variable j must
147INTEGER PROGRAMMING AS A FRAMEWORK
File: DISTL2 158405 . By:GC . Date:28:09:98 . Time:13:32 LOP8M. V8.B. Page 01:01
Codes: 6231 Signs: 4624 . Length: 56 pic 0 pts, 236 mm
be set to True (‘‘yi, j  ( pi, j  vj)’’), and correspondingly, if
it occurs negatively.1
Note that ti dominates the first type of constraints and
yi, j dominates the others. Also, every yi, j occurs only a con-
stant number of times (four) in the entire integer program,
always dominating a constraint of bounded width (three).
Finally, note that every objective variable ti occurs a con-
stant number of times (in fact, just once) in the entire integer
program.
v Max Clique. Corresponding to every vertex i in the
input graph G=(V, E), we have an objective variable ti , a
program variable si , and a program variable yi, j for every
vertex j (intuitively, all these will be 1 if vertex i is in the
selected clique). For every pair of vertices (i, j) we also have
an input variable ei, j which has the value 1 if (i, j) # E and
0 otherwise. The integer program template is
Maximize :
i # V
ti
Subject to: (1&ti)+ yi, j1,
(1& yi, j)+si1,
(1& yi, j)+(1&si)+(1&sj)+ei, j1;
for 1i, j|V|.
The effect of the above constraints is the same as the
constraints
(1&ti)+(1&tj)+ei, j1
(‘‘(ti 7 tj)  ei, j’’). The reason for expressing Max Clique
by the first, more cumbersome integer program is that we
wish to compare it and contrast it with the integer program
template for Max Sat. Note that, as in Max Sat, an objec-
tive variable ti dominates the first type of constraints and
yi, j dominates the other two, each of bounded width (four).
Moreover, every yi, j occurs only a constant number of times
(three) in entire integer program. However, in contrast with
Max Sat, each objective variable ti occurs not a constant
number of times, but rather O( |V| ) times in the entire
integer program. It is this difference that impacts on the
approximability of the problem.
v Max Capacity Representatives. An instance of this
problem consists of p disjoint sets S1 , ..., Sp , and weights on
edges between members from different sets. A feasible solu-
tion consists of exactly one ‘‘representative’’ element from
each set; the objective function is the edge weight of the
p-clique induced by the representatives.
This problem is of interest because it can express 2P1R
(two prover, one round) proof systems; moreover, it is
known that Max Capacity Representatives cannot be
approximated within n3(1log23n) [Bel93], unless NP
d>0 DTIME(nd log
3n) (where the size of the entire Max
Capacity Representatives instance is n3(1)). In particular,
the problem is not log-approximable modulo this assump-
tion.
We also distinguish the subproblems Max Capacity
Representatives(g(n)), in which each set Si has only g(n)
elements (where n is the size of the Max Capacity Repre-
sentatives instance). We will be particularly concerned
with Max Capacity Representatives(2), Max Capacity
Representatives(log), and the full-fledged Max Capacity
Representatives, as it will be seen that they have varying
degrees of approximability (modulo complexity assump-
tions).
We now show one way to express Max Capacity Repre-
sentatives as an integer program. For convenience, we
write g instead of g(n), and we label the members of Si by
(i, 0), ..., (i, g&1).
For each edge ((i, a), ( j, b)) with 0a, b< g, we have a
01 objective variable t i, a, j, b , corresponding to whether that
edge is between two representatives.
Also, for each set Si , we have a variable si whose value is
the index of Si ’s representative. (That is, si=7 means that
(i, 7) is Si ’s representative.) Note that si can take values in
the range 0, ..., g&1. Choosing a particular edge to be in the
solution constrains what the representatives are for two sets
(with the edge’s endpoint); (t i, a, j, b=1)  (sj=a) 7 (sj=b)
can be written via four numerical constraints:
Maximize :
i, a, j, b
wi, a, j, b t i, a, j, b
Subject to: (1&ti, a, j, b)+ y i, a, j, b1,
g(1& yi, a, j, b)+s ia,
g(1& yi, a, j, b)&s i&a,
g(1& yi, a, j, b)+s jb,
g(1& yi, a, j, b)&s j&b;
for all edges ((i, a), ( j, b)).
Unlike earlier example programs, we need to use a non-
trival coefficient (g) so that each variable y i, a, j, b dominates
its constraints.
This integer program satisfies the same structural condi-
tions that we pointed out for Max Sat above; each objective
variable occurs only a bounded number of times (once), and
the variables yi, a, j, b each occur a bounded number of times
(four), dominating constraints of bounded width.
In the next section, we define a class based on the struc-
tural points emphasized here, and then pay further attention
to which of these impact approximability.
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4. Max FSLIP AND ITS SUBCLASSES
We now define a class of integer programs by placing
restrictions on their syntax and study the nature of maxi-
mization problems expressed by such integer programs.
4.1. The Class Max FSLIP and Its Expressive Power
Definition 4.1. Max FSLIP(g(n)) is the class of all
optimization problems Q for which there exist constants
l, m # N+ (i.e., l, m are independent of the instance size n)
such that Q can be expressed as an integer program with the
following structure:
1. The program variables can only take on integer
values in the interval [0, g(n)).
2. Each objective variable ti occurs only in constraints
of the form (1&ti)+ y1+ } } } + yz1, where z # N and
each yj , for j=1, ..., z, is a 01 program variable. We will
refer to these constraints as objective constraints. Note that
z may be polynomial in n.
3. Each nonobjective variable yj in an objective con-
straint occurs in at most l other constraints and dominates
each of them.
4. All constraints besides the objective constraints are of
width m and are dominated by exactly one yj (which occurs
in another constraint with some objective variable t i).
Finally, we take Max FSLIP (without a specified func-
tion g) to mean Max FSLIP(2); this will be justified by
Corollary 4.6.
We now recall a standard concept from the theory of
NP-optimization problems and use it to help gauge the
expressive power of the class Max FSLIP.
Definition 4.2. An NP-optimization problem Q is said
to be polynomially bounded if there is a polynomial p such
that opt(I ) p( |I | ) for all inputs I to Q, where |I | denotes
the length of I. Let Max PB denote the class of all polyno-
mially bounded NP-maximization problems.
For example, Max Clique and Max Sat are polyno-
mially bounded, but Min TSP and the weighted version of
Max Sat are not.
Finally, the proof of Max FSLIP’s expressive power will
hinge on the following definition and theorem.
Definition 4.3 [KT94]. The class Max F62 is defined
as the set of maximization problems whose optimum over a
structure A is given as
max
S, T
[ |T |: (A, S, T )<\w \x _y(T(w)  .(w, x, y, S))],
where A is the instance’s input structure, S is a sequence of
second-order predicates, x and y are sequences of variables,
and . is a quantifier-free first-order formula.
The weighted version of Max F62 includes a function
w: Ak  R (where k is the arity of T ), and the maximum is
taken over not |T |, but rather of w(T )=t # T w(t).
Theorem 4.4 [KT94, Zim95]. The class Max F62
is equal to Max PB. Moreover, the weighted version of
Max F62 is the class of all NP-maximization problems.
We now state our first main result.
Theorem 4.5. Max FSLIP(2) is the set of all NP-
maximization problems. Moreover, Max FSLIP(2) restricted
to flatting only coefficients of 1 in the objective function is the
class Max PB.
Corollary 4.6. Max FSLIP(2)=Max FSLIP(g(n)),
for any g(n).
Proof. Any problem in Max FSLIP(g(n)) is an NP-
maximization problem, so by Theorem 4.5 it is in Max
FSLIP(2). K
Only later, when examining restricted subclasses of Max
FSLIP, will the choice of g(n) become interesting.
4.2. Proof of Theorem 4.5
Proof. First observe the simple direction of the proof,
that Max FSLIP(2) with coefficient 1 in the objective func-
tion is polynomially bounded and (as an integer program)
is in NP; hence, it is in Max PB. Similarly, if weights are
added in the objective function, this is clearly a NP maxi-
mization problem.
The rest of this section gives the details of showing that
for any Max PB problem, there exist l, m # N+ such that the
problem can be written as a Max FSLIP(g=2) problem.
Take any Max PB problem, which by Theorem 4.4 can be
written as2
max
S1, ..., Ss , T
[ |T |: (A, S1 , ..., Ss , T )<\w \x _y(T(w)
 .(w, x, y, S1 , ..., Ss))].
The intuition will be that by instantiating every possible
ground instance and then naturally translating the logic
sentences into 01-valued numerical constraints, we end up
with a Max FSLIP template. The details are lengthy, but
straightforward. The general outline is:
v Ground the sentence, expanding \ to a conjunction
and _ to a disjunction.
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v ‘‘Flatten’’ the disjunction caused by the _y, to get a
conjunction of grounded formulae of the form ‘‘T  ..’’
v Flatten the clauses of . so that we are left with only
conjunctions.
v Finally, arithmetize the resulting conjunction to get
numerical constraints.
4.2.1. Grounding the Sentence
Given any input structure A, we can now translate the
above sentence into a Max FSLIP instance as follows: The
‘‘\w \x’’ can be instantiated into a polynomial number of
conjunctions by binding w, x in all possible ways. For each
of these bindings, we then instantiate _y in all possible ways,
getting one disjunction of grounded clauses for each instan-
tiation of w, x. See Fig. 1; each horizontal line of the figure
corresponds to a particular instantiation of ‘‘T  ..’’
Note that after expanding \w \x (but before expanding
_y), any particular T(wi) occurs in only polynomially many
times (namely, the size of the input instance raised to the
arity of x; this arity is fixed for a given .). If instead we had
started without the \x, then each T(wi) would occur only
once. Indeed, in the resulting integer program, bounding the
number of occurrences of the numeric variable arising from
T(wi) will isolate a subclass of problems, which we will con-
sider in Section 4.3. This subclass will strictly contain Max
71 , and like that class it will contain only approximable
problems.
4.2.2. Flattening the Disjunctions Arisen from _y
After grounding our sentence, the overall conjunction we
are left with is no worryan integer program is a conjunc-
tion of numerical constraints, so we are headed in the right
direction. However, the disjunctions arising from the _y
FIG. 1. Grounding a Max F62 sentence, namely the variables in
\w \x _y; each horizontal line corresponds to ‘‘T  .’’ (with variables
grounded).
in Fig. 1 are not immediately amenable to convert into an
integer program.
We flatten this as follows. For each particular instantia-
tion w0 , x0 , the disjunctions shown in Fig. 1 each look like

i
(T(w0)  .(w0 , x0 , yi , S1 , ..., Ss)).
The range of i is, say, 1, ..., z, where z is the size of the input
domain (viewed as a structure) raised to the (fixed) arity of
y. First, note that the disjunction can be pushed to the right-
hand side of the implication. Then introduce propositional
(truefalse) variables3 q1 , ..., qz unique to this instantiation
w0 , x0 . Then rewrite the disjunction as
\T(w0) \i qi++7\i (qi  .(w0 , x0 , yi , S1 , ..., Ss))+ .
We have now flattened the disjunction by replacing it with
an equivalent conjunction of slightly larger size.
4.2.3. Flattening .
We are almost ready to convert our large conjunction
into a conjunction of numerical constraints. However,
we still have qi  .(w0 , x0 , y0 , S1 , ..., Ss), where . still
involves conjunctions and disjunctions (but is quantifier-
free). Without loss of generality, consider . to be in CNF;
let l be the number of clauses and let m be the maximum
width of any clause:
qi  
j=1, ..., l
.j (w0 , x0 , yi , S1 , ..., Ss).
This conjunction can simply be moved in front of the
implication:

j=1, ..., l
(qi  .j (w0 , x0 , yi , S1 , ..., Ss).
Note that qi now occurs l times total and that each .i is a
disjunction of atomic formulae (possibly negated); each of
these will be converted directly to a single numerical
constraint.
4.2.4. Converting Clauses into Numerical Constraints
At this point, we have a conjunction of clauses, which
either look like
T(w0)  (q1 6 } } } 6 qz),
150 BARLAND, KOLAITIS, AND THAKUR
3 It is agreeably poor practice to combine the propositional variables qi
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or
qi  .j (w0 , x0 , yi , S1 , ..., Ss).
There are two types of disjuncts in each clause:
v input relations on specific elements (e.g., E(v1 , v3) of a
graph), possibly negated, and
v the variable relations S1 , ..., Ss , T on specific elements
(e.g., S2(v3 , v5 , v7)), also possibly negated.
v the propositional variable qi introduced earlier.
For each of these, we introduce a 01 variable for each of the
(polynomially many) grounded instances. For instance, for
S2(v3 , v5 , v7) we introduce a variable named, say ‘‘s23, 5, 7 .’’
For the truefalse variables q1 , ..., qz , we use a synonymous
01 numerical variable.
Each clause of the form qi  .j (w0 , x0 , yi , S1 , ..., Ss) can
then be written as a numerical constraint in the obvious
manner: by replacing each atomic formula with its corre-
sponding variable, negation by subtraction from 1, and each
disjunction with addition, and requiring the sum to be at
least 1 to be ‘‘true.’’ Thus,
qi  (E1(v3 , v7) 6cS2(v3 , v5 , v7))
translates into
(1&qi)+e3, 7+(1&s23, 5, 7)1.
Similarly, the clauses involving T are all of the form
T(v1 , v7)  q1 6 q2 6 } } } 6 qz ; this becomes the numeric
constraint (1&t1, 7)+q1+q2+ } } } +qz1.
4.2.2. The Resulting Integer Program Is in Max FSLIP(2)
Finally we are done. When the above procedure is carried
out for each clause, it is clear that a 01 solution to the
system of equations corresponds to a truth setting for
S1 , ..., Ss , T and vice versa. The objective function will be
j tj , which corresponds to the number of tuples x satis-
fying .(x, S1 , ..., Ss), so maximizing this sum (over all 01
values of s’s and t’s) corresponds to maximizing the solution
of a Max PB problem.
If, instead, we had started from the weighted version of a
Max F62 sentence then we use  wi t i as the objective func-
tion and by the result of Zimand [Zim95], this class now
expresses all NP-maximization problems.
The system of constraints thus generated from the
Max F62 instance also meets all the criteria to be in Max
FSLIP, as listed in Definition 4.1:
(1) Program variables take on 01 values (corresponding
to the logic variables’ truth settings); thus g=2.
(2) The clauses involving T are all of the form
T(v1 , v7)  q1 6 q2 6 } } } 6 qz ; in turn the objective
variables ti only occur in constraints of the form constraint
(1&t1, 7)+q1+q2+ } } } +qz1.
(3) Each variable qi (called yi in Condition 2) corre-
sponded to a particular grounded instance of our initial
(fixed) formula ., so each qi occurs in only l constraints, one
for the l clauses of .. It dominates each of those constraints.
(4) All individual constraints besides the objective con-
straints corresponded to a specific clause of .; let m be the
maximum number of variables in .. Then no numerical
constraint has more than m+1 variables (the one extra
numeric variable being the qi , which dominates the
constraint).
This concludes showing that Max FSLIP(2) is the class
of all NP-maximization problems. As mentioned, if we had
started with a sentence without the \x, we get the subclass
of integer programs where each objective variable wi only
occurs my once (instead of polynomially many times).
The above construction gives rise to Max FSLIP’s name.
The dominating objective variables essentially select a
feasible subsystem, subject to layering the existential choice
on top of the conjunction of .’s clauses, written as an
integer program.
4.3. Approximation Properties of Subclasses of Max FSLIP
From Theorem 4.5, it follows that the class Max
FSLIP(2) contains nonapproximable problems, such as
Max Clique. We now further restrict the syntactic structure
of Max FSLIP(2) in an attempt to find syntactic criteria
that imply good approximation behavior. But first, we give
some standard notions of approximating an optimization
problem.
Definition 4.7. Let h(n) be a function from positive
integers to positive reals. We say that an algorithm is a h(n)-
approximation algorithm for a maximization problem Q if,
given an instance I of Q, the algorithm produces a feasible
solution T such that h( |I | )optQ (I )f (I, t). We say that a
maximization problem is h(n)-approximable if there is a
polynomial time h(n)-approximation algorithm for it. We
say that an optimization problem is O(h(n))-approximable
if it is c } h(n)-approximable for some constant c>0.
We will consider optimization problems that are
constant-approximable, polylog-approximable, and poly-
approximable. Max Sat and Max Cut are examples of
constant-approximable problems. In what follows, we will
see that Max Capacity Representatives(2) is constant-
approximable, whereas Max Log-Colorable Subgraph
(see appendix) is log-approximable, as is Max Capacity
Representatives(log).
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We are now ready to define subclasses of Max FSLIP,
examine their approximation properties, and study natural
problems in these classes.
Definition 4.8. Max FSBLIP(g(n)) is the subclass of
Max FSLIP(g(n)) with the added restrictions to Defini-
tion 4.1, that each objective variable ti occurs in only a
bounded number of objective constraints, and that the coef-
ficients wi of we objective function are nonnegative.
We take Max FSBLIP (without any specified g(n))
to mean Max FSBLIP(2) (even though g(n)=2 in this
bounded case does not appear to subsume all g).
It turns out that letting each objective variable occur no
more than a bounded number of times is equivalent to
letting it occur no more than once.
Proposition 4.9. For any constant b, any problem
expressible in Max FSLIP with b or fewer occurrences of
each objective variable can also be expressed in Max
FSBLIP with exactly one occurrence of each objective
variable.
Proof. We will show how to take a Max FSLIP
program with each objective variable occurring at most
twice and convert it into a new Max FSLIP program with
each objective variable occurring once. For a given objec-
tive variable y, suppose it occurs in two constraints:
(1& y)+ p1+ } } } + pm1
(1& y)+q1+ } } } +qn1.
This can be replaced with one long constraint,
(1& y)+r11+r12+ } } } +r1n+r21+ } } } +rmn1,
where rij being 1 corresponds to both pi and q j being set to
1 in the original constraints. More precisely, replace all
remaining occurrences of pi and q j with rij . It is clear that
this new system has a solution if and only if the original
system did. Also, since pi and qj each occurred in no more
than l other constraints of width m, then rij now occurs in no
more than 2l other constraints (still of width m).
This process can be done b&1 times, after which y occurs
in only one constraint, and each of its variables occurs in a
bounded number bl of other constraints, and the domina-
tion condition still holds, so the resulting program is in Max
FSBLIP.K
Theorem 4.10. Let g(n) be a function bounded by a poly-
nomial. For every problem in the class Max FSBLIP(g(n)),
there is a constant k such that the problem is (g(n))k-
approximable.
Proof. There are two parts to the proof: Section 4.3.1
reduces the problem of finding an approximating solution
satisfying all the given constraints, to finding a solution
satisfying as many groups of constraints as possible;
Section 4.3.2 gives an algorithm to then satisfy a constant
fraction of these new sets of constraints.
4.3.1. From Solving All Constraints to Solving as Many as
Possible
Let Q be an integer program in the class Max
FSBLIP(g). Recall that each objective variable ti occurs
in a constraint (1&t i)+ y1+ } } } + yz1, and each yj is
further involved in at most l constraints each of width m.
For the constraints dominated by yj , we denote by Qi, j the
corresponding set of partial constraints with respect to yj
(i.e., the constraints with the (1& yj) term dropped). Let
k=lm. Observe that each set Qi, j involves at most k dif-
ferent variables,4 each of which can take on only g different
possible values.
We first construct a simpler integer program Q$ derived
from Q as follows: Note that in any feasible solution to Q,
for every ti that takes value 1, there must also exist some y j
which also takes value 1. In time gk we can compute whether
a given Qi, j is satisfiable. Let Q$i=Qi, j0 , where Qi, j0 is any
satisfiable set of clauses. (If, for some i, there is no such j0 ,
then let Q$i be empty; for in any feasible solution to Q, all the
yj must therefore be 0, and hence, ti must be 0, so removing
all constraints involving that ti will not change the value of
a feasible solution.) Then let Q$ consist of exactly i Q$i .
Having created Q$, suppose we have an algorithm
(described in the next section) to find an assignment in
which at least 1gk of the Q$i ’s have all their constraints
satisfied. Then we can easily extend this to a solution of Q:
for those satisfied Q$i , we have t i=1. For the partial con-
straints we did not satisfy, we salvage the corresponding full
constraints back in Q by setting ti=0, since ti dominated the
constraints in Qi . This gives us a solution to Q in which at
least 1gk of the objective variables are set to 1. Moreover,
the algorithm of the next section will try to set the most
heavily-weighted objective variables to 1 and will so manage
to arrive at a solution achieving 1gk of the total possible
weight, which is perforce within 1gk of the optimum value.
By Claim 4.11, the algorithm of the next section has the
desired properties, and therefore we have a gO(1) approxi-
mation algorithm for any problem in Max FSBLIP(g(n)).
4.3.2. Satisfying a Constant Fraction of Constraints
To complete the proof, we describe such an algorithm. It
will be a modification of the greedy algorithm used for
Max 71 [PY91], with the logic values [0, 1] generalized to
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File: 571J 158410 . By:XX . Date:23:09:98 . Time:07:43 LOP8M. V8.B. Page 01:01
Codes: 5188 Signs: 3630 . Length: 56 pic 0 pts, 236 mm
numerical values [0, 1, ..., g(n)&1]. For convenience, we
write g for g(n).
The steps of the greedy algorithm and its proof of
approximation are given in the next sections, but we also
sketch them here. The greedy algorithm proceeds as follows.
Sequentially assign a value to the nonobjective variables vj
( j=1, ..., n) as follows: for each of the g possible values for
vj , calculate the number of Q$i still potentially satisfiable
divided by the number of assignments to the remaining
variables vj+1 , ..., vn , and choose the value of vj with the
largest fraction. This will be a nondecreasing amount, since
in a single step, the number of Q$i still satisfiable decreases by
no more than a factor of g (by the pigeon-hole principle),
yet the total number of solutions decreases by a factor of
exactly g (by having set one more variable).
This gives us the desired approximation. Initially, at least
1gk of all the Q$i are satisfiable, since there was at least one
setting of the m variables which satisfied each Q$i , yielding a
(g(n))k-approximation algorithm.
We now proceed to give the algorithm, and the correct-
ness of its approximation guarantee, in detail.
Call the non-objective variables v1 , ..., vn . Let m be the
number of objective variables; i.e. we have sets of con-
straints Qj for j=1, ..., m. Further, define
the number of assignments to v
pij (z)#wj } \satisfying Q$j subject to vi  z + .and v1 , ..., vi&1as assigned so far
The approximation algorithm that satisfies ‘‘many’’ of the
constraint-sets Q$j ’s is given in Fig. 2.
Claim 4.11. Upon completing the algorithm of Fig. 2,
the weight of the Q$j ’s satisfied is at least Wg&k, where
W=mj=1 wj .
Proof. For purposes of the algorithm’s analysis, we
introduce two quantities. First, let
pij # :
g&1
z=0
pi+1j (z).
That is, pij is the (weighted) number of remaining assign-
ments satisfying Q$j , given the assignment to v1 , ..., vi so far
(including all possible values of vi+1).
FIG. 2. The Approximation Algorithm.
Second, let
fi #
1
gn&i
:
j
p ij .
Thus fi is the (weighted) fraction of satisfied clauses
summed over all remaining assignments.
The proof of the claim follows from three observations:
1. f0Wg&k,
2. fi+1 fi for i=0, ..., n&1, and
3. fn is the value of the objective function at the algo-
rithm’s completion.
These three observations are now justified.
(1) f0Wg&k. Recall that each Q$j involves only k
variables, and of those k variables there is at least one
satisfying assignment to Q$j (else we threw it out as
unsatisfiable, earlier). So how many assignments to all n
variables satisfy Q$j ? At least gn&k. So p0j is at least wj } g
n&k,
and we have
f0=
1
gn
:
j
p0j 
1
gn
:
j
(wj } gn&k)=Wg&k.
Incidentally, observe that f0 is the expected weight of
satisfied clauses given a random assignment; there are gn
total assignments, and the sum of satisfied clauses over all
assignments, counted clause-by-clause rather than assign-
ment-by-assignment, is precisely j p0j . This greedy algo-
rithm can then be seen as choosing an assignment that is
at least average in a de-randomized way. It is because
‘‘average’’ is large enough for this type of problem that
the greedy algorithm happens to give a good enough
approximation factor.
(2) fi+1 fi for i=0, ..., n&1. Intuitively, fi+1 fi for
the following reasons: As we go from stage i to stage i+1
(greedily setting vi) the sum of the pij decreases, but not by
more than g times (by the pigeon-hole principle and the
greedy choice). Formally,
:
j
pij=:
j
:
z
pi+1j (z)
=:
z
:
j
p i+1j (z) g :
j
pi+1j (z*)= g :
j
pi+1j ,
where z* is the value of vi chosen by the greedy algorithm.
At the same time, we have gained a factor of g due to the
smaller number remaining of assignments. Thus,
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fi=
1
gn&i
:
j
p ij

1
gn&i
g :
j
p i+1j
=
1
gn&(i+1)
:
j
p i+1j
= fi+1 .
(3) fn is the value of the objective function at the algo-
rithm’s completion. Finally, observe that fn is the total num-
ber of satisfied clauses: Once all the variables v1 , ..., vn have
been assigned, each particular Q$j has either been satisfied or
it has not. So each pnj is either wj or 0, and we see that
fn=j pnj , which is exactly the weight of the satisfied
clauses.
Therefore the weight of the satisfied clauses is fn
f0Wg&k. K
Corollary 4.12. v Every problem in the class Max
FSBLIP(k) is constant-approximable.
v Every problem in the class Max FSBLIP(log) is
polylog-approximable.
v Every problem in the class Max FSBLIP(poly) is
poly-approximable.
Table I contains a summary of the approximability
properties of the above classes, as well as some natural
problems contained in each class. The detailed descriptions
of these problems are in the Appendix.
Note that Max FSBLIP(poly) contains optimization
problems that are not polynomially bounded; hence, the
fact that all members of this class are poly-approximable
problems is not a trivial result. As to whether these three
subclasses of Max FSBLIP are distinct, we know that Max
FSBLIP(poly) contains Max Capacity Representatives,
which, as mentioned earlier, is not log-approximable
modulo reasonable complexity assumptions [Bel93].
Under similar assumptions, it has recently been shown that
Max Capacity Representatives(log) is not constant-
approximable [STX98].
Proposition 4.13. If g is a constant function, then Max
FSBLIP(g(n))=Max FSBLIP(2).
TABLE I
Properties of MAX FSLIP and its Subclasses
Class Approximation factor Typical problems
Max FSBLIP(2) Constant Max Capacity Representatives(2), Max Sat
Max FSBLIP(log) Polylog Max Capacity Representatives(log), Max Log-Colorable Subgraph
Max FSBLIP(poly) Polynomial Max Capacity Representatives, 2P1R proof systems
Max FSLIP(2) Nonapproximable Max Clique
Proof. We use the standard trick of replacing a variable
x with its ‘‘bit representation’’ of 01 variables x1 , ..., x log(g) ,
with their coefficients being appropriate powers of two. This
increases the width k of constraints by only a constant
amount log(g), and so we remain inside Max FSBLIP. K
Max FSBLIP(2) is a rich class of 01 integer programs
containing several natural problems, including Max Cut,
Max Sat, and Max Capacity Representatives(2).
Actually, it turns out that Max FSBLIP(2) contains
properly the Max 71 , the syntactic version of the class Max
NP introduced by Papadimitriou and Yannakakis [PY91].
Theorem 4.14. Max 71 is contained properly in Max
FSBLIP(2).
Proof. If we start with a sentence defining a Max 71
problem, we can rewrite the sentence in a ‘‘feasible’’
framework, which looks like the 62 sentence in the proof of
Theorem 4.5, except that there is no \x. As remarked
already, following the proof ’s construction yields the same
problem written as a Max FSBLIP(2) integer program.
To show that this containment is proper, we give a couple
of examples. For instance, the class Max FSBLIP(2) can
express ‘‘the number of vertices of degree k’’ by con-
straints n(1&t i)&(ei1+ } } } +ein)&k; when this tem-
plate is applied to a particular input, the variables eij are
replaced by constants and the remaining program is very
simple. More trivially, using templates allows us to compute
log-space functions of n (such as Even Cardinality, which
is 1 if the input is a set of even cardinality, and 2 otherwise),
and get trivial integer program templates.
It is well known that neither of these problems are in Max
71 . A detailed explanation can be found in [KT94], but the
intuition is that problems in Max 71 are preserved under
extension: adding new elements to a structure and augmenting
relations with tuples involving a new element cannot falsify
a previous witness to an existential sentence. K
5. INTEGER PROGRAMS WITH A BOUNDED NUMBER
OF VARIABLE OCCURRENCES
We consider integer programs in which every variable
occurs only a bounded number of times and with 01 coef-
ficients.
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Definition 5.1. For every fired k # N, we define Max
Matching IP(k) as the class of integer programs:
Maximize :
i
x i
Subject to constraints of the form: a } xb,
where a is a 01 vector, the variables in x range over [0, 1],
and every variable xi in x occurs no more than k times. We
also define
Max Matching IP= .
k # N
Max Matching IP(k).
In the special case where each bj=1, the corresponding
integer programs naturally encode the Max Matching
problem on hypergraphs with edge size k&1. This is
NP-complete for k4.
Note that, in the logic-based approach to optimization,
both Max Matching and Max Clique are in the class
Max 61 and are expressible using first-order formulae that
look very similar (cf. [PR90]), yet the first is constant-
approximable, while the second is not even approximable
within some polynomial factor (assuming P{NP). While it
is not clear how to distinguish these two with the logic-
based approach, as integer programs they are distinguished
by a bounded number of occurrences of each variable.
Theorem 5.2. Every member of the class Max Matching
IP(k) is a k-approximable problem.
Proof. In polynomial time we can find a maximal solu-
tion; we show that any maximal solution is within a factor
of k of the optimum.
Let F be the set of variables that are assigned a value of
1 in our maximal solution. Consider F*, the set of variables
assigned to 1 in some optimal solution. Let Fj be the
variables of F which occur in the j th constraint, and
similarly for Fj*. (The F j ’s are not necessarily disjoint, but
clearly |F j |bj .)
We need to show |F*|k |F |. First, note that every
variable of F* has to appear in an inequality in which our
solution F has achieved equsality, that is to say, an
inequality numbered j such that |Fj |=bj . (If this were not
the case for some variable, then we could have added that
variable to F, contradicting the maximality of F.) For each
such inequality where |Fj |=bj , choose |F*j | elements from
Fj and map them onto F j* (this is possible, as |Fj |=bj
|F*j |; the mapping is local to that constraint). When this
is done for each constraint where F achieved equality, every
variable of F* must be mapped to in some constraint, yet
any particular variable of F may map to no more than k
variables of F*. Hence |F*|k |F |, as desired. K
Note that the case where variables take on values 0, ..., g
(for g a constant) can be reduced to the 01 case: replace
every variable x with g new 01 variables x1 , ..., xg and
recover a solution to the original constraints using the rela-
tion x= gi=1 xi . This correspondence preserves the value
of the objective function (including the maximum possible
value), the satisfaction of corresponding sets of constraints,
and the maximum number of occurrences (k) of a variable.
6. INTEGER PROGRAMS EXPRESSING
MAJORITY PROBLEMS
In this section, we present another class of integer
programs that contains constant-approximable problems
only. Max Majority Sat is the canonical problem in this
class: given a boolean formula in CNF, find an assignment
maximizing the number of clauses in which at least half of
the literals are true. This problem is constant-approximable
by a greedy algorithm. First we will show that Max
Majority Sat is not contained in the syntactic class Max
71 ; then we will define a class of constant-approximable
integer programs derived from this problem and show
approximability of problems in that class.
Proposition 6. Max Majority Sat is not in Max 71 ,
where Max Majority Sat is viewed as a problem on finite
structures over the vocabulary for the standard encoding5 of
Sat.
Proof. When the input I is the four clauses (x, y), (x, y ),
(x , y), (x , y ), the optimum is three. For input I$ being
(x, y, z), (x, y , z ), (x , y, z), (x , y , z ), the optimum is two.
Yet I$ is an extension6 of 1. Since Max 71 solutions never
decrease under extensions, Max Majority Sat  Max 71 .
K
Aiming to provide a structural explanation for the con-
stant approximability of Max Majority Sat, we introduce
the following class.
Definition 6.2. For constants _, k # N and a polyno-
mial p(n), an instance of a problem in the class Max
Feasible Majority IP is a set of inequalities of the form
a } xb, with integer coefficients ai<p(n) and right-hand
side b_. Variables are allowed to take integer values from
the interval [&k, +k], or just from [&k, +k]&[0], as
desired. The objective function is the number of inequalities
simultaneously satisfied.
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have elements for each variable and clause, and two relations P and N,
where P(v, c) (resp. N(v, c)) encodes variable v occurring positively (resp.
negatively) in clause c.
6 In the example shown, the input has only been extended: one new
variable z was introduced and only tuples involving z were added to P
and N.
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Although this is how we think of the problem, technically
the above is not quite an integer programethe objective
function is not given as a linear function of variables.
However, it can be easily converted to a formal integer
program by introducing 01 objective variables that
dominate exactly one constraint, as discussed in Section 2.
Max Majority Sat, the prototypical problem in this
class, is expressed as follows. Let variables take on values
from [&1, +1]. For each boolean variable in a Max
Majority Sat instance, introduce a corresponding numeric
variable. Each clause c can be transformed directly to an
inequality as follows: Each boolean variable in c is in the
inequality with a coefficient of \1, depending on whether
it occurred positively or negatively; the right-hand side
is 0. For example, the clause (x, y , z ) corresponds to
x& y&z0; satisfying this with solutions in [&1, +1]
corresponds to a majority of the literals being satisfied.
Theorem 6. Every member of Max Feasible Majority
IP is a constant-approximable problem.
Proof. Once again, we use the greedy algorithm as
described in Theorem 4.10. However, the analysis is
different since we no longer have constraints of bounded
width. To show that the algorithm achieves a constant
approximation, it suffices to show
v that we can calculate the number of solutions to an
individual inequality in polynomial time, and
v that each inequality is satisfied by at least a constant
fraction of all solutions.
We proceed to show these two points. The former problem
can be solved via dynamic programming (Section 6.1), and
the latter can be shown from symmetry and a probabilistic
argument (Section 6.2).
6.1. Running the Algorithm on Max Feasible Majority IP
in PTIME
To use the greedy algorithm described in the proof of
Theorem 4.10 we must calculate, for each constraint, the
number of solutions which satisfy the constraint, given a
partial solution. The brute force method of counting
solutions does not work when an unbounded number of
variables are involved.
However, we can get a recursive relation for the number
of solutions. Let n be the number of variables and S be the
set of possible values (so |S|2k+1). As a subproblem, we
are concerned with the number of solutions to a constraint
once we have already assigned the first i variables x1 , ..., xi .
So let us define
Nj (i, b)=the number of solutions satisfying :
n
l=i+1
aljxlb.
In particular, the number of solutions to the j th constraint
is Nj (0, bj). Given an assignment to x1 , ..., x j , the greedy
algorithm calculates what new righthand side b is needed
to still satisfy the j th constraint and then uses Nj (i, b) to
determine the greedy assignment to xi+1 .
We now show how to compute Nj (i, b) in polynomial
time. We can calculate Nj (i, b) recursively: For 0i<
n&1,
Nj (i, b)= :
s # S
Nj (i+1, b&aijs).
The base case is
Nj (n&1, b)=the number of elements in S
which are at least banj .
We can therefore calculate Nj (0, aij) via dynamic pro-
gramming; the first index is always in [0, ..., n], and the
second index is in [&n(2k+1) p(n), +n(2k+1) p(n)],
so all the values can be stored in a table of polynomial
size.
6.2. Max Feasible Majority IP is Constant-Approximable
We can use the same analysis of the algorithm to show
that we get a constant-approximation. The only part that
needs to be confirmed is that, initially, each inequality is
satisfied by at least a constant fraction of all assignments.
First consider the simpler case where the bound _ on the
right-hand side of the constraints is 0. That is we are
considering inequalities of the form
:
n
i=1
aijx i0.
Then for every assignment x which does not satisfy an
inequality, the assignment &x does, so at least half of the
assignments satisfy that inequality.
However, when _>0, we cannot directly apply this sym-
metry argument. Instead, observe that at least one assign-
ment of the xi ’s is capable of satisfying the inequality (else
it can be discarded if it is unsatisfiable) and that in fact it can
be satisfied using no more than _ variables (without loss of
generality, let these be x1 , ..., x_). Thus at least (1(2k+1))_
of all settings satisfy the inequality restricted to the these
_ variables. The remaining variables can be chosen at
random, and (by the symmetry argument) at least half of
these extensions will not spoil the solution. Formally, with
probabilities taken over all assignments to x1 , ..., xn :
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Pr { :
n
i=1
aijxi_=
Pr {\ :
_
i=1
aijx i_+7\ :
n
i=_+1
aij xi0+=
=Pr { :
_
i=1
aij xi_= } Pr { :
n
i=_+1
aijx i0=
(1(2k+1))_ } 121(2 } (3k)_).
Of course, this is a gross underestimate for inequalities
which involve more than _ variables, as any _ variables
could be chosen, not just the first _. K
Note that in the above proof the only need for variables
to take values from a symmetric set was to assure that each
constraint was satisfied by a constant fraction of all solu-
tions. Other syntactic restrictions that imply this condition
can be used to define different classes of optimization
problems. The greedy algorithm in conjunction with
dynamic programming will provide constant-approxima-
tion for every problem in such a class.
7. STRUCTURALLY DEFINED INTEGER PROGRAM
MINIMIZATION PROBLEMS
This section addresses the use of structurally restricted
integer programs to define classes of minimization prob-
lems. Although we do not introduce any classes not already
in the literature, Section 7.2 relates some logically defined
minimization classes [KT95] with the class of integer
programs ILP(k, b) [PSW93]. Section 7.3 considers
a result of Hochbaum et al. [HMNT93]that bounded
integer programs of width two are 2-approximableand
shows this result cannot be extended to programs of width
three, by showing a class of such width-three programs
which contains a nonapproximable problem.
7.1. Defining Min FSLIP
One might initially expect that for the maximization
classes discussed so far, there are dually defined minimiza-
tion classes with matching approximation properties.
However, it was discovered in the logic approach that there
is an asymmetry between the approximation properties of
maximization and minimization problems [KT95]. For
example, Min 70 contains nonapproximable problems.
This same asymmetry appears in this integer programming
framework; simply defining minimization classes analogous
to maximization classes does not appear to preserve the
desired approximation qualities.
Definition 7.1. Min FSLIP is defined analogously to
Definition 4.1, except that
v Each objective variable occurs in constraints of the
form ti+ yi+ } } } + yz1 (rather than (1&ti)+ yi+ } } } +
yz1).
v Similarly, ‘‘dominate’’ has a slightly different meaning;
in Definition 2.5, replace ‘‘(1&t)’’ with ‘‘t.’’
One correspondence that does exist between maximiza-
tion and minimization problems is that Min FSLIP(2) is a
canonical form for all NP-minimization problems.
Theorem 7.2. Min FSLIP(2)=Min PB, and moreover,
the weighted version of Min FSLIP(2) is the class of all
NP-minimization problems.
Proof. The proof proceeds along the same lines of
Theorem 4.4, except that it uses the result that Min F62=
Min PB [KT95] and that adding weights extends this to all
NP-minimization problems [Zim95]. K
7.2. The Integer Program Class ILP(k,b)
As mentioned, minimization classes defined analogously
to maximization classes do not seem to enjoy useful
approximation properties. Nevertheless, there are different
syntactic criteria that imply good (constant- or log-)
approximability for minimization classes [KT94, KT95].
What about taking these classes, and converting them to
integer programs? Do such integer program formulations
again yield anything that the logic approach did not?
To answer these questions, we first give a class of syntacti-
cally defined 01 integer programs, ILP(k, b), of width k and
with right-hand side b.
Definition 7.3 [PSW93]. For fixed k, b0, denote
by ILP(k, b) the class of integer programs of the form
Minimize :
i
xi
Subject to: Axb
xi # [0, 1],
where A is a 01 matrix of coefficients with at most k ones
per row (i.e., the constraint is of width k) and each compo-
nent of b is at least b.
Theorem 7.4 [PSW93]. Any integer program in
ILP(k, b) can be approximated within k&b+1 of the
optimum.
Some syntactically defined minimization classes from the
logic approach which have desirable approximation proper-
ties [KT95] are mentioned in Table II. Each of these men-
tioned logic-based classes is contained in various subclasses
of ILP(k, b) (if we extend the definition to allow k=).
For each row of Table II the problem mentioned is in a
sense the only problem for that row. That is, each ILP
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TABLE II
Subclasses of ILP(k, b)
IP class Canonical problem Approx. factor Logic class
ILP(2, 1) Min Vertex Cover 2 Min F+61(2)
ILP(k, 1) Min k-Bounded k Min F+61(k)
Set Cover
ILP(, 1) Min Set Covere log Min F+62(1)
instance and each sentence of the logic class can be viewed
immediately as a particular instance of the problem. For
example, both the integer program class ILP(, 1) and the
logic-based class Min F+62(1) are (in a sense) identically
the Min Set Cover problem. (Of course, for ILP(, 1) the
bound of Theorem 7.4 is meaningless, but a well-known
greedy algorithm for Min Set Cover gives a logarithmic
bound [Joh74].)
Furthermore, when b is made larger than 1, we get a new
flavor of the problem. For instance, any ILP(k, b) program
corresponds to Min k-Bounded Set Cover, where each
element needs to be covered not just by one set, but by at
least b sets. As noted in [PSW93], this could be viewed as
a redundancy requirement in network problems. Thus the
integer programming formulation, by allowing for b>1,
captures problems apparently7 not in the corresponding
logic classes.
7.3. Integer Programs of Bounded Width
Hochbaum et al. [HMNT93] showed that the (struc-
turally defined) class of bounded integer programs, where
each constraint is of width two is 2-approximable. A natural
question is whether this can be extended to integer
programs of width three. We resolve that question in
the negative, by expressing a nonconstant-approximable
problem (assuming P{NP), Min 3Nontautology
[KT94], using only three variables per inequality.
Our strategy is as follows: After defining Min 3Non-
tautology, we show how to express it in logic as a conjunc-
tion of width-four clauses. Then we transform this to a
conjunction of width-three clauses, which can finally be
converted to a conjunction of constraints of width three,
Min 3Nontautology:
 Instance. A boolean formula . in DNF with no
more than three variables per clause.
 Feasible solution. A truth assignment to the
variables of ..
 Objective function. The number of clauses satisfied
by the assignment.
In the same way Max 3Sat can be expressed in Max 70 ,
we can express Min 3Nontautology as
min
T
|[(x, y, z):
(C0(x, y, z) 7 (cT(x) 7cT( y) 7cT(z)))
6 (C1(x, y, z) 7 (T(x) 7cT( y) 7 cT(z)))
6 (C2(x, y, z) 7 (T(x) 7 T( y) 7cT(z)))
6 (C3(x, y, z) 7 (T(x) 7 T( y) 7 T(z)))]|
The relations Ci (i # [0, 1, 2, 3]) encode the four types of
clauses and will T correspond to a truth setting; the above
formula is satisfied if variables (x, y, z) actually occur in a
clause and the clause is satisfied under T.
This can be expressed as an integer program with width
three. First convert the above sentence to CNF. We get
many clauses of width four (each clause consists of one term
from each of the above four DNF-disjuncts). We can count
the satisfying tuples (x, y, z) by introducing a dominating
variable t for each tuple, as discussed following Defini-
tion 2.5. Thus, each clause of the CNF formula then has the
form t  (a 6 b 6 c 6 d ). Finally, these width-five clauses
can be rewritten as clauses of width three by introducing
new variables named qbcd , qcd and chaining them together:
t  (a 6 qbcd)
qbcd  (b 6 qcd)
qcd  (c 6 d ).
Each of these clauses can be directly converted into a
numerical constraint, as in Section 4.2.4.
Thus a nonapproximable problem, Min 3Nontautology,
can be expressed as an integer program where each con-
straint has width three (moreover, all coefficients are either
+1, or &1, while the result of Hochbaum et al. allowed
arbitrary rational coefficients).
8. CONCLUDING REMARKS
In this paper, we introduce a framework for structural
optimization based on integer programs and discover
three new classes of constant-approximable maximization
problems. The first of these classes (Max FSBLIP(2)) con-
tains properly the syntactic class Max 71 introduced by
Papadimitriou and Yannanakis [PY91]. The second class
(Max Matching IP) provides a structural explanation of
the difference in the approximability of Max Matching
and Max Clique problems, while the third (Max Feasible
Majority IP) yields constant-approximable problems
not contained in Max 71 . We also identified the class
Max FSBLIP(log) that consists of polylog-approximable
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maximization problems. This is the first class of maximiza-
tion problems that are polylog-approximable.
To achieve the constant-approximation results, we have
twice used the algorithm of Theorem 4.10. This is a
generalization of the greedy algorithm used to show that all
problems in the class Max 71 , such as Max Sat, are con-
stant-approximable [PY91]. More recently, Khanna et al.
have shown that Max Sat is complete for the class of all
polynomially bounded constant-approximable problems
via appropriate polynomial-time reductions [KMSV94].
Consequently, every polynomially bounded constant-
approximable problem can be approximated using an
appropriate reduction followed by applying this greedy
algorithm. Thus, it is unsurprising that the constant-
approximability of the classes Max FSBLIP(2) and Max
Feasible Majority IP can each be demonstrated using this
same greedy algorithm.
One of the main open problems in this work is to estab-
lish that the classes Max FSBLIP(2), Max FSBLIP(log),
and Max FSBLIP(poly(n)) form a proper hierarchy. This is
true modulo appropriate complexity-theory assumptions
both pairs of adjacent classes have been separated [STX98,
Bel93, respectively]. A strength of the logic-based syntactic
classes is that some techniques are known for showing non-
membership in the class (without reference to open com-
plexity theory problems); we know of no such techniques
for these integer programming based syntactic classes. In
the same vein, it would be nice to find complete problems
for these classes under an appropriate notion of reduction.
For minimization, the logic-based classes with good
approximation properties of [KT94, KT95] are contained
in the class of integer programs ILP(k, b) [PSW93] and its
extension ILP(, b). Of course, restrictions on different
resources can be considered. Hochbaum et al. [HMNT93]
bound the width of a constraint by 2 to achieve constant-
approximable problems; we show that trying to extend this
to width three allows one to capture nonapproximable
problems. The question remains, what other structural
resources can be bounded to isolate approximable mini-
mization problems?
APPENDIX: DEFINITIONS OF OPTIMIZATION
PROBLEMS
We formally state the various maximization problems
used in this paper. Unless mentioned otherwise, all variables
in the integer program templates below are 01 valued.
v Max Clique
 Instance. A graph G=(V, E).
 Feasible solution. The set of all cliques in G.
 Objective function. The cardinality of a clique.
 Integer program template:
Maximize :
i # V
ti
Subject to: (1&t i)+ yi1,
(1& yi)+(1&si)+(1&sj)+ei, j1,
(1& yi)+si1;
for 1i, j|V|, where ei, j=1 if [i, j] # E and 0 otherwise.
v Max Capacity Representatives(g(n))
 Instance. A collection of p disjoint sets S1 , ..., Sp
and a weight wi, j on every pair (i, j), i # Si , j # Sj for
1i< j p. The cardinality of every set is less than or
equal to g(n) where n is the number of elements in i Si . We
denote g(n) by g.
 Feasible solution. One ‘‘representative’’ element
from every set Si .
 Objective function. The weight of the p-clique
composed of representatives from every set Si .
 Integer program template. Label the members
of Si as (i, 0), (i, 1), ..., (i, g&1), for 1i p. Introduce
variables si which can take on integer values in [0, g).
(Intuitively, si=k indicates that (i, k) is the representative
of Si). The remaining variables are 01-valued:
Maximize :
i, a, j, b
wi, a, j, b ti, a, j, b
Subject to: (1&ti, a, j, b)+ yi, a, j, b1
g(1& yi, a, j, b)+s ia
g(1& yi, a, j, b)&s i&a,
g(1& yi, a, j, b)+s jb
g(1& yi, a, j, b)&s j&b;
for i{ j, 0a, b g&1.
v Max Cut
 Instance. A graph G=(V, E).
 Feasible solution. The set of all cuts in G.
 Objective function. The cardinality of a cut.
 Integer program template:
Maximize :
i, j # V
t i, j
Subject to: (1&ti, j)+ yi, j1,
(1& yi, j)+si1,
(1& yi, j)+(1&sj)1,
(1& yi, j)+ei, j 1
for 1i, j|V|, where ei, j=1 if [i, j] # E and 0 otherwise.
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v Max Log-Colorable Subgraph
 Instance. A graph G=(V, E), with |V|=n.
 Feasible solution. The largest subgraph of G that
is colorable with log(n) colors.
 Integer program template. The variables si can
take values in [0, log n):
Maximize :
i, j # V
ti, j
Subject to: (1&ti, j)+ yi, j1,
(1& yi, j)+ei, j1,
(log n)(1& yi, j)+si&s j1;
for 1i, jn, where ei, j=1 if [i, j] # E and 0 otherwise.
v Max Majority Sat
 Instance. A boolean formula . in CNF with m
variables and l clauses.
 Feasible Solution. A truth assignment to the
variables of ..
 Objective functions. The number of clauses which
have at least half of their literals set to true by the truth
assignment.
 Integer program template. Maximize the number
of simultaneously satisfiable constraints, which are
:
1im
(vipi, j&vini, j)0 for 1 jl,
where pi, j=1 if variable j occurs positively in clause i and
ni, j=1 if variable j occurs negatively in clause i of the input
boolean formula .. The range of the variables vi is [&1, 1].
v Max Matching
 Instance. A graph G=(V, E).
 Feasible solution. The set of all matchings in G.
 Objective function. The cardinality of a matching.
 Integer program template:
Maximize :
i, j # V
ti, j
Subject to: :
i
ti, j1,
ti, jei, j ;
for 1i, j<|V|, where ei, j=1 if [i, j] # E and 0 otherwise.
v Max Sat
 Instance. A boolean formula . in CNF with m
variables and l clauses.
 Feasible Solution. A truth assignment to the variables
of ..
 Objective function. The number of clauses satisfied
by the assignment.
 Integer program template:
Maximize :
i # V
ti
Subject to: (1&t i)+ yi1+ } } } + yim1,
(1& yi, j)+ pi, j+ni, j1,
(1& yi, j)+(1& pi, j)+vj1,
(1& yi, j)+(1&ni, j)+(1&vj)1;
for 1il, 1 jm, where pi, j=1 if variable j occurs
positively in clause i and ni, j=1 if variable j occurs
negatively in clause i of the input boolean formula ..
v 2P1R. Fix a particular 2P1R (two prover, one
round) verifier V, such that given a string x, V flips l( |x| )
coins during its computation. (For NP languages, we are
often interested in l being log or polylog [AS92, ALM+92,
Bel93].) We then have the following optimization problem:
 Instance. A string x.
 Feasible solution. A pair of computationally
unbounded provers (A, B).
 Objective function. The number of different coin
flip sequences for which V accepts x, out of the 2l( |x| )
possible sequences.
v Min 3Nontautology
 Instance. A boolean formula . in DNF.
 Feasible solution. A truth assignment to the
variables of ..
 Objective function. The number of clauses satisfied
by the assignment.
 Integer program template. See Section 7.3.
v Min Set Cover
 Instance. A collection C of subsets of a finite set S.
 Feasible solution. A set cover for S, i.e. C$C
such that every element of S belongs to at least one member
of C$.
 Objective function. The fize of C$.
 Integer program template. Input variable ms, c is
s # c, where s is an element of S and c is an element of C. For
each set c # C, introduce a variable tc which will be 1 if and
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only if c is chosen as part of the set cover. Then we have
constraints
Minimize :
c # C
tc
Subject to: :
c # C
ms, ctc1
for each s # S
v Min k-Bounded Set Cover. For k # N+, as Min
Set Cover, except each c # C has size bounded by |c|k.
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