Context. Accurate modelling of solar-like oscillators requires that modelled mode frequencies are corrected for the systematic shift caused by improper modelling of the near-surface layers, known as the surface effect. Several parametrizations of the surface effect are now available but they have not yet been systematically compared with observations of stars showing modes with mixed g-and p-mode character. Aims. We investigate how much additional uncertainty is introduced to stellar model parameters by our uncertainty about the functional form of the surface effect. At the same time, we test whether any of the parametrizations is significantly better or worse at modelling observed subgiants and low-luminosity red giants. Methods. We model six stars observed by Kepler that show clear mixed modes. We fix the input physics of the stellar models and vary the choice of surface correction between five parametrizations. Results. Models using a solar-calibrated power law correction consistently fit the observations more poorly than the other four corrections. Models with the remaining four corrections generally fit the observations about equally well, with the combined surface correction by Ball & Gizon perhaps being marginally superior. The fits broadly agree on the model parameters within about the 2σ uncertainties, with discrepancies between the modified Lorentzian and free power law corrections occasionally exceeding the 3σ level. Relative to the best-fitting values, the total uncertainties on the masses, radii and ages of the stars are all less than 2, 1 and 6 per cent, respectively. Conclusions. A solar-calibrated power law, as formulated by Kjeldsen et al., appears unsuitable for use with more evolved solar-like oscillators. Among the remaining surface corrections, the uncertainty in the model parameters introduced by the surface effects is about twice as large as the uncertainty in the individual fits for these six stars. Though the fits are thus somewhat less certain because of our uncertainty of how to manage the surface effect, these results also demonstrate that it is feasible to model the individual mode frequencies of subgiants and low-luminosity red giants, and hence also use these individual stars to help to constrain stellar models.
Introduction
Space-based observations by CoRoT (Auvergne et al. 2009 ) and Kepler (Borucki et al. 2010 ) have led to the measurement and analysis of oscillation mode frequencies in dozens of dwarf solarlike oscillators (e.g. Lund et al. 2017; Silva Aguirre et al. 2017) . However, to fully exploit these observations, one must correct for a systematic difference between modelled and observed mode frequencies caused by improper modelling of the near-surface layers of these stars. This difference is known as the "surface effect" or "surface term" and, if not corrected, ultimately biases the stellar properties that are inferred.
Broadly speaking, the surface effect can be mitigated either by applying some sort of correction to the computed frequencies or by trying to model the stars and their oscillations better in the first place. Along the first line, Kjeldsen et al. (2008) proposed to correct the model frequencies using a solar-calibrated power law, which has subsequently been used quite widely (e.g. Metcalfe et al. 2012; Deheuvels et al. 2014 ). More recently, Ball & Gizon (2014) proposed a correction of the form ν 3 /I, possibly supplemented by a term of the form ν −1 /I, where ν is the (cyclic) mode frequency and I the mode inertia normalized at the photosphere. Finally, Sonoi et al. (2015) proposed a modified Lorentzian correction.
There has not been a systematic comparison of all of these parametrized corrections in main-sequence stars. Ball & Gizon (2014) compared their proposed corrections with the solarcalibrated power law of Kjeldsen et al. (2008) and found that their one-term correction reproduced the solar surface effect better and also provided better-fitting models for the G0V CoRoT target HD 52265. The additional term did not improve the fit significantly. They showed that the solar-calibrated power-law correction tends to overpredict the magnitude of the surface correction at frequencies below about 2500 µHz or above 3500 µHz and a similar trend was the main reason for the poor fits to HD 52265. Schmitt & Basu (2015) compared the surface corrections of Kjeldsen et al. (2008) and Ball & Gizon (2014) , as well as a scaled solar surface term (with or without an additive constant), by fitting frequency differences between different published solar models, between solar models calibrated with different model atmospheres, and between stellar models in a large grid before and after modifying their near-surface structure. The two-term correction by Ball & Gizon (2014) was best at fitting the differences between the published solar models and only marginally worse than a scaled solar surface term, with an additive constant, at fitting the differences between solar models calibrated with different atmospheres. For the grid of stellar models, Schmitt & Basu (2015) found that, depending on how they modified the near-surface layers, either all the surface corrections performed similarly well or the two-term correction by Ball & Gizon (2014) was clearly superior. The modified Lorentzian of Sonoi et al. (2015) was not yet published and thus not considered in their comparison.
Along a similar line to parametrizing the surface correction, Roxburgh & Vorontsov (2003) proposed to mitigate the surface effect by instead considering ratios of frequency differences, specifically constructed to cancel out the individual modes' sensitivities to the near-surface layers. Otí Floranes et al. (2005) demonstrated that these "separation ratios" are mostly sensitive to a star's core and they have also seen frequent use (e.g. Reese et al. 2016; Silva Aguirre et al. 2017) . Roxburgh (2015 Roxburgh ( , 2016 has suggested new methods based on the same underlying principles but these are too new to have seen use.
The last few years have seen a renewed effort towards the second approach: improving the models of the near-surface layers, usually by supplementing the stellar models with averaged structures from three-dimensional radiation hydrodynamics (3D RHD) simulations. The process of replacing the near-surface layers of an existing model with averaged 3D RHD simulation data is now usually referred to as "patching" and authors now present differences between "patched" and "unpatched" models. Rosenthal et al. (1999) computed frequency differences between mixing-length models of the Sun's convective envelope before and after patching. They found the mode frequencies matched the observations better (if one assumes that the perturbation to the turbulent pressure behaves in the same way as the perturbation to the gas pressure) but a significant-though smaller-systematic difference remained. Piau et al. (2014) presented the first frequency differences for patched models of the whole Sun, corroborating the original conclusions of Rosenthal et al. (1999) . Most recently, Magic & Weiss (2016) compared the frequencies with different magnetic field strengths included in the 3D RHD simulations. Finally, Sonoi et al. (2015) and Ball et al. (2016) , using different 3D RHD and stellar model codes, computed frequency differences using patched models for stellar types other than the Sun, broadly finding larger surface effects for hotter stars. Sonoi et al. (2015) also found smaller surface effects for less compact stars (i.e. stars with lower surface gravities).
These calculations, however, are all limited to the structural part of the surface effect. It is also expected that some of the surface effect is caused by the interaction between convection and pulsation. Houdek et al. (2017) considered these effects for a model of the solar envelope, using a non-local theory of convection, and found that, once full account is taken of various non-adiabatic and dynamical effects, the difference between the modelled and observed frequencies improves further still. A residual difference persists but these calculations can still be refined and bode well.
Most of the discussion of surface effects so far has considered the Sun and dwarf stars without any mixed modes. These are modes that have oscillating components both in the outer layers of the star as well as in the stellar core, separated by an evanescent region. The outer oscillating components correspond to p-modes, as observed in dwarf stars like the Sun, whereas the inner oscillating components correspond to g-modes. In unevolved stars, like the Sun, the p-mode and g-mode oscillations are confined to distinct ranges of frequencies but, as a star evolves, the p-mode frequencies decrease while the g-mode frequencies increase, and it becomes possible for the modes to couple into a mixed mode with minimal damping between. Such a mode then has an observable amplitude at the surface and its mixed nature is revealed by the mode frequency's deviation from the usual pattern for p-modes.
Evolved red giants show dense spectra of mixed modes that are being exploited to infer a tremendous amount of information about the stars' cores (see e.g. Hekker & Christensen-Dalsgaard 2016 , for a recent review) but smaller numbers of mixed modes are also detected in subgiants and low-luminosity red giants. These modes are potentially problematic for pipelines that are now standard for modelling dwarf solar-like oscillators, to the extent that stars in these samples that show too many mixed modes are omitted (e.g. Metcalfe et al. 2014; Lund et al. 2017) . Modelling individual mixed modes in more evolved stars is even more challenging. Recent efforts typically use derived parameters (e.g. the asymptotic period spacing) instead of the individual mixed mode frequencies (e.g. Pérez Hernández et al. 2016) .
Our current interest is the nature of the surface effect in these stars and their mixed modes. The mixed modes' frequencies are determined in part by the stellar core, which is presumably oblivious to the star's near-surface structure. We therefore expect that these modes will show smaller frequency shifts as a result of the surface effects but this has not yet been tested, and it is not obvious that the parametrizations that have worked for dwarfs will continue to work in more evolved stars.
Here, we consider surface corrections in six subgiant stars, originally studied by Deheuvels et al. (2014) precisely for their mixed modes: KIC 12508433, KIC 8702606, KIC 5689820, KIC 8751420, KIC 7799349 and KIC 9574283. We compare best-fitting stellar models with five different surface corrections with the aim of determining how much uncertainty is induced on the stellar parameters by our uncertainty about the surface effect, and to see if one correction might be obviously better (or worse) than the others. We do not consider the correction methods proposed by Roxburgh & Vorontsov (2003) and Roxburgh (2015 Roxburgh ( , 2016 because the underlying assumption of the oscillations being in one cavity is not satisfied.
Methods

Stellar models
We computed stellar models using the Modules for Experiments in Stellar Astrophysics (MESA 1 , revision 7624; Paxton et al. 2011 Paxton et al. , 2013 Paxton et al. , 2015 . Opacities are taken at high-and lowtemperatures from the tables of the OPAL collaboration (Iglesias & Rogers 1996) and Ferguson et al. (2005) , respectively. The equation of state is MESA's default, the relevant part of which is principally based on the OPAL EOS (Rogers & Nayfonov 2002) . Nuclear reaction rates are taken from the NACRE tables (Angulo et al. 1999) or, if not available there, from the tables by Caughlan & Fowler (1988) . For the specific reactions 14 N(p, γ) 15 O and 12 C(α, γ) 16 O, we use revised rate by Imbriani et al. (2005) and Kunz et al. (2002) (though the latter is not relevant here). Convection is described by mixing-length theory (Böhm-Vitense 1958) as presented in Cox & Giuli (1968) . Gravitational settling is implemented according to Thoul et al. (1994) ; radiative levitation is neglected. The solar metal mixture is that of Grevesse & Sauval (1998) . Finally, the surface boundary condition is determined by integrating a standard Eddington-grey atmosphere from an optical depth of τ = 10 −4 to the photospheric value of τ = 2/3 and the atmospheric structure is included in the stellar model when computing the mode frequencies. We computed linear adiabatic mode frequencies using the Aarhus adiabatic pulsation code (ADIPLS, Christensen-Dalsgaard 2008) . All models were remeshed to contain 4800 meshpoints before the frequencies were computed (from typically about 2000 meshpoints during the evolution). The remeshing used the remeshing routine bundled with ADIPLS (Christensen-Dalsgaard & Berthomieu 1991), which uses the asymptotic behaviour of the modes to redistribute points more evenly over the displacement eigenfunction. Without remeshing, oscillation codes are known to sometimes miss mixed modes.
Surface terms
We modelled the stars using five different surface corrections, which each provide corrected model frequencies ν cor in terms of the uncorrected model frequencies ν mdl such that they should better match the observed frequencies ν obs .
First, we used the solar-calibrated power law of Kjeldsen et al. (2008) , with the power-law index fixed at a value of p 1 = 5.00 using a solar calibration with the same input physics as above. This is a typical value for the parameter: Kjeldsen et al. (2008) themselves found p 1 = 4.90. The correction is then
where r is the ratio of the square roots of the modelled and observed mean densities and ν ref is a reference frequency, taken here to be ν max , the frequency of maximum oscillation power, determined from the scaling relation (Kjeldsen & Bedding 1995) 
with log g = 4.438, T eff, = 5777 K and ν max, = 3090 µHz. The coefficient p 0 is determined in essence by linear regression (see Kjeldsen et al. 2008, for details) . In eq.
(1), Q is the ratio between the mode inertia of the mode divided by the inertia that a radial mode would have at the same frequency, determined by linear interpolation. This factor has long been used to capture the variation of the surface effects with mode inertia (ChristensenDalsgaard 1986). Second, we used the corrections proposed by Ball & Gizon (2014) : their "cubic" correction
and their "combined" correction
Here, I is the mode inertia normalized at the photosphere, ν ac is the acoustic cut-off frequency, scaled from a solar value of 5000 µHz (Jiménez et al. 2011 ) using the scaling relations, and the parameters a −1 and a 3 are determined by linear regression to minimize the differences between all the observed and modelled mode frequencies. The acoustic cut-off is used purely to rescale the coefficients a −1 and a 3 . The correction is based on the asymptotic behaviour of the eigenfunctions near the surface. From the variational principle for linear adiabatic oscillations, Gough (1990) showed that a simple sound speed perturbation would cause a frequency shift of the form ν 3 /I, whereas a perturbation to the pressure scale height would cause a shift of the form ν −1 /I. Ball & Gizon (2014) showed that functions of this form give a better fit to the known solar surface effect than a power law.
Third, we considered a modified Lorentzian correction
as suggested by Sonoi et al. (2015) . Rather than use their calibrations of s 0 and s 1 to frequency changes between their patched and unpatched models, we treated them as free parameters, optimized for each stellar model by the Newton-Rhapson method to fit the observed frequencies using all of the observed modes. Sonoi et al. (2015) only considered radial modes in formulating eq. (5) so we have chosen to include the factor Q, as in the correction by Kjeldsen et al. (2008) . Also, after performing a large number of fits, we found that the best-fitting models for stars B and D had positive values of s 0 and negative values of s 1 , which corresponds to a surface correction of opposite sign to the Sun and decreasing in magnitude with increasing frequency. We regard this as unphysical and subsequently restricted the fits to have s 1 > 0. Finally, we also included a free power law, as in eq.
(1) but with both p 0 and p 1 as free parameters and with r fixed to 1. The quality of these fits gives us some idea of how much we are gaining from more complicated models of the surface term. As with the modified Lorentzian, solutions with p 1 < 0 correspond to surface corrections that decrease in magnitude with increasing frequency, so we restricted our best-fit models to those with p 1 > 0.
Sample of stars
We modelled the six stars studied by Deheuvels et al. (2014) , who selected these subgiants and low-luminosity red giants to invert for their rotational profiles. They are KIC 12508433, KIC 8702606, KIC 5689820, KIC 8751420, KIC 7799349 and KIC 9574283, labelled hereafter by letters A through F, in decreasing order of the surface gravity inferred from the global seismic parameters (as in Deheuvels et al. 2014) . Basic data is given in Table 1 and their positions in the Hertzsprung-Russell diagram are shown in Fig. 1 , where the luminosities have been inferred from scaling relations.
Rotational inversions require several features of the observations. The stars have high signal-to-noise ratios and clear mixed modes, for which the rotational splitting is well-resolved. The Table 1 . Global seismic and non-seismic parameters for the six subgiants studied in this article. The effective temperatures and metallicities are taken from the spectroscopic values in Table 10 of Deheuvels et al. (2014) . The large separations ∆ν and frequencies of maximum oscillation power ν max are from their T eff / K 4800 5000 5200 5400 5600 Fig. 1 . The locations of the six stars under study in the HertzsprungRussell diagram using luminosities that have been computed using scaling relations. The solid lines are evolutionary tracks for stellar models using a solar-calibrated mixing-length parameter and composition for mass from 1.0 to 1.5 M in steps of 0.1 M . The sample of stars are all located towards the end of the subgiant branch or at the base of the red giant branch. stars could feasibly be modelled to identify which frequency corresponds to which mode. As stars ascend the red giant branch, they develop an ever denser spectrum of mixed modes and matching the correct modelled mode to the observed mode frequency becomes ambiguous, which ruled out more evolved stars. Our study also requires stars with clear mixed modes and high signalto-noise ratio in all the observed modes, so it is clear that these six stars are suitable.
At first, we used all of the frequencies and their uncertainties given by Deheuvels et al. (2014) . We found that we could not reasonably model stars B, C, E and F as long as we included the worst-fitting modes, which contributed more than half of the total χ 2 for each star, and sometimes nearly all of it. We therefore removed these modes from our data. The frequencies and angular degrees of the excluded modes are given in Table 2 . Of course, rejecting the data that fits worst will inevitably give better fits. However, in these cases we specifically found that the poorly fitting modes dominated χ 2 so much that they were clearly biasing the results away from models that were much better able to reproduce the other mode frequencies. We kept other mode frequencies that appear consistently discrepant, since those modes did not appear to bias our results away from models that could fit the remaining data. e.g. the highest-frequency mode in star F (ν = 581.219 µHz).
Fitting method
We fit the stellar models using essentially the same method presented in other studies to which we contributed best fit models (e.g. Appourchaux et al. 2015; Reese et al. 2016) . We optimized the total χ 2 of the observations, defined by
where y obs,i , y mdl,i and σ i are the observed value, modelled value and observed uncertainty of the i-th observable. Here, these are the effective temperature T eff , the metallicity [Fe/H] s (see Table 1 ) and the individual mode frequencies. Specifically, we did not weight any part of χ 2 by any additional factor. We first estimated some stellar parameters using coarse gridbased modelling before moving onto an iterative method. For each set of mass M, initial helium abundance Y 0 , initial metallicity [Fe/H] 0 and mixing-length parameter α, we started an evolutionary track from a chemically-homogeneous pre-main-sequence model with central temperature 9 × 10 5 K. The timestep was gradually reduced as the stellar model first matched the spectroscopic parameters and then the radial mode frequencies. At this point, all the mode frequencies were computed and the total χ 2 evaluated. The main difference between the current and previous optimizations (all for main-sequence or near-main-sequence stars) was that the minimum timestep was reduced to as little as 3 200 yr in order to compute models during the rapid evolution of the mixed mode frequencies.
Next, we performed iterations of the Nelder-Mead downhill simplex method (Nelder & Mead 1965) , with additional linear extrapolations to explore parameter space, and recorded each set of model parameters that were tried. When the next step of the downhill simplex would have been a contraction step, we tried to generate better-fitting model parameters by various methods, including: linear extrapolations from random subsamples of the sample so far; small, dense grids spanning the present estimate of the 1σ to 5σ confidence regions; or random uniform samples within the 1σ to 5σ confidence regions. When nothing seemed to improve the fit any further, the best-fitting model parameters were used for an uninterrupted standard downhill simplex to check that we had found at least a locally-optimal model. The above process, though somewhat haphazard, was aimed at preventing convergence on a local minimum, which we sometimes find is a problem. Though we cannot guarantee that our Article number, page 4 of 13 W. H. Ball and L. Gizon: Surface-effect corrections for oscillation frequencies of evolved stars best-fitting models are not local minima, our extensive searches around the best-fit parameters give us some confidence that they are probably not local minima. We determined uncertainties from ellipsoids bounding surfaces of constant χ 2 , finding ellipsoids that would simultaneously enclose all parameters in the sample within the region appropriate to the corresponding value of χ 2 . In other words, given a best fit with χ 2 = χ 2 0 , we required that if a sample with χ 2 0 + 1 was contained in the 1σ ellipsoid, a sample with χ 2 0 + 4 had to simultaneously be contained in the corresponding 2σ ellipsoid. To determine the uncertainties of derived parameters (e.g. radius or effective temperature) we performed a linear fit of the derived parameters relative to the model parameters and used linear propagation of uncertainties.
Results for individual stars
Results and discussion
Our results are given in Tables 3 and 4 for each star from A to F and each surface correction, labelled by "c", "b", "s", "p", "k" for the cubic correction, combined correction, modified Lorentzian, free power law and solar-calibrated power law, respectively. Table 3 lists the stellar model parameters, including the relevant free parameters for each of the surface corrections. Table 4 lists the derived parameters, which can be compared to the row of observational values labelled by "o". The effective temperature T eff and surface metallicity [Fe/H] s are given by Deheuvels et al. (2014) ; the other parameters are derived from scaling relations. Table 4 also gives the total misfit χ 2 (i.e. eq. (6)) and reduced misfit χ 2 r = χ 2 /N dof , where N dof is the number of observations less the number of free parameters. Figs 2 to 6 show the frequency differences between the best fitting models for each star and each surface effect, both before and after the correction is applied. Each figure shows the fits for one surface correction, in the same order as in Tables 3 and 4. In all the stars, the inclusion of the mode inertia in the surface correction is clearly important. In Figs 2 to 5, the greatest surface correction is clear for the low-inertia radial and p-dominated mixed modes. The corrections for the less p-dominated mixed modes fall between zero and the trend followed by the radial and p-dominated mixed modes. These modes have larger inertia and therefore smaller frequency corrections, and this correctly brings the corrected frequencies in line with the low-inertia modes.
The precise ages (especially for stars B and D) may come as a surprise but are easily understood. In short, the frequencies of the mixed modes evolve quickly and are measured precisely. For example, in our best fit for star A, the mixed mode at 836.040 µHz varies with age at about 1.45 µHz/ Myr. Given the observed uncertainty of 0.015 µHz, the modelled mode frequency changes by 1σ in a little over 10 000 yr. In other words, along a single evolutionary track, the uncertainty in the age is about 10 000 yr. Most of the reported uncertainty in age is a result of correlations with other parameters.
The best-fit models generally reproduce the spectroscopic properties within about the 2σ limits of the observations. Star E is an exception, almost certainly because of poor modelling (see Sec. 3.2). The models of stars B and D are somewhat hotter and more metal poor than the spectroscopic determinations suggest, with the discrepancy nearing the 3σ level.
Gravitational settling without competition
Star E appears to have a mass roughly between 1.4 and 1.6 M . In such stars, gravitational settling significantly (and sometimes completely) depletes the stellar surface of its helium and metals, which is obviously inconsistent with observations. Once off the main-sequence, however, the inward-penetrating convection zone partly restores the initial surface mixture, which allows us to find stellar models that still have reasonable surface metallicities [Fe/H] s , though usually still inconsistent with the observed value of 0.41 ± 0.06 dex.
In reality, our expectation is that at this mass, some other unmodelled process counteracts the depletion of metals from the stellar atmosphere. Possible competing processes have been studied more extensively in hotter stars-mainly A-and early Ftype-and include radiative levitation (e.g. Turcotte et al. 1998) , rotation (e.g. Charbonneau & Michaud 1991) or small amounts of mass-loss (e.g. Michaud et al. 2011 ). Our models of star E, and thus its parameters, exclude these competing processes and should be considered with this in mind. We have included them partly for completeness and partly because we still expect that the characteristics most directly probed by the mode frequencies (e.g. the mean density and surface gravity) are reasonably accurate, even if the parameters that are interpreted through stellar models (e.g. the age) are not.
Star D is the next most massive star and potentially also suffers from the inclusion of overly-efficient gravitational settling. The initial helium abundance is slightly lower than typical values from Big Bang nucleosynthesis of around 0.247 (e.g Cyburt et al. 2016 ) and the observed surface metallicity is discrepant, though not as severely in star E. Star A is also about as massive and the best-fit helium abundance seems low for such a metal-rich star but the surface metallicity is poorly constrained by the spectroscopic observations.
Which correction is best?
Though no surface effect correction is obviously superior to the others, the solar-calibrated power law by Kjeldsen et al. (2008) fits consistently worse than the other corrections. In fact, in three cases (stars A, E and F) the best-fitting model is one with no surface correction at all. This result, however, is neither surprising nor an indictment of the calibrated power-law. It is calibrated to the Sun, so while it might be expected to work for Sun-like stars, there is no reason to expect that it would continue to work for these evolved stars. The reasonable results for the uncalibrated power-law show that a simple power law is not a bad idea, it is only using a solar calibration out of context that leads to poor results.
In addition, the formulation of Kjeldsen et al. (2008) first rescales the model frequencies by a factor (originally and here denoted r) that represents the square root of the ratio of the mean densities of the stellar model and the observed star. The bestfitting models using the other corrections imply that the ratio of mean densities is a few thousandths smaller than one. Often, the rescaling is what causes the regression to find that the best-fitting correction is no correction. No other surface correction uses this factor r.
The poor performance of the calibrated power law leads to small uncertainties by our method of estimation, which is based on surfaces of constant χ 2 and therefore assumes that the bestfitting model fits the data reasonably well. When this is not the case, small changes in the model parameters increase χ 2 from a large value to a much larger value and the uncertainty is ultimately underestimated. For this reason, the estimated uncertainties of the surface gravity log g are sometimes smaller than 0.0005. Since we regard these estimates as unreliable anyway, we have allowed Differences between modelled and observed frequencies plotted against observed frequency, for best-fitting models using the cubic correction of Ball & Gizon (2014) . Each panel corresponds to one of the stars A to F. The blue points are frequency differences before the correction is applied; the orange points after. The error bars are the observed uncertainties in both cases.
them to be rounded to zero rather than encumber that column of Table 4 with a further significant digit.
Of the other surface corrections, the modified Lorentzian proposed by Sonoi et al. (2015) is the next worst performer in three stars. In many cases, much of the poor performance is contributed by the high-frequency modes, where the modified Lorentzian function fails to capture the continued increase in the scale of the surface effect. For example, in stars A and B, the three highest-frequency modes together contribute 98.3 and 61.7 to χ 2 , respectively. Similarly, in Star F, the two discrepant modes between 510 and 540 µHz together contribute 71.3 to χ 2 . Over the remaining modes, the modified Lorentzian surface term performs about as well as the other corrections. Put differently, the marginally-worse overall performance mostly reflects that the modified Lorentzian does not describe the high-frequency end of the correction very well. The same conclusion can be drawn by comparing the modified Lorentzian with the frequency Fig. 2 but for best-fitting models using the combined correction of Ball & Gizon (2014) .
differences between a solar-calibrated model and low-degree solar mode frequencies.
The free power law is the next best performer but varies between being about as good as the cubic and combined terms (stars A and B) and much worse than the modified Lorentzian (star E). If the index of the power law were fixed at 3, the power law correction would be similar to the cubic term, except for the difference in the treatment of the mode inertia. In the power law, however, the factor Q only corrects for the difference between the inertia of the non-radial modes relative to the radial, whereas the cubic and combined corrections use the mode inertia I without modification. This difference would be negligible if the mode inertia was roughly a power-law in frequency but it is generally not, except perhaps over small ranges of frequency.
In terms of the χ 2 r , the combined term usually fits best but it is difficult to make robust conclusions when comparing models that all fit quite badly in absolute terms. Only in star C are the fits sufficiently good that the cubic and combined terms are significantly superior. Our only strong conclusions are that it is inappropriate to use a solar-calibrated power law to correct for surface effects in such evolved stars, and that the modified Lorentzian correc- tion does not match the highest-frequency behaviour of observed surface effects.
Uncertainty from choice of correction
We investigated the level of uncertainty induced by the choice of surface correction for each star, neglecting the consistentlydiscrepant solar-calibrated power law, first by combining the uncertainties derived for each surface correction in quadrature and comparing the spread of 1σ confidence intervals. In this sense, the models broadly agree, with the individual 1σ intervals usually overlapping the combined 1σ region or fractionally separated but we note a few exceptions. First, the mixing-length parameter for the free power-law correction tends to be larger than for the other corrections. In addition, the results for stars C and E appear to be the least consistent. We have already noted the flaws in our models of star E but it is not clear what disrupts the fits in star C.
We also compared the standard deviations of the central bestfit values with the individual uncertainties. There is great variation in this ratio but we can roughly say that the uncertainty in each parameter introduced by the choice of surface effect is between one and two times the uncertainty in each individual fit. Put Fig. 2 but for best-fitting models using a free power law.
differently, one can say that the choice of surface correction biases the results relative to one another but usually by no more than the 2σ uncertainties. The cubic and combined terms by Ball & Gizon (2014) obviously agree better-almost always within the mutual 1σ limits-because the cubic correction is a special case of the combined correction.
As a third comparison of the uncertainties, we combined the results for each star for each variable in Tables 3 and 4, assuming that the results are from uncorrelated normal distributions. The overall uncertainties, which now span the full ranges covered by the fours surface corrections, are usually between 2 and 3 times the uncertainties for the individual fits. Relative to the best-fitting values, for the masses M, radii R and ages t, we find that the total uncertainties are always less than about 2, 1 and 6 per cent, respectively.
Mixing-length parameters
Since the landmark work by Ludwig et al. (1999) , two-and three-dimensional radiation hydrodynamics simulations of nearsurface convection have allowed for calibration of the mixinglength parameter α for cool stars of various types. In recent years, Fig. 2 but for best-fitting models using the solar-calibrated power-law correction of Kjeldsen et al. (2008) .
several suites of simulations have been used to perform such calibration (e.g. Trampedach et al. 2014; Magic et al. 2015) and consistently conclude that, roughly speaking, the mixing-length parameter should decrease as the effective temperature increases or the surface gravity decreases.
The tables produced by Magic et al. (2015) include calibrations for different metallicities [Fe/H] and allow us to compare our mixing-length parameters with those predicted from their calibration. For each star, we generated 10 5 realizations of ∆ν, ν max , T eff and [Fe/H] and used them to interpolate in the data of Magic et al. (2015) , using the mixing-length parameters calibrated to the entropy at the bottom boundary of the simulation. (Using the calibration to the entropy jump gives nearly identical results.) Table 5 shows the means and standard deviations of the samples for each star, divided by the solar value, which itself depends on the choice of atmospheric model and detailed implementation of mixing-length theory. The table also gives the ratio multiplied by our solar-calibrated value α ,MESA = 1.788. The simulation calibrations consistently suggest that the mixing-length parameter α MLT should be less than the solar-calibrated value. In our fits, we have found the opposite: α MLT is larger than the solar value, mostly falling between 1.8 and 2.1. Table 3 . Model parameters with uncertainties for fits for each of the six stars and five surface corrections. The surface corrections 'c', 'b', 's', 'p' and 'k' refer to the cubic and combined terms of Ball & Gizon (2014) , the modified Lorentzian of Sonoi et al. (2015) , a free power law and the solar-calibrated power law by Kjeldsen et al. (2008) . The surface correction parameters in each of the five cases are a 3 /10 −7 µHz (eq. 3), a −1 /10 −8 µHz and a 3 /10 −7 µHz (eq. 4), s 0 /10 −3 µHz and s 1 (eq. 5), p 0 / µHz and p 1 (eq. 1, r ≡ 1), and finally p 0 /r/ µHz (eq. 1). The model parameters are the age t, mass M, initial helium abundance Y 0 , initial metallicity [Fe/H] 0 and mixing-length parameter α. What causes this discrepancy? Based on their ability to reproduce observable features of solar granulation, the simulations are generally regarded as reasonably realistic, at least for the Sun (see e.g. Nordlund et al. 2009 , for a review). In addition, there is already some observational support for small mixing-length parameters on the red giant branch. Piau et al. (2011) modelled a range of stars across the red giant branch (3.8 > log g > 1.5) for which linear diameters could be determined to better than 10 per cent, and found that they were much better able to model the stars with a sub-solar value for the mixing-length parameter.
Given the strong correlations between the parameters, our mixing-length parameters are probably being used to adjust the stellar radii so that the mode frequencies match the observations. The incorrect part of the stellar model could then instead be, for example, the initial helium abundance Y 0 , the gravitational settling or another component of the input physics. It remains to be seen if this effect persists in asteroseismic models of subgiants and low-luminosity red giants or if it is specific to the fits presented here. Table 3 , with an extra row 'o' that gives the observed quantities. The effective temperature T eff and surface metallicity [Fe/H] s are as listed by Deheuvels et al. (2014) . The other observables-surface gravity log g, luminosity L and radius R-are derived from the scaling relations. The last two columns give the total χ 2 (eq. 6) and χ 2 per degree of freedom.
Name Corr. 
Conclusion
We have modelled the individual mode frequencies of six subgiants and low-luminosity red giants using five different parametrizations of the surface effects. The solar-calibrated power-law correction proposed by Kjeldsen et al. (2008) is clearly unsuitable, consistently producing much poorer fits and often converging on models without any surface effect. This poor performance is not surprising: there is no reason to expect a solarcalibrated correction to work on evolved stars that are unlike the present Sun. The remaining four surface corrections provide fits of similar quality, with the the combined correction by Ball & Gizon (2014) being marginally superior for most of the stars. The bestfitting parameters of these four sets of fits are generally mutually agreeable within the 2σ uncertainties, with the exception that the parameters found with the modified Lorentzian or free power law occasionally disagree at slightly more than the mutual 3σ level. Put differently, the systematic uncertainty is roughly twice the statistical uncertainty in our fits (though it varies for different parameters). For the masses, radii and ages of the stars, the total fractional uncertainties are always smaller than about 2, 1 and 6 per cent, respectively.
Finally, we note that the present results demonstrate that the individual mode frequencies of these subgiants and lowluminosity red giants can be used to constrain models, in much the same fashion as is now commonplace for main-sequence dwarfs. Our modelling procedure is only marginally different from what has already been used for dwarf solar-like oscillators, almost entirely in allowing shorter timesteps to resolve the rapid evolution of the mixed mode frequencies. Even given the additional uncertainty introduced by the surface correction, the model parameters of these stars can help to precisely constrain the physics of stellar interiors.
