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Abstract
In this paper, we give a precise description of the complex geometry of a pseudo-convex domain in Cn near a boundary point of
finite type where the Levi form is locally diagonalizable, and we use it to obtain sharp size estimates for the Bergman kernel and
its derivatives. When all points of the boundary are of that type, we deduce from those estimates the Lp regularity of the Bergman
projection.
 2005 Elsevier SAS. All rights reserved.
Résumé
On donne une description précise de la géométrie complexe d’un domaine pseudo-convexe de Cn au voisinage d’un point du
bord de type fini où la forme de Levi est localement diagonalisable. On utilise cette description pour établir des estimations fines
du noyau de Bergman ainsi que de ses dérivées. De ces estimations on déduit la régularité Lp du projecteur de Bergman lorsque
tous les points du bord ont la propriété considérée.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction
In Complex Analysis, the knowledge of the complex geometry of a bounded pseudo-convex domain is a primordial
tool for the sharp study of the ∂¯-Neumann problem and related operators such as Bergman and Szegö, as well as for
the study of the classical invariant metrics.
The term “complex geometry” means essentially the description of a pseudo-distance near a point of the boundary
(on the boundary or inside the domain) related to a bounded plurisubharmonic function whose Hessian is correctly
controlled in terms of the pseudo-distance.
The purpose of this paper is to give a precise description of this geometry for a pseudo-convex domain of Cn,
n  2, near a boundary point of finite type under the assumption that the Levi form is locally diagonalizable and to
deduce then local sharp size estimates for the Bergman kernel and its derivatives in terms of the pseudo-balls of the
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integral with respect to the geometry and obtain by this way Lp estimates.
In further papers, we will show that all classical (global and also local) estimates (i.e., Lp-Sobolev estimates,
Hölder isotropic and nonisotropic estimates) for the Bergman and Szegö projections and precise size estimates for the
classical invariant metrics (Carathéodory, Kobayashi and Bergman) can be obtained using the geometry introduced
here.
The description of such geometries have been intensively studied. The case of dimension 2 was completely solved
during the 80s, but the general case of dimension  3 remains still essentially open, one of the fundamental steps,
the non-isotropic character of the geometry, being not really understood, except for special cases as, for example, the
convex domains of finite type. The case of local diagonalizability of the Levi form was studied before by C.L. Feffer-
man, J.J. Kohn and M. Machedon [21] where the geometry was not precisely described and the precise estimates not
obtained (see the historical presentation below).
Let us now make a quite detailed presentation of the problems and previously known results. As we said, his-
torically, these questions arise in the study of the Bergman and Szegö projections, the invariant metrics and the
∂¯-Neumann problem. To fix the general notation, recall that if Ω is a bounded domain in Cn, the Bergman projection
PΩB of Ω is the orthogonal projection of L2(Ω) onto the subspace of holomorphic functions. Then the kernel of PΩB
(i.e., the Bergman kernel) is the function KΩB (ζ,w), holomorphic in ζ and antiholomorphic in w, such that, for all
f ∈ L2(Ω),
PΩB f (ζ ) =
∫
Ω
KΩB (ζ,w)f (w)dλ(w).
The first sharp result concerning estimates for the Bergman kernel was obtained by L. Hörmander in [25] for
strictly pseudo-convex domains (see also [26]). Many authors tried to generalize Hörmander’s result to nonstrictly
pseudo-convex domains and various nonsharp and sharp estimates where obtained in some special cases (see, for
example, [2,16,17,19,39]).
The work of J.J. Kohn during the 70s shows that a natural class of pseudo-convex domains for studying this problem
is the class of domains of finite type and they have been intensively studied by various authors, but, the general case
is still open and probably very difficult (see, for example, [22,18]). After J.J. Kohn, it is well known that estimates for
the Bergman kernel are closely related to good estimates of the ∂¯-Neumann operator and a great effort has been done
to obtain subelliptic estimates for a general pseudo-convex domain of finite type. It is also known that the behavior of
the Bergman kernel relies on a very good knowledge of the complex geometry of the domain in relation to the Levi
form, and many deep work on this subject have been done.
In [3] D. Catlin proved that the existence of subelliptic estimates for the ∂¯-Neumann problem is equivalent to the
finite type condition. Unfortunately, in dimension > 2, his proof does not provide a sufficiently good understanding
of the geometry of the domain and it seems very difficult to obtain general estimates for the Bergman kernel using
simply the ideas of his proof. On the other hand, important constructions of pseudo-distances associated to the complex
geometry of a domain in Cn have been done by A. Nagel, E. Stein and S. Wainger [38], but, these pseudo-distances
are isotropic and cannot be used in dimension  3 to obtain sharp results.
The first general sharp result for the Bergman kernel for finite type domains was obtained in dimension 2 by
D. Catlin [4]: he gave the right size, in terms of the distance to the boundary, for the Bergman kernel on the diagonal.
Afterward, using all the machinery of the ∂¯-Neumann, A. Nagel, J.P. Rosay, E.M. Stein and S. Wainger in [37] and
J. McNeal in [31] proved, independently, the estimates for the derivatives outside the diagonal.
Some generalizations of these results have been obtained in the 90s in higher dimensions. First, for “decoupled
domains” the sharp estimates were proved by J. McNeal [32] (see also [7]), and, for domains in Cn having a Levi
form of rank n − 2 by M. Machedon [30], S. Cho [8,9] and G. Herbort [23,24]. Of course in these cases the Levi
form is locally diagonalizable. Secondly, in [34], J. McNeal obtained all the sharp estimates for the Bergman kernel
of convex domains of finite type, and, very recently, K. Koenig [28] proved sharp estimates for the Szegö kernel in the
case where the eigenvalues of the Levi form (of a finite type domain) are comparable, and S. Cho [11,10] obtained,
independently, similar estimates for the Bergman kernel.
The domains we study here have been considered before. The existence of subelliptic estimates, under the assump-
tion of finite type, for the ∂¯-Neumann problem was solved in that case by J.J. Kohn [29], and, in [21], C.L. Fefferman,
J.J. Kohn and M. Machedon proved “almost sharp” Hölder estimates for the ∂¯b-Neumann problem, and, as a con-
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arbitrary small loss in the Hölder exponent. In a forthcoming paper, we will prove that, for the Szegö projection, this
loss can be drop out using the description of the geometry given here. Even more, a precise local nonisotropic Hölder
estimate (in terms of the pseudo-distance) for the Szegö projection can be proved in the context considered in [21].
This last result is also a generalization of the result of M. Machedon [30].
In an other forthcoming paper we will show that the methods of [35] and [36] can be adapted to our case to
obtain similarly regularity properties (Lp Sobolev, Hölder isotropic and nonisotropic) for the Bergman and Szegö
projections. Here, just as an example, in the last section, we show that, like in [33], the Bergman projection maps
continuously L1 into L1∞ and Lp into itself for 1 <p < +∞.
The knowledge of the geometry and the sharp estimates for the Bergman kernel can also be used for other ap-
plications in complex analysis. For example A. Cumenge in the case of convex domains [12,13] constructs explicit
kernels solving the ∂¯-equation, obtains very sharp estimates such as the L1 estimate on the boundary and deduces a
characterization of the zero sets of functions in the Nevanlinna class using estimates of positives currents related to
the geometry [5,6,1].
2. Notations, statements of results and techniques
Let Ω be a bounded pseudo-convex domain in Cn with a C∞ boundary. Thus it can be defined by a C∞ function ρ
(i.e., Ω = {ρ < 0}) whose gradient does not vanish on the boundary.
For each point p of the boundary let T 1,0p (∂Ω) be the subbundle of Tp(∂Ω) of tangential complex vectors and
T
0,1
p (∂Ω) be its conjugate. Let p0 be a point of the boundary of Ω . As usual, we will say that a family (Li)1in−1
of C∞ vector fields is a basis of the complex tangent space at ∂Ω in a neighborhood V ⊂ ∂Ω of p0 in ∂Ω if it is a
basis of sections of T 1,0(∂Ω) in V (i.e., Li(ρ) ≡ 0 in V , a condition which is independent of the defining function).
Let T be the real vector field of T (∂Ω) which is the imaginary part of the unitary complex normal vector field N
on ∂Ω ,
N = 4|∇ρ|2
∑
i
∂ρ
∂z¯i
∂
∂zi
(so that Nρ = 1). Note that N is defined in a neighborhood of Ω .
Let L and L′ be two sections of T 1,0p (∂Ω). The bracket [L,L′] being tangent, it can be written:
[L,L′] = √−1c
LL′T +L′′
with L′′ ∈ T 1,0p (∂Ω)⊕T 0,1p (∂Ω). Thus cLL′ = 2[L,L′](∂ρ) = 2〈∂ρ; [L,L′]〉. The Levi form of ∂Ω at p is defined as
the Hermitian form whose value at (L,L′) is the number c
LL′ . The pseudo-convexity of Ω means that this Hermitian
form is nonnegative. If (Li)1in−1 is a local basis of sections of T 1,0(∂Ω), (cLiLj )i,j is then the matrix of the Levi
form in the given basis.
Definition 2.1. With the previous notations, we say that the Levi form of Ω is locally diagonalizable at p0 if there
exists a basis B0 = (Li)1in−1 of the sections of T 1,0(∂Ω) in a neighborhood V ⊂ ∂Ω of p0 in ∂Ω such that the
matrix of the Levi form in that basis is diagonal in V . In other words, this means that [Li,Lj ](∂ρ) ≡ 0 in V for i = j .
We then say that the basis B0 diagonalizes the Levi form in a neighborhood of p0.
We now have to recall some facts about the finite type condition. Following D’Angelo [15], a point p0 of ∂Ω is
said of finite type if the order of contact of all complex analytic curves through p0 with ∂Ω are uniformly bounded. If
the Levi form is locally diagonalizable at p0 it is known (cf. [29,40]) that this definition is equivalent to the following
condition:
Proposition 2.1. Suppose that the Levi form is locally diagonalizable at p0. The point p0 is a point of finite type if and
only if there exists an integer M > 0 such that, if B = (L1, . . . ,Ln−1) diagonalizes the Levi form in a neighborhood
of p0, then, for each i there exists an integer 0mi M and a derivative of cLiLi , L1 · · ·Lmi cLiLi , Lj ∈ {Li,Li},
which is non-zero at p0.
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B0 = (L01, . . . ,L0n−1)
be a basis which diagonalizes the Levi form. This basis is a priori only defined (and C∞) in a neighborhood of p0
in ∂Ω . Let us extend it in a C∞ system of vectors fields of type (1,0) in a neighborhood B(p0, r) in Cn (we call
again L0i these extensions and B0 the set of the extended vector fields) in such a way that B0 ∪ {N} is a free system
of vector fields in B(p0, r). Also, we denote by B0 = (L01, . . . ,L0n−1) the conjugate of B0.
Let
L = (L1, . . . ,Lk), k  2,
be any ordered list of vector fields of B0 ∪B0. Denote by |L | = k the length of L and by L (∂ρ) the function:
L (∂ρ) = L1 · · ·Lk−2(〈∂ρ; [Lk−1,Lk]〉)
which is defined in B(p0, r). Note that L (∂ρ) = 0 if Lk−1 = Lk .
As pointed out in Proposition 2.1, some specials lists play a crucial role under the hypothesis of local diagonaliz-
ability. For 1 i  n− 1, let
L (i) = {L = (L1, . . . ,Lk) such that Lj ∈ {L0i ,L0i }}.
The functions L (∂ρ) are thus derivatives of the coefficients of the Levi form. More precisely, if L ∈L (i) with
Lk−1 = L0i , Lk = L0i , Li (∂ρ) = 12L1 · · ·Lk−2cL0i L0i is a derivative of cL0i L0i only in the directions L
0
i and L
0
i .
For each index i  n− 1 and all δ > 0, we define the ith weight function Fi in the neighborhood of p0 by:
Fi (p, δ) =
∑
L∈L (i)
2|L |M
∣∣∣∣L (∂ρ)(p)δ
∣∣∣∣2/|L |,
where M is given by Proposition 2.1, and we put Fn(p, δ) = δ−2.
Remark. 1. Note that these weights restricted on ∂Ω do not depend of the extension of the basis B0, and, the finite
type hypothesis implies that we can choose r > 0 small enough such that Fi (p, δ) δ−2/M for p ∈ B(p0, r) ∩ ∂Ω .
This implies that if we extend B0 in an other (C∞) way and change the defining function of Ω , the new weights are
“equivalent” to the previous ones, for small δ and r if the distance of p to the boundary is O(δ).
2. Note also that if we take M ′ > M and define, in the same way, the weights F ′i (p, δ) taking the sum up to|L |M ′, the functions Fi and F ′i are “equivalent” on B(p0, r) up to constants depending only on M and M ′.
3. If B˜0 is an other basis of the complex tangent space at p0 which diagonalize the Levi form, it can be proved
that the weight F˜i obtained with that basis are equivalent to those obtained with B0. This means that the weight are
intrinsically attached to the domain Ω and not to the choice of a particular basis diagonalizing the Levi form.
Thus we fix the defining function and choose the extensions, to simplify the calculations, as follows.
It is clear that we can suppose L0i ρ ≡ 0 in B(p0, r): simply take a basis of complex vector fields L˜i satisfying
L˜iρ ≡ 0, write the L0i in the basis (L˜i) on ∂Ω and extend the L0i fields in a C∞ way, extending the coefficients of the
decomposition.
Consequently, our working assumption for all this paper, is the following:
Ω = {ρ < 0} (ρ ∈ C∞(Cn)) is pseudo-convex, p0 is a point of finite type of ∂Ω , B0 = (L0i )1in−1 is a basis
of the complex tangent space of the defining function ρ (i.e., L0i ρ ≡ 0) in the neighborhood B(p0, r) of p0, and, for
i = j , [L0i ,L0j ](∂ρ) ≡ 0 on B(p0, r) ∩ ∂Ω . Also, decreasing r if necessary, we can suppose that Fi (p, δ)  δ−2/M
for p ∈ B(p0, r)∩ {|ρ(p)| 8δ}.
Moreover, for consistency of notations, we will denote by L0n the complex normal vector field N .
To present the geometry we construct here, we need some notations related to the exponential map.
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unique solution of:
∂E
∂t
(t, x) = Y(E(t, x)), E(x,0) = x.
If E(t, x) exists for t ∈ [0,1], we define Exp(Y)(x) = EY (1, x).
It is well known that if Y1, . . . ,YN are C∞ real vector fields on U and K is a compact of U , there exists u0 > 0
such that Exp(
∑
uiYi )(1) exists for |ui | < u0 and x ∈ K . Moreover, the mapping expx :W → U , W neighborhood
of the origin in RN , defined by expx(u1, . . . , uN) = Exp(
∑
uiYi )(x) is a diffeomorphism of {u ∈ RN , |u| < u0} onto
a neighborhood of x in U which contains a ball, of fixed radius, centered at x.
For our purpose, let U = B(p0, r) and define the real vector fields (Yi )1i2n by Y2k = e(L0k) and Y2k−1 =
m(L0k) (recall L0n = N ). For p ∈ B(p0, r), let us denote R ′2k−1(p, δ) =R ′2k(p, δ) =Rk(p, δ) =F−1/2k (p, δ), δ > 0.
Choosing r sufficiently small, there exist u0 and α0 such that for all p ∈ B(p, r) and |u| u0, expp is a diffeomor-
phism of {u ∈ RN , |u| < u0} onto a neighborhood of p in U containing the ball B(p,α0). Thus, for r sufficiently
small, for all points p1 and p2 in B(p0, r) there exists u such that p2 = expp1(u).
Let p1 and p2 be two points of B(p0, r), and define γ (p1,p2) by
γ (p1,p2) = inf
{
t  0 such that p2 = expp1(u1, . . . , u2n), with |ui |R ′i (p1, t)
}
. (2.1)
Then
Theorem 2.1. Let Ω be a bounded pseudo-convex domain with C∞ boundary. Let p0 be a boundary point of Ω of
finite type where the Levi form is locally diagonalizable.
(1) In a neighborhood of p0 in ∂Ω , the function (p1,p2) → γ (p1,p2) is a pseudo-distance which induces a structure
of homogeneous space (in the sense of [14]).
(2) The function (p, q) → |ρ(p)−ρ(q)|+γ (π(p),π(q)), where π is a C∞ projection on the boundary, is a pseudo-
distance in Ω in a neighborhood of p0 near the boundary.
This statement is proved in Proposition 3.5.3. An other result concerning a pseudo-distance in Ω near p0 is also
proved in that section.
This pseudo-distance is adapted to the complex structure of Ω in the sense that there exists a bounded pluri-
subharmonic function whose Hessian is conveniently related to the nonisotropic radius of the pseudo-distance. More
precisely, we prove the following statement:
Theorem 2.2. Let Ω be a bounded pseudo-convex domain with C∞ boundary. Let p0 be a boundary point of Ω of
finite type and B0 = (L01, . . . ,L0n−1) a local basis of the sections of T 1,0(∂Ω) near p0 which diagonalizes the Leviform. There exists r > 0 such that, for all δ sufficiently small there exists a plurisubharmonic function Hδ on Cn
bounded independently of δ on Ω ∪B(p0, r) such that, if
L =
n∑
i=1
aiLi =
n∑
j=1
αj
∂
∂zj
,
we have:
n∑
i,j=1
∂2Hδ
∂zi∂z¯j
(p)αiα¯j 
n∑
i=1
|ai |2Fi (p, δ),
for p ∈ B(p0, r)∩ {|ρ(p)| δ}.
The present paper shows that this geometry is the “good one” as it leads to sharp estimates for the Bergman
kernel function. In a forthcoming paper, we will show that it controls also all the classical geometries. For example,
if BΩ(z,L) is the Bergman metric at z in the direction L, writing L =∑ni=1 biL0i , we will prove that BΩ(z,L) ∑n |bi |F 1/2(z, δ(z)), where δ(z) is the distance to the boundary.i=1 i
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ization of the weight usually introduced in the case of dimension 2. Proposition 2.1 indicates that the Fi are a natural
choice, but it is absolutely nontrivial that they are sufficient to describe the geometry because they don’t take care of
all the derivatives of the coefficients c
L0i L
0
i
of the Levi form but only the derivatives in the direction L0i or L
0
i of cL0i L0i
.
In fact, the final result of Proposition 3 implies the following nontrivial estimate:
Proposition 2.2. For all list L composed of vector fields belonging to B0 ∪B0 ∪{N, N}, li (resp. ln) being the num-
ber of times the vector fields L0i or L0i (resp. N or N ) appears in the list L , we have |L (∂ρ)(p)| δ
∏n
i=1 F
1/2
i (p, δ)
if p ∈ B(p0, r), δ(p) δ, where δ(p) is the distance of p to the boundary.
To prove this proposition, we need to define new weights Fi(z, δ) involving all the derivatives of the coefficients
of the Levi form with convenient powers and a permutation of the vectors fields of B0 associated to (z, δ) such
that a condition of the form L0jFi  FiF
1/2
j is essentially satisfied. This is done in Section 3.1. These new weights
are inspired by Catlin’s work on subelliptic estimates [3] and also by [5] and [6]. They are, in fact, the “smallest”
functions, greater than cLiLi /δ, satisfying the previous condition. The main goal of Section 3 is to prove that, up to
the order, the weights Fi and Fi are equivalent: a sharp study of the coefficients of the brackets [L0i ,L0j ], allows us
to define, in each point and for each δ, a change of coordinates strongly related to the fields L0i (Sections 3.2 and 3.3);
then, a Taylor analysis using the pseudo-convexity of Ω gives the equivalence (Section 3.4).
In the last paragraph of Section 3, we define “polydisks” associated to the change of coordinates, and, using the
Cambell–Hausdorff formula, we show that there are equivalent to the “pseudo-balls” defined by γ , and, finally, we
prove Proposition 2.1.
In Section 4, we construct the plurisubharmonic function globally and without the use of the coordinate system
(this is not the case in the constructions of D. Catlin [3] and J. McNeal [34]). Here, we use a stratification similar to
the one used by D. Catlin in [3].
The fifth section deals with the Bergman kernel. First we prove a precise estimate on the diagonal:
Main Theorem on the Bergman kernel, part I: the estimate on the diagonal. Let Ω be a bounded pseudo-convex
domain with C∞ boundary. Let p0 be a boundary point of Ω of finite type and
B0 = (L01, . . . ,L0n−1)
a local basis of the sections of T 1,0(∂Ω) near p0 which diagonalizes the Levi form. Then, with the previous notations,
there exists r > 0 such that
In B(p0, r)∩Ω the Bergman kernel KΩB of Ω on the diagonal satisfies the following estimate:
KΩB (p,p)
n∏
i=1
Fi
(
p, δ(p)
)
,
where δ(p) denotes the distance of p to the boundary of Ω .
Let us briefly expose the general scheme of the proof which is similar to those of the previously known cases. It is
based on the following extension, due to D. Catlin, of a result of L. Hörmander [25]:
Theorem (D. Catlin [4]). Let U be a bounded pseudo-convex domain in Cn with C∞ boundary. Let ζ 0 be a point
of U . Suppose that the following assertions are satisfied:
(1) There exist constants βi > 0 such that the polydisk ∆ = {|ζ 0i − ζi | βi} is contained in U ;
(2) There exists a plurisubharmonic function ψ in Ω satisfying the two conditions:
(a) ∑i,j ∂2ψ(ζ )∂zi∂zj ti tj  c∑i |ti |2β−2i , for ζ ∈ ∆, and (ti) ∈ Cn, c > 0;
(b) for |α| 3, |Dαψ(ζ )| Cβ−α , ζ ∈ ∆, where Dα denotes a derivative of order α.
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kernel of U satisfies:
a
n∏
i=1
β−2i K
U
B
(
ζ 0, ζ 0
)
A
n∏
i=1
β−2i .
In this theorem, the fact that the constants a and A depend only on c, C and on the diameter of U can be checked
reading carefully the proof given by D. Catlin in [4]. This is an important point in our proof because we will not apply
it directly to the domain Ω , but to the image of Ω under a suitable holomorphic diffeomorphism (and, then, we use
the well known rule transformation of the Bergman kernel under biholomorphism).
The proof of the estimate on the diagonal is then based on the existence of the good plurisubharmonic functions.
It is done in the first part of Section 5, using Catlin–Hörmander’s Theorem and a the change of coordinates defined in
Section 3.3.
The second part of the estimate of the Bergman kernel is an estimate of its derivatives outside the diagonal.
Let us now fix the notations for the derivatives of the Bergman kernel.
Let L = (L1, . . . ,Lk) be a list of holomorphic vector fields in B0 ∪ {L0n} and L = {(S1, . . . , Sk′) a list of anti-
holomorphic vector fields in B0 ∪ {L0n}. Then we denote by:
LLKΩB
the function, defined in {Ω ∩B(p0, r)} × {Ω ∩B(p0, r)} by,
(ζ,w) → L1(ζ ) · · ·Lk(ζ )S1(w) · · ·Sk′(w)KΩB (ζ,w)
with the convention that the vector fields Lj (ζ ) acts on the first variable of KΩB (ζ,w) (i.e., the holomorphic variables)
and the vector fields Sj (w) on the second.
Main Theorem on the Bergman kernel, part II: the estimate outside the diagonal. With the notations of the Main
Theorem, part I, there exists, for every integer N  0, a constant CN depending only on the domain Ω and N such
that, for r sufficiently small, if p1 and p2 are two points of B(p0, r) ∩ Ω and if L = (L1, . . . ,LN1) is a list of
holomorphic vector fields of B0 ∪ {L0n} and L = (S1, . . . , SN2) a list of antiholomorphic vector fields in B0 ∪ {L0n},
0N1 +N2 N , we have the following estimates for the derivatives of the Bergman kernel at the points p1 and p2:∣∣LLKΩB (p1,p2)∣∣ CN n∏
i=1
F
1+li /2
i
(
p1, δ(p1,p2)
)
,
where
δ(p1,p2) = δ(p1)+ γ (p1,p2), (2.2)
δ(p1) is the distance of p1 to the boundary of Ω , li denotes the number of times the vector fields L0i and L¯0i appear
in the list (L1, . . . ,LN1 , S1, . . . , SN2) and γ (p1,p2) is given by (2.1).
Remark. 1. This estimate does not look symmetric in p1 and p2, but is, in fact, essentially symmetric and the same
inequality remains true taking the vector fields of the lists L and L arbitrary and independently at the points p1
or p2.
2. As we said for the weight Fi , the function γ (p1,p2) (and then δ(p1,p2)) essentially does not depend neither
on the extension of the vectors fields of B0 nor on the choice of the defining function of Ω .
3. If we consider an other basis B˜0 of the complex tangent space at p0 which diagonalize the Levi form, it can be
proved that the function γ˜ (p1,p2) obtained with that basis is equivalent to γ (p1,p2). Thus δ(p1,p2) is intrinsically
attached to the domain Ω .
The general scheme of the proof of that theorem follows the ideas developed in [37] and [31] for domains in C2
and in [34] for convex domains in Cn. It is done in the second part of Section 5 and uses the properties of γ described
at the end of Section 3.
In the last section, we give the proof of the Lp estimate, 1 <p < +∞, of the Bergman projection:
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esis: each point p of ∂Ω is of finite type and the Levi form of Ω is locally diagonalizable at p. Then the Bergman
projection PΩB of Ω maps continuously L1(Ω) in the weak space L1∞(Ω) and, for 1 <p < +∞, Lp(Ω) into itself.
3. Geometry of pseudo-convex domains of finite type with locally diagonalizable Levi form
Recall that we are working on a bounded pseudo-convex domain Ω = {ρ < 0}, ∇ρ = 0 on ∂Ω , in a neighborhood
B(p0, r) of a point p0 ∈ ∂Ω , of finite type, where we have a basis B0 = {L0i , 1  i  n − 1} of the holomorphic
complex tangent space (i.e., L0i (ρ) ≡ 0 in B(p0, r), L0i of type (1,0)) such that, for i = j , [L0i ,L0j ](∂ρ) ≡ 0 on
B(p0, r) ∩ ∂Ω . In all the remainder of this paper, ρ and B0 are fixed as described before, and the phrase “depends
only on Ω” will always mean “depends only on ρ and B0”. Moreover, the notations A B , A B and A  B will
mean that the corresponding inequality holds up to multiplicative constants depending only on Ω .
It will appear clearly that the different vector fields of the basis B0 do not play the same role. To state the properties
of the weights, we will order the vector fields of the basis. We say that the basis Bσ = {Li , 1 i  n− 1} is ordered,
by the permutation σ , if Li = L0σ(i). Moreover, we denote Bσ the ordered basis composed by the conjugates of the
vectors of Bσ (i.e., Bσ = {Li , 1 i  n− 1}).
In all the remainder of this section we will consider only ordered basis in the above sense.
If L = (L1, . . . ,Lk) is a list of vector fields of Bσ ∪Bσ , we denote by li the number of Li and Li in L and say
that |L | = k = l1 + · · · + ln−1 is the length of L .
3.1. General definition of the weights Fσi
Let Bσ be an ordered basis. By induction on 1 k  n− 1, for p ∈ B(p0, r) and δ > 0, let:
Fσk (p, δ) =
∑
2|L |M, lk>0
∣∣∣∣L (∂ρ)(p)δ
∣∣∣∣ 2lk+···+ln−1 ∏
j<k
(
Fσj
)− lj
lk+···+ln−1 .
According to Proposition 2.1, for each j , there exists a list L ∈L (j), |L |M such that L (∂ρ)(p0) = 0. This
implies, for r small enough, that Fσk (p, δ) is well defined and satisfies F
σ
k (p, δ) δ2/M for z ∈ B(p0, r).
If L is a list of vector fields of Bσ ∪ Bσ , we denote by FL /2 = FL /2(p, δ) = (F σ )L /2(p, δ) the function∏n−1
i=1 (F σi )li/2(p, δ).
We say that a permutation σ is (p, δ)-admissible (or simply admissible if there is no possible confusion), if, for
all k, 1 k  n− 1, Fσk (p, δ) 1n−1Gσk (p, δ), where
Gσk (p, δ) =
∑
2|L |M, lk+···+ln−1>0
∣∣∣∣L (∂ρ)(p)δ
∣∣∣∣ 2lk+···+ln−1 ∏
j<k
(
Fσj
)− lj
lk+···+ln−1 .
We also say that a ordered basis B =Bσ is (p, δ)-admissible (or simply admissible) if σ is (p, δ)-admissible.
It is clear that for each p ∈ B(p0, r) and each δ > 0, there exists at least one admissible permutation. Moreover, it
is easy to see that for such permutations the weights Fσk (p, δ) are essentially decreasing as:
Lemma 3.1. If σ is (p, δ)-admissible, then Fσk+1(p, δ) (2n)M+1Fσk (p, δ).
From now on we will only consider (p, δ)-admissible permutations.
The main goal of this section (Theorem 3.1) is to prove that there exists a constant K1 > 0 independent of p ∈
B(p0, r) and δ > 0, such that if |ρ(p)| 4δ for every admissible permutation we have:
1
K1
Fσi (p, δ)Fσ(i)(p, δ)K1Fσi (p, δ). (3.1)
Note that the relations between Fi(p, δ) and Fi(p,αδ) imply that, if (3.1) is true, then, for every K , there exists a
constant K1(K) such that (3.1) holds for |ρ(p)|Kδ.
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Let p and δ be fixed, and, to simplify notations, let us write, for a given permutation σ , Fj instead of Fσj (p, δ).
The weights Fj has been defined to verify the following properties:
(1) For all list L , |L |M , |L (∂ρ)| δFL /2;
(2) The functions Fj satisfy a stability property under derivations in the following sense: there exist functions F ′j
equivalent to Fj such that |LiF ′j | F ′jF ′i 1/2;
(3) Fi =Fσ(i) +Wi where Wi is, in a certain sense, as small as possible.
The first property is clear from the definition itself and there exists always a list L such that |L (∂ρ)|  δFL /2.
Moreover, if L is a list such that lj = 0 and lk = 0 for k > j , then the two following conditions are equivalent:
– |L (∂ρ)
δ
|2/lj ∏k<j F−lk/ ljk  1CFj ,
– |L (∂ρ)| δ
K
FL /2 with K = Clj /2.
In other words, the term corresponding to L (∂ρ) in Fj is big with respect to Fj if and only if |L (∂ρ)| is big
relatively to δFL /2.
This property use neither the admissibility of σ nor the finite type hypothesis, but the second point uses both.
Define:
F ′k = F ′σk (p, δ) =
( ∑
2|L |M, lk>0
∣∣∣∣L (∂ρ)(p)δ
∣∣∣∣ 2Nlk+···+ln−1 ∏
j<k
(
Fσj
)− Nlj
lk+···+ln−1
)1/N
.
Then, trivially F ′k N Fk and the functions F ′k have the following stability property:
Lemma 3.2. For N  M , there exists a constant K depending on Ω and N such that, for all i  n − 1,
|LiF ′k|KF ′kF ′i 1/2.
We will only give some indications on the proof of this lemma because we will use it in a slightly different, and
more precise, form (see Lemmas 4.2 and 4.3 in Section 4.1). The proof is by induction on k, and by a straightfor-
ward calculation, we just need to estimate terms of the form Li(L (∂ρ)). If the length of L is M , we just use that
|Li(L (∂ρ))| is uniformly bounded. If not, we use the definition of F ′k if i  k (LiL (∂ρ) appears in F ′k) and the
definition of F ′i if i > K (LiL (∂ρ) appears in F ′i ).
Remark. For any integer P , we can choose N large enough so that the corresponding functions F ′k satisfies, for any
L of length less or equal to P , |L F ′k|P F ′kF ′L /2.
3.2. A first reduction of the weights Fσi
Recall that we are now working at a fixed point p, with a δ > 0 also fixed and with a ordered admissible basis
Bσ = {L1, . . . ,Ln−1} attached to p and δ. For simplicity of notations, we will write Fi for Fσi (p, δ) and L (∂ρ) for
L (∂ρ)(p).
Let us introduce some notations. If Li is a vector field of B, the notation
(−)
Li means “Li or Li”. More generally,
for any function f the notation
(−)
f means “f or f¯ ”.
Let Li and Lj be two vector fields of the basis B. We define the functions a
(−)
k
(−)
i
(−)
j
(ak¯
(−)
i
(−)
j
or ak
(−)
i
(−)
j
) and c(−)
i
(−)
j
by:
[ (−)
Li,
(−)
Lj
]= n−1∑
k=1
ak¯
(−)
i
(−)
j
Lk + ak(−)
i
(−)
j
Lk −
√−1c(−)
i
(−)
j
mN
(with the notation of the previous section, c ¯ = c ).ij LiLj
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The coefficient a
(−)
k
ii¯
will play a special role, and we will denote it by γ
(−)
k
i . In particular, γ
k¯
i = −γ ki .
Note that these functions and their derivatives are uniformly bounded in B(p0, r). But we will also prove and use
that some of them are, in a certain sense “small”, with respect to the weights.
Let us now define an order on the lists of vector fields. Let L and L ′ be two lists of vector fields belonging
to B ∪ B. We say that the list L ′ dominates (resp. strictly dominates) the list L , and we will write L  L ′
(resp. L <L ′) if, for every k,∑kj=1 lj ∑kj=1 l′j (resp. L ′ dominates L and∑n−1j=1 lj <∑n−1j=1 l′j ).
Lemma 3.1 gives then:
Lemma 3.3. Let L and L ′ be two lists of vector fields of B ∪B, |L |M , |L ′|M .
(1) If L L ′ then FL /2  FL ′/2 and |L (∂ρ)| δFL ′/2.
(2) If L <L ′ then FL /2  FL ′/2F−1/2n−1 and |L (∂ρ)| δFL
′/2F−1/2n−1 .
The main result of this subsection is the following reduction of the weights Fi :
Proposition 3.1. Let Ek be the set of lists L = (L1, . . . ,Lp) of vector fields of B∪ B such that lk+1 = · · · = ln−1 = 0,
2 |L |M , Lp−1 = Lk and Lp = Lk . Then, for p ∈ B(p0, r) such that |ρ(p)| < 8δ,
Fk 
∑
L∈Ek
∣∣∣∣L (∂ρ)δ
∣∣∣∣2/lk ∏
j<k
F
− lj
lk
j .
To simplify the notations, we introduce the following spaces of functions:
∗0 = {ε, εa(−)k(−)
i
(−)
j
, εc(−)
i
(−)
j
, where ε ∈ {−1,0,1,−√−1,√−1}},
and
∗˜k+1 =⋃
i
(−)
Li(∗k)∪∗k and ∗k+1 =
{ 3∑
i=1
fi, fi ∈ ∗˜k+1
}
.
The elements of ∗k will be generically denoted by ∗k .
Moreover, we define
Hk =
{
L cij¯ ,L ci¯j , for i = j, |L | = k, L ∈B ∪B
}
,
and
Wk =
{∑
∗khk where ∗k ∈∗k, and hk ∈Hk}.
Note that the functions of ∗k are uniformly bounded on B(p0, r) and that, the hypothesis of local diagonalizability
on Ω , implies that there exists constants Ck such that, if f ∈Wk , |f (p)| Ck|ρ(p)| in B(p0, r).
We begin our calculations by fundamental estimates of the functions γ
(−)
j
i and a
(−)
k
(−)
i
(−)
j
which are based on this
property of the functions in Wk .
Lemma 3.4. With the above notation, we have:
(1) For i = j = k = i,
a
(−)
j
(−)
i
(−)
k
cj j¯ = ∗0cii¯ + ∗0ckk¯ + h,
with h ∈W1 and ∗0 ∈∗0;
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Ljckk¯ = −γ j¯k cj j¯ + ∗0ckk¯ + h,
with h ∈W1 and ∗0 ∈∗0.
Proof. To obtain (1), for example for aj
(−)
i
(−)
k
cj j¯ , we just apply the Jacobi identity to the bracket [Lj , [
(−)
Li ,
(−)
Lk]] and
consider the coefficient on mN . The bracket [Lj , [
(−)
Li ,
(−)
Lk]] gives (up to −√−1 )
a
j¯
(−)
i
(−)
k
cj j¯ +Ljc(−)
i
(−)
k
+
∑
p =j
a
p¯
(−)
i
(−)
k
cjp¯
which is aj¯
(−)
i
(−)
k
cj j¯ + h with h ∈ W1; the formula is then obtained writing similar formulas for the brackets
[ (−)Li [
(−)
Lk,Lj ]] and [
(−)
Lk[Lj ,
(−)
Li ]]. The proof of (2) is done in a similar way. We start with the Jacobi identity applied
to the bracket [Lj , [Lk,Lk]: the coefficient of mN of that bracket is (always up to −
√−1 )
Ljckk¯ +
∑
p =j
γ
p¯
k cjp¯ + γ j¯k cj j¯
and, writing similarly the coefficients of the other brackets, we get:
0 = Ljckk¯ + γ j¯k cj j¯ +
(
ak¯
k¯j
− akjk
)
ckk¯ +Lkck¯j +
∑
p =k
(
a
p¯
k¯j
ckp¯ + apjkck¯p
)+∑
p =j
γ
p¯
k cjp¯
which is the result. 
Lemma 3.5. Let L ′ be a list of length l′ such that l′k = 0 for k > j . Then for i > j , we have:
γ
j¯
i L
′cj j¯ =
∑
LL˜
∗l′L (∂ρ)+ h
with h ∈Wl′+1, ∗l′ ∈ ∗l′ , and where L˜ =L ′LjLiLi .
Proof. The proof is done by induction on l. For l = 0, Lemma 3.4(2), gives the result. Suppose now that the formula
is proved for a given list L ′ and let s  j . Then
−γ j¯i
(−)
LsL ′cj j¯ =
(−)
Ls
(
γ
j¯
i
)
L ′cj j¯ −
(−)
Ls
(
γ
j¯
i L
′cj j¯
)
.
Now
(−)
Ls
(
γ
j¯
i
)
L ′cj j¯ = ∗1L ′cj j¯ ,
with L ′LjLj <
(−)
LsL ′LjLiLi , because s  j , thus,
(−)
Ls
(
γ
j¯
i L
′cj j¯
)= ∑
LL˜
(−)
Ls(∗l′)L (∂ρ)+ ∗l′
(−)
LsL (∂ρ)+
(−)
Lsh,
with
(−)
LsL LsL˜ . The result follows immediately because
(−)
Ls(∗l )+ ∗l + ∗1 ∈∗l+1. 
Lemma 3.6. Let L ′ be a list of length l′ such that l′k = 0 for k > j . Then, for i = k and j < min(i, k), we have:
a
(−)
j
(−)
i
(−)
k
L ′cj j¯ =
∑
LL ′
(∗l′L cii¯ + ∗l′L ckk¯)+
∑
L∈L ′∗
∗l′L cj j¯ + h,
where h ∈Wl′+1, ∗l′ ∈ ∗l′ , and L ′∗ denotes the set of all the list obtained deleting at least one vector field in L ′.
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way than in Lemma 3.5 and note that
(−)
Ls
(
a
(−)
i
(−)
i
(−)
k
)
L ′cjj = ∗1L ′cjj with L ′ ∈
( (−)
LsL ′
)∗
. 
These lemmas have a corollary that will be useful in the induction argument of the proof of Proposition 3.1:
Corollary. Let K1 be a positive constant. Suppose that there exists a list L ′, of length l′ M −2, satisfying l′k = 0 for
k  j + 1, such that |L ′cj j¯ | > 1K1 δFjFL
′/2
. Then, for δ small enough, depending only on Ω , if the point p satisfies
|ρ(p)| < 8δ, there exists a constant K depending only on K1 and Ω , such that, for every list L , |L |M , we have:∣∣∣L γ (−)ji (p)∣∣∣KFL /2FiF−1/2j ,
and, for i = k, ∣∣∣L a(−)j(−)
i
(−)
k
∣∣∣KFL /2(F 1/2i + F 1/2k )F−1/2j .
Proof. Applying Lemma 3.5, we have:
γ
j¯
i =
( ∑
L ′′L˜
∗l′L ′′(∂ρ)+ h
)(
L ′cj j¯
)−1
,
with L˜ =L ′LjLiLi . Then L γ j¯i is a sum of expressions of the form(
L 0(∗l′)L 1L ′′(∂ρ)+L 0L 1h
)
L 2
([
L ′cj j¯
]−1)= AL 2([L ′cj j¯ ]−1),
where the vector fields appearing in L 0, L 1 and L 2 are those appearing in L . Using Lemma 3.3 and the fact that
the function h is a O(δ) (because h is in Wl′+1 and by the hypothesis on |ρ(p)|) we get, for δ small enough,
|A| CδF L
1+L ′
2 F
1/2
j Fi.
On the other hand, L 2([L ′cj j¯ ]−1) is estimated, after a straightforward calculus using also Lemma 3.3, by
C
K
|L 2|+1
1
δFjFL
′/2 F
L 2/2.
This concludes the proof of the first inequality of the corollary because γ ji = −γ j¯i .
Let us now look at the second inequality. By Lemma 3.6,
a
(−)
j
(−)
i
(−)
k
=
( ∑
L ′′L ′
(∗l′L ′′cii¯ + ∗l′L ′′ckk¯)+ ∑
L ′′∈L ′∗
∗l′L ′′cj j¯ + h
)(
L ′cj j¯
)−1
= (A+B + h)(L ′cj j¯ )−1 = A˜+ B˜ + h˜.
Then, using the same method as before, we see that∣∣L A˜∣∣ C(K1)FL /2(Fi + Fk)F−1j and ∣∣L h˜∣∣C(K1)FL /2F−1j F−L ′/2.
Moreover, by definition of L ′∗, L ′′ ∈L ′∗ implies FL ′′/2  FL ′/2F−1/2j , which gives:∣∣L B˜∣∣C(K1)FL /2F−1/2.j
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i
(−)
k
)∣∣∣ C(K1)FL /2F−1/2j (1 + (Fi + Fk)F−1/2j )
which is the desired conclusion because if Fj  Fi + Fk , the result is trivial, L (a
(−)
j
(−)
i
(−)
k
) being bounded. 
To finish the proof of Proposition 3.1 we introduce a new definition. We say that
(−)
Li commutes if there exists two
constants K and δ0, depending only on Ω , such that, for k = i, every s and every lists L and L ′, |L |+|L ′|M−4,
|L1css¯ −L2css¯ |KδFL1/2FsF−1/2n−1 ,
for p ∈ B(p0, r), |ρ(p)| 8δ, δ  δ0, where L1 =L
(−)
Li
(−)
Lk L ′ and L2 =L
(−)
Lk
(−)
Li L ′ (i.e., L2 is obtain interchang-
ing in L1
(−)
Li and
(−)
Lk , and, in particular, FL1 = FL2 ).
Then, Proposition 3.1 is contained in the more precise following statement:
Lemma 3.7. Under the hypothesis of Proposition 3.1, all the vectors fields commute and, we have:
Fk 
∑
L∈Ek
∣∣∣∣L (∂ρ)δ
∣∣∣∣2/lk ∏
j<k
F
− lj
lk
j ,
if |ρ(p)| < 8δ, for δ small enough.
Proof. We say that L is (p, δ,K)-dominant in Fk if,∣∣L (∂ρ)(p)∣∣ 1
K
δF
(lk+···+ln−1)/2
k (p, δ)
k−1∏
i=1
F
li/2
i (p, δ).
Note then that, for δ small enough, L (∂ρ) cannot be a derivative of cij¯ , with i = j , because, in this case, L (∂ρ) is
O(δ)  δ2/M .
Let us begin with the following assertion:
Claim. Let 1 k, s  n− 1. Suppose that L = {L1, . . . ,Lp−2,Ls,Ls} is a list such that lk > 0 which is (p, δ,K1)-
dominant in Fk . Suppose moreover that Lk commutes. Then if |ρ(p)| < 8δ, δ  δ0, δ0 sufficient small but depending
only on Ω and K1, we have s = k.
Proof of the claim. Suppose k = s. Then, there exists an integer l  p − 2 such that Ll = (−)Lk . The commuting
property of Lk implies that a reordering of L gives a list L ′′ = L˜
(−)
Lk such that |L ′′css¯ −L (∂ρ)|KδFL /2F−1/2n−1 .
Then, Lemma 3.3 implies:
∣∣L ′′css¯∣∣> 12K1 δF (lk+···+ln−1)/2k
k−1∏
i=1
F
li/2
i
for δ sufficiently small (recall that the finite type hypothesis implies that Fl  δ2/M and that (Fk) is essentially
decreasing (Lemma 3.1)).
By Lemma 3.4 L ′′css¯ = L˜ (∗0css¯ + ∗0ckk¯ + h), and L˜ h = O(δ). For L˜ ′  L˜ , L˜ ′(∗0) ∈∗M and is bounded. If
s > k, both |L˜ ′css¯ | and |L˜ ′ckk¯| are  δ
∏k−1
i=1 F
li/2
i F
(lk+···+ln−1−1)/2
k (just use Lemmas 3.1 and 3.3), which yields to
a contradiction if δ is small. If s < k, for L˜ ′  L˜ , both L˜ ′LsLs and L˜ ′LkLk are < L˜
(−)
LkLsLs which also gives a
contradiction. 
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(−)
L1 commutes (simply write for
k = 1, [ (−)
L1,
(−)
Lk
]=∑∗0Li + ∗0 (−)Li + hN + h′N,
with h and h′ in W1). Then, by the claim, if L (∂ρ) =L ′css¯ is (2n)M -dominant in F1, s = 1, and, by the commuting
property of L1, there exists a list L ′′ containing only
(−)
L1 and a list L ′′′ containing only vectors fields
(−)
Lp with p > 1,
such that L ′′L ′′′ is a reordering of L ′ and L ′′L ′′′c11¯ is 2(2n)M -dominant in F1. Using once again Lemma 3.4, we
obtain a contradiction if L ′′′ = ∅. This proves the case k = 1.
Suppose now that for every t < k the lemma is true for t . We first see that Lk commutes. Let p > k. Consider two
lists L and L ′. We have to compare L
(−)
Lk
(−)
LpL ′css¯ and L
(−)
Lp
(−)
LkL ′css¯ . To evaluate the difference of these two
expressions, we write,[ (−)
Lk,
(−)
Lp
]=∑
q<k
(
a
q
(−)
k
(−)
p
Lq + aq¯(−)
k
(−)
p
Lq
)+∑
qk
(
a
q
(−)
k
(−)
p
Lq + aq¯(−)
k
(−)
p
Lq
)+ hN + h′N¯,
with h and h′ in W1. The contribution of the two last terms to the difference
L
(−)
Lk
(−)
LpL ′css¯ −L
(−)
Lp
(−)
LkL ′css¯
gives expressions which are in O(δ) (recall that |ρ(p)| < 8δ), and the contribution of the second sum gives expressions
which are
 F (L+L ′)/2FsF 1/2k  F
(L+L ′)/2F 1/2k F
1/2
p FsF
−1/2
n−1
because the derivatives of aq
(−)
k
(−)
p
are bounded, q  k and p  n − 1 (and the (Fp)p is essentially decreasing by
Lemma 3.1). Consider now the contribution of the first sum. By the induction hypothesis on Fq , for q < k, the
corollary of Lemma 3.6 implies, for every list L˜ ′,∣∣∣L˜ ′(a(−)q(−)
k
(−)
p
)∣∣∣<CF L˜ ′/2(F 1/2k + F 1/2p )F−1/2q .
Thus, the first sum gives terms which are  F (L+L ′)/2(F 1/2k + F 1/2p )Fs . This proves that
(−)
Lk commutes.
We finish proving that Fk can be written in the right form. By the claim, we know that every list which is dominant
in Fk is of the form L ckk¯ . The commuting property for the
(−)
Lp , p  k, implies that we can find a K-dominant list
of the form L ′L ′′ckk¯ where L ′ contains only vectors fields of indices  k and L ′′ vectors fields of indices > k,
where K depends only on M and n. If L ′′ = ∅, then L ′L ′′ckk¯ = L ′L ′′′
(−)
Lpckk¯ , with p > k, that is L ′L ′′ckk¯ =
L ′L ′′′(∗0ckk¯ + ∗0cpp¯ + h), h ∈ W1, and, as we have seen before, this is impossible (for δ small enough). This
completes the proof of Lemma 3.7 and then of Proposition 3.1. 
3.3. A holomorphic coordinate system
In the previous subsection, we defined the weights Fi in terms of the vectors fields of the basis B0 and exploited
the main hypothesis made on the domain. Unfortunately, it seems very difficult to investigate more over the properties
of the weights Fi using only the vectors fields. In this subsection we construct a holomorphic change of variables
which is pretty well adapted to a (p, δ)-admissible basis Bσ , in such a way that, using Taylor’s formula, we will be
able to derive strong properties of the weights from the pseudo-convexity of the domain. As before, we write Fi for
Fi(p, δ).
This change of variables is well adapted to the ordered admissible basis B at (p, δ) in the following sense: it is
centered at p, and, if the vectors fields Li of Bσ are written Li =∑ni=1 aji ∂∂zj in this coordinate system, the four
following conditions (for p and δ such that |ρ(p)| 4δ, δ  δ0) are satisfied:
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– a
j
i (0) = δij and | ∂
α,βa
j
i (0)
∂zα∂zβ
| F |α+β|/2F 1/2i F−1/2j for |α| + |β|M ;
–
∂αρ˜(0)
∂z′α = ∂
αρ˜(0)
∂z¯′α = 0, for |α|  2M , where ρ˜ is the defining function of Ω written in the coordinate system and
z′ = (z1, . . . , zn−1);
–
∑
|α|+|β|M | ∂
α,β ρ˜(0)
∂zα∂zβ
|F−(α+β)/2  δ.
The proof of the existence of a coordinate system well adapted in the previous sense is divided into two parts.
The first one is the definition of the coordinate system itself (Proposition 3.2 below). It involves three consecutive
changes of variables. The first one, as usual in that context, is the change of variables introduced by D. Catlin which
depends only on p. It gives the third property. The second is simply a linear transformation to fix the complex tangen-
tial directions with respect to Bσ at p (i.e., aji (0) = δij ). With the third change of coordinates, we impose moreover
the value 0 to a certain family of derivatives ∂
αa
j
i (0)
∂zα
. These two last steps depend on δ through the (p, δ)-admissible
permutation σ . At this point, we get the first and third properties and a part of the second one.
In the second part, we deduce the other properties by using relations between the lists, considered as differentials
operators, and the derivatives in the new coordinate system, and the estimates obtained in the previous paragraphs.
Proposition 3.2. Let p ∈ B(p0, r), δ > 0 and Bσ = {L1, . . . ,Ln−1} a ordered admissible basis for p and δ. Reduc-
ing r if necessary, there exists a holomorphic coordinate system (zi) centered at the point p, i.e., a biholomorphic
diffeomorphism Φσp (Z) = (zi(Z1, . . . ,Zn))1in ((Zi)1in being the canonical coordinates) of Cn, each function
zi being a polynomial of degree less than 2M , the inverse (Φσp )−1 = (Zi(z1, . . . , zn))1in being also defined by
polynomial (of degree less than (2M)n−1), such that, if ρ˜ is the defining function of Ω written in this coordinate
system (i.e., ρ˜ = ρ ◦ (Φσp )−1), we have:
(1) For |α| 2M , ∂ |α|ρ˜(0)
∂z′α = ∂
|α|ρ˜(0)
∂z¯′α = 0, where z′ = (z1, . . . , zn−1);
(2) If Li =∑nj=1 aji ∂∂zj and N =∑nj=1 ajn ∂∂zj , then aji (0) = δji , and, for j < i < n, ∂αaji (0)∂z′α = 0, for all |α|M such
that αp = 0 if p > i or p  j .
Moreover, there exists a constant K depending only on the domain Ω , such that
(3) B(p0, r) ⊂ {|zi |K},
(4) the Jacobian determinant of Φσp is bounded from below by 1/K in B(p0, r),
(5) the coefficients of the polynomials of Φσp and (Φσp )−1 are bounded by K in B(p0, r).
Proof. As we said before the statement of the proposition, we begin with the change of coordinates introduced by
D. Catlin (cf. [4]) in C2. This can be done in Cn and gives a holomorphic diffeomorphism Φ1 of Cn satisfying the first
condition of the proposition. The three properties of the second part of the proposition are also easily verified for Φ1.
The construction of this change of variables being a straightforward generalization of Catlin’s work, let us simply
give a brief description of it. First, we can suppose that ∂ρ
∂Zn
does not vanishes in B(p0, r). Let (Zpi ) the canonical
coordinates of p. Then Φ−11 is Zi = Zpi + ζi , 1  i  n − 1, and Zn = Zpn + ζn + P(ζ1, . . . , ζn−1), where P is a
holomorphic polynomial of degree 2M without terms of degree 0 and 1. Writing ρ1(ζ ) = ρ((Φ1)−1(ζ )), one easily
verifies, by induction, that
∂αρ1
∂ζα
(ζ ) = ∂ρ
∂Zn
(
Z(ζ )
)∂αP
∂ζα
(ζ )+
|α|∑
|βn+β|=1
|sj |<|α|, β+∑ sj=α
∗ ∂
βn+βρ
∂Z
βn
n ∂Z
′β
(
Z(ζ )
)∏ ∂sj P
∂ζ sj
(ζ ),
where the ∗ are absolute constants and Z′ = (Z1, . . . ,Zn−1). Thus, these formulae determine uniquely the coefficients
of P .
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denotes the “complex normal” direction), and we write Li = jbji ∂∂ζj the vectors fields of B in that system. Then we
apply a linear transformation to put the n− 1 coordinates in the direction of the first vectors fields of B at the origin:
let ξ = (ξ1, . . . , ξn) = Φ2(ζ ) where Ψ2 = (Φ2)−1 is defined by:{
ζk =∑n−1i=1 bki (0)ξi, 1 k  n− 1,
ζn = ξn.
Of course the properties (1), (3), (4) and (5) are also verified by Φ2 ◦ Φ1. In this coordinate system, we write the
vectors fields
Li =
n∑
j=1
c
j
i
∂
∂ξj
, with cji (0) = δij ,
and we denote ρ2 = ρ ◦ (Φ−11 ◦Φ−12 ).
Our last change of coordinate z = (z1, . . . , zn) = Φ3(ξ), is defined as follows:{
zi = fi(ξi, . . . , ξn−1), 1 i  n− 1,
zn = ξn,
where the functions fi are of the form fi(ξi, . . . , ξn−1) = ξi + Pi(ξi+1, . . . , ξn−1) with Pi a holomorphic polynomial
of degree less than M containing only monomials of degree at least 2, so that the Jacobian determinant of Φ3 is equal
to 1 everywhere.
Then, Φσp = Φ3 ◦Φ2 ◦Φ1 satisfies the properties (1) and (4).
To finish the proof, we now show that we can choose the coefficients of the Pi such that the second property of
the proposition, and the three last one, are satisfied. Suppose then that, for l ∈ {1, . . . ,M − 1}, the coefficients of the
monomials of Pi of degree less or equal to l are chosen in such a way that property (2) is satisfied for |α|  l − 1
independently of the choice of the other coefficients. Writing the vectors fields in the coordinate system (zi) = Φ3 ◦
Φ2 ◦ Φ1(Z), Li =∑nj=1 aji ∂∂zj , we have ∂αaji (0)∂zα = 0 for j < i < n and |α|  l − 1, α1 = · · · = αj = αi+1 = · · · =
αn = 0. Moreover, if Li =∑ni=1 cji ∂∂ξj , we have aji =∑nk=1 cki ∂fj∂ξk .
Let (djk ) the inverse matrix of (
∂fk
∂ξj
), thus ∂
∂zk
=∑nj=1 djk ∂∂ξj . Let i < j < n and α be a multiindex of length l such
that α1 = · · · = αj = αi+1 = · · · = αn = 0. Denoting, for i ∈ {1, . . . , n}, χ(i) = (δij )1jn = (0, . . . ,0,1,0, . . . ,0),
we have:
∂ |α|
∂zα
(
a
j
i
)= ∂ |α|
∂zi1 · · · ∂zil
(
a
j
i
)=∑dj1i1 · · ·djlil cki ∂t∂ξ t
(
∂fj
∂ξk
)
+
∑
∗ ∂
s1
∂ξs1
(
d
j1
i1
) · · · ∂sl
∂ξ sl
(
d
jl
il
) ∂s
∂ξ s
(
cki
) ∂t
∂ξ t
(
∂fj
∂ξk
)
,
where the first sum is taken over all k, (jr ) and n-uplets t satisfying
∑l
r=1 χ(jr ) = t , the second over all the k, (jr )
and the n-uplets si , s and t satisfying
∑l
r=1 χ(jr ) = s1 +· · ·+ sl + s + t , |s|+ |t | 1, |t | < l, the ∗ being 0 or 1. Note
now that dji (0) = δij thus the only term which is nonzero at the origin in the first sum is ∂
α
∂ξα
(
∂fj
∂ξi
)(0). Moreover, in the
second sum, at the origin there occurs only derivatives of the fk of order less or equal to l. Then to obtain a prescript
value for ∂ |α|
∂zα
(a
j
i ) it suffices to fix the coefficient of the monomial z
α+χ(i) of degree l+1 of Pj , and this is possible for
all the α, i and j satisfying the conditions stated in the proposition because, if α and α′ are two multiindices of length
l satisfying these conditions, then α + χ(i) = α′ + χ(i′) implies α = α′ and i = i′. This completes the proof of the
proposition, property (5) being satisfied because the polynomials depend only on ρ and Ω , and (3) is a consequence
of (5). 
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origin which are not given directly by the coordinates system, and also prove that the derivatives of the function ρ˜
with respect to that coordinates system are controlled by the weights Fi that is,∑
1|l|M
∑
|αi |+|βi |=li
Dαβρ˜(0)F−l/2  δ,
where F = Fσ (p, δ), σ being the permutation used to define the coordinates system. As usual, if α and β are two
multiindex in Nn, then
Dαβ = ∂
|α|+|β|
∂z
α1
1 ∂z¯
β1
1 · · · ∂zαnn ∂z¯βnn
denotes the derivative with respect to the coordinate system of the previous proposition. For l = (l1, . . . , ln) ∈ Nn, Dl
will also denote one of the derivatives Dαβ satisfying |αi | + |βi | = li , 1 i  n, and |l| will mean l1 + · · · + ln.
First, we give some easy relations between lists (interpreted as differentials operators) and derivatives with respect
to our coordinates system.
3.3.1. Relations between lists and derivatives
Now we extend the notion of list of vectors fields including the normal vector N : we will always suppose that our
lists are composed of vectors fields belonging to Bσ ∪{N} and their conjugates. The number of times N or N appears
in the list is denoted by ln. We will again write Fi or F for Fσi (p, δ) and Fσ (p, δ).
The proof of the following lemma is immediate by induction on S:
Lemma 3.8. Let L be a ordered list of vector fields in B∪{N} and their conjugates of length S = l1 +· · ·+ ln−1 + ln
considered as a differential operator. Then, with the hypothesis and the notations of Proposition 3.2,
L =
∑
m∈Nn
1|m|S
∑
αi+βi=mi
cLαβD
αβ =
∑
m∈Nn
1|m|S
∑
αi+βi=mi
cαβD
αβ,
with
cLαβ = cαβ =
S∑
p=1
∑
∗
(−)
a
i1
j1
· · ·
(−)
a
ip
jp
S∏
k=p+1
Dsk
( (−)
a
ik
jk
)
,
where the summation in the second formula is taken over the derivatives associated to the multiindex sk satisfying
S∑
k=p+1
sk + (m1, . . . ,mn) =
S∑
k=1
χ(ik),
S∑
k=1
χ(jk) = (l1, . . . , ln−1, ln)
and the coefficients ∗ are absolute constants.
Corollary. Suppose that for every s ∈ Nn, |s| < S, we have |Dsaij (0)|  F s/2F 1/2j F−1/2i , 1  i, j  n − 1. Let
αi + βi = mi , m = (m1, . . . ,mn), |m| S. Then with the notation of the preceding lemma:
(1) |cαβ(0)| F (L−m)/2,
(2) if L contains only vectors fields of indices  p0 and there exists q , p0 < q < n, such that mq > 0, then
|cαβ(0)| F (L−m)/2F−1/2n−1 ,
where the constants depends on Ω and S.
Proof. Let,
A =
(−)
a
i1
j1
· · ·
(−)
a
ip
jp
S∏
Dsk
( (−)
a
ik
jk
)
,k=p+1
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∣∣A(0)∣∣ S∏
k=p+1
F sk/2F
1/2
jk
F
−1/2
ik
.
Moreover, if A(0) = 0, then, for 1 k  p, ik = jk , and the conditions on the multiindex sk give:
S∏
k=1
F
−1/2
ik
= (Fm/2F∑ sk/2)−1,
and
S∏
k=p+1
F
1/2
jk
= FL /2
p∏
k=1
F
−1/2
ik
.
This shows the first part of the corollary. For the second part, considering also a component of cαβ nonzero at the
origin, we note that, if mq > 0, the conditions on the multiindex imply that there exists k > p such that ik = q >
p0.Then, ik > jk , and, σ being (p, δ)-admissible,∣∣Dsk (aikjk )(0)∣∣ 1 (F sk/2F 1/2jk F−1/2ik )(F sk/2)−1/2,
which implies the desired conclusion (recall that Fn−1  Ft for t  n− 1). 
3.3.2. The basic inequality on derivatives
In this section, and in all the remainder of the paper, we will use, if f is a real function, the relation between the
two bilinear forms on vector fields ∂∂¯f and the Lie bracket applied to ∂f . If L and L′ are two holomorphic vector
fields and if f is of class C 2 in U , as usual we denote, for p ∈ U ,〈
∂∂¯f ;L,L′ 〉(p) =∑ai(p)a′j (p) ∂2f∂zi∂zj (p),
p ∈ U , if L =∑ai ∂∂zi and L′ =∑a′i ∂∂zi , and this definition is independent of the choice of the holomorphic coordi-
nate system (zi).
An elementary calculus shows that 〈
∂∂¯f ;L,L′ 〉= L′Lf + [LL′ ](∂f ),
and, in particular, if Lρ = 0, 〈
∂∂¯ρ;L,L 〉= [L,L](∂ρ) = 1
2
cL,L.
In all the remainder of this section, we will suppose that 0 < δ  δ0 and p ∈ B(p0, r), |ρ(p)|  4δ. With the
notations of Proposition 3.2 we have the following estimates:
Proposition 3.3. Under the above conditions, we have:
(1) For every multiindex l, we have |Dlρ˜(0)| δF l/2;
(2) For every multiindex m = (0, . . . ,0), and every i, j , |Dm
(−)
a
j
i (0)| Fm/2F 1/2i F−1/2j .
Proof. We can suppose that the lengths of l and m are M , otherwise the estimates are trivial. Note first that, for (2),
it suffices to get the estimate for Dmaji (0) and that the estimate (1) (resp. (2)) is trivial if ln > 0 (resp. mn > 0) (recall
Fn = δ−2). We then suppose ln = mn = 0. The proof is done by induction: The induction hypothesis Pk is the two
conclusions of the proposition for |l| k and |m| < k.
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if i = j = n and, if i < j = n, Lir ≡ 0 implies:
ani =
(
∂ρ˜
∂zn
)−1 n−1∑
k=1
aki
∂ρ˜
∂zk
,
and the result is clear because ∂ρ˜
∂zk
(0) = 0 for k < n.
Moreover, note also that, the weights Fi , i  n − 1, being “decreasing”, the second inequality of Pk is trivial if
i  j < n and if i = n. Thus it suffices to prove this inequality when j < i < n.
Let us now prove Pk by induction. The case k = 1 is trivial. Let us study first the case k = 2. By definition of the
coordinate system, ∂
2ρ˜
∂zi∂zj
(0) = 0, and, using the remark at the beginning of this section, we have:
aii a
j
j
∂2ρ˜
∂zi∂z¯j
= 1
2
cij¯ −
∑
(k,p) =(i,j)
aki a
p
j
∂2ρ˜
∂zk∂z¯p
, (3.2)
which implies ∂
2ρ˜
∂zi∂z¯j
(0) = 12cij¯ (0) and gives the first inequality by definition of F . To prove the second inequality, let
us look at the definition of the functions a
(−)
k
(−)
i
(−)
j
. Writing the bracket [Li,Lp] with the coordinate system and taking
the component of ∂
∂zj
, we get:
n−1∑
k′=1
ak
′
ip¯a
j
k′ = −
n∑
k=1
akp
∂
∂z¯k
(
a
j
i
)− 1
2
cip¯a
j
n. (3.3)
Extracting the term ∂
∂z¯p
(a
j
i ) and taking all at zero we obtain
∂
∂z¯p
(a
j
i )(0) = ajip¯(0) and the inequality follows
Lemma 3.7 and the corollary of Lemma 3.6.
We have now to consider ∂a
j
i
∂zq
. If q  j , the inequality comes from the decreasing property of the Fk , and if
j < q  i, this derivative is zero at the origin by the properties of the coordinate system. Suppose then j < i < q .
Looking at the Lie bracket [Li,Lq ] and taking the component of ∂∂zj , we obtain:
aii
∂
∂zi
(
a
j
q
)− aqq ∂
∂zq
(
a
j
i
)=∑
k =q
akq
∂
∂zk
(
a
j
i
)−∑
k =i
aki
∂
∂zk
(
a
j
q
)+ n−1∑
p=1
a
p
iqa
j
p, (3.4)
and then, at the origin,
∂
∂zq
(
a
j
i
)
(0) = ∂
∂zi
(
a
j
q
)
(0)− ajiq(0) = −ajiq(0),
by the properties of the coordinate system, and the conclusion comes from the corollary of Lemmas 3.6 and 3.7. This
proves P2.
Let us now suppose Pk verified (k < M). Let Dl˜ be a derivative of order k + 1. If Dl˜ is purely holomorphic or
anti-holomorphic, Dl˜ρ˜(0) = 0. Then we suppose Dl˜ = Dl ∂
∂zi
∂
∂z¯j
, and we denote by L˜ = LLiLj a list of vectors
fields associated to Dl˜ (in the obvious sense that, if ∂/∂zi (resp. ∂/∂z¯i ) appears li (resp. l¯i ) times in Dl then Li
(resp. Li ) appears li (resp. l¯i ) times in L ). Applying Lemma 3.8 to (3.2), we get:
Dl
(
∂2ρ˜
∂zi∂z¯j
)
(0) = 1
2
L cij¯ (0)−
∑
l1 =0
l1+l2=l
∗Dl1(ai
i¯
a
j
j
)
Dl2
(
∂2ρ˜
∂zi∂zj
)
(0)
−
∑
Dl
(
aki a
p
j
∂2ρ˜
∂zk∂zp
)
(0)− 1
2
∑
′ ′
cα′β ′D
α′β ′(cij¯ )(0), (3.5)
(k,p) =(i,j) |α |+|β |<k−1
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modulus) by Lemma 3.3. For the second, l1 being nonzero, we can apply the induction hypothesis to Dl2( ∂
2ρ˜
∂zi∂zj
)(0)
to get the right estimate. The third term is of the same nature because, for (k,p) = (i, j), aki apj (0) = 0. If we replace
cij¯ by its expression in (3.2), the induction hypothesis Pk implies directly:
1
2
∣∣Dscij¯ (0)∣∣ δF s/2F 1/2i F 1/2j ,
and then, using the corollary of Lemma 3.8 for S = k (whose hypothesis are also verified by the induction hypothesis
Pk), we prove that the last term in (3.5) satisfies also the right estimate.
We finish now proving the second inequality of Pk+1. It suffices to consider the case j < i < n. Let us first look
at a derivative Dm of the form Dm = Ds ∂
∂z¯p
, |s| = k − 1. Using formula (3.3), we can write:
Dma
j
i = Ds
(
n−1∑
t=1
atip¯a
j
t −
∑
t =p
atp
∂
∂z¯t
(
a
j
i
)+ 1
2
 cip¯a
j
n
)
= Ds(A)−Ds(B)+Ds(C),
where  is equal to 1
a
p
p
. In Ds(B), to get a nonzero term at 0, atp must be derivated because p = t ; this gives
derivatives of ∂
∂z¯k
(a
j
i ) of order < k − 1 which are well controlled by the induction hypothesis and then |Ds(B)(0)|
Fm/2F
1/2
i F
1/2
j .
Consider now the terms Ds(atip¯a
j
k ).
Claim. For |l| k, Dl(at
i
(−)
p
) F 1/2i F
1/2
p F
−1/2
t F
l/2
.
Proof of the claim. We do it by induction on |l|. The corollary of Lemmas 3.6 and 3.7 prove the result for |l| = 0.
Suppose the claim proved for |l| < k′  k − 1 and suppose |l| = k′. Then, by Lemma 3.8,
Dlat
i
(−)
p
(0) =L lat
i
(−)
p
(0)+
∑
|s′|<l
cs′(0)Ds
′
at
i
(−)
p
(0).
But, by the corollary of Lemmas 3.6 and 3.7,∣∣L latip¯(0)∣∣ F l/2F 1/2i F 1/2p F−1/2t ,
and for the second term of the previous identity, we have |s′| < l and we can apply the induction hypothesis and the
corollary of Lemma 3.8 whose hypothesis are satisfied, using Pk , because |l| k. 
Then the estimate of Ds(akip¯a
j
k ) follows the induction hypothesis Pk because |s| < k. Thus |Ds(A)(0)| 
Fm/2F
1/2
i F
1/2
j .
Finally, the terms Ds(cip¯ajn) satisfies also the good estimates because ajn(0) = 0 and, for |s′| < k − 1, we have
seen that |Ds′(cip¯)(0)| δF s′/2F 1/2i F 1/2p , and, the derivatives of ajn are controlled by the induction hypothesis Pk .
To finish, we have to consider the case where Dm is a holomorphic derivative. Note that the inequality is trivial if
i  j or if there exists k  j such that mk = 0. Suppose then, for all k  j , mk = 0 and j < i < n. Let q the largest
index such that mq > 0. If q  i, we have Dmaji (0) = 0 by the properties of the coordinate system. If q > i, write
Dm = Ds ∂
∂zq
. To conclude it suffices then to use (3.4), the first claim and the fact that Ds ∂
∂zi
(a
j
q )(0) = 0 also by the
properties of the coordinates system. This completes the proof of Proposition 3.3. 
Corollary. Let k ∈ {1, . . . , n− 1}. Let L be a list. Then, for each k,
(1) L ckk¯(0) = DL ckk¯(0)+
∑
˜ c
L
L˜
(0)L˜ ckk¯(0),
|L |<|L |
P. Charpentier, Y. Dupain / J. Math. Pures Appl. 85 (2006) 71–118 91with |cL
L˜
(0)| F (L−L˜ )/2 (where DL is the derivative associated to L in the obvious way: if αi (resp. βi ) is
the number of Li (resp. Li ) occurring in L , DL = Dαβ ).
(2) If L is composed only of vectors fields of index less or equal than k, then
L ckk¯(0) = DL ckk¯(0)+
∑
|L˜ |<|L |
l˜p=0 if p>k
cL
L˜
(0)L˜ ckk¯(0)+ O
(
δFL /2FkF
−1/2
n−1
)
.
Proof. By Lemma 3.8, its corollary, and Proposition 3.3, we have:
L ckk¯(0) = DL ckk¯(0)+
∑
|L˜ |<|L |
cL
L˜
(0)DL˜ ckk¯(0),
with |cL
L˜
(0)| F (L−L˜ )/2.
The first part is obtained iterating this identity.
The second part follows the second part of the corollary of Lemma 3.8, because, with the notations of Lemma 3.8,
if αn + βn = mn > 0, we have |cLαβ (0)| F (L−m)/2  δFL /2 and Dαβckk¯ = O(1). 
3.4. Taylor analysis of the Levi form and final reduction of the weights Fσi
In this paragraph we deeply use the pseudo-convexity of Ω to prove that the weights Fσi are equivalent to the
weights Fσ(i). More precisely, we use the positivity of the functions cii¯ on ∂Ω to derive properties of their derivatives
with respect to the coordinate system defined in the previous paragraph.
This analysis is based on a study of even derivatives of a positive function using Taylor’s formula. It is trivial that
for such functions the first nonzero derivative is of order even. We need to establish a quantitative version of this fact:
Lemma 3.9. Let Bj be the unit ball in Cj . Let K1 be a positive real number, M and n two positive integers. There
exists a constant C(K1) depending on K1, M and n such that, for j = 1, . . . , n− 1, if g is a nonnegative function of
class CM on Bj which verifies supBj {|Dαβg(w)|, |α + β|M}K1, where Dαβ = ∂
|α+β|
∂wα∂w¯β
, then, for all (α0, β0),
|α0 +β0| <M , there exists an “even” derivative of g, Dαβg, where “even” means αi +βi even for every i, such that
|α + β| |α0 + β0| and ∣∣Dαβg(0)∣∣ 1
C(K1)
∣∣Dα0β0g(0)∣∣2|α0+β0| .
Proof. We can, of course, suppose Dα0β0g(0) = 0. We apply Taylor’s formula at the order p = |α0 + β0| to g at the
origin for the point ξ = µε, with µ ∈ ]0,1[ and ε = (εi) such that |εi | 1:
g(ξ) =
p−1∑
k=0
µk
∑
|α+β|=k
∗Dαβg(0)εαε¯β +µp
∑
|α+β|=p
∗Dαβg(0)εαε¯β +µp+1R(ε)
= A1(ξ)+µpA2(ε)+µp+1R(ε),
where ∗ are multinomial coefficients and |R(ε)|K1K2, K2 being a constant depending only on M and n.
We begin to prove that we can choose ξ such that µpA2(ξ)+µp+1R(ε) is big with respect to
µp
∣∣Dα0β0g(0)εα0 ε¯β0 ∣∣,
choosing first the modulus of the εi , then the arguments and, finally taking µ small enough.
Claim. For K > 1, there exists a choice of |εi | and c ∈ Nj , |c| = p, such that for |α + β| = p, α + β = c, we have∣∣Dαβg(0)εαε¯β ∣∣K−M max{∣∣Dα′β ′g(0)εα′ ε¯β ′ ∣∣, α′ + β ′ = c}.
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ηk =
(
ηk1, . . . , η
k
s , . . . , η
k
j
)= (K−kMj , . . . ,K−kMj−s+1, . . . ,K−kM),
and denote ε(k) a choice of ε such that |εs | = ηks . Let A2(ε(k)) the corresponding sum. Note that the modulus of each
term of this sum depends only on the modulus of the εs . Let Ak = sup{|Dαβg(0)εαε¯β |, |α + β| = p}, and denote by
(αk,βk) a twice multiindex such that αk + βk is the smallest multiindex (for the lexicographic order) of the set of
multiindex (α,β) whose corresponding term is equal to Ak . Moreover denote c(k) = αk + βk = (ci(k)) so that
Ak = K−k
∑
j cj (k)M
j ∣∣Dαkβkg(0)∣∣.
The maximality of Ak+1 implies Ak+1 AkK−
∑
j cj (k)M
j
, and the maximality of Ak implies
Ak Ak+1K
∑
j cj (k+1)Mj .
Then
∑
j (cj (k + 1) − cj (k))Mj  0 which means c(k + 1)  c(k) in the lexicographic order (because, for all j ,
cj  p <M). Then there exists an integer k such that c(k − 1) = c(k) = c(k + 1).
For that choice of k let A′ a term of the sum A2(ε(k)). Let (α′, β ′) its multiindex and c′j = α′j + β ′j so that
|A′| = K−k
∑
j c
′
jM
j ∣∣Dα′β ′g(0)∣∣.
The maximality property of Ak−1, Ak and Ak+1 implies
|A′|K−
∑
j (c
′
j−cj (k))MjAk and K−
∑
j (c
′
j−cj (k))Mj |A′|Ak
which proves the claim. 
We fix now the modulus of the εi as given by the proof of the claim for a constant K that will be chosen later. We
note c the corresponding c(k). Then we fix the arguments of εi such that, in A2(ε(k)) the sum of the terms satisfying
α + β = c is maximal in modulus. If we note εi = |εi |zi , this sum is:
ε¯c
∑
αici
∗Dαi(αi−ci )g(0)z2αi = ε¯cP (z).
Note that P is a holomorphic polynomial in z of degree < 2M . The sup-norm over the unit torus being a norm on
holomorphic polynomials, the theorem of equivalence of norms on finite dimension spaces implies that there exists a
constant C depending only on M and n such that, for this choice of εi
1
C
∣∣Dαkβkg(0)εαk ε¯βk ∣∣ ∣∣∣∣ ∑
α+β=c
∗εαε¯βDαβg(0)
∣∣∣∣,
where the ∗ are multinomial coefficients which are bounded from above and below by a constant depending only on
M and n.
By the claim, if we choose K such that KM  2CM2n, A2(ε) is real, bigger (in modulus) than
|Dαkβkg(0)εαk ε¯βk |
2C
,
and his sign is the sign of
∑
α+β=c ∗εαε¯βDαβg(0).
We now fix K , as said before. Hence there exists a constant C1 depending only on M and n such that∣∣A2(ε)∣∣ |Dαkβkg(0)|
C1
,
and, if we take
µ = 1 |D
αkβkg(0)|
,
2C1K2 K1
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and the sign of µpA2(ε)+µp+1R(ε) is the sign of∑α+β=c ∗εαε¯βDαβg(0).
If Dαkβkg(0) is an “even” derivative, the result is trivial because the maximality property,∣∣Dα0β0g(0)εα0 ε¯β0 ∣∣ ∣∣Dαkβkg(0)εαk ε¯βk ∣∣,
implies |Dαkβkg(0)|  C(M,n)|Dα1β1g(0)|. If not, there exists ci = αi + βi which is odd, and, if µpA2(ε) +
µp+1R(ε) is positive, replacing ε by ε′ with ε′j = εj if j = i and εi = −εi , µpA2(ε′) + µp+1R(ε′) is negative
(because∑α+β=c ∗ε′αε¯′βDαβg(0) = −∑α+β=c ∗εαε¯βDαβg(0)). Then, the positivity of g implies:
A1(ξ
′) µ
p
C2
∣∣Dα0β0g(0)∣∣,
where C2 depends only on M and n. Thus, by the choice of µ and the maximality property of the term associated to
(αk,βk), there exists a multiindex (α2, β2), |α˜ + β˜| < |α0 + β0| such that∣∣Dα˜β˜g(0)∣∣ 1
C3
∣∣Dα0β0g(0)∣∣|α0+β0|−|α˜+β˜|+1,
where C3 is a constant depending only on M , n and K1. The proof of the lemma is then finished by induction on
|α0 + β0|. 
To apply the previous lemma to the functions cj j¯ , we need to know that these functions do not vary too much in a
convenient neighborhood of p. To simplify the notations, we will write cj j¯ (z) for cj j¯ ((Φσp )−1(z)).
Lemma 3.10. Let p ∈ B(p0, r), r small enough, such that |ρ(p)| 4δ.
(1) There exists a constant K , depending only on Ω such that, if Dl , l = (l1, . . . , ln) ∈ Nn, is a derivative of order
|l|M in the coordinate system (zi)1in centered at p introduced in the previous paragraph, then, for z = (zi),
|zi | F−1/2i , 1 i  n, ∣∣Dlcjj¯ (z)∣∣KδF l/2Fj and ∣∣Dlρ˜(z)∣∣KδF l/2.
(2) Let ε > 0. For ε and δ sufficiently small, depending only on Ω (with the previous notation), if |zi |  εF−1/2i ,
i  n− 1, and zn = 0, the point (zi)1in is in {|ρ| 8δ}.
Proof. The first point is proved using Taylor’s formula at the order M − |l| with good estimates of the derivatives of
Dlcij¯ and r at the origin. For example, for Dlcjj¯ , it suffices to use the inequality,∣∣DlDl′cj j¯ (0)∣∣KδF (l+l′)/2Fj ,
coming from the corollary of Proposition 3.3. The second point is proved in a similar way. Applying Taylor’s formula,
Proposition 3.3 implies:
ρ˜(z) = ρ˜(0)+ O(εδ).
This gives the estimate for ε and δ small enough. 
We use Lemma 3.9 as follows:
Lemma 3.11. There exists a constant K depending only on Ω such that, for p ∈ B(p0, r)∩{|ρ| 4δ}, δ small enough,
for all j = 1, . . . , n− 1, if α0 and β0 are two multiindices, α0p = β0p = 0 for p  j + 1, and |α0 + β0|M − 1, such
that ∣∣Dα0β0cj j¯ (0)∣∣> 1 δF (α0+β0)/2Fj ,K0
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i  p, and ∣∣Dαβcjj¯ (0)∣∣> 1
(K0)2
M
K
δF (α+β)/2Fj .
Proof. It suffices to apply Lemma 3.9 to the function g(ξ) = (δFj )−1[cj j¯ (ξ ′)+K2δ], where
ξ ′ = (εξ1F−1/21 , . . . , εξjF−1/2j ,0, . . . ,0),
with ε given by Lemma 3.10(2), for K2 large enough so that cj j¯ (ξ ′) + K2δ is positive because (1) of Lemma 3.10
implies the uniform boundedness of the derivatives of g. 
We can now state the final result of the reduction:
Theorem 3.1. Under the hypothesis of the Main Theorem, if |ρ(p)| 4δ  4δ0, p ∈ B(p0, r), and δ0 small enough,
for all k, the weight Fk is equivalent to ∑
L∈L (k)
0|L |M−2
∣∣∣∣L ckk¯δ
∣∣∣∣2/(|L |+2).
Moreover, there exists a constant K˜ depending only on the domain Ω such that, for all list L ∈ Ek (cf. Proposi-
tion 3.1) satisfying |L (∂ρ)| 1
K0
δF
L /2
k , there exists a list L˜ ∈L (k) of length even such that |L˜ |L satisfying∣∣L˜ (∂ρ)∣∣ 1
K˜(K2
M
0 )
M
δF
L /2
k ,
for δ small enough depending on Ω and K0.
Proof. For simplicity of notation, in this proof, the lists of L (i) will be generically denoted Li , L ′i . . . . The proof
is done by induction on k. For k = 1, Proposition 3.1 gives the first part. The second part is proved by induction on
|L |. Recall that we say that, for L ∈ Ej , L (∂ρ) is K-dominant in Fj if |L (∂ρ)| > δKFL /2. Similarly, we say that
Dαβcjj¯ is K-dominant in Fj if |Dαβcjj¯ | > δKFL /2, with L a list obviously associated to (α,β). Suppose L1c11¯
K0-dominant in F1 with |L1| odd. By the corollary of Proposition 3.3, either there exists a list L ′1, of length < |L1|
which is K0K1-dominant, or DL1c11¯ is 2K0-dominant (with an obvious notation). If we are in the second case, by
Lemma 3.11, there exists a list L ′1, of length < |L1| (because |L ′1| is even) such that DL
′
1c11¯ is K(2K0)2
M
-dominant
in F1, and, using once again the corollary of Proposition 3.3, there exists a list L ′′1 , |L ′′1 |  |L ′1| < |L1| which is
K2K
2M
0 -dominant. This finishes the case k = 1.
Let us now suppose that the proposition is proved for s < k and let us prove it for k. Let L be a list in Ek that is
K0-dominant. Using the same argument as in the proof of the second part of the case k = 1, we get that there exists a
list L ′ ∈ Ek , of smaller or equal length, with l′i even for each i, such that L ′ckk¯ and DL
′
ckk¯ are K3K
2M
0 -dominant.
Suppose that L ′ contains vector fields of index strictly less than k. Let p be the highest index < k of the vectors fields
appearing in L ′. Then L ′ contains at least two times
(−)
Lp . The commuting property of Lemma 3.7 implies that if we
move one
(−)
Lp at the end of L ′, we obtain a list L ′′ = L˜
(−)
Lp such that L ′′ckk¯ is K4K2
M
0 -dominant (if δ  δ0(K0)).
The last formula of Lemma 3.4 implies that L ′′ckk¯  L˜ (γ
(−)
p
k cpp¯) because∣∣L˜ ckk¯∣∣ δF L˜ /2Fk = δFL ′/2FkF−1/2p ;
then
L ′′ckk¯ 
∑
L˜ 1γ
(−)
p
k L˜
2cpp¯,
where the sum is extend to a trivial set of lists L˜ 1 and L˜ 2.
P. Charpentier, Y. Dupain / J. Math. Pures Appl. 85 (2006) 71–118 95To study the terms of that sum, we use the corollary of Lemma 3.6 (and Lemma 3.7) and the definition of the
weight in the following form: ∣∣L˜ 1γ (−)pk ∣∣min(1,F L˜ 1/2FkF−1/2p ),
and ∣∣L˜ 2cpp¯∣∣ δF L˜ 2/2Fp.
If L˜ 1 contains one
(−)
Li with i  p, then
L˜ 1
(
γ
(−)
p
k
)
L˜ 2cpp¯ 
∣∣L˜ 2cpp¯∣∣ δF L˜ /2FpF−1/2i  δF L˜ /2F 1/2p = δFL ′′/2  |L ′′ckk¯|,
for δ small enough.
If L˜ 2 contains one
(−)
Li , with i > p (that is with i = k), by the commuting property, a reordering L˜ 3
(−)
Lk of L˜ 2
satisfies: ∣∣L˜ 2cpp¯ − L˜ 3 (−)Lkcpp¯∣∣ F L˜ /2FpF−1/2n−1
and
L˜ 3
(−)
Lkcpp¯ = L˜ 3(∗cpp¯ + ∗ckk¯ + h),
so ∣∣L˜ 1(γ pk )L˜ 2cpp¯∣∣ δF L˜ F 1/2k F 1/2p = δFL ′′/2F 1/2k  ∣∣L ′′ckk¯∣∣.
Then the only term L˜ 1γ pk L˜ 2cpp¯ of the sum which can be “equivalent” to L ′′ckk¯ , for δ  δ0(K0), is the one
for which L˜ 1 contains all the vectors fields of indices k of L ′′ and L˜ 2 the other vectors fields of L ′′. Note
that this implies, always by the corollary of Lemmas 3.6 and 3.7, that L˜ 2cpp¯ is dominant in Fp , L˜ 2 ∈ Ep and
|L˜ 1γ pk |  F L˜ 1/2FkF−1/2p . By the induction hypothesis there exists a even list Lp , containing only
(−)
Lp and of
length less or equal than the length of L˜ 2 such that Lpcpp¯ is dominant in Fp . Note that the length of Lp is strictly
less than the length of L˜ 2 because the length of that list is odd (l′′p is even and then l˜p is odd and all the other l˜t are 0
or l′′t then even). Now look at the list L˜ 1Lp . Applying to L˜ 1LpLpckk¯ the same decomposition we did for L ′′ckk¯ ,
we conclude that L˜ 1LpLpckk¯ is equivalent to L˜ 1γ
p
k Lpcpp¯ . This show that L˜ 1LpLpckk¯ is dominant in Fk . But
the length of L˜ 1LpLp is strictly less than the length of L ′′ and the proof is finished by induction, because we can
take K0 = ( 12n )M at the first step and there is a finite number of steps. 
This completes the proof of the final reduction of the weights Fi .
3.5. A local pseudo-distance associated to the weights Fi
In Section 3.3, to obtain the fundamental property of the weights Fi , we introduced a local coordinate system
Φσp which is well adapted to the basis Bσ . Our next goal is to show that, with that coordinate system, we can define
certain “polydisks” of polyradius F−1/2i which have properties similar to the properties of the pseudo-balls of a
pseudo-distance. These polydisks are related to the exponential map expp that was defined just before the statement
of the second part of the Main Theorem.
3.5.1. The polydisks ∆ε(p, δ)
Let p be a point of B(p0, r/2) and δ  δ0. Let σ be a (p, δ)-admissible permutation and Φσp the associated change
of coordinates as in Section 3.3. Let
∆ε(p, δ) =
{
z such that |zi | < εRi (p, δ)
}
,
where Ri (p, δ) =Fσ(i)(p, δ)−1/2  F−1/2(p, δ).i
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p ∈ B(p0, r/2), satisfying 2δ  |ρ(p)|, (Φσp )−1(∆ε0(p, δ)) is contained in B(p0, r) ∩ {|ρ|  4δ}. Thus, on that set
we can use the results of the preceding sections.
To simplify the notations, for all functions f defined on B(p0, r) we will write f (z) instead of f ((Φσp )−1(z)).
Recall that, (zi) being the coordinate system defined by Φσp , we wrote Li =
∑
a
j
i
∂
∂zj
and ∂
∂zj
=∑bijLi , thus, if
A = (aji ), A−1 = (bji ). We begin by estimate the variations of the functions Fi in (Φσp )−1(∆ε0(p, δ).
Lemma 3.12. For all α, β , there exists a constant K , depending only on Ω , α, β , such that, for all p ∈ B(p0, r/2),
such that |ρ(p)| 2δ  2δ0, all z ∈ ∆ε0(p, δ),∣∣Dαβaji (z)∣∣KαβF (α+β)/2(p, δ)R−1i (p, δ)Rj (p, δ),
and ∣∣Dαβbji (z)∣∣KαβF (α+β)/2(p, δ)R−1i (p, δ)Rj (p, δ).
Proof. Recall that we yet proved the first inequality for z = 0 and |α + β|M (Proposition 3.3). Then the lemma is
obtained applying Taylor’s formula and the fact that the functions aji , and their derivatives, are uniformly bounded.
The second inequality is an immediate consequence because B is the inverse of A, and the determinant of A is 1 at
the origin and, then, 1 − O(δ2/M) in the polydisk. 
Lemma 3.13. Under the conditions of the previous lemma, there exists a constant K , depending only on Ω , such that,
for z ∈ ∆εε0(p, δ), ε  1, we have:
(1) (a) For i = j , |aji (z)|KεR−1i (p, δ)Rj (p, δ) and |bji (z)|KεR−1i (p, δ)Rj (p, δ);
(b) |1 − aii (z)| εKδ2/M and |1 − bii (z)| εKδ2/M .
(2) (a) If L =∑|s||L | csDs , then |cs(z)|K|L |F (L−s)/2(p, δ);
(b) If DL =∑|L ′||L | dL ′L ′, then |dL ′(z)|K|L |F (L−L ′)/2(p, δ).
Proof. The part (1) is proved applying Taylor’s formula, the previous lemma, and the fact that the derivatives of aji are
uniformly bounded. The first part of (2) is a consequence of Lemma 3.8 and the previous lemma. The last inequality
is proved in the same way using now the properties of (bji ). 
Lemma 3.14. Under the conditions of the previous lemmas, there exists a constant K , depending only on Ω , such
that, for z ∈ ∆ε0(p, δ), Fi ((Φσp )−1(z), δ)  KFi (p, δ). Moreover, there exists ε′ depending only on Ω , such that
1
2Fi (p, δ)Fi ((Φσp )−1(z), δ) 2Fi (p, δ), for z ∈ ∆εε0(z, δ) and ε < ε′.
Proof. As before, this is done using Taylor’s formula, Lemma 3.10 and the previous lemmas. 
3.5.2. Relations between the polydisks and the exponential map
Let:
Pσp (δ, ε) =
(
Φσp
)−1(
∆ε(p, δ)
)
.
Here, we describe the relations between the polydisks Pσp (δ, ε) and the exponential map as introduced in Section 2.
Proposition 3.4. With the previous notations, there exist δ0 > 0 and r > 0 such that
(1) for ε  ε0, there exists 0 < β < 1 depending only on Ω and ε such that, for p ∈ B(p0, r) and |ρ(p)| δ  δ0,
|ui | βR ′i (p, δ) implies expp(u1, . . . , u2n) ∈ Pσp (δ, ε);
(2) there exists c ∈ ]0,1] → ]0,+∞[, limα→0 c(α) = 0, such that for p ∈ B(p0, r) and |ρ(p)|  δ  δ0, if
q ∈ Pσp (δ,αε0), then q = expp(u1, . . . , u2n) with |ui | c(α)R′i (p, δ).
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Proof of part (1). Let q = expp(u1, . . . , u2n) which is well defined for β < 1 and r sufficiently small. There exists a
function ϕ : [0,1] → U such that ϕ(0) = p, ϕ(1) = q and ϕ′(t) =∑uiYi (ϕ(t)). Define:
t0 = sup
{
t1 ∈ [0,1] such that for t  t1, ϕ(t) ∈ Pσp (δ, ε)
}
.
Suppose t0 < 1; then there exists i ∈ {1, . . . ,2n} such that |(Φσp )i(ϕ(t0))| = εRi (p, δ). But
∣∣(Φσp )i(ϕ(t0))∣∣
t0∫
0
∣∣∣∣ ddt ((Φσp )i(ϕ(t)))
∣∣∣∣dt 
t0∫
0
∑
j
∣∣ujYj ((Φσp )i)(ϕ(t))∣∣dt,
and, with the notations of Proposition 3.2, Lk((Φσp )i) = aik . By Lemma 3.13, ϕ(t) ∈ Pσp (δ, ε0) implies then∣∣Yj ((Φσp )i)(ϕ(t))∣∣KRi (p, δ)(R ′j (p, δ))−1
which yields to a contradiction if β < ε/2nK . 
For the second part of the proposition, we need to estimate the derivatives of the inverse of the exponential map.
Let us denote it by Ψp = (Ψ pi )i=1,...,2n = (expp)−1.
Proposition 3.5. For r sufficiently small, there exist a constant Kdepending on Ω and r such that, if p ∈ B(p0, r),
|ρ(p)| δ  δ0 and q = expp(u), |ui | β(ε0)R ′i (p, δ), then |YkΨ pj (q)|KR ′j (p, δ)R ′k(p, δ)−1.
The proof of that proposition is based on a lemma of [38] (Lemma 2.12, p. 127):
Lemma 1. There exists absolute constants αk and two constants C and u0, depending on Ω and r , such that if
q = q(u) = expp(u) and Yu =
∑
uiYi , then, for p ∈ B(p0, r) and |u| u0,∣∣∣∣∣d expp
(
∂
∂ui
)
−
[
Yi (q)+
M∑
k=2
αk
[Yu · · · [Yu,Yi] · · ·](q)]
∣∣∣∣∣ C|u|M+1,
where the bracket multiplying αk is of length k.
Lemma 2. There exists a constant K depending only on Ω such that if p ∈ B(p0, r), |ρ(p)|  δ  δ0 and
q = expp(u), |ui | β(ε0)R ′i (p, δ), writing:
M∑
k=2
αk
[Yu · · · [Yu,Yi] · · ·](q) = βsi Ys ,
we have |βsi |KR ′s(p)(R ′i (p))−1.
Proof. Tel us look at a bracket of length k, [ (−)
Li1 · · ·
[ (−)
Lik−1,
(−)
Li
] · · ·].
Writing the vector fields in the coordinate system Φσp (
(−)
Lj =∑ (−)a pj ∂
∂
(−)
z p
), this bracket can be written∑γl ∂∂zl +γl¯ ∂∂z¯l ,
where γl and γl¯ are sum of expressions of the form:
k−1∏
t=1
Dst
(−)
a
jt
it
Dsk
(−)
a
p
i ,
where the n-uples st satisfy
∑k
t=1 st =
∑k−1
t=1 χjt (χjt = (δjti )1i2n). The hypothesis on ui and (1) of Proposition 3.4
imply q ∈ Pσp (δ, ε0) and we can apply Lemma 3.13. Thus
|γ(−)
l
|KRl (p, δ)Ri (p, δ)−1
k−1∏
Rit (p, δ)
−1.
t=1
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∑
ηkLk + ηk¯Lk , the same estimate is valid for η(−)
k
.
The lemma is an easy consequence of these estimates. 
Proof of Proposition 3.5. The vectors fields Yk , 1 k  2n, being a base of vector fields of Cn, there exists functions
αki such that if F is a C
1 function and f = F ◦ expp , then
∂f
∂ui
(u) =
∑
αki
(
expp(u)
)Yi (F )(expp(u)).
Then writing:
Yi
(
expp(u)
)+ M∑
k=2
αk
[Yu · · · [Yu,Yi] · · ·](expp(u))=∑Aki (expp(u))Yi(expp(u)),
Lemma 1 implies |αki −Aki | C1δ. Considering F = Ψpj (i.e., F ◦ expp(u) = uj ), we obtain:
Id = (αki (expp(u)))YkΨ pj .
The matrix (YkΨ pj ) is thus the inverse of the matrix (αki (expp(u))), i.e.,
YkΨ pj (q) =
(−1)k+j
det(αki (q))
∑
σ˜ : (jˆ )→(kˆ)
∏
l∈(kˆ)
αki
(
expp(u)
)
,
where the sum is taken over all bijections of {1, . . . , jˆ , . . . ,2n} on {1, . . . , kˆ, . . . ,2n}. But, |αtl | |Atl | + C1δ  δtl +
|βtl | + C1δ KRt (p, δ)R−1l (p, δ). Then, by Lemma 2, to finish the proof, it suffices to see that, for δ0 sufficiently
small, det(αki (q)) > 1/2. But, A
k
i = δki + O(|u|) and thus αki = δki + O(δ1/M). 
Proof of (2) of Proposition 3.4. Let q ∈ Pσp (δ,αε0), α  1. Let t ∈ [0,1]; r being sufficiently small. Then
q(t) = (Φσp )−1(tΦσp (q)) ∈ {expp(v), |v| u0},
and there exists a unique u(t) such that q(t) = expp(u(t)). For γ > 0, let:
t0 = sup
{
t ∈ [0,1] such that ∀τ ∈ [0, t], ∣∣ui(t)∣∣ γR ′i (p, δ), ∀i}.
Suppose t0 < 1. ui(t) = Ψpi (q(t)) being continuous, there exists i0 such that ui0(t0) = γR ′i0(p, δ). Let (ξi) = Φσp (q).
By definition of q(t), we have:
ui0(t0) =
t0∫
0
∑
j
(
ξj
∂Ψ
p
i0
∂zj
(
q(t)
)+ ξ¯j ∂Ψ pi0
∂z¯j
(
q(t)
))
dt.
But, ∂
∂zj
=∑bkjLk , and, because q(t) ∈ Pσp (δ, ε0), |bkj |KRk(p, δ)Rj (p, δ)−1 (Lemma 3.13), which implies with
Proposition 3.5, ∣∣∣∣∂Ψ pi0∂zj (q(t))
∣∣∣∣K1R ′j (p)−1R ′i0(p),
thus |ui0(t0)|  t0K2ε0αR ′i0(p) which is impossible for α small depending on γ , and for α  1 if γ is great
enough. 
We can now prove that the function δ(p1,p2) used to estimate the Bergman kernel outside the diagonal (see just
before the statement of the Main Theorem, Part II, in Section 2) is essentially symmetric:
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(1) δ(p1,p2)  δ(p2,p1),
(2) for all i, Ri (p1, δ(p1,p2)) Ri (p2, δ(p2,p1)).
Proof. Here, r will be chosen small enough so that, with δ0 as defined in Proposition 3.4 and Lemma 3.16, for β ′
defined later, (β ′)−Mγ (q1, q2)  δ0, for all (q1, q2) ∈ B(p0, r). Let us suppose first that γ (p1,p2)  c(−ρ(p1)),
where c = (β(ε))M , ε being chosen later and β = β(ε) is given by Proposition 3.4. Then p2 = expp1(u1, . . . , u2n)
with
|ui |R ′i
(
p1, γ (p1,p2)
)
 β(ε)R ′i
(
p1,
(
1
β(ε)
)M
γ (p1,p2)
)
 β(ε)R ′i
(
p1,−ρ(p1)
)
.
For all (p1,−ρ(p1))-admissible permutation σ , p2 ∈ Pσp1(δ, ε) (Proposition 3.4). The properties of the coordinate
system, Proposition 3.4 and Taylor formula imply that, for ε small enough (depending only on Ω), |ρ(p2)−ρ(p1)|
1
2 (−ρ(p1)) and ρ(p2)  ρ(p1). We fix now such an ε.
On the opposite, if γ (p1,p2) > c(−ρ(p1)), write again p2 = expp1(u1, . . . , u2n) with |ui | R ′i (p1, γ (p1,p2))
and |ui0 | =R ′i0(p1, γ (p1,p2)). Let ε′ be as defined in Lemma 3.14 and β(ε′ε0) the corresponding number in Proposi-
tion 3.4. Define β ′ = min{β(ε′ε0), c1/M,1/2). Then |ui | β ′R ′i (p1, (1/β ′)Mγ (p1,p2)) and, by Proposition 3.4 and
Lemma 3.14,
1
2
R ′i
(
p1,
(
1
β ′
)M
γ (p1,p2)
)
R ′
(
p2,
(
1
β ′
)M
γ (p1,p2)
)
 2R ′i
(
p1,
(
1
β ′
)M
γ (p1,p2)
)
,
which implies |ui |R ′i (p2, (1/β ′)Mγ (p1,p2)), and then γ (p1,p2) (1/β ′)Mγ (p2,p1),
|ui0 | (β ′)MR ′i
(
p1,
(
1
β ′
)M
γ (p1,p2)
)
 1
2
(β ′)MR ′i
(
p2,
(
1
β ′
)M
γ (p1,p2)
)
R ′i
(
p2,
(
β ′M
2
)M( 1
β ′
)M
γ (p1,p2)
)
,
and then γ (p2,p1)K(β ′)γ (p1,p2).
Finally, in that case γ (p2,p1)  γ (p1,p2) and the proof of the part (1) of the proposition follows these two
equivalences.
To prove the second part we use the same ideas, i.e., the relations between Ri (p, δ) and Ri (p,αδ), Proposition 3.4
and Lemma 3.14. 
3.5.3. A local pseudo-distance on Ω
Define:
Bexp(p, δ) =
{
q = expp(u1, . . . , u2n), |ui |R ′i (p, δ)
}
.
Proposition 3.4 implies that there exist two constants k and K such that, for p ∈ B(p0, r) and |ρ(p)| δ  δ0,
Bexp(p, kδ) ⊂ Pσp (δ, ε0) ⊂ Bexp(p,Kδ). (3.6)
The following lemma is easily deduced from these inclusions, Lemma 3.14 and the fact that
α−2/M Fi (q,αδ)/Fi (q, δ) α−2 for α < 1. (3.7)
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Fi (p, δ), where c means that the constant in the equivalence depends only on c and Ω .
We now prove that the sets Bexp(p, δ) are well related to sets defined by curves. With the notations Yi , 1 i  2n,
introduced in Section 2 before the statement of the second part of the Main Theorem, let BC (p, δ) be the set
of points for which there exists a curve ϕ : [0,1] → B(p0, r), piecewise C 1, such that ϕ(0) = p, ϕ(1) = q and
ϕ′(t) =∑ai(t)Yi (ϕ(t)) almost everywhere, |ai |R ′i (p, δ).
Lemma 3.16. There exists two constant K0 and δ0, depending only on Ω , such that, for p ∈ B(p0, r), |ρ(p)| δ  δ0,
Bexp(p, δ) ⊂ BC (p, δ) ⊂ Bexp(p,K0δ).
Proof. The first part is trivial. For the second, let us use the same method as in the proof of Proposition 3.4. For
q ∈ BC (p, δ), write q = ϕ(1) and define, for 0 t  1, ui(t) such that ϕ(t) = expp(u1(t), . . . , u2n(t)) (i.e., ui(t) =
Ψ
p
i (ϕ(t))). Define:
t0 = sup
{
t ∈ [0,1], ∀τ ∈ [0, t], ∀i, ∣∣ui(τ )∣∣ β(ε0)R ′i (p,K0δ)}
for K0  1. If t0 < 1, there exists i0 such that
∣∣ui0(t0)∣∣= β(ε0)R ′i0(p,K0δ) = 2n∑
j=1
1∫
0
aj (t)YjΨ pi0
(
ϕ(t)
)
dt.
By Proposition 3.5, for δ sufficiently small depending on Ω and K0, |YjΨ pi0 (ϕ(t))|R ′i0(p,K0δ)R ′−1j (p,K0δ) and∣∣ui0(t0)∣∣∑R ′i0(p,K0δ)R ′j (p, δ)R ′−1j (p,K0δ)
which is impossible for K0 great enough depending only on β(ε0), i.e., depending only on Ω . 
By Proposition 3.6, this proves that, on ∂Ω ∩ B(p0, r), γ (p1,p2) defines a pseudo-distance associated to the
pseudo-balls Bexp(p, δ) which is equivalent to those defined by Pσp (δ, ε0) and BC (p, δ).
Reducing r if necessary, we can define a regular projection π on ∂Ω and therefore,
∆˜(p, q) = ∣∣ρ(p)− ρ(q)∣∣+ γ (π(p),π(q)),
defines a (nonsymmetric) pseudo-distance on B(p0, r) (by Proposition 3.6, γ (π(p),π(q))  γ (π(q),π(p))).
Reducing r if necessary, we can also suppose that, if π(p) = (q), then |ρ(p)−ρ(q)|  |p− q|. Then, we have the
following lemma:
Lemma 3.17. For p and q in B(p0, r), we have:
γ (p,q)+ ∣∣ρ(p)∣∣ γ (p,q)+ ∣∣ρ(p)∣∣+ ∣∣ρ(q)∣∣ γ (π(p),π(q))+ ∣∣ρ(p)∣∣+ ∣∣ρ(q)∣∣ ∆˜(p, q)+ ∣∣ρ(p)∣∣+ ∣∣ρ(q)∣∣.
Proof. The first equivalence follows from Proposition 3.6, and the last one is trivial. Let us show the second one. It
suffices to prove that
γ (p,q) γ
(
π(p),π(q)
)+ ∣∣ρ(p)∣∣+ ∣∣ρ(q)∣∣ and γ (π(p),π(q)) γ (p,q)+ ∣∣ρ(p)∣∣+ ∣∣ρ(q)∣∣.
Clearly, π(p)= expp(u1, . . . , u2n) with |ui | |p−π(p)| |ρ(p)|R ′i (π(p), |ρ(p)|), π(q)= expπ(p)(u1, . . . , u2n)
with |ui |R ′i (π(p), γ (π(p),π(q))), and q = expπ(q)(u1, . . . , u2n) with |ui |R ′i (π(p), |ρ(q)|). Thus, Lemma 3.16
implies γ (p,q) γ (π(p),π(q))+ |ρ(p)| + |ρ(q)|, and the second inequality is proved by the same way. 
We finish this section showing that one can define a structure of homogeneous space on a convenient neighborhood
of p0.
First, we note that the function,
(p, q) → ∆(p,q) = γ (π(p),π(q))+ γ (π(q),π(p))+ ∣∣ρ(p)− ρ(q)∣∣,
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S˜(p, δ) the pseudo-balls defined by ∆ and ∆˜ respectively:
S(p, δ) = {q ∈ B(p0, r)∩Ω such that ∆(p,q) < δ},
S˜(p, δ) = {q ∈ B(p0, r)∩Ω such that ∆˜(p, q) < δ}.
Now, we define two domains E1 and E2 by:
E1(p0, r) =
{
p ∈ Ω such that π(p) ∈ B(p0, r/2) and − δ0 < ρ(p) < 0
}
,
E2(p0, r) =
{
p ∈ Ω such that π(p) ∈ B(p0, r/4) and − δ0 < ρ(p) < 0
}
,
δ0 being chosen small enough such that E1 and E2 are contained in B(p0, r).
Proposition 3.7. There exists a constant A depending only on Ω such that, µ being the Lebesgue measure, for all
pseudo-ball S(p, δ) centered on a point p ∈ E2,
µ
(
S(p, δ)
)
Aµ
(
S(p, δ/2)
)
.
Proof. ∆ and ∆˜ being equivalent, it suffices to verify the property for the pseudo-balls S˜. If S˜(p, δ) intersects the
complement of E1 then δ is bounded from below which implies that µ(S˜(p, δ/2)) is also bounded from below, and
the result is trivial. Thus let us suppose that S˜(p, δ) is contained in E1. Then, σ being the Lebesgue measure on ∂Ω ,
δ
2
σ
{
q ∈ ∂Ω s.t. γ (π(p), q)< δ/2} µ(S˜(p, δ)) δσ{q ∈ ∂Ω s.t. γ (π(p), q)< δ},
and, by (3.6), the properties of the change of variables Φp and (3.7),
µ
(
S˜(p, δ)
)F−1(π(p), δ). (3.8)
This finishes the proof. 
Corollary. E2 equipped with the pseudo-distance ∆ is a homogeneous space (in the sense of [14]).
Proof. It suffices to follow the proof of [14, p. 67]. 
Remark. 1. Note that this corollary does not mean that the pseudo-balls of E2 satisfy the property stated in the
previous proposition.
2. It can be proved that the pseudo-distance ∆ essentially does not depend on the choice of a particular basis B0 of
the complex tangent space at p0 which diagonalizes the Levi form. In fact it is intrinsically attached to the domain Ω .
4. The plurisubharmonic function
In the previous section we defined the weights Fσi and the functions a
(−)
k
(−)
i
(−)
j
= a
(−)
k
(−)
i
(−)
j
(σ ) associated to any ordered
basis Bσ and proved some properties for these weights and functions when the permutation is (p, δ)-admissible.
In this section we will work with the basis B = B0 = Bid = {L1, . . . ,Ln} = {L01, . . . ,L0n} (recall that L0n = N ),
without knowing, a priori, if the permutation identity is admissible or not. The functions a
(−)
k
(−)
i
(−)
j
and γ ji will now
denote the corresponding functions for the identity permutation, so that, if σ is a (p, δ)-admissible permutation,
a
(−)
k
(−)
i
(−)
j
(σ ) = a
(−)
σ (k)
(−)
σ (i)
(−)
σ (j)
.
The corollary of Lemma 3.6 (and Lemma 3.7) and the equivalence of Fσi and Fσ(i) (Theorem 3.1) imply directly
the following estimates for the functions a
(−)
k
(−)
i
(−)
j
and γ
(−)
j
i , and Lemma 3.3 the following estimate on the function
L (∂ρ):
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(1)
∣∣∣a(−)l(−)
j
(−)
k
(p)
∣∣∣ (F 1/2j (p, δ)+F 1/2k (p, δ))F−1/2l (p, δ) for j = k,
and ∣∣γ (−)lj (p)∣∣Fj (p, δ)Fl (p, δ)−1/2.
(2) |L (∂ρ)| δFL /2 = δ∏i F li /2i , for any list L of length |L |M .
In this section we prove the existence theorem of a plurisubharmonic function in Ω with a large Hessian relatively
to our weights in terms of the vectors fields. Recall (Section 3.3.2) that, if L =∑ai ∂∂zi , and f is a C 2 function, we
use the notation: 〈
∂∂¯f ;L,L 〉= n∑
i,j=1
aiaj
∂2f
∂zi∂zj
.
With these notations, we reformulate Theorem 2.2 as follows:
Theorem 4.1. Under the conditions of the Main Theorem, for all δ > 0 and r > 0 both sufficiently small, there exists
a plurisubharmonic function Hδ on Cn bounded independently of δ on Ω ∪B(p0, r) such that, if L =∑ni=1 aiLi ,〈
∂∂¯Hδ;L,L
〉
(p)
n∑
i=1
|ai |2Fi (p, δ),
in B(p0, r)∩ {|ρ(p)| 2δ}.
We begin this section giving the definitions and properties of some basic functions that will be used in the con-
struction.
4.1. The basic functions
There will be two types of basic functions.
4.1.1. Function associated to a component of Fi
For i = 1, . . . , n− 1 and l = 3, . . . ,M , using the lists L ∈L (i) involved in the definition of the weights Fi (after
Proposition 2.1), we denote by E il the set:{e(L (∂ρ)),m(L (∂ρ)), |L | = l − 1, L ∈L (i)},
and E i =⋃l E il . If ϕ ∈ E i we denote by l(ϕ) the integer l such that ϕ ∈ E il . Note that
Fi  |cii¯ |
δ
+
∑
ϕ∈Ei
∣∣∣∣Liϕδ
∣∣∣∣2/l(ϕ).
The functions |cii¯ |/δ and |Liϕ/δ|2/l(ϕ) are called the components of Fi .
The basic function associated to the component |Liϕ/δ|2/l(ϕ) is
ψ = ϕ
δ
∣∣∣∣Liϕδ
∣∣∣∣ 1l(ϕ)−1,
which is well defined when |Liϕ/δ|2/l(ϕ) is dominant in Fi .
We need an estimate of the derivatives of order  3 of this function:
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4δ, such that, if |Liϕ/δ|1/l(ϕ)  12BFi , then, for all list L of vectors fields of
(−)
B ∪{(−)N } of length less or equal than
3, we have |Lψ |  K(B)FL /2. Moreover, under the same assumptions, if σ is a (p, δ)-admissible permutation,
σ−1(j) > σ−1(i) implies |Ljψ |K(B).
Proof. The first inequality is trivial if L contains N or N because F 1/2n = 1/δ > (1/δ)1/l(ϕ), or if L = ∅ by
Lemma 4.1(2).
Let us now suppose L = Lj , j < n. Then
Lψ = Ljϕ
δ
∣∣∣∣Liϕδ
∣∣∣∣ 1l(ϕ)−1 + ϕδ Lj
(∣∣∣∣Liϕδ
∣∣∣∣)∣∣∣∣Liϕδ
∣∣∣∣ 1l(ϕ)−2 = C +D.
The term C and the component ϕ/δ are well controlled using Lemma 4.1(2). The term |Liϕ/δ|
1
l(ϕ)
−2 is controlled
using the hypothesis of dominance of Liϕ/δ in Fi . Moreover∣∣∣∣Lj(∣∣∣∣Liϕδ
∣∣∣∣)∣∣∣∣ 12
(∣∣∣∣LjLiϕδ
∣∣∣∣+ ∣∣∣∣LjLiϕδ
∣∣∣∣).
Thus, if l(ϕ) = M , using the boundedness of the functions L˜ ϕ, we have
|Lψ | F
−l(ϕ)/2
i
C(B)
1
δ
 1
C(B)
 1
C(B)
F
1/2
j .
If l(ϕ) <M , by Lemma 4.1(2), |LjLiϕ/δ| and |LjLiϕ/δ| are “bounded” by F 1/2j F l(ϕ)/2i , which gives the result.
The estimates of higher order derivatives are obtained by a similar method.
Suppose now that σ−1(i) < σ−1(j) and let us prove the last inequality.
Claim. For k,p < n, k = p, and L ∈L (p), we have:
(−)
LkL cpp¯ = ∗|L |+1ckk¯ +
|L |∑
L˜∈L (p)
|L˜ |=0
∗|L |+1L˜ cpp¯ + h,
with h ∈W|L |+1.
Proof of the claim. We prove it by induction on |L |. If |L | = 0 this is Lemma 3.4. Suppose the lemma proved for
all p,k and all lists L ∈ L (p) of length less or equal to l, and consider the list (−)LpL where |L | = l. With the
notations of the previous section, we have:
(−)
Lk
(−)
LpL cpp¯ =
(−)
Lp
(−)
LkL cpp¯ +
(∑(
as
(−)
k
(−)
p
Ls + as¯(−)
k
(−)
p
Ls
)+ √−1c(−)
k
(−)
p
mN
)
(L cpp¯).
If we apply the induction hypothesis to
(−)
LkL cpp¯ and
(−)
LsL cpp¯ and Lemma 3.4 to the a
(−)
s
(−)
k
(−)
p
, we get the result,
because c(−)
k
(−)
p
∈H0 and L cpp¯ ∈ |L |. 
We return now to the proof of the lemma. By definition of ϕ, the claim gives:∣∣∣∣
(−)
Ljϕ
δ
∣∣∣∣Fj +F (l(ϕ)−1)/2i + O(1)F (l(ϕ)−1)/2i ,
because σ−1(i) < σ−1(j) implies Fj Fi and because l(ϕ)  3. Similarly, |
(−)
LjLiϕ|  δF l(ϕ)/2i . As before, an
elementary calculation gives now the result. 
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A family f = (f1, . . . , fn−1), where fi is equal to |cii¯/δ| or |Liϕi/δ|2/l(ϕi ), with ϕi ∈ E i is called a (n− 1)-uplet
of components of the weights Fi .
Here, we define a cutoff function whose role is the selection of a dominant (n − 1)-uplet of components of the
weights Fi . To be able to do derivations we regularize the functions Fi increasing the powers of |L (∂ρ)(p)/δ|.
Precisely, we define:
F˜i (p, δ) = F˜i =
M∑
L∈L (i)
|Li |=2
∣∣∣∣L (∂ρ)(p)δ
∣∣∣∣4M/|L |.
Clearly, F˜i  (Fi )2M .
For B > 0 and f a (n − 1)-uplet of components of the weights Fi , we define the cutoff function χf,B associated
to f by:
χf,B =
∏
i
χB
(
f 2Mi
F˜i
)
,
where χB(t) = χ(Bt), χ is C∞, 0 χ  1, and
χ(t) =
{
0 on [0,1/2],
1 on [1,+∞[.
The estimates we need for χf,B are contained in the following:
Lemma 4.3. For all constant B > 0, there exists a constant K(B), depending only on Ω and B , such that, for all f
as above, all p in B(p0, r), |ρ(p)|) 4δ, δ  δ0, for all list L of vectors fields of
(−)
B ∪{(−)N } of length less or equal to
3, we have |L χf,B |K(B)FL /2.
This is proved by a straightforward calculation using the same tools as in the first part of the proof of Lemma 4.2.
In fact here we have not to deal with dominants terms: all terms stay with positive powers for derivatives of order  3.
4.2. Construction of the plurisubharmonic function
The complete construction is divided into three steps.
4.2.1. Construction of a function H(f,λ,B,C) associated to a (n− 1)-uplet of components of the weights Fi
If f is a (n− 1)-uplet of components of the weight functions, let I = {i such that fi = |Liϕiδ |2/l(ϕi )}. For all i ∈ I
define, for λ > 1,
Hi(f,λ,B) = Hi = eλψiχB,f where ψi = ϕi
δ
∣∣∣∣Liϕiδ
∣∣∣∣ 1li −1,
with li = l(ϕi).
Then for C > 0, we set:
H(f,λ,B,C) = H = Ceρ/δ + λ−3/2
∑
i∈I
Hi. (4.1)
Lemma 4.4. There exists a constant K0, depending only on Ω , such that, if L =∑ni=1 aiLi ,∑i |ai |2 = 1, then, for
p ∈ B(p0, r), |ρ(p)| 4δ, δ small enough,
〈
∂∂¯eρ/δ;L,L 〉−K0 + e−42
∑n−1
i=1 |ai |2|cii¯ |
δ
+ e−4 |an|
2
2δ2
−K0 + e−4 |an|
2
2δ2
.
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∂∂¯eρ/δ;L,L 〉= eρ/δ[1
δ
(
1
2
n−1∑
i,j=1
aiaj cij¯ + 2e
∑
aian
〈
∂∂¯ρ;LiN
〉)+ 1
δ2
|an|2
]
.
On ∂Ω , the functions cij¯ , i = j , vanish and the functions cii¯ are non negative so that
n−1∑
i,j=1
aiaj cij¯ =
n−1∑
i=1
|ai |2|cii¯ | + O(δ),
and, moreover,
∑
aian〈∂∂¯ρ;Li,N〉 and |an|2[N,N](∂ρ) are both O(|an|). The lemma follows then the Cauchy–
Schwarz inequality. 
The essential properties of H are described in the following proposition. To state it we need to define an order on
the (n − 1)-uplets of components. Let f (p, δ) = f = (f1, . . . , fn−1) such a (n − 1)-uplet. We say that the length of
fi , l(fi), is l(ϕ) > 2 if fi = |Liϕ/δ|2/l(ϕ) with ϕ ∈ E i and 2 if fi = |cii¯/δ|. If f and f ′ are two such (n− 1)-uplets,
we write f < f ′ if, for all i, l(fi) l(f ′i ) and there exists i such that l(fi) < l(f ′i ). We also say that f is B-dominant
at p if χf,B(p) = 1. Note that, for fixed B , if δ is small enough (depending on B) and f = |cii¯/δ| is B-dominant then
cii¯ > 0 (|ρ(p)| 8δ).
Proposition 4.1. Let f be a (n− 1)-uplet of components of the weight functions, A and B fixed positive numbers. For
δ sufficiently small, there exist positive constants λ, C, A′, B ′ > B , K and K ′ depending only on A, B and Ω such
that the function Hδ = Hδ(f,A,B) = H(f,λ,B,C) satisfies the following estimates:
Let L =∑ni=1 aiLi , where∑i |ai |2 = 1, then:
(1) For p in the set Suppχf,B ∩ {|ρ| 4δ} ∩B(p0, r), we have:
(a) ∣∣〈∂∂¯Hδ(p);L,L〉∣∣A′∑
i
∣∣a2i ∣∣F 2i (p, δ).
(b) If, moreover, p belongs to the set UB ′ of points for which there does not exists f ′ < f such that f ′(p, δ) is
B ′-dominant, then,
(i) 〈∂∂¯Hδ(p);L,L 〉−∑
i
∣∣a2i ∣∣F 2i (p, δ),
(ii) and, if moreover χf,B(p) = 1, 〈
∂∂¯Hδ(p);L,L
〉
A
n∑
i=1
|ai |2F 2i (p, δ).
(2) On {|ρ| 4δ} ∩B(p0, r)∩ {χf,B = 0}, 〈∂∂¯Hδ(p);L,L〉−K ′.
(3) |H |K in Ω ∪B(p0, r).
Proof. We suppose first that p belongs to the support of χf,B . To calculate 〈∂∂¯Hi,L,L〉, we use the formula (see
Section 3.3.2): 〈
∂∂¯Hi;L,L
〉= LLHi + [L,L](∂Hi). (4.2)
Once again, for simplicity of notations, we don’t write any more p and δ in the expressions of the functions.
Consider first the second term of the second member of the equality:
[L,L](∂Hi) = χf,B [L,L]
(
∂
(
eλψi
))+ eλψi [L,L](∂(χf,B))
= χf,B
∑
j,k,p
aj aka
p
jk¯
Lp
(
eλψi
)+ eλψi ∑
j,k,p
aj aka
p
jk¯
Lp
(
∂(χf,B)
)
.
Then, applying Lemmas 4.2 and 4.1, we get:∣∣[L,L](∂(eλψi ))∣∣K(B)λeλψi n∑ |ai |2Fi .
i=1
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∣∣[L,L](∂(χf,B))∣∣K(B) n∑
i=1
|ai |2Fi .
Then,
∣∣[L,L](∂Hi)∣∣K(B)λeλψi n∑
i=1
|ai |2Fi . (4.3)
Consider now the first term of the second member of (4.2):
LLHi = eλψi
(
λ2|Lψi |2 + λLLψi
)
χf,B + eλψi λ
(
LψiL(χf,B)+LψiL(χf,B)
)+ eλψiLL(χf,B).
By Lemmas 4.2 and 4.3, |LLψi |, |LψiLχf,B | and |LL(χf,B)| are K(B)∑ni=1 |ai |2Fi ,.
Finally,
〈
∂∂¯Hi;L,L
〉
 eλψi
(
χf,Bλ
2|Lψi |2 −K(B)λ
n∑
i=1
|ai |2Fi
)
. (4.4)
Because of our support hypothesis, |ψi |  K(B), and, for all choice of λ and C, the function H is bounded
uniformly in δ, and there exist two constants A′ and K depending on B , λ and C (which will be chosen later) such
that the inequality of (1)(a) of Proposition 4.1 and the inequality (3) are satisfied.
Now, we look at the inequality of (1)(b)(i). If, for all i ∈ I , |λψi | < 1, the definition of H (formula (4.1)),
Lemma 4.4 and (4.4) imply the result for λ big enough and δ small. Suppose then that there exists i ∈ I such that
|λψi | > 1. This implies that there exists a constant B ′  B , depending on B and λ, such that |ϕi/δ|2/(li−1)  (4/B ′)Fi .
Define ϕ˜i = ϕi = cii¯ if li = 3, and, if li > 3, ϕ˜i = Li(eϑ) or Li(mϑ) when ϕi = e(Liϑ) or ϕi = m(Liϑ), so
that, if f ′ = (f ′i ) is the (n − 1)-uplet defined by f ′j = fj for j = i, and f ′i = |ϕ˜i/δ|2/(li−1), then f ′ is B ′-dominant.
This prove (1)(b)(i) for that constant B ′ (which will be fixed when λ will be), for δ small depending on C (see
Lemma 4.4).
We now show that we can choose λ big enough, enlarging eventually the constant B ′, which is possible without
modifying the previous results, in such a way that (1)(b)(ii) of Proposition 4.1 is satisfied.
Suppose then that p belongs to UB ′ (for a constant B ′ which is not yet defined). To simplify the calculations, we
reorder the terms through a (p, δ)-admissible permutation σ . Put γj = |Lψj |2, if j ∈ I , γj = |aj |2|cj j¯ |/δ, if j /∈ I ,
and J = σ−1(I ), and write∑n−1j=1 γj =∑i∈J γσ(i) +∑i /∈J γσ(i).
By the second inequality of Lemma 4.2, for i ∈ J ,
γi = |Lψσ(i)|2  14
∣∣∣∣∣
i∑
j=1
aσ(j)Lσ(j)ψσ(i)
∣∣∣∣∣
2
−K(B)
(
1 + |an|
2
δ2
)
.
By the first inequality Lemma 4.2, for j < i, |aσ(j)Lσ(j)ψσ(i)|K(B)|aσ(j)|F 1/2σ(j). By the definition of ψσ(i),
Lσ(i)ψσ(i) = Lσ(i)ϕσ(i)
δ
∣∣∣∣Lσ(i)ϕσ(i)δ
∣∣∣∣ 1l(ϕσ(i))−1 + ϕσ(i)δ Lσ(i)|Lσ(i)ϕσ(i)|δ
∣∣∣∣Lσ(i)ϕσ(i)δ
∣∣∣∣(1/l)−2
= A1 +A2.
The condition χf,B(ζ ) = 1 implies that there exists C(B) such that |A1|  C(B)F 1/2σ(i), and, as we have seen in
the proof of Lemma 4.2, |Lσ(i)|Lσ(i)ϕσ(i)||  δF (l+1)/2i . Then there exists a constant K ′′(B) such that |ϕσ(i)/δ| 
K ′′(B)F (l−1)/2σ(i) implies |A2| C(B)2 F 1/2σ(i). Enlarging B ′ if necessary, we can suppose that this condition is satisfied
on UB ′ and we apply the following simple trick:
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Then there exists a constant W = W(c,C,n) such that
n−1∑
i=1
∣∣∣∣∣
i∑
j=1
β
j
i
∣∣∣∣∣
2
W
n−1∑
i=1
(αi)
2.
This gives us a constant W(B) > 0 such that
∑
i∈I
|Lψi |2 +
∑
i /∈I
|ai |2 |cii¯ |
δ
W(B)
n−1∑
i=1
|ai |2Fi −K1(B)
(
1 + |an|
2
δ2
)
,
where K1(B) = nK(B).
The conclusion of the proof is now easily obtained:
〈
∂∂¯Hδ;L,L
〉
W(B)λ1/2e−4
(
n−1∑
i=1
|ai |2Fi
)
−K1(B)λ1/2e4
(
1 + |an|
2
δ2
)
− λ1/2e4
n−1∑
i=1
|ai |2
δ
|cii¯ |
− nK1(B)λ−1/2e4
n∑
1
|ai |2Fi +C
[
−K0 + e−4
n−1∑
i=1
|ai |2
2δ
|cii¯ | +
e−4
2
|an|2
δ2
]
and, then, taking λ large enough, depending on A, and C > 2λ1/2e8 + 3K1(B)λ1/2e8 + 2Ae4, we get the result for
δ small enough. Finally, Lemma 4.4 implies assertion (2) with the constant K ′ = CK0 depending only on A, B
and Ω . 
4.2.2. Construction of a plurisubharmonic function H˜δ in B(p0, r)∩ {|ρ(p)| < 4δ}
We put
H˜δ =
∑
f∈H
Hδ(f,Af ,Bf ),
where H is the set of (n− 1)-uplets of components of the weights Fi .
For convenience, we extend the partial order on (n − 1)-uplets of components of the weights Fi defined in the
previous paragraph with the lexicographic order.
Proposition 4.2. For a suitable choice of the constants Af and Bf and if δ is sufficiently small, H˜δ is uniformly
bounded, with respect to δ and p ∈ B(p0, r) ∩ {|ρ(p)| < 4δ}, and, if L =∑ni=1 aiLi , with∑i |ai |2 = 1, we have, on
this set, 〈
∂∂¯H˜δ;L,L
〉

n∑
i=1
|ai |2Fi .
Proof. Let us remark that F˜i F 2Mi implies that there exists a constant D depending only on M such that, for every
p and δ there exists a component fi of Fi such that |fi |2M  1D F˜i .
Let f 0 be the largest element of H for the lexicographic order. Define Af 0 = 2Mn and Bf 0 = D. Suppose we
have constructed the constants Af and Bf for all f  f 1. Let f 2 the element of H preceding f 1. Let A′f 1 and B
′
f 1
the constants obtained applying Proposition 4.1 to f 1 and the constants Af 1 and Bf 1 . We choose Af 2 = 3A′f 1 and
Bf 2 = B ′f 1 (note that Af 2  2
∑
f>f 2 A
′
f ). This defines completely the function H˜δ .
Let p be a point in B(p0, r)∩ {|ρ(p)| 4δ}. Define:
E1(p) = {f ∈H such that there exists f ′ < f, B ′f -dominant},
E3(p) = {f ∈H such that χf,Bf = 1, and there does not exist f ′ < f, B ′ -dominant},f
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E2(p) =H \ (E1 ∪E3).
If E1 is not empty, let f its smallest element. Then, there exists f ′ < f which is B ′f -dominant, and then, f → Bf
being decreasing, it is also Bf ′ -dominant and χf ′,Bf ′ (p) = 1. Thus f ′ ∈ E3.
Let L =∑i aiL0i =∑i aiLi , and let us calculate 〈∂∂¯H˜δ;L,L〉. By Proposition 4.1, for δ small enough, we have:〈
∂∂¯H˜δ;L,L
〉

(∑
f∈E3
Af −
∑
f∈E1
A′f − #E2
)∑
|ai |2Fi ,
because, out of the support of χf,B , ∂∂¯Hδ is bounded and then −∑i |ai |2Fi for δ small enough.
By definition of D = Bf , E3 = ∅, and, as we saw just before, if E1 is not empty and f is the smallest element of
E1, there exists f ′ < f , f ′ ∈ E3, and, then, Af ′ −∑f ′′>f ′ A′f ′′  2Af 0 = 2Mn+1. Thus, in any case,(∑
f∈E3
Af −
∑
f∈E1
A′f
)∑
|ai |2Fi  2Mn+1
∑
|ai |2Fi ,
and, because we always have #E2  2Mn, we conclude 〈∂∂¯H˜δ;L,L〉 ∑ |ai |2Fi . Note that the constants Af and
Bf and the constants λ involved in Proposition 4.1 do not depend on p (in B(p0, r) ∩ {|ρ(p)| 4δ}) and δ, so that
H˜δ is uniformly bounded. This completes the proof of Proposition 4.2. 
4.2.3. Construction of the final plurisubharmonic function
In this paragraph we achieve the construction truncating the function H˜δ of the previous paragraph with respect to
the ball B(p0, r/4) and the strip {|ρ(p)| 2δ} and then adding everywhere a function with large Hessian.
The cutoff functions we use are the following. First we choose θ1(p) = χ1( 12 − |p−p0|r ), where χ1 is an increasing
C 3 function equal to 0 on ]−∞,0], 1 on [1/4,+∞[ and χ1(t) = t4 on [0,1/8]. The second one is θ2(p) = χδ(ρ(p))
where χδ(t) = χ(t/δ), with χ a C 3 even function, increasing on ]−∞,0[, equal to 0 on ]−∞,−4], to 1 on ]−2,0[,
and equal to (t + 4)4/44 for t ∈ [−4,−8/3]. Then we put θ = θ1θ2.
Let H = H˜δθ . As in the previous paragraph, let L =∑ni=1 aiL0i =∑ni=1 aiLi ,∑i |ai |2 = 1; then〈
∂∂¯H ;L,L 〉= H˜δ 〈∂∂¯θ;L,L 〉+ θ 〈∂∂¯H˜δ;L,L 〉+ 2e〈Lθ,LH˜δ 〉.
Let us calculate the first term of the second member.〈
∂∂¯θ2;L,L
〉= ∑
i,jn−1
aiaj
cij¯
2
1
δ
χ ′
(
ρ
δ
)
+ 2e
(
n−1∑
i=1
∑
aian
1
δ
χ ′
(
ρ
δ
)
[Li,N ](∂ρ)
)
+ |an|2
(
1
δ2
χ ′′
(
ρ
δ
)
+ 1
δ
χ ′
(
ρ
δ
)
[N,N](∂ρ)
)
and, then, using the Cauchy–Schwarz inequality,∣∣θ1〈∂∂¯θ2;L,L 〉∣∣ ∑
in−1
|ai |2
δ
|cii¯ | +
|an|2
δ2
+ 1,
because, on the support of ϑ2, |ρ| 4δ, and, for i = j , cij¯ is O(δ).
Trivially, θ2〈∂∂¯θ1;L,L〉 = O(1) and e〈Lθ1Lθ2〉 = O(|an|/δ). Thus,∣∣〈∂∂¯θ;L,L〉∣∣ ∑
in−1
|ai |2
δ
|cii¯ | +
|an|2
δ2
+ 1.
On the other hand, we know that |LH˜δ|∑i |ai |F 1/2i (Lemma 4.2). Moreover,
Lθ = θ1 an
δ
χ ′
(
ρ
δ
)
+ θ2
n∑
aiLi
( |p − p0|
r
)
χ ′1
(
1
2
+ |p − p0|
r
)
,i=1
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∣∣∣∣∣∣∣∣χ ′(ρδ
)∣∣∣∣+ θ2χ ′1(12 − |p − p0|r
)) n∑
i=1
|ai |F 1/2i .
Then, from Proposition 4.2,
〈∂∂¯H ;L,L〉−K
( ∑
in−1
|ai |2
δ
|cii¯ | +
|an|2
δ2
+ 1
)
−K
(
θ1
∣∣∣∣anδ
∣∣∣∣∣∣∣∣χ ′(ρδ
)∣∣∣∣+ θ2χ ′1(12 − |p − p0|r
)) n∑
i=1
|ai |F 1/2i
+ χ1
(
1
2
− |p − p0|
r
)
χ
(
ρ
δ
) n∑
i=1
|ai |2Fi
 χ1
2
(
1
2
− |p − p0|
r
)[
χ
(
ρ
δ
) n∑
i=1
|ai |2Fi − 2K
∣∣∣∣anδ
∣∣∣∣∣∣∣∣χ ′(ρδ
)∣∣∣∣ n∑
i=1
|ai |F 1/2i
]
+ χ
(
ρ
δ
)[
χ1
2
(
1
2
− |p − p0|
r
) n∑
i=1
|ai |2Fi −Kχ ′1
(
1
2
− |p − p0|
r
) n∑
i=1
|ai |F 1/2i
]
−K
( ∑
in−1
|ai |2
δ
|cii¯ | +
|an|2
δ2
+ 1
)
= A+B −C.
Now, we note that A+K1|an|2/δ2 is positive if K1χ(ρ/δ) n(Kχ ′(ρ/δ))2; but, the function (χ ′)2/χ is bounded,
and then, there exists K1 (depending on K) such that A−K1|an|2/δ2.
Consider now the second term B . If |p−p0| 3r/8 then χ1( 12 − |p−p0|r ) 8−4, and then, for δ sufficiently small,
B is positive.
If
1
2
− |p − p0|
r
<
(
n∑
i=1
|ai |F 1/2i
)−1/3
,
for δ small enough,
χ ′1
(
1
2
− |p − p0|
r
)
 4
(
n∑
i=1
|ai |F 1/2i
)−1
and, then B > −K .
If (
n∑
i=1
|ai |F 1/2i
)−1/3
 1
2
− |p − p0|
r
 1/8,
then
χ1
χ ′1
(
1
2
− |p − p0|
r
)
= 1
4
(
1
2
− |p − p0|
r
)
 1
4
(
n∑
i=1
|ai |F 1/2i
)−1/3
,
and B is also positive for δ small.
Finally, we have shown that, for δ small,
〈∂∂¯H ;L,L〉−K3
( ∑ |ai |2
δ
|cii¯ | +
|an|2
δ2
+ 1
)
.in−1
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α = inf{∑ |bi |2, L =∑bi∂/∂Zi,∑ |ai |2 = 1}, such that this function is plurisubharmonic and satisfies:
〈
∂∂¯(H + h);L,L 〉 n∑
i=1
|ai |2Fi
for δ small enough and p ∈ B(p0, r/4)∩ {|ρ(p)| 2δ}. This completes the proof of Theorem 4.1.
5. Proofs of the theorems on the Bergman kernel
5.1. The estimate on the diagonal
Let p ∈ B(p0, r) ∩ Ω . To prove the first statement of the Main Theorem, we use the biholomorphism Φσp given
by the coordinate system (zi) introduced in Section 3.3 centered at p for δ = |ρ(p)|, and the theorem of Catlin–
Hörmander (Section 2, p. 5). It suffices to prove the two following properties:
There exists ε1  ε0, independent of p, such that
– The polydisk ∆ε1(p, |ρ(p)|) = {|zi | ε1Ri (p, |ρ(p)|)} is contained in the image under Φσp of Ω ∩ {|ρ(p′)|
2|ρ(p)|} ∩B(p0, r);
– The plurisubharmonic function H|ρ(p)| constructed in Section 4 satisfies good estimates with respect to the coor-
dinate system.
The first point is proved using an argument similar to the one used in Section 3.5.1. Note that an important conse-
quence is that we can then apply all the results of Sections 3 and 4 in this polydisk.
Let us consider the second point. First, we prove that the derivatives of Hδ are well controlled in term of the
weights. Once again, to simplify the notations, for any function f we write f (z) instead of f ((Φσp )−1(z)).
Proposition 5.1. There exist three constants K0, δ0 and ε, such that, for all δ  δ0, all p ∈ B(p0, r/2)∩Ω , we have,
for |ρ(p)| = δ:
(1) For all z ∈ ∆ε1(p, δ) the derivatives of Hδ with respect to the coordinate system (zi) associate to (p, δ) satisfies:∣∣Dα+βHδ(z)∣∣K0F (α+β)/2(p, δ),
for |α + β| 3.
(2) For ξ ∈ ∆εε1(p), in the coordinate system (zi),
n∑
i=1
∂2Hδ(z)
∂zi∂zj
aiaj 
1
2
n∑
i=1
|ai |2Fi (p, δ).
Proof. For the first part, recall that the function Hδ is constructed using functions eλψ , ψ being uniformly bounded,
χf,B , where B does not depends on p and δ, χδ , eρ/δ and |Z|2. It suffices then to verify the proposition for all these
functions. It is trivial for the last one by the properties of the coordinate system. For eρ/δ , by Lemma 3.13(2)(b) it
suffices to see that, for |L | 3, L (ρ/δ)KFL /2(p, δ). This is trivial if L does not contains (−)N and, in the other
case we have FL /2  1/δ. For all the other functions, say f , we recall that, in the previous section, we proved that
|L f |KFL /2 on B(p0, r)∩ {|ρ(p)| 8δ}, then, to conclude, it suffices to apply Lemmas 3.13 and 3.14.
The second part of the proposition is also easily proved. We compare 〈∂∂¯Hδ;Li,Lj 〉 and ∂2Hδ∂zi∂zj at a point z of
∆εε0(p, δ). Writing the Li in the coordinate system, we get:〈
∂∂¯Hδ;Li,Lj
〉
(z) = aii ajj
∂2Hδ
(z)+A,∂zi∂zj
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A =
∑
k =i, p =j
aki a
p
j
∂2Hδ
∂zk∂zp
(z)+ aii
∑
p =j
a
p
j
∂2Hδ
∂zi∂zp
(z)+ ajj
∑
k =i
aki
∂2Hδ
∂zk∂zj
(z).
By Lemmas 3.13 and 3.14, |A| εF 1/2i (p, δ)F 1/2j (p, δ), and the proposition follows Theorem 4.1, Lemmas 3.13
and 3.14. 
The first part of the Main Theorem is now completely proved, the rule transformation for the Bergman kernel
involving only the Jacobian determinant of the biholomorphism at the point which is uniformly bounded from below
and above.
5.2. The estimates outside the diagonal
The method we use to prove the second part of the Main Theorem was initiated independently by A. Nagel,
J.P. Rosay, E.M. Stein and S. Wainger [37] and J. McNeal [31] for the pseudo-convex domains of finite type in C2,
and used for some generalizations (see the introduction) in particular by J. McNeal [34] in the case of convex domains.
It consists to obtain uniform local estimates for the Neumann operator N and then to apply the ideas developed by
N. Kerzman [26] in the study of strictly pseudo-convex case. This is done using scaling.
The starting point is to write the Bergman kernel KΩB using the Bergman projection. More precisely, if ψζ is a
radial function centered at ζ with compact support in Ω and of integral 1, and PΩB is the Bergman projection of Ω ,
then DµDνKΩB (w, ζ ) = DµwPΩB (Dνζψζ )(w). Then, PΩB being related to the ∂¯-Neumann problem by the formula
PΩB = Id − ϑN ∂¯ , where ϑ is the formal adjoint to ∂¯ and N the inverse operator of ∂¯ ∂¯∗ + ∂¯∗∂¯ , the estimates on PΩB
are obtained via estimates on N . To obtain these estimates, we use the theory developed by J.J. Kohn and L. Niren-
berg [27] which gives local Sobolev estimates for N if there exists local sub-elliptic estimates for the ∂¯-Neumann
problem and the famous work of D. Catlin [3], where it is proved that the existence of certain plurisubharmonic
function (of the type we constructed in Section 4) implies the existence of sub-elliptic estimates for the ∂¯-Neumann
operator.
To handle easily the constants appearing in the different estimates, we don’t work in the domain Ω but in some
domains Ω(p1,p2), which are associated to the points (p1,p2) through an appropriate scaling so that the scaled
domains satisfy uniform properties, in particular, uniform subelliptic estimates in a “uniform” open set. From this we
deduce uniform local Sobolev estimates for N , and then for PΩB . Finally, the localization of the images of the points
p1 and p2 and a good choice of the function ψζ permit the use of the previous estimates to conclude.
Let p1 and p2 be two points in Ω ∩B(p0, r1) where r1  r will be defined later. Recall that
γ (p1,p2) = inf
{
t > 0 such that p2 = expp1(u1, . . . , u2n), |ui |R ′i (p1, t)
}
,
R ′2k−1 =R ′2k =Rk =F−1/2k .
Let,
δ(p1,p2) = µ
(−ρ(p1)+ γ (p1,p2)),
where µ is a constant that will be fixed later with the fundamental goal that p2 will belong to a convenient polydisk
Pσp2(δ(p1,p2),∆) (see Proposition 3.5.2).
Let σ = σ(p1,p2) be a (p1, δ(p1,p2))-admissible permutation and Φσ(p1,p2)p1 the associated change of coordinates
defined in Proposition 3.2. Let Φ = Φp1,p2 be the change of coordinates defined on Cn by Φ(q) = Θ ◦Φσ(p1,p2)p1 where
(Θ(z))i =R−1i (p1, δ(p1,p2))zi , and define Ωp1,p2 = Φ(Ω) and Pp1,p2 = Pσp1(δ(p1,p2),∆) with ∆ = ε0ε2, where
ε0 is defined at the beginning of Section 3.5.1 and ε2 = min{ 116nK , ε′,1}, K being the constant defined in Lemma 3.13
and ε′ the one defined in Lemma 3.14.
We can choose µ (depending on ∆ but neither on p1 nor on p2) such that Pp1,p2 ∩ ∂Ω = ∅ (this is seen using the
properties of the change of coordinates Φσ(p1,p2)p1 given in Propositions 3.2 and 3.3 and Taylor’s formula) and such
that (1/µ)1/M  β(∆), where β is defined in Proposition 3.4. Now µ is fixed with these two properties, and then, is
a constant depending only on Ω .
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Pp1,p2 ⊂ B(p0, r), and we can then apply all the results of Sections 3 and 4. To simplify the notations, we will now
on write δ instead of δ(p1,p2).
By the definition of γ , p2 = expp1(u1, . . . , u2n) with
|ui |R ′i
(
p1, γ (p1,p2)
)
 µ−1/MR ′i (p1, δ) β(∆)R ′i (p1, δ),
and then, by Proposition 3.4, p2 ∈ Pp1,p2 .
The image of Pp1,p2 under Φ is the polydisk Q centered at the origin of radius ∆ and ∂Ωp1,p2 ∩ Q = ∅. Let
r ′ = δ−1ρ ◦ Φ−1. Then r ′ is a defining function of Ωp1p2 in Q, and, using Proposition 3.2, it is clear that |∇r ′| is
uniformly bounded from above and below in Q. In particular, −r ′ is, in Q ∩ Ωp1,p2 , uniformly equivalent to the
distance to the boundary. Thus, there exists T > 0 (independent of p1 and p2) such that Q ∩ Ωp1,p2 ⊂ ST , where
Sε = {w ∈ Q such that −ε  r ′(w) 0} = Φ−1(Wδε), with Wt = Pp1,p2 ∩ {q ∈ Ω such that −t  ρ(q) 0}.
We now show that there exists, for all ε  T a plurisubharmonic function in Q ∩ Ωp1,p2 whose Hessian is well
controlled in the strip Sε .
By Theorem 4.1, reducing r1 if necessary, for all ε  T , there exists a plurisubharmonic function H˜δε of modulus
less than 1 in Ω and a constant c > 0 such that, if L =∑βiL0i ,〈
∂∂¯H˜δε(q);L,L
〉
 c
∑
|βi |2Fi (q, δε) for q ∈ Wδε.
Let Hε = H˜δε ◦Φ−1. We denote by (wi) the coordinates associated to Φ , and, as before, by (zi) the one associated
to Φσ(p1,p2)p1 . If α =
∑
αi
∂
∂wi
=∑βi(α)L0i (Φ−1(w)), we have:〈
∂∂¯Hε(w);α, α¯
〉
 c
∑∣∣βi(α)∣∣2Fi (Φ−1(w), δε) cε−2/M∑∣∣βi(α)∣∣2Fi(Φ−1(w), δ).
But, ∂
∂wi
= Ri (p1, δ) ∂∂zi , ∂∂zi =
∑
bki Lk , and then βk =
∑
αiRi (p1, δ)b
k
i . Thus, q = Φ−1(w) ∈ Pp1(δ,∆), and, by
the choice of ∆, for i = k, ∣∣bki ∣∣ 116nR−1i (q, δ)Rk(q, δ) and ∣∣bkk − 1∣∣O(δ2/M)
(then |bkk | 1/2 for r1 sufficiently small) (Lemma 3.13). Then, for i = k,∣∣bki ∣∣ 18nR−1i (p1, δ)Rk(q, δ)
(Lemma 3.14). This implies ∑∣∣βk(α)∣∣2Fk(q, δ) 18n∑ |αi |2.
Finally, there exists a constant c1 depending only on Ω such that the plurisubharmonic function Hε , of modulus less
than 1, satisfies:
〈∂∂¯Hε;α, α¯〉 c1|α|2ε−2/M in the strip Sε.
Now, Q ∩ Ωp1,p2 being contained in ST , the proof of Theorem 2.2 of [3] (pp. 136–139) shows that there exists
a constant C depending only on c1, and the gradient of r ′ (which is uniformly bounded) such that the subelliptic
estimate
|||u|||21/M  C
(‖∂¯u‖2 + ‖ϑu‖2 + ‖u‖2)
occurs for all C∞ form u in the domain of ∂¯∗ with compact support in Q.
As noted by A. Nagel, J.P. Rosay, E.M. Stein and S. Wainger in [37] and J. McNeal in [31] and in [34], Theorem
4 of [27] (p. 458, with a proof (pp. 471–475) slightly modified, i.e., conserving the term ‖ξ1Nϕ‖20 instead of ‖ϕ‖20)
shows that, the existence of subelliptic estimates for the ∂¯-Neumann problem implies uniform local Sobolev estimates
for the ∂¯-Neumann operator:
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C∞(Cn) such that supp(ξ1) ⊂ Q and ξ1 ≡ 1 on supp(ξ0). Then, for all s  0, there exists a constant Cs , depending
on s, ξ0 and, ξ1 (but not on p1 and p2), such that, if ϕ ∈ C∞(Ωp1,p2) with supp(ϕ) ⊂ Q, then ‖ξ0Np1,p2ϕ‖2s+1/M 
Cs(‖ξ1ϕ‖2s + ‖ξ1Np1,p2ϕ‖20).
We need to apply this proposition for two functions ξ0 and ξ1 independent of the points p1 and p2, and thus we
have to know the respective positions of the images of p1 and p2 under Φp1,p2 .
Let p′1 = 0 and p′2 these images:
Proposition 5.3. There exists two positive constants β1 and β2 depending only on Ω such that
– or |p′2| β1 and ∂Ωp1,p2 ∩ {w such that |w| 2β1} = ∅;
– or |p′2| β2.
Proof. Suppose first γ (p1,p2) ν(−ρ(p1)), with ν  1. Then −ρ(p1) δ(p1,p2)/2µ and −r ′(p′1) 12µ , and −r ′
being uniformly equivalent to the distance to the boundary, there exists β1 > 0 (β1  ε0) such that ∂Ωp1,p2 ∩ {w such
that |w| 2β1} = ∅.
Moreover, p2 = expp1(u1, . . . , u2n) with
|ui |R ′i
(
p1, ν
(−ρ(p1))) ν1/MR ′i(p1,−ρ(p1)) ( νµ
)1/M
R ′i
(
p1, δ(p1,p2)
)
and, by Proposition 3.4, there exists ν0 depending only on µ and β1, thus depending only on Ω , such that
p2 ∈ Pσp1
(
δ(p1,p2), β1/
√
n
)
for ν  ν0 which implies |p′2| β1.
Suppose now γ (p1,p2) ν0(−ρ(p1)). Then
γ (p1,p2)
ν0
(1 + ν0)µδ(p1,p2) = ν1δ(p1,p2),
and thus p2 = expp1(u1, . . . , u2n) where there exists i such that
|ui |R ′i
(
p1, ν1δ(p1,p2)
)
 ν1R ′i
(
p1, δ(p1,p2)
)
,
and, by Proposition 3.4, there exists α0 depending only on Ω such that p2 /∈ Pσp1(δ(p1,p2), αε0) for α  α0 and, then,|p′2| β2 = αε0. 
Now the technical preparation of the proof of the estimate outside the diagonal is finished. The remainder of the
proof can be done as in [34] or [31]. We will not reproduce it in details here. Let us just give the essential steps.
First, Proposition 5.2 gives local Sobolev estimates for the Bergman projection Pp1,p2B of Ωp1,p2 using the standard
relation between the Neumann operator and the Bergman projection Pp1,p2B = Id − ∂¯∗Np1,p2 ∂¯ :
Corollary 1 (Case |p′2|  β1 and ∂Ωp1,p2 ∩ {w such that |w|  2β1} = ∅). Let ξ1 ∈ C∞(Cn) with compact sup-
port in {w such that |w| < 32β1} and ξ1 ≡ 1 on {w such that |w|  β1}. Then, for all s  0, there exists a constant
Cs , depending only on Ω , s and ξ1, such that, for all ϕ ∈ C∞0 (Ωp1,p2) with supp(ϕ) ⊂ {w such that |w| < 32β1},
‖ξ1Pp1,p2B ϕ‖s  Cs‖ϕ‖s+2−1/M .
Corollary 2 (Case |p′2|  β2). Let ξ1 ∈ C∞(Cn) with compact support in {w such that |w| < β2/2}, ξ1 ≡ 1 on{w such that |w|  β2/4}. Then, for all s  0 and t  0, there exists a constant Cst , depending only on Ω , s, t
and ξ1, such that, for all ϕ ∈ C∞(Ωp ,p ) with supp(ϕ) ⊂ {w such that |w| 2β2}, ‖ξ1Pp1,p2ϕ‖s  Cst‖ϕ‖−t .0 1 2 3 B
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with compact support in the unit polydisk of Cn such that ψ  0,
∫
ψ = 1. Let ψ˜(ζ,w) = R−2nψ(wi−ζi
R
) where R is
chosen large enough to have supp(ψ˜(. ,p′2) ⊂ Ωp1,p2 . Then
DµDνKp1,p2B (p′1,p′2) =
(
DµwP
p1,p2
B
(Dνζ ψ˜))(p′1,p′2) = Dµwξ1(ζ )P p1,p2B (Dνζ ψ˜)(p′1,p′2),
where ξ1 is the function introduced in the previous corollaries.
Then, in the case of the first corollary, we can choose R = β1 and use the fact that ‖ψ˜(. ,w)‖s is bounded inde-
pendently of p1 and p2, and, in the case of the second corollary, we simply use the Sobolev injection lemma, and the
control of R is not necessary.
Finally, in both cases, we obtain |DµDνKp1,p2B (p′1,p′2)| 1.
Let us now come back to the system of coordinates zi =Ri (p1, δ(p1,p2))wi , and write z1 and z2 the coordinates
of p1 and p2 in this system. The rule transformation formula of the Bergman kernel under biholomorphism implies:∣∣∣∣∂ |µ|∂zµ ∂ |ν|∂z¯ν KΩB (z1, z2)
∣∣∣∣∏Fi(p1, δ(p1,p2))1+µi+νi2 , (5.1)
where the derivation ∂i acts on the zi variable.
Thus, the fact that p2 belongs to Pp1,p2 , Lemmas 3.12 and 3.13(1) prove the same inequality replacing the deriva-
tives ∂
∂zi
by the vector fields Li , and then, the estimate of the Main Theorem part II.
Remark. The same proof directly applied to Ω implies that, for every positive number α, there exists a neighbor-
hood V of p0 and a constant K such that, for p ∈ V ∩Ω and q ∈ Ω , |p − q| > α implies |KΩB (p,q)| <K .
5.3. Lp estimates for the Bergman projection
Lp estimates are known for a long time for strictly pseudo-convex domains and ellipsoids, and A. Nagel, J.P. Rosay,
E.M. Stein and S. Wainger [37] proved Sobolev Lp estimates for the Szegö projection for domains of finite type
in C2. They proved that this projection is an operator of order zero and used the theory of G. David, J.L. Journé and
S. Semmes on the operators of Calderón–Zigmund [20] (in particular the T(1) theorem). Recently, K. Koenig [28]
proved similar results in the case of domains of finite type when the eigenvalues of the Levi form are comparable.
J. McNeal [33] gave a proof of the Lp estimate for the Bergman projection on domains of finite type in different
cases (C2, decoupled domains and convex domains). By duality, it suffices to prove the estimate for 1 < p  2, and,
by the Marcinkiewicz Interpolation Theorem, it suffices to prove that the Bergman projector maps continuously L1
into weak L1. Here the method consists to see the Bergman projection as a Calderón–Zigmund operator, that is, more
precisely, to prove the uniform boundedness of the integrals
∫
Dpq
|KΩB (s,p)−KΩB (s, q)|ds, where Dpq is a domain
associated to p and q through an adapted pseudo-distance d˜ , and then to use the classical tools of the theory of singular
integrals (see, for example, E. Stein [41] or R. Coifman and G. Weiss [14]). This needs the existence, for all α > 0, of
a special covering of the set {Mf > α} (where Mf is the Hardy–Littlewood maximal function of f ) by pseudo-balls
associated to d˜ .
We follow the same method using the local pseudo-distance defined in Proposition 3.5.3 taking into account the
restriction in the essential tool given in Proposition 3.7.
To each point P of the boundary, we associate a ball B(P, r ′P ) so that all the properties proved in the previous
sections are satisfied in B(P, r ′P ) ∩ Ω . As in Section 3.5.3 we associate to P and rP  r ′P the domains E1(P, rP )
and E2(P, rP ), and similarly, we define the domains E3(P, rP ) and E′3(P, rP ) with the respective conditions that q
belongs to E3 (resp. E′3) if π(q) ∈ B(P, rP /8) and the same condition on ρ(q) (resp. −δ0/2 < ρ(q) < 0). We suppose
also that the rP are chosen small enough so that, if q and q ′ are two points of B(P, rP ) and if q ′ = expq(u1, . . . , un),
then, for all t ∈ [0,1], the point expq(tu1, . . . , tu2n) belongs to B(P, r ′P ).
With these notations, we cover ∂Ω by a finite number, N0, of balls B(Pi, rPi /8) and define Ui = E3(Pi, rPi )∩Ω ,
1  i  N0, and U0 = Ω \⋃N0i=1 E′3(Pi, rPi ). Let ψi , 0  i  N0, be a partition of unity associated to the covering
(Ui)0iN .0
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0 fψi =
∑N0
0 fi . The Bergman kernel being uniformly bounded on Ω ×K , K compact in Ω , |PBf0| is trivially
bounded by C‖f ‖1. Thus it is enough to prove that, for each i, we have the wright estimate for PBfi .
Then in the remainder of this proof, we suppose that the support of f is contained in Ui . We consider
Ωi = Ω ∩ B(Pi, rPi ) equipped with the pseudo-distance ∆ of Section 3.5.3, and we will prove the L1∞ estimate
for PBf using the classical techniques of singular integrals exposed in [14].
Because we have some restrictions for the volumes of the pseudo-balls we enter in some details.
Let g an integrable function in Ωi whose support is contained in E3. As usual, define:
mg(p) = sup 1
µ(S)
∫
S
g(q) dµ(q),
where the supremum is taken over all the pseudo-balls S of Ωi centered at p. Clearly, outside E2, mg is bounded by
C‖g‖1, C depending only on Ω . Thus, for α > C‖g‖1, the set {mg > α} is contained in E2.
Using Proposition 3.7, the following two lemmas can easily be verified (cf. Theorems 1.2 and 1.3, pp. 69 and 70
of [14]):
Lemma 5.1. There exists a constant k depending only on Ω such that, if A ⊂ E2 and if {S(p, r(p))} is a covering of
A by pseudo-balls, there exists a sequence (S(pi, r(pi)))i of those pseudo-balls which are disjoint and such that the
family {S(pi, kr(pi))} is a covering of A.
Lemma 5.2. There exist two constants, M and h, depending only on Ω , such that: if O is an open set strictly contained
in E2, there exists a sequence of pseudo-balls S(pi, ri) such that
(1) O =⋃i S(piri);
(2) for all p ∈ O , the cardinal of {i such that p ∈ S(pi, ri)} is less than M ;
(3) for all i, S(pi, hri) is not contained in O .
Using Lemma 5.1, it is easy to prove that, for α > C‖g‖1,
µ{p ∈ Ωi s.t. mg > α} C
α
‖g‖1.
Similarly, standard techniques (using Proposition 3.7) show that, on E2, g  mg almost everywhere, and, thus, the
same inequality is true almost everywhere on Ωi .
Using these lemmas, one can prove the classical decomposition of g (cf. Corollaire 2.3 (p. 74) of [14]):
Lemma 5.3. There exists a constant C depending only on Ω such that, for g ∈ L1(Ωi) with support in E3 and for
α > C‖g‖1, there exists a family of pseudo-balls Sj = S(pj , rj ) and functions g1 and hj in L1(Ωi) such that
(1) ∑j µ(Sj ) Cα ‖g‖1;(2) g = g1 +∑j hj ;
(3) |g1| Cα almost everywhere on Ωi ;
(4) ‖g1‖1  C‖g‖1;
(5) for all j , the support of hj is contained in Sj ;
(6) for all j , ∫ hj dµ = 0;
(7) ∑j ‖hj‖1  C‖g‖1.
We now apply these results to our function f and write f = g1 + g2, gi being extended to Ω by 0. Thus{|PBf | > α}⊂ {|PBg1| > α/2}∪ {|PBg2| > α/2}.
PB being continuous on L2,
µ
{|PBg1| > α/2} α−2‖g1‖22  α−1‖g1‖1,
by condition (3) of the previous lemma, and µ{|PBg1| > α/2} α−1‖f ‖1 by condition (4) of the same lemma.
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PBg2(s) =
∫ ∑
j
(
KB(s, q)−KB(s,pj )
)
hj (q) dq.
To estimate these integrals, let us define
Tj =
{
q ∈ Ωi s.t. ∆(pj , q) < Krj
}
,
for a real number K to be chosen later, and let us suppose that the following lemma is already proved:
Lemma 5.4. For all j , and all q in Sj
∫
Ω\Tj |KB(s, q)−KB(s,pj )|ds  1.
Then if Ω˜ = Ω \⋃j Tj , we have:∫
Ω˜
∣∣PBg2(s)∣∣ds ∑
j
∫
Ω˜
∫
Sj
∣∣KB(s, q)−KB(s,pj )∣∣∣∣hj (q)∣∣dq ds ∑
j
‖hj‖1  C‖f ‖1,
by condition (7) of Lemma 5.3. This implies µ{s ∈ Ω˜ s.t. |PBg2(s)| > α/2} α−1‖f ‖1.
For α > C‖f ‖1, by condition (1) of Lemma 5.3 and by Proposition 3.7, we also have:
µ
(⋃
j
Tj
)
 C(K)
∑
j
µ(Sj ) α−1‖f ‖1.
Finally, we get µ{|PBg2| > α/2} α−1‖f ‖1 for all α > 0, which completes the proof.
Proof of Lemma 5.4. Let q = expp(u1, . . . , u2n) and pt = expp(tu1, . . . , tu2n), t ∈ [0,1]. Let us remark that, t →
ρ(pt ) being monotone, pt ∈ Ω ∩B(Pi, r ′Pi ), so that
KB(s, q)−KB(s,p) =
1∫
0
∑
i
uiYiKB(s,pt ) dt,
where Y2k = e(Lk) and Y2k−1 = m(Lk). To estimate YiKB(s,pt ), we need to control the functions:
Fi
(
pt , γ (pt , s)
)+ ∣∣ρ(pt )∣∣+ ∣∣ρ(s)∣∣
that is to get a lower bound for the quantities γ (pt , s)+ |ρ(pt )| + |ρ(s)|.
Lemma 5.5. There exists a constant K , depending only on Ω , such that, if p,q, s ∈ Ωi , q ∈ S(p, δ) and s /∈ S(p,Kδ),
then
∀t ∈ [0,1], γ (pt , s)+
∣∣ρ(pt )∣∣+ ∣∣ρ(s)∣∣K(γ (p, s)+ ∣∣ρ(p)∣∣+ ∣∣ρ(s)∣∣).
Proof. To simplify the notations, for all w ∈ Ωi , we denote π(w) by w′. By Lemma 3.17,
γ (p,pt ) γ (p,q) γ (p′, q ′)+
∣∣ρ(p)∣∣+ ∣∣ρ(q)∣∣ δ + min{∣∣ρ(p)∣∣, ∣∣ρ(q)∣∣}.
The function t → ρ(pt ) being monotone, we thus have γ (p,pt )  δ + |ρ(pt )|. Moreover, if |ρ(pt )| < |ρ(p)| then
|ρ(p)| |ρ(p)− ρ(q)| + |ρ(q)| δ + |ρ(pt )|. Then, in all cases, we have γ (p,pt )+ |ρ(p)| δ + |ρ(pt )|.
By Lemma 3.17, we also have:
γ (p, s)+ ∣∣ρ(p)∣∣+ ∣∣ρ(s)∣∣ γ (p′, s′)+ ∣∣ρ(p)∣∣+ ∣∣ρ(s)∣∣
K1
[
γ (p′,p′t )+ γ (p′t , s′)+
∣∣ρ(p)∣∣+ ∣∣ρ(s)∣∣]
 γ (p,pt )+ γ (pt , s)+
∣∣ρ(p)∣∣+ ∣∣ρ(pt )∣∣+ ∣∣ρ(s)∣∣,
and then
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∣∣ρ(pt )∣∣+ ∣∣ρ(s)∣∣ γ (p′, s′)+ ∣∣ρ(s)∣∣− γ (p,pt )− ∣∣ρ(p)∣∣
 γ (p′, s′)+ ∣∣ρ(s)∣∣−K2(δ + ∣∣ρ(pt )∣∣).
If δ  |ρ(pt )|, the conclusion of the lemma is immediately obtained because, in that case, |ρ(p)|  2|ρ(pt )|. If
δ > |ρ(pt )|, by the equivalence between ∆ and ∆˜, s /∈ S(p,Kδ) implies γ (p′, s′) > KK3 δ or |ρ(p) − ρ(s)| > KK3 δ,
which implies |ρ(s)| > [ K
K3
− 2]δ (in this case |ρ(p)| 2δ). Then, the lemma is verified for K large enough. 
Remark. Note that we proved that γ (p,pt ) which is  δ + |ρ(pt )| is also  γ (pt , s)+ |ρ(pt )| + |ρ(s)|.
Corollary. Under the hypothesis of Lemma 5.5∣∣KB(q, s)−KB(p, s)∣∣∑
i
Ri
(
p,γ (p,q)
)
R−1i
(
p,γ (p, s)+ ∣∣ρ(p)∣∣+ ∣∣ρ(s)∣∣)F (p,γ (p, s)+ ∣∣ρ(p)∣∣+ ∣∣ρ(s)∣∣).
Proof. The estimates of the derivatives of the Bergman kernel and Lemma 3.16, imply∣∣KB(q, s)−KB(p, s)∣∣

∑
i
Ri
(
p,γ (p,q)
) 1∫
0
F
1/2
i
(
p,γ (pt , s)+
∣∣ρ(pt )∣∣+ ∣∣ρ(s)∣∣)F (p,γ (pt , s)+ ∣∣ρ(pt )∣∣+ ∣∣ρ(s)∣∣)dt.
The corollary is now a simple consequence of Lemma 5.5. 
We now finish the proof of Lemma 5.4. We cut the domain of integration in two sets Ω \Ωi and Ωi \ Tj .
For the first set, as q,pj ∈ Sj ⊂ E2, both |s − pj | and |s − q| are larger than 34 rPi and the integral is trivially  1.
Thus let us consider the integral over Ωi \ Tj .
Let Fk = {s ∈ Ωi s.t. ∆(pj , s) ∈ [K2krj ,K2k+1rj [}. As we know that ∆˜∆, by (3.8),
µ(Fk)F−1
(
p′j ,K2k+1rj
)
F−1
(
p′j ,K2krj
)
.
Let s be a point of Fk . Lemma 3.17 shows that F (p, γ (pj , s)+ |ρ(pj )| + |ρ(s)|) is equivalent to F (p,∆(pj , s)+
|ρ(pj )| + |ρ(s)|), which is equivalent to F (p′,∆(pj , s)+ |ρ(pj )| + |ρ(s)|) by Lemma 3.15. Thus
F
(
p,γ (pj , s)+
∣∣ρ(pj )∣∣+ ∣∣ρ(s)∣∣)F (p′j ,K2krj + ∣∣ρ(pj )∣∣).
Then, by (3.7),
µ(Fk)F
(
pj , γ (pj , s)+
∣∣ρ(pj )∣∣+ ∣∣ρ(s)∣∣) K2krj
K2krj + |ρ(pj )| .
On the other hand, by Lemma 3.17,
Ri
(
pj , γ (pj , q)
)
R−1i
(
pj , γ (pj , s)+
∣∣ρ(pj )∣∣+ ∣∣ρ(s)∣∣)
Ri
(
pj ,∆(pj , q)+
∣∣ρ(pj )∣∣)R−1i (pj ,∆(pj , s)+ ∣∣ρ(pj )∣∣),
and, by (3.7), this last expression is bounded by(
rj + |ρ(pj )|
K2krj + |ρ(pj )|
)1/M
.
Finally, the last corollary implies
Ik =
∫
Fk
∣∣KB(s, q)−KB(s,pj )∣∣ds  K2krj
K2krj + |ρ(pj )|
(
rj + |ρ(pj )|
K2krj + |ρ(pj )|
)1/M
.
Decomposing the family of indices k into {k < k0} and {k  k0}, where k0 (if it exits) is the largest index k such that
K2k0rj  |ρ(pj )|, one obtains easily the convergence of the series∑k Ik , and the proof of the lemma is complete. 
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