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Abstract; A matrix modeling formulation for translation-invariant noncomm-
utative gauge theories is given in the setting of differential graded algebras and 
quantum groups. Translation-invariant products are discussed in the setting of  -
cohomology and it is shown that loop calculations are entirely determined by  -
cohomology class of star product in all orders. Noncommutative version of 
geometric quantization and (anti-) BRST transformations is worked out which 
leads to a noncommutative description of consistent anomalies and Schwinger 
terms. 
 
1. Introduction 
 
  Using noncommutative structures for space-time coordinates at very small 
length scales, was suggested in the early years of quantum mechanics by its 
founding fathers to introduce an effective ultraviolet cutoff and to give an 
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appropriate setting to describe the small scale structures of the universe [1, 
2]. The first mathematical formulation of noncommutative coordinates was 
worked out by Snyder [3, 4]. This formulation was strongly motivated by the 
need to control the divergences of quantum electrodynamics in its very 
beginning formalisms. 
 But the success of renormalization program of field theories made the 
suggestion of noncommutative coordinates, to be largely ignored in its time. 
However the idea of noncommutative space-time revived after considering 
the quantization of gravity where it became clear that the space-time should 
be quantized in some way to make up a “pointless geometry”. Indeed 
noncommutativity of coordinate functions asserts that they cannot be 
diagonalized simultaneously and thus the underlying point-wise concept of 
space disappears. It was von Neumann who first used the term of pointless 
geometry for his attempts to rigorously describe a quantum space [5]. Indeed 
failing the meaning of points in phase space of quantum mechanics due to the 
Heisenberg uncertainty principle, motivated him to look after a pointless 
geometry. Eventually the idea of pointless geometry led to the theory of von 
Neumann algebras as a foundation of noncommutative geometry. 
 More precisely, noncommutative geometry is a theory based on the non-
commutative version of the celebrated Gelfand-Neimark theorem [6] which 
identifies the category of locally compact Hausdorff spaces and commutative 
unital   -algebras in a contravariant manner [7, 8].  More than topological 
point of views, the idea of noncommutative geometry was also generalized to 
differential structures. This generalization led to the concept of quantized 
calculus in the setting of differential graded algebras (DGA) [7-11] and 
differential calculus on quantum groups [12-14]. 
 Quantum groups, as an independent development of noncommutative geom-
etry, were first introduced by Drinfeld [15, 16] to provide solutions of the 
quantum Yang-Baxter equation in the setting of Hopf algebras which had been 
found by Hopf in his elaborations in algebraic topology. In fact, Drinfeld 
constructed a family of quantum groups, so called quantum doubles, as a 
mathematical formulation of the method due to Faddeev, Reshetikhin and 
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Takhtadjian, in studying quantum Yang-Baxter equation and quantum inverse 
scattering. More precisely quantum groups are an exciting generalization of 
ordinary Lie groups in the sense that they have a rich mathematical structure 
and numerous roles in situations where ordinary Lie groups are not adequate 
[17-20]. 
 The collection of noncommutative geometry and quantum groups is mostly 
referred to as “quantum geometry”. Therefore in quantum geometry the 
classical intuitions of smooth manifolds and Lie groups were replaced by 
algebraic concepts. Although it was well-known that to do geometry on 
Riemannian manifolds and more specially on Lie groups, it is often convenient 
to work with the algebra of functions, but it was the idea of quantum 
geometry that even when this algebra is deformed or made to a noncomm-
utative one, one can continue to do geometry, provided all our constructions 
are referred to algebras rather than to any underlying manifold which need no 
longer exist. 
  Noncommutative geometry has provided a set of enormous applications in 
quantum physics. The most sophisticated manifestation of noncommutative 
geometry in quantum physics is to describe the Standard Model in the setting 
of noncommutative Riemannian manifolds or spectral triples [21]. But the 
most popular application of noncommutative geometry in quantum physics is 
the studying of noncommutative quantum field theories. Indeed, the successes 
of noncommutative geometry in the realm of quantum physics led to a revival 
of Snyder’s idea for noncommutative space-time at Planck scale [22, 23] and 
consequently led to noncommutative field theories. But it is not the whole 
story, since the idea of noncommutative field theories owes most of its 
appearance to developments of string theory where more evidences for 
space-time noncommutativity came from [24-27]. 
 Noncommutative field theories have first studied in a naïve approach, using 
the Groenewold-Moyal product [28, 29] instead of the ordinary one. Develop-
ing Feynman rules [30] and considering the perturbation theory [31], 
revealed a serious problem in renormalization program of noncommutative 
scalar field theories, so called UV/IR mixing. UV/IR mixing is a pathological 
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effect which plagues the theory by reflecting UV divergences in new IR 
singularities. Soon after it was shown [32-35] that noncommutative gauge 
theories are also suffered by UV/IR mixing. Although this pathology was cured 
for scalar field theories in translation-variant [36, 37] and non-local [38] 
formulations, but the problem is still unsolved for noncommutative gauge 
theories [39]. 
 But as mentioned above, since string theory may be defined as an approp-
riate modification of classical general relativity, the need of noncommutative 
space-time in string theory is actually more apparent than in quantum field 
theory [40]. Despite of this fact, there has remained a gap in understanding of 
the role of noncommutative geometry in string theory [5]. Indeed, there is no 
natural dynamical origin for the occurrence of noncommutative field theories. 
This point may be explained by open string degrees of freedom known as D-
branes [41], which are fixed hypersurfaces in space-time onto which the end-
points of strings can attach. It was also realized that the low-energy effective 
field theory of D-branes has configuration space which is described in non-
commuting matrix valued space-time coordinate fields [42]. This has led to 
two suggestions for M theory as a rigorous generalization of superstring 
theory in which strings are on equal footing with their multidimensional 
analogues, branes. First of all it was conjectured [43] that M theory can be 
defined as a matrix quantum mechanics obtained from 10-dimensional 
supersymmetric Yang-Mills theory by means of reduction to    -dimensio-
nal theory where the size of the matrix tends to infinity. This matrix modeling 
of M theory is often referred to as BFSS matrix model which stands for its 
founders. The other matrix model [44], inspired by BFSS model, was obtained 
soon after by dimensionally reducing supersymmetric Yang-Mills theory to a 
point. This matrix modeling proposed a matrix base formulation for type IIB 
superstring theory in agreement with Green-Schwarz action [45] in the Schild 
gauge [46]. This matrix modeling of superstring theory is usually known as 
IKKT model. Then after it was shown [47] that the methods of noncommutat-
ive geometry can be used to analyze and formulate the BFSS and IKKT matrix 
models. Moreover, it was also shown that the Eguchi-Kawai reduction of IKKT 
model leads to BFSS model. 
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 The idea of matrix modeling also affected noncommutative field theories [5] 
as was expected for their string theoretical backgrounds. Thus, noncommut-
ative field theories were regulated and studied by means of matrix models 
[48-50]. This matrix regularization yield field theories on the fuzzy torus or 
the fuzzy sphere and showed an intimate relation between field theories on 
the noncommutative torus and the lattice regularization of noncommutative 
field theories [51-54]. These investigations led to a different interpretation of 
the origin of UV/IR mixing in noncommutative gauge models [55-59] by 
considering matrix model of Yang-Mills with; 
       {[ 
    ][     ]}          
    
           , for    , the metric of some  -dimensional manifold and for 
Hermitian matrices          which act on a Hilbert space  . In the 
simplest case   s represent “generalized coordinates” and in the semi-
classical limit     one can interpret them as defining the embedding of a   -
dimensional submanifold       equipped with a non-trivial metric 
       
    
       
    
via pull-back of     [39]. This submanifold could then be considered as the 4-
dimansional noncommutative space-time with the Poisson structure 
      [     ] . 
    
 It can be shown that UV/IR mixing can be considered as a good candidate to 
reconcile the apparent nonrenormalizability of gravity with nice renormali-
zation behavior of Yang-Mills theories in gravitational descriptions of matrix 
model (1) [60].  
 But as mentioned above curing UV/IR mixing in noncommutative field theor-
ies leads to more serious problems of breaking the translation-invariance [36, 
37] or the locality [38]. Breaking the translation-invariance leaves a quantum 
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theory meaningless by losing the energy-momentum conservation law. This 
provided motivations for studying a large family of generalized Groenewold-
Moyal star product which do not depend on coordinate functions. This family 
of star products is commonly referred to as “translation-invariant products” 
[61, 62] since they keep the translation-invariance of the theory when they 
are used instead of the ordinary product. Such restricted class of deformation 
quantization [63-65] of the algebra of functions is intimately related to the 
chosen coordinate system on the underlying space-time manifold. Although 
Lorentz transformations of coordinate systems preserve translation-invariant 
star products, but it is known that noncommutative field theories with 
translation-invariant star products cannot be relativistic [66-68]. But while 
the noncommutativity of space-time ruins the causality [66, 67], the unitarity 
[68] and consequently the Lorentz invariance of quantum field theories, the 
studying of noncommutative field theories is still of interest for their stringy 
spirit, where no acausal behavior is seen and the unitarity is preserved.  
 Translation-invariant quantum field theories with translation-invariant non-
commutative products are usually referred to as “translation-invariant non-
commutative quantum field theories”. It is known [61] that, the quantum 
behaviors of translation-invariant noncommutative scalar and gauge field 
theories at one-loop corrections, are entirely described by commutators of 
coordinate functions. Moreover, the associativity condition of translation-
invariant products leads to a cohomology theory, so called  -cohomology, 
which is intimately related to Hochschild cohomology [7] and classifies the 
star products up to a family of commutative products due to coboundaries 
[61]. 
 On the other hand, as well as noncommutative geometry, quantum groups 
provide a number of extremely large developments of quantum physics such 
as discrete gauge theories, topological quantum field theories, lattice gauge 
theories,    -dimensional topological Aharonov-Bohm effect [69, 70], the 
theory of quantum statistics [71], the theory of anyons [72], the theory of 
topological quantum computation and the theory of fractional quantum Hall 
effect [73, 74]. Moreover, although the theory of quantum groups was a 
spectacular achievement of theoretical physics, but it produced a collection of 
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rigorous developments in a large breadth of remote domains in mathematics 
such as the theories of von Neumann algebras, representation of semisimple 
Lie algebras, Fusion theory, low dimensional topology and the theory of knots 
[18, 19, 20, 75, 76]. 
 In this article a new matrix modeling is proposed for translation-invariant 
noncommutative gauge (TNG) theories in the setting of DGAs and quantum 
groups. This formulation enlarges the class of gauge theories for enormous 
variety of quantum groups. Indeed, the large extent of deforming methods of 
Lie groups and Lie algebras in the context of quantum groups leads to an 
extremely larger class of translation-invariant noncommutative quantum field 
theories with gauge theoretical spirits. More precisely, the crucial role of 
principal bundles in the definition of gauge theories is removed in this 
matricial formulation of gauge theories. Therefore, these matrix modeled 
gauge (MMG) theories can be considered as a generalized version for 
translation-invariant gauge theories. 
 In this article it is also shown that for any TNG theory, there exists an 
appropriate family of MMG theories which can describe the theory in large   
limits. Moreover, MMG theories are quantized by geometric quantization 
approach and this leads to a noncommutative version of (anti-) BRST 
transformations. Consequently, this matricial formulation of TNG theories 
leads to a noncommutative counterpart of descent equations and consistent 
anomalies. On the other hand, the theory of  -cohomology is studied and an 
algebraic Hodge theorem is worked out for  -cohomology groups. This leads 
to a fascinating classification of translation-invariant products.  
 In section 2, Matrix Modeling of Gauge theories, the basic idea of MMG 
theories is worked out by technical elaborations and mathematical details. 
Initially the simplest formulation of MMG theories, called primitive MMG 
theories, is defined in the setting of DGA’s and quantum groups. It is seen that 
primitive MMG theories leads to commutative Yang-Mills theories with 
extremely more degrees of freedom which has no desirable feature. To 
overcome these difficulties one should go further and define MMG theories by 
the conjecture of matricial quantization map (MQM). Finally it is shown that 
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any translation-invariant noncommutative Yang-Mills theory can be described 
by a MMG theory. 
 In section 3, Matrix Modeling and Translation-Invariant Noncommutative 
Gauge Theories, it is shown that the conjecture of MQM comes true by large  
limit of a family of matricial formulations and consequently an equivalency 
correlation is proven for MMG theories and TNG theories. 
 In section 4, Translation-Invariant Deformation Quantization, translation-
invariant star products are discussed in the setting of  -cohomology. It is 
strictly shown that the second  -cohomology group classifies the translation-
invariant star products modulo commutative ones. Also an algebraic version 
of Hodge theorem is proven for second  -cohomology group. This leads to a 
unique representing element for each  -cohomology class called harmonic 
form. Using the concept of harmonic forms, it is shown that the quantum 
corrections of translation-invariant noncommutative field theories are 
entirely described by  -cohomology classes in all orders. 
 In section 5, Quantization and Consistent Anomalies of Matrix Modeled Gauge 
Theories, MMG theories are quantized by the approach of geometric quantiz-
ation. A noncommutative version for (anti-) BRST transformations and event-
ually for descent equations is worked out in the setting of matrix modeling. 
This consequently leads to a noncommutative counterpart of consistent ano-
malies and consistent Schwinger terms for TNG theories. MMG theories are 
also quantized in the path integral formalism due to modified partition 
functions method. The consistent anomalies and Schwinger terms extracted 
by geometric quantization method are confirmed by the results of modified 
partition functions. 
 In section 6, Summery and Conclusions, the article achievements are listed in 
brief. 
 In section 7, three appendices are attached each of which includes a detailed 
proof of a stated theorem in the article which may be remote from the body of 
discussions. 
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2. Matrix Modeling of Gauge Theories 
 
 In this section, matrix modeled gauge (MMG) theories are introduced and 
their properties are discussed in a very general framework. To this end for all 
this section it is supposed that the space-time, , takes the form of       , 
    ,       , endowed with the Minkovskian metric. It is also assumed 
that time is a non-cyclic coordinate,         . As a more general setting, 
one can extend all contents of this section to any m-dimensional spin manifold 
equipped with a semi-Riemannian metric with some appropriate technica-
lities. Conventionally      is used for the spin bundle of   and its fiber, the 
standard spinor space is shown by  . More precisely the spinor bundle is 
represented by;         . One also needs a connection over      with 
covariant derivative      . For simplicity it is supposed that       defines a 
flat connection over     . Basically to build an ordinary gauge theory over , 
one needs a principal  -bundle, say      , a connection over it and a 
unitary irreducible representation of the semi-simple gauge group   over the 
representing complex vector space  . This representation induces a vector 
bundle over  , shown by;           . On the other hand, the 
connection of       defines naturally a connection over       
with covariant derivative   . A  -gauge theory over   is defined over the 
tensor product vector bundle          with the induced covariant 
derivative;                  . A  -colored spinor is a section of this 
vector bundle and a  -gauge theory is defined by a functional of these  -
colored spinors and their covariant derivatives. Generally for the base space 
 , one can always define the covariant derivative    by d    for some  -
valued 1-form  , where   is the Lie algebra of  . Usually these operator valued 
1-forms are called gauge fields. In fact, any ordinary gauge theory can also be 
defined locally by such operator valued 1-forms. It is enough to define an 
irreducible Hermitian representation of   over the inner product space   and 
to use the local coordinate systems as trivializations of the relevant vector 
bundle. Since the gauge group elements can be considered as a finite product 
of the exponentials of elements of  , the action of gauge group would be well-
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defined. In the following the same idea is used to define an    -matrix 
modeled gauge theory. 
 
2.1. Primitive Matrix Modeled Gauge Theories 
 
 Before defining a MMG theory over  , one should start with definition of 
primitive MMG theories. For the beginning, the primitive    -matrix 
modeled    -gauge theory is discussed. 
 Consider the trivial vector bundle                    with       
the space of     complex matrices and let   be the tensor algebra of 
             
           over  . Here   is considered to be a Hopf 
algebra with the ordinary unit, the product  , the counit       , the co-
product              and the antipode S      ,               
[18, 19].  can also be equipped with more structures, like involution  , which 
is given by      ,               and can be extended to all of   by 
considering that   is an algebra anti-morphism. Next one may need a 
differential graded algebra (DGA) [9-12]       
  d  over     . To this 
end, set a fixed coordinate system over , {  }   
   , with     
   
     , for 
      , and  
   
   
        , for       . Now consider the split 
Poincare group,      ,  including of ordinary translations together with 
rotations and boosts of which do not mix  
   
  and  
   
 . It can be easily 
checked that       is a group. The coordinate system {   }   
    over  , is 
called   -equivalent to {  }   
    if there exists         such that 
        . This defines an equivalence class of coordinate systems, say   -
class. A field theory is   -invariant if its action is invariant under       
transformations. In fact, from now on the Poincare invariance is replaced by 
  -invariance in our formulation. Indeed there exists a natural right action of 
      on   by pulling back the elements of   through the elements of 
     . Actually we are interested in the action of translation subgroup 
          . This leads to dynamical system            with   the pull-
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back representation. As it is shown in the following this dynamical system 
helps one to construct a DGA over  in a consistent manner. 
 The differential operator, d, is given over   with d    and d      d 
  
for any               . It is seen that d is uniquely defined on   -class 
charts and thus is well-defined. Indeed, d can be expressed as the 
representation of  ie     in the Lie algebra of derivations of    given by; 
d   
 
  
|
   
    , for     and    the 1-parameter group for    ie    . 
Moreover, d can be uniquely defined over the whole of   satisfying the graded 
Leibnitz rule and the nilpotency condition d   . Specially, d is an anti-
derivative with degree 1 given by 
d (∑      d 
     d   )  ∑d       d 
     d    
    
for         . 
 From (4) it can be easily checked that d    and for any two homogeneous 
elements       , one finds that; d       d        
|  |  d  . 
 Moreover, it is seen that in general         
|  ||  |    . In fact,  
  is 
precisely equal to         
     with       
         ie      . Indeed 
       
     is the chain of deRham  -forms over   which are expanded by 
terms of d      d   ,         over  . Actually,  
  is a free  -
bimodule generated with elements d      d   ,         . Also it can 
be easily seen that  can be equipped with a natural Hodge star structure by; 
  ∑      d 
     d     ∑        d 
     d       
    
for any ∑      d 
     d     . 
 Furthermore, one may need to equip   with a right comodule structure by 
   om         with 
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 (∑      d 
     d   )  ∑           d 
     d                  
    
for          and for the standard Sweedler notation of      ∑         , 
   . Obviously, the comodule structure (6) is compatible with unit and 
multiplication of  . Therefore, (6) makes   to be a right  -comodule algebra. 
In other words,  is a right quantum space over  [20]. 
 Here   does not need to be a right covariant differential calculus [20]. Indeed 
  d   d        generally. Actually it is enough to know that   is an 
algebra in the category of right  -comodules and consequently   is an Yetter-
Drinfeld module [77]. Conventionally, the notation of ∑          is used for 
    ,   , according to [20]. 
 Now consider the elements of      as the space of infinitesimal gauge 
transformations which act on the elements of          in various modes; 
 
 Type I) The ordinary action; 
 
∑             ∑         . 
    
 
 Type II) The inverse action; 
      ∑  S    . 
(8) 
 Type III) The adjoint action; 
 
       ad       ∑        S       . 
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with           and   ∑           . The right action   ,     in 
(8) and  (9) is defined similar to (7) but from the right hand side. Moreover, 
the elements of   , with    , act similarly on the elements of          in 
three given types (7)-(9). This leads to matricial spinor valued  -forms. On 
the other hand, one can consider the derivative operator d to act on matricial 
spinors in the natural way which sends the elements of          to the 
elements of                 
    . 
 Although for any three types of actions (7)-(9),          is not a projective 
module over  , but there can be found a connection structure and eventually 
a curvature 2-form over it according to [78]. As it was stated above, setting 
     , the pull back through       , makes            to be a dynam-
ical system which induces the differential structure d over  . Fortunately this 
differential structure naturally leads to a flat connection and consequently to 
an algebraic covariant derivation on          [79] similarly denoted by d. 
Moreover, any linear map   d    , for any      and all types of actions 
(7)-(9), sends the elements of          to the set of matricial spinor valued 
1-forms,            ie     
                  
    . In fact,   defines 
a connection over         . Therefore, one may consider the elements of  
  
as the gauge fields. Moreover, the covariant derivative can be extended to 
                
     for     naturally. Thus, it can be directly checked 
that  ̂   d        is the curvature of connection   d     [78] for all 
types of actions (7)-(9). On the other hand, the Dirac operator   can be 
defined analogously by       , for the Clifford algebra generators  
 , 
       . 
 To define the action of a field theory one obviously needs an integration 
structure. Indeed, there is a natural integration structure over    d  which 
makes      ∫    to be a -dimensional cycle over  according to [9]; 
∫∑         d 
    d   ∑∫   {       }
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for any ∑           . It can be easily seen that for any set of elements 
         , one finds that ∫d    and ∫        
|  ||  | ∫    . Thus, 
∫   gives hand a well-defined integration structure over . 
 Now it is the time to give the explicit form of the Lagrangian for a primitive 
   -matrix modeled     -gauge theory. Here one should assume that the 
Clifford algebra elements    are replaced with      d    (without 
summing over  ). Thus the primitive form of the Lagrangian density of matter 
is defined by 
        ⟨ |   ⟩   ̅      
         
     
where ⟨ | ⟩ is a sesquilinear map, ⟨ | ⟩              , induced naturally 
by the standard Hermitian inner product over     . It is seen that the 
Lagrangian (11) is a matrix valued functional and is an element of    which 
can be integrated by (10) to give hand the action of matter fields. Indeed, to 
have a real valued action one should refine the definition of gauge fields and 
restrict them to Hermitian elements of   ,     . On the other hand, note 
that any type of actions (7)-(9) leads to a particularly distinct theory as will 
be cleared in the following.  
 Also for even dimensional cases the Maxwell Lagrangian densities are given 
analogously in terms of the curvature,  ̂, and its Hodge dual   ̂. For example 
in 4-dimensional case one can set; 
          ̂   ̂ . 
     
 Thus, the Maxwell Lagrangian density also lies in    and therefore by (10) 
the complete action is; 
                   ∫         ∫        . 
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 To check the gauge invariance of this action one needs to introduce the 
infinitesimal gauge transformations of matter and gauge fields. The gauge 
transformations of matter fields are defined by actions of  on         , with 
all three types (7)-(9). Thus it remains to define a right action of  on  . Set 
     d  [   ]   .   
     
for     and     . Here the action commutator, [  ]   ., is computed with 
considering the relevant action types of the elements. Indeed, the action types 
of   and   may be different and the action commutator respects this fact. For 
example the ordinary (type I) and the inverse (type II) acting elements always 
commute for [  ]   .. On the other hand, according to (14), the infinitesimal 
gauge transformation of the curvature is given by ; 
 ̂    [   ̂]   .   
     
which keeps the Maxwell action,         , invariant. The variation of matter 
action under infinitesimal gauge transformation   is defined by; 
         ∫⟨   |   ⟩  ∫⟨ |     ⟩  ∫⟨ |       ⟩   
     
where          for   I II III , and            for   d    . 
Actually since       
        (resp.             
 ),    , it is 
clear that to have           ,   must be an anti-Hermitian element of 
    , i.e.      . Thus, the definition of infinitesimal gauge transform-
ations should be modified to include only the anti-Hermitian elements of   . 
This finishes the definition of primitive    -matrix modeled     -gauge 
theory. 
 Now to define a primitive    -matrix modeled  -gauge theory one needs 
to promote from         to      
            with   an irredu-
cible representing space of  , the Lie algebra of  . Moreover, the gauge fields 
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as elements of       
     (  -valued 1-forms) should be replaced by the 
elements of         (      -valued 1-forms) for      the enveloping 
algebra of  . It is well-known that      is a quantum group and this 
replacement implies that the matrix modeling approach extends the classical 
symmetries given by Lie groups to quantum symmetries interpreted by 
quantum groups. All the structures have been discussed above can be 
extended to a general primitive    -MMG theory by replacing   by 
       (resp.   with       ). In fact,        is a  -algebra equipped with 
the induced right  -comodule corepresentation         , compatible with its 
algebraic structure. This makes        to be also an Yetter-Drinfeld module. 
This comodule structure can naturally be extended to       . Moreover, to 
have        as a DGA one should define the derivative operator d in a 
compatible sense. It is naturally assumed that d acts only on the components 
of  . It can be seen that it is well defined and converts         to a DGA over 
      . The action of         on        
   is defined according to given 
triple types (7)-(9) with the difference that in all these module structures the 
elements of     act on        
   with; 
∑            ∑           
     
for any ∑               and irrespectively with the action types (7)-(9). 
 Similarly,   d    ,           defines a connection over        
   with 
curvature  ̂   d    . The Lagrangian density of matter and the Maxwell 
Lagrangian density (in 4 dimensions) are defined by (11) and (12) respective-
ely. Both         and          are      
  valued and thus the action (13) is 
well-defined for non-Abelian cases by extending the trace in (10) to the 
elements of       naturally. 
 The similar arguments assert that to have a real valued action, the Hermitian 
elements of         should be considered as the gauge fields. The infinite-
simal gauge transformations are defined according to (14) and (15). The 
action commutator reveals that for a non-Abelian Lie group  , with Lie 
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algebra  , type I and type II acting elements do not commute generally. In fact, 
similar to the ordinary commutator in the case of standard Yang-Mills theor-
ies, the action commutator is the criterion for a MMG theory to be Abelian or 
non-Abelian. Finally, strait forward calculations assert that to have a gauge 
invariant action, the infinitesimal gauge transformations ought to be anti-
Hermitian elements of        . This finishes the definition of primitive MMG 
theories. 
 It can be seen that the first approximation of primitive MMG theories lead to 
commutative ordinary gauge theories with a large number of degrees of 
freedom which is not of interest. To remove these failures, a constructive 
conjecture is proposed in the next subsection to decrease the degrees of 
freedom and to produce the noncommutative gauge theories at the first 
approximation. 
 
2.2. Matrix Modeled Gauge Theories 
 
 To cook up a MMG theory in a general framework, one may need some more 
elaborate structures. The most important case of such structures is the 
Matricial Quantization Map (MQM). An    -MQM,   , is in general a  -
linear map from       to             with the following properties; 
 
1. There exists a formal deformation of algebra       [63-65], shown by 
 , such that for any set of smooth functions {  }   
       ,    , one 
finds that; 
    {             }  ∫        
   
   
     
 
for some model dependent factor   . 
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2.    preserves the exact forms, i.e. for any set of smooth functions {  }   
 , 
   , and for any      , there exists a smooth function   such that; 
∑  {         (    )       }
 
   
 ∫    
   
 . 
     
3. For any two sets of smooth functions {  
 }     
     and {  
 }     
   , the equality 
∑   (  
 )  (  
 )   (   
 )     ∑   (  
 )  (  
 )   (   
 )     yields 
∑   (  
 )   (    
 )   (   
 )
   
     
 ∑   (  
 )   (    
 )   (   
 )
   
     
 
     
for any      . 
 One may usually combine the first and the second properties of MQM    to 
give an alternative formulation for the second property; 
2*. For any set of smooth functions {  }   
 ,    , and for any      , 
one finds; 
∑∫              
   
 
   
 ∫    
   
   
     
for some        . 
 
 It may also be assumed that a MQM sends any real         to a Hermitian 
matrix valued function. It is also supposed that the entries of    are pseudo-
differential operators and thus the entries of         dependant only on the 
germ of   at  . On the other hand,    may or may not keep the algebraic 
structure, but it can be shown that algebra morphism MQMs are not of 
interest. Indeed, it is seen in the following that, if    be an algebra homo-
morphism, then the matrix modeling would lead to ordinary Yang-Mills 
theories. 
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 Assume that an   -MQM, say  , is given. For any smooth function  , one 
may conventionally denote       by [ ] . Let   be the tensor algebra 
generated by Im    . Indeed   is a Hopf sub-algebra of   with induced 
structures. More precisely, since the inclusion map,         , defines an 
algebra homomorphism, then      ∫    would be a  -dimensional cycle over 
  [7]. But unfortunately this cycle has no more interesting properties than 
     ∫   . Indeed they both lead to the same gauge theories in general. In fact 
            
    ,    , while one may be interested in         
    . 
To overcome this failure it should be defined a new fashioned DGA over  . 
This can be done by modifying the action of      on . It can be easily seen 
that            , with     
 [ ]   [    ] ,    ie    ,    , is  a 
dynamical system. This naturally induces a representation of  ie     in the 
Lie algebra of derivations of  , called the matrix modeling derivation, d . 
Thus d  is a  -linear map from  to    ie     
  which vanishes on the 
unity and acts on the generators of  by d [ ]  [   ] d 
 ,        . To 
see this in details, extend d  to all of  as a derivation to build a first order 
differential calculus on   [10, 11, 12, 20]. Set             
    ,    . 
Clearly d  can be naturally extended to  
  for any      . It can be 
checked that d  is well-defined over   -class coordinate systems. It is seen 
easily that d  is nilpotent, i.e. d 
   . Considering      
  as a graded 
algebra, it can also be shown that d  obeys the graded Leibnitz rule, i.e.; 
d        d         
|  |  d      
     
for any two elements        . Thus     d   defines a differential calculus 
over  . Moreover, it can be seen that the integration of      ∫    naturally 
induces an integration structure over    d   . Indeed; 
∫∑         d 
    d   ∑∫     {       }
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with ∑           , defines a  -dimensional integration structure over 
 . It is easily seen that; ∫        
|  ||  | ∫    , for        . But (21) 
implies that ∫d     for all    . Therefore,      ∫    is a  -dimensional 
cycle over .   also acts on          in all three types (7)-(9). 
 Now one needs a connection structure over          as a  -module. 
Although          is not a finitely generated projective module, but the third 
property of MQMs, lets one to construct a well-defined covariant derivation on 
        . It is enough to assume that          is spammed with elements; 
     and                 ,    , over   for {  }   
 [   ] a global parallel 
basis for     . Therefore, by this assumption and according to the third 
property of MQMs, the matrix modeling derivation d , naturally induces a flat 
connection over          also denoted by d . Moreover, following [78], any 
     defines a connection over          by   d     with curvature 
 ̂   d    
    . 
 Now it is the time to define the Lagrangian density for an    -matrix 
modeled     -gauge theory. Since   , what were constructed for primit-
ive MMG theories can be used for MMG theories. Indeed, the Lagrangian of 
matter and the Maxwell Lagrangian (in 4 dimensions) are similarly defined by 
(11) and (12) respectively while the action is given by integration (23). 
Analogously the Hermitian elements of    can be considered as the gauge 
fields while the anti-Hermitian elements of    are used as the infinitesimal 
gauge transformations. Note that  doesn’t admits the involution structure of 
 , generally. Actually, for any element    ,    is not necessarily an element 
of . But the given formalism never suffers by this. In fact,     is defined to 
be a (anti-) Hermitian element if and only if it is (anti-) Hermitian as an 
element of . 
 As it was discussed for primitive MMG theories, to define an    -matrix 
modeled  -gauge theory, for a general non-Abelian semi-simple Lie group   
with algebra  , one should respectively replace   (resp.  ) and       by 
       (resp.        ) and      
 , for   an irreducible representing space 
of  . The details of the formalism go on as mentioned for primitive MMG 
theories. 
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 Working out the action of an arbitrary MMG theory leads to primary 
intuitions about matrix modeling. At the first step the Abelian theories are 
discussed. To write down the action for an Abelian MMG theory one should 
consider a number of assumptions for simplicity. The first assumption is 
about the gauge fields, say for instance;     d 
           
    . It is 
supposed that   s for all   are homogeneous elements of degree 1, i.e. for all 
 ,    Im       
       . Thus, conventionally the gauge fields,   , are 
shown by [  ] . By this, the curvature is given by; 
 ̂  
 
 
  [         ]  [[  ]  
[  ] ]  d 
  d     
     
with [  ]  is the commutator for tensor product,  . Actually [  ]  is a special 
case of [ ]   ., but here it is used to insist on the action independent soul of the 
curvature  ̂. Therefore, for all action types (7)-(9), the Maxwell action of an 
Abelian   -MMG theory is given by; 
         ∫  
 
 
     
  
       
   
     
where                [     ]  for [ ]  the commutator for star product 
 . Note that according to the first assumption, action (25) can be considered 
as the first approximation of pure Abelian MMG theory. 
 According to (25) one can consider that; 
          
 
 
     
     
     
and consequently find a noncommutative pure gauge theory equivalent to the 
pure Abelian MMG theory at the first approximation.  
22 
 
 The second assumption is about matricial spinor fields, say          . 
According to the assumed structure of          one may use the simplest 
form for   by considering       
           
[   ]
, i.e.   [  ]    , 
       [   ] , for a number of smooth functions    and for {  }   
 [   ] a 
global parallel basis for     . Thus similarly the spinor  , is shown by [ ] . 
Despite of the Maxwell action, the module structure of          described by 
the actions (7)-(9), plays a crucial role in the matter action. Indeed, each of 
the action types I, II and III, will yield a particularly distinct theory. 
 As mentioned above, the action of matter is defined in term of the integration 
structure of cycle      ∫   . Therefore, splitting         into the free term, 
       
 , defined by the flat connection d , and the interaction part,        
   , 
one finds that; 
       
  ∫     
  ̅      
       
   
     
for all three types of module structures (7)-(9). 
 On the other hand, the interaction term of the matter action, for each type of 
module structure (7)-(9), is respectively given by; 
 
Type I ) 
  
     ∫    
  ̅       
       
 . 
     
Type II ) 
   
    ∫    
  ̅       
       
 . 
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Type III ) 
    
     ∫    
  ̅  [     ] 
       
   
       
    . 
     
 Note that according to the first and the second assumptions, (27)-(30) give 
hand the firs approximation of matter action of an Abelian MMG theory. 
 Similar to the case of pure gauge theories one can equivalently define; 
            
  ̅          
  ̅          
     
to gain a noncommutative gauge theory equivalent to the type I Abelian MMG 
theory at the first approximation. Indeed, (25)-(31) define an equivalence 
relation between Abelian noncommutative gauge theories and the first 
approximation of Abelian MMG theories. In the other words, Abelian MMG 
theories produce the noncommutative Abelian gauge theories in the first 
approximation. Such an equivalence relation can also be found for non-
Abelian cases. To derive the simplest form of the action of non-Abelian MMG 
theories one needs the third assumption. In fact, for simplicity one should 
assume that the gauge fields          , are given in the forms of 
   [  
 ] d 
 , for {  }   
    
 a Hermitian basis of  . According to these 
assumptions the first approximation of a pure non-Abelian MMG theory is 
given by the following axwell’s action; 
         ∫  
 
 
  {     
  }
       
   
      
for          
      
        
    
      [  
    
 ]  
   , with       the 
structure constants of the given Hermitian basis {  }   
    
. The free part of the 
matter action is equal to (27), but the interaction terms, with respect to the 
module structures, are given by; 
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 Type I ) 
  
     ∫    
     
  ̅      
      
       
 . 
     
Type II ) 
   
    ∫    
     
  ̅           
 
       
 . 
     
Type III ) 
    
     ∫    
     
  ̅    [  
      ] 
       
   
       
    . 
     
  Similarly one can set; 
          
 
 
  {     
  }   
     
and; 
            
  ̅          
     
  ̅           
    
     
to define an equivalent noncommutative non-Abelian gauge theory for the 
first approximation of non-Abelian MMG theory of type II. Indeed, this shows 
that MMG theories are equivalent to noncommutative gauge theories at the 
first approximation. 
 Although it may seem that no new achievements were worked out during this 
section but in the following it is shown that the matrix modeling formulation 
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gives a commutative spirit to diagram calculations in noncommutative gauge 
theories which leads to a great simplification of manipulations. Moreover, the 
matrix modeling formulation produces an elaborate framework to interpret 
the noncommutative gauge theories in the setting of noncommutative 
geometry. This elegant property helps one to extract a number of nonperturb-
ative results for noncommutative gauge theories.  
 Before closing this section a number of remarks should be given. The first 
remark is that the matrix modeling procedure has been given above, can be 
similarly used to interpret noncommutative scalar field theories in matricial 
formulation which is of interest by itself. On the other hand, one can go farther 
and define similarly      -MMG theories,      , which may need its own 
technicalities. Second, the axial extension of gauge theories can be similarly 
worked out for even dimensional MMG theories [80]. To this end it is enough 
to replace   with       as an algebra and follow the given procedure 
analogously. The details are similar to [80]. Next, it can be seen that to define 
non-Abelian MMG theories,      can be replaced by any arbitrary quantum 
group. This may results in new definition of gauge theories based on quantum 
groups with or without underlying group structures. The most convenient 
cases are quantum groups         and       . Also         can be replaced by 
      for any semi-simple Lie algebra   as a 1-parameter deformation of     . 
Finally, it should be cleared that in the spirit of defining the MQMs, one is 
solely looking for a deformation quantization structure or equivalently a star 
product,  , over       which is tracial (the property 1) and exact (the 
property 2*). As will be discussed in the following translation-invariant 
products are exact by definition. On the other hand, any translation-invariant 
product is substantially tracial [61]. Therefore in the following the translation-
invariant noncommutative gauge (TNG) theories are of extreme interest. 
 By Kontsevich's quantization formula [81], any Poisson bracket over       
with property   {   }  {     }  {     },      
    , for a densely 
defined coordinate system {  }   
  and for any        , leads to an exact 
deformation quantizetion of      . Thus, to defining a translation-invariant 
star product one may look for symplectic structures on   which admit 
densely defined Darboux’s charts [82]. The most natural quantization struct-
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ure occurs when        . In this case    
    and thus it admits a 
natural symplectic structure. The canonical Poisson bracket due to this 
symplectic form leads to a Groenewold-Moyal star product over the set of 
Schwartz functions on  which is obviously translation-invariant. Although it 
seems to be the most natural quantization structure on , but here it is more 
desirable to deal with those Groenewold-Moyal star products which leave 
noncompact coordinates commutative. Also one may be interested in general 
forms of translation-invariant star products which may admit no symplectic 
structures. 
 
3. Matrix Modeling and Translation-Invariant Noncommutative Gauge 
Theories  
 
 As mentioned in the introduction, the main goal of constructing the elaborate 
formalism of MMG theories is their relationship to noncommutative Yang-
Mills (NCYM) theories. In this section, it is shown that the conjecture of MQMs 
comes true as the limit of a series of matricial formulations for any 
translation-invariant star product. Therefore, roughly speaking, any TNG 
theory can be considered as an asymptotic theory of an appropriate family of 
MMG theories. Indeed it is shown that for any translation-invariant 
noncommutative     -gauge theory, there exists a collection of matrix 
formulations   ,    , approximately satisfying the properties of MQMs, 
and leading to a family of compatible    -MMG theories which explain the 
theory asymptotically for large  limits. In the other words, MMG theories can 
be considered as the effective theories of TNG theories. On the other hand, it is 
shown that in the sense of Groenewold-Moyal noncommutative gauge 
theories, the matrix modeling approach leads to a  -expanded formulation of 
noncommutative gauge theories in matricial settings. Actually, it is seen that 
MQMs give rise to a generalization of Seiberg-Witten map [40] for translation-
invariant noncommutative fields in matrix model settings.  
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3.1. Translation-Invariant Products 
 
 A noncommutative structure on    , is usually given by nontrivial commu-
tation relations of coordinate functions of a fixed globally defined chart, say 
     {  }   
   , with an anti-symmetric constant matrix  ; 
[     ]         
     
          . It is seen that commutation relations (38) can be satisfied by 
replacing the ordinary product of         by a noncommutative one,  ;  
                 . 
     
 Usually the quantization structure   is considered as the well-known 
Groenewold-Moyal product with         
              for   the 
constant Hermitian matrix proportional to  (   
   
) for any 2-dimensional 
noncommutative subspace and for                           the 
ordinary point-wise production. The simplest generalization of Groenewold-
Moyal product is the Wick-Voros production [83-86] which is defined similar 
to the Groenewold-Moyal one with replacing   (   
   
) by (   
   
). It can be seen 
that Groenewold-Moyal and Wick-Voros products are generally well defined 
over       , the Schwartz class of functions. It can also be shown that these 
two star products both can be regarded as deformation quantization due to 
Weyl-Wigner correspondence [87-89].  
 More than constant commutation relation (38), there may be defined other 
deformation structures on     with linear and quadratic forms. The linear 
case leads to a Lie algebra with; 
[     ]        
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      . These structures are basically discussed in two different settings, 
fuzzy spaces [90, 91] and  -deformation [92, 93]. The quadratic commutation 
relations are given in terms of  -matrix or quasi-triangular structures of 
quantum groups [94]; 
[     ]  ( 
 
 
   
     
   
 )      .  
     
 Indeed,  -matrices are the solutions of quantum Yang-Baxter equation in 
quantum inverse scattering theory [17-20].  -matrix structure enables one to 
formulate the quantum statistics in the setting of fusion theory in modular 
tensor categories [95]. Actually,  -matrix structure permits a quantum group 
to give representations of braid groups as a foundation of quantum statistical 
mechanics. The representations are given in terms of Reidemeister moves for 
links and knots [18, 19, 76]. Finally, the ribbon structure as a special kind of 
quasi-triangular structures, enables a quantum group to produce a modular 
category over its irreducible representing spaces as simple objects [19, 75]. 
This produces the base of mathematics for studying    -dimensional Chern-
Simons gauge theories for anyons [95]. 
 It is seen that noncommutative structure (39), despite of (40) and (41), is 
independent of coordinate functions   s. Such deformation structures are 
called translation-invariant products. Translation-invariant products enable 
noncommutative gauge theories to be translation-invariant and consequently 
to preserve the energy-momentum conservation law. Therefore, translation-
invariant noncommutative products play a crucial role in the realm of 
researches of noncommutative field theories [61, 62]. 
 More precisely a star product on       , is translation-invariant if; 
                      
     
for any vector      and for any           , where   , is the translating 
operator;                ,    
     . Replacing   with   ,    , in 
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(42) and differentiating with respect to   at    , one easily finds that 
                   , which shows that any translation-invariant 
product is exact. To be precautious and to have well-defined products, from 
now on        is replaced by       for any translation-invariant product  . 
 An equivalent definition of translation-invariant products over Cartesian 
space  , is given by [61]; 
          ∫
d  
     
d  
     
 ̃    ̃                  .    
     
for          , their Fourier transformations  ̃  ̃       , and finally for a 
2-cycle             which obeys the following cyclic property; 
                                    
     
for any         . Actually (44) is equivalent to associativity of  . In fact, 
(44) is reflected by the condition                 for any three 
Schwartz functions     and  . On the other hand, it can be easily checked that 
the definition (43) defines a translation-invariant product in agreement with 
definition (42). Thus, (43) is the most general definition for translation-
invariant deformation quantization of       . For translation-invariant 
deformation structures of       , the integrations in (43) should be 
replaced by discrete summations on the lattice of Fourier modes. It can also be 
checked that for any        ,           if and only if; 
                  
     
for any     . Moreover, combining (41) and (42) leads to; 
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for any     . Using (46) it can be shown that any translation-invariant 
product admits the trace property; 
∫             
  
 ∫             
  
  
     
for any     and for any set of               
  . Indeed; 
∫    
  
 ∫d  
d  
     
d  
     
 ̃    ̃                  .  
 ∫
d  
     
 ̃     ̃          ∫
d  
     
 ̃     ̃           
 ∫d  
d  
     
d  
     
 ̃    ̃                  .  
 ∫    
  
 
     
for any          . Therefore, (47) follows by induction. Also from (44)-
(46) it can be shown that; 
                           
     
                                 
     
and finally 
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for any       . It can also be checked that the commutivity of   is equival-
ent to; 
                  
     
for any       . Therefore,   is called commutative if it satisfies (52). 
 
3.2. Matrix Modeling and Translation-Invariant Products 
 
 Now we are ready to study TNG theories with more details. One of the 
standard definitions of TNG theories over     is given by the following 
Lagrangian density [40, 47]; 
      ̅              
     
     
  ̅      
          
     
with   a translation-invariant product over         and   s the Hermitian 
matrices as the represented generators of the Lie algebra.  Obviously, for 
noncommutative QED the color matrices   , disappears in (53). On the other 
hand, the noncommutativity of   gives rise to a number of different definitions 
for TNG theories. For instance a natural alternative for definition (53) is; 
      ̅              
     
     
  ̅           
  . 
     
 The expression (54) of NCYM theories, originally contains the currents, while 
the currents only appear in the action of (54) due to the trace property of  . 
On the other hand, NCYM theories can be also defined in another form; 
            
     
  ̅    [  
       ]  . 
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 Equations (33)-(35) show that all the Lagrangian densities of (53)-(55) can 
be unified in the formalism of matrix modeling if a MQM is found for  . It is 
claimed that for any translation-invariant product  , there exist a family of 
matrix formulations, say {  }   , approximately satisfying the properties of 
MQMs, leading to a family of star products, {  }   , which    tends to   
uniformly, as   . To show this fact, a list of notations is set initially; 
 a) Let               be an -plet of integers. Then, set | |   , the 
length of    . For the empty multi-plet        , set | |   . 
 b) Assume that       is an arbitrary vector and     is a multi-plet 
with | |   . Then, by convention,      means           . One also 
needs      to be equal to unity for any      . Moreover, one can 
naturally generalize this notation for any arbitrary tensor with finitely 
many up and down indices. For example if   is a matrix with up indices 
and     and     are two arbitrary multi-plets, then; 
 
        {
                if | |  | |    
                                      otherwise           
 . 
     
 Also one demands for           similarly. 
 c) As was stated above, the space-time manifold is the Cartesian product 
space        . Here it is suppose that       and           . 
Indeed, we consider that             . It is also supposed that the 
radius   of     tends to infinity;    . As it is seen in the following, 
for the case of Groenewold-Moyal noncommutative fields,     plays the 
role of noncommutative torus   
   for TNG theories in large   limit of 
matrix models. 
 d) Consider   from (43). Set          ⟨      |      ⟩,      
  , 
for two either finite or possibly infinite dimensional vector valued 
functions |  〉 and  |  〉. Actually the Taylor expansion formula for   
with radius of convergence  , produces such vector valued functions. 
Thus, for infinite dimensional vectors |  〉 and |  〉, it should be 
supposed that the entries   
  and   
 , tend to zero rapidly as    . 
Here for rapidly decaying we assumed that; lim    
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for any         and for any    . On the other hand, (45) implies 
that; |     〉  |     〉   . 
 e) Eventually for any     and to any given vector | 〉, we correspond 
an  -dimensional vector |    〉 which its entries coincides with the first   
entries of | 〉.  
 Now suppose that     is an integer and set   
        
   
        . To 
define the MQM   for translation-invariant product (43), one should use the 
Fourier modes over the torus    . For any                  and for any 
two Fourier modes   ⃗            ,  ⃗              
  , set; 
[ ]  ⃗ ⃗
      
    
  
   (   ⃗)
   
√| | 
  
   ( (  ⃗    ⃗))
   
√| | 
 ́     ⃗    ⃗    
      
with   ⃗  
  
   
 ⃗  
 
 
 ⃗ ,          . Where  ́(    ⃗    ⃗) is the Fourier 
transformation of   over    ; 
 ́(    ⃗)  ∫         
     ⃗⃗⃗. 
            
 . 
     
 Note that the Haar measure on     is chosen so that the volume of     equals 
to unity. To keep the matrix of (57) finite dimensional, one has to restrict the 
Fourier modes of    ; max {|  |}   
   {|  |}   
     . Also it is supposed that 
| | | |   . Therefore, [ ]  is an    matrix valued Schwartz function over 
       . Moreover, the limit of     is considered in the soul of definition 
(57) and thus [ ]  tends to a Hermitian matrix for real valued function 
                . 
 As a definition    is defined by; 
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∫          
   
 lim
   
    {[  ]  [  ] } 
     
with the factor of     
   
    
   , and for any    . In appendix A, it is shown 
that (59) makes sense and thus    is defined definitely and independently 
from  . Also in appendix A, it is discussed that the condition of     kills all 
the terms which depend on the momenta   ⃗ s, and keeps only the momenta 
independent terms in (57). This causes the factor of          to be 
appeared in   . It can be easily seen that    tends to the translation-invariant 
product   defined by   as        . Also by (59) it is obvious that; 
∫                
   
 ∫                
   
 . 
     
 Moreover, (59) implies that (appendix A); 
      (∑
 
  
(∑    ⃑ 
      ⃑ 
 
 
   
)
 
     
 
   
)    
     
for derivation operator  ⃑             and for the ordinary product map  . 
Note that the term of   vanishes rapidly as;        . Actually    can be 
considered as a truncated form of   in order  . Indeed, (61) produces a 
generalized formula for  -expansion of Groenewold-Moyal product in matrix 
formulation. This expansion formula of translation-invariant noncommutative 
products provides a generalized version of Seiberg-Witten map [40] for 
translation-invariant noncommutative fields in the setting of matrix calculus. 
 Finally, it can also be checked that the Haar measure in (58) leads to; 
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lim
   
 
   
    
      [ ]  ∫  
   
 
     
for any smooth function  . 
 Note that since    is not precisely associative (appendix A), then the matricial 
formulation of (57), is not exactly a MQM. Therefore, it has been proven that, 
for any translation-invariant product  , there exists a MQM as a large   limit 
of a series of matricial formulations (57). Thus, in the context, the matrix 
formulation of (57), is roughly referred to as MQM. 
 
4. Translation-Invariant Deformation Quantization 
 
 In this section, translation-invariant quantization structures are discussed in 
details in order to obtain a consistent framework to classify and study the 
matrix modeling quantizations of      . This leads to a deep understanding 
of quantization of TNG theories and their intrinsically noncommutative effects 
such as non-locality and UV/IR mixing. The Morita equivalence [8] for 
algebras  and      ,    , reduces this investigation only to translation-
invariant Abelian gauge theories. 
 
4.1.  -Cohomology for Translation-Invariant Products 
 
In this subsection it is shown that the definition (43) provides a concrete 
framework to classify translation-invariant quantization structures in the 
setting of a cohomology theory. Essentially this classification leads to algebra 
isomorphism classes due to quantization structures on        modulo 
commutative products. 
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 Let                   ,    , (  copies of   ) be complex vector 
spaces generated by smooth functions   with              (   ), 
                (   ) and        (   ),       . Then, consider 
the linear maps 
      
                
     
defined by; 
               ∑   
               ̂            
 
   
 
      
                        
     
        , with      for odd   and      for   even. It is seen that 
      s as cochains and   s as coboundary maps define a complex with; 
         
  
        
  
  
    
→         
  
→     . 
     
 From (65) it can be seen that              for any    . The complex 
(65) defines a cohomology theory so called  -cohomology [61] which is 
similar to Hochschild one in definition [7]. Conventionally we use the notation 
of       for two  -cohomologous  -cocycles    and   . Also the cohomology 
class of          is shown by [ ]. Therefore, the  -cohomolgy group, 
  
                  , classifies  -cocycles differing in coboundary terms 
into the same equivalence classes. Now consider the translation-invariant 
products given by             due to definition (43). According to 
(44), associativity of   is equivalent to     . Indeed,   
      classifies all 
the translation-invariant quantization structures over        modulo 
coboundary terms. It can be easily seen from (52) that if [ ]    then   is 
commutative. In the following it is shown that the inverse is also true and thus 
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      classifies translation-invariant star products on        modulo 
commutative ones. To see this fact set; 
        
 
 
                      
     
for any       . It can be checked that       and thus it defines a 
translation-invariant structure on       . Next define    with    accordingly; 
          ∫
d  
     
d  
     
  ̃    ̃       
         .  . 
     
for          . Now let         . More precisely; 
         
 
 
                    . 
     
for any       . Therefore,       . Using (51) it can be shown that     is 
commutative. Thus,   and    differ in an associative commutative product. On 
the other hand;                      for any       . Then, (46) and 
(49) lead to; 
                   
     
for any       . Indeed     obeys the following properties; 
{
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for any       . In appendix B it is shown that (70) and        give hand 
an element of       , say  , which       . In fact,     is a coboundary and 
thus;      . 
 Now we are ready to show that   is commutative if and only if   is a 
coboundary. As mentioned above the only if part is obvious, so it is sufficient 
to prove the if term. According to appendix B, to prove this fact, it is enough to 
show that    is also a coboundary provided   is commutative. Using (51) for 
commutative  , (66) leads to; 
        
 
 
                           
 
 
           
     
for    .       .    
      and for any       . This proves that       if 
and only if       is commutative. 
 In fact (66) corresponds to each 2-cocycle   an  -cohomologous element    
with property 
                    
     
for any       . It can also be seen that 
                       
     
with 
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defines another such correspondence for 2-cocycle  . By (51) it can be seen 
that    
 
 
    and thus   and    define two  -cohomologous 2-cocycles. In 
fact,    satisfies the condition 
                    
     
for any       . Therefore, according to (66) and (73), one can correspond 
to each 2-cocycle   an  -cohomologous element   
        
  with 
  
         
            
          . 
     
 It is claimed that such correspondence is unique. That is for any cohomology 
class [ ]    
      there is a unique element   
  [ ] satisfying (76). This 
can be considered as the Hodge theorem [96] for   -cohomology classes of 
  
     . Indeed   
  is the unique solution in [ ]    
      for the equation  
                                                 
     
      . Here   can be considered as a Laplace-Beltrami operator on the 
cochain        of complex (65). Therefore,   
  is called the harmonic element 
or the harmonic form of [ ]. Similarly a harmonic translation-invariant 
product is a translation-invariant product defined by a harmonic form. A 
collection of complicated manipulations shows that 
  
       
 
 
                        
     
and 
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for any        and for any    . Equations (78) and (79) will be proven in 
the next subsection. To prove the Hodge theorem for  -cohomology classes 
consider two harmonic  -cohomologous 2-cocycles    and   . It is enough to 
show that;      . To see this let         . Thus for any      
 , (76) 
leads to; 
                                             
     
and hence;     . This proves the claim. According to (76), (49) and (51), 
any harmonic form   of an  -cohomology class, obeys the properties of; 
{
                    
                        
                          
     
     
for any       . The most important property of harmonic forms is cleared 
in integrating. In fact, it can be shown that for  , a harmonic translation-
invariant product, one finds that; 
∫    
  
 ∫   
  
 
     
for any          . To see this note that by integration by part and by using 
the notation of subsection 3.2;          ⟨      |      ⟩,      
  , one 
can show the following equality for any 2-cocycle  ; 
∫
d  
     
d  
     
d     ̃    ̃                      .  
 ∫
d  
     
d  
     
d     ̃    ̃    (        )
   
                   .    
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for any          . This together with (81) leads to; 
∫
d  
     
d  
     
d     ̃    ̃                      .      
     
for harmonic form  . This proves (82). As an example the Groenewold-Moyal 
product,     , and the Wick-Voros production,     , correspond to two  -
cohomologous 2-cocycles      and     , respectively [61]. In fact,      is 
the harmonic form of the  -cohomology class [    ] and thus      satisfies 
the condition (82). 
 The other prominent property of harmonic forms is cleared in the setting of 
  -cohomology theory.   -cohomology is defined by complex; 
    
     
  
   
     
  
  
    
→    
     
  
→       
     
where   
      is the cochain of elements         , with property 
                                           
     
for    the complex conjugate of   and for any collection of          
 . 
Conventionally    
      is used for the  th cohomology group of complex 
(85), or more precisely for the  th   -cohomology group. Moreover, the 
complex inclusion map 
    
     
  
   
     
  
  
    
→    
     
  
→      
                                              
         
  
        
  
  
    
→         
  
→      
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leads to a family of inclusions of cohomology groups; 
       
        
      . 
     
 Indeed any 2-cocycle     
      defines a translation-invariant product   
over        with property 
               
     
for any          . Such productions are usually called involutive products. 
In fact the 2-cocycles of involutive translation-invariant products satisfy the 
condition 
                    
     
for any       . Thus    
      classifies involutive translation-invariant 
deformations of        up to commutativity. Moreover since;           , 
and      
     , for any     
     , then      
      is a 2-cocycle when 
  is a 2-cocycle. Thus to any   -cohomology class [ ]     
     , one can 
naturally correspond a conjugate   -cohomology class by [  ]. The condition 
(90) together with (51) asserts that if [ ] belongs to    
        
     , 
then [  ] is the dual of [ ] in the sense of; 
[ ]  [  ]    . 
     
 This is the pure imaginary condition for  -cohomology classes. Moreover, it 
can be seen that the Hodge theorem is true for    
      and thus any 
harmonic form   of an   -cohomology class of   
     , is pure imaginary; 
      . 
(92) 
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 Indeed, it can be seen that   
          
          for any     
      and 
for any       . Thus the Hodge theorem is also true for   -cohomology and 
therefore, (92) follows, since for   a 2-cocycle of   
     , one finds that; 
  
      
 . Conversely (81) says that   is a harmonic form if and only if    is 
harmonic. Therefore, uniqueness of harmonic forms asserts that    
      is 
the collection of all pure imaginary elements of  
     . 
 Finally it can be easily seen that, the harmonic form   of a pure imaginary  -
cohomology class, satisfies the condition 
                   
     
for any       , which can be compared with commutativity condition (52). 
 
4.2. Structures of Translation-Invariant Products 
 
 In this subsection, translation-invariant products are discussed in the setting 
of loop calculations for field theories with translation-invariant products. This 
leads to studying the translation-invariant structures more exhaustively. 
 It would be interesting to study the role of  -cohomology in classifying the 
algebraic structures on        due to translation-invariant products. By 
definition two translation-invariant products    and    are equivalent if there 
exists an invertible translation-invariant linear map                , 
such that; 
                   
     
for any          . Strictly speaking   is an algebra isomorphism from 
        to    
     with  (   )         for any      
   and      . 
Conventionally, the notation of       is used for two equivalent translation-
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invariant products    and   . It can be shown that       if and only if      . 
To see this, according to (94) assume that       with    
  for   a 
translation-invariant linear differential operator. Thus; 
    ̃    ∫d       .        ̃    ̃     
     
for any        and for any        . Note that since   is invertible then, 
      . Thus  ̃      and hence;  ̃        . Therefore; 
                
 ∫
d  
     
d  
     
      ̃        ̃                  .  
 ∫
d  
     
d  
     
   ̃     ̃                ̃     ̃         .  
 ∫
d  
     
d  
     
   ̃     ̃                 ̃       ̃       .  
 ∫
d  
     
d  
     
        ̃         .  
             
     
for any           and for   the translation-invariant product defined by 
     ̃. Thus (94) asserts that;         ̃, and consequently      . Now 
conversely assume that         ̃ for  ̃   
     . By (94) and (96) it is 
enough to define;     . 
 It can be seen that the  -cohomology class of a translation-invariant product 
 , solely describes the UV/IR mixing behavior of translation-invariant   
  
theory [61]. In fact, the non-planar corrections to 2-point functions in  
  theo-
ry on   at one-loop level are given by; 
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       ∫
d  
     
 
              
               
   
     
with 
                                 
     
for any       . It is easily seen by (52) that      if and only if   is 
commutative. This lets one to define   on the elements of   
     . Actually, 
the restriction of   to    
     , classifies the UV/IR mixing of involutive 
translation-invariant   
  theory at one loop corrections. Moreover, it is known 
[97] that such classification comes true in all order of perturbation. 
 We claime that this classification of UV/IR mixing with  -cohomology is true 
for all possible translation-invariant (noncommutative) field theories. To see 
this, consider two noncommutative versions of a given quantum field theory 
due to two equivalent translation-invariant (noncommutative) products    
and   . Assume that the theory contains   fields {  }   
 . Consider the most 
general interaction term in the action; 
  
    ∫                      
  
   
     
where      
   
         
 for multi-plet              .   in (98) stands for    
and    , respectively. For the case of     , the interaction term (99) can be 
rewritten in the phase space with; 
   
    ∫∏   
d   
     
  
   
 
 (   )
    
̃      (   )
    
̃        
                ∑  
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for 
   
            ∑    ∑  
  
    ∑  
    
    
 
    
      
the noncommutative vertex. According to (95), the redefinition of   
      , 
       , gives    
    in terms of    
  with; 
  
   
    ∫∏   
d   
     
  
   
 
 (   )
    
 ̃       (   )
    
 ̃         
                ∑  
 
   
  . 
      
 More precisely 
   
                
      
      
   . 
      
 Thus, it is enough to show that the propagators of   
 s,        , are also 
given in terms of   . The propagators  ̃         ,          , are given by 
 ̃  
        ̃               
      
for 
   
  ∑ ∫
d  
     
  ̃     ̃     ̃  
     
 
     
 . 
      
 Moreover it can be seen that; 
 ̃  
       ̃                
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for any      and for  ̃   the Fourier transformed form of differential 
operator    ; 
   ∑ ∫    
    
  
 
     
 . 
      
 It can be seen that replacing   by  
  leads to 
   
  ∑ ∫
d  
     
   ̃      ̃       
     
 
     
 . 
      
 Thus, 
   
              
    
      
     
      
and hence; 
 ̃           ̃     
    
   
      
for         . Therefore, quantum corrections and loop calculations for two 
translation-invariant field theories defined by equivalent star products    and 
   lead to the same results. More precisely moving through an  -cohomology 
class of   
     , produces no new physics. For example Wick-Voros 
noncommutative field theories, have no new quantum behaviors in compare 
with Groenewold-Moyal ones. Therefore, it seems that all the abnormal effects 
of Wick-Voros noncommutative field theories such as UV/IR mixing, non-
locality and consequently (non-) renormalizability, coincide with those of 
Groenewold-Moyal ones. Consequently, it would be expected that the Grosse-
Wulkenhaar approach [36, 37] and the method of      [38] also work for 
renormalizing Wick-Voros     
  theory [97]. 
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 As it was stated above, the quantum corrections for a translation-invariant  
  
theory are described by   as a character of the  -cohomology class of   [97]. 
In fact, for translation-invariant product  ,   can be equivalently computed 
for the harmonic form of  -cohomology class of  . Indeed, (98) yields; 
                             
      
for   , the harmonic form of  -cohomology class of  . More precisely; 
         
 
 
         . 
      
 This with uniqueness of harmonic forms implies that; 
  
        
 
 
           . 
      
for any 2-cocycle  , which could be seen by (98) and setting     
     for a 
coboundary   . So one finds that;           
        . It can be precisely 
shown that the quantum corrections for any translation-invariant field theory 
are described by   in all orders. To see this, at the first step it must be shown 
that the translation-invariant products described by coboundaries affect the 
Feynman diagrams amplitudes only in terms of external momenta. Indeed, it 
can be seen by induction that; 
∑   ∑   
 
   
 ∑   
   
   
 
 
   
 ∑     
 
   
   ∑   
 
   
  
      
for any          and for any collection of           . Therefore, by 
momentum conservation law at vertices, the noncommutative vertex (101) 
for a translation-invariant product   defined by    is 
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            ∑    
       . 
      
 On the other hand, the phase factor of propagators is; 
                      
      
    . This cancels the relevant phase factors of initial and final vertices. 
Therefore, (116) together with (115) cancels out all the internal momentum 
dependent phase factors and keeps only the phase factors of external 
momenta. 
 The results above, lets one to study the role of star products in loop 
calculations only for harmonic forms. Since for harmonic form   , we have 
         ,    
 , then there is no nontrivial phase factor for the 
propagators. Moreover, by (101) and (111) the noncommutative vertex is 
  
            ∑
 
   
∑        
           . 
      
 This shows that the quantum corrections of a translation-invariant field 
theory not are entirely related to  -cohomology class of its star product, but 
they are precisely described by  as a character of  -cohomology classes. 
 Using the properties of harmonic forms in (81) one can show that; 
{
                 
               
                          
   
      
for any       . 
 On the other hand, (44) asserts that (98) can be written in the form of; 
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and consequently; 
                 
      
for any    . The property (119) together with (112) leads to 
         
 
 
       
      
and then proves (78) by (98) and (113). Thus,   satisfies the associativity 
condition of (44). This obviously confirms the cohomological description of 
loop calculations in translation-invariant field theories. On the other hand, 
again by uniqueness of harmonic elements, (120) and (112) lead to (79). 
Moreover, by (118) and (120) it is seen that; 
                  
      
and thus;                  . Moreover, in appendix C it is shown that, 
(120) leads to 
            
      
for any    , and thus by continuity of ; 
            
      
for any     . 
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 It may seem that conditions (118)-(124) would lead to   or equivalently   , 
being an anti-symmetric bilinear form on   , but it can be shown that   can 
take more general forms. For example 
 ̃           
         
        
        
      
      
      , for antisymmetric matrices   ,          , satisfies all the conditi-
ons (118) -(124). Moreover, it can be seen that   ̃    and thus (125) defines 
a translation-invariant product according to (121). On the other hand, since  
in (125) is a harmonic form, its star product differs from Groenewold-Moyal 
one in  -cohomology class for nonzero   ,        . 
 It would be also an interesting issue to study the relation between noncomm-
utativity of space and abnormal quantum behaviors of translation-invariant 
noncommutative field theories. As it was mentioned above, this investigation 
leads to studying the relation of   and [   ]  for any Schwartz functions   
and  . Indeed, it is the question that how much of noncommutativity of space 
is reflected by the  -cohomology class of the star product. To answer this 
question, one may focus on commutation relations of Fourier modes. Consider 
a 2-cocycle   and its star product  . Note that; 
    .     .      
 ∫
d   
     
d   
     
d  d       .    .      .      .                      .  
                .                             .    
       
with         for harmonic form    [ ], and coboundary   . Therefore; 
[   .     . ]  
 (                       )                   .  . 
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 Thus, for two equivalent 2-cocycles    and    with          one finds; 
[   .     . ]    
         [   .     . ]   . 
      
 Therefore,  -cohomology classes determine noncommutativity of space up to 
phase factors. Conversely, it can be seen that if star products    and    satisfy 
(128) for all Fourier modes and for a commutative 2-cocycle   , then      . 
To see this note that by (127) and (128) one has; 
(    
            
        )    
        
 (    
            
        )             
          
      
where      
     ,      , as mentioned above. Then 
   
            
        (    
            
        )              
      
for          . By (81),    
            
       ,      , are antisymm-
etric in exchanging       , and thus; 
                    
      
for any       . Setting    , one finds that; 
            . 
      
 Therefore, by (131) and (132) we have; 
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which by (130) and (79) leads to; 
   
           
           
           
         
      
for any       . It can be easily seen that for two non-vanishing functions   
and  , the equality; 
  
 
 
   
 
 
 
      
leads to either     or      . But    
         
          at least over an 
open set around      . Therefore,   
  and   
  coincide over an open set 
around the origin. On the other hand, by assumption,   
  and   
 , are entirely 
determined by their germs or their Taylor expansions at origin. Thus, we 
conclude that   
    
  and consequently;      . This proves our claim. 
 
5. Quantization and Consistent Anomalies of Matrix Modeled Gauge 
Theories  
 
 In this section, MMG theories are quantized in (anti-) BRST and path integral 
formulations. Moreover, the anomalous behaviors of TNG theories are 
calculated with non-perturbative methods coming from the abilities of matrix 
modeling formalism. Indeed, the matrix modeling approach translates the 
complicated loop calculations in TNG theories into a formulation of semi-
commutative manipulations based on algebraic structures. These algebraic 
structures enable one to generalize the commutative concepts to their semi-
commutative counterparts. This achievement helps one to extract the non-
perturbative results for TNG theories without trapping in complicated loop 
calculations with noncommutative products and their relevant elaborations. 
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5.1. Geometric Quantization and Consistent Anomalies of Matrix Modeled 
Gauge Theories 
 
 In this subsection, we try to quantize MMG theories in the formalism of 
geometric quantization. It can be seen that this leads to a noncommutative 
version of (anti-) BRST transformations and consequently to (extended) BRST 
quantization of MMG theories. It is seen that this also produces a non-
commutative counterpart for descent equations in the setting of geometric 
quantization. As it was mentioned above, MMG theories are asymptotically 
equivalent to TNG theories. Thus, it seems that the results of manipulations 
for a family of consistent    -MMG theories lead to the result of the same 
calculations for the asymptotic TNG theory. Therefore, to calculate consistent 
anomalies and Schwinger terms for a given TNG theory, it can be equivalently 
apply the matrix modeling formulation. To do so, at the first step MMG 
theories should be quantized. For simplicity one should start with 
quantization of Abelian    -MMG theories. Here it is followed the 
geometric quantization approach of [98, 99]. To proceed more strictly, a 
number of assumptions should be set initially. First, set        and 
assume that    is equipped with the ordinary induced algebraic structure. 
Suppose that  , the set of Hermitian elements of            
    , is the 
Affine space of gauge fields. Moreover, consider that  , the set of anti-
Hermitian elements of   , is the set of infinitesimal gauge transformations. 
Let   act on          with; 
∑        ∑              
      
for ∑       
  and           . It can be easily seen that these assump-
tions unify all the three types of actions (7)-(9). Specially, any element with 
action type I lives in the first component of   while the elements with action 
type II live in the second component of  . Obviously, since any type III acting 
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element can be expressed as a combination of two type I and type II acting 
elements, (136) unifies all types of actions. Indeed, (136) not only gives a 
unifying formalism, but it admits more general action types. 
 Now consider   as a Lie algebra with the ordinary Lie bracket and then 
formally correspond to it a Lie group   generated with formal elements of 
   ∑
  
  
 
   ,    . Indeed, any element of   can be considered as a product 
of finitely many elements of   . Also define           .   acts on  by; 
       d    
      . 
      
 One should suppose that this action is free and thus (137) leads to a principal 
 -bundle over the moduli space   ⁄ ; 
      ⁄  . 
      
 Set a principal connection over (138) with Cartan connection form  , which 
sends the vertical elements of     isomorphically to  , for any    . 
 To proceed more, consider the semi-direct product group        with Lie 
algebra bracket [   ]       
 
  
|
   
    
   , for    ie     and    .                      
Next fix     
         
     and define; 
            
  d    
      
            
      
          . 
      
 Then, define the ghost field with; 
     |          
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where  |    is the restriction of   to the fiber including   . Split the exterior 
derivative operator of       , d      , into its cotangential components on 
       and    , respectively denoted by d and  . This leads to; 
d  d         d   d     
   d            
        . 
      
 According to [98],   is conventionally called the BRST transformation. Thus, 
(141) asymptotically leads to a stricter formulation of noncommutative BRST 
derivation in compare with [100, 101]. Indeed, in (141) the ghost field 
includes all types of actions (7)-(8) for infinitesimal gauge transformations in 
its substantial setting. On the other hand, d  d      
   , implies that; 
    d  d    . 
      
 Following the axially extension method [99], one can work out the anti-BRST 
transformation and anti-ghost similarly. To do so, one should initially replace 
   (resp.   ) with 
       (resp.       , for    the axial component of 
the gauge field). Next,   should be replaced by  ̃       , as the space of 
extended infinitesimal gauge transformations.  The production of  ̃ is given by 
       .                           
      
for                  
      . Subsequently, consider  ̃ as a Lie group 
generated by formal elements    ∑
  
  
 
   ,    ̃. By this notation ghost,  , 
and anti-ghost,  , are defined by; 
       |         
        |          
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for projections    ̃    and       . Similarly split the exterior derivative 
operator of  ̃ into its components on   and     respectively denoted by   and 
  . A direct calculation leads to the following results; 
d  d         d  d          d   d        d 
   d  
    
   d                                  
                                                        
                              d               
                                                     . 
       
 According to [99],   and    are respectively called BRST and anti-BRST deriv-
ation. Moreover, one can similarly show that; 
        d  d    d  d             . 
      
 The geometric quantization of a non-Abelian MMG theory can be taken place 
in the same way with replacing   by         in the given approach. The 
details of the elaborations are precisely similar to what was stated in section 
2. Moreover the axially extension of non-Abelian MMG theories can be worked 
out by the same approach with replacing         by               . 
Actually in axially extended non-Abelian MMG theories ghost, anti-ghost, 
gauge and axial gauge fields all have colors. 
 Now according to (145) one can work out a noncommutative version for 
Stora-Zumino descent equations. This leads to a description for anomalous 
behaviors of TNG theories in the setting of geometric quantization. To do so 
one should initially extract the Chern characters for Cartan connection form 
                        
    . As mentioned above, d  defines a flat 
connection on        
  . Thus, d     defines a connection on        
   
with curvature;  ̂   d    . According to [78], up to some factors, the Chern 
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characters for this connection are   { ̂ },    , for    a trace operator on 
               defined by; 
  { }  ∑   {     
  }     {     
 }     {        
  }
     
   
      
for   ∑      
    
  
         
        with  
  ∑   
 
 
     
 
  
 
  
    ,   
  ∑   
 
 
     
 
  
 
        and   
  ∑   
 
 
     
 
  
 
   . 
On the other hand,    
    is the ordinary notation for       while     
    is 
used for      . 
 The Bianchi identity [78, 79]; 
d ̂   ̂    ̂   
      
for  ̂   d    , the curvature 2-form, shows that   { ̂    } is a closed 
deRham form. While    
             asserts that; d           { ̂
   }. 
Moreover, according to (145) one finds; 
  ̂    ̂     ̂ . 
      
 Note that in (149),   is the extended colored ghost field which includes 
colored ghost and anti-ghost fields in itself. Similarly, (149) implies that 
  { ̂    } is also a BRST closed form. Thus by     
            , one finds 
that; d   
              , according to (146). Conventionally,    
    , can 
be used as the noncommutative version of consistent anomaly [100]. The next 
step of descent equations is also permitted since;         . In fact, the 
descent equations hold for deRham-BRST forms over    ,   , up to the 
term    
     . Actually, since     
             for         , any closed 
    -form over      is exact if         . On the other hand, since 
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         (
  
 ) for     , the exactness of closed deRham forms dies 
out generally. Therefore, the consistent Schwinger term      
     due to the 
deRham-BRST equation d     
         
     is well-defined for all MMG 
theories with commutative time coordinate. As mentioned above, this may 
lead to a well-defined setting of consistent anomalies and Schwinger terms for 
TNG theories. 
 The Chern-Simons term,         , the consistent anomaly,    
    , and the 
consistent Schwinger term,      
    , extracted from the noncommutative 
version of descent equations are defined by analogy with ordinary gauge 
theories. In the next subsection, it is shown that the quantization of MMG 
theories by modified partition functions, confirms these definitions. 
 
5.2. Modified Partition Functions and Consistent Anomalies of Matrix 
Modeled Gauge Theories 
 
 In this subsection, it is shown that the idea of modified partition functions 
enables one to work out the standard form of consistent anomalies and 
Schwinger terms for TNG theories in the setting of matrix modeling formul-
ation. Indeed, the Chern-Simons form, ghost/anti-ghost anomalies and all 
types of consistent Schwinger terms can be extracted for MMG theories from 
the modified partition functions in complete agreement with the results of 
geometric quantization. In the other words, it is shown that the quantization 
due to modified partition functions coincides with geometric quantization in 
anomalous behaviors. 
 As a convention from now on up to the end of this subsection,   is used for 
axially extended gauge fields. Moreover,  is used similarly for ghost and anti-
ghost fields simultaneously. Indeed   and  both have color and axial indices. 
 The quantization of MMG theories may naturally lead to a set of anomalous 
behaviors in classical symmetries. According to [102], to quantize a MMG 
theory and eventually to extract the anomalous terms for a MMG theory, one 
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needs to write down its modified partition function. On the other hand, to find 
the modified partition function for a MMG theory, it should be used the idea of 
DGA with partial integration structure (DGAPI) [103]. Essentially a DGAPI is a 
quintuple   ̃ d ∫.   ̃     such that; 
 a)   ̃ d  is a DGA. 
 b)  ̃      
  ̃ 
  
 is a graded cycle, i.e. an   -graded vector space with 
a linear map    ̃   ̃  such that       ̃ 
    
 for all      ̃ 
  
 and 
    . 
 c) There is a bilinear map ∫  ̃   ̃   ,       ∫    such that; 
∫ d 
 
 ∫  
  
       ∫     
 
      ∫     
 
 
      
for all   ̃, differential  -form (resp.  -form)   (resp.  ) and   ̃
 . 
 Choose a large enough    , for extra dimensions similar to [102] and set 
 ̃       ̃
  with  ̃                  
         . Next consider 
d  d  as the exterior derivation operator. Also let  ̃
    to be the real 2-
dimensional vector space generated with two elements   
  (   
   ) and   
  
(   
    
   ). Then for   ∑   d      d     ,  
                 
define; 
∫  
 
  
 
  
 ∑ ∫   {  }
 
       
          
   
  d      d           
      
where; 
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d      d        {
d   
 
   d      
 
       d      d    d   
 
   d      
 
      
                                               otherwise                              
  
      
for      the Riemannian volume form of  
  . Also in (151)   takes the values 
of 0 and 1, with     and       and     
                     is the 
inclusion map with;                                            , for   
zeros. It can be checked that (150) holds by (151) and thus   ̃ d ∫.   ̃     
provides a well-defined DGAPI. Indeed the integration formula (151) defines a 
        -dimensional partial integration over   ̃ d  (i.e. the support of 
∫  is in    
           ̃ 
  
  ̃          ). 
 To work out the modified partition function for a given MMG theory one 
should initially write down its standard partition function for a given back 
ground field    ermitian elements of  ̃ . Indeed, since    includes no 
derivations with respect to time, then according to [104], the standard 
partition function is given by the ordinary following form; 
     ∫                  
      
 Thus as was stated above the simplest case is;  
     ∫       ∫     {
[ ]̅̅ ̅̅ ̅   
 [   ] 
 [ ]̅̅ ̅̅ ̅  
   [ ] }
 
          
      
where           
       . Note that the Berezin path integral is taken 
over the set of all possible spinors   and their conjugate momenta    and not 
over the entries of [ ]  and [ ] 
 . 
 Now it is the time to modify (154) with the four axioms of [102]; a) the axiom 
of Coherency, b) the axiom of Relativity, c) the axiom of Gauge Invariance and 
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finally d) the axiom of Flatness. According to [102], to apply the first axiom, 
the Frechet derivative should be modified with; 
 
        
[ ]       
    [            ]    
      
for                   , and                 an embedded closed 
submanifold. It can be easily seen that the given four axioms together with 
(155) produce a set of sufficient conditions to modify the partition function 
(154) similar to [102]. The Bianchi identity (148) asserts that any linear 
combination of elements    { ̂  }    , say     , is closed. Therefore, if one 
can show that      is also exact then the partial integration structure reduces 
the integrating space due to (150). Indeed, following [102] the modified form 
of (154) takes the form of 
           
  ∫     
         
 
  
   
   
      
for          d        , while          can be any linear combination of 
elements    { ̂  }    , ∑   
 
       . Also     
  is a constant factor which 
probably depends on the matrix modeling. Here for simplicity and to keep the 
analogy with [   ] one may suppose that          is proportional to 
  { ̂   }, the (   )th Chern character. Thus, the explicit form of consistent 
anomalies and Schwinger terms can be extracted for MMG theories similar to 
[102]. 
 To work out the consistent anomalies for MMG theories consider an infinite-
simal gauge transformation, say  , and set 
 
  
|
   
      
     , according to 
the gauge invariance axiom. This leads to; 
∫     {[ ]̅̅ ̅̅   
  d     [ ] }     
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for d   
              . Here the notation of    is used for all types of 
actions (7)-(9). It is seen that (157) gives hand the consistent anomaly in the 
setting of descent equations in complete agreement with the results of the 
subsection 5.1. 
 Note that to extract the explicit form of consistent anomaly for TNG theories 
one should take functional derivative of (157) with respect to     ,    . 
This leads to emerging a Dirac delta function in the integrand which is 
multiplied with a functional of gauge field   with star product  . This may not 
lead to explicit form of consistent anomalies unless   be a harmonic 
translation-invariant product. Indeed, if   is harmonic, then according to (82), 
the Dirac delta function can be released from derivations inside   and then the 
nonintegrated consistent anomaly can be extracted precisely. But according to 
subsection 4.2, in the case of non-harmonic  , one can replace   by its  -
cohomologous harmonic translation-invariant product    without losing the 
information. This consequently leads to well-defined form of consistent anom-
aly for any arbitrary TNG theory. 
 For the case of consistent Schwinger terms one should go further and use two 
infinitesimal gauge transformations   and  . Following [102] one can show 
that the consistent Schwinger terms also are given in terms of      
    , as 
the solution of the deRham-BRST equation d     
         
    . In fact, 
according to [102], to extract the consistent Schwinger term for a MMG 
theory, one should act the differential operator 
   
               
  
 
     
          
 
 
     
          
  
 
     
          
 
 
     
          
 
      
on its modified partition function. This may lead to emerging one or two Dirac 
delta functions in the integrands which are engaged by derivations inside the 
star product. Then, here one can similarly use the  -cohomologous harmonic 
translation-invariant product without losing the information. This will release 
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at least one of the Dirac delta functions from derivations of star product and 
thus this results in well-defined form of Schwinger terms for TNG theories. 
 
6. Summery and Conclusions 
 
 In this article, an elaborated formalism of gauge theories was worked out in 
the setting of matrix modeling. Then it was shown that these matrix modeled 
gauge (MMG) theories produce to an equivalent description of translation-
invariant noncommutative gauge (TNG) theories. In fact, it was proven that 
any TNG theory can be considered as the limit of a compatible family of MMG 
theories.  Moreover, translation-invariant star product was discussed in the 
setting of  -cohomology and an algebraic version of Hodge theorem was 
derived for  -cohomology groups which led to definition of harmonic 
translation-invariant products as the unique representing elements of  -
cohomology classes. It was also shown that loop calculations in TNG theories 
are entirely described by the  -cohomology class of the translation-invariant 
star products. In fact, it was seen that moving through an  -cohomology class 
produces no new physics. This showed that the harmonic translation-
invariant products due to the Hodge theorem, play the crucial role in studding 
the physics of TNG theories. Then MMG theories was quantized in both 
geometric and path integral formulations. The geometric quantization of MMG 
theories led to a noncommutative version of (anti-) BRST transformations for 
TNG theories in the limit. It was also shown that this noncommutative 
counterpart of quantized symmetries, results in a concrete description of 
descent equations and consequently consistent anomalies and consistent 
Schwinger terms for TNG theories. The results of geometric quantization were 
confirmed by path integral quantization of modified partition functions. The 
explicit form of consistent anomalies and consistent Schwinger terms for a 
TNG theory were extracted by taking the limit of those of a compatible family 
of MMG theories. 
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7. Appendices 
 
7.1. Appendix A   
 
 In this appendix, it is shown that the definition (59) makes sense. Moreover, 
(61) is proven and it is shown that;      as   . 
 Consider the star product (43) over   . By          ⟨      |      ⟩, 
(43) takes the form of; 
       ∫
d  
     
d  
     
 ̃    ̃    ⟨      |      ⟩       .  . 
 A   
 Then, using the definition of; 
 ̃    ∫         . 
  
   
 A   
one finds that; 
       ∫
d  
     
d  
     
d  d              ⟨      |      ⟩   .        .      
 ∫
d  
     
d  
     
d  d                 
⟨  (  ⃑⃗
 )|  (  ⃑⃗
 )⟩
   .        .      
 ∫
d  
     
d  
     
d  d        .        .       
⟨  ( ⃑⃗
 )|  ( ⃑⃗
 )⟩
         
 ∫d  d                         
⟨  ( ⃑⃗
 )|  ( ⃑⃗
 )⟩
         . 
 A   
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 Therefore, it is shown that; 
        (∑
 
  
(∑  ( ⃑| )
 
   ( ⃑| )
 
 
   
)
 
     
 
   
)   
 A   
with good agreement with (61). Obviously, when |  〉 and |  〉 are finite 
dimensional vectors, the upper limit of the inner summation is a finite 
number. Note that (A4) induces a quantization structure on        as a 
subset of        made up of smooth periodic functions on  . Thus, from now 
on for simplicity we may focus most of our attention to       . As mentioned 
above we also restrict ourselves to Schwartz functions      . 
 To prove (A4) for translation-invariant noncommutative structures over  , it 
is enough to note that; 
∑    ⃗⃗⃗.     
 ⃗
                 
 A   
for        and also for   ⃗ and  ⃗ as defined in (57). This with (58) and (A3) 
prove (A4) for translation-invariant noncommutative structures over  . 
 Now it is the time to prove (61). To this end, note that for any two Schwartz 
functions          , for any Fourier mode   ⃗, and finally for any differential 
operator  , (A4) and (A5) imply that; 
∫      ⃗⃗⃗. (      )
    
    
 
 
      
∑
 
| | 
∫        ⃗⃗⃗   ⃗⃗ .   ( ⃑| )
   
   
    
∫      ⃗⃗.    ( ⃑| )
   
      
         ⃗
 . 
 A   
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 To prove (61), at the first step one has to show that the definition (59) makes 
sense. It is claimed that for any set of Schwartz functions, say {  }   
   ; 
∑ [  ]  ⃗ ⃗ 
       [  ]  ⃗  ⃗ 
          [  ]  ⃗    ⃗
         
      ⃗         
 
        ∫      ⃗⃗⃗. 
    
  
   ( ⃑|
 
)
   
(     ( 
   ⃗⃗.    
   ( ⃑|
 
)
   
    )) 
   
 A   
for          
 
√| | | |       
  and for the dotted term which vanishes as    . 
To prove (A7) one needs the induction. By (A6) and the revised form of (57); 
[ ]  ⃗ ⃗
      
 
 
 
√| | | |       
∫      ⃗⃗⃗. 
    
  
   ( ⃑|
 
)
   
(    ⃗⃗.    
   ( ⃑|
 
)
   
   ) 
 
  
   (   ⃗)
   
√| | | |       
∫       ⃗⃗⃗   ⃗⃗ . 
    
   
   ( ⃑|
 
)
   
      
 A   
for any        , one finds 
∑[  ]  ⃗ ⃗
      [  ]  ⃗ ⃗
      
     ⃗
 
 
  
   (   ⃗)
   
√| | | |       
∫      ⃗⃗⃗. 
    
   ( 
   ⃗⃗.    
   ( ⃑|
 
)
   
    )       
 A   
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for any two Schwartz functions           
  . Then, we conclude that; 
∑[  ]  ⃗ ⃗
      [  ]  ⃗ ⃗
      
     ⃗
 
        ∫      ⃗⃗⃗. 
    
  
   ( ⃑|
 
)
   
(   ( 
   ⃗⃗.    
   ( ⃑|
 
)
   
    ))     . 
 A    
 Note that the dotted term in (A8) and (A9) comes from three approximati-
ons; 
 a) The Dirac delta function in (A5) comes from summation over all the 
Fourier modes while in (A10) the summation is taken place over finitely 
many Fourier modes. 
 b) |  〉 and |  〉 are approximated by |  
   〉 and |  
   〉 respectively. 
 c) Finitely many terms of the Taylor expansion of  ⟨  |  ⟩ are 
considered in (A10). 
 Clearly the dotted term vanishes rapidly as        . However, the rest of 
the proof is trivial. By induction suppose (A7) has already been proved for any 
     . Thus; 
∑ [  ]  ⃗ ⃗ 
       [  ]  ⃗  ⃗ 
          [  ]  ⃗    ⃗
         
      ⃗        
 
 ∑
  
   (   ⃗)
   
√| | |  |       
        ∫        ⃗⃗⃗   ⃗⃗  .   ( ⃑| )
    
    
    
 
 ⃗      
 
(∫      ⃗⃗ . 
    
  
   ( ⃑|
 
)
    
(     ( 
   ⃗⃗.    
   ( ⃑|
 
)
   
    ))   ) . 
 A    
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 Using (A6) one concludes that; 
∑ [  ]  ⃗ ⃗ 
       [  ]  ⃗  ⃗ 
          [  ]  ⃗    ⃗
         
      ⃗        
 
        ∫      ⃗⃗⃗. 
    
  
   ( ⃑|
 
)
   
(     ( 
   ⃗⃗.    
   ( ⃑|
 
)
   
    )) 
    . 
 A    
 Therefore (A7) follows. Finally taking the trace of (A52) one finds out that; 
  {[  ]    [  ] } 
 ∑          
   (   ⃗)
   
∫      ⃗⃗⃗.      ( 
   ⃗⃗⃗.    
   ( ⃑|
 
)
   
    )
    
 ⃗    
   
 ∑
  
   (   ⃗)
   
| |       
∫      ⃗⃗⃗.      ( 
   ⃗⃗⃗.    
   ( ⃑|
 
)
   
    )
    
 ⃗    
    . 
 A    
 As      then   ⃗          for any  ⃗, while |  
   〉 vanishes at the origin. 
Therefore, the summation over multi-plets in (A53) becomes restricted to the 
empty multi-plet    . This leads to; 
lim
   
          {[  ]    [  ] }  ∑∫        
 
    
 
 ⃗
   
        ∫        
 
    
      
 A    
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for         numbers of Fourier modes included in the summation. This 
proves that the definition (59) makes sense and thus (61) follows naturally. 
 
7.2. Appendix B 
 
 In this appendix, it is shown that          is a coboundary if; 
            
                   
                    
                  
     
for any       . To this end initially, choose the coordinate system of; 
{
     
             . 
     
 It can be shown that; 
   
      
      
   
      
      
     
for any        and for any        . Indeed 
   
      
      
   
      
      
   
      
      
 
d 
d d 
|
     
                   . 
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for {  }   
 , the standard basis of  . Using (44) one finds that; 
d 
d d 
|
     
                   
 
d 
d d 
|
     
   (       )   (          )              
 
   
      
      . 
     
 Therefore; 
 
   
  
      
    
     
for any          . In the other words, one finds that; 
(
 
   
 
 
   
)
  
      
    . 
     
 Now suppose that; 
                           
     
for           
      such that; 
                        
                        
     
             
     , for non-constant    and   . Thus (B7) leads to; 
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(
 
   
 
 
   
)
  
      
     . 
      
 Now choose the coordinate system of 
{
     
     
   . 
      
 Therefore, by (B10) and (B11) one finds that; 
 
   
  
      
     . 
      
 Consequently, we have; 
    
      
             . 
      
 Then since 
  
      
 
  
      
 
  
      
 
  
      
 
  
      
   
      
(B13) lets one to set;               
        
          ,       , for 
some           
     . Therefore; 
                         
         
                            . 
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 Note that since   is commutative then;              . This implies that; 
(           )  (           )        
           
      
 Then, (B9) leads to; 
                  . 
      
 Therefore; 
                                               
      
for any       . Now by                 one finds that; 
                                  
                                . 
      
 Acting 
  
      
 on both sides of (B19) yields the following result 
                
 
    
   
                    
 
    
   
    . 
       
 Thus, one finds that; 
    
   
     
    
   
    . 
      
 Acting 
 
   
 on both sides of (B19) and using (B21) one also finds that; 
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    . 
      
 Setting     , gives rise to; 
             . 
      
 Thus 
                 
        
        
         
      
which according to (B9) yields       for any   and  . Therefore; 
               . 
      
 Consequently, by (B19) it follows that; 
                        
      
which results in; 
                
      
for any      and for a complex number   . Thus according to (B18) we 
have; 
                             
      
for any       . But (45) leads to; 
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for any      and for            . Thus, (B28) takes the following form; 
                           . 
      
 Finally the equality                  implies that      and eventually 
                          
      
for any       . On the other hand, by (45) we have;       . Therefore, 
         and consequently;     . 
 
7.3. Appendix C 
 
 In this appendix, it is shown that (120) concretely leads to (123). To see this 
note that by (120); 
                   
     
for any    . Then, the iterated form of (C1) would be 
                 
     
   , for recursive formulae; 
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with     ,    ,      and         . Clearly (C1) can be rewritten in 
the form of 
 (
  
    
   )    . 
     
 But according to (C3) it can be seen that; 
  
    
    
 
     
 
     
 
    
 
  
 . 
     
 On the other hand, it is known [105] that for any rational number    , there 
is a finite sequence of integers   ,      , with      and      for 
     , such that 
  
  
    
 
     
in accordance to (C5). This together with (C4) proves (123). 
 As mentioned in subsection 4.2, the continuity of   consequently leads to 
(124). On the other hand, (124) shows that any translation-invariant product 
on      , is  -cohomologous to ordinary point-wise product and therefor is 
commutative. In the other words (124) results in   
      , which asserts 
that there are no translation-invariant noncommutative star products on 
     , which is not obvious at all. 
 
 
 
77 
 
Acknowledgement 
 
 The author should say his gratitude to F. Ardalan, L. Bonora, A. Connes, H. 
Grosse, M. Hayakawa, M. Khalkhali, T. Krajewski, E. Langmann, C. Martin, J. 
Maldacena, S. Minwalla, V. Rivasseau, N. Seiberg, R. J. Szabo, A. Tanasa, B. 
Tsygan, F. Vignes-Tourneret, P. Vitale, A. Weinstein, E. Witten and M. 
Wohlgenannt for hints and discussions. Also this article owes most of its 
appearance to S. Ziaee for many things. Finally my special thanks go to Ahmad 
Shafiei Deh Abad for his ever warm welcom, patience and useful comments in 
geometry.   
  
References 
  
1. E. Schrodinger, Uber die Unanwendbarkeit der Geometrie im Kleinen, 
Naturwiss. 22: 518-520, 1934. 
2. W. Heisenberg, Uber die in der Theorie der Elementarteilchen Auftretende 
Univer-selle Lange, Ann. Phys. 32: 20-33, 1938. 
3. H. S. Snyder, Quantized Space-time, Phys. Rev. 71: 38-41, 1947. 
4. H. S. Snyder, The Electromagnetic Field in Quantized Space-time, Phys. Rev. 
72: 68-71, 1947. 
5. R. J. Szabo, Quantum Field Theory on Noncommutative Spaces, Phys. Rept. 
378: 207-299, 2003, [arXiv:hep-th/0109162]. 
6. I. M. Gelfand and M. A. Naimark, On the imbedding of Normed Rings into the 
Ring of Operators on a Hilbert Space, Math. Sb. 12 (2): 197-217, 1943. 
7. A. Connes, Noncommutative Geometry, Academic Press, Inc. 1994. 
8. J. M. Garcia-Bondia, J. C. Varilly and H. Figueroa, Elements of Noncommutative 
Geometry, Birkhauser Advanced Texts, 2000. 
9. A. Connes, Noncommutative Differential Geometry, Inst. Hautes Etudes Sci. 
Publ. Math. No. 62: 257-360, 1985. 
10. D. Kastler, Cyclic Cohomology within the Differential Envelope, Hermann, 
Paris, 1988. 
78 
 
11. J. Cuntz and D. Quillen, Algebraic Extensions and Nonsingularity, J. Amer. 
Math. Soc. 8: 251-289, 1995. 
12. S. L. Woronowicz, Twisted       Group. An Example of Noncommutative 
differential Calculus. Publ. Res. Inst. Math. Sci. 23: 117-181, 1987. 
13. S. L. Woronowicz, Compact Matrix Pseudogroups, Comm. Math. Phys. 111: 
613-665, 1987. 
14. S. L. Woronowicz, Differential Calculus on Compact Matrix Pseudogroups 
(Quantum Groups), Comm. Math. Phys. 122: 125-170, 1989. 
15. V. G. Drinfeld, Hopf Algebras and the Quantum Yang-Baxter Equation, Dokl. 
Akad. Nauk. SSSR 283:5: 1060-1064, 1985. 
16. V. G. Drinfeld, Quantum Groups, In Proc. Int. Cong. Math. (Berkeley 1986), 
pages: 798-820. Amer. Math. Soc. Providence, RI, 1987. 
17. V. Chari and A. Pressley, A Guide to Quantum Groups, Cambridge University 
Press, 1994. 
18. S. Majid, Foundations of Quantum Group Theory, Cambridge University Press, 
1995. 
19. C. Kassel, Quantum Groups, Graduated Texts in Mathematics 155, Springer-
Velag, New York,1995. 
20. A. Klimyk and K. Schmudgen, Quantum Groups and Their Representations, 
Texts and Monographs in Physics, Springer-Verlag, Berlin Heidelberg, 1997. 
21. A. Connes and M. Marcolli, Noncommutative Geometry, Quantum Fields and 
Motives, American Mathematical Society, Hindustan Book Agency, 2007. 
22. S. Majid, Hopf Algebras for Physics at the Planck Scale, Class. Quant. Grav. 5: 
1587-1606 ,1988. 
23. R. Coquereaux, Noncommutative Geometry and Theoretical Physics, J. Geom. 
Phys. 6: 425-490 ,1989. 
24. E. Witten, Noncommutative Geometry and String Field Theory, Nucl. Phys. 
B268: 253-294, 1986. 
25. G. Veneziano, A String Nature Needs Just Two Constants, Europhys. Lett. 2: 
199-204, 1986. 
26. D. J. Gross and P. F. Mende, String Theory Beyond the Planck Scale, Nucl. Phys. 
B303: 407-457, 1988. 
27. D. Amati, M. Ciafaloni and G. Veneziano, Can Spacetime be Probed Below the 
String Size?, Phys. Lett. B216: 41-47, 1989. 
28. H. J. Groenewold, On the Principles of Elementary Quantum Mechanics, 
Physica 12: 405-460, 1946. 
29. J. E. Moyal, Quantum Mechanics as a Statistical Theory, Proc. Cambridge Phil. 
Soc. 45: 99-124, 1949. 
79 
 
30. T. Filk, Divergencies in a Field Theory on Quantum Space, Phys. Lett. B376: 
53-58, 1996. 
31. S. Minwalla, M. Van Raamsdonk and N. Seiberg, Noncommutative Perturba-
tion Dynamics, JHEP, no. 02, 020, 31 pages, 2000 [arXiv:hep-th/9912072]. 
32. M. Hayakawa, Perturbative Analysis on Infrared Aspects of Noncommutative 
QED on  , Phys. Lett. B478: 394-400, 2000 [arXiv:hep-th/9912094]. 
33. M. Hayakawa, Perturbative Analysis on Infrared and Ultraviolet Aspects of 
Noncommutative QED on   , Osaka 2000, High Energy Physics, vol. 2: 1455-
1460 [arXiv:hep-th/9912167]. 
34. H. Grosse, T. Krajewski and R. Wulkenhaar, Renormalization of Noncommuta-
tive Yang-Mills theories: A Simple Example, [arXiv:hep-th/0001182].  
35. A. Matusis, L. Susskind and N. Toumbas, The IR/UV Connection in the Non-
commutative Gauge theories, JHEP, no. 12, 002, 18 pages, 2000 [arXiv:hep-
th/0002075]. 
36. H. Grosse and R. Wulkenhaar, Renormalization of   -Theory on Noncommut-
ative    in the Matrix Base, JHEP, no. 12, 019, 26 pages, 2003 [arXiv:hep-
th/0307017]. 
37. H. Grosse and R. Wulkenhaar, Renormalization of   -Theory on Noncommut-
ative    in the Matrix Base, Commun. Math. Phys. 256: 305-374, 2005 
[arXiv:hep-th/0401128]. 
38. R. Gurau, J. Magnen, V. Rivasseau and A. Tanasa, A Translation-Invariant Ren-
ormalizable Noncommutative Scalar Model, Comm. Math. Phys. 287:275-290, 
2009 [arXiv:math-ph/0802.0791]. 
39. D. N. Blaschke, E. Kronberger, R. I. P. Sedmik and M. Wohlgenannt, Gauge 
Theories on Deformed Spaces, SIGMA 6, 062, 70 pages, 2010 [arXiv:hep-
th/1004.2127]. 
40. N. Seiberg and E. Witten, String Theory and Noncommutative Geometry, JHEP, 
no. 09, 032, 93 pages, 1999 [arXiv:hep-th/9908142]. 
41. J. Polchinski, Dirichlet Branes and Ramond-Ramond Charges, Phys. Rev. Lett. 
75: 4724, 1995 [arXiv:hep-th/9510017]. 
42. E. Witten, Bound States of Strings and p-Branes, Nucl. Phys. B460: 33, 1996 
[arXiv:hep-th/9510135]. 
43. T. Banks, W. Fischler, S. H. Shenker and L. Susskind, M Theory as A Matrix 
Model: A Conjecture, Phys. Rev. D55: 5112-5128, 1997 [arXiv:hep-
th/9610043]. 
44. N. Ishibashi, H. Kawai, Y. Kitazawa and A. Tsuchiya, A Large-N Model as Sup-
erstring, Nucl. Phys. B498: 467-491, 1997 [arXiv:hep-th/9612115]. 
80 
 
45. M. Green and J. Schwarz, Covariant Description of Superstrings, Phys. Lett. 
B136: 367-370, 1984. 
46. A. Schild, Classical Null Strings, Phys. Rev. D16: 1722-1726, 1977.  
47. A. Connes, M. R. Douglas and A. Schwarz, Noncommutative Geometry and 
Matrix Theory: Compactification on Tori, JHEP, no. 02, 003, 42 pages, 1998 
[arXiv:hep-th/9711162]. 
48. H. Aoki, N. Ishibashi, S. Iso, H. Kawai, Y. Kitazawa and T. Tada, Noncomm-
utative Yang-Mills in IIB Matrix Model, Nucl. Phys. B565: 176-192, 2000 
[arXiv:hep-th/9908141]. 
49. G. Mandal, S.-J. Rey and S. Wadia, Quantum Aspects of GMS Solutions of 
Noncommutative Field Theory and Large N Limit of Matrix Models, Eur. Phys. 
J. C24: 495-514, 2002 [arXiv:hep-th/0111059]. 
50. G. Landi, F. Lizzi and R. J. Szabo, A New Matrix Model for Noncommutative 
Field Theory, Phys. Lett. B578: 449-458, 2004 [arXiv:hep-th/0309031]. 
51. J. Ambjorn, Y. M. Makeenko, J. Nishimura and R. J. Szabo, Finite N Matrix Mod-
els of Noncommutative Gauge Theories, JHEP, no. 9911, 029, 17 pages, 1999 
[arXiv:hep-th/9911041]. 
52. J. Ambjorn, Y. M. Makeenko, J. Nishimura and R. J. Szabo, Lattice Gauge fields 
and Discrete Noncommutative Yang-Mills Theory, JHEP, no. 05, 023, 48 pages, 
2000 [arXiv:hep-th/0004147]. 
53. S. Iso, Y. Kimura, K. Tanaka and K. Wakatsuki, Noncommutative Gauge Theory 
on Fuzzy Sphere from Matrix Model, Nucl. Phys. B604: 121-147, 2001 
[arXiv:hep-th/0101102]. 
54. Y. Kimura, Noncommutative Gauge Theories on Fuzzy Sphere and Fuzzy 
Torus from Matrix Model, Prog. Theor. Phys. 106: 445-469, 2001 [arXiv:hep-
th/0103192]. 
55. H. Steinacker, Emergent Gravity from Noncommutative Gauge Theory, JHEP, 
no. 12, 049, 36 pages, 2007 [arXiv:hep-th/0708.2426]. 
56. H. Grosse, H. Steinacker and M. Wohlgenannt, Emergent Gravity, Matrix 
Models and UV/IR Mixing, JHEP, no. 04, 023, 30 pages, 2008 [arXiv:hep-
th/0802.0973]. 
57. D. Klammer and H. Steinacker, Fermions and Emergent Noncommutative 
Gravity, JHEP, no. 08, 074, 27 pages, 2008 [arXiv:hep-th/0805.1157]. 
58. H. Steinacker, Covariant Field Equations, Gauge Fields and Conservation Laws 
from Yang-Mills Matrix Models, JHEP, no. 02, 044, 30 pages, 2009 [arXiv:hep-
th/0812.3761]. 
81 
 
59. H. Steinacker, Emergent Gravity and Noncommutative Branesfrom Yang-Mills 
Matrix Model, Nucl. Phys. B810:1-39, 2009 [arXiv:hep-th/0806.2032]. 
60. D. N. Blaschke and H. Steinacker, Curvature and Gravity Actions for Matrix 
Models, Class. Quantum. Grav. 27, 165010, 15 pages, 2010 [arXiv:hep-
th/1003.4132]. 
61. S. Galluccio, F. Lizzi and P. Vitale, Translation Invariance, Commutation 
Relations and Ultraviolet?infrared Mixing, JHEP, no. 09, 054, 18 pages, 2009 
[arXiv:hep-th/0907.3640]. 
62. S. Galluccio, Non-Commutative Field Theory, Translation Invariant Products 
and Ultraviolet/Infrared Mixing, PhD thesis, 2010 [arXiv:hep-th/1004.4655]. 
63. F. Bayen, M. Flato, C. Fronsdal, A. Lichnerowicz and D. Sternheimer, Ann. Phys. 
NY, 111: 61-110, 1978. 
64. F. Bayen, M. Flato, C. Fronsdal, A. Lichnerowicz and D. Sternheimer, Ann. Phys. 
NY, 111: 111-151, 1978. 
65. B. V. Fedosov, A Simple Geometrical Construction of Deformation Quantiza-
tion, J. Diff. Geom. 40: 213-238, 1994. 
66. N. Seiberg, L. Susskind and N. Toumbas, Space/Time Non-Commutativity and 
Causality, JHEP, no. 06, 044, 16 pages, 2000 [arXive:hep-th/0005015]. 
67. R. Gupakumar, J. Maldacena, S. Minwalla and A. Strominger, S Duality and 
Noncommutative Geometry, JHEP, no. 06, 036, 18 pages, 2000 [arXiv:hep-
th/0005048]. 
68. J. Gomis and T. Mehen, Space-Time Noncommutative Field Theories and 
Unitarity, Nucl. Phys. B591: 265-276, 2000 [arXiv:hep-th/0005129]. 
69. R. Oeckl, Discrete Gauge Theory, From Lattice to TQFT, Imperial College Press, 
2005. 
70. M. de Wild Propitius and F. A. Bais, Discrete Gauge Theory, Published in Parti-
cles and Fields. Edited by G. W. Semenoff. Berlin, Germany, Springer-Verlag, 
pages: 353-440, 1998, (CRM Series in Math. Physics) [arXiv:hep-th/9511201]. 
71. A. Lerda and S. Sciuto, Anyons and Quantum Groups, Nucl. Phys. B 401: 613-
643, 1993 [arXiv:hep-th/9301100]. 
72. R. Oeckl, The Quantum Geometry of Spin and Statistics, J. Geom. Phys. 39: 
233-252, 2001 [arXiv:hep-th/0008072] 
73. M. H. Freedman, A. Kitaev, M. J. Larsen, Z. Wang, Topological Quantum Comp-
utation, Bull. Amer. Math. Soc. 40: 31-38, 2003 [arXiv:quant-ph/0101025]. 
74. C. Nayak, S. H. Simon, A. Stern, M. Freedman and S. Das Sarma, Non-Abelian 
Anyons and Topological Quantum Computation, Rev. Mod. Phys. 80: 1083-
1159, 2008 [arXiv:cond-mat.str-el/0707.1889]. 
82 
 
75. V. G. Turaev, Quantum Invariants of Knots and 3-Manifolds, Berlin; New York; 
de Gruyter, 1994. 
76. C. Kassel and V. Turaev, Braid Groups, Graduated Text in Mathematics 247, 
Springer, 2008. 
77. D. N. Yetter, Quantum Groups and Representations of Monoidal Categories, 
Math. Proc. Cambridge Phil. Soc. 108: 261-290, 1990. 
78. A. Connes,   -algebres et Geometrie Differentielle, C. R. Acad. Sci. Paris, Ser. A-
B 290: 599-604, 1980. 
79. W. Poor, Differential Geometric Structures, McGraw-Hill Book Company, 
1982. 
80. A. A. Varshovi, Axial Symmetries, Anti-BRST Invariance and Modified 
Anomalies, 32 pages [arXiv:hep-th/1011.1095]. 
81. M. Kontsevich, Deformation Quantization of Poisson Manifolds, I, Lett. Math. 
Phys. 66: 157-216, 2003  [arXiv:q-alg/9709040]. 
82. P. Libermann and C. Marle, Symplectic Geometry and Analytical Mechanics, D. 
Reidel Publishing Company, 1986. 
83. F. Bayen, In Group theoretical Methods in Physics, ed. E. Beiglbouk et. al., Lect. 
Notes Phys. 94: 260-271, 1979. 
84. A. Voros, Wentzler-Kramers-Brillouin method in the Bargmann representa-
tion, Phys. Rev. A 40: 6814-6825, 1989. 
85. M. Bordemann and S. Waldmann, A Fedosov star product of Wick type for 
Kahler Manifolds, Lett. Math. Phys. 41, 243-253, 1997 [arxiv:q-alg/9605012]. 
86. M. Bordemann and S. Waldmann, Formal GNS Construction and States in 
Deformation Quantization, Comm. Math. Phys. 195: 549-583, 1998 [arXiv:q-
alg/9607019]. 
87. H. Weyl, The Theory of Groups and Quantum Mechanics, Dover, New York, 
1931. 
88. E. P. Wigner, On the Quantum Corrections for Thermodynamic Equilibrium, 
Phys. Rev. 40: 749-759, 1932. 
89. M. A. Rieffel, Deformation Quantizations for Actions of    , Mem. Am. Math. 
Soc. 106, no. 506, 93 pages, 1993. 
90. J. Madore, The Commutative Limit of a Matrix Geometry, J. Math. Phys. 32: 
332-335, 1991. 
91. J. Madore, The Fuzzy Sphere, Class. Quantum Grav. 9: 69-87, 1992. 
92. S. Majid and H. Ruegg, Bicrossproduct Structure of  -Poincare Group and 
Non-commutative Geometry, Phys. Lett. B 334: 348-354, 1994 [arXiv:hep-
th/9405107]. 
83 
 
93. M. Dimitrijevic, L. Jonke, L. Moller, E. Tsouchnika, J. Wess and M. 
Wohlgenannt, Deformed Field Theory on  -Spacetime, Eur. Phys. J. C 31: 129-
138, 2003 [arXiv:hep-th/0307149]. 
94. N. Reshetikhin, L. Takhtadzhyan and L. Faddeev, Quantization of Lie Groups 
and Lie Algebras, Leningrad Math. J. 1: 193-225, 1990. 
95. A. Kitaev, Fault-Tolerant Quantum Computation by Anyons, Annals. Phys. 
303: 2-30, 2003 [arXiv:quant-ph/9707021]. 
96. F. W. Warner, Foundations of Differentiable Manifolds and Lie Groups, Gradu-
ated Texts in Mathematics 94, Springer-Verlag, 1983. 
97. A. Tanasa and P. Vitale, Curing the UV/IR Mixing for Field Theories with 
Translation-Invariant   Products, Phys. Rev. D 81, 065008, 12 pages, 2010 
[arXiv:hep-th/0912.0200]. 
98. C. Ekstrand, A simple Algebraic Derivation of the Covariant Anomaly and 
Schwinger Term, J. Math. Phys. 41: 7294-7303, 2000 [arXiv:hep-th/9903147]. 
99. A. A. Varshovi, Axial Symmetries, Anti-BRST Invariance and Modified Anomal-
ies, 2010 [arXiv:hep-th/1011.1095]. 
100. L. Bonora, M. Schnabl and A. Tomasiello, A Note on Consistent Anomalies in 
Noncommutative YM Theories, Phys. Lett. B 485: 311-313, 2000 [arXiv:hep-
th/0002210]. 
101. L. Bonora and A. Sorin, Chiral Anomalies in Noncommutative YM Theories, 
Phys. Lett. B 521: 421-428, 2001 [arXiv:hep-th/0109204]. 
102. A. A. Varshovi, Modified Partition Functions, Consistent Anomalies and Cons-
istent Schwinger terms, 2011 [arXiv:hep-th/1101.2857]. 
103. E. Langmann, Descent Equations of Yang-Mills Anomalies in Non-
commutative Geometry, J. Geom. Phys. 22: 259-279, 1997 [arXiv:hep-
th/9508003]. 
104. S. Weinberg, The Quantum Theory of Fields, Vol. I, Cambridge University 
Press, 1995. 
105. G. H. Hardy and E. M. Wright, An Introduction to the Theory of Numbers, 
Oxford, 1954. 
