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ПРЕДИСЛОВИЕ
П еред вами учебное пособие, представляющее собой основу содержания лекционных и практических занятий по курсу «Специальные главы математики», читаемом на ИРИТ-РтФ 
в УрФУ. Курс включает в себя такие разделы как числовые ряды, функ-
циональные ряды, степенные ряды в действительной и комплексной 
областях, теория функций комплексного переменного, преобразова-
ние Лапласа, тригонометрические ряды, интеграл и преобразование 
Фурье. Теоретический материал проиллюстрирован большим количе-
ством примеров. В конце каждой главы предлагаются упражнения для 
самостоятельной работы, ответы к заданиям приведены в приложении. 
Авторы надеются, что самостоятельная работа с учебным пособи-
ем «Специальные главы математики» будет залогом успешного осво-
ения студентами профессиональных модулей инженерных и инфор-
мационных специальностей. Помимо последовательного изложения 
предметного содержания курса «Специальные главы математики», за-
дачами данного пособия являются: развитие математического мышле-
ния, воспитание математической культуры, освоение студентами ос-
нов математического моделирования.
Для понимания студентами материала, изложенного в пособии, 
требуется математический аппарат, заложенный при изучении курса 
высшей математики в рамках учебных программ УрФУ (основы ма-
тематического анализа, комплексные числа и т. д.).
В заключение отметим, что авторы предполагают использование 




Глава 1.  
ЧИСЛОВЫЕ РЯДЫ
1.1. Понятие числового ряда
Т еория рядов является важнейшей составной частью матема-тического анализа и имеет как теоретические, так и практи-ческие приложения. Например, ряды применяются при ин-
тегрировании дифференциальных уравнений.
История развития теории рядов восходит ко временам расцвета 
науки в Древней Греции, где вычисление бесконечных сумм, как со-
ставная часть метода исчерпывания, использовалось учеными для на-
хождения площадей фигур, объемов тел, длин кривых и т. д. Ряд как 
самостоятельное понятие появилось в XVII в.: И. Ньютон и Г. Лейб-
ниц широко применяли ряды для решения алгебраических и диффе-
ренциальных уравнений. В XVIII–XIX вв. теория рядов развивалась 
в работах Д. Бернулли, Б. Тейлора, К. Маклорена, Л. Эйлера, Ж. Да-
ламбера, Ж. Лагранжа и др. Строгая теория рядов была создана в XIX в. 
и была основана на понятии предела в трудах К. Гаусса, Б. Больца-
но, О. Коши, П. Дирихле, Р. Абеля, К. Вейерштрасса, Б. Римана и др.
Рассмотрим бесконечную числовую последовательность 
u u uk1 2, , ..., , ...     и составим из элементов этой последовательности сле-













 принято называть числовым рядом, или просто рядом, а элемен-
ты uk — членами данного ряда.
Сумму первых n членов данного ряда называют n-й частичной сум-
мой данного ряда и обозначают символом Sn:
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 S u u u u un k n k
k
n





т. е. первая частичная сумма S1 равна u1, вторая — S u u2 1 2= + , пятая 






 называется сходящимся, если сходится последовательность 
{ }Sn  частичных сумм этого ряда. При этом предел S последовательно-
сти частичных сумм { }Sn  называется суммой данного ряда









В случае, если последовательность { }Sn  расходится, т. е. она или 
не имеет предела, или ее предел равен бесконечности, то ряд называ-
ется расходящимся.
При рассмотрении числовых рядов практически решаются две за-
дачи: исследование ряда на сходимость и нахождение суммы сходя-
щегося ряда.






приближенное значение его суммы, на практике часто заменяют сум-
му ряда его частичной суммой S u u un n= + + +1 2 ... . При этом произво-
дят оценку погрешности, происходящей от такой замены, т. е. оцени-
вают разность R S Sn n= - , называемую остатком ряда. Остаток ряда Rn 
есть сумма ряда u u un n n m+ + ++ + + +ј1 2 ... .
Пример 1.1. Рассмотрим ряд 1 1 1 1 1 1
1
- + - + = - -
=
Ґ
е... ( ) .k
k
Решение
Последовательность частичных сумм ряда не имеет предела: S1 = 1, 
S2 = 0, S3 = 1, …, S Sn n2 1 21 0- = =, .
Данный ряд расходится.
Пример 1.2. Исследуем на сходимость ряд, составленный из членов 
геометрической прогрессии:
 a aq aq aq aq an k
k





0  , ( ).
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При q №1 общий член последовательности частичных сумм этого 
ряда (n-я частичная сумма) будет












































= + = Ґ1
Итак, данный ряд сходится при q <1 и расходится при q і1.
Свойства рядов:
1) отбрасывание конечного числа членов ряда (или добавление 
к ряду конечного числа членов) не влияет на сходимость или расхо-
димость ряда. (Следует из того, что две последовательности, члены ко-
торых, начиная с некоторого, отличаются между собой на одно и то же 
число, ведут себя одинаково относительно сходимости, т. е. или обе 
сходятся, или обе расходятся.);












Критерий Коши. Для того чтобы последовательность {S }n  была схо-
дящейся, необходимо и достаточно, чтобы 
 " > $ = " > " > О - <+e e e0 N N n N p N p S Sn p n( ): , ( ) .






дился, необходимо и достаточно, чтобы 





 N N n N p N p uk
k n
n p
( ): , ( ) .
Доказательство следует из критерия Коши для последовательно-
сти, который применен к последовательности частичных сумм ряда 
[2, с. 402].
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 является бесконечно малой.




























= + + + +
=
Ґ
е   называют гармоническим рядом. Очевид-
но, что для гармонического ряда выполнено необходимое условие схо-




0. Однако данный ряд расходится. Восполь-
зуемся критерием Коши.
Докажем, что для положительного числа e = 1
2
 не существует тако-







е < =e .
В самом деле, если взять p n= , то для сколь угодно большого n по-
лучим














е е= і =  









е < =e  не выполнено, каким бы большим 
мы ни взяли бы номер N , и в силу критерия Коши, гармонический ряд 
расходится.
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1.2. Ряды с положительными членами
Необходимое и достаточное условие сходимости ряда 
с положительными членами
Рассмотрим ряды, все члены которых не отрицательны. Будем на-
зывать такие ряды рядами с положительными членами. Если члены 
ряда будут строго больше нуля, то такие ряды будем называть рядами 
со строго положительными членами.
Отметим основное характеристическое свойство ряда с положи-
тельными членами: последовательность частичных сумм такого ряда 
является неубывающей.
Теорема 1.2. Для того чтобы ряд с положительными членами схо-
дился, необходимо и достаточно, чтобы последовательность частич-
ных сумм этого ряда была ограничена.
Необходимость следует из того, что всякая сходящаяся последова-
тельность является ограниченной. Достаточность вытекает из того, 
что последовательность частичных сумм не убывает и для сходимости 
последовательности достаточно, чтобы она была ограничена.
Признаки сравнения
Установим ряд признаков, позволяющих сделать заключение о схо-
димости (расходимости) рассматриваемого ряда посредством сравне-
ния его с другим рядом, сходимость (расходимость) которого известна.










 — два ряда с по-
ложительными членами. Пусть для всех номеров k справедливо нера-
венство u vk kЈ , тогда



























 — ряд 





 — ряд со строго положительными 










1.2. Ряды с положительными членами

































 — два ряда со строго положительными членами. Пусть для всех 








+ +Ј1 1 . Тогда






















Пример 1.4. Исследуем вопрос о сходимости ряда 1
51 +=
Ґ
е bkk , где 
b > 0.
Если b Ј1, то lim lim










0. Значит, нарушено необходи-
мое условие сходимости ряда и ряд расходится.












е  сходится, по теореме 1.3 исследуемый ряд 
сходится.
Пример 1.5. Рассмотрим вопрос о сходимости для любого a Ј1 сле-
дующего ряда:







е = + +ј+ +ј .
Этот ряд называют обобщенным гармоническим рядом. Поскольку при 
a Ј1 для любого номера k справедливо неравенство 1 1
k ka




е  расходится, то по признаку сравнения (теоре-





е  расходится для любого a Ј1.
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Признаки Даламбера и Коши
Признак сравнения рядов может быть использован не только для 
исследования конкретно задаваемых рядов, но и для получения об-
щих признаков сходимости рядов.
Пример 1.6. Исследуем ряд 1
3 131 k kk + -=
Ґ
е  на сходимость с помощью 









е . Найдем предел отношения k-х членов числовых рядов: 










k k®Ґ ®Ґ ®Ґ















е  следует сходимость исходного ряда.





 с положительными члена-










 сходится; если для всех до-
















+ =1 r, то при r <1 ряд сходится, 
при r >1 ряд расходится, при r =1 вопрос о сходимости ряда остается 
открытым и требуется дополнительное исследование.
Пример 1.7. Исследовать ряд nn
n 31=
Ґ
е  на сходимость.
Решение

















1.2. Ряды с положительными членами






























+ + + +ј+ +ј


















































+ + + +ј+ +ј
! ! ! !n
 сходится.
Пример 1.9. Исследовать ряд 1
1 nn=
Ґ











+ =1 1, и в этом случае признак Да-
ламбера ответа не дает. Также известно, что данный ряд гармониче-
ский и он расходится.





 существует такое 
число q <1, что для всех достаточно больших n выполняется неравен-





 сходится; если для всех достаточно больших n 










= r, то при r <1 ряд сходится, при 
r >1 ряд расходится, при r =1 вопрос о сходимости ряда остается от-
крытым и требуется дополнительное исследование.


















е  на сходимость.
Решение
Применим радикальный признак Коши. 
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1 и вопрос 















0 и ряд расходится по следствию из необходимого 
признака сходимости ряда.






 не возрастают, т. е. u u u u un n1 2 3 1і і і і і і+     . . . , и f x( )� — 
непрерывная невозрастающая функция на промежутке 1; Ґ[ ), такая, 





 и несобственный интеграл f x dx
1
Ґ
т ( )  схо-
дятся или расходятся одновременно.
Пример 1.12. Исследовать на сходимость ряд 1









0, однако достаточные признаки (сравнения, Даламбера, 
Коши) не работают. Применим интегральный признак Коши. В каче-
стве функции f x( )� введем 1
x xln












Ґ ҐҐт т= = = Ґ
( )
ln( ) .
Несобственный интеграл расходится, следовательно, данный ряд 
тоже расходится.















0a , однако достаточные признаки (сравнения, Даламбера, 
Коши) не работают. Применим интегральный признак Коши. В каче-
стве функции f x( )� введем 1
xa



























ч = -a 1 при a >1.
Несобственный интеграл сходится, следовательно, обобщенный 
гармонический ряд при a >1 сходится.
Замечание. На практике при исследовании числовых рядов на схо-
димость в более сложных ситуациях используют, как правило, ком-
бинацию признаков сходимости и соответствующих свойств рядов.
Пример 1.14. Исследовать на сходимость ряд 1





2 n nn ln=
Ґ
е . Этот ряд расходится (по интегральному при-






























Таким образом, так как эталонный ряд расходится, то и данный 
ряд расходится.
1.3. Знакопеременные ряды
Рассмотрим числовой ряд с действительными членами, относитель-






ны ряда не все положительны, но начиная с некоторого номера ста-
новятся положительными, то, отбрасывая достаточно большое 
количество начальных членов ряда, вопрос о сходимости данного ряда 
14
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сводим к исследованию ряда с положительными членами. Таким об-
разом, существенно новым случаем по отношению к знакоположи-
тельным рядам будет тот, среди членов ряда которого есть бесконеч-
ное множество как положительных, так и отрицательных членов.
Знакопеременным рядом называется ряд, членами которого являют-
ся числа произвольного знака, при этом количество членов положи-
тельного и отрицательного знака бесконечно.
Для сходящегося знакопеременного ряда различают два типа схо-
димости: абсолютную и условную. Рассмотрим ряд, составленный 





. Заметим, что этот ряд явля-
ется знакоположительным, поэтому для него можно применять все 





























 сходится, тогда, согласно Крите-
рию Коши имеем следующее: 
 " > $ = " > " О Ю + + ј+ <+ + +e e e0 1 2: , | | | .( ) | | |N N n N p u u un n n p     





 и получим 
| | | | || | |u u u u u un n n p n n n p+ + + + + ++ + ј + Ј + + ј+ <1 2 1 2      e. А это равносиль-





 по критерию Коши.
Таким образом, из абсолютной сходимости всегда следует сходи-


























Таким образом, при исследовании знакопеременных рядов возмож-
ны следующие варианты относительно их сходимости:
1) ряд сходится абсолютно;
2) ряд сходится условно;
3) ряд расходится.





е  на сходимость.
Решение















е  сходится по признаку сравнения: sinnn n2 2
1







е  сходится, то исходный ряд сходится абсо-
лютно.















е . Для доказательства условной сходимости 
ряда достаточно доказать, что этот ряд сходится.
Воспользуемся формулой Маклорена для функции ln( ):1+ x





1+ = - + - + + - +
-
+x x









[ ; ] ( )0 1
1
11
. При x =1 будем 
иметь
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. Таким образом, Sn - ln2 представляет собой бесконеч-










Замечание. Абсолютно сходящиеся ряды ведут себя как конечные 
суммы, т. е., обладают не только свойством ассоциативности, но 
и свойством коммутативности — можно произвольным образом ме-
нять местами слагаемые в ряде, например, u u u u u u u un n1 2 3 3 1 6+ + + ј + + ј = + + + ј + + ј        
u u u u u u u un n1 2 3 3 1 6+ + + ј + + ј = + + + ј + + ј       . При этом сумма ряда не изменится. В услов-
но сходящемся ряде такое свойство не имеет места. Например, рас-











Пусть сумма этого ряда равна






















                    - + - + - + - + - + -�      .+ =. . . S
Перегруппируем его члены так, чтобы после каждого положитель-

































































+ - + =
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S
.





Теорема Римана. Если ряд сходится условно, то, каково бы ни было 
наперед взято число L, можно так переставить члены этого ряда, что-
бы преобразованный ряд сходился к числу L.
Теорема Коши. Если ряд сходится абсолютно, то любой ряд, полу-
ченный из данного ряда с помощью некоторой перестановки членов, 
также сходится абсолютно и имеет ту же сумму, что и исходный ряд.







 называется знакочередующимся, если выполняет-
ся условие u un nЧ <+1 0  (соседние члены ряда имеют разные знаки). Зна-
кочередующийся ряд можно записывать в виде
 u u u u un n1 2 3 4
1
1– –+ + ј + - + ј( ) +    ,
где все числа un либо положительны, либо отрицательны.
Достаточное условие сходимости знакочередующегося ряда (признак 






 образуют убывающую последовательность, стремящуюся 
к нулю, то ряд сходится.





 удовлетворяет признаку Лейбница, то мо-
дуль суммы ряда меньше модуля его первого члена и модуль суммы 
остатка ряда меньше модуля первого члена остатка ряда:
1) S u  < 1 �;
2) R un n  < +1 �.














 имеет ограниченную последовательность частичных 
сумм.
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 u u u u u u1 2 3 4 5 61 1 2 1 1 2= = = - = = = -, , , , , ,.





 обладает ограниченной последовательностью 
частичных сумм: S S S S S S1 2 3 4 5 61 2 0 1 2 0= = = = = =, , , , , , — и последо-
вательность vk{ } невозрастающая, бесконечно малая. В таком случае 
по признаку Дирихле — Абеля рассматриваемый ряд сходится.
Пример 1.18. Исследовать на сходимость знакочередующийся гар-









 и определить минимальное количество чле-
нов ряда в его частичной сумме Sn, обеспечивающей приближенное 
равенство S Sn»  с точностью 0,01.
Решение
Ряд сходится, т. к. удовлетворяет условиям признака Лейбница. 
По его следствию достаточного условия сходимости знакочередующе-
гося ряда имеем S S R u
nn n n





0 01   , � при n =100.









           – – – .
В некоторых задачах числовых рядов требуется не только устано-
вить сходимость ряда, но и вычислить его сумму. Как известно, точ-










lim , где частичная сумма этого ряда S u u un n= + + +1 2     . . . . 
Однако не всегда удается найти простое выражение (в виде формулы) 
для частичной суммы Sn, в связи с этим становится невозможным ана-
литическое вычисление соответствующего предела. Опять же извест-
но, что S S Rn n= + , где Rn — сумма остатка u u un n n m+ + ++ + ј + + ј1 2    , яв-
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ляющаяся бесконечно малой при n® Ґ , поэтому для приближенного 





 полагают S Sn» . Абсолютная погреш-
ность D = -S Sn , которая при этом совершается, равна модулю суммы 
остатка: D = - =S S Rn n . Следовательно, для вычисления суммы ряда 
с заданной точностью ε достаточно обеспечить условие Rn < e.
Далее рассмотрим некоторые способы оценки суммы остатков ря-
дов, члены которых удовлетворяют условиям тех или иных призна-
ков сходимости:
1) для сходящегося знакоположительного ряда, члены которого 
удовлетворяют условиям интегрального признака Коши, имеет место 
следующая оценка суммы остатка: R f x dxn nЈ ( )
Ґ
т , где f n un( ) = ;





 удовлетворяет признаку Даламбера, то оценку остат-
ка ряда можно осуществить с помощью некоторого сходящегося гео-
метрического ряда: R b bq bq b
q
qn < + + + = < <
2
1
0 1    
 
 . . .
–
,� ;
3) для знакочередующихся рядов Лейбница очевидна оценка 
R un nЈ +1 .
Пример 1.19. Вычислить сумму ряда 13
1 nn=
Ґ
е  с точностью µ=  0 01, .
Решение
Ряд удовлетворяет условиям интегрального признака Коши, поэ-
тому по формуле R f x dxn nЈ ( )
Ґ
т  найдем минимальное число членов 
в частичной сумме для обеспечения заданной точности: 
 R f x dx
x
dx
x nn n n





0 013 2 , ,
 2 1002n >  , � �n2 50>  и n = 8.
Значит, с точностью 0,01 сумма ряда оставит






















5123 3 3 3
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 = + + + + + + » »1 0 125 0 037 0 008 0 005 0 003 0 002 1 180 1 18, , , , , , , , 
Пример 1.20. Вычислить сумму ряда 1
1 nn !=
Ґ
е  с точностью e = 0 001, .
Решение
Ряд удовлетворяет условиям признака Даламбера, поэтому
 S S
nn


































2( ) ( ) ( ) ( )
(























2( )( )( ) ( )
(
( ) ( ) (
)















( ) ( )
 
    
  
 
   



















0 001= < , , поэтому











1 7181 1 718, , .� � �










�  с точностью e = 0 0001, .
Решение












при n = 7 и





























= + + + = »1 0 5 0 166 67 0 04167 0 00833 0 00139 0 000 20 0 63214 0– , , – , , – , , , ,� 6321.
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1.4. Ряды с комплексными членами
Пусть z z z z z x iyn n n n1 2 3, , , , , ( )  = +  — бесконечная последовательность 
комплексных чисел.
Число z x iy= +  называется пределом последовательности zn{ }, если 
для " > $ = > <e e e0   N N n N z zn( ):  , т. е. limn nz z®Ґ =   и последовательность 
zn{ } сходится к z . В противоположном случае zn{ } расходящаяся.
Теорема 1.6. Для сходимости последовательности zn{ } необходимо 
и достаточно, чтобы сходились последовательности xn{ } и yn{ }.
Замечание. Из определения модуля комплексного числа z x iy= +  вы-
текают следующие неравенства:
 
x z x y x y
y z x y x y
n
n
Ј = + Ј +









Критерий Коши. Для сходимости последовательности zn{ } необхо-
димо и достаточно, чтобы 
 " > $ = > $ > О - <+e e e0 0   N N n N p p z zn p n( ): , ( ): .
Пусть zn n{ } =
Ґ
1
- произвольная последовательность комплексных чи-





е = + + + +
1
1 2 3   называют числовым 
рядом в комплексной области.





: S z z z zn n= + + + +1 2 3    есть n-я ча-
стичная сумма ряда.
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 необходима и до-










 [1, с. 29].
Пример 1.22. Определить характер сходимости знакочередующего-












Применим признак Даламбера к ряду из модулей его членов:














































Замечание. Теоремы об умножении сходящегося ряда на число, в об-
щем случае комплексное, о сложении сходящихся рядов и об умноже-
нии абсолютно сходящихся рядов остаются справедливыми и для ря-
дов с комплексными членами.






















е  сходятся. Но ряд, составленный из модулей слагаемых исход-










е ). Поэтому ряд условно сходится. Можно сделать этот вывод из ус-












Упражнения для самостоятельной подготовки  
к главе 1












( )( )n n
 .
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Упражнения для самостоятельной подготовки к главе 1 
2. Исследовать числовой ряд 5




е  на сходимость.



















- + - + - + - + на сходи-
мость и вычислить его сумму, если это возможно.





е �  на сходимость.





е � на сходимость.
7. Исследовать числовой ряд 1
4 521 n nn - +=
Ґ
е �  на сходимость.





е  на сходимость.










е � на сходимость.








е � на сходимость по признаку 
Даламбера.








е � на сходимость; оценить по-
грешность приближенного равенства S S» 4.
12. Оценить погрешность приближенного равенства S S» 3.










14. Исследовать знакоположительный числовой ряд 1




е �  
на сходимость с помощью радикального признака Коши.


















ч  на сходимость.
24
Глава 1. ЧИСЛОВЫЕ РЯДЫ 
16. Исследовать числовой ряд с положительными членами 1






17. Исследовать числовой ряд 1
9 9 4 7 31 ( )(ln( ))n nn - +=
Ґ
е � на сходимость.
18. Определить характер сходимости знакочередующегося число-






















20. Определить характер сходимости знакочередующегося число-
























Глава 2.  
ФУНКЦИОНАЛЬНЫЕ РЯДЫ
2.1. Основные понятия и определения.  
Область сходимости функционального ряда
Функциональным рядом назовем выражение вида
 u x u x u x u xn
n





1 2 ... ...,  (2.1)
где u x u x u xn1 2( ) ( ) ( ), , ...,  — функции, определенные на некотором чис-
ловом множестве X, называемые членами ряда, u xn ( ) — общий член ряда, 
S x u x u x u x u xn k
k
n




1 2 ...  — частичная сумма ряда.








сходится (расходится), то говорят, что функциональный ряд (2.1) схо-
дится (расходится) в точке x x= 0. Множество D  всех точек сходимо-
сти называют областью сходимости функционального ряда (заметим, 
что D XН ).
Замечание. Чтобы найти область сходимости D  функционального 
ряда, используют признаки сходимости числовых рядов.







 на множестве D. Зафик-








ется сходящимся и по основному определению теории числовых ря-
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дов существует конечный предел последовательности частичных сумм 




S x f x0 0   Таким образом, для " Оx D  опре-
делена числовая функция f x S x
n n
( )= ( )
®Ґ
lim , называемая суммой функци-
онального ряда.
Замечание. Как и в теории числовых рядов, " О ( ) = ( ) + ( )x D f x S x R xn n , 
+ Rn(x), где S xn ( ) — n-я частичная сумма функционального ряда, 
а R xn ( ) — сумма n-го остатка ряда (2.1), причем R xn ( ) обязательно удов-




( ) = 0









В данном случае удобно воспользоваться радикальным признаком 
Коши абсолютной сходимости числового ряда
























Учитывая заключение теоремы, имеем: если C x( ) >1, ряд расходит-
ся (этот случай нас не интересует); если C x( ) <1, ряд сходится абсолют-
но; если C x( ) =1, ряд может как сходиться, так и расходиться. Значит, 
чтобы найти область сходимости функционального ряда, нам нужно 
рассмотреть две возможности.































Таким образом, -Ґ -( )И +Ґ( ) М, , .3 1 D
2) C x( ) =1, если x =1 или x = -3 (граничные точки области).
При x =1 получаем числовой ряд 1
1n=
Ґ




№ 0  данный 
ряд расходится (достаточное условие расходимости ряда).
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2.1. Основные понятия и определения. Область сходимости функционального ряда 







. Этот ряд также расходит-
ся. Значит, точки x =1 и x = -3 не принадлежат области сходимости.
Окончательно область сходимости функционального ряда примет 
вид:
D = -Ґ -( )И +Ґ( ), , .3 1
Замечание. В дальнейшем, при отыскании области сходимости с по-
мощью признака Даламбера и радикального признака Коши абсолют-
ной сходимости, случай C x( ) >1 можно не рассматривать.













Общий член ряда содержит факториал, поэтому воспользуемся при-
































































































+ = < " №1 0 1 3  то функциональный ряд 
на этом множестве сходится абсолютно. Заметим, что в точке x = 3 ис-
ходный функциональный ряд принимает вид 0
1n=
Ґ
е , а такой ряд также 
сходится абсолютно.
Таким образом, область сходимости D = .











е  на абсолютную сходимость. Для этого со-
ставим ряд из модулей sinnx
nn 51 1+=
Ґ
е . При любом фиксированном значе-
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нии x получаем знакоположительный ряд, поэтому к нему применим 
признак сравнения числовых рядов.




















е  сходится для всех xО, а значит, sinnx
nn 51 1+=
Ґ
е  сходится абсо-
лютно для всех xО.
Итак, D = .



































































= = ( )
®Ґ
sin








1) При sin ,x x k k= = О( )0 p   получим ряд 0
1n=
Ґ
е . Этот ряд сходится.
2) Если C x( ) <1, функциональный ряд сходится абсолютно.
Решим неравенство sin sin , .x x x k k5 1 1
2
< Ы № Ы № + О
p
p 
Таким образом, функциональный ряд сходится абсолютно во всех 
точках числовой прямой, за исключением точек x k k= + Оp p
2
, .





а) Если x m m= + Оp p
2





е . Он расхо-





б) Если x l l= - + Оp p
2







n . Он 





Таким образом, область сходимости функционального ряда име-
ет вид





 \ , .p p
2
2.2. Равномерная сходимость















 сходится к функции 
S (x) на множестве D, если
 " О " > $ ( )О " О > Ю ( ) - ( ) <x D N n n N S x S xne e e0  : .








жестве D сходится равномерно к функции S (x), если
 " > $ О " О " О > Ю ( ) - ( ) <e e e0 N x D n n N S x S xn( ) : . 
Теорема 2.1 (критерий Коши равномерной сходимости ряда). Функ-







 на множестве D сходится равномерно тогда 
и только тогда, когда
 " > $ ( )О " О " О < < Ю ( ) - ( ) <e e e0 N x D n m N m n S x S xn m , : .
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 — знакоположительный числовой ряд такие, что вы-
полнены следующие условия:
1) " О " О ( ) Јx D n u x an n ;













 на множестве D схо-





 при этом называют мажори-
рующим рядом.
Теорема 2.3 (признак Абеля). Пусть выполнены условия:







 сходится на D равномерно;
2) " Оx D функциональная последовательность f xn ( ){ } монотонна 
и ограничена.
Тогда ряд u x f xn n
n





 на множестве D сходится равномерно.
Теорема 2.4 (о непрерывности суммы ряда). Если все члены функци-







 являются непрерывными на множестве D 
функциями и этот ряд сходится на D равномерно, то сумма ряда S(x) 
также непрерывна на множестве D.
Теорема 2.5 (о почленном интегрировании ряда). Пусть дан функци-







, причем все функции u xn ( ) интегрируемы на от-
резке D a b= [ ],  и ряд сходится на D равномерно к функции S(x), инте-
грируемой на отрезке a b,[ ], тогда допустимо почленное 
интегрирование ряда и
























Теорема 2.6 (о почленном дифференцировании ряда). Пусть дан функ-







, причем все функции u xn ( ) непрерывно диф-







 сходится на D к функции 





 сходится на D равномерно, тогда допустимо поч-
ленное дифференцирование ряда, причем








































 (а) на абсолютную сходимость. В данном 
случае мы не сможем воспользоваться признаками Даламбера и Коши, 
поэтому составим ряд из модулей 1 4
1 n xn +=
Ґ
е  (б) и попытаемся приме-
нить признак сравнения или предельный признак сравнения знако-
положительных рядов.
Зафиксируем любое xО и рассмотрим u xn ( ) :
 u x








е  расходится, поэтому по предельному при-
знаку сравнения рядов, ряд (б) также расходится, а значит для ряда (а) 
нет абсолютной сходимости. Однако ряд (а) сходится условно по при-







 убывает и lim




поэтому R x u xn n( ) < ( )+1 .
Докажем равномерную сходимость ряда, используя определение 2. 
Требуется доказать, что 
 " > $ ( )О " О " О > Ю ( ) - ( ) <e e e0 N x D n n N S x S xn  : . 
32
Глава 2. ФУНКЦИОНАЛЬНЫЕ РЯДЫ 
Зафиксируем любое e > 0 и найдем номер N.
Рассмотрим S x S xn( ) - ( ) .
 S x S x R x u x
n x n






Потребуем, чтобы выполнялось неравенство 1
1n +
< e, тогда n > -1 1
e
 















, такой, что " Оx D и для всех n N>  выполнено условие 
S x S xn( ) - ( ) < e, т. е. ряд (а) сходится равномерно.





е  сходится равномерно и аб-
солютно на всей числовой прямой.
Решение
Воспользуемся признаком Вейерштрасса.
Оценим u xn ( )  сверху: u x
nx
n x n x n
xn ( ) = + Ј + Ј " О
cos






е  сходится, поэтому функциональный ряд cosnxn xn 2 21 +=
Ґ
е  
сходится абсолютно и равномерно для " Оx .












( ) = 1  непрерывны для " Оx , следовательно, непре-
рывны " >x 1. Заметим, что " Оn  и " > >x a 1 выполнено неравенство 
u x
n nn x a





е  сходится для " >a 1. В таком случае 





е  сходится равномерно и абсолютно 























sin  непрерывно дифференцируемы для " Оx .








е  (а), для этого рассмотрим 








е  (б). Воспользуемся при-
знаком сравнения знакоположительных рядов.









е  сходится, значит, ряд (б) сходится для " Оx , 
следовательно, ряд (a) сходится абсолютно для " Оx .









е  (в). Ис-











е  сходится, значит, ряд (в) сходится абсолютно 
и равномерно " Оx .
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2.3. Степенные ряды
Степенным рядом называют ряд





n-( ) = + -( ) + + -( ) + О О
=
Ґ
е 0 0 1 0 0
0
0... ..., , ,   (2.2)
где x0 — фиксированное число, числа an называются коэффициентами 
ряда.
В частности, если x0 0= , степенной ряд (2.2) принимает вид
 a x a a x a x an n n n
n





... ..., .   (2.3)
Замечание. Любой степенной ряд сходится в точке x x= 0.





 сходится в точке x1 0№ , 
то он абсолютно сходится для всех x x x: ;< 1





 расходится в точке x2 , то он расходит-
ся для всех x x x: > 2 .
Теорема 2.7 (о радиусе сходимости степенного ряда). Если степенной 





 сходится не на множестве , но не только в точке x = 0, то 
$ >! R 0 такое, что ряд абсолютно сходится для всех x x R: <  и расхо-
дится для всех x x R: .>  (Число R называют радиусом сходимости сте-
пенного ряда, а -( )R R,  — интервалом сходимости.)
Замечания.
1) Поведение степенного ряда (2.3) в точках x R= ±  может быть раз-
личным: он может сходиться в обеих точках, сходиться только в одной 
или расходиться в обеих точках, но в любом случае -( ) МR R D, .








 интервал сходимости записы-
вается следующим образом: x R x R0 0- +( ), .
3) Если D x={ }0 , полагают R = 0; если D = , полагают R = +Ґ. Поэто-
му для любого степенного ряда 0 Ј Ј +ҐR .
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 признаки Даламбера и Коши аб-
















1   (2.4)
Однако использовать эти формулы можно не всегда, т. к. не всегда 
существуют пределы, записанные в правых частях формул.
5) В случае комплекснозначных рядов a z z z a zn
n
n





0  , , 
a z z z a zn
n
n





0  , ,  говорят не об интервале сходимости, а о круге сходимости 
z z R- <0 , причем поведение ряда на границе может быть различным.
6) Всякий степенной ряд внутри интервала сходимости сходится 
абсолютно и равномерно, поэтому справедливы следующие теоремы.
Теорема 2.8. При дифференцировании и интегрировании на отрез-

























 с тем же радиусом сходимости.
Теорема 2.9 (о почленном интегрировании степенного ряда). Пусть дан 





, сходящийся к функции f x( ). Если радиус схо-
димости R > 0, то степенной ряд можно почленно интегрировать на лю-
бом отрезке 0, ,x[ ]  где - < <R x R, причем
















Теорема 2.10 (о почленном дифференцировании степенного ряда). 





 и " О -( ) ( ) =
=
Ґ





диус сходимости R > 0, то степенной ряд можно почленно дифферен-
цировать на интервале -( )R R, , причем 
" О -( ) ў( ) = -
=
Ґ
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 " О - +( ) ( ) = -( )
=
Ґ






 " О - +( ) ў( ) = -( ) -
=
Ґ







































Найдем интервал сходимости степенного ряда x R x R0 0- +( ),  (в на-
шем случае x0 1= ). Для поиска радиуса сходимости воспользуемся фор-

































В таком случае интервал сходимости имеет вид 0 2, .( )
Исследуем поведение ряда на концах интервала.
При x = 2 получим числовой ряд 1
320 nn +=
Ґ
е . Он сходится (по призна-













. Он абсолютно 




Таким образом, D = [ ]0 2, .
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Напомним, что любой степенной ряд сходится в точке x x= 0. В на-
шем случае x0 0= .
В данном случае мы не можем найти радиус сходимости, используя 
формулы (2.4), т. к. все коэффициенты при нечетных степенях x рав-
ны 0. Поэтому непосредственно применяем признак Даламбера абсо-
лютной сходимости ряда:




















































































1) Ряд сходится абсолютно, если C x( ) <1, т. е. x
2
2
1< . Получаем ин-
тервал сходимости -( )2 2, .
2) Исследуем поведение ряда на концах интервала, т. е. при C x( ) =1.





Таким образом, область сходимости имеет вид D = -( )2 2, , при этом 
радиус сходимости степенного ряда равен 2.
Пример 2.11. Найти область сходимости степенного ряда -( )
+=
Ґ








Найдем область сходимости с помощью признака Даламбера абсо-
лютной сходимости ряда.
 lim ( )
( )





















= = -( )
+






















































= = ( )2 3
2 5
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1) Если C x( ) <1, ряд сходится абсолютно.












































Воспользуемся предельным признаком сравнения знакоположи-
тельных рядов (ППС)

































1 получаем числовой ряд -( )
+=
Ґ




Это знакочередующийся ряд (ряд Лейбница). Его ряд из модулей 
1
2 30 nn +=
Ґ
е  расходится, поэтому ряд (б) не имеет абсолютной сходимости.
Исследуем ряд (б) на условную сходимость по признаку Лейбница: 
1









































Способ 1. Найдем интервал сходимости степенного ряда x R x R0 0- +( ),  
(в нашем случае x0 1= ). Для поиска радиуса сходимости воспользуем-
ся формулами (2.4), учитывая, что a nn
n























Данный ряд сходится в одной единственной точке x0 1= . Поэтому 
область сходимости имеет вид D ={ }1 .
Способ 2. Воспользуемся радикальным признаком Коши абсолют-
ной сходимости:








u x n x n x
x
®Ґ ®Ґ ®Ґ
( ) = +( ) -( ) = +( ) - = Ґ №2 21 1 1 1 при 1
0 1
;








( ) >1  т. е. функ-




( ) <1  т. е. функциональ-
ный ряд сходится абсолютно в этой точке. Таким образом, область схо-
димости имеет вид D ={ }1 .

































































В таком случае круг сходимости имеет вид  z i- <2 10. На этом мно-
жестве ряд сходится абсолютно.
Исследуем поведение ряда на границе области при z i- =2 10. По-
лучим числовой ряд 12
0 nn=
Ґ
е  (обобщенный гар-
монический ряд). Этот ряд является сходя-
щимся.
Таким образом, область сходимости данно-
го ряда D z i: - Ј2 10 — круг с центром в точ-
ке z i0 2=  и радиусом R = 10 (граница области 
включается) (рис. 2.1). Рис. 2.1
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лить с точностью e = -10 3 сумму ряда в точках - ±2
3
R
, где R — радиус 
сходимости ряда.
Решение


































Тогда интервал сходимости имеет вид  -( )4 0,  (в нашем случае x0 2= - ). 
На этом множестве ряд сходится абсолютно.
Исследуем поведение ряда на границе области.
При x = 0  получили числовой ряд 1
31 n nn +=
Ґ
е . Он сходится по призна-













. Этот ряд схо-
дится абсолютно, т. к. ряд из модулей сходится.
Таким образом, область сходимости имеет вид D = -[ ]4 0, .
Вычислим сумму ряда в точках - ±2
3
R , учитывая, что R = 2.















Для рядов Лейбница справедлива следующая оценка остатка ряда: 























В данном случае nнаим = 4, тогда






















Получим положительный ряд 1













































































































Ч +( ) +
1






Ч +( ) +
1
2 3 1 4
.





Ч +( ) +
<
1
2 3 1 4
e.
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Пример 2.15. Найти сумму степенного ряда 












































( ) = -( ) -( )
+


















= -( ) ( )x g x1 .
Найдем радиус сходимости степенного ряда 














































т. е. интервал сходимости имеет вид x - <1 1, или xО( )0 2, .
Внутри интервала сходимости степенной ряд можно почленно диф-
ференцировать.


















, , , имеем
 ў( ) = -( ) +( ) -( )
+

















= - -( ) + -( ) - + -( ) -( ) + =1 1 1 1 12x x xn n... ... сумма геометрического ряда[ ] =
 = =
-
















1 1, , , .где
Итак, ў( ) =g x
x
1
, xО( )0 2, , тогда g x dx
x
x C x( ) = = + О( )т ln , , .0 2
Заметим, что при x =1 степенной ряд 


















е , причем сумма полученного ряда равна 0. Поэтому найдем C  
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из условия g 1 0( ) = : g C1 0 1( ) = = +ln , откуда С = 0 и g x x x( ) = О( )ln , ,0 2 . 
Тогда
 f x x g x x x( ) = -( ) ( ) = -( )1 1 ln , xО( )0 2, .









Обозначим сумму степенного ряда f x nxn n
n







 f x x nx x g xn n
n






где g x nxn n
n





































т. е. интервал сходимости имеет вид x <1, или xО -( )1 1, .
Внутри интервала сходимости степенной ряд можно почленно диф-
ференцировать и почленно интегрировать на отрезке 0, ,x[ ]  при этом 
получим ряд с тем же радиусом сходимости.







nx , проинтегрируем его поч-
ленно на отрезке 0, ,x[ ]  в результате чего получим геометрический ряд, 
сумма которого находится довольно просто:



















































Таким образом, g t dt x
x
x
( ) = -
+т0 1
, где x <1.
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Продифференцируем полученное равенство, учитывая, что 













 g x x
x x













2 , xО -( )1 1, .
В результате получим
 f x x g x x
x




2 , xО -( )1 1, .
2.4. Разложение функции в степенной ряд.  
Ряд Тейлора
Пусть функция f x( ) имеет производные всех порядков в точке x x= 0 
и ее окрестности.
Разложить функцию f x( ) в степенной ряд в окрестности точки x x= 0 
означает представить функцию в виде суммы степенного ряда 
f x a x xn
n
n





 на некотором промежутке изменения x.
Применяя теорему о почленном дифференцировании степенного 
ряда, можно найти коэффициенты разложения:









































Ряд вида (2.5) называют рядом Тейлора (Брук Те́йлор — английский 
математик, англ. Brook Taylor; 1685–1731).
При  x0 0=   ряд Тейлора называют рядом Маклорена (Ко́лин Маклó-

















2.4. Разложение функции в степенной ряд. Ряд Тейлора 
Теорема 2.11. Если функция разложима в степенной ряд, то это раз-
ложение единственно и это ряд Тейлора.
Теорема 2.12 (критерий разложимости функции в ряд Тейлора). Пусть 
функция f x( ) бесконечно дифференцируема в некоторой окрестно-
сти точки x x= 0. Ряд Тейлора функции f x( ) сходится к этой функции 






( ) = 0
Теорема 2.13 (достаточное условие разложимости функции в ряд Тей-
лора). Ряд Тейлора функции f x( ) в окрестности точки x x= 0 сходится 
к функции f x( ) на интервале x a x a0 0- +( ), , если на этом интервале все 
производные функции f x( ) ограничены по модулю одним и тем же 
числом M, т. е.
 $ > " О - +( ) " О ( ) <( )M x x a x a k f x Mk0 0 0, .























































































































, , , .
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Пример 2.17. Разложить в ряд по степеням x +( )3  функцию
 f x x x x( ) = - + -3 22 3 4.
Решение
Найдем f xn( ) ( ):
 ў( ) = - +f x x x3 4 32 , ўў( ) = -f x x6 4, ўўў( ) =f x 6, f x nn( ) ( ) = " і0 4 ,
тогда
 f f f f-( ) = - ў -( ) = ўў -( ) = - ўўў -( ) =3 58 3 42 3 22 3 6, , , , f nn( ) -( ) = " і3 0 4.
Отсюда









f x x x x( ) = - + +( ) - +( ) + +( )58 42 3 11 3 32 3 .
Замечание. В случаях, когда функция f x( ) является многочленом сте-















т. е. ряд Тейлора содержит конечное число членов.







Найти область сходимости полученного ряда.
Решение
Преобразуем функцию f x( ) :
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( ) = -( ) ( )( )
-


















 f x a x xk k
k



















= + О И{ }


















Пример 2.19. Представить рядом Тейлора функцию f x x x( ) = 2 2 3sin  
в окрестности точки x = 0. Указать область сходимости полученного 
ряда.
Решение
Преобразуем функцию f x( ), используя тригонометрическую фор-
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Таким образом, функция f x( ) представима в виде













































-( ) ( )
( )
+x





















































x x x x x
n



























































1 2 2 2
1 !
, причем данное разложение справед-
ливо " Оx .
Пример 2.20. Разложить в ряд по степеням  x  функцию f x x( ) = -( )ln .4  
Найти область сходимости полученного ряда.
Решение
Способ 1. Воспользуемся табличным разложением















Для этого преобразуем функцию f x( ).

















ч = = -
й
лк




















































Проверим границы интервала сходимости.
При x = 4 получим числовой ряд 1
0 nn=
Ґ
е , который расходится.
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. Он сходится 
условно по признаку Лейбница.
Таким образом, D = -[ )4 4, .
Способ 2. Найдем по определению разложение функции в степен-
ной ряд:












( )( ) 0
!
.
Найдем f xn( ) ( ):

































( ) ( ) = - Ч Ч
-( )































































Найдем область сходимости полученного ряда. Поскольку получили 






























Таким образом, получаем интервал сходимости степенного ряда 
-( )4 4, . Границы интервала исследуем так же, как и в способе 1, в ре-
зультате чего получаем область сходимости D = -[ )4 4, .
Пример 2.21. Пользуясь основными разложениями, записать раз-
ложение функции f x x
x x




 в ряд по степеням x. Найти область 
сходимости полученного ряда.
Решение
Представим функцию в виде суммы простейших дробей:










( ) = -
- +
-
-( ) -( )
=














1 3( ) -( )x
,
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 2 1 3 1x A x B x- = -( ) + -( ).
при x = 3: 5 2= B, откуда B = 5
2
; при x =1: 1 2= - A, откуда A = - 1
2
.
В таком случае f x
x x





































































































































 откуда x <1.

































. В обоих случаях не выполнено необхо-




№ 0), т. е. оба ряда расходятся.
Итак, f x x xn
n
n
















Пример 2.22. Разложить в ряд по степеням x +( )2  функцию f x
x
( ) = 12 . 
Найти область сходимости ряда.
Решение
Заметим, что f x
x x









2.4. Разложение функции в степенной ряд. Ряд Тейлора 

















 и воспользуемся 





















































е е , где x + <2 2.









































































































































Найти область сходимости ряда.
Решение
Представим подынтегральную функцию в виде суммы степенного 
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2.5. Применение рядов Тейлора
Вычисление приближенного значения функции
Пример 2.24. Вычислить приближенное значение cos1 с точностью 
e = -10 2.
Решение
































. Получили знакочередующийся ряд, 
следовательно, остаток ряда можно оценить следующим образом: 














да наименьший номер, удовлетворяющий данному неравенству, 





0 542 0 1 2» = + + = - + »S a a a
Пример 2.25. Вычислить приближенное значение ln ,4  взяв три чле-






 в ряд Маклорена; оценить погреш-
ность вычислений.
Решение
Воспользуемся табличным разложением 
















2.5. Применение рядов Тейлора
Получим



















n n n n
nn











+ + + + +
-
x


















































































































































































Таким образом, погрешность приближения e = 0 0063, .
Вычисление приближенного значения определенного 
интеграла









Представим подынтегральную функцию в виде суммы степенного 
























































е О, .x 

































































2 1 2 1
1 2 0 92 1 2 1
0 0
0 9













+( ) +( )е
1
0 2 1 2 1!
.
Получили знакочередующийся ряд, поэтому по следствию из при-
знака Лейбница остаток ряда можно оценить следующим образом: 
R an nЈ +1 .






+( ) +( )
<
+ +2 0 9
2 3 2 3
2 3 2 3,
!
,e
где e = 0 01, .
Найдем наименьший номер, удовлетворяющий данному неравенству:

































Итак, nнаим = 2, т. е. R2 0 01< , , тогда
 
-( ) Ч






1 2 0 9
2 1 2 1










 S a a a2 0 1 2






















, , ,0315 1 51» ,
(результат округлили с заданной точностью).
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 с точностью до 10 3- .
Решение
Разложим подынтегральную функцию в ряд по степеням х. Вос-



















































Разложение в ряд содержит отрицательные степени х, поэтому за-
пишем разложение более подробно, чтобы правильно проинтегриро-



















Поскольку полученный ряд сходится на всей числовой прямой, его 
можно интегрировать на любом отрезке 0, ,t[ ]  где tО, поэтому пред-










x x x- - -











, т. е. I I I= -1 2 .















































































Знаки чередуются начиная с n =1, поэтому можно воспользоваться 
следствием из признака Лейбница и оценить остаток ряда следующим 
образом: R an nЈ +1 .
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,e  где 
e = -10 3.


























» Ч >- -3
0 7
3 4




















































































e = -10 3.
































В данном случае nнаим = 3 и R3 310< - , тогда I S2 3» , где








3 2939= + + + = -
Ч














т = - » - + »2
0 2
0 7
1 2 0 75797 3 2939 2 536
,
,
, , ,  (результат округли-
ли с точностью до 10 3- ).
Замечание. Следует обратить внимание, что при вычислении опре-
деленного интеграла, для достижения указанной точности, мы взяли 
разное количество элементов в частичных суммах на верхнем и на ниж-
нем пределах.
Приближенное решение дифференциальных уравнений
Пример 2.28. Представить в виде степенного ряда решение диффе-
ренциального уравнения ўў = ў -y xy x2, удовлетворяющее начальным ус-
ловиям y y0 0 1( ) = ў( ) =  (найти 5 отличных от нуля членов ряда).
Решение
Нам нужно представить решение в виде ряда Тейлора
y x a x xn
n
n










( )( ) 0
!
, т. е. требуется найти производные 
искомой функции в точке x0.
Учитывая начальные условия, находим x0 0=  и первые два коэффи-










Чтобы найти ўў( )y 0 , воспользуемся дифференциальным уравнени-
ем ўў( ) = Ч ў( ) - =y y0 0 0 0 0, т. е. a2 0= .
Найдем ўўў( )y x , продифференцировав обе части исходного уравне-













Необходимо найти 5 отличных от нуля членов ряда, т. е. 5 ненуле-
вых коэффициентов разложения, поэтому продолжаем дифференци-
ровать уравнение:
 y x y x xy x4 2 2( ) ( ) = ўў( ) + ўўў( ) - .
































Глава 2. ФУНКЦИОНАЛЬНЫЕ РЯДЫ 
Итак, нашли 5 ненулевых коэффициентов, поэтому можно запи-
сать ответ:






3 4 5 ...
Упражнения для самостоятельной подготовки  
к главе 2





























































е  применить теорему о почленном 
дифференцировании?
8. Можно ли к ряду cosnxn
n 31=
Ґ
е  применить теорему о почленном ин-































































Упражнения для самостоятельной подготовки к главе 2 























































14. Разложить в ряд Маклорена функцию f x x e x( ) .= +( )3 2  Опреде-
лить область сходимости полученного ряда.









 и найти область сходимости полученного ряда.
16. С какой абсолютной погрешностью можно вычислить 834 , взяв 
три члена разложения в ряд?
17. Представить в виде степенного ряда решение дифференциаль-
ного уравнения ўў =y yex2 , удовлетворяющее начальным услови-
ям y 0 2( ) = , ў( ) =y 0 0 (найти 4 отличных от нуля члена ряда).




arctgт  с точ-
ностью e = -10 3, используя ряды.








стью e = -10 3, используя ряды. Указать число членов ряда, взятых 
в частичную сумму для достижения нужной точности на верх-
нем и нижнем пределах интегрирования.
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Глава 3.  
ФУНКЦИИ КОМПЛЕКСНОГО 
ПЕРЕМЕННОГО
3.1. Определение функции  
комплексного переменного
П онятие функции комплексного переменного берет начало в 1748 г. в работе Л. Эйлера «Введение в анализ бесконечно малых». Эйлер Л. использовал комплексное число в качестве 
переменной величины. Он изучил элементарные функции комплекс-
ного переменного, описал условия их дифференцируемости и рас-
смотрел начала теории интегрирования функций комплексного пе-
ременного.
Будем говорить, что в комплексной области D определена функ-
ция комплексного переменного w = ( )f z , если каждому числу 
z x iy x y= + О О( ) ,  в соответствии с правилом  f  поставлено одно или 
несколько значений wО НW .
Таким образом, функции комплексного переменного могут быть 
как однозначными, так и многозначными. У многозначных функций 
могут быть выделены однозначные ветви, соответствующие ее задан-
ным значениям.
Для функций комплексного переменного не существует понятия 
«график функции». Функцию f (z) рассматривают как отображение 
f D W D W: , , ,® Н Н   где  — поле комплексных чисел.
Множество D называют областью определения функции f, а W — об-
ластью ее значений.
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Одним из удобных способов представления функции комплекс-
ного переменного является выделение в ней действительной и мни-
мой части:
 f z u x y i v x y( ) = + Ч( , ) ( , ),
где u, v — функции двух действительных переменных x и y.
Пример 3.1. Выделить действительную и мнимую часть функции 
w = z3.
Решение
Распишем переменную в алгебраической форме z x iy= + :
 w = +( ) = + + + = + - - =x iy x x i xi i y x x i x iy3 3 2 2 3 3 3 2 33 3 3 3
 = -( ) + -( )x x x y i3 2 33 3 .
Таким образом, действительная часть функции u x y x x, ,( ) = -( )3 3  
а мнимая — v x y x y, .( ) = -( )3 2 3
Пример 3.2. Выделить однозначную ветвь функции w = z3 , перево-




































kn cos sin , , , .
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1 2 3








чi icos sin ,




























































чi icos sin  соответствует ветвь z3  для 
k = 1.
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Пример 3.3. Восстановить вид функции f z x y xyi( ) = - +2 2 2 , записав 
ее выражение через переменные z  и z .
Решение
Способ 1. Выразим переменные x и y через z и z :
 
z x i y
z x i y
z z x























 f z z z z z
i
z z z z
i





















Способ 2. Воспользуемся формулой сокращенного умножения:
 f z x y xyi x xyi yi x iy z( ) = - + = + + ( ) = +( ) =2 2 2 2 2 22 2 .
3.2. Элементарные функции  
комплексного переменного и их свойства
К элементарным функциям комплексного переменного относят 
степенную, показательную, тригонометрические, гиперболические 
функции, обратные к ним, а также функции, полученные из перечис-
ленных в результате применения к ним конечного числа суперпози-
ции, арифметических операций, действий возведения в степень и из-
влечения корня.
Некоторые свойства функций комплексного переменного повто-
ряют соответствующие свойства функции действительного перемен-
ного, другие — исчезают, или к ним добавляются новые. Оригиналь-
ным свойством функций комплексного переменного является связь 
показательной и тригонометрических функций.
Функции e z zz , cos , sin  можно определить как суммы степенных рядов:












0! ! ! !
, , 
 cos
! ! ! ! !
, ,z









= - + - + -
( )




е1 2 4 6 2 1 2
2 4 6 2 2
0
    (3.1)
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    sin
! ! ! ! ! !
z







= - + - + -
+( )
+ = -( )
+( )
+ +
1 3 5 7 2 1
1
2 1








, ,  (3.2)
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2 3 4
! ! ! ! !
 






чч + - + - + -1 2 4
1
2 1 3 5
2 4 2 3 5z z z
n
iz iz i zn n
! ! ! ! ! !















 = +cos sin .z i z
Получили первую формулу Эйлера:
 e z i zi z = +cos sin .  (3.3)
Найдем связь между функциями e z zz ,cos , sin .
 e z i z e z i zi z i z= + = --cos sin , cos sin ,
 e e z e e i zi z i z i z i z+ = - =- -2 2cos sin ,
тогда
 cos , sin .z e e z e e
i






   (3.4)
Формулы (3.3) и (3.4) также называют формулами Эйлера.
Рациональная и дробно-рациональная функция
Целой рациональной функцией называют многочлен вида
P z c z c z c z cn n
n( ) = + + +ј+2 2 1 0, где ck (k n= 0, ) — действительные или 
комплексные коэффициенты. По следствию из основной теоремы ал-
гебры многочлен над полем  имеет n корней. Значит, рациональная 
функция имеет n нулей, при этом она определена на всей комплекс-




( ) = Ґ











Глава 3. ФУНКЦИИ КОМПЛЕКСНОГО ПЕРЕМЕННОГО 
R(z) определена и непрерывна во всех точках комплексной плоско-
сти, за исключением нулей знаменателя Qm(z). Нули числителя Pn(z) 
(точки, в которых Pn(z) = 0) являются нулями дробно-рациональной 
функции.
Показательная функция
Распишем выражение ez , используя свойства показательной функ-
ции и формулу Эйлера (3.3):
 w = = = = +( )+e e e e e y i yz x i y x i y x cos sin .
В таком случае u x y e e y v x y e e yz x z x, Re cos , , Im sin .( ) = ( ) = ( ) = ( ) =






2. Для любых комплексных чисел z1 и z2 справедливо равенство 
e e ez z z z1 2 1 2+ = Ч .
3. Показательная функция не имеет нулей, т. к. e ez x= № 0, а cos y 
и sin y  одновременно не обращаются в нуль.
4. Показательная функция периодична. Наименьший период Т = 2πi.
Действительно,
 w p p pp p pz i e e e e e y i yz i x i y x i y x+( ) = = = = +( ) + ++ + +( ) +( )2 2 22 2 2 cos sin( )( ) =
 = ( ) + ( )( ) = =e y i y e zx zcos sin ( ).w
5. e ez x= , Arg e y ik kz( ) = + О2p , .
Свойства 1 — 3 аналогичны свойствам функции действительного 
аргумента ex. Для комплексного аргумента не сохраняются свойства 
монотонности показательной функции, нельзя определить знак вы-
ражения ez, а также построить график функции. Кроме того, функция 
получает новые свойства: периодичность, связь с функциями cos , sinz z.
Тригонометрические функции
Тригонометрические функции синуса и косинуса от комплексно-
го аргумента были определены как суммы соответствующих степен-
ных рядов (формулы (3.1), (3.2)). Формулы (3.4) позволяют вычислить 
значения функций cos , sinz z:
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 cos , sin .z e e z e e
i






Рассмотрим свойства функций cos , sinz z.
1. Функция cosz четная, sinz  нечетная.
2. Функции cos , sinz z  периодичны и имеют наименьший период 
Т = 2π.
 cos .z e e e e
i z i z i z i i z i
+( ) = + = -
+( ) - +( ) + - -
2
2 2
2 2 2 2
p
p p p p
Учитывая, что e ei i2 2 1p p= =- , получим cos cos .z e e z
i z i z





Аналогично вышеизложенному можно доказать периодичность 
функции sin z.
3. Функции cos z, sin z обращаются в нуль при тех же значениях ар-
гумента, что и для действительно-значных функций cos x, sin x.
4. Справедливы тождества, известные для функций действитель-
ного аргумента:
 cos sin .2 2 1z z+ =
 sin sin cos cos sin ,z z z z z z1 2 1 2 1 2±( ) = ±
 cos cos cos sin sin ,z z z z z z1 2 1 2 1 2±( ) = 
 sin sin cos ,2 2z z z( ) =
 cos cos sin .2 2 2z z z( ) = -
5. Функции cos z, sin z неограниченные.
Обобщим: для функции cos z, sin z сохраняются многие свойства со-
ответствующих функций действительного аргумента, но появляются 
и новые: неограниченность, связь с показательной функцией.
























e eiz iz- -
.
Это периодические функции с периодом Т = π.
Гиперболические функции
Гиперболические функции w w= =ch shz z,  определяются как суммы 
соответствующих степенных рядов, определенных на всей z-плоскости:
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 ch
















е1 2 4 2 2





















е1 3 2 1 2 1
3 2 1 2 1
0
 
Рассмотрим свойства гиперболических функций.
1. Функция ch z четная, а sh z нечетная (следует из определения).
2. Связь с показательной функцией:
 ch shz e e z e e







3. Так же, как ez, гиперболические функции имеют период Т = 2πi.
4. Между гиперболическими и тригонометрическими функциями 
существуют формулы связи:
 
cos ch , sin sh .
ch cos , sh sin .
iz z iz i z
iz z iz i z
= =
= =
5. Тождества, связывающие гиперболические функции, —
 
ch sh
ch ch ch sh sh
sh sh ch
2 2
1 2 1 2 1 2
1 2 1 2
1z z
z z z z z z
z z z z
- =




± sh chz z1 2.













Их свойства определяются на основе свойств функций ch z и sh z.
Справедливы формулы: th tg , cth ctg .z i iz z i iz= - ( ) = ( )
Логарифмическая функция
Логарифмическая функция вводится как обратная к показательной:
 w = Lnz, если z e= w .
Пусть w = ( ) + ( )u x y iv x y, , ,тогда z e e e v i vu iv u= = = +( )+w cos sin .
Мы получили тригонометрическую форму записи числа z, где eu — 
его модуль, v — его главный аргумент или отличается от него на 2πk.
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Таким образом, eu = |z| или u = ln|z|; v = Аrg z = Аrg z + 2πk. Поэто-
му для вычисления логарифмической функции получаем следующую 
формулу:
 Lnz z i k k Z= + +( ) Оln , .j p2   (3.5)
Из формулы видно, что логарифмическая функция многозначна. 
При подстановке в нее k = 0 получим главное значение логарифма, 
обозначаемое ln z.
Свойства функции Lnz приведены ниже.
1. Справедливы формулы 











ч = -  Ln Ln .z z zz1 2 12( ) =
2. Обобщенная показательная функция определяется через лога-
рифм:
 w = ( )( ) = =( ) ( )( ) ( ) ( )( )
( )
f z e e
g z f z g z f z
g z
Ln Ln .  (3.6)
Обратные тригонометрические  
и гиперболические функции
Для нахождения формул вычисления обратной тригонометриче-













Введем замену e tiw =  и умножим обе части уравнения на это выра-
жение.
Получим t zit2 2 1 0- - = , тогда
 t zi z e zi zi1 2 2 21 1, .= + - Ю = + -w
 i zi z i zi zw w= + -( )Ю = - + -( )Ln Ln1 12 2 .
 Arcsin Ln .z i zi z= - + -( )1 2
Аналогично выводу формулы арксинуса комплексного аргумен-
та получаем формулы для остальных обратных тригонометрических 
и гиперболических функций:
 Arccos Lnz i z z= - + -( )2 1 , Arctg Lnz i i zi z= -
-
+2
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 Arsh Lnz z z= + +( )2 1 , Arch Lnz z z= + -( )2 1 ,








































Для косинуса комплексного аргумента справедливы формулы:
 cos cos cos sin sin , cos sin .z z z z z z z z1 2 1 2 1 2 2




















ч = ( ) + ( ) = ( ) =
=
i i i i
i i
e e




























Пример 3.5. Вычислить Im .-( )йл щы1
i
Решение
-( )1 i — значение обобщенно-показательной функции z i( )  в точке (–1).
Для того чтобы найти мнимую часть числа -( )1 i, преобразуем его, 
используя формулы (3.5) и (3.6):
 -( ) = = = =-( ) -( ) + +( )йл щы - +( )1 1 1 1 2 2 1i i i i k ke e e e
iLn Ln ln .p p p
Мнимая часть I m .-( )йл щы =1 0
i
Пример 3.6. Решить уравнение: 3 4 0cos .z i- =
Решение
Из уравнения получим z i= Arccos 4
3
. По формуле (3.7):













































3.3. Предел и непрерывность функций  комплексного переменного










3 3 3 2ln p ы =















































































3.3. Предел и непрерывность функций  
комплексного переменного
Комплексное число a называется пределом последовательности ком-
плексных чисел zn{ }, если для любого e > 0 можно указать номер, начи-
ная с которого все элементы последовательности zn будут находиться 
сколь угодно близко к a.
 z a N n n N z an n n{ } ® Ы" > $ ( )О " О > ( ) Ю - <®Ґ e e e e0  : .
Геометрическая интерпретация сходимости связана с понятием 
окрестности точки.
ε-окрестностью точки z0 называется мно-
жество точек O ze 0( ), находящихся от z0 на рас-
стоянии меньшем, чем ε (рис. 3.1).
                         O z z z ze e0 0( ) = - <{ }
Таким образом, геометрически сходимость 
последовательности zn{ } к числу z0 означает, 
что начиная с некоторого номера все числа zn будут находиться в сколь 
угодно малой окрестности точки z0.
Рис. 3.1
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Последовательность комплексных чисел представима в виде сум-
мы последовательностей z x i y k x yn n n k k{ }={ }+ { } " О О, : , .N R
Справедливы следующие теоремы.
1. Теорема-критерий 3.1 (необходимое и достаточное условие сходи-
мости последовательности). Последовательность z x i yn n n{ }= +{ } сходит-
ся к числу a b+ i  тогда и только тогда, когда xn{ }®a и yn{ }®b.
2. Теорема — достаточное условие 3.2. Пусть задана последователь-
ность z in n n n{ }= +( ){ }r j jcos sin . Если limn n o®Ґ =r r  и limn n o®Ґ =j j , то 




= = +( )r j j0 0 0






















































































 не существует [3, с. 24].
Пусть функция f z( ) определена в окрестности точки z0, кроме, мо-
жет быть, самой точки z0. В таком случае комплексное число А назы-
вается пределом функции f z( ) при z z® 0, если для любого числа ε > 0 
найдется такое δ (ε) > 0, что как только z попадает в δ-окрестность точ-
ки z0 z z- <( )0 d , f z( ) попадает в ε-окрестность точки А f z A( )- <( )e .
Заметим, что для функции f z u x y i v x y( ) = ( ) + Ч ( ), ,  существование 

































 lim (z) ,
z z
f z g A B
®
( ) ± = ±
0
 lim (z) ,
z z















= ( ) №( )
0 0
0   (3.8)
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Функция f z( ) называется непрерывной в точке z0, если limz z f z f z® ( ) = ( )0 0 .
Согласно определению непрерывности функции и свойствам пре-
делов (3.8) сумма, разность, произведение непрерывных в области 
функций есть функции непрерывные. Частное непрерывных функ-
ций в точках области, где знаменатель дроби не обращается в нуль, — 
также непрерывная функция.









 lim : .
z i
zi z i zi
® -
= Ы" > $ ( ) > < - -( ) < Ю - <
3 4
5 0 0 0 3 4 5e d e d e
Для произвольного e > 0 найдем соответствующее значение d e( ) > 0, 
такое, что из условия 0 3 4< - -( ) <z i d следует zi - <5 e.
Из 0 3 4< - -( ) <z i d по свойству модуля a b a b- Ј -  получим:
 z i z i z z i- - Ј - -( ) Ю - Ј - -( ) <3 4 3 4 5 3 4 d.
Таким образом, zi z- = - <5 5 d и zi - <5 e.
Значит, e d= .
Таким образом, для любого e > 0 можно взять e d= , тогда, как толь-
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Пример 3.10. Показать, что функция f z z
z
( ) =  при z ® 0 не имеет 
предела.
Решение
Выделим в функции f z z
z
( ) =  действительную и мнимую части:







( ) = =
+
+
+2 2 2 2
.




 при условии x y, ,( )® ( )0 0  для 
y kx= , где k - const. На лучах y kx=  (x > 0) функция u x y,( ) принимает 
вид u x kx x









3.4. Дифференцируемость и аналитичность функций комплексного переменного
При x ® 0 (а значит, и y ® 0) функция u стремится к различным пре-
делам, зависящим от k, т. е. не имеет единого предела.
Таким образом, согласно теореме-критерию, если Re f z( ) не имеет 
предела при z x iy= + ® 0, то и f z( ) также не имеет предела.
3.4. Дифференцируемость и аналитичность функций 
комплексного переменного
Дифференцируемость функций комплексного переменного
Понятие производной комплекснозначной функции
Пусть на области D комплексной плоскости задана однозначная 
функция комплексного переменного f z( ).
Производной функции f z( ) в точке z DО  называется предел














+( ) - ( )
= ў( )
0 0
если Δz стремится к 0 по любому направлению (по произвольной 
кривой).
Как и для функции действительной переменной, справедлива те-
орема-необходимое условие существования производной функции 3.3: 
если функция f z( ) в точке z DО  имеет производную, то она в ней 
непрерывна.
Функция f z( ) дифференцируема в точке z DО , если существует конеч-
ное число С, такое, что приращение функции в окрестности z пред-
ставимо в виде
 D D D
D
DD
f z C z z
z
zz




, где lim .
0
0
При этом C f z= ў( ), т. е. условия дифференцируемости функции 
в точке и существования производной в ней эквиваленты. Поэтому 
говорят, что f z( ) дифференцируема в точке z D f zО Ы$ ў( ).
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Функция f z( ) дифференцируема в области D, если она дифференци-
руема в каждой точке D.
Теорема-критерий 3.4 (условие дифференцируемости функции). Опре-
деленная в области D функция f x y u x y i v x y, , ,( ) = ( ) + Ч ( ) дифференци-
руема в точке z x iy D= + О  тогда и только тогда, когда:
1) функции u x y v x y, , ,( ) ( ) дифференцируемы в z x iy= +  (качествен-
ное условие),
2) 
ў ( ) = ў ( )





u x y v x y





   (3.9)
(условия Коши — Римана, или Коши — Римана — Эйлера — Далам-
бера).
Условие 1 дифференцируемости функций двух переменных можно 
установить, проверив непрерывность частных производных функций 
u x y,( )и v x y,( ).
Для дифференцируемой функции f z( ) значения ее производной 
можно вычислить одним из перечисленных ниже способов:
 ў( ) = ў + ў = ў - ў = ў - ў = ў + ўf z u i v v i u u i u v i vx x y y x y y x.
Правила вычисления производных от функций комплексного пере-
менного аналогичны соответствующим правилам для функций с дей-
ствительным аргументом.
Аналитичность функции комплексного переменного
Одним из важнейших понятий теории функции комплексного пе-
ременного является понятие аналитической функции.
Однозначная функция, дифференцируемая в точке z x iy0 0 0= +  и ее 
окрестности, называется аналитической в этой точке.
Функция, аналитическая в каждой точке области D, называется ана-
литической в области D.
Однозначная функция f z( ) называется аналитической в точке z0 = Ґ, 
если F z f
z






1  аналитична в z = 0. В таком случае, продифференци-
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ровав обе части равенства F z f
z






1  и подставив z = 0, получим 
ў Ґ( ) = - ў( )
=





Точки области, в которых функция f z( ) аналитическая, называют-
ся правильными точками.
Точки, в которых аналитичность функции нарушается, называются 
особыми. В нашем курсе более подробно будут рассмотрены изолиро-
ванные особые точки, в выколотой окрестности которых однозначная 
функция комплексной переменной аналитична (не содержит других 
особых точек).
Рассмотрим свойства аналитических функций.
Пусть функции f и g аналитичны в области G М, тогда верны ут-
верждения:
1) их сумма, разность, произведение и суперпозиция есть функция 
аналитическая в области G;




3) если ў( ) №f z 0 в области G, то f z- ( )1  аналитична в G;
4) однозначные элементарные функции комплексного аргумента 
являются аналитическими всюду в области их определения.
Например, многочлены P zn ( ), функции sinz, cosz, ez, shz, chz  ана-
литичны всюду на комплексной плоскости. При z0 = Ґ они не являют-
ся аналитическими, т. е. z0 = Ґ — особая точка этих функций. Одно-
значные ветви логарифмической, обратных тригонометрических 
и обратных гиперболических функций — всюду аналитические функ-
ции в области их определения. При этом для f z z( ) = Ln  точки z = 0 
и z = Ґ являются особыми;
5) аналитическая функция может быть восстановлена с точностью 
до константы по ее действительной или мнимой части.
Введем дополнительно определение гармонической функции.
Функция f (x, y), где x y R, О , называется гармонической, если:
1) она непрерывна вместе с ў ў ўў ўўf f f fx y x y, , , ;
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Теорема 3.5 (необходимое условие аналитичности). Если функция 
f x y u x y i v x y, , ,( ) = ( ) + Ч ( ) аналитична в области D, то функции u x y,( ) 
и v x y,( ) гармонические в этой области.
Заметим, что обратное утверждение в общем случае не верно! Не для 
всех гармонических функций u x y,( )  и v x y,( )  функция 
f x y u x y i v x y, , ,( ) = ( ) + Ч ( ) будет аналитической. Например: функции 
u x y x,( ) =  и v x y xy,( ) = 2  являются гармоническими всюду (легко про-
верить по определению), но f z x i xy( ) = + ( )2  не является аналитиче-
ской, т. к. для нее не выполнены условия Коши — Римана.
Пример 3.11. Исследовать функцию f z z( ) = ( )Ln 2  на дифференци-
руемость и аналитичность в области Rez > 0.
Решение
Преобразуем функцию, чтобы выделить в ней действительную 
и мнимую части: f z z z x y i z k k( ) = ( ) = = + + +( ) ОLn Ln2 2 22 2 2 2ln arg , .p 
в области Rez > 0 argz y
x
= arctg .
В таком случае f z x y i y
x





ч О2 2 2
2 2ln arctg , .p 
 u x y x y v x y y
x
k, ln , , arctg .( ) = + ( ) = +2 2 42 2 p
Поскольку Rez > 0, то x № 0 и функции u x y v x y, , ,( ) ( ) непрерывны 
и дифференцируемы по каждой переменной (несложно проверить, 
что частные производные ў ў ў ўu u v vx y x y, , ,  непрерывны на указанной об-
ласти).
Таким образом, первое условие дифференцируемости выполнено.
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u vy x( ) = -
+
Ю ў = - ў2
2 2 .
.
Оба условия дифференцируемости выполняются, значит в области 
Rez > 0 функция f z z( ) = ( )Ln 2  дифференцируема и по определению 
аналитической функции аналитична.
Производную функции можно найти в виде ў( ) = ў + ўf z u i vx x .














x iy x iy z
2 2 2 2
2 2 2 2 .




Пример 3.12. Исследовать функцию f z z( ) = ( )sh Im  на дифференци-
руемость и аналитичность.
Решение
Преобразуем функцию: f z z y e e i
y y





Очевидно, что функции u x y e e
y y
,( ) = -
-
2
 и v x y,( ) = 0 непрерывны 





Ю ў = ў
ў = ( )
ў =




















Таким образом, функция нигде не дифференцируема и не анали-
тична.
Пример 3.13. Исследовать функцию f z z e z( ) = + -  на дифференци-
руемость и аналитичность.
Решение
Выделим для функции f действительную и мнимую части:
 f z z e x iy e x iy e y i yz x iy x( ) = + = - + = - + +( )- - + - cos sin .
 u x y x e y v x y y e yx x, cos , , sin .( ) = + ( ) = - +- -
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Функции u x y,( ) и v x y,( ) непрерывны и дифференцируемы всюду.
 
ў = -
ў = - +



















































e x- > 0, поэтому из первого уравнения следует sin , .y y l l= Ю = О0 p 
При полученных значениях y следует, что cos y = ±1, тогда второе 
равенство 1= -e yx cos  возможно тогда и только тогда, когда 
cos ,y l k k= = О( )1 2   и e x- =1.
Таким образом, y k k= О2p ,  и x = 0, т. е. функция f z z e z( ) = + -  диф-
ференцируема только в точках z kik{ }={ }2p  и нигде не аналитична.
Пример 3.14. Найти, если возможно, аналитическую функцию, зная 
ее действительную часть u x y x
x y
( , ) ,=
+2 2
 если f p
p
( ) = 1 .
Решение
Вычислив частные производные u(x, y) до второго порядка, получим:



































В таком случае ўў + ўў =u uxx yy 0, то есть функция u(x, y) гармоническая, 
а значит, может являться действительной частью дифференцируемой 
функции.
Воспользуемся условиями Коши — Римана для восстановления 
дифференцируемой функции.
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2
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Восстанавливаем v x y,( ), интегрируя последнее равенство по пере-
менной x, при этом y — постоянная величина.
 v x y xydx
x y
y x y d x y
y
x y
C y, .( ) =
+( )
= +( ) +( ) = -
+
+ ( )т т
-2
2 2 2
2 2 2 2 2
2 2
Найдем функции C y( ), для которых будет выполняться первое ра-
























































+ ў( )Ю ў( ) = Ю ( ) = .
Зная действительную и мнимую части, восстановим функцию f:














ч, , .2 2 2 2
Подставим условие f p
p





























-( ) +( )
=2 2 2 2
1
.
3.5. Интегрирование функции  
комплексного переменного
Определение и свойства интеграла по кривой
Рассмотрим дугу (l) непрерывную или кусочно-гладкую с заданной 
ориентацией: началом в точке A и конечной точкой B. Пусть на ней 
определена однозначная функция f z( ).
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Построим произвольное разбиение 
дуги ИAB  точками t ={ } =z k nk , ,0 , таки-
ми, что z zA0 = , z zn B=  и z z zn1 2, , ,     упо-
рядочены по длине дуги от точки zA 
до конечной точки разбиения zB.





1  так, чтобы точка xk  лежала 
на дуге между точками zk и zk+1 (рис. 3.2).
Для функции f (z) построим инте-
гральную сумму f z z z zk k
k
n






1, , соответствующую разбие-
нию τ и системе произвольных точек xk{ }. Обозначим за l = Ј Ј -max0 1k n kzD  диаметр разбиения τ.
Если предел интегральных сумм функции f (z) при l® 0 существу-
ет и не зависит от способа разбиения дуги ИAB , а также выбора точек 
xk{ }, то его называют интегралом функции f (z) по дуге ИAB  и обозна-
чают










т еlim .l x0
0
1
D   (3.10)
Свойства интеграла по кривой.
Распишем f z u x y iv x y z x i y( ) = ( ) + ( ) = +, , , ,D D D  тогда
 f z dz u iv dx idy udx vdy i vdx udy( ) = +( ) +( ) = - + +т т тт
g g gg
.
Таким образом, интеграл (3.10) представим в виде суммы интегра-
лов 2 рода, соответственно их свойства переносятся на свойства инте-
грала по кривой f z dz( )т
g
:
1. Изменение ориентации дуги γ меняет знак интеграла: 
f z dz f z dz
AB BA
( ) = - ( )
И И
т т .
2. Свойство линейности: a b a b
g g g
f z g z dz f z dz g z dz( ) ± ( ) = ( ) ± ( )т т т .
3. Оценка интеграла. Если f (z) ограничена на γ, т. е. $ > ЈM f z M0 : ( ) ,
то f z dz M l( ) Ј Чт
g






3.5. Интегрирование функции комплексного переменного 
4. Для параметрически заданной линии g : , ,z z t t t tA B= ( ) О[ ], интеграл 





( ) = ( )( ) ў( )т т
g
.
Замечание 1. Если γ — замкнутый контур, то интеграл обозначают 
f z dz( )т .
g

Вычисление интеграла f z dz( )т
g
 зависит от свойств подынтеграль-
ной функции и вида линии γ.
Замечание 2. Если γ — замкнутый контур без самопересечений, 
то обход контура осуществляется против часовой стрелки. Если γ яв-
ляется границей области, то движение по границе выбирают так, что-
бы область оставалась слева. Таким образом, движение по границе об-
ласти z z R- <0  будет осуществляться против часовой стрелки, 
а области z z R- >0  — по часовой.
Пример 3.15. Вычислить интеграл z z dzЧт
g

, где γ — контур треуголь-
ника с вершинами z = 1, z = i, z = —1.
Решение
1. Подынтегральная функция не является аналитической (т. к. со-
держит z ).
2. Контур интегрирования составной 
(рис. 3.3), поэтому воспользуемся свойством 
аддитивности интеграла: 
              z z dz z zdz z zdz z zdzЧ = Ч + Ч + Чт т т т





 g1 1 1 1 0: , : .y x z x x i x= - + Ю = + -( ) ®
 z zdz x y d x iy x x d x i xЧ = + +( ) = + -( ) + -( )( ) =т т т
g g1 1
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Для второго отрезка:
 g2 1 1 0 1: , : .y x z x x i x= + Ю = + +( ) Ч ® -( )
 z zdz x y d x iy x x d x i xЧ = + +( ) = + +( ) + +( )( ) =т т т
-
g g2 2




 = + +( )( ) Ч +( ) = +( ) + + =
- -







1 1 1 2 2 1
 
























 g3 0 1 1: , : .y z x x= Ю = - ®








































где γ — граница области z z< <1 0, Re .
Решение
1. Подынтегральная функция не является 
аналитической (содержит z  и z ).
2. Построим контур интегрирования 
(рис. 3.4).
Поскольку граница контура состоит из двух частей, воспользуемся 
аддитивностью интеграла:





Параметризуем первую границу: g1 0 1 1: : , .x y z yi= Ю - ® =
Рис. 3.4
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т т т т тЧ = Ч - = Ч = - + =
- - -













Параметризуем вторую границу. Уравнение окружности радиуса R 
с центром в точке z0 запишем в виде z z R i- =0 e j.
 g j p pj2 2
3
2































Пример 3.17. Вычислить интеграл dz
z z
n
z z R -( )- =т 00
.
Решение
Используя параметрическое уравнение окружности, получим:
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-( ) =- -( )R n e en
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Интегральные теоремы Коши
Особым случаем при интегрировании функции комплексного пере-
менного является вычисление интеграла от аналитической функции.
Рассмотрим интеграл по замкнутому контуру. При замыкании кон-
тур ограничивает область интегрирования, которая может быть одно-
связной и многосвязной.
Плоскую область D назовем односвязной (рис. 3.5, а), если любой зам-
кнутый контур внутри D ограничивает область, все точки которой принад-
лежат D. В противном случае область называют многосвязной (рис. 3.5, б).
Пример двусвязной области представлен на рис. 3.5, в.
                а                                        б                                           в
Рис. 3.5
Можно сказать, что односвязная область — это область «без дырок», 
многосвязная — «с дырками».
Теорема 3.6 (интегральная теорема Коши для односвязной области). 
Пусть функция f (z) однозначная аналитическая в односвязной обла-
сти D и на ее границе, тогда интеграл по любому кусочно-гладкому 
замкнутому контуру γ, лежащему в области D, равен нулю: f z dz( ) .=т 0
g

Следствие. Для однозначной аналитической в односвязной обла-
сти D функции интеграл от f (z) не зависит от пути интегрирования: 
f z dz f z dz( ) ( ) ,
g g1 2
т т=  где γ1 и γ2 имеют одинаковые начальную и конечную 
точки. Это важное свойство аналитических функций.
Теорема 3.7 (о первообразной). Пусть однозначная функция f (z) 
непрерывна в односвязной области D и по любому замкнутому кон-
туру γ из области D интеграл f z dz( )т
g

 равен нулю, тогда:






 является аналитической функцией в области D, 
не зависит от пути интегрирования и обозначается f d F z
z
z
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, т. е. F (z) является первообразной для 
функции f (z).
Можно доказать, что, при условиях существования первообразной, 
для f (z) справедлива формула Ньютона — Лейбница:






B( ) = ( ) = ( ) - ( )
И
т .
Также верно утверждение, обратное теореме Коши.
Теорема 3.8 Морера. Пусть функция f (z) непрерывна в односвязной 
области D и по любому замкнутому контуру γ из области D интеграл 
f z dz( ) =т
g

0 равен нулю. В таком случае функция f (z) является анали-
тической функцией в области D [4, с. 86].
Интегральную теорему Коши можно обобщить на случай много-
связной области.
Теорема 3.9 (теорема Коши для многосвязной области). Пусть функ-
ция f (z) однозначная и аналитическая в многосвязной области D, огра-
ниченная внешним контуром С0 и внутренними контурами С1, С2, …, 
Сn. В таком случае интеграл по внешнему контуру равен сумме инте-
гралов по внутренним контурам
 f z dz f z dz f z dz f z dz
C C C Cn
( ) ( ) ( ) ( ) ,
0 1 2
т т т т= + +ј+   (3.12)
где контур С0 обходится против часовой стрелки, а контуры С1, С2, …, 
Сn — по часовой.
Заметим, что поскольку для аналитической 
функции в области интеграл не зависит от кон-
тура интегрирования, то в качестве контуров 
С1, С2, …, Сn часто выбирают окружности мало-
го радиуса, охватывающие особые точки функ-
ции (рис. 3.6).






Подынтегральная функция f z z z( ) sin=  аналитична всюду на ком-
плексной плоскости. Следовательно интеграл не зависит от пути ин-
Рис. 3.6
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тегрирования и справедлива формула Ньюто-
на — Лейбница. Рассмотрим 2 способа 
вычисления интеграла.
Способ 1. В качестве контура интегрирова-
ния можно выбрать любой удобный. Напри-
мер, возьмем контур, состоящий из отрезков 
[АО] (от z = 1 до z = 0) и [ОВ] (от z = 0 до z = i) 
(рис. 3.7).





т т т= + .
Распишем z на каждом отрезке.
Для [AO]: y z x x= Ю = ®0 1 0, : .
Для [OB]: x z y y= Ю = ®0 0 1, : .
 z zdz z zdz z zdz x xdx yi yi d iy
i
AO OB
sin sin sin sin sin
1 1
0













Перешли к интегралам от функций действительной переменной. 
























y y ydy y y y Csh
sh ch










ъ = - = - +т .т
В таком случае
    z zdz x x x i y y y i
i






1 1 1т = -( ) + - Ч = - + -sh ch sh ch1( ).

























ъ = - +
i
i i
z z zт = - + =cos sin1 1
= - + + - = -( ) - + = -( ) +i i i i i icos cos sin sin cos sin cos sin1 1 1 1 1 1 1 1ch sh sh ch1 1-( ).
Рис. 3.7
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Пример 3.19. Вычислить интеграл dz
z iС -
т , если: а) С z i: - =1; 
б) C z i: .- =3 1
Решение




1  аналитична всюду, кроме 
точки z = i. Особая точка i находится внутри области D с границей С, 
где D представляет собой круг радиуса 1 с центром z0 = i. Воспользу-
















б) В область, ограниченную контуром С, и на границу С точка i 
не попадает. Таким образом, для аналитической функции по инте-




Теорема 3.10. Пусть f (z) аналитична в односвязной области D и на ее 
границе, тогда
 " О ( ) = ( )
-тz D f z i
f z dz





где γ — положительно ориентированный контур в области D, охваты-
вающий точку z0.
Исходя из справедливости формулы Коши следует, что значение 
функции в области определяется значениями этой функции на гра-
нице. Таким образом, две аналитические функции с равными значе-
ниями на границе совпадают во всей области.
Продифференцировав формулу (3.13) n раз по параметру z0, получим 
обобщение формулы Коши для производной функции f (z) в точке z0:















Отсюда следует, что аналитическая функция f (z) имеет произво-
дные любого порядка в произвольной внутренней точке z0 области D, 
причем производная f zn( ) ( ) в свою очередь является аналитической 
функцией на области D (соответственно в точке z D0 О ).
88
Глава 3. ФУНКЦИИ КОМПЛЕКСНОГО ПЕРЕМЕННОГО 
Интересным следствием формулы (3.14) является теорема Лиувилля.
Теорема 3.11 (Лиувилля). Если f (z) аналитична на всей комплекс-
ной плоскости и ограничена, то f (z) является константой [4, с. 106].





































 где в качестве конту-
ра γ заданы:












Разложим знаменатель подынтегральной функции на множители:
 z z i z i2 4 2 2+ = +( ) -( ).
Аналитичность функции нарушается в точках z1 = 2i, z2 = —2i. Внутрь 
области z =1 и на ее границу особые точки не попадают. Таким обра-
























Внутри области z i- =2 2 находится одна 
особая точка z1 = 2i (рис. 3.8).
Применим формулу (3.15): 













Для этого преобразуем интеграл








































т p p 4 2i i= -( )p .
Рис. 3.8
89











Внутри области z = 3 оказались две особые 
точки: z1 = 2i, z2 = —2i (рис. 3.9). По теореме 
Коши для многосвязной области — см. фор-
мулу (3.12) — интеграл по внешнему контуру 




























+= - = + =
т т т   .
При этом z i r- =2 1 и z i r+ =2 2 являются окружностями достаточно 
малого радиуса, r1 и r2 выбираем так, чтобы окружности не пересека-
лись и целиком лежали внутри области z Ј 3.






























































+ = + =
























Таким образом, z z
z








= -( ) + +( ) =
=
т   p p p .











У подынтегральной функции нули знаменателя z1 = 0 и z2 = 1.
Внутри области интегрирования, представляющей собой круг с цен-
тром в точке z0 = 1 и радиусом 0,5, находится только точка z2 = 1. В та-
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= Ч ў( )т
0










































































Учитывая, что e iip p p= + = -cos sin ,1  получим
 e
z z




p p p p
-( )









3.6. Особые точки функции  
комплексного переменного
Вопрос классификации изолированных особых точек функции ком-
плексного переменного тесно связан с двумя задачами: вычислени-
ем функции или ее предела в особой точке и разложением функции 
в окрестности этой точки в степенной ряд. Рассмотрим каждую из этих 
задач подробнее.
Разложение функции комплексного переменного  
в ряды Тейлора и Лорана
Выражение вида c c z c z c zn n0 1 2 2+ + + + + , где ci — постоянные, на-
зывается степенным рядом, или рядом по степеням zn.
В отличие от разложения в степенной ряд функции с действи-
тельным аргументом, разложение функции комплексного перемен-
ного может содержать не только положительные степени z z n-( )0 , 
но и z z n-( )-0 .
Разложим функцию f (z) в точке z0 из области D аналитичности функ-
ции. Максимальный радиус R окрестности аналитичности f z( ) в точ-
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ке z0 равен расстоянию от z0 до ближайшей особой точки функции f z( ). 







d( ) = ( )
-















, z z r R- = <0 .






 по степеням z z-( )0  воспользуем-
ся формулой суммы бесконечно убывающей геометрической прогрес-

























-( ) - -( )
=






























, т. е. в круге 
z z z R- < - =0 0x , где R — радиус круга сходимости ряда.














( ) = ( ) Ч
-
= ( ) Ч -( )
-( )
ж























































Полученный результат оформим в виде теоремы.
Теорема Тейлора 3.11. Функция, аналитическая в области D, в част-
ности в точкеz D0 О , разлагается в ряд Тейлора по степеням z z-( )0 , ра-
диус сходимости R которого не меньше, чем расстояние от z0 до гра-
ницы D:
 f z c z zn
n
n






























Заметим, что чаще всего в качестве области D выбирают круг 
z z r- <0 .
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Теорема 3.12 (о разложении функции в ряд Лорана). Функция, ана-
литическая в кольце r z z R< - <0 , представима в виде ряда Лорана 






















Ряд по неотрицательным степеням называется правильной или регу-
лярной частью ряда, а по отрицательным — главной частью.
Заметим, что для выбранной точки z z= 0 
у функции f (z) может быть несколько колец 
аналитичности с центром z0 . Например, 
на рис. 3.10 внутри колец K1 и K2 функция f (z) 
будет аналитична, а на граничных окружностях 
будут находиться особые точки функции z1, z2.
K z z r r z z1 0 1 1 1 0: ,- < = -  — круг аналитично-
сти. В нем функция разложима в ряд Тейлора.
K r z z r r z z2 1 0 2 2 2 0: ,< - < = -  — кольцо ана-
литичности, в котором функция разложима в ряд Лорана.
K r z z3 2 0: < - < Ґ — кольцо аналитичности, называемое окрестно-
стью точки бесконечность. В нем функция также разложима в ряд Ло-
рана.
Заметим, что разложения функции в ряд Тейлора и ряд Лорана в об-
ласти аналитичности обладают свойством единственности, т. е. не су-
ществует двух различных рядов, сходящихся в круге или кольце ана-
литичности и имеющих сумму — функцию f (z).







при разложении ее в степенной ряд в точке z i0 2= + . Найдите разложе-
ние функции в ряд Тейлора.
Решение
Дробно-рациональная функция аналитична всюду, за исключени-
ем точек, в которых знаменатель функции обращается в нуль.
Особые точки функции f (z): z z1 21 1= = -, .
По расположению особых точек вокруг центра z i0 2= +  (рис. 3.11) 
можно выделить следующие области аналитичности функции f (z).
Рис. 3.10
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1. К1 — круг аналитичности. Найдем ради-
ус круга как расстояние между z i0 2= +  и z1 1= :
r i A B AB1 2 1 2 1 1 0 2= +( ) = ( ) ( )( ) = =
®
r r, , , , .
Таким образом, получим круг 
К1: z i- - <2 2.
2. К2 — кольцо 2 2 2< - - <z i r .
r i A C AC2
2 2
2 1 2 1 1 0 1 2 1 10= + -( ) = ( ) -( )( ) = = - -( ) + -( ) =
®
r r, , , , . 
Получим кольцо К2: 2 2 10< - - <z i .
3. К3 — кольцо z i- - >2 10.
В круге K1 функция f (z) раскладывается в ряд Тейлора, а в кольцах 
К2 и К3 — в ряды Лорана.
Для получения ряда Тейлора представим функцию f (z) в виде сум-
















Для разложения f (z) в ряд по степеням z i- -( )2  получим данное вы-
ражение в знаменателе каждой дроби функции и воспользуемся фор-







2 1z z i i z i i-
=
- -( ) - - -( )
=
- -( ) - - -( )
.
Для круга К1 выполняется неравенство z i- - <2 2, а - - =1 2i , по-
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- -( ) - - - -
=






3 2z z i i i z i( )
.
Поскольку - - =3 10i , а в К1 z i- - <2 2, то в знаменателе за скоб-





















































































( )= -( ) - -( )
+( )






















































































в ряд Лорана в точке z0 1= - .
Решение















1 2 13 2
 нарушается в точ-
ках z z z1 2 31 0 1 2= - = =, , , тогда в качестве обла-
стей аналитичности с центром z0 1= -  можно вы-
делить кольца (рис. 3.12):
Рис. 3.12
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 К1: 0 1 1< + <z , К2: 1 1 3 2< + <z , К3: z + >1 3 2.
В каждом кольце функция разложима по степеням z +( )1  в ряд Ло-
рана. Рассмотрим разложение в ряд в каждом кольце.
Представим функцию в виде суммы простейших дробей:








A z z Bz z Cz z-






+( ) -( ) + -( ) + +(2
1 2 1 1 2 1
1 2 1 2 1 1)
+( ) -( )z z z1 2 1
.
 A z z Bz z Cz z z+( ) -( ) + -( ) + +( ) = -1 2 1 2 1 1 2.
 z B B= - Ю = - Ю = -1 3 3 1,







 z A A= Ю - = - Ю =0 2 2.
 f z
z z z








1. Рассмотрим кольцо К1: 0 1 1< + <z .
а) Дробь 1
1z +


























1, : b q z1 2 1 1= - = + <, .
 -
- +( )
= - +( )
=
Ґ

















3 2 1z z z
.
В знаменателе из выражений 3 и 2 z +( )1  выносим за скобки наиболь-
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( ) .= -
+













































Отметим, что главная часть ряда Лорана содержит только одно сла-
гаемое. Область сходимости ряда — пересечение областей сходимости 
всех рядов-слагаемых: 0 1 1< + <z .
2. Рассмотрим разложение функции f (z) в кольце К2: 1 1
3
2
< + <z .
а) В кольце К2 z z+ < Ю + <1
3
2
2 1 3, поэтому разложение третьего 





























































































































































Как правильная, так и главная часть ряда Лорана во втором кольце 




< + <z .
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а) Разложение дроби 2
z
 в кольце К2 совпадает с разложением в коль-
це К3, где z + > >1
3
2










б) Разложим дробь 2
3 2 1- +( )z  в К3: 
z z+ > Ю + >1
3
2
2 1 3. Поэтому 
























































































































































































Разложение в степенной ряд в третьем кольце не содержит правиль-
ной части по положительным степеням. Главная часть ряда Лорана 
содержит бесконечно много слагаемых. Область сходимости ряда — 
окрестность бесконечности z + >1 3
2
.










 по степеням z -1. 
Найти числовой коэффициент при z -( )-1 1.
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Решение
Преобразуем f (z) и применим известные разложения в ряд триго-
нометрических функций:
 sin sin sin cos cos sinz





























































































































































Чтобы найти числовой коэффициент при z -( )-1 1, проанализируем 
полученное разложение. В первой сумме степени z n-( )1 2  в знаменате-
ле только четные, во второй сумме z -( )-1 1 получается, если взять но-
мер n = 0.
В таком случае c- = -1 1cos .
Нули функции комплексного переменного
Вычисление функции в некоторой точке приводит к возникнове-
нию различных случаев. Если мы получаем конечное число, то гово-
рим, что особенностей в этой точке функция не имеет, или функция 
определена в этой точке. Важной конкретизацией указанного случая 
является ситуация, когда значение функции в точке равно нулю.
Пусть f (z) аналитична в z0, тогда точка z0 называется нулем порядка 
k функции f (z), если в некоторой окрестности z0 выполняется равен-
ство f z z z g zk( ) ,= -( ) Ч ( )0  где g (z) аналитична в z0 и g z( ) .0 0№
Теорема-критерий 3.13 (о порядке нуля). Точка z0 является нулем по-
рядка k для функции f (z), аналитической в этой точке, если
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 f z f z f z f z f zk k( ) , ( ) , ( ) , , ( ) , ( ) ,( ) ( )0 0 0 1 0 00 0 0 0 0= ў = ўў = = №-
т. е. порядок нуля равен порядку первой отличной от нуля произво-
дной.
Пример 3.25. Определить порядки нулей функции f z z z z( ) = + +5 4 32 .
Решение
 f z z z z z z( ) = + + = Ч +( ) =5 4 3 3 22 1 0 при z z1 20 1= = -, .
Определим порядок нуля z1 0= .
По определению f z z z z z( ) = +( ) = Ч ( )3 2 31 j , причем, j 0 0( ) № . Таким 
образом, порядок нуля z1 0=  равен 3.
Для нуля z2 1= - : f z z z z z( ) = +( ) = +( ) Ч ( )1 1
2 3 2 j , причем j -( ) №1 0.
По определению порядок нуля z2 1= -  равен 2.
Пример 3.26. Определить порядок нуля z0 0=  для функции 
f z z( ) = +( )ln 1 3 .
Решение





( ) = +( ) =
=
ln ,































 ўўў( ) =









6 12 1 6 3 1 6
1
6 0




Таким образом, получили, что z0 0=  является нулем третьего по-
рядка.
Классификация изолированных особых точек функции 
комплексного переменного
Точка z0 называется изолированной особой точкой функции f (z), если 
существует окрестность O z
Ъ
( )0 , где f (z) аналитична всюду, кроме самой 
точки z0.
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Изолированные особые точки функции комплексного переменно-
го делятся на три вида:
1) устранимые особые точки;
2) полюсы;
3) существенно особые точки.
Рассмотрим каждый вид изолированной особой точки.
1. Устранимая особая точка.
Пусть z0 — изолированная особая точка функции f (z). Если limz z f z® ( )0  
равен конечному числу, то z0 — устранимая особая точка (УОТ).
Изолированная особая точка z0 функции называется устранимой 
особой точкой, если разложение f (z) по степеням z z-( )0  является 
рядом Тейлора, т. е. содержит только неотрицательные степени: 
f z c z zn
n
n






Теорема 3.14. Если f (z) ограничена в окрестности O ze 0( ) и анали-





















( ) = Ґ
0
 то z0 называют полюсом.
Определим полюс через особенность разложения функции в ряд 
Тейлора в окрестности этой точки.
Изолированная особая точка z0 функции называется полюсом, если 
главная часть разложения f (z) по степеням z z-( )0  содержит конечное 
число слагаемых (конечное число слагаемых с отрицательными сте-
пенями): f z c z z c z z c z zn
n
k










0 , при этом чис-
ло k называют порядком полюса (П (k)).
В таком случае lim ,
z z
k
kf z z z c® -( ) -( ) =0 0  где c—k — конечное число, от-
личное от нуля. А для всех s k f z z z
z z
s





Замечание 1. Заметим, что точка z0 — полюс порядка k для f (z), если 
z0 — нуль порядка k для g z f z( ) = ( )
1 , т. е. 1 00 0f z
z z z z
k
( )
, .= -( ) ( ) ( ) №j j
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1) z0  — нуль порядка k для числителя j z( ), то 
j j jz z z z z
k( ) = -( ) ( ) ( ) №0 0 0 , ; 
2) z0 — нуль порядка n для знаменателя y z( ), то
y y yz z z z z
n( ) = -( ) ( ) ( ) №0 0 0 , .









k n( ) = -( ) ( )
-( ) ( )





















По определениям нуля, полюса функции и замечанию следует, что 
z0 для функции f (z) является нулем порядка k n-( ), или полюсом по-
рядка n k-( ).
Замечание 2. Если полюс имеет первый порядок, то его называют 
простым полюсом.
3. Существенно особая точка.
Пусть z0 — изолированная особая точка функции f (z). Если limz z f z® ( )0  
не существует, то z0 называют существенно особой точкой (СОТ).
Изолированная особая точка z0 функции называется существенно осо-
бой точкой, если главная часть разложения f (z) по степеням z z-( )0  со-
держит бесконечное число слагаемых.
Пример 3.27. Определить тип изолированных особых точек функ-
ций:
а) f z z
z
( ) = sin ; б) f z z
z
( ) = sin2 ; в) f z z( ) = sin .
1
Решение
Для всех перечисленных функций изолированной особой точкой 
является z0 0= .
а) Способ 1 определения типа особой точки связан с вычислением 









1  Предел конечен, значит z0 0=  — устранимая особая 
точка.
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3 5 1 2 1 2













Степенной ряд не содержит слагаемых с отрицательными степеня-
ми, что подтверждает вывод: z0 0=  — устранимая особая точка.
б) Способ 1. Для вычисления предела воспользуемся правилом Ло-
питаля:




















0 2 0 2 0
0
0 2
Таким образом, z0 0=  — полюс функции. Порядок полюса можно 
определить через порядки нулей числителя и знаменателя функции.
sin , sinz z
z
z





0 1 0  для числителя z0 0=  — нуль порядка 1.
По определению можно записать: sin , .z z z= Ч ( ) ( ) №j j 0 0
Для знаменателя z2 очевидно z0 0=  — нуль порядка 2.










 имеет в z0 0=  порядок 
нуля (–1), или является полюсом 1 порядка.













































Из разложения определяем, что главная часть ряда Лорана имеет 
одно слагаемое. Значит в z0 0=  имеем полюс 1 порядка.
в) Предел limsin
z z®0
1  не существует, значит в z0 0=  находится суще-













2 1z z z z z n
n






бесконечного числа отрицательных степеней z.
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Особые точки — нули знаменателя: z z i1 2 3 2= = ±p, .,
1) Для определения типа точки z1 = p определим порядок нуля чис-
лителя и знаменателя.





























































значит в числителе z1 = p — нуль 1 порядка.
Знаменатель имеет вид z z-( ) +( )p 3 2 4 , значит для него z1 = p — нуль 
3 порядка. Таким образом, для функции f (z) z1 = p — полюс 2 порядка 
(нуль (–2) порядка).
2) z i2 3 2, = ±  — простые полюсы, т. к. функцию f (z) можно предста-
вить в виде
  f z
zi












-( ) +( ) -( )
=
( )













































































Пример 3.29. Определить тип особых точек для функции f z e
z z
z








Из равенства знаменателя нулю z z z z3 2 2 1 0- = -( ) =  найдем особые 
точки функции f (z): z z1 20 1= =, .
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В окрестности нуля по следствию из второго замечательного пре-
дела функция e zsin
2
1-  эквивалентна функции sin ,2 z  а она по первому 





















1  (конечное число), значит z1 0= — устра-
нимая особая точка.








































( ) = - №
=
sin
. Значит z2 1=  — полюс 1 порядка (простой полюс).
3.7. Понятие вычета функции  
комплексного переменного
Рассмотрим однозначную функцию f (z). Выберем точку z0 и про-
стой контур γ, обходящий ее в положительном направлении (напри-
мер, окружность достаточно малого радиуса) так, чтобы на контуре γ 
и внутри него, за исключением, может, самой точки z0, функция f (z) 
была аналитична. В таком случае величину 1
2p gi
f z dz( )т  называют вы-













Из теоремы Коши следует, что вычет не зависит от формы и разме-
ров выбранного контура.
По теоремам о разложении функции в ряды Тейлора и Лорана ко-













. В случае k = 1 
получим выражение, определяющее вычет в точке z0.
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Таким образом, вычет функции f (z) в точке z0 можно найти как ко-








Формулы вычисления вычета функции в особых точках
Пусть z0 — изолированная особая точка функции f (z), тогда:
1) если z0 — устранимая особая точка, то разложение f (z) в ряд Ло-







2) если z0 — полюс, то применимы следующие формулы —
a) для z0 — полюса 1 порядка
 Res
z z z z
f z f z z z
= ®
( ) = ( ) Ч -( )йл щы
0 0
0lim ;  (3.17)
б) для z0 — полюса k-го порядка
 Res








f z z z
= ®
-
-( ) = -( ) ( )





lim ;  (3.18)
3) если z0 — существенно особая точка, то общей формулы нет и вы-







Замечание. В случае если f z
z
z
( ) = ( )( )
j
y
, где j z( )и y z( ) аналитичны 
в точке z0 — полюсе 1 порядка функции f (z) при условиях 























Определим тип особой точки z = 0.
Числитель в ней обращается в нуль, при этом e zz
z











, значит для числителя z = 0 — нуль второго порядка.
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Знаменатель 1 2 2 2-( ) =cos sin sinz z z  в окрестности нуля эквивален-
тен 2 2z , тогда для него z = 0 — также нуль второго порядка. Таким об-






 точка z = 0 — устранимая особая 






















z = 0 — простой полюс. Это можно доказать, вычислив по правилу 















В таком случае по формуле Res
z z z z
f z f z z z
= ®
( ) = ( ) -( )йл щы
0 0
0lim :



































Знаменатель в z = π имеет нуль первого порядка, т. к.






































Значит z = π — полюс 2 порядка.
По формуле (3.18) Res








f z z z
= ®
-
-( ) = -( ) ( )
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2 2 2 0
02









































































Вычет в бесконечно удаленной точке
Для решения некоторых задач удобно рассматривать расширение 
комплексной плоскости  за счет добавления к ней бесконечно уда-
ленной точки z = ∞.
Будем говорить, что функция f (z) аналитична в точке z0 = ∞, тогда 








 аналитична в точке x = 0.







ч нарушается, но в про-
колотой окрестности U
o







ч аналитична, то в точке z0 = ∞ функ-
ция f (z) имеет изолированную особую точку.
Бесконечно удаленная точка будет называться изолированной особой 
точкой, если вне круга z R>  достаточно большого радиуса R нет ни од-
ной конечной особой точки.






































































c c z c z0
1 1
. (3.19)
Отсюда следует, что главная и правильная части ряда по обозначе-
нию коэффициентов меняются местами. Главная часть ряда Лорана 
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в окрестности бесконечности определяется по положительным степе-
ням, а правильная (регулярная) — по отрицательным.
Таким образом, классификация бесконечно удаленных точек бу-
дет следующей.
1. По определению z0 = ∞ — устранимая особая точка тогда и толь-




( ) — конечное число. В таком случае в разложе-
нии (3.19) f (z) по степеням z не должно содержаться положительных 
степеней.
 lim ( ) lim .
z z n
n







Отметим, что в бесконечно удаленной точке вычет может быть от-
личен от нуля.
2. z0 = ∞ — полюс порядка k. Для выполнения этого условия необ-
ходимо и достаточно, чтобы главная часть ряда Лорана по положи-
тельным степеням z содержала k слагаемых.
3. Чтобы z0 = ∞ была существенно особой точкой, необходимо и до-
статочно, чтобы ряд Лорана (3.17) содержал бесконечно много поло-
жительных степеней.
Вычетом в бесконечно удаленной точке назовем число, равное 
Res f
i





 где γ — окрестность бесконечности (окружность 
большого радиуса), проходимая по часовой стрелке .  Поэтому 
Res f cҐ( ) = - -1.
Пример 3.33. Вычислить вычеты в бесконечно удаленной точке для 
функций:
а) f z e z( )=
1
;  б) f z z z
z
( )=
- +3 2 43 ;  в) f z z
z
( ) cos sin .= Ч
1
Решение
а) f z e




n( ) ! !
= =
Ч

















Поскольку в разложении нет положительных степеней, то z = ∞ — 
устранимая особая точка и Res f cҐ( ) = - = --1 1.
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43 2 . По положительной степени можно 
определить, что z = ∞ — полюс 2 порядка. При этом Res f cҐ( ) = - =-1 4.
в) f z z
z
( ) cos sin= =
1






















2 4 1 2 2
3 5
z z z
n z z z
n n
! ! ! ! !





















Очевидно, что положительных степеней в данном разложении бес-
конечно много, т. е. z = ∞ — существенно особая точка. При этом вы-
чет в ней составит
Res f c
n n n















2! ! ! ! ! !
 
( ) +( )=
Ґ
е ! !.2 10 nn
Применение теории вычетов к вычислению интегралов 
от функции комплексного переменного
Теорема Коши 3.15 (основная теорема о вычетах). Пусть γ — поло-
жительно ориентированная простая, замкнутая, спрямляемая кривая 
(кривая, имеющая длину без самопересечений). Функция f (z) анали-
тична на γ и внутри нее, за исключением конечного числа особых то-
чек z1, z2, …, zn.












Следствие. Если f (z) в расширенной плоскости  аналитична всю-
ду, кроме конечного множества особых точек z1, z2, …, zn, то 
Res Resf f z
k
n






















2 +( )+ =т p
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Подынтегральная функция f z e
z z i
z




2  имеет две особые точки: 
z z i= =0, ; обе точки попадают внутрь области интегрирования с гра-



































z = 0 — устранимая особая точка (числитель функции f (z) ez
2
1-  в точ-












z i=  — простой полюс (числитель в данной точке в нуль не обраща-
ется).
















































2 +( )+ =т p
.
Область интегрирования с границей z i+ = 2 — круг с центром в точ-
ке (–i) и радиусом 2.
Из особых точек подынтегральной функции 0,± p внутри области 
находится только z = 0 — полюс 2 порядка.




z zz i z
2 2 2
2





















































2 +( )+ =т p
 = 0.
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У подынтегральной функции одна особая точка z = 0 — существен-
но особая точка внутри области интегрирования (предел в этой точке 
у подынтегральной функции не существует).
Найдем вычет в существенно особой точке через разложение в ряд 
Лорана подынтегральной функции.










































Перемножая эти ряды, найдем коэффициент с–1 при 1 z.










































т , используя вычет в бес-
конечно удаленной точке.
Решение
Внутри области интегрирования находится 6 простых полюсов, по-
этому вычисление по теореме о вычетах будет достаточно громоздким.






е ( ) Ґ( ) =
1
0.





е ( ) = - Ґ( )
1
. Для вычисления вычета 
в бесконечной точке разложим функцию f в ряд по степеням z в окрест-
ности бесконечности:
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В данном разложении при 1
z














= = - Ґ =
= =
т е p p pRe ( ) Re ( ) .s s
Применение вычета к вычислению некоторых типов 
интегралов от функции действительного переменного
Некоторые типы интегралов от функций действительного пере-
менного можно свести к интегралам от функции комплексного пе-
ременного.
1. Интегралы вида R x x dxcos ,sin( )т
0
2p
, где R u v,( ) — рациональная 
функция, не имеющая особенностей на окружности u v2 2 1+ = , вычис-
ляются с помощью замены z ei x= :


























      
отрезок интегрирования 0 2, p[ ] переходит в окружность z =1.
Замечание. В силу периодичности функций cos , sinx x, отрезок ин-
тегрирования можно смещать. Главное, чтобы его длина оставалась 
равной 2π, например,













Отрезок интегрирования 0 2, p[ ] переходит в окружность z =1.
Используя замену dx dz
zi








































т т  .
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Найдем особые точки подынтегральной функции: z iz2 4 1 0+ - = ,
z iz z i i z i2
2 2
1 24 4 3 2 3 2 3+ - = - Ю +( ) = ( ) Ю = - ±( ),  — простые полюсы, 
причем внутрь круга z =1 попадает только точка z i1 2 3= - +( ) .



































- - -( )
=































1) функция f x( ) совпадает с f z( ) и непрерывна на -Ґ +Ґ( ), ;
2) функция f z( ) является аналитической в верхней полуплоскости, 
за исключением конечного числа особых точек z z z z k nn k1 2 0 1, , , , Im , , ;ј ( ) > = 
z z z z k nn k1 2 0 1, , , , Im , , ;ј ( ) > =
3) f z( ) ограничена, т. е. существуют такие M m R> і0 2, ,  — достаточ-
но большое число, что f z M
z
m( ) Ј
1  при z Rі .




















p Res , где zk — особые точки по-
дынтегральной функции f (z) в нижней полуплоскости Im zk( ) < 0.





( ) = ( )( ) — дробно-рациональная функция, 
то для выполнения условий теоремы необходимо выполнение требо-
вания m n- і 2.
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Пример 3.37. Вычислить dx




Подынтегральная функция удовлетворяет условиям теоремы 3.16. 







Решаем биквадратное уравнение z z4 25 4 0+ + =  через замену:
z t t t t t2 2 5 4 0 4 1= + + = Ю = - = -: , . Получим точки z i z i= ± = ±2 , . 
Из них в верхнюю полуплоскость попадают только z i z i1 22= =, . Это 
простые полюсы.






















= =т p Res Res .
 Res
z i z i z iz z
z i





+( ) +( )
= = -
1










z i z i z iz z
z i





+( ) +( )
=
















































Подынтегральная функция четная и удовлетворяет условиям тео-
ремы 3.16. В таком случае по свойству интегралов от четных функций 
















У подынтегральной функции две особые точки: z i= ±  — полюсы 
3 порядка (т. к. f








2 3 3 3
). В верхнюю полуплоскость 
Im z( ) > 0 попадает только точка z i= .
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т тcos , sinl l .






















т тsin Im .l l
Теорема 3.17. Пусть:
1) функция f x( ) совпадает с f (z) и непрерывна на -Ґ +Ґ( ), ;
2) f (z) аналитична в верхней полуплоскости Im z( ) > 0, за исключе-
нием конечного числа особых точек z z z z k nn k1 2 0 1, , , , Im , , ;ј ( ) > =












$ > ( ) ЈM f z Mn n0 : , при этом Mn ® 0, если Rn ®Ґ.
В таком случае











т еl lp2 0 1
1
Res , Im , , ;











т еl lp2 0 1
1
Res , Im , , .





( ) = ( )( ), то для выполнения условий теоремы 
требуется выполнение неравенства m n- і1.
116
Глава 3. ФУНКЦИИ КОМПЛЕКСНОГО ПЕРЕМЕННОГО 











Используя равенство e z i ziz2 2 2= +cos sin , данный интеграл можно 






















т т  Подынтегральная функция 
удовлетворяет условиям теоремы 3.17, в частности условию в замеча-
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т тRe , можно сразу сказать, что 
этот интеграл равен нулю.





- +т 2 2 5.
Решение







 имеет две особые точки (простые полю-
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Упражнения для самостоятельной подготовки  к главе 3
Упражнения для самостоятельной подготовки  
к главе 3
1. Восстановить вид функции f z y xyi
x y
( ) = -
+
2 22
2 2  (запишите выраже-
ние, задающее функцию, через переменные z  и z ).
2. Вычислить значения функций:
 а) e
ip
6 ; б) Ln - -( )1 3i ; в) arcsin .i
3. Решить уравнения:
 а) tgz i- - =1 2 0; б) th .z i- = 0



















6. Проверить на дифференцируемость и аналитичность функции:
 а) f z z( ) = 2; б) f z z z( ) = -3 2 ; в) f z z z( ) = cos ;
 г) f z z( ) = ( )cos ; д) f z z z( ) = ЧIm .
7. Проверить, что заданные функции могут являться действитель-
ной или мнимой частью аналитической функции. Восстановить 
аналитическую функцию аргумента z по начальному условию или 
с точностью до константы, если:
 а) ее действительная часть u x y x= - +2 2  и f (0) = 0;
 б) ее действительная часть u e yx= 2 sin ;
 в) ее мнимая часть v xy x= +2 3 .
8. Вычислите интегралы:
 а) e dzz
g
т , где γ — контур треугольника с вершинами 





т , где γ — контур с границами z z= >2 0, Re ;
 в) z z dz+( )т
g

, где γ — контур с границами z z z= і Ј2 0 0, Re , Im .
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9. С помощью интегральных формул Коши вычислить интегралы:






2 1 4-+ =
т ; б) 
cosz dz
z3g
















-( ) -( )- =т
; г) z dz
z zz -( ) +( )- =т 2 123 6
.
10. Разложить в степенной ряд функции в окрестности указанных 
точек:





















0, , в кольце 1 2< <z ;







12 0, , указать все возможные разложения.
11. Определить порядок нулей функций:
 а) f z z z( ) = - +3 3 2;    б) f z e z( ) = --( )1
2
1;    в) f z z z( ) = - =cos , ;2 1 0 p
 г) f z z z z( ) = -( )sh 3 29 .
12. Определить тип изолированных особых точек:






;    б) f z e
z
z
( ) = -
-
-( )1 2 1
1
;    в) f z z
z







 г) f z
z
z




;    д) f z
z
z z














13. Вычислить интегралы, используя теорию вычетов:
























D +( ) -( )










2sin , : ;










Упражнения для самостоятельной подготовки к главе 3 
14. Вычислить интегралы, используя вычет в бесконечно удален-
ной точке:































0 +( ) +( )
+Ґ














2 102 - +( )-Ґ
+Ґ











Глава 4.  
ПРЕОБРАЗОВАНИЕ ЛАПЛАСА
О перационное исчисление представляет собой эффективный метод решения различных математических задач, прежде все-го дифференциальных уравнений. В основе операционного 
исчисления лежит понятие преобразования Лапласа.
4.1. Понятие оригинала и его изображения
Пусть f t( ) — комплекснозначная функция действительного пере-
менного t, которая удовлетворяет следующим условиям:
1) f t( ) — непрерывная или кусочно-непрерывная на любом конеч-
ном интервале оси t  функция;
2) f t t( ) , ;= " <0 0
3) существуют постоянные M > 0 и s0 0і , такие, что f t M e t
s t( ) ,Ј Ч " і0 0 
(под числом s0 — показателем роста функции f t( ) — понимается наи-
меньшее из возможных чисел).
Функция f t( ), удовлетворяющая перечисленным условиям, называ-
ется оригиналом.
















Очевидно, что условия 1 и 2 определения оригинала выполняются. 
Поскольку cos ,t e tЈ = Ч1 0  то функция f t( ) есть оригинал с показателем 
роста s0 0= .
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Функция f t( ) не является оригиналом, т. к. при t = 3 она имеет раз-
рыв второго рода.
























( ) = Ґ
0
Простейшим оригиналом является единич-
















Единичную функцию называют функцией Хевисайда.
Замечание. Если некоторая функция j( )t  удовлетворяет условиям 

















 является оригиналом. Например, ори-
гиналами являются функции e tta hЧ ( ), sin ( )a ht tЧ , cos ( )a ht tЧ и т. д. В даль-
нейшем для сокращения записи будем писать f t( ) вместо f t t( ) Ч ( )h .
Изображением (по Лапласу) оригинала f t( ) называется комплексноз-
начная функция F p( ) комплексной переменной p x iy= + , определяе-
мая интегралом Лапласа,





Здесь интегрирование проводится по действительной переменной t, 
t О +Ґ[ )0, , т. е. интеграл (4.1) является несобственным, зависящим 
Рис. 4.1
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от параметра p, причем область определения функции F p( ) является 
совокупностью тех комплексных чисел p, для которых интеграл (4.1) 
имеет смысл.
Если функция F(p) — изображение по Лапласу оригинала f t( ), 
то обозначают F p f t( ) ( )ё , если f (p) — оригинал для F p( ), то обознача-
ют f t F p( ) ( ).ё
Теорема 4.1 (существования изображения). Пусть s0 — показатель ро-
ста функции f t( ), тогда интеграл Лапласа сходится для всех p, таких, 
что Re p x s= > 0, причем для p, удовлетворяющих условию Re p x z s= і >0 0 
(x0 — некоторое число большее s0), сходимость является равномерной.




( ) = 0.
Теорема 4.2 (об аналитичности изображения). Изображение Лапласа 
F p( ) для оригинала f t( ) с показателем роста s0 является аналитиче-
ской функцией переменной p в области Re p x s= > 0.
















h( )t e t= =1 0  при t і 0, поэтому порядок роста функции h( )t  равен s0 0=  
и, следовательно, изображение существует, когда Re p > 0.


















- = 0. Если p s i= + s, то e e e ept s i t st i t- - + - -= = Ч( )s s . 
Функция e st-  бесконечно малая при t ®+Ґ, т. к. s p= >Re ,0  а функ-
ция e i t- s  ограниченная, т. к. e t i ti t- = - + -s s scos( ) sin( ) и e t i ti t- = - + - =s s scos ( ) sin ( ) .2 2 1 
e t i ti t- = - + - =s s scos ( ) sin ( ) .2 2 1  Поэтому функция e pt- , как произведение 
бесконечно малой функции на ограниченную функцию, является бес-










4.2. Свойства преобразования Лапласа



















Для этой функции показатель роста s0 = Rea, поэтому изображение 
определено в области Re Rep > a. Найдем это изображение:
 F p e e dt e dt e
p p
t pt p t
p t
( ) .( )
( )







+Ґ - - +Ґ
т тa a
a









4.2. Свойства преобразования Лапласа
1. Линейность преобразования Лапласа. Пусть f t1( ) и f t2( ) — ориги-
налы с показателями роста s1 и s2, тогда очевидно, что линейная ком-
бинация a a1 1 2 2f t f t( ) ( )+  также является оригиналом с показателем ро-
ста s s s0 1 2= { }max , . Отсюда согласно линейности интеграла имеем
 a a a a1 1 2 2 1 1 2 2f t f t F p F p( ) ( ) ( ) ( ).+ ё +



















, то согласно свойству линей-



























Аналогично, из формулы cosb
b b
t









































2. Дифференцирование оригинала. Если f t( ) и ўf t( ) — функции-ори-
гиналы и f t F p( ) ( ),ё  то ў ё Ч -f t p F p f( ) ( ) ( ).0
Следствие. Если f t f t f t f tn( ), ( ), ( ),... ( )( )ў ўў  — функции-оригиналы, то
 f t p F p p f p f pf fn n n n n n( ) ( ) ( )( ) ( ) ( ) ( ) ... ( ) ( )ё - - ў - - -- - - -1 2 2 10 0 0 0 .
Пример 4.7. Найти изображение дифференциального выражения 
ўў + ў -f t f t f t( ) ( ) ( ),3 5  если f t F p( ) ( )ё , f f( ) , ( ) .0 2 0 1= ў = -
Решение
Учитывая свойства линейности и дифференцирования оригина-
ла, получаем
 ў ё - = -f t pF p f pF p( ) ( ) ( ) ( ) ;0 2
 ўў ё - ў - = + -f t p F p pf f p F p p( ) ( ) ( ) ( ) ( ) .2 20 0 2
В таком случае
 ўў + ў - ё + -( ) + -f t f t f t p p F p p( ) ( ) ( ) ( ) .3 5 3 5 82








Пример 4.8. Найти изображение функции t nn, , , ,...= 0 1 2 .
Решение
Применяя свойство интегрирования оригинала к оригиналу f t( )=1 
и его изображению F p
p
( )=




2Ч ё =т d pp p
t
t . Но 1
0
































4.2. Свойства преобразования Лапласа






4. Дифференцирование изображения. Если f t F p( ) ( )ё , то t f t F p( ) ( ).ё - ў
Следствие. Если f t F p( ) ( )ё , то t f t F pn n n( ) ( ).( )ё -( )1









, применяя формулу дифференцирования 




































































т 2 1 2
p
6. Смещение в области изображения. Если f t F( ) (p)ё , то для любо-
го a  e f t F pta aЧ ё -( ) ( ).
Пример 4.11. Найти изображения оригиналов e tta bsin , e tta bcos , e tt na .
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, , , , ...1 0 1 2 .
7. Смещение в области оригинала. Пусть 
f t( ) — оригинал, тогда f t a t a( ) ( ),- -h  a > 0, так-
же является оригиналом с аргументом, запаз-
дывающим на величину  a .  График 
f t a t a( ) ( )- -h  получается путем сдвига графи-
ка f t( ) вправо на величину a (рис. 4.2).
Справедливо свойство. Если f t F( ) (p)ё  и 
a > 0, то f t a e F ppa( ) ( ).- ё Ч-
Пример 4.12. Найти изображение единич-
ной функции h a b t, ( )[ ]  отрезка a b, ,[ ]  равной еди-
нице на отрезке и нулю вне этого отрезка 
(рис. 4.3).
Решение
Рассмотрим функции h( ),t a-  h( )t b-  
(рис. 4.4, рис. 4.5).
На интервалах -Ґ( ),a  и b,+Ґ( ) их значения 
совпадают, а разность равна нулю. На отрез-
ке a b,[ ] их разность равна 1.
Следовательно, h h ha b t t a t b, ( ) .[ ] = -( ) - -( )
Найдем изображение этого оригинала, ис-
пользуя соотношение h t
p
( ) ё 1  и свойство за-





e, ( ) .[ ]
- -ё -
1 1
8. Свойство подобия. Если f t F( ) (p)ё  и l > 0, 
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 найти изображение функции ch .bt































впадает с ранее полученным результатом.
9. Изображение периодического оригинала. Если f t( ) — оригинал пе-
риода T > 0, то f t
e
f t e dtpT
pt
T






Пример 4.14. Найти изображение оригинала sin .t
Решение
Функция sint  является периодической с периодом T = p.






















10. Изображение свертки оригиналов. Сверткой двух оригиналов f t1( ) 
и f t2( ) называется функция, обозначаемая f t f t1 2( ) ( )*  и определяемая 
по равенству
 f t f t f f t d
t
1 2 1 2
0
( ) ( ) ( ) ( ) .* = Ч -т t t t
Свертка обладает следующими свойствами:
1) f t f t f t f t1 2 2 1( ) ( ) ( ) ( )* = *  (коммутативность);
2) f f f f f f1 2 3 1 2 3*( )* = * *( ) (ассоциативность);
3) a a a a1 1 2 2 3 1 1 3 2 2 3f f f f f f f+( )* = * + *  (линейность).
Теорема Бореля. Если f t F p1 1( ) ( )ё  и f t F p2 2( ) ( ),ё  то f t f t F p F p1 2 1 2( ) ( ) ( ) ( ).* ё Ч 
f t f t F p F p1 2 1 2( ) ( ) ( ) ( ).* ё Ч
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Решение
Представим изображение в виде
 F p

































ё * = Ч -( ) = - =
=
- - - -т ттt t t t t t tt t t
te e t f tt t- -+ + - =2 2 ( ).
11. Формула Дюамеля. Если f t F p1 1( ) ( )ё  и f t F p2 2( ) ( )ё , то
 pF p F p f t f f t f t1 2 1 2 1 20( ) ( ) ( ) ( ) ( ) ( ).ё + * ў





































t u t u du t t t
t









ё + - = +тcos sin cos cos( ) cos sin( ) = f t( ).
Замечание. Формулы Дюамеля применяются, например, для реше-
ния дифференциальных уравнений.
Пусть известно решение x t( ) линейного дифференциального уравне-
ния с постоянными коэффициентами с единичной правой частью и ну-
левыми начальными условиями в нуле: x t a x t a x tn n n( ) ( )( ) ( ) ... ( ) ,+ + + =-1 1 1  
x x x n( ) ( ) ... ( ) .( )0 0 0 01= ў = = =-
Требуется найти решение аналогичного дифференциального урав-
нения с правой частью f t x t a x t a x tn n n( ) ( ) ( ) ... ( )( ) ( )= + + +-1 1  при тех же на-
чальных условиях.
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Решение
Предположим, что искомое решение x t( ), функция f t( ) и решение 
x t( ) являются оригиналами, причем x t X p( ) ( )ё , f t F p( ) ( )ё ,  x t X p( ) ( ).ё  
В таком случае для рассматриваемых дифференциальных уравнений 
операторные уравнения можно записать в виде
 X p p a p a p a
p
n n n
n( ) ... ;+ + + +( ) =- -1 1 2 2 1
 X p p a p a p a F pn n n n( ) ... ( ).+ + + +( ) =- -1 1 2 2







= Ч , или X p X p F p p( ) ( ) ( ) .= Ч Ч  
Применяя к X p F p p( ) ( )Ч Ч  формулы Дюамеля, получим решение урав-
нения, например, в виде
 x t x f t x f t d
t
( ) ( ) ( ) ( ) ( ))= Ч + ў Ч -т 0
0
t t t или x t x t f f x t d
t
( ) ( ) ( ) ( ) ( )) .= Ч + ў Ч -т 0
0
t t t
13. Обратное преобразование Лапласа. Если f t( )- — функция-ориги-
нал с показателем роста s0 и F p( )- — его изображение, то
 f t
i
F p e dppt
s i
s i






где s — любое действительное число, большее s0.
На практике интеграл, стоящий в правой части формулы, обычно 
вычисляют с помощью вычетов:











где p k mk ( , ,..., )= -1 2  особые точки функции F p( ).
Таким образом, f t i s F p e ppt k
k
m




p  — формула для нахож-
дения функции — оригинала f t( ) по известному изображению F p( ). 
При этом предполагается, что F p( ) имеет на комплексной плоскости 
лишь конечное число особых точек pk и lim ( ) .p F p®Ґ = 0
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Пример 4.17. Найти оригинал f t( ) по известному изображению












Функция F p( ) имеет на комплексной плоскости две особые точки: 
p1 1=  полюс 1-го порядка и p2 3 1, = -  полюс 2-го порядка и lim ( ) .p F p®Ґ = 0  
Следовательно, F p( ) удовлетворяет условиям применения формулы
 f t i s F p e ppt k
k
m





Найдем вычеты функции F p e pt( )  в особых точках:
 Re ( ) , lim ( )
( )































 Re ( ) , lim
( )











































1 2 1 1 1
1




В итоге получаем f t e te e
t t t












Функция F p( ) имеет на комплексной плоскости две особые точки: 
p1 3= -  и p2 1= -  полюсы 1-го порядка и lim ( ) .p F p®Ґ = 0  Следовательно, F p( ) 
удовлетворяет условиям применения формулы 
 f t i s F p e ppt k
k
m






4.3. Решение дифференциальных уравнений и систем операционным методом
Найдем вычеты функции F p e pt( )  в особых точках:






















 Re ( ) , lim
( )





















В итоге получаем f t e e e t
t t






Заметим, что оригинал можно найти иначе.
а) F p





































ё - , имеем f t e e e t
t t






























 получим f t e tt( ) sh .= -2
в) Воспользуемся теоремой Бореля:
 F p
p p p p








































4.3. Решение дифференциальных уравнений и систем 
операционным методом
Свойства оператора Лапласа дают возможность сводить линейные 
дифференциальные уравнения к алгебраическим уравнениям отно-
сительно изображения. Из этих уравнений можно найти изображение 
искомого оригинала, а затем по изображению восстановить оригинал.
132
Глава 4. ПРЕОБРАЗОВАНИЕ ЛАПЛАСА 
Пример 4.19. Решить задачу Коши ў + = -x t x t e t( ) ( ) , x( ) .0 1=
Решение
Перейдем от оригиналов к изображениям. Пусть x t X p( ) ( )ё , тогда
























Восстановим оригинал по изображению


























Пример 4.20. Решить задачу Коши ўўў + ў =x x t, x x x( ) , ( ) , ( )0 0 0 1 0 0= ў = - ўў = 
.
Решение
Пусть x t X p( ) ( )ё . Применяя к данному уравнению преобразование 
Лапласа и учитывая начальные условия, получим операторное урав-
нение











( ) ( ) ( ) .+ + = Ю =
-
+( )
Для восстановления оригинала x t( ) преобразуем
 X p p
p p
p p






















2 3 3 2 2
Пользуясь свойствами и таблицей преобразования Лапласа, по-
лучим
 X p























t t sin .t
Пример 4.21. Решить задачу Коши
 ўў + =x x f t9 ( ), x x( ) , ( ) ,0 0 0 1= ў =
если функция f t( ) задана графиком (рис. 4.6).
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Решение
Пусть x t X p( ) ( ).ё  Тогда
                ўў + ё - +x x p X p X p9 1 92 ( ) ( ).
Найдем изображение функции f t( ):
                 f t t t t t( ) ( ) ( ), ,= -( ) + -( ) =[ ] [ ]1 31 2 2 3h h
                    
= -( ) - - -( ) - +
+ -( ) - - -( ) - =
t t t t
t t t t
1 1 1 2
3 2 3 3
h h
h h
( ) ( )
( ) ( )










2h h h( ) ( ) ( )
3p.
Перейдем от оригиналов к изображениям:











( ) ( ) .- + = - +- - -
В таком случае
 X p p
p p p










































Учитывая запаздывание оригинала, получим











3 1 1h h











3 2 2( ) sin ( )t t th











3 3 3( ) sin ( ) .t t th
Пример 4.22. Решить задачу Коши  ўў + ў =
+




t( ) ( ) 1
, x x( ) , ( ) .0 0 0 0= ў =
Решение
Для решения задачи воспользуемся формулой Дюамеля.
Рис. 4.6
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Рассмотрим вспомогательное уравнение ўў + ў = x t x t( ) ( ) 1 при 
 x x( ) , ( ) .0 0 0 0= ў =














  ( ) ( ) ( ) .+ = Ю =
+( )








































, x( )0 0= , ў = - -x t e t( ) 1 , по-
лучим
 x t x f t x f t d e e
e
t t t
t( ) ( ) ( ) ( ) ( )) ( )
( )






t t t t
t
t t t) d t u= - = =





= + -- -
-




















 = + - - - + + -- - -ln( ) ln ( ln( )) ln .1 2 1 2e e e e e et t t t t t
Окончательно имеем x t e e e et t t t( ) ln( ) ln .= +( ) + - +( ) + -- - -1 1 1 2 1
Пример 4.23. Решить задачу Коши для системы дифференциаль-
ных уравнений
 
ў - ў - + = -




x y x y t
x y x




 x y x( ) , ( ) , ( ) .0 0 0 0 0 0= = ў =
Решение
Пусть x t X p( ) ( )ё , y t Y p( ) ( )ё . Перейдем от оригиналов к изображе-
ниям:
 
pX p pY p X p Y p
p p
p X p pY p X p
( ) ( ) ( ) ( ) ;
( ) ( ) ( ) .
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Решая эту систему линейных алгебраических уравнений относи-




Y p X p
p













ё - , получим
 X p
p p
e d te e
t
t t( ) .=
+( )





Поскольку Y p X p
p
( ) ( )= -
1
2 , то y t x t t te e t
t t( ) ( )= - = - - -- -2 2 2 .
Окончательно имеем
 
x t te e














Пример 4.24. Решить задачу Коши для системы дифференциаль-
ных уравнений
 
ўў + ў =
ўў + ў = = = - = ў = -
x y t
y z t x y z x
2
2 0 0 0 1 0 0 0 1
sin ;









( ) , ( ) ;
,
0 0 0 1
0
Решение
Пусть x t X p( ) ( )ё , y t Y p( ) ( )ё  и z t Z p( ) ( )ё . Перейдем от оригиналов 
к изображениям
 
p X p pY p
p
p Y p p pZ p
p
p












( ) ( ) ;
( ) ( ) ;
( ) ( )















Решая эту систему линейных алгебраических уравнений относи-
тельно изображений X p( ), Y p( ) и Z p( ) (например, по формулам Кра-
мера), получим
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( ) sin ;
( ) cos ;









Сведем все основные свойства преобразования и основные ориги-
налы и изображения в таблицы.
Основные свойства преобразования Лапласа
Оригинал Изображение
Преобразование Лапласа





a bf t g t( )+ ( ) a bF p G p( )+ ( )
Смещение в области изображения
e f tta Ч ( ) F p( )-a
Смещение в области оригинала












Изображение периодического оригинала (T — период)
f t( )












ўf t( ) pF p f( ) ( )- 0
f tn( )( ) p F p p f p f pf f











4.3. Решение дифференциальных уравнений и систем операционным методом
Оригинал Изображение
Дифференцирование изображения











































-( ) +a 1
e sina bt t
b
a bp -( ) +2 2
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Упражнения для самостоятельной подготовки  
к главе 4
1. Найти оригинал по данному изображению:





















 в) F p p p
p p p
( ) = + -






 г) F p p
p p p





2. Решить задачу Коши:
 а) ўў - ў- = ( ) = ў( ) =x x x e x xt2 3 0 1 5 0 04 , / , ;
 б) ўў - = - ( ) = ў( ) =x x e t x xt2 0 2 0 02, , ;
 в) ўў + = - ( ) = ў( ) =x x t x x9 18 3 0 2 0 6cos , , ;
 г) ўў - = - + ( ) = - ў( ) =x x t t x x3 7 9 0 15 0 92 , , .





























































4. Решить задачу Коши 
ўў( ) + ( )= ( )





x t x t f t
x x
4
0 1 0 0
;
, .
 График функции f t( ) 
изображен на рис. 4.7.
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Упражнения для самостоятельной подготовки к главе 4 
Рис. 4.7
5. Решить систему дифференциальных уравнений
 
ў = - -
ў = + +






x x y z
y x y z








x x t y y t z z t
x y z
= ( ) = ( ) = ( )
( ) = ( ) = ( ) = -
, , ;
, , .0 0 0 3 0 2
6. С помощью формулы Дюамеля решить дифференциальное урав-
нение






, где x x0 0 0( ) = ў( ) = .
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Глава 5.  
РЯДЫ И ПРЕОБРАЗОВАНИЕ ФУРЬЕ
5.1. Ряды Фурье
П ри изучении колебательных и периодических процессов, в за-дачах цифровой обработки сигналов и спектрального анализа широко применяются ряды Фурье. Также ряды Фурье могут 
быть использованы для решения обыкновенных дифференциальных 
уравнений и дифференциальных уравнений в частных производных, 
в задачах интерполяции и аппроксимации и др.
Периодическая функция и ее свойства
Периодические процессы и явления, часто встречающиеся в при-
роде, технике, описываются периодическими функциями.
Функция f (t), определенная на (–∞; +∞), называется периодической 
с периодом Т или T-периодической, если
 $ T № 0 "t О (–∞; +∞)  f (t + T) = f (t).
Сформулируем некоторые свойства периодических функций:
1. Если f (t) — T-периодическая функция, то "n О ℕ  f (t + nT) = f (t), 
т. е. nT — период функции f (t). Таким образом, периодическая функ-
ция имеет бесконечное множество периодов.
Наименьшее положительное число T из множества всех периодов 
функции f (t) называется основным периодом.
2. Если f (t) — T-периодическая функция, то f (at) — также перио-
дическая функция с периодом T
a
a №( )0 .
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3. Если f (t) и g(t) — T-периодические функции, то f (t) ± g(t) 
и f (t) · g(t) — T-периодические функции.
4. Если T-периодическая функция f (t) интегрируема на любом от-
резке конечной длины, то





( ) = ( ) "( )
+ +
т т , .
Гармоники и их свойства
Простейшими периодическими функциями являются простые гармо-
ники или простые гармонические колебания вида y(t) = Asin(wt + j), где 
A, w, jОℝ, t — независимая переменная (время). Путем сдвига на  w
p2
 рад 
из данной гармоники получается гармоника y(t) = Acos(wt + j) 
[5, c. 330]. В механике такие функции встречаются при описании про-
стых гармонических колебаний точки; в этом случае y — отклонение 
точки от положения равновесия в текущий момент времени t; A — ам-
плитуда колебаний; w — круговая (циклическая) частота; j — началь-
ная фаза; период гармонических колебаний равен T = 2p
w
.
Преобразуем простую гармонику к следующему виду:
 y(t) =Asin(wt + j) =Asinwt · cosj + Acoswt · sinj = acoswt + bsinwt,
где a = Asinj, b = Acosj.
Справедливо и обратное: выражение y(t) = acoswt + bsinwt всегда 
можно записать в виде y(t) = Asin(wt + j). Для этого достаточно по-
ложить








 или tgj = a
b
.
При сложении двух простых гармоник одинаковой частоты w по-
лучится простая гармоника такой же частоты.
При наложении (сложении) нескольких простых гармоник с раз-
ными частотами получается сложная гармоника (сложное гармониче-
ское колебание). Например, y(t) = A1sin(w1t + j1) + A2sin(w2t + j2), где 
w1 № w2 — сложная гармоника. Если $ m, n О ℕ: mT1 = nT2 = T (т. е. пе-
риоды и частоты простых гармоник соизмеримы), то указанная слож-
















= = Ю = = Ю = = = Ю =
w
w








Если частоты простых гармоник не соизмеримы, то их сумма не яв-
ляется периодической функцией.
В дальнейшем будем рассматривать суммы гармоник с кратными 
(а значит и соизмеримыми) периодами вида
 y t a a n t b n tn n
n
k




cos sin .w w
Условия разложимости функции  
в тригонометрический ряд Фурье
Функциональный ряд вида











е еcos sinw w
называется тригонометрическим рядом.
Постоянные числа a0, an и bn (nОℕ) называются коэффициентами три-
гонометрического ряда. Все члены этого ряда — простые гармоники 
с соизмеримыми частотами; общий период всех гармоник Т равен 2p
w
.




Необходимые условия разложения функции в тригонометрический ряд.
Если функция f (x) интегрируема на [–l; l] и разлагается в тригоно-
метрический ряд, т. е. является его суммой,











cos sin ,w w   (5.1)
причем допустимо почленное интегрирование этого ряда и рядов, по-
лучающихся из него умножением на cos nwx и sin nwx, nОℕ, то:
1) f (x) — 2p
w
-периодическая функция;
2) коэффициенты тригонометрического ряда a0, an и bn (nОℕ) нахо-






f x dx a
l
f x n xdx
b
l



























Коэффициенты a0, an и bn определяемые по формулам (5.2), назы-
ваются коэффициентами Фурье функции f (x), а тригонометрический 
ряд (5.1) — ее рядом Фурье.
Теорема дает необходимые, но не достаточные условия разложимо-
сти функции в ряд Фурье. Ряд Фурье функции f (x) с коэффициентами, 
вычисленными по формулам (5.2), может сходиться на (–∞; +∞) к  f (x), 
может сходиться на (–∞; +∞), но не к  f (x), может быть расходящимся. 
Сформулируем достаточные условия разложимости функции в ряд Фурье.
Теорема Дирихле (достаточные условия разложения функции в три-
гонометрический ряд). Если 2l-периодическая функция f (x) является 
кусочно-монотонной и имеет не более чем конечное число точек раз-
рыва (первого рода) на отрезке [–l; l], то:
1) ряд Фурье, построенный для этой функции, сходится на (–∞; +∞);
2) сумма ряда Фурье S(x) равна значению функции f (x) в точках 
непрерывности;
3) в каждой точке x0 разрыва функции f (x) сумма ряда S(x) равна 
среднему арифметическому пределов функции f (x) слева и справа, т. е.
 S x




( ) = -( ) + +( ) ,
в этом случае говорят, что ряд Фурье сходится к функции f (x) почти 
всюду, и пишут













cos sin .w w
Заметим, что если функция удовлетворяет условиям теоремы Ди-
рихле, то ряд Фурье этой функции можно почленно интегрировать.
Иногда удобно вычислять интегралы в формулах (5.2) не по отрез-
ку [–l; l], а по другому промежутку длиной 2l (в силу свойства перио-
дических функций). Например, если задана 2l-периодическая функ-
ция f (x), x О [0; 2l], T = 2l, то
 a
l
f x dx a
l
f x n xdx b
l













= ( ) = ( ) = ( )т т; cos ; sinw wт .
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При вычислении коэффициентов Фурье полезно помнить следу-
ющие равенства:
 sin ;pn = 0  cos ;pn n= -( )1  sin ;2 0pn =  cos ;2 1pn =
 sin
, , , ,...;
, , , ,...;
pn n m m
n m m
m2
0 2 0 1 2
1 2 1 0 1 2
=
= =





 cos , , , ,...;
, , , ,....




1 2 0 1 2
0 2 1 0 1 2
=






Пример 5.1. Разложить в ряд Фурье 2p-периодическую функцию 
f (x), если f (x) = x, x О (–p; p]. Построить график суммы ряда.
Решение
Функция f (x) удовлетворяет условиям теоремы Дирихле, следова-
тельно, разложима в ряд Фурье (5.1).
Период функции равен T = 2p, поэтому l T= =
2






















f x n xdx x nxdx
u x du dx
dv nxdxn l
l

















































f x n xdx x nxdx
u x du dx
dv nxdxn l
l



















































= -( ) +1 21n
n
.
Получим разложение функции f (x) в ряд Фурье
















 f x x x x nx
n

















Точки разрыва функции f (x) — точки xn = pn (n О ℤ\{0}). Сумма ряда 
в них составит
 S x nn( ) =
- +
= О { }( )p p
2
0 0 \ .
Построим график суммы ряда Фурье (рис. 5.1).
Рис. 5.1
Пример 5.2. Разложить в ряд Фурье 2p-периодическую функцию 
f (x), если f (x) = x, x О (0; 2p]. Построить график суммы ряда.
Решение
Функция f (x) удовлетворяет условиям теоремы Дирихле, следова-
тельно, разложима в ряд Фурье (5.1).
Период функции равен T = 2p, поэтому l T= =
2

















 a x nxdx






















































nsin cos cos cos ;
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 b x nxdx





























































sin sin sin .0
2( ) = -
n














Точки разрыва функции f (x) — точки xn = 2pn (n О ℤ). Сумма ряда 
в них будет
 S x nn( ) =
+




Построим график суммы ряда Фурье (рис. 5.2).
Рис. 5.2
Пример 5.3. Разложить в ряд Фурье 2p-периодическую функцию 
f (x), если f (x) = eax, x О (-p; p], a > 0. Построить график суммы ряда.
Решение
Функция f (x) удовлетворяет условиям теоремы Дирихле, следова-
тельно, разложима в ряд Фурье (5.1).
Период функции равен T = 2p, поэтому l T= =
2










aax ax a a0
1 1 1 2
= = = -( ) =
-
-
-тp p p p pp
p
p
p p p sh ;
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e nx a e nxdxax ax+ -( ) =т2 cos cos
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e nx e nxax ax axsin sin cos .2 2
Получим разложение функции f (x) в ряд Фурье:































 f x a
a a n
a nx n nx
n
n






















Точки разрыва функции f (x) — точки xn = pn (n О ℤ\{0}). Сумма ряда 
в них составит
 S x e e a nn
a a




0ch  \ .
Построим график суммы ряда Фурье (рис. 5.3).
Рис. 5.3
Разложение в ряд Фурье четных и нечетных функций
По свойствам определенных интегралов если f (x) — нечетная функ-
ция, то






если f (x) — четная функция, то
 f x dx f x dx
a
a a







Пусть 2l-периодическая функция f (x) нечетная на [–l; l], тогда функ-
ция f (x) cos nwx нечетная на [–l; l], а функция f (x) sin nwx четная 
на [–l; l], где w p=
l
.
В таком случае коэффициенты ряда Фурье вычисляются следую-
щим образом (в предположении, что f (x) удовлетворяет условиям Ди-
рихле на [–l; l]):
 a n a b
l












чт; ; sin . w w
p   (5.3)
Таким образом, ряд Фурье для нечетной функции содержит толь-
ко синусы:










Пусть 2l-периодическая функция f (x) четная на [–l; l], тогда функ-
ция f (x) cos nwx четная на [–l; l], а функция f (x) sin nwx нечетная 
на [–l; l], где w p=
l
.
В таком случае коэффициенты ряда Фурье вычисляются следую-
щим образом (в предположении, что f (x) удовлетворяет условиям Ди-
рихле на [–l; l]):
     a
l
f x dx n a
l













чт т; cos ; w w
p   (5.5)
и ряд Фурье для четной функции содержит только косинусы:
 f x a a n xn
n







cos .w   (5.6)
Ряды (5.4) и (5.6) называются неполными тригонометрическими ря-
дами, или рядами по синусам и косинусам кратных дуг соответственно.
Пример 5.4. Разложить в ряд Фурье f (x) = x, x О [–2; 2], T = 4. По-
строить график суммы ряда.
Решение
Функция f (x) = x удовлетворяет условиям теоремы Дирихле и яв-
ляется нечетной, следовательно, она разложима в ряд Фурье (5.4). Вос-
пользуемся формулами (5.3), учитывая, что T = 4 и l T= =
2
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Получим
 a n an0 0 0= " О =; ;
 b
l
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Точки разрыва функции f (x) — точки xn = 2 (2n + 1) (n О ℤ). Сумма 
ряда в них будет S(xn) = 0.
Построим график суммы ряда Фурье (рис. 5.4).
Рис. 5.4
Пример 5.5. Разложить в ряд Фурье f (x) = | x |, x О [–1; 1], T = 2. По-
строить график суммы ряда.
Решение
Функция f (x) =| x | удовлетворяет условиям теоремы Дирихле и яв-
ляется четной, следовательно, она разложима в ряд Фурье (5.6). Вос-
пользуемся формулами (5.4), учитывая, что T = 2 и l T= =
2
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Функция f (x) непрерывна "x О (–∞; +∞).
Построим график суммы ряда Фурье (рис. 5.5).
Рис. 5.5
Разложение в ряд Фурье функции,  
заданной на отрезке и полуинтервале
На практике часто возникает необходимость разложения в ряд Фу-
рье непериодической функции.
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Пусть на некотором отрезке [a; b] задана непериодическая, кусочно-
монотонная и ограниченная функция f (x). Построим 2l-периодическую 
функцию f *(x) с периодом 2l = b – a, совпадающую с функцией f (x) 
на [a; b), полагая f *(b) = f *(a) (рис. 5.6).
Рис. 5.6
Вычислим коэффициенты Фурье функции f *(x) и запишем ее раз-
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cos sin ; .w w
Если функция f (x) задана на отрезке [0; l] и удовлетворяет услови-
ям Дирихле, то ее можно продолжить периодически с периодом T = l, 
как было указано выше, и ряд Фурье для f (x) будет иметь вид (5.1).
Функцию f (x) можно доопределить на [–l; 0) с помощью некото-
рой функции g(x) так, чтобы функция j x
g x x l
f x x l
( ) =
( ) О -[ )












воряла условиям Дирихле на [-l; l], и, продолжив функцию j(x) пери-
одически с периодом T = 2l на всю числовую ось, разложить ее в ряд 
Фурье, причем сумма этого ряда будет совпадать с f (x) на (0; l).
В частности, функцию f (x) можно продолжить на [–l; 0) четным 
образом, тогда ряд Фурье для f (x) будет содержать только косинусы 
и иметь вид (5.6); либо нечетным образом, тогда ряд Фурье для f (x) 
будет содержать только синусы и иметь вид (5.4).
Пример 5.6. Функцию f (x) = x разложить в интервале (0; p) в непол-
ный ряд Фурье: а) по синусам кратных дуг; б) по косинусам кратных 





+ + + ....
Решение
а) По синусам кратных дуг.
Доопределим функцию f (x) на [-p; 0] нечетным образом и восполь-
зуемся формулами (5.3), (5.4). Учитывая, что T = 2p и l T= =
2
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В таком случае разложение функции f (x) в ряд Фурье имеет вид














Точки разрыва функции f (x) — точки xn = pn (n О ℤ\{0}). Сумма ряда 
в них составит S(xn) = 0.
Построим график суммы ряда Фурье (рис. 5.7).
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Рис. 5.7
б) По косинусам кратных дуг.
Доопределим функцию f (x) на [-p; 0] четным образом и восполь-
зуемся формулами (5.5), (5.6). Учитывая, что T = 2p и l T= =
2
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Построим график суммы ряда Фурье (рис. 5.8).
Рис. 5.8




+ + + ..., воспользуемся раз-
ложением функции f (x) в ряд Фурье по косинусам (5.7) и найдем зна-
чение функции f (x) = x и суммы ряда Фурье в точке x = 0.
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Комплексная форма тригонометрического ряда Фурье
Пусть f (x) — 2l-периодическая функция, удовлетворяющая ус-
ловиям разложимости Дирихле, тогда справедливы формулы (5.1), 
(5.2), т. е.
 f x a a n x b n xn n
n







cos sin ,w w
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f x dx a
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f x n xdx b
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2 2
Получим
 a n x b n x a e e b e e
in n n
i n x i n x
n
i n x i n x
cos sinw w












 c a0 02
= ; c a ibn n n=
-
2




Заметим, что c сn n- = . С учетом формул (5.2) получим
 c
l
f x n xdx i
l



























f x n x i n x dx
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cos sin ;w w w 
 c
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f x n xdx i
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f x n x i n x dx
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cos sinw w w  .
Таким образом,
   c
l
f x dx c
l




























т О( ) .
Формулы для комплексных коэффициентов c0, cn и c-n тригономе-
трического ряда Фурье можно заменить одной формулой:
 c
l










 .  (5.9)
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В таком случае ряд Фурье примет следующий вид:
 f x c c e c en i n x n i n x
n



















е е= = -( )w w
1 1
.
Окончательно тригонометрический ряд Фурье в комплексной фор-
ме примет вид







w .  (5.10)
Функция c en i n xw  называется комплексной гармоникой, а величина cn — 
комплексной амплитудой n-й гармоники.
Пример 5.7. Разложить 2p-периодическую функцию f (x), заданную 
на [-p; p) соотношением f (x) = ex, в ряд Фурье в комплексной форме.
Решение
Функция f (x) удовлетворяет условиям разложимости в ряд Фурье. 
Воспользуемся формулами (5.9) и (5.10), учитывая, что T = 2p и l T= =
2
p, 
а w p= =
l
1. Получим
 c e e dx e dx
in
en
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В точках разрыва функции сумма ряда будет
 S x e e nn( ) =
-




0sh  \ .
Перейдем от комплексной формы (5.11) ряда Фурье к действитель-
ной, воспользовавшись формулами (5.8), тогда
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Пусть функция f (x) представлена тригонометрическим рядом Фу-
рье в комплексной форме (5.10).
Последовательность комплексных коэффициентов Фурье (5.9) функ-
ции f (x) называется спектральной последовательностью (комплексным 
частотным спектром) периодической функции f (x).
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Амплитудным частотным спектром функции f (x) называется после-
довательность An n{ } =-Ґ
+Ґ , где
 A c a ib a b nn n n n n n= =
-






Фазовым частотным спектром функции f (x) называется последова-
тельность jn n{ } =-Ґ
+Ґ , где










n= = - = О( )arg , sin , cos .
Сформулируем некоторые свойства частотных спектров периоди-
ческой функции:
амплитудный частотный спектр —
1) дискретный;
2) неотрицательный, т. к. A cn n= і 0;
3) симметричный относительно прямой w = 0, т. к. " Оn  c сn n- =  
Ю =-A An n;
4) при n ® ∞ значения амплитуд An ® 0, т. е. амплитудный частотный 
спектр обладает свойством асимптотичности по отношению к оси w;
фазовый частотный спектр —
1) дискретный;
2) принимает как положительные, так и отрицательные значения;
3) симметричный относительно точки w = 0 на оси w, т. к. " Оn  
arg arg ;c cn n- =
4) ограничен, т. к. " Оn   - Ј Јp parg .cn
Пример 5.8. Построить частотные спектры 2p-периодической функ-
ции f (x), заданной на [- p; p) с помощью соотношения f (x) = ex.
Решение
В примере 5.7 для данной функции было получено следующее раз-
















































































Построим его график, вычислив предварительно несколько значе-
ний амплитуд:
 







































О( ); ... .
По оси абсцисс отложим круговую частоту w, по оси ординат — ам-
плитуду А; учтем, что " О =-n A An n  и wn = nw. Получим график 
(рис. 5.9).
Рис. 5.9
Найдем фазовый частотный спектр.
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По оси абсцисс отложим круговую частоту w, по оси ординат — ча-




Представление непериодической функции  
в виде интеграла Фурье
Для разложения функции f (x) в ряд Фурье по формулам (5.1), (5.2) 
и (5.9), (5.10) необходимо, чтобы она была периодической на всей чис-
ловой оси. Для представления функции, заданной на интервале (–l; l), 
в виде ряда Фурье на этом интервале, ее следует периодически про-
должить с периодом T = 2l за пределы интервала и рассмотреть задачу 
о разложении в ряд Фурье периодической функции. Для непериодиче-
ской функции f (x), x О (-∞; +∞) указанные формулы не применимы.
Проведем ряд рассуждений на эмпирическом уровне. Пусть непе-
риодическая функция f (x), x О (-∞; +∞) удовлетворяет следующим 
условиям (*):
1) f (x) абсолютно интегрируема на (-∞; +∞), т. е. f (x) О 1 (-∞; +∞);
2) для любого числа l > 0 функция f (x) на [-l; l) удовлетворяет до-
статочным условиям разложимости в ряд Фурье.
Рассмотрим функцию f (x) на [-l; l] и разложим в ряд Фурье ее 
2l-периодическое продолжение:
 f x c e
l
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n D , где w w w w w pn n n nn l
= = - =+; .D 1
Предположим, что указанное равенство сохраняется при l®∞, зна-
чения интеграла
 f e di xx x w ww x( ) = ( ) О -Ґ +Ґ( )-( )
-Ґ
+Ґ
т F , ;
и при l ® ∞ получаем приближенное равенство



























Будем рассматривать получившееся выражение как интегральную 
сумму функции 1
2p























Теорема 5.1. Если непериодическая функция f (x), x О (-∞; +∞) удов-
летворяет условиям (*), то имеет место равенство















x x ww x , ; .  (5.12)
Формула (5.12) называется интегральной формулой Фурье функции 
f (x), а ее правая часть — интегралом Фурье функции f (x).
Преобразуем формулу (5.12) к виду















x x wwx w , ; .  (5.13)
Функция F f e diw
p






 называется спектральной функци-
ей, или спектральной плотностью функции f (x).
Замечания.
1. В различных источниках спектральная функция и интеграл Фурье 
могут отличаться выбором коэффициента перед интегралом и знаком 
«-» в показателе экспоненты, но все свойства сохраняются.
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2. Внешний интеграл в формуле (5.13) вычисляется в смысле глав-
ного значения, т. е.











т тlim , .0
3. Интеграл Фурье имеет значение f (x), если х — точка непрерыв-
ности функции f (x), и имеет значение 
f x f x-( ) + +( )0 0
2
, если х — точ-
ка разрыва функции f (x).
4. Интегральная формула Фурье может быть записана и для функ-
ций вида f1(x) + i f2(x), если f1 (x) и f2(x) удовлетворяют условиям (*).
Проведем аналогию между тригонометрическим рядом Фурье и ин-
тегралом Фурье, результат сведем в таблицу:
Тригонометрический ряд Фурье Интеграл Фурье
f (x) — 2l-периодическая функция, 
x О (-∞; +∞)
f (x) — непериодическая функция, 
x О (-∞; +∞)
Частота wn = nw дискретная перемен-
ная, принимает значения 
0
2





Частота w непрерывная переменная, 
принимает значения от -∞ до +∞








w  — функциональный 
ряд

















x xw x , n О ℤ — число F f e d
iw
p






, w О (-∞; +∞) — 
функция
cn n{ } =-Ґ
+Ґ  — комплексный частотный 
спектр функции f (x)
F w( ) — комплекснозначная спектраль-
ная функция функции f (x)
f (x) — сложение бесконечного счетного 
множества гармоник c en i xnw
f (x) — представление в виде суммы 
бесконечного множества независимых 
колебаний F ei xw w( )  с частотами 
w О (-∞; +∞), происходящих одновре-
менно
Частотные спектры непериодических функций
Действительно-значные функции A(w) = |F(w)|, j(w) = arg F(w), 
w О (-∞; +∞) называются амплитудной и фазовой спектральными функ-
циями (характеристиками) непериодической функции f (x) или ампли-
тудными и фазовыми частотными спектрами функции f (x).
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Сформулируем некоторые свойства частотных спектров неперио-
дической функции:
1. Амплитудный спектр симметричен:
 "w A(w) = |F(w)| = |F(-w)| = A(-w), —
т. е. спектральная функция четная.
2. Амплитудный спектр асимптотичен при w ® ∞ по отношению 





( ) = ( ) =A F 0.
3. Если j(w) = arg F(w) (главное значение аргумента F(w)), то фазо-
вый частотный спектр ограничен и функция j(w) нечетная.
Пример 5.9. Функцию f t e t
t
t













лом Фурье. Найти и построить ее спектры.
Решение
Функция f (t) обладает следующими свойствами:
1) абсолютно интегрируема на (-∞; +∞), т. к.













-т т a a aa a0 0
01 1lim lim ) = 1
a
;
2) кусочно-гладкая на любом промежутке вида [-l; l), l > 0.
Следовательно, она может быть представлена интегралом Фурье:




w , F f e diw
p






















































Получим интеграл Фурье функции

















Найдем и построим амплитудный и фазовый частотные спектры. 
































22 2 2 2 2 2
.
Получаем амплитудный частотный спектр (рис. 5.11)
 A Fw w
p a w






и фазовый частотный спектр (рис. 5.12)
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Действительная форма интеграла Фурье  
для действительно-значной непериодической функции
Если непериодическая функция f (x) действительно-значная, то ин-
теграл Фурье этой функции можно записать в действительной фор-
ме. Преобразуем формулу (5.12), воспользовавшись для этого форму-
лой Эйлера:
   
f x d f e d
e
i x








w x xw x w x)
-Ґ
+










= ( ) -( )
cos sin
cos
w x w x
p
w x w x x
x i x











тт тт+ ( ) -( )
i
d f x d
2p
w x w x xsin .
Поскольку функция sin w(x-x) нечетная по w, то и интеграл 
f x dx w x x( ) -( )
-Ґ
+Ґ
т sin  — нечетная по w  функция, тогда интеграл 





тт sin , вычисленный в смысле главного значения, 
равен нулю; в силу четности по w функции cos w(x-x) и интеграла 
f x dx w x x( ) -( )
-Ґ
+Ґ
т cos  получим






w x w x xcos






w x w wx w wx xd f x x dcos cos sin sin














w x wx x w x wx xcos cos sin sinx f d x f d dw.
Введем обозначения:
 a f dw
p





cos ; b f dw
p





sin  —  (5.14)
и получим следующее представление функции f (x) интегралом Фурье 
в действительной форме:
 f x a x b x d( ) = ( ) + ( )( )
+Ґ





Пример 5.10. Функцию f t e t
t
t













гралом Фурье в действительной форме.
Решение
Преобразуем результат, полученный в предыдущем примере.
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Таким образом, интеграл Фурье в действительной форме данной 
функции имеет вид
 f t t t d t( ) = +
+











Пример 5.11. Функцию f t
t
t t











 представить интегралом 
Фурье в действительной форме и перейти к комплексной форме.
Решение
Функция f (t) удовлетворяет условиям разложимости в интеграл Фу-
рье. Воспользуемся формулами (5.14), (5.15). Получим
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 f t a t b t d( ) = ( ) + ( )( ) =
+Ґ
тПВ w w w w wcos sin
0





























































































Таким образом, представление исходной функции интегралом Фу-
рье в действительной форме имеет следующий вид:













wsin cos , ; .
Перейдем к комплексной форме интеграла Фурье, используя свой-




























































































Получим интеграл Фурье в комплексной форме
 f t e d t
i t


















sin , ; .
Интегральная формула Фурье для четных и нечетных 
непериодических функций
Если функция f (x) четная, то согласно формулам (5.14)
 a f dw
p





cos ; b w( ) = 0.
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В таком случае интегральная формула Фурье для четной неперио-
дической функции f (x) принимает следующий вид:












x wx x w wcos cos , ; .
Для нечетной функции f (x) согласно формулам (5.14)
 a w( ) = 0; b f dw
p






и интегральная формула Фурье для нечетной непериодической функ-
ции f (x) имеет вид












x wx x w wsin sin , ; .














 представить интегралом Фу-
рье; рассмотреть интегральную формулу Фурье при t = 0.
Решение
Функция f (t) удовлетворяет условиям разложимости в интеграл Фу-
рье и является четной на (-∞; +∞).















x wx x w w
p






















w w wsin cos sin cos ;t d t d
Таким образом, интеграл Фурье заданной функции имеет вид






w w wsin cos , ; .
Рассмотрим интегральную формулу при t = 0. С одной стороны, 
f (0) = 1, с другой стороны, согласно интегральной формуле Фурье
 f d d0 2 1 0 2 1
0 0
( ) = =
+Ґ +Ґ
т тp w w w p w w wsin cos sin .
170
Глава 5. РЯДЫ И ПРЕОБРАЗОВАНИЕ ФУРЬЕ 
Таким образом,






sin sin .d d
+Ґ +Ґ
т т= Ю =
Если функция f (x) определена на [0; +∞) и удовлетворяет услови-
ям (*), то ее можно доопределить на (-∞; 0) так, чтобы она удовлетво-
ряла условиям разложения в интеграл Фурье на (-∞; +∞), например, 
четным или нечетным образом. При четном продолжении функции, 
непрерывность в точке t = 0 сохраняется, при нечетном — может быть 
нарушена.
Пример 5.13. Функцию f t e t( ) = -a , a > 0, t О [0, +∞), представить ин-
тегралом Фурье, продолжив ее на (-∞; 0) четным и нечетным обра-
зом.
Решение
Заметим, что в примерах 5.9, 5.10 был рассмотрен случай нулевого 
продолжения заданной функции на (-∞; 0) и получен интеграл Фу-
рье в комплексной и действительной формах.
Рассмотрим четное продолжение функции на (-∞; 0):












Интеграл найдем, применив дважды формулу интегрирования 
по частям:
 e d




























 = + =
























































wx xsin cos cos




















 e d e e-
-













































2 2sin cos .
И интеграл Фурье при четном продолжении функции принимает вид



















Из последнего равенства выразим интеграл Лапласа











= О +Ґ[ ) >
+Ґ
-т
При нечетном продолжении функции, проделав аналогичные вы-
кладки, согласно формулам (5.14) получим интеграл Фурье




















, , , .
t








Понятие о преобразовании Фурье
Пусть непериодическая функция f (x) удовлетворяет условиям раз-
ложения в интеграл Фурье и выполнены равенства
 F f e diw
p






, ; ;  (5.16)
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w , ; .  (5.17)
В таком случае операция, которая функцию f (x) преобразует в функ-
цию F(w) по формуле (5.16), называется прямым преобразованием Фу-
рье (ППФ) и обозначается F f xw( ) = ( )йл щы  или f (x) -: F(w); операция, 
переводящая функцию F(w) в функцию f (x) по формуле (5.17), назы-
вается обратным преобразованием Фурье (ОПФ) и обозначается 
f x F( ) = ( )йл щы- 1 w , или F(w) -: f (x).
Функции, допускающие ППФ, называются оригиналами по Фурье, 
а функции, которые получаются в результате ППФ, — изображения-
ми по Фурье; ОПФ позволяет восстановить оригинал по изображению 
(с точностью до множества меры нуль).
ППФ и ОПФ можно рассматривать, используя задание функции f (x) 
только на (0, +∞) и четное или нечетное ее продолжение на (-∞; 0). 
В этом случае функция
 F f dc w p







называется прямым косинус-преобразованием Фурье функции f (x);
функция




w w wcos , ;
— обратным косинус-преобразованием Фурье функции Fc(w);
функция
 F f ds w p







— прямым синус-преобразованием Фурье функции f (x);
функция




w w wsin , ;
— обратным синус-преобразованием Фурье функции Fs(w).
Пример 5.14. Найти Fc(w) и Fs(w) для f t e t( ) = -a , a > 0, t О (0, +∞).
Решение
В примере 5.13 получили
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В таком случае с учетом формул обратного косинус-преобразова-












В случае четной или нечетной функции, для ППФ и прямых коси-
нус-преобразования и синус-преобразования справедливы следую-
щие утверждения.
Утверждение 1.
Если f (x) четная функция на (-∞; +∞); f (x) -: F(w) на (-∞; +∞); 
f (x) -: Fc(w) на (0; +∞), то F(w) = 2Fc(w).
Утверждение 2.
Если f (x) нечетная функция на (-∞; +∞); f (x) -: F(w) на (-∞; +∞); 
f (x) -: Fs(w) на (0; +∞), то F(w) = –2i Fs(w).



















Заметим, что данная функция нечетная, следовательно,
 F(w) = –2i Fs(w),








 F iw w
a w




Рассмотрим несколько примеров нахождения изображений по Фу-
рье функций, часто встречающихся в задачах радио- и электротех-
ники.
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Пример 5.16. Найти изображение по Фурье для f t e t( ) = -0 5 2, , 
t О (–∞, +∞).
Решение
























0 5 0 5 22
2
, ,
 = =- +( ) -
-Ґ
+Ґ








0 5 0 5 0 5 0 5












Заметим, что функция f t e t( ) = -0 5 2,  и ее изображение по Фурье 
F ew
p
w( ) = -1
2
0 5 2,  совпадают с точностью до постоянного множителя.














































называется функцией отсчетов (рис. 5.14).
Рис. 5.14
Заметим, что функция отсчетов четная; ее график пересекает ось Ot 

















Пример 5.17. Найти изображение по Фурье стробирующей функ-
ции и функции отсчетов.
Решение
Воспользуемся формулой (5.16)































































С учетом формулы (5.17) получим









ч О -Ґ +Ґ( )
-Ґ
+Ґ
тПВ 2 2 , ; .
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С учетом формулы (5.17) получим











ч = ( ) О -Ґ +Ґ( )
-Ґ
+Ґ
тПВ , ; .
Таким образом, стробирующая функция и функция отсчетов вза-
имообратимые.
Свойства преобразования Фурье
Теорема 5.2 (о линейности преобразования Фурье). Если f1(t) -: F1(w) 
и f2(t) -: F2(w), то "a, b справедливо a f1(t) + b f2(t) -: a F1(w) + b F2(w).
Можно показать, что ППФ и ОПФ — линейные пространства. ППФ 
осуществляет переход из пространства оригиналов в пространство изо-
бражений.
Теорема 5.3 (свойство симметрии ППФ и ОПФ). Если f (t) -: F(w), 
то F(t) -: 2p f (-w).












Теорема 5.5 (о дифференцировании оригинала). Если f (t), f ў(t) — ори-
гиналы и f (t) -: F(w), то f ў(t) -: iw·F(w), т. е. дифференцирование ори-
гинала сводится к умножению его изображения на множитель iw.
Таким образом, дифференциальное уравнение в пространстве ори-
гиналов перейдет в алгебраическое уравнение в пространстве изобра-
жений.
Следствие. Если функции f (t), f ў(t), …, f (k) (t) (k і 1) абсолютно ин-
тегрируемы на (-∞; +∞), то  f t i f tk k( ) ( )йл щы = ( ) ( )йл щыw .
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Пример 5.18. Найти изображение по Фурье для f t te t( ) = -0 5 2, , 
t О (–∞, +∞).
Решение
В примере 5.16 для функции f t e tt( ) = О -Ґ +Ґ( )-0 5 2, , ;  было получе-
но изображение F ew
p
w( ) = -1
2











Применим теорему о дифференцировании оригинала. Получим















Теорема 5.6 (об интегрировании оригинала). Если f (t) — оригинал, 
f t dt( ) =
-Ґ
+Ґ




w( ) - ( )
-Ґ
т : ,
1  т. е. интегрирование 
оригинала соответствует делению изображения на iw.
Теорема 5.7 (о дифференцировании изображения). Если f (t), t f (t) — 
оригиналы и f (t) -: F(w), то $ F ў(w) и F ў(w) -: (-it)·f (t), т. е. диффе-
ренцирование изображения соответствует умножению на множитель 
(-it) оригинала.
Теорема 5.8 (о свойстве «временного» сдвига). Если f (t) -: F(w), то 
" -( )- Ч ( )-t f t t e Fi t0 0 0: ,w w  т. е. при сдвиге аргумента функции f (t) на t0 
ее амплитудный частотный спектр не изменяется.
Пример 5.19. Найти спектральную функцию «пачки 2n+1 прямоу-
гольных импульсов», удовлетворяющих следующим требованиям: каж-
дый импульс высотой h, длительностью t; расстояние между центра-
ми двух соседних импульсов T; импульсы расположены симметрично 
относительно оси ординат. График функции приведен на рис. 5.15.
Рис. 5.15
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Решение
Обозначим через F0(w) спектральную функцию одиночного цен-











ч = sin  
(см. пример 5.17 и свойство линейности преобразования Фурье).
Каждый из импульсов может быть получен сдвигом центрального 
импульса по оси t на величину, кратную T, поэтому
 F F e e e ein T i n T i n T in Tw w w w w w( ) = ( ) + + + +( ) =-( ) - -( ) -0 1 1...
 (учтем, что cos cos cos ,-( ) + =x x x2  sin sin ,-( ) + =x x 0  cos0 1= )








F n T n T Tw w w wcos cos ... cos .
Теорема 5.9 (о свойстве частотного сдвига, или теорема о модуляции). 
Если f (t) -: F(w), то " ( ) - -( )w w ww0 00f t e Fi t : , т. е. умножение функции 
f (t) на комплекснозначную функцию вида ei tw0  смещает ее частотный 
спектр на величину w0.
Заметим, что
 f t t
i
F F( ) - -( ) - +( )( )sin : ,w w w w w0 0 012
 f t t F F( ) - -( ) + +( )( )cos : .w w w w w0 0 012
Следствием двух последних теорем являются следующие утверж-
дения:
 1
2 0 0 0i
f t t f t t F t+( ) - -( )( )- ( ): sin ,w w
 1
2 0 0 0
f t t f t t F t+( ) + -( )( )- ( ): cos .w w
Пример 5.20. Найти  e t tt-йл щы > О -Ґ +Ґ( )
a b acos , , ; ,0  где e t-a  — чет-
ный экспоненциальный сигнал.
Решение
В примере 5.14 было получено e Ft- -
+
= ( )a a
a w
w: .2 2
Воспользуемся теоремой о модуляции, получим
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+ -( )( ) + +( )( )
a a b w
a w b a w b
2 2 2
2 2 2 2
.
Введем понятие свертки функций и сформулируем ее свойства.
Пусть функции f (t) и j(t) определены на (-∞; +∞), тогда сверткой 
f (t) * j(t) функций f (t) и j(t) называется функция
 f t t f t d( ) * ( ) = ( ) -( )
-Ґ
+Ґ
тj t j t t.
Если функции f (t) и j(t) ограничены и абсолютно интегрируемы 
на (-∞; +∞), то их свертка абсолютно интегрируемая на (-∞; +∞) 
функция.
Справедливы следующие свойства свертки:
1) f * j = j * f;
2) (f * j) * y = f * (j * y);
3) (f + j) * y = f * y + j * y.
Теорема 5.10 (о свертке оригиналов). Если f1(t) -: F1(w) и f2(t) -: F2(w), 
то f1(t) * f2(t) -: F1(w)·F2 (w), т. е. свертка двух оригиналов при преобра-
зовании Фурье соответствует умножению их изображений.
Теорема 5.11 (о свертке изображений). Если f1(t) -: F1(w) и f2(t) -: F2(w), 
то f t f t F F1 2 1 2
1
2
( ) Ч ( )- ( ) * ( )( ): ,
p
w w  т. е. умножение двух оригиналов при 
преобразовании Фурье соответствует свертке их изображений.
Связь между преобразованием Фурье  
и преобразованием Лапласа
Установим связь между преобразованием Лапласа (см. гл. 4) и пре-
образованием Фурье. Сведем всю информацию в таблицу:
Преобразование Лапласа Преобразование Фурье
f (t), t О (-∞; +∞)
— оригинал по Лапласу:
1) f (t) — кусочно-непрерывная, т. е. 
на любом конечном интервале может 
иметь лишь конечное число точек раз-
рыва первого рода;
f (t), t О (-∞; +∞) 
— оригинал по Фурье:
1) f (t) — абсолютно интегрируема 
на (-∞; +∞), т. е. f (t) О 1 (-∞; +∞);
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Преобразование Лапласа Преобразование Фурье
2) f (t)=0 при t < 0;
3) f (t) растет не быстрее показательной 
функции, т. е.
$ > $ і ( ) Ј ЧM s f t M es t0 00 0:
2) для любого числа l > 0 функция f (t) 
на [-l; l) удовлетворяет достаточным ус-
ловиям разложимости в ряд Фурье
Изображение по Лапласу:




, где p s i p s= + >s, Re .0
Изображение по Фурье:
F f e diw
p






, wО -Ґ +Ґ( ); .
Очевидно, что ограничения, накладываемые на функцию в случае 
преобразования Фурье, более жесткие. Даже такие функции, как h(t), 
sin t, cos t, t, t n, не являются абсолютно интегрируемыми на (-∞; +∞), 
хотя и являются оригиналами по Лапласу.
Если функция f (t), t О (-∞; +∞), является одновременно оригина-
лом и по Лапласу, и по Фурье, то ее изображение по Лапласу и изобра-



































Кроме того, f (t) абсолютно интегрируема на (-∞; +∞) и имеет изо-
бражение по Фурье
 F F p
p ip i p i
w
p p a p a ww w












Ранее эта функция была рассмотрена в примере 5.9 и построены ее 
спектры.
Дельта-функция и ее свойства

















и относится к классу обобщенных функций.
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Функцию d (t) можно рассматривать как предел дельта-образных 
функций.
Например, функция




, ,( ) =
+( )1 2 2
определенная по t на (-∞; +∞) и зависящая от параметра l (рис. 5.16), 
при l®∞ приводит к d (t):




( ) =t 0





( ) = = Ґt
причем




dt t, arctg .( ) =
+( )











Таким образом, можно записать, что




( ) = ( ) =
+( )®Ґ ®Ґ
lim , lim .
1 2 2
Рис. 5.16
Можно рассматривать дельта-функцию и как предел последователь-
ности не обязательно гладких непрерывных, но и кусочно-непрерыв-
ных функций (так называемых иглообразных функций). Например, 
последовательность функций
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приводит при n®∞ к d(t): d t f t
n n
( ) = ( )
®Ґ
lim .
Рассмотренные функции, приводящие к d(t), четные, поэтому есте-
ственно считать и дельта-функцию четной, т. е. d(-t) = d(t), t О (-∞; +∞).



















Если f (t) — непрерывная, ограниченная на (-∞; +∞) функция, 
то имеет место «фильтрующее» или «захватывающее» свойство дель-
та-функции, определяемое равенством
 f t t dt f( ) -( ) = ( )
-Ґ
+Ґ
т d t t ,
где t — произвольное число.
Используя «фильтрующее» свойство дельта-функции, можно по-
лучить ее изображение по Фурье
 d wt F( )- ( ) є: ,1
т. е.
 d wt( )- ( ):1
— дельта-функция имеет равномерную спектральную функцию.
В таком случае по свойству симметрии ППФ и ОПФ, учитывая чет-
ность дельта-функции, получим
 1 t( )- ( ): .2p d w
Заметим, что единичную функцию h (t) (функцию Хевисайда) мож-
но так же, как и дельта-функцию, рассматривать как предел по параме-















Упражнения для самостоятельной подготовки  к главе 5
Каждая такая функция при произвольном l непрерывно диффе-
ренцируема по t на (-∞; +∞). При этом























Перейдя формально к пределу при l®0, получим ў( ) = ( )h dt t , что по-
зволяет распространить понятие производной на разрывные функции 
и устанавливает связь между единичной функцией и дельта-функци-
ей.
Преобразование Фурье (5.16) для функции h(t) не существует, т. к. 
она не является абсолютно интегрируемой на (-∞; +∞). Но, исполь-
зуя дельта-функцию, ее свойства и связь с единичной функцией, мож-





( )- ( ) = + ( ): .1
Пример 5.22. Найти преобразование Фурье для f t t( ) = ( )sign .
Решение
   signt t t t
i














Упражнения для самостоятельной подготовки  
к главе 5
1. Разложить в тригонометрический ряд Фурье 2p-периодическую 


















 Рассмотреть частный случай: c1 = –1, c2 = 1; построить график 
суммы ряда.
2. Разложить в тригонометрический ряд Фурье 2p-периодическую 
функцию f (x), заданную на (-p; p) соотношением
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 Рассмотреть частные случаи:
 а) a = b = 1; б) a = –1, b = 1; в) a = 0, b = 1; г) a = 1, b = 0.
 Построить графики сумм соответствующих рядов.
3. Разложить в тригонометрический ряд Фурье 2p-периодическую 
функцию f (x), заданную на (-p; p) соотношением f x x( ) = 2. По-
строить график суммы ряда.
4. Разложить в тригонометрический ряд Фурье 2p-периодическую 
функцию f (x), заданную на (0; 2p) соотношением
 f x x( ) = -p
2
.














 Построить график суммы ряда.













 T = 2.
7. Построить частотные спектры 2p-периодической функции f (x), 


































 (единичный прямоугольный импульс).
9. Представить интегралом Фурье функцию
 f t t t( ) = -( ) - -( )sign sign .1 2
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 представить интегралом Фурье, продолжив ее на (-∞; 0): а) чет-
ным и б) нечетным образом.






































13. Найти частотные спектры функции f t e t( ) = - .






























15. Найти преобразование Фурье функции f t te t( ) = >-a a, .0
16. Найти преобразование Фурье функции f t e tt( ) = ( )-a b2 2 cos .
17. Найти изображения (по Фурье) функций: а) d (t-t); б) h (t-t0); 
в) cos bt.


















Ответы к главе 1























Ответы к главе 2
1. D = { } \ .0
2. D = -Ґ -( ]И +Ґ[ ), , .1 1
3. Ряд расходится " Оx .
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4. D = .
5. D e= ( )0, .
6. Сходится равномерно " Оx .
7. Да.
8. Да.
9. а) D = -( )3 1, ;  б) D = ;  в) D = -( )1 1, ; 
 г) D = -( )1 1, ;  д) D = - +( )3 2 3 2, .
10. D =.
11. D z i: .- <2 5
12. f x
x





























































16. e = Ч -2 5 10 6, .






















, ; , .в н
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Ответы к главе 3
1. f z z z
z
( ) = - .
















p  ; 
 в) Arcsin ln , .i k i k= - -( ) О2 2 1p 

























 Ы" > $ ( ) > - < Ю +
+




















e e e, 
 т. е. нашли d e e( ) = 3 , при котором, как только z - < ( )1 d e , выпол-






























6. а) функция дифференцируема в нуле и нигде не аналитична; 
б) функция всюду дифференцируема и аналитична; в) функция 
всюду дифференцируема и аналитична; г) в точках (πn, 0), nО 
функция дифференцируема, но нигде не аналитична; д) нигде 
не дифференцируема и не аналитична.
7. а) функция u x y x= - +2 2  гармоническая, значит может являть-
ся действительной частью дифференцируемой функции,
 f x y x y x i xy y( , )= - +( ) + +( )2 2 2 ;
 б) функция u e yx= 2 sin  гармоническая, 
 f x y e y i C e yx x( , ) sin cos= + -( )2 2 ;
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Ответы к главе 3
 в) функция v xy x= +2 3  гармоническая, может являться мнимой 
частью дифференцируемой функции 
 f x y x y y C i xy x( , ) .= - - +( ) + +( )2 2 3 2 3
8. а) e dz e e e i e ez
g
т = - + -( ) + - -( )2 1 1 1 1 1 1cos sin cos sin .
 б) z
z












ъ =2 2 2
4, , .





































































































































































































































е <, ;где1< z 2
 г) f z




























































: .< - < =














































11. а) z =1 — нуль 2 порядка, z = -2 — нуль 1 порядка; б) z =1 — нуль 
2 порядка; в) z = p — нуль 2 порядка; г) z = 0 — нуль 3 порядка.
12. а) z =1 — полюс 2 порядка, z = -2 — полюс 1 порядка; б) z =1 — 
устранимая особая точка; в) z = 2 — существенно особая точка;
























































 д) chz dz









































































x x1 4 182
2 2





;  г) xdx
x x2
2















































Ответы к главе 4
1. а) f t e t t t tt( ) sin ( ) ( ) cos ( ) ( )= Ч - Ч - + - Ч --1 2 1 1 3 2 2h h ;
 б) f t t t( ) sin sin= -( )1
5
3 3 2 2 ;






2 5 4 ;
 г) f t e t t
t






2. а) x t e e e
t t t




 б) x t t te tt( )= + + -2 2 sh ;
 в) x t t t t t( ) cos sin sin= + -2 3 2 3 3 3 ;
 г) x t e e t tt t( )= - + - + -- 3 7 152 .
3. а) 
x t e e t t
y t e e t t
t t
t t
( ) sin cos ,
( ) sin cos ;
= - + - -
























x t e e t t
y t e e t t
t t
t t
( ) sin cos ,
( ) sin cos ;
= + + -





















x t e e




























x t e e e




























































ч -t t th
5. 
x t e e
y t e e e

























































Ответы к главе 5
1. f x
c c c c n x
nn











 S S S c c0
2
1 2( ) = -( ) = ( ) = +p p .
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; S S S0 0( ) = -( ) = ( ) =p p .
2. f x





( ) = -( ) - -( ) +( )
+( )








































sin ; S S-( ) = ( ) =p p 0;
 б) f x
n x
nn












; S S-( ) = ( ) =p p p;



























sin ; S S-( ) = ( ) =p p p
2
;



























sin ; S S-( ) = ( ) = -p p p
2
.





















































6. f x i e e
n
i n x i n x
n
( ) = - -
+





























 j pn n m m= - = + = ± ±2
2 1 0 1 2, , , , ,....
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cos , ; ;










sin , ; .













































j w( ) =

































sin , ; .
15. F iw aw
p a w





16. F ew bw
w b




17. а) e i- wt;  б) e
i










;  в) p d w b d w b-( ) + +( )( ).
18. а) d a hat e tt( ) - ( )-
2
;  б) 3 3 2d t e t( ) - - ;  в) 1
2i




 Игнатьева, А. В. Курс высшей математики / А. В. Игнатьева, 
Т. И. Краснощекова, В. Ф. Смирнов. — Москва : Изд-во Высш. 
шк. — 683 с.
 Ильин, В. А. Основы математического анализа. В 2 частях. 
Часть 1 / В. А. Ильин, Э. Г. Позняк. — Москва : ФИЗМАТЛИТ, 
2014. — 648 с.– ISBN 978-5-9221-0902-4.
 Краснов, М. Л. Функции комплексного переменного : задачи 
и примеры с подробными решениями / М. Л. Краснов, А. И. Ки-
селев, Г. И. Макаренко. — Изд. 3-е, испр. — Москва : Едиториал 
УРСС, 2003. — 208 с. — ISBN 5-354-00393–8.
 Лунц, Г. Л. Функции комплексного переменного : учебник для ву-
зов / Г. Л. Лунц, Л. Э. Эльсгольц. — 2-е изд. — Санкт-Петербург : 
Лань, 2002. — 304 с. — ISBN 5-8114-0457-3.
 Табуева, В. А. Математика. Математический анализ. Специаль-
ные разделы : учебное пособие / В. А. Табуева ; Мин-во образо-
вания РФ. — Екатеринбург : ГОУ ВПО УГТУ — УПИ, 2001. — 





Глава 1. ЧИСЛОВЫЕ РЯДЫ ......................................................4
1.1. Понятие числового ряда .......................................................4
1.2. Ряды с положительными членами ........................................8
1.3. Знакопеременные ряды ...................................................... 13
1.4. Ряды с комплексными членами .......................................... 21
Упражнения для самостоятельной подготовки к главе 1 ......... 22
Глава 2. ФУНКЦИОНАЛЬНЫЕ РЯДЫ ................................... 25
2.1. Основные понятия и определения. Область сходимости 
функционального ряда .............................................................. 25
2.2. Равномерная сходимость .................................................... 29
2.3. Степенные ряды .................................................................. 34
2.4. Разложение функции в степенной ряд. Ряд Тейлора ........ 44
2.5. Применение рядов Тейлора ................................................ 52
Упражнения для самостоятельной подготовки к главе 2 ......... 58
Глава 3. ФУНКЦИИ КОМПЛЕКСНОГО ПЕРЕМЕННОГО... 60
3.1. Определение функции комплексного переменного .......... 60
3.2. Элементарные функции комплексного переменного 
        и их свойства ....................................................................... 62
3.3. Предел и непрерывность функций комплексного 
        переменного ........................................................................ 69
3.4. Дифференцируемость и аналитичность функций 
        комплексного переменного ................................................ 73
3.5. Интегрирование функции комплексного переменного .... 79
3.6. Особые точки функции комплексного переменного ........ 90
3.7. Понятие вычета функции комплексного переменного ... 104
Упражнения для самостоятельной подготовки к главе 3 ....... 117
197
Оглавление
Глава 4. ПРЕОБРАЗОВАНИЕ ЛАПЛАСА .............................. 120
4.1. Понятие оригинала и его изображения ............................ 120
4.2. Свойства преобразования Лапласа ................................... 123
4.3. Решение дифференциальных уравнений и систем 
операционным методом .......................................................... 131
Упражнения для самостоятельной подготовки к главе 4 ....... 138
Глава 5. РЯДЫ И ПРЕОБРАЗОВАНИЕ ФУРЬЕ ................... 140
5.1. Ряды Фурье ........................................................................ 140
5.2. Интеграл Фурье ................................................................. 161
5.3. Преобразование Фурье ..................................................... 171
Упражнения для самостоятельной подготовки к главе 5 ....... 183
ПРИЛОЖЕНИЕ ...................................................................... 186
Ответы к главе 1 ....................................................................... 186
Ответы к главе 2 ....................................................................... 186
Ответы к главе 3 ....................................................................... 188
Ответы к главе 4 ....................................................................... 191
Ответы к главе 5 ....................................................................... 192













Редактор И. В. Меркурьева
Верстка О. П. Игнатьевой
Подписано в печать 13.08.2020. Формат 70×100/16.
Бумага офсетная. Цифровая печать. Усл. печ. л. 16,1.
Уч.-изд. л. 8,6. Тираж 100 экз. Заказ 191.
Издательство Уральского университета
Редакционно-издательский отдел ИПЦ УрФУ
620049, Екатеринбург, ул. С. Ковалевской, 5
Тел.: +7 (343) 375-48-25, 375-46-85, 374-19-41
E-mail: rio@urfu.ru
Отпечатано в Издательско-полиграфическом центре УрФУ
620083, Екатеринбург, ул. Тургенева, 4
Тел.: +7 (343) 358-93-06, 350-58-20, 350-90-13











9 7 8 5 7 9 9 6 3 0 8 3 6
ISBN 579963083 - 1
