This paper proposes a stress detection method using word-length dependent classifiers. Most of the past studies focused on finding the stress position of a word without looking into the length of that word. However, in a CAPT (computer-assisted pronunciation training) scenario, the prompted word for the students is known in advance, and we can make use of this extra information to greatly improve the detection accuracy. In the proposed method, a Bayesian classifier based on GMMs (Gaussian mixture models) is trained for words of each word-length. The experimental result shows that the proposed method improves upon the existing stress detection methods. A comprehensive dataset for stress detection is also released, and this dataset, to the best knowledge of authors, is the first publicly released stress detection dataset in the community.
Introduction
With the introduction of a CALL (computer-assisted language learning) system, L2 learners (second language learners) are granted a new means of enhancing their language skills without the guidance of human instructors. One important function of such a system, rather than merely offering questions and exercises, is to provide feedback of the learners' performance. This is especially essential for the speaking training or a CAPT (computer-assisted pronunciation training) system so that learners are able to acquire immediate feedback on their pronunciation quality or possibly notifications on mispronunciations.
Despite assessing the timbre quality, other properties, such as stress position, may also affect the quality of the pronunciation. This paper intends to improve our previous CAPT system (Chen and Jang, 2010) so that it also provides feedback on stress position of the pronounced word.
Several approaches in stress detection have been proposed in the past. Tseng (2008) proposed two methods for stress detection. The first method uses only one feature at a time and chooses the syllable, among all syllables of a word, with the largest feature value as the stressed syllable, i.e., each feature leads to a recognition result. Another recognition result is generated by a voting scheme based on the results computed from all features. The second method adopts a two-stage approach. The first stage computes the likelihood of each syllable of a word as being stressed or unstressed in a ''bag of syllables'' manner by a stressed and an unstressed GMMs (Gaussian mixture models), respectively. Thus, for an N-syllable word, we can obtain N likelihood values from the stressed GMM and N likelihood values from the unstressed GMM. These 2N values are used as the features for the second stage word-length dependent Bayesian classifier for each word length. Both methods use 14 features, including 7 functionals (such as max and mean, etc) operating on pitch and volume contours. Shi et al. (2010) proposed a method that trains a multivariate Gaussian model for stressed syllable based on normalized vowel duration and maximum loudness (similar to spectral emphasis). A stress value, defined as the posterior probability of the stressed model, is then computed for each syllable. Lastly, the syllable with the largest stress value is selected as the stressed syllable.
In this paper, we propose a single-stage word-length dependent GMM-based Bayesian classifiers. In this method, we treat the stress detection problem of an N-syllable word as an N-class classification problem. Most of the past studies in stress detection (Kochanski et al., 2005; Shi et al., 2010; Tamburini, 2003; Tamburini and Caini, 2005 ; Wang and Narayanan, 2007) find the stressed syllable by choosing the syllable with maximum value from some combination of features without considering the length of the word. In this study, we intend to add stress detection to our previous CAPT system and thus the word length is known in advance, since learners are always asked to pronounce the prompted words (or sentences). We can make use of this extra information to improve the performance of the system. In addition, comparing to Tseng's two-stage method, the proposed single-stage method is more straightforward by directly using the stress features for classification.
In order to evaluate the performance of the proposed system, we have also established a stress detection dataset called mir-stressDetection. This corpus consists of 8631 utterances of English words and was recorded by 51 Taiwanese speakers. More details are described in §2.2. This corpus is publicly available (Multimedia Information Retrieval Laboratory, 2010).
The rest of the paper is organized as follows. Section 2 describes the two speech corpora used in this research. Section 3 explains the proposed method in details as well as the features used in this research. Section 4 reports experimental results of the proposed method, and §5 concludes the findings of this paper and lists some of the future research directions.
Speech Corpora

Corpus for stress detection
The corpus used for training and evaluating the proposed method is called mir-stressDetection. This corpus contains two sub-corpora that were recorded in year 2009 and 2010, respectively. The entire corpus was recorded by 51 Taiwanese speakers where 16 of them are females and 35 are males. Five speakers appear in both sub-corpora. Since these utterances were recorded a year apart, we treat these repeated speakers as different speakers in our research. Each utterance contains a 3-second recording of a single multi-syllabic English word where the sampling rate is 16 kHz and resolution is 16 bits. Each speaker is responsible for recording around 200 words. Speakers were prompted the correct pronunciation with a link to the word on Merriam Webster Online (Merriam Webster, Incorporated, 2011) before recording each word. After removing the unusable recordings due to poor recording conditions or badly pronounced utterances, the corpus contains a total of 8631 words, where 1366 words appear twice in the corpus. The ratio between stressed syllables and unstressed syllables is 1 : 2:6, which means the average number of syllables per word is about 3.6. Table 1 shows the distribution of stress positions of words of different lengths (in terms of the number of syllables). This corpus is publicly available (Multimedia Information Retrieval Laboratory, 2010).
Corpus for training the acoustic models
A subset of the WSJ corpus (Charniak et al., 2000) , including 64442 sentences, is used to train the biphone HMMs (hidden Markov models) for aligning the utterance to the transcript. 12 dimensional MFCCs (Mel-frequency cepstral coefficients) and one dimensional frame energy, as well as their first and second derivatives, are used as the features to train the models. Figure 1 shows the system flowchart of the proposed stress detection method. In the training part (left side of Fig. 1 ), 11 dimensions of vowel-based stress features are extracted from each vowel segment of an N-syllable word. The segment boundaries can be obtained by aligning the utterance to the corresponding transcript by using HMMs and Viterbi algorithm. These N syllable-level feature vectors are concatenated vertically to form a single word-level feature vector. We then train word-length dependent GMM-based Bayesian classifiers based on these feature vectors, where the prior probabilities are estimated from the training data. The likelihood of the stress position occurring in each syllable is modeled by a GMM. In the test part of the system (right side of Fig. 1 ), the same feature set is extracted and is fed into the corresponding classifier, depending on the length of the word, to obtained the detection result. 
The Proposed Method
System flowchart
Features for stress detection
In this research, vowel-based features are used instead of syllable-based features due to the following reasons. First of all, the consonant segments are usually shorter in duration and thus are prone to errors in forced alignment. Secondly, some consonants do not generate stable pitch contours, while pitch related features are proven to be useful in some researches (Tepperman and As for the energy-related features, we adopt the same normalization procedures and 5 functionals to the energy contour as for the pitch-related features. In this research, we use spectral emphasis (Tamburini and Caini, 2005 ) as our energy contour. It is defined as the RMS energy of the input utterance in the frequency band from 300 to 2200 Hz. RMS energy is defined as follows:
where N s is the number of samples in a frame and a ji is the i-th sample of the j-th frame. Past studies (Shi et al., 2010; Sluijter and van Heuven, 1996; Tamburini and Caini, 2005; Wang and Narayanan, 2007) suggest that stress or prominence strongly correlates with energy in this or similar frequency band, and this frequency band roughly coincides with the sonorant band (300-2300 Hz) in Strom's study (1995) . In this research, a fifth order band-pass Butterworth filter is used to extract the signal in the desired frequency band. Finally, normalized vowel segment duration is used as our last feature. Stressed syllables tend to have longer duration than the unstressed syllables, making duration an effective feature in stress detection and was adopted in almost all related research. This duration value is normalized by speech rate of the corresponding utterance to compensate the speaker variation in talking speed, where the speech rate is defined as the average number of phonemes per unit time (Cincared et al., 2009 ).
Experiments 4.1 Experimental setup
Five-fold cross-validation is performed to evaluate the performance of the proposed method. Since the proposed Stress Detection of English Words for a CAPT System Using Word-Length Dependent GMM-Based Bayesian Classifiers 67 method involves a word-length dependent training procedure, performance would greatly degrade if the training data is insufficient. Only 2-to 5-syllable words are used in our experiment; there are not enough 6-or more syllable words in our dataset so that we do not use these words.
Experimental results
The proposed method (denoted as proposed) is compared against the two methods proposed by Tseng (denoted as Tseng1 and Tseng2) and the method proposed by Shi et al. (denoted as Shi). The 11 features described in §3.2 are used for all four methods. All four methods are tuned to obtain their best performance as follows.
First of all, Shi's method was proposed for the prominence detection in a sentence. Since our corpus consists of a single word per utterance, we test both cases of Shi's method with and without pitch-related features. The experimental result shows that Shi's method using all 11 features outperforms the one using only energy-related feature and duration by about 18%. We therefore use Shi's method with all 11 features for comparison. For Tseng's first method, the overall performance is shown in Fig. 2 . It can be seen that pitch-related features perform better than energy-related features in our dataset. In addition, although duration is considered as an important feature in stress detection, duration alone performs poorly. The best performance occurs at Q3 P and this is used for method comparison. Both Tseng's second method and the proposed method involve tuning number of mixture components for GMMs. Several sets of parameters are tested and the best performance is used for method comparison. The overall results for all four methods are shown in Table 2 . As can be seen from the table, the word-length dependent methods (Tseng2 and proposed) perform better than the other two as expected, while the proposed method performs the best among all four methods.
Another experiment is also conducted to verify whether pitch-related features are useful in our task. The proposed method is adopted with all combinations of three types of features: pitch-related features (denoted by P), energy-or spectral emphasis related features (denoted by S), and normalized duration (denoted by D). The result is shown in Fig. 3 . As can be seen in the figure, pitch outperforms the other two types of features if they are used alone. Combining pitch-related features with one other type of feature can slightly improve the performance, while using all three types of features renders the best performance. Fig. 2 . Overall performance by using Tseng1. P denotes pitch-related features and S denotes spectral emphasis (energy-related features). 
Conclusions and Future Work
This paper proposes a stress detection method using word-length dependent GMM-based Bayesian classifiers, and a dataset, the first in the related research community, is released publicly. The findings concluded from the experimental results are: first, methods using this word-length information perform better than the ones that do not use this information; second, the proposed single-stage method performs better than the two-stage method proposed by Tseng; and third, in the case of stress detection of the pronunciation of a single word, pitch-related features are proven to be an effective type of feature. In the future, we will look into the problem of insufficient training data for 6-or longer syllable words. A possible clue to this problem is that the stressed syllables of such long words tend to locate at the last three syllables of the words so that we can concentrate on training GMMs for only the last three syllables.
