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RESUMO
Este trabalho apresenta um protótipo de um sistema para otimização de projetos do núcleo de
reatores nucleares, baseado em algoritmo genético e redes neurais artificiais. Uma rede neural é
modelada e treinada para predizer os valores de fluxo e fator de multiplicação de nêutrons baseada
nos valores de enriquecimento, passo da rede e espessura do revestimento, apresentando erro médio
menor que 2%. Os valores preditos pela rede neural são, então, utilizados pelo algoritmo genético em
sua busca heurística, guiada por uma função objetivo que premia os altos valores de fluxo e penaliza
valores de fator de multiplicação mais afastados do exigido. Associando a rapidez da predição - que
substitui a execução do código de física de reatores no cálculo das variáveis a serem otimizadas - com
a capacidade de otimização global do algoritmo genético, obteve-se um sistema de otimização do
núcleo de reatores, rápido e eficaz.
I. INTRODUÇÃO
O processo de otimização durante o projeto de um
reator é algo que normalmente consome bastante tempo
devido ao processo interativo de busca do atendimento aos
requisitos, bem como ao grande consumo computacional
dos códigos numéricos envolvidos. Dependendo das
especificações do projeto, vários dados podem ser variados
de forma a se atender aos objetivos. Quanto mais graus de
liberdade (variáveis livres para a otimização) existirem,
maior torna-se o espaço a ser otimizado e mais complexo
torna-se o processo de otimização. As variáveis de projeto
utilizadas para otimização estão normalmente relacionadas
com dimensões das células, arranjos dos elementos
combustíveis e concentrações dos materiais envolvidos,
enquanto que as variáveis otimizadas relacionam-se com o
fluxo e a criticalidade do reator.
Os códigos consagrados para cálculos numéricos
em física de reatores, como por exemplo o WIMS-TRACA
[1], para cálculo de célula utilizando teoria de transporte de
nêutrons, o CITATION [2] para cálculo da difusão de
nêutrons e outros consomem muito tempo para sua
execução, o que faz com que o processo de otimização não
utilize todo o seu potencial, limitando-se muitas vezes a
conseguir as condições mínimas que atendem aos requisitos
do projeto.
Se o esforço computacional pudesse ser reduzido,
de tal forma que o custo de tempo de execução fosse
irrelevante para o processo, aí então seria possível investir
um pouco mais no processo de otimização, que deve tornar-
se c da vez mais complexo com o aumento dos graus de
liberdade para a otimização.
Este trabalho se propõe exatamente a resolver
p oblemas de velocidade e capacidade de busca associados
ao processo de otimização em projeto de reatores. O
modelo não linear que associa dados do projeto e variáveis
projetadas é aprendido por uma rede neural artificial
(RNA), que por sua vez passa a substituir o código
numérico na tarefa de predizer o cálculo preciso, em um
tempo que pode chegar a ser algumas centenas de vezes
menor que a execução do código ([3],[4],[5]). Por outro
lado, devido ao grande espaço de busca, do múltiplo
objetivo da otimização e do pouco conhecimento a priori da
localização de máximos e mínimos, utilizou-se um
algoritmo genético (AG) capaz de se aproximar bastante do
ótimo global mesmo sob estas condições.
II. O MODELO DE PREDIÇÃO
Conforme enfatizado, devido ao alto custo
computacional os códigos precisos de física de reatores
foram aproximados por um modelo de prediçªo, baseado
em Redes Neurais Artificiais (RNA). As RNA, muitas
vezes chamadas apenas de Redes Neurais, sªo estruturas de
processamento adaptativo que tentam simular de forma
bastante simplificada a mÆquina cerebral formada pelos
neurônios e suas ligaçıes. Um dos arranjos mais populares
e utilizados Ø o de feed-forward [6] que se utiliza de vÆrias
camadas de neurônios sujeitos a um treinamento
supervisionado (por exemplo, propagaçªo-para-trÆs), ou
seja, fornece-se as entradas e as saídas para que a rede
aprenda a ligaçªo entre as mesmas. A figura 1 mostra um
arranjo de RNA feed-forward.
Figura 1. Representaçªo de uma Rede Neural Artificial tipo
feed-forward.
Cada neurônio na rede tem como saída uma funçªo
das entradas, representada por uma funçªo nªo linear,
normalmente sigmoidal ou hiperbólica, havendo no entanto
algumas outras funçıes aplicÆveis, como Gaussianas, seno,
etc. A figura 2 exibe o modelo matemÆtico de um neurônio.
Figura 2.  Modelo matemÆtico de um neurônio.
O treinamento Ø feito pelo ajuste gradual dos pesos
das sinÆpses (wi) de forma a minimizar o erro entre a saída
da rede (Y) e o valor fornecido no treinamento, para cada
conjunto de entradas (I1...In). Este ajuste segue as seguintes
equações:
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Onde h é a taxa de aprendizado, a o momento, cuja função
é preservar informação sobre a correção de peso no instante
anterior, dj o erro associado a nó j e Dw a correção de peso.
O tipo de RNA que melhor reproduziu o modelo
não linear do código preciso foi a rede tipo Ward [7] que é
uma RNA back-propagation com algumas características
especiais como se pode observar na figura 3.
Figura 3.  Topologia da Rede Ward.
Neste tipo de rede a camada intermediária (ou
escondida) é dividida em duas partes de forma que uma
possua como função de ativação uma gaussiana e a outra
uma gaussiana complementar. A primeira visa os dados
situados na região central do intervalo de atuação dos
padrões, enquanto a última objetiva os dados nas
extremidades dos intervalos. Com uma “dupla visão” [7]
dos padrões de entrada, por parte da camada intermediária,
acrescida da relação sigmoidal observada na última camada,
a rede tipo Ward foi capaz de representar com muita
eficiência os modelos não lineares aqui propostos, tendo
sido, dentre todos os testes feitos, a que melhor realizou
esta tarefa.
A capacidade de aprendizado de uma rede neural
está relacionada com a topologia da rede, bem como com os
parâmetros de treinamento da mesma. Neste trabalho, a
rede tipo Ward foi projetada com 3 neurônios na camada de
entrada, 20 em cada camada intermediária e 1 na camada de
saída. A taxa de aprendizado e momento que melhor se
adaptaram foram 0,1 e 0,3 respectivamente.
III. O  MODELO DE OTIMIZAÇÃO
Devido ao fato do espaço das combinações entre
as variáveis de entrada, dentro de todo o intervalo de cada
uma ser bastante complexo, muitos métodos de otimização
poderiam levar a máximos locais. Objetivando eliminar este
problema, optou-se pela aplicação de um método de busca
cega, onde, mesmo com pouco conhecimento a respeito do
domínio do problema o processo de busca aproxime cada
vez mais um ótimo global. Possuindo todas as
características requeridas, o Algoritmo Genético foi
escolhido como otimizador.
Baseado na metáfora da genética natural e
evolução das espécies, os Algoritmos Genéticos [8]
apresentam operadores capazes de simular a evolução de
conjuntos de estruturas simbólicas pertencentes ao espaço
das possíveis soluções de um problema para próximo do
ótimo global.
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A partir da concepção de um símbolo que deve
representar uma solução no espaço de trabalho  (por
exemplo um string concatenando as variáveis A, B e C),
denominado genótipo ou cromossoma, o AG gera uma
população inicial (vários strings) e evolui a mesma pela
aplicação da lei de sobrevivência dos indivíduos mais fortes
e morte dos mais fracos. A avaliação da capacidade de
adaptação do indivíduo ao meio (resistência ou força) é
dada pela função que se quer otimizar (seguindo o exemplo:
f(A,B,C)), chamada de função objetivo ou fitness. Para
realizar a evolução, o AG dispõe dos operadores genético
de reprodução, miscigenação, mutação, morte, entre outros.
Os AG’s baseiam-se na teoria da busca orientada
por esquemas, que são grupos ou classes de indivíduos.
Prova-se que estatisticamente grupos de indivíduos
(esquemas) com fitness acima da média tende a aumentar
sua representação na geração subsequente, enquanto os
abaixo da média tendem à extinção, fato que leva a
população para um grupo cada vez mais forte, ou seja de
maiores fitness, aproximando-se geração a geração do
ótimo global.
Neste trabalho, o problema é maximização do
fluxo mas de forma que o kef não se afaste da unidade. Em
problemas de múltiplo objetivo, como este, é necessário que
se tenha uma noção de importância dos objetivos a serem
atingidos, fornecida por um especialista.
As funções a serem otimizadas no problema em
questão são:
Dkef = |1-kef|      (3)
onde,
kef = g(E, Re, Rr)           (4)
e
f= g’(E, Re, Rr)                (5)
sendo E o enriquecimento, Re o raio equivalente da célula e
Rr o raio do revestimento.
Para maximizar o fluxo e minimizar Dkef é
necessário que se possa atribuir importâncias relativas entre
as duas funções.
O conhecimento especialista diz que é
fundamental que Dkef seja o mais próximo possível do
mínimo (zero), o que levou a seguinte função objetivo:
f = f - 10. Dkef.f = (1-10. Dkef).f      (6)
Esta função objetivo estabelece que uma variação
de 1% no valor de kef degrada a f o equivalente ao que
degradaria uma variação de 10% do fluxo, ou seja, f é 10
vezes mais sensível a Dkef.do que à variações no f.
De posse de um método de predição extremamente
rápido e preciso, bem como um método de otimização
extremamente eficaz, foi possível projetar um sistema de
otimização rápido, preciso e eficaz.
A predição dos valores de kef  fluxo é feita pela
RNA, que aprende a relação calculada por um código
preciso. Após treinada, a RNA é comandada e utilizada pela
função objetivo de um AG, conforme ilustrado na figura 4.
Inicialmente roda-se o código preciso para várias
co binações dos parâmetros de entrada de forma a se gerar
tabelas (E,Re,Rr)    (kef,f) para treinamento da rede neural.
As combinações das variáveis devem ser feitas de forma
que os pontos estejam bem distribuídos no espaço de
combinações. Desta forma, com poucos padrões (poucas
execuções do código) consegue-se extrapolar valores para
quaisquer valores dentro das faixas de cada variável
(E,Re,Rr).
A rede neural é treinada até que o erro para
combinações desconhecidas seja inferior a um dado valor
estipulado. Em seguida a rede treinada é utilizada pelo AG
de modo a predizer rapidamente kef e fluxo para os valores
de E, Re e Rr que formam o genótipo.
Figura 4.  Sistema de otimização baseado em RNA e GA.
Devido a rapidez da rede neural (capacidade de
predizer da ordem de 100 vezes mais rápido do que o
cálculo do código preciso) , é possível que milhares de
combinações de entrada sejam testadas em poucos
segundos, o que torna viável a busca de um ótimo global.
Se o código preciso fosse utilizado diretamente, ao invés da
rede neural, seria necessário a utilização de máquinas
extremamente poderosas implicando, muitas vezes, em um
tempo de processamento impraticável.
IV. TESTES E RESULTADOS
Para testar a eficiência do método proposto,
utilizou-se um caso de cálculo de célula, onde o código
padrão de física de reatores utilizado é o WIMS-TRACA
[1]. Neste caso, foram fixados todos os parâmetros de
entrada, exceto o enriquecimento (E), raio equivalente (Re)
e raio externo do revestimento (Rr), que seriam variáveis a
serem otimizadas. Fazendo-se uma combinação de E, Re e
Rr segundo as faixas fornecidas na tabela 1, gerou-se 36
arquivos de entrada para o WIMS, que foi 36 vezes
executado para gerar tabela para treinamento da rede
neural.
TABELA 1.  Faixas das variáveis a serem otimizadas
Variável Limite InferiorLimite Superior
Enriquecimento (%) 0.0132769 0.0383988
Código Padrão
de Física de
Reatores
Rede Neural
Artificial
Algoritmo
Genético
Treinamento
Otimização*
***
* E, Re, Rr, kef, f.
** E, Re, Rr.
*** kef, f.
**
Raio Equivalente (cm) 0.64 1.00
Raio  Revestimento
(cm)
0.55 0.63
O modelo de célula utilizado, bem como arquivo
básico de entrada para o código WIMS-TRACA é mostrado
na figura 5, onde os parâmetros a serem otimizados
aparecem grifados.
(a)
(b)
Figura 5. (a) Modelo de célula utilizado (b) Arquivo de
entrada para o código WIMS-TRACA.
Para obtenção de maior precisão, foram treinadas
duas redes distintas, uma para o f e outra para o kef, até que
o erro médio entre a saída da rede e o valor calculado no
WIMS tornou-se menor do que 2%. Criou-se então dois
programas executáveis baseados nas redes neurais
treinadas, que podem ser facilmente rodados pelo algoritmo
genético.
O código base do algoritmo genético utilizado foi
o GENESIS [9],  podendo-se, então, modificar o programa
fonte, modelando os genótipos e a função objetivo de
acordo com a aplicação.
Os padrões de treinamento da rede são
apresentados na tabela 2, enquanto a figura 6 mostra a
convergência do erro entre a saída das redes e o valor
calculado.
Como se pode observar, a aproximação do modelo
pela RNA é bastante satisfatório, atingindo erros médios
menores do que 2%. Como todo o processo de otimização
baseado em inteligência artificial  tem por objetivo
aproximar-se rapidamente do ótimo global e não atingi-lo
(pois isto poderia ser praticamente impossível), torna-se
irrelevante o erro de 2% imposto pela rede neural.
TABELA 2. Padrões de treinamento das redes.
E (%) Re (cm) Rr (cm) kef f x10-12(n/cm2s)
0.0132769 0.64 0.55 0.8309628 41.69697
0.0132769 0.64 0.5753 0.7405929 49.51599
0.0132769 0.64 0.63 0.3893719 93.39171
0.0132769 0.88 0.55 1.021789 25.82343
0.0132769 0.88 0.61 0.9926333 29.02793
0.0132769 0.88 0.63 0.9794281 30.38166
0.0132769 1.00 0.55 0.9956566 23.77943
0.0132769 1.00 0.5753 0.9914211 24.5567
0.0132769 1.00 0.63 0.9785054 26.57033
0.0213326 0.64 0.55 0.9212609 41.16931
0.0213326 0.64 0.61 0.6258696 67.89051
0.0213326 0.64 0.63 0.4610659 91.04521
0.0213326 0.76 0.55 1.118737 29.72347
0.0213326 0.76 0.5753 1.08752 32.02817
0.0213326 0.76 0.63 0.9902419 39.21299
0.0213326 1.00 0.55 1.159102 23.71006
0.0213326 1.00 0.5753 1.15328 24.48232
0.0213326 1.00 0.63 1.136232 26.48216
0.0298657 0.64 0.55 0.9773795 40.6558
0.0298657 0.64 0.61 0.6852736 66.54677
0.0298657 0.64 0.63 0.5243415 88.8413
0.0298657 0.88 0.55 1.253725 25.60955
0.0298657 0.88 0.61 1.213869 28.75354
0.0298657 0.88 0.63 1.196364 30.07938
0.0298657 1.00 0.55 1.257429 23.6383
0.0298657 1.00 0.5753 1.250568 24.40546
0.0298657 1.00 0.63 1.230796 26.39128
0.0383988 0.64 0.55 1.0161 40.1877
0.0383988 0.64 0.61 0.7341812 65.31486
0.0383988 0.64 0.63 0.5795006 86.84679
0.0383988 0.76 0.55 1.232696 29.35134
0.0383988 0.76 0.5753 1.19829 31.59332
0.0383988 0.76 0.63 1.09356 38.5493
0.0383988 1.00 0.55 1.320007 23.57017
0.0383988 1.00 0.5753 1.312415 24.33258
0.0383988 1.00 0.63 1.290847 26.30533
CELL 6
SEQUENCE 1
NGROUP 24 4
NMESH 10
NREGION 4
NMATERIAL 3
NREACT 2
PREOUT
INITIATE
SUPPRESS 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1
MATERIAL 1 -1 300 1 16 4.6946E-2 235.4
         8.9E-04 2238.4 2.255E-02
MATERIAL 2 -1 300 2 27 6.025E-02
MATERIAL 3 -1 300 3 2001 6.676E-02 16
         3.338E-02
ANNULUS 1 0.4864 1
ANNULUS 2 0.5042 0
ANNULUS 3 0.6291 2
ANNULUS 4 0.7255 3
FEWGROUPS 2 4 6 8 10 12 14 16 18 20 22 24 26 28
  30 36 38 40 45 50 55 60 65 69
MESH 3 2 2 3
BEGINC
BUCKLING 0.0 0.003259
THERMAL 6
REACTION 235.4 300 2238.4 300
PARTITION 15 45 60 69
LEAKAGE 5
Combustível
(UO2)
“Gap”
Revestimento
(Alumínio)
Moderador
(Água leve)
Figura 6. Convergência dos erros médios para padrões de teste das redes neurais (a) para o fluxo, (b) para o kef.
A tendência da convergência do algoritmo
genético foi observada durante o processo de busca, como
pode ser visualizado na figura 7.
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Figura 7. Convergência do Algoritmo Genético
Para que se fosse certificado que o valor
encontrado pelo AG estava realmente próximo do máximo
global, utilizou-se um procedimento que unia um processo
de busca heurística e força bruta, como indicado nos passos
a seguir:
1º. Discretização em malha grossa num total de 64
combinações bem distribuídas nos intervalos das 3
variáveis.
2º. Observação na tendência de variação das variáveis.
3º. Deteção dos pontos onde Dkef <2%
(os demais pontos estariam descartados).
4º. Discretização em malha fina nas regiões em torno dos
pontos detectados no item anterior.
5º. Comparação do melhor ponto desta busca com o ótimo
encontrado pelo AG.
O processo que está sendo chamado de força bruta
foi executado apenas para comprovação dos resultados do
AG. Este não é viável para uso em projeto pois requer
muitas rodadas do código preciso (mais de 200 neste caso,
que é razoavelmente simples), além da análise de
tendências das variáveis e busca heurística das possíveis
regiões onde pode estar localizado o ótimo. Com isto pode-
se levar muitas horas ou até dias no processo de obtenção
da solução ótima, se este não for automatizado.
A tabela 3 apresenta a comparação do resultado
encontrado pelo AG com o ótimo encontrado pelo método
de força bruta.
TABELA 3. Comparação de Resultados
Método E Re Rr kef f
AG 0.0379 0.725 0.629 1.007 43.541
Força Bruta 0.0383 0.722 0.630 0.995 44.409
É claramente observado na tabela 3 que o AG foi
capaz de alcançar o ótimo global, a menos de um erro
menor que 2,0%, comprovando-se assim a eficácia do
método.
V. CONCLUSÕES
Um sistema de otimização integrado baseado em
inteligência artificial pode ser muito mais eficaz do que a
otimização que é normalmente praticada em projeto de
reatores, desde que se consiga, com um número de padrões
razoavelmente pequeno, assimilar o modelo que descreve a
relação entre variáveis de projeto e variáveis a serem
projetadas, com erro relativamente pequeno.
Os modelos de predição e otimização mostraram-
se, para este caso, extremamente satisfatórios e apontam
para uma nova tendência de otimização de projeto baseado
em inteligência artificial. Outras técnicas de Inteligência
Artificial, no entanto, podem vir a ser aplicadas com
sucesso, como por exemplo predição via Programação
Genética [10] e otimização por Simulated Annealing [11].
Seguindo esta tendência, está em andamento um
projeto completamente automatizado, baseado em
Inteligência Artificial, que abrange desde a interface
homem-máquina para entrada dos dados para o cálculo
preciso, até a obtenção dos valores ótimos para as variáveis
de pr jeto, passando por um pré-processamento inicial dos
dados por um Sistema Especialista (SE), que prepara a
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tabela de dados a ser gerada para treinamento da rede bem
como a função objetivo do AG. Um Módulo Gerenciador
deve controlar a execução do código preciso para todos os
arquivos gerados pelo SE, e em seguida comandar o
treinamento da rede, gerando um programa executável a ser
automaticamente utilizado pelo AG, que por sua vez
retornará o valor ótimo. A figura 8 mostra
esquematicamente o sistema de otimização de projeto de
reatores baseado em Inteligência Artificial.
O sistema integrado da figura 8 pode muito bem
ser aplicado a qualquer tipo de projeto, desde que se
consiga uma boa representação do código preciso por parte
da rede neural e que se tenha um conhecimento especialista
para quantificar as importâncias das variáveis a serem
otimizadas.
Figura 8 - Diagrama esquemático do sistema de otimização
em projeto de reatores baseado em Inteligência Artificial
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ABSTRACT
This work presents a prototype of a system for
nuclear reactor core design optimization, based on genetic
algorithms and artificial neural networks. A neural network
is modeled and trained in order to predict the flux and the
neutron multiplication factor values based in the
enrichment, network pitch and cladding thickness, with
average error less than 2%. The values predicted by the
neural network are used by a genetic algorithm in its
heuristic search, guided by an objective function that
rewards the high flux values and penalizes multiplication
factors far from the required value. Associating the quick
prediction - that may substitute the reactor physics
calculation code - with the global optimization capacity of
the genetic algorithm, it was obtained a quick and effective
system for nuclear reactor core design optimization.
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