Organic Rankine cycle (ORC) is one of the most promising technologies to recover energy from low temperature waste heat. The heat sources usually experience fluctuations in temperature and mass flow rate, which makes it difficult to obtain satisfactory control performances of ORC systems. In this paper, a single neuron adaptive multi-step predictive control scheme is developed for an ORC based waste heat recovery (WHR) system with non-Gaussian disturbances. Since the non-Gaussian disturbances existed in WHR system follow heavy-tailed distribution, generalized correntropy is adopted as the performance index to characterize the system uncertainties. The weights of the single neuron controller are updated by optimizing the performance function. The whole implementation procedures of the proposed control strategy for the WHR are presented. As a contrast, the performances of the minimum error entropy (MEE) based controller and the mean square error (MSE) based controller are also tested. The proposed control scheme is confirmed to be more effective through simulations.
I. INTRODUCTION
To reduce fuel consumption and achieve high energy conversion efficiency, organic Rankine cycle (ORC) based waste heat recovery (WHR) is promoted by governments around the world nowadays. Organic Rankine cycle is one of the most promising technologies for low grade heat recovery [1] . Due to its high efficiency and low maintenance, ORCs have been successfully applied in many fields, such as geothermal power plants, solar thermal power systems, desalination systems, ocean thermal conversion systems and waste heat recovery systems [2] - [8] .
To obtain more efficient energy conversion, better power quality and safety, control system design for ORC based The associate editor coordinating the review of this manuscript and approving it for publication was Zhiguang Feng .
WHR is essential and important. Conventional Proportional-Integral-Derivative (PID) control is the most common control algorithm used in ORCs. In [9] , the evaporating pressure control and the superheat degree control were achieved by two PI single loops. Similarly, two PI controllers with antiwindup functionality were used to keep steam pressure and temperature at desired values in [10] . To regulate superheat degree and evaporating pressure, Peralez et al. [11] designed a gain-scheduled PID controller and a nonlinear feedback controller based on state estimation. Although PID controller is easy to design and to be implement in practice, it is usually effective in one specific working condition.
In order to obtain satisfactory performances in wide range of working conditions, some advanced control techniques were applied into ORCs. Reference [12] examined the application of a gain scheduling controller based on VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ linear parameter varying (LPV) model to a WHR over the entire defined operation region. A constrained model predictive controller (MPC) was presented to control an ORC based WHR considering the system nonlinearities as well as inputs and outputs constraints [13] . In Reference [14] , MPC was proposed for a WHR to track the optimal references obtained from a steady-state optimization, and an extended Kalman filter was employed for estimation of the model-plant mismatches. In light of the system nonlinearities, a switching model predictive control strategy was designed for the WHR [15] . In [16] , an adaptive MPC was designed and implemented for a 11kW ORC unit to maximize power generation.
Besides nonlinearities and variable couplings, the highly fluctuating nature in the temperature and mass flow rate of waste heat, makes the control of ORCs a challenging task. To deal with stochastic disturbances from heat source, minimum variance control (MVC) strategy was presented for an ORC based WHR [17] . In [18] , a multi-loop robust H 2 control scheme under partial least squares (PLS) framework was designed to resist the disturbances. The mean square error (MSE) is widely used as a cost function due to its smoothness, mathematical tractability and low computation burden. MSE works well under the assumption that the disturbances are Gaussian distributed. However, its performance may degrade considerably when the system is disturbed by non-Gaussian noises. In fact, the stochastic disturbances in WHRs are not necessarily Gaussian. Moreover, the nonlinearities in WHRs could lead to non-Gaussian randomness even if the disturbances follow a Gaussian distribution. Therefore, entropy was chosen as the indicator of system performance instead of variance or mean value of variables [19] - [22] .
Minimum error entropy (MEE) based stochastic control algorithm has been applied to non-Gaussian systems [23] - [25] , and the control performances are satisfactory. But when non-Gaussian disturbances follow heavy-tailed distribution, MEE will not provide effective results. In this paper, the inlet temperature and the mass flow rate of the exhaust gas are non-Gaussian disturbances in the ORC system, which follow the heavy-tailed distribution as shown in Figure 1 . Thus, correntropy, a local nonlinear similarity measurement, is introduced. Due to its insensitivity to outliers, especially with a small kernel bandwidth, correntropy is a robust adaptation cost naturally. The generalized correntropy (GC), a generalization of correntropy, has better stability than correntropy. Therefore, GC criterion is adopted.
In this paper, a single neuron adaptive multi-step predictive control strategy based on generalized correntropy is proposed for an ORC based WHR disturbed by non-Gaussian noises. The paper is organized as follows: Section II introduces the ORC based WHR and describes the control tasks. In section III, the single neuron adaptive multi-step predictive controller based on generalized correntropy for the ORC is presented. Section IV demonstrates the application of the proposed controller in the ORC based WHR. Finally, some conclusions are drawn in section V. Figure 2 shows the considered ORC based WHR system. It mainly consists of an evaporator, an expander, a condenser, a pump and a reservoir. The detailed description of the cycle is as follows:
II. SYSTEM DESCRIPTION AND CONTROL TASKS
I-II. The organic working fluid R123 is heated into superheated vapor with certain pressure and temperature by waste gas in the evaporator.
II-III. The vapor drives the expander for power generation, and the high-pressure vapor is transformed into low-pressure vapor.
III-IV. The low-pressure vapor discharged from the expander is condensed into liquid in the condenser by cooling water.
IV-I. The condensed working fluid R123 is collected in the reservoir and pumped back to the evaporator and the cycle is finished. Then, it goes on and on.
One of the greatest challenges for controlling the WHR is how to deal with the non-Gaussian disturbances from waste heat, especially when they obey heavy-tailed distribution. The main control task considered in this paper is to ensure WHR operates safely and efficiently in the presence of fluctuations in mass flow rate and inlet temperature of waste gas. The evaporating pressure and the superheat degree are the most important parameters in WHR, and they should be maintained in a proper range.
Therefore, the controlled variables (CVs) are the evaporating pressure and the superheat degree. The expander speed and the pump speed are chosen as the manipulated variables (MVs).
III. SINGLE NEURON STOCHASTIC PREDICTIVE CONTROL STRATEGY FOR THE WHR
In this section, the model of ORC system in [18] with non-Gaussian noises is adopted to generate data for controller design:ẋ
where x = l ev , P ev , T w,ev , P con , T w,con
The schematic diagram of neuron adaptive control system for the WHR is shown in Figure 3 . In Figure 3 , [y 1 , y 2 ] T stands for the controlled variables, evaporating pressure P ev and the superheat degree T sup . [r 1 , r 2 ] T represents the setpoints of P ev and T sup respectively. [u 1 , u 2 ] T is the rotating speed of the expander N exp and rotating speed of the pumpN pp . T a represents the inlet temperature of waste gas andṁ a represents the mass flow rate of waste gas, and they are non-Gaussian noises. The goal of designing controller is to ensure the evaporating pressure P ev and the superheat degree T sup can track their setpoints r 1 and r 2 well, and the shapes of the probability density functions (PDFs) of the tracking errors become as narrow as possible. There are two control loops in the Figure 3 . The evaporating pressure is controlled by the speed of the expander and the superheat degree is controlled by the speed of the pump.
A. GENERALIZED CORRENTROPY BASED PERFORMANCE INDEX
In the previous works [26] , [27] , the mean square error (MSE) is widely used as a cost function in controller designing when the signal is Gaussian. Since the mass flow rate and inlet temperature of waste gas are non-Gaussian and they usually follow heavy-tailed distribution, generalized correntropy is adopted to characterize the randomness of the ORC. Generalized correntropy is the local measure of similarity between any two random variables, it is nonlinear and not sensitive to the outlier.
In this paper, the generalized correntropy is given by:
where r = [r 1 , r 2 ] T represents the setpoint, y = [y 1 , y 2 ] T stands for the controlled output, E (·) denotes the expectation operator, G α,β (·) stands for the joint generalized Gaussian density (GGD) function, which is defined as:
where
where α > 0 is the shape parameter, β > 0 is the scale(bandwidth) parameter, with (·) being the gamma function. λ = 1/β α is the kernel parameter and γ α,β = α/ (2β (1/α)) is the normalization constant. In practice, the joint probability density function (PDF) of r and y are usually unknown; however, their samples {r(s), y(s)} N s=1 can be easily obtained, and can be used to estimate the generalized correntropy in Equation (2):
Since the GGD is an extension of the Gaussian density function, V α,β (r, y) is bounded and 0 < V α,β (r, y) ≤ V α,β (0) = (γ α,β ) 2 , and it reaches its maximum if and only if r = y [26] . Therefore, the generalized correntropy loss (GC-loss) function, which is equivalent to the generalized correntropy criterion and can be expressed as follows:
Taking the control energy into consideration, the following predictive performance index is formulated:
where e k = r k − y k is the system tracking error. P and M are the prediction horizon and the control horizon respectively, and M ≤ P. The second term of Equation (7) is the constraint on system energy. R 1 and R 2 are weights that correspond to generalized correntropy and control inputs. can be obtained using the oversampling method [28] , i.e. dividing the time period, from time instant k to the next time instant k+1, into N time periods for oversampling. This method can be sampled online, and it is more practical than the Monte Carlo method.
B. ADAPTIVE MULTI-STEP PREDICTIVE CONTROLLER BASED ON SINGLE NEURON
The single neuron adaptive multi-step predictive controller has advantages of simple structure, less calculation, fast learning and rapid adjustment. Here, a multiloop single neuron adaptive multi-step predictive control strategy for the ORC based WHR is presented as shown in Figure 3 . In Figure 3 , the inputs of each single neuron are
The controller produces the following inputs
K i > 0 is the proportional coefficient of the neuron, and w 1k and w 2k are the weights of the two neurons. From Equations (9)-(13), it can be seen that in order to obtain the control inputs, we need to get the weight matrix w k . Here the stochastic gradient algorithm is used to update the weight matrix:
where η = diag {η 1 , η 2 } (η i > 0) is the learning rate matrix.
The derivative of the tracking error e k with respect to the weight value w k can be expressed as
The GC-based single neuron stochastic predictive controller design procedures can be summarized into the following steps:
Step 1: Initialize the weight value w k and step-size η. Select the shape parameter α and kernel parameter λ.
Step 2: Estimate the multi-step prediction of performance indicators J according to Equations (6)-(7) by using the samplings {r(s), y(s)} N s=1 .
Step 3: Find the optimal weight according to Equation (14)- (16) .
Step 4: Calculate the control input according to Equation (9) .
Step 5: Collect the process output for updating. Then repeat step 2 to 5 for the next moment, k = k + 1.
IV. SIMULATION RESULTS
The oversampling method is used to estimate the GC-loss (α = 10, λ = 0.1). Sampling data must be large enough to describe the dynamic properties of the plant, so we set N to be 300. The sample period T is 1s. The initial values of the control inputs (u 1 = 1615r/ min, u 2 = 341r/ min) have been determined. The learning rate η 1 and η 2 in Equation (14) have an effect on the convergence speed and training results. If the learning rate is too high, it may lead to oscillation, even non-convergence. And if the learning rate is too small, it may decelerate convergence speed and lead to a longtime training process. Therefore, the learning rate η 1 and η 2 are both set to 0.0001 after several attempts.
In this section, set point tracking test is conducted to investigate the performances of the proposed controller. As a contrast, the performances of the MEE and MSE based optimization controller are also tested. The disturbances induced by the mass flow rate and inlet temperature of exhaust gas are non-Gaussian and obey the heavy-tailed distribution as shown in Figure 1 . At the beginning, the mass flow rate and the inlet temperature fluctuate in a small range and experience a step change at 700s as shown in Figure 4 .
At first, the evaporating pressure and the superheat degree are kept at 1520 kPa and 11.65 • C respectively. The set point of evaporating pressure is increased from 1520kPa to 1650kPa at 300s, while the superheat degree increased from 11.65 • C to 19.95 • C. The results are displayed in Figure 5 and Figure 6 , from which we can see that the evaporating pressure and superheat degree under GC-based controller can track set points. The proposed controller performs better with shorter settling time, smaller overshoot and smaller steady state errors. The control inputs are shown in Figure 7 and Figure 8 .
The process is simulated in real-time, and Figure 9 shows the adjustment process of the weights with a duration of 2000 seconds. The entire simulation runs for about 280 seconds. Figure 10 and Figure 11 depict the evolution of probability density function (PDF) of e 1 and e 2 at typical moments under the proposed GC-based control. The x-coordinate represents the value range of the error, and the y-coordinate represents the probability density. The higher and narrower of the PDF, the smaller the randomness is. Besides, Figure 12 and 13 illustrate the 3D PDF evolution process of tracking errors. It can be seen that the system is driven VOLUME 7, 2019 towards a smaller randomness direction by the proposed control input. As shown in Figure 14 that of MSE based optimization control. From the detailed views in Figure 14 and 15, it can be seen that although the randomness of the MSE optimization is small, the peak of the PDF cannot be fixed at zero, which means the track errors under the MSE control cannot be driven to zero. The mean, variance and entropy of tracking errors under GC-loss, MEE and MSE based control at 1350s is shown in Table 2 .
It can be observed that the ORC based WHR achieves better performance with GC-based predictive control. The proposed controller is more advantageous in optimizing the WHR system affected by heavy-tailed disturbances.
V. CONCLUSION
In this paper, a single neuron adaptive multi-step predictive control strategy is applied to an ORC based waste heat recovery system under non-Gaussian disturbances. Instead of the entropy criterion, a generalized correntropy based performance index is adopted to optimize the controller. The simulation tests have been carried out in order to testify the control performance. The following conclusions can be summarized:
1) The GC-loss, as well as the control inputs, is constructed the performance function. The weights of each single neuron can be obtained by optimizing the performance index.
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