Abstract: The general swelling model has recently been updated in Israel by applying the Excel-solver command (ESC) analysis to new local test results from 897 undisturbed specimens. In this analysis, the goodness-of-fit statistics obtained classify the category of their associated regression only as fair. Thus, it seems necessary to explore the possibility of enhancing the outputs of this regression analysis by applying the artificial neural networks (ANN) methodology to the same 897 undisturbed specimens. However, it is shown that the use of the ANN outputs should be accompanied by an additional check to ensure that they follow the expected physical swelling behavior, as characterized by the index properties of the soil. The ANN methodology applied in this paper is similar to previous studies in geotechnical engineering. Different models were tested using the same database (i.e., the same 897 undisturbed specimens). The statistical fit of the ANN models were clearly found to be superior to the ESC models. However, in the sense of the required physical behavior, as characterized by the index properties of the soil, the ANN models did not predict swelling values as well as ESC models did, in particular values ranging near (or outside) the data set boundaries. Thus, the former ESC models still remain preferable.
Introduction
Pavements and railway beds are badly affected by the behavior of their expansive clay subgrades. Seasonal drying and wetting are particularly responsible for irregularities in pavement and railway surfaces through differential settlement and heaving. Researchers and engineers have been occupied for several years with the engineering problems presented by swelling clays. The research and the experience that developed, and that have found expression in many technical publications, highlight basic differences among the approaches practiced in various countries, whether it be Australia, India, Israel, Nigeria, South Africa, Turkey, or the United States (Texas, Kansas, and other states), particularly in regard to clay as a subgrade material for flexible pavements. Consequently, these various approaches should be analyzed and adjusted to local needs.
In Israel, theoretical and practical engineering experience has accumulated on the construction of such pavements since 1956. The initial basic research, together with the accrued knowledge of the performance of numerous pavements, led to the crystallization and adoption of engineering solutions for the construction of pavements on these soils. These activities yielded a local procedure for designing flexible pavements on swelling clays, in which the prediction of the heave of a pavement surface as a result of subgrade swelling necessitates knowledge of the swelling pressure characteristic (curves) of the clay strata under consideration; the latter is usually obtained from laboratory tests on undisturbed clay specimens. These swelling curves are dependent on knowledge of the following index properties that characterize the clay being studied: (1) liquid and plastic limit; (2) insitu moisture content; and (3) insitu dry density.
Because time, site, and budget limitations frequently restrict laboratory testing for a specific project, empirical correlations are commonly used to supplement the one-dimensional laboratory curves. In local studies conducted in Israel in 1969 and 1985 , these correlations yielded the required general swelling model for any given clay characteristics. This general swelling model has recently been updated by applying the Excel-solver command (ESC) analysis to new local test results from a total of 897 undisturbed specimens. In this analysis, the goodness-of-fit statistics obtained classify their associated category of regression only as fair. Thus, it seems necessary to explore the possibility of enhancing the outputs of this regression analysis by applying the artificial neural networks (ANN) methodology to the 897 undisturbed specimens. This will be done and explained in the following section.
Background
In the past few years, there has been a constant increase in interest in the use of neural network modeling in different fields of engineering science. In particular, ANNs have successfully been applied in many geotechnical engineering analyses. For example, Ceylan et al. (2009) demonstrated how the ANN methodology applied to 2,750 records of dynamic modulus testing of hot-mix asphalt increased the accuracy of their predictive model, from a coefficient of determination (R 2 ) equal to 0.68 of the conventional regression technique case up to an R 2 equaling 0.98 in the ANN methodology case; in the same manner, the R 2 increased from 0.77 to 0.96 for 7,400 records (including the previous 2,750), with two modifications to the independent variables of the previous records. For vertical swelling prediction, Najjar et al. (2000) reported that the R 2 value of the predictive model increased from 0.35 with the conventional regression technique up to 0.66 with the ANN methodology; both these cases applied to 514 specimens. In addition, Ersin and Güneş (2011) also showed the increase in the R 2 value, from 0.67 with the conventional regression technique and up to 0.95 with the ANN methodology. In both of those cases, however, a small number (60) of specimens were tested for the swelling pressure characteristic.
In consequence of the aforementioned facts, an argument may be made again for examination of the 897 undisturbed specimens with the ANN methodology to enhance the accuracy of predictive models for the vertical swelling percentage of local expansive clays. In regard to this ANN methodology, however, it seems essential to add a criterion to the accuracy criterion to accept the final ANN outputs. The elaboration of this additional criterion is as follows.
To accept any computed swelling model, its numerical outputs should follow the well-known physical swelling behavior, in which the vertical swelling (1) decreases with the increase in the vertical pressure (including the change in swelling to settlement for vertical pressures exceeding the swelling pressure, i.e., the pressure for which the vertical swelling value is zero) and with the increase in insitu water content; and (2) increases with the increase in the liquid limit value and with the increase in insitu dry density. For the conventional multiregression technique, this criterion is automatically followed by choosing appropriate mathematical relationships that comply with the aforementioned physical swelling behavior, as characterized by the index properties of the soil. For the ANN methodology, this criterion is not automatically followed in the calculation process. Various researchers even see in this fact an advantage, as can be learned from the following quotation offered by Najjar et al. (2000) : "The use of neural networks was found to be much easier than incorporating regression techniques because one does not have to specify the type of functions that represent the relationships between the various parameters involved." Thus, this additional criterion for the compliance of the predicted vertical swelling values with their well-known physical swelling behavior, as characterized by the index properties of the soil, should be strictly followed in the ANN technique.
Objectives
In light of all the previously mentioned information, the objectives of this paper are as follows:
• To present the latest available local swelling models as derived by applying the ESC analysis to new local test results (the 897 undisturbed specimens); • To develop new swelling models by applying the ANN methodology to these 897 undisturbed specimens; • To compare the new ANN swelling models with the existing ESC methodologies in terms of (1) accuracy and (2) variation in patterns of vertical swell versus vertical pressure; and • To recommend selected swelling models for final routine calculations. The sections to follow will detail the process of attaining these four objectives and their associated conclusions. Livneh (2012a, b) used 897 undisturbed specimens to determine the direct dependence of vertical swelling, in percentages, on the following basic independent variables that characterize undisturbed clay specimens: liquid limit (LL) and plastic limit (PL) in percentage, moisture content (W) in percentage, dry density (D) in kN=m 3 , and the applied vertical pressure (Pp) in kPa. This determination was performed with the Excel-solver command, utilizing (1) the first Israeli general swelling pressure model arrived at in Komornik and David (1969) by conducting linear multiple regression on 125 undisturbed specimens; and (2) the basic vertical swelling model arrived at in Wiseman et al. (1985) after a series of empirical relationships reported in the technical literature was analyzed (though no verification was received from local laboratory tests). Table 1 shows the main characteristics of the data set (897 specimens) that served the regression calculations.
ESC Models
To enhance the accuracy of the vertical swelling predictions stemming from the Excel-solver analyses, six different arrangements of the independent variables were implemented (shown in Table 2 ). In essence, the reason for replacing W with W/PL in some of these arrangements is the fact that the moisture state of a given clay is characterized by the ratio of insitu moisture content to plastic limit (Kassiff et al. 1969 ). In the same manner, the reason for replacing D with DR is that the state of natural compaction of a given clay is not characterized by D itself, but by the ratio of the insitu dry density to the maximum dry density obtained in the laboratory with the modified Proctor compaction energy (D MP ), as explained in Foster (1962) . According to Kassiff et al. (1969) , D MP is equal to the following expression: 
where D MP is given in kN=m 3 . The reason for replacing LL with PI (i.e., plasticity index instead of liquid limit) is that various studies, such as in Najjar et al. (2000) and Ersin and Güneş (2011) , found the PI variable to be preferable.
To sum up, the existing ESC equations are as follows:
and Sp ¼ a 4 × ðPo=98.07Þ × logðPp=PoÞ ð 3Þ
where
In Eq. (2), x i = independent variable; and a i = regression coefficients obtained from the ESC analysis. Table 2 contains the various expressions for x i in six specified arrangements, together with the a i values for each of these arrangements. Table 3 shows the goodness-of-fit statistics for Eqs. (2) and (3), defined as follows: SE denotes the standard error of prediction (i.e., standard deviation of errors); ME denotes the arithmetic mean of the errors between predicted and measured Sp values; R 2 denotes the coefficient of determination; SY denotes the standard deviation of the measured Sp from its mean value (Sp avg ); n denotes number of specimens (sample size); and p denotes number of model parameters (i.e., 5; see Table 2 ). The goodness-of-fit statistics indicate, as similarly shown by Ceylan et al. (2009) , how the level of prediction accuracy of a given predictive model varies with the change in independent variables. Table 3 also shows that the best values in terms of goodness-of-fit are those associated with Model 6. However, In terms of the correlation criterion specified in Table 4 , Model 6 can be categorized only as a fair correlation product. The second best model in terms of goodness-of-fit is Model 3, whereas Model 4 is the worst, and Model 1 is the second worst with the highest overall model bias of ME ¼ 1.379%.
It is interesting to compare the predicted swelling curves according to the aforementioned sets of models, based on 897 undisturbed specimens, and particularly according to Models 1, 2, and 6. This is done for the following cases of W/PL and D in Fig. 1: ( Fig. 1 indicates that the differences among the three solutions for the 897 undisturbed specimens are practically negligible. However, it may be stated that the outputs of Model 6 yield the highest values for predicted vertical swelling. The same can be stated for Fig. 2 , except that the outputs of Model 6 do not always yield the highest values for predicted vertical swelling.
To support the findings of Figs indicates that a great similarity exists in effect between the outputs of Model 6 and those of Models 1 and 2.
The ESC predictive models are more effective for the central region of the data space and somewhat questionable for the extrapolation region. To illustrate this data space, Figs. 4(a-c) display the relationship between the liquid limit of the 897 tested specimens and the vertical pressure applied in the swelling test, together with the following two measured characteristics: dry density or dry density ratio; moisture content or ratio of moisture content to plastic limit. To complete this presentation, Fig. 4(d) shows the commutative distribution of some of these measured characteristics. Obviously, these figures can define the extrapolation region, which is especially defined when the vertical pressure is higher than 200 kPa [see Fig. 4(b) ]. Fig. 4 reveals that the dry density input for the recorded data is liquid limit, and the dry density ratio seems to be independent. The same independence applies to the ratio of moisture content to plastic limit. These findings impart more relevance to the predictive Models 3 and 6.
In light of the aforementioned findings, it is interesting to explore whether the development of new swelling models by applying the ANN, using the given 897 undisturbed specimens, will enhance the accuracy of prediction associated with the models of Table 2 . This issue is discussed in the subsequent sections.
Artificial Neural Networks
Inspired by networks of biological neurons, ANN models are computational methodologies that perform multifactorial analyses. The ANN models contain layers of simple computing nodes that operate as nonlinear summing devices. These nodes are richly interconnected through weighted connection lines, and the weights are adjusted when data are presented to the network during a training process. Successful training can result in ANN that perform such tasks as predicting an output value, classifying an object, approximating a function, recognizing a pattern in multifactorial data, and completing a known pattern. Many ANN applications have been reported in different fields; specifically, several authors employed ANN for estimating swelling percentage and swelling pressure (Najjar et al. 2000; Ersin and Güneş 2011) . Shahin et al. (2008) noted that ANN are similar to conventional statistical models in the sense that parameters (e.g., connection weights) are adjusted in the model calibration phase (training) so as to minimize the error between outputs and the corresponding measured values for a particular data set (the training set). Najjar et al. (2000) considered the use of neural networks to be much easier than incorporating regression techniques because as previously mentioned, there is no need to specify the type of functions that present the relationships between the various parameters involved.
However, ANN models do not perform well when they extrapolate beyond the range of the data used for calibration (Tokar and Johnson 1999) . Unlike conventional statistical models, ANN models generally have a large number of parameters (connection weights), and therefore they can overfit the training data, especially if the training data are noisy.
Similar to other studies in geotechnical engineering, the determination of vertical swelling has been modeled in the present study using back-propagation network architecture. The term back-propagation network refers to a multilayered, feed-forward neural network using an error back-propagation algorithm. The Levenberg-Marquardt back-propagation learning algorithm in the Matlab environment (Demuth et al. 2006 ) was used to train the network.
Determining the network architecture is one of the most important and difficult tasks in ANN model development (Tokar and Johnson 1999) . It requires the selection of the optimum number of layers and the number of nodes in each layer. The number of hidden layers and nodes depends on the degree of complexity of the problem, but there is no unified approach for determining an optimal ANN architecture. It is generally achieved by fixing the number of layers and choosing the number of nodes in each layer. The upper limit of the number of hidden nodes in a single layer network may be taken as (2 × i þ 1), where i is the number of inputs (Caudill 1988) .
ANN Vertical Swell Models
In this study, the different models have a total of four explanatory variables, and three of them explain the vertical swelling pressure (Po) as in Eq. (2), which is combined with the vertical surcharge (Pp) to explain the swelling pressure (Sp) as in Eq. (3). Different tests were performed with one and two hidden layers, and from 2-10 nodes. The best-fitting results were found with one hidden layer and nine nodes per layer. The algorithm was tested for random data partitions, in which 80% (717) of the observations were used for training, 10% (90) for validation, and 10% (90) for testing. Similar to Table 3, Table 5 summarizes goodness-of-fit statistics for the six ANN models. Overall, the ANN models produced a y = 0.7053x + 0.5392 R² = 0.6952 better fit than the ESC models. Note that in contrast to the ESC findings, Model 1 seems to be the best, followed by Model 5, with correlation ratings close to the good criterion (see Table 4 ). To illustrate the statistical results provided in Table 5 , Fig. 5 compares the predicted ANN Sp values with the measured Sp values of the 897 observations. This figure also summarizes the overall bias statistics for all six models. The unconstrained trend lines all have a positive intercept, ranging between 0.537% for Model 6 and 0.655% for Model 4. In partial compensation, the slope values of the unconstrained trend are all less than 1, ranging from 0.694 for Model 4 to 0.705 for Model 1. Overall, Model 1 exhibits the smallest prediction bias. Furthermore, when the goodness of-fit-statistics given in Table 5 are compared with those in Table 3 , those of Model 1 almost comply with the good correlation criterion. This finding indicates that the implementation of the ANN methodology has really enhanced the accuracy of the swelling models derived from the 897 undisturbed specimens, together with the shift from Model 6 (i.e., the most preferable model in the ESC analysis, with an R 2 value that is equal to 0.610) to Model 1 (i.e., the most preferable model in the ANN analysis, with an R 2 value that is equal to 0.695).
It is interesting to compare the predicted swelling curves according to the aforementioned sets of models, based on 897 undisturbed specimens, and particularly according to ANN Models 1 and 5. Figs. 6 and 7 are constructed, respectively, in a similar manner to Figs. 1 and 2. Fig. 6 shows the predicted vertical swelling Sp as a function of the vertical pressure Pp, assuming D equals 14.7 kN=m 3 and W/PL equals 0.8 [ Fig. 6(a) ] and 1.0 [ Fig. 6(b) ]. In Fig. 7 , the curves are computed for D equal to 16.7 kN=m 3 and W/PL equal to 0.8 [ Fig. 7(a) ] and 1.0 [ Fig. 7(b) ].
The results presented in Figs. 6 and 7 indicate that the best statistical ANN models do not exhibit the expected physical swelling phenomena. In some cases, as these figures show, the predicted vertical swelling increases with the increase in moisture content or with the decrease in insitu dry density. Together with these findings, the results presented in Fig. 7 are particularly strange. A possible explanation for the strange results relates to the range of predicted explanatory variables, which might be outside the range of the input data used for training the ANN network. For example, the database contains only 27 observations with negative Sp values, compared to 341 observations with an Sp equal to zero. Given the random nature of the data partition, it might happen that the specific ANN network was trained with very few observations containing negative Sp values, and this, therefore, might account for the fact that, in most cases of Model 5, the predicted vertical swelling Sp does not reach zero for high values of vertical pressure.
An additional explanation related to the specific data set used in this paper is related to the well-known problem of poor coverage of the training patterns because of lack of dispersion of observations. Table 1 shows that although both Sp and Pp ranges are quite wide, the average values and standard deviations indicate that the observations are not evenly distributed. Flood and Kartam (1994) noted that "since artificial neural networks are not usually able to extrapolate, the training patterns should go at least to the edges of the problem domain in all dimensions. It is also advisable to have the training patterns evenly distributed within this region." In other words, the ANN models are able to better match the observed data, but in terms of capturing the data pattern, as indicated by the physical properties, the specific data set used might not be appropriate.
Again in contrast to the findings associated with the ESC models (see Figs. 1 and 2) , Fig. 7 (b) exhibits a considerable change in predicted vertical swelling values with the shift from one type of ANN model to another. That this fact exists at all should obviously be regarded as totally unacceptable. The final conclusion emanating from this finding, together with the previously mentioned findings, is that the swelling models derived from the ANN analysis may exhibit an enhanced accuracy, but they are not suitable for practical implementation because they do not follow the required physical swelling behavior, as characterized by the index properties of the soil. Thus, the former ESC models still remain preferable, especially when the deviations of the ESC swelling outputs for the measured values from the ANN swelling outputs for the same measured values are not so critical. Fig. 8(b) ]. The x-axis represents the predicted ESC swelling outputs for the measured data input of the 897 specimens, and the y-axis represents the ANN swelling outputs for the same measured data input.
The figure shows that the deviations between the predicted ESC Sp values and the predicted ANN Sp values are not critical; the two unconstrained trend lines have practically a negligible intercept value ranging from −0.134 for Model 1 to −0.094 for Model 6. In addition, the slope values of the unconstrained trend are all close to 1, ranging between 1.034 for Model 1 and 0.972 for Model 6.
Summary and Conclusions
To improve the prediction accuracy of statistical models, neural networks were implemented to develop a more reliable and robust methodology for the assessment of swelling potential. The ANN methodology applied in this paper is similar to previous studies in geotechnical engineering. Different models were tested using the same database formed by several field specimens. The statistical fit of the ANN models are clearly superior to the ESC models. However, in the sense of the required physical swelling behavior, as characterized by the index properties of the soil, the ANN models did not predict swelling values as well as ESC models did, in particular when it came to values whose range was near (or outside) the data set boundaries.
The noncompliance of the ANN models with the required physical swelling behavior, as characterized by the index properties of the soil, constitutes a major limiting factor in the present ANN analysis. Thus, the former ESC models, again, still remain preferable, especially Model 6. This model is the latest advanced edition, superior to models given in Livneh (2012b) .
Finally, mention should be made of the discrepancy observed in this paper between the measured and the predicted values. This divergence may be attributed to additional influential parameters that were not considered, which might have a significant impact on soil swelling potential. Therefore, further enhancements to the models developed here can be achieved if some more influencing parameters, such as clay content, mineral clay proportion, mineral clay type, and the free swelling rate, are considered. On this matter, see also Livneh and Livneh (2012) .
