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Introduction: 
The relationship between stock return and macroeconomic factors has suffered a 
long period of discussion. As the saying goes, the stock market is the barometer of 
business. Stocks reflect how the economy performs at any given time (Rui Tan). 
There is definitely a compact relationship, positive or negative, linear or non-linear, 
whatever it is, I am interested to explore it in more details. The dissertation topic is 
identified as the relationship between stock return and macroeconomic factors, 
evidence from UK.  
The dependent variable is identified as FTZE 100 index. The identified independent 
variables are exchange rate, interest rate, inflation rate, money supply, and real 
economic activity. All data will be on a monthly basis. The time range is from 
31/01/1996 to 30/06/2012. The exchange rate data is the floating exchange rate 
between GBP and USD. Interest rate is estimated by the yield of UK government 10 
years Gilts. The money supply is measured by the narrow stock of money. Growth in 
expected real activity will be represented by the GDP of UK (Benjamin A. Abugri, 
2008). All the data are mainly from Yahoo finance UK, and the official website of 
Bank of England. The analytical software used in my dissertation is STATA.  
Investors always intend to explore the patterns of stock return and want to test the 
sensitivity of stock returns when there are shocks to the macroeconomic variables 
(e.g. increase in interest rate, depreciation of home currency against USD, money 
supplied changed, etc.). 
In the dissertation, I expected to find correlations between stock returns and 
variables. The connection between exchange rate and stock returns is according to a 
straight and intuitive financial theory. The increasing in vĂůƵĞŽĨĂĐŽƵŶƚƌǇ ?ƐĐƵƌƌĞŶĐǇ
kills the cost of oversea purchase, which in normal situation composes a massive 
fraction of the production inputs for the importing countries. Even though based on 
economic theory that the movements of foreign exchange rate would significantly 
influence the countries stock prices through its effect on future cash flows, 
investments and profitability of companies, there is no obvious agreement in 
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previous literature and the relationship is inconclusive (Joseph, 2002; Vygodina, 
2006). Based on Pebbles and Wilson (1996), the increasing of a currency value 
always is combined with an increase in savings, money supply and fall of interest 
rate. The led fall in interest rate or the cost of oversea purchase is anticipated to 
result an increase in local returns. The anticipation is also in line with the findings of 
ŝůƐŽŶĞƚĂů ? ? ? ? ? ? ) ?ǁŚŽŚĂǀĞƐƚĂƚĞĚƚŚĂƚĚĞĐƌĞĂƐĞŝŶǀĂůƵĞŽĨĂĐŽƵŶƚƌǇ ?ƐĐƵƌƌĞŶĐǇ
ǁĂƐŶĞŐĂƚŝǀĞůǇĐŽƌƌĞůĂƚĞĚǁŝƚŚƐƚŽĐŬƌĞƚƵƌŶ ?ĂƐĞĚŽŶ “ƚŚĞ&ŝƐŚĞƌĨĨĞĐƚ ? ?ĞǆƉĞĐƚĞĚ
nominal interest rate on financial securities should move along with anticipated 
inflation (Fisher, 1930). Additionally, shocks in both short run and long run rates are 
presumed to influence the discount factor in the same by impacting the nominal 
risk free rate (Mukherjee & Naka, 1995). As a result, interest rate is though intended 
to be negatively correlated to stock index returns by its influence to inflation or 
discount rates. Some previous literature indicated that interest rate itself does not 
correlate to stock return; on the other hand, the yield and default spread are more 
significantly connected to index returns (e.g., Chen, Roll, & Ross, 1986).  
On the other hand, as UK is a more mature market compared to other emerging 
countries, interest rate, as a popular variable in both secondary market of bond and 
stock, will be continued use to estimate stock returns (Bilson et al., 2001). Money 
supply is connected to stock return in different ways, which depends on the current 
state of economic situation of a country. For example, when monetary policy is 
unreliable, shocks of money could negatively impact stock return by affecting 
inflation instability. Meanwhile, referring to exchange rate, there could be a 
favorable influence if the increase of money is resulted by foreign reserves. A 
number of previous studies have established a positive relationship (Asprem, 1989; 
Mandelker & Tendon, 1985). The positive correlation between growth in real 
activity and stock return is detected (Fama, 1990; Ferson & Harvey, 1998). The 
positive correlation is in line with the prospective that real economic activities 
impact the stock return by its effect on future cash flows. Since the macroeconomic 
ǀĂƌŝĂďůĞƐ ŚĂƐ ĂŶ ĂĚĚŝƚŝŽŶĂů ĂƉƉĞĂů ďĞĐĂƵƐĞ ƚŚĞǇ ĂƌĞ Ăůů  “ĞǆŽŐĞŶŽƵƐ ? ŝŶ ƚŚĞ ƐĞŶƐĞ
that they come from outside the stock markets (Ferson & Harvey, 1998). 
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This paper contributes to the knowledge of the dynamic relationships between 
stock returns and macroeconomic variables in the context of a multivariate 
framework. The empirical relationships established may have important 
implications for decision-making by both investors and national policymakers. 
Because the volatility in returns is significantly impacted at varying magnitudes and 
durations by these variables across markets, investors can improve their portfolio 
performance by taking into consideration the variations in economic fundamentals. 
The rest of the dissertation is formed by several sections. Section two is about the 
data description and variable selection, which has introduced some basic property 
of dataset and variables. Section 3 has mentioned the econometric methodology, 
which used to estimate the underlying relationship between stock return and 
independent variables. In this part, Granger causality test will be implemented 
aimed at finding the single correlation regarding to one variable to stock return, 
with holding other variables. The main model for explaining the relationships 
between different variables and stock return is called vector autoregressive model 
(VAR). The VAR model is powerful tool of modelling the dynamic interrelationship 
among macroeconomic variables as it subjects very few constrains (e.g., Lastrapes & 
Koray, 1990; McMillin, 1991). It is especially meaningful for characterizing the 
presumed relationships in this study because no constrains are subjected on the 
framework of the system. Section four is the empirical results and findings, which 
has mentioned the results tested in this dissertation and a comparison to previous 
literature, with identifying the possible reasons for the differences. Final section is 
conclusion, which has re-stated the framework of this dissertation and mentioned 
what else could be done.  
 
Literature review: 
In the past, there are massive of literatures have mentioned the relationship 
between macroeconomic variables and stock returns both in developed and less 
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emerging countries. The macroeconomic factors include interest rate, exchange rate, 
inflation rate, money supply, big political event and real economic activity. For 
example, Abugri (2008) has explored the relationship in emerging market, with 
showing evidence in Latin American markets. Findings show that the fluctuation of 
the markets as displayed by the variance of the returns is normally dramatic, and the 
empirical findings illustrate that news from the macroeconomic factors are reflected 
to the markets mutation. In my research, I am intended to find out the relationship 
between stock returns and six variables, not only indication of causality between 
variables and stock return, but also identifying the clear effect of variables on stock 
returns.  
 
Interest rate:  
Many studies in finance, discuss the links between interest rates and stock returns in 
many ways. Boyle and Young (1992) examined the Ex Post and Ex Ante relationships 
between stock returns with interest rate and inflation. They aimed to identify the 
assumption of historical information is related with the future reactions in stock 
market with using the cash-in-advance model of Lucas (1982), which has been 
applied to other asset pricing issues by Labadie (1989), Young and Boyle (1989) and 
Boyle (1990). The findings demonstrated that the ex post relationships between 
nominal interest rates and nominal stock returns found in the empirical literature 
always hold in the model, whereas those involving real returns hold provided that p > 
1. Their analysis supports the inferences about ex ante relationships between real 
stock returns and inflation that empirical researchers have drawn from the observed 
ex post relationships, but shows that the corresponding inferences regarding nominal 
stock returns need not hold if p < 1. However, in the model, the latter outcome is 
excluded by the observed correlations between real stock returns and nominal 
interest rates. 
Studying the relationship between short period interest rates and stock return, as 
well as market deviation, Shanken (1990) and Campbell (1987) found that initial 
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one-month T-bill rate is positively and strongly related to market volatility; however a 
negative relationship displayed with future stock returns. Whitelaw (1994) 
discovered a positive link in market variance and one-month T-bill. ƌĞŶ ?ĞƚĂů ? ? ? ? ? ? )
found that short period interest rate contributes significantly in forecasting the sign 
of the relationship and the deviation of stock return. 'ůŽƐƚĞŶ ?ĞƚĂů  ? ? ? ? ? )regarded 
initial short period interest rate as a variable of conditional variance of stock returns 
with constructing a GARCH-H model allowing the conditional standard deviation to 
react in different means to positive and negative interest rate shocks. 
Mishkin (1977) justified that downward movements of interest rate would shift 
stock price up, as a result, decrease the profitability of financial distress. Ehrmann 
and Fratscher (2004) studied the movement of share market to U.S. monetary 
policy particularly concentrating on the effect of the interest rate for the interval 
1994 to 2003. The evidence demonstrates that individual stock returns are 
significantly impacted by monetary policy change. However, apart from interest rate, 
there are other variables that affect stock returns, including the situation of the 
whole market. In spite of the fact that Modigliani and Chon (1978) treated interest 
rate as one of the most important decisive factors of stock returns, it is hardly to 
believe that movements of interest rate would drive apparent reaction in stock 
market. Çifter and Ozun (2007) applied granger causality test on daily closing figures 
of the Istanbul Stock Exchange 100 index and its national compounded interest rate, 
aiming at exploring the effect of varying in interest rate on stock returns. His 
evidence illustrates that interest rate as granger cause of ISE 100 index starting with 
9 days time-scale effect. He also found an increasing effect caused by change of 
interest rate when time-scale is higher. Ndri. Konan Leon (2008) developed a study 
to discover the influence of interest rate fluctuation on stock returns and variance in 
Korea. The evidence present that index return is inversely and strongly related to 
interest rates however, relating to conditional variance of the return, there is an 
insignificant and affirmative relationship between interest rate and conditional 
variance of returns. To be more specific, interest rate is positively working on stock 
return; however, it turns out to be a weak determinant in forecasting volatility. 
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sĂƌĚĂƌ ?ĞƚĂů ? ? ? ? ? )investigated the shock of interest rate and exchange rate deviate 
on the segment and synthesized returns and volatility in Istanbul Stock Exchange. 
He realized that market volatility is more sensitive to movements in exchange rate, 
whilst in all sectors other than service and industrial sector, conditional volatility is 
strongly connected with interest rate. Regarding to technology, interest rate has a 
rising effect the sector volatility, whereas the situation is adverse in financial and 
composition indices volatility.  
 
Inflation: 
Geske and Roll (1983) considered that, as a hedge to inflation, it is believed that 
there is a positive relationship between stock returns and inflation because they 
represent claims on real assets. Bodie (1976) has stated two particular ways to 
identify equity as hedge strategy regarding to inflation. First, the equity plays as 
hedging strategy if it holds the real rate of return of the asset at an extremely low 
level, the other way is that if and only if the real rate return is independent of the 
inflation. Jaffe and Mandelker (1976) clarified that the inverse connection between 
stock returns and inflation demonstrate that equity cannot even fractionally hedge 
ĂŐĂŝŶƐƚƚŽŝŶĨůĂƚŝŽŶ ?dŚĞŶĞŐĂƚŝǀĞůŝŶŬĂŐĞŝŶĚŝĐĂƚĞƐƚŚĂƚŝŶǀĞƐƚŽƌƐ ?ǁĞĂůƚŚŝƐƌĞĚƵĐĞĚ
by inflation; moreover, the rate of decreasing can be compounded by a rate, which 
is smaller than the average rate of return on equity market.  
On the other hand, most of previous studies, have suggested an inverse link between 
stock returns and inflation (see, inter alia, Bodie, 1976; Fama, 1981; Adams et al., 
2004). Only a few of studies have justified the compatibility to the principle above 
(see, inter alia, Luintel and Paudyal, 2006). Concerning the theoretically incompatible 
reverse relationship with stock returns, there are some explanations, for instance the 
tax-augmented hypothesis mentioned by Anari and Kolari (2001). 
Choudhry (2001) has demonstrated although it is widely agreed that there is a 
negative connection between inflation and stock returns, this relationship is 
unanticipated for stocks, which should be reward for change in inflation (Boudoukh 
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and Richardson, 1993).  
Kryzanowski and Rahman (2009) stated that, in the favor of monetary innovations, 
they present that the measurement of a Phillips curve would be biased downward 
and could even be inverse, producing a fake relation. As far as they realized, it is an 
initial finding in the financial study. They also substantiated an unexpected monetary 
news will cause a positive relationship between inflation and stock returns, which is 
compatible with empirical long term researches. Moreover, inverse relationship 
appears when fluctuations in the natural rate of output dominate those in the 
cyclical component of a Lucas-type Phillips curve, as has been identified in short-run 
studies. 
Li et al (2010) has detected the relationship in UK, with indicating the effects of 
inflation on stock returns. They found that unanticipated inflation news working on 
stock returns as a negative factor, however, anticipated inflation affects little in the 
announcement study. The relationship turns out to be positive when inflation is 
anticipated; on the other hand, the relationship appears to be negative when 
unexpected inflation happens.  
 
Exchange rate: 
Aggarwal (1981) detected the effects of exchange rate varies on U.S. stock returns 
by using monthly figure and floating rate period from 1974 to 1978. The evidence 
shows a positive relationship exists between stock returns and exchange rate 
movements 
Nieh and Lee (2001) examine the correlation between equity price and exchange 
rates for G-7 countries, applying the daily closing data of market indices and 
exchange rate between the time-interval of October 1, 1993 to February 15, 1996. 
The findings presented a common result of no long term balance relation between 
equity price and exchange rate for each G-7 country. However, daily short term 
strong relationship has been detected in certain of countries; the correlation in US 
appears to be weak. The conclusion on these findings could be attributed to 
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different situation of countries, in terms of economic level, government attitude, 
anticipation patterns, etc. 
Kim (2003) employed monthly figure for the time of 1974:01-1998:12 in America 
ĂŶĚĨŽƵŶĚĂŶĞŐĂƚŝǀĞƌĞůĂƚŝŽŶƌĞŐĂƌĚŝŶŐƚŽ^ ?W ?ƐĐŽŵŵŽŶƐƚŽĐŬƉƌŝĐĞĂŶĚ exchange 
rate. Ozair (2006) investigated the causal relationship between stock returns and 
exchange rate in America applying quarterly information from 1960 to 2004; 
however, the results present little connections between two variables. Vygodina 
(2006) empirically searches the relationship between exchange rate and stock prices 
for large-cap and small-cap stocks during 1987-2005 in America by implementing 
Granger causality test. The evidence proves there is a Granger causal relationship 
between large-cap stocks and exchange rate, however, no relationships for 
small-cap stocks. Stock prices and exchange rate are impacted by the same factors 
and reactions in federal monetary policy in America significantly affect the 
relationships. In other words, the relationship between exchange rate and stock 
prices is varying through periods. Hatemi-J and Irandoust (2002) discovered a likely 
causal relationship between stock price and exchange rate in Sweden. With using 
monthly nominal effective exchange rates and equity prices during 1993-1998, they 
realized that Granger causality is directional uncertain regarding to stock price and 
effective exchange rate.  
During March 2001-September 2005, Kurihara (2006) was delicate to examine the 
relationships between macroeconomic factors and daily stock price in Japan.  
The empirical finding of Kurihara shows that home country interest rate has no 
impact on Japanese stock price. However, the exchange rate and U.S. equity price 
do have some effect on Japanese market. As a result, the quantitative easing policy 
carried out in 2001 has caused effect on Japanese stock market.  
During 1989-2003, Doong et al. (2005) studied the dynamic relation between stocks 
and exchange rates for six Asian countries (Indonesia, Malaysia, Philippines, South 
Korea, Thailand, and Taiwan). Based on the study, variables are not cointegrated. 
The empirical finding from Granger causality test has detected a bidirectional 
relation in Indonesia, Korea, Malaysia, and Thailand. Furthermore, a strongly 
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negative correlation between stock returns and simultaneous adjustment in the 
exchange rates for all countries other than Thailand. 
Walid (2011) has investigated the nexus between exchange rate and stock return in 
emerging market, the empirical result proves that the nexus between equity and 
exchange rate is dominion dependent and stock price fluctuates asymmetrically to 
shocks in exchange rate. moreover, exchange rate movements appears to be a vital 
part in deciding the transmitting between smoother and more violent market 
condition in emerging countries.  
 
Money supply: 
Hsu and Chiang (2011) considered that it is still questionable that whether there is a 
relationship between monetary policy and stock returns,  
Relating to previous empirical literatures, the results generated under money 
aggregate information and linear regression models for estimation influence of 
monetary policy on stock returns, are inconclusive. For instance, Pesando (1974), 
and Rogalski and Vinso (1977) summarized that monetary policy varying has little 
impact on stock prices, however, Homa and Jaffee (1971) discovered that 
expansionary policy shifts up stock price apparently.  
When Bernanke and Blinder (1992) realized that Federal funds rate is a nice 
representative of monetary policy, some journal articles tried to re-establish the 
connection between monetary policy and stock returns. It is mostly agreed that 
news of monetary policy do influence stock returns. Thorbecke (1997) applied a 
vector autoregressive (VAR) model and summarized that conservative monetary 
policy drags down stock returns. Under the event-study method, Rigobon and Sack 
(2004) concluded that when short run interest rate rises, stock prices are negatively 
impacted. Bernanke and Kuttner (2005) found unanticipated slash in the Federal 
funds rate would lead to an shifting up in equity price. Basistha and Kurov (2008) 
discovered that U.S. equity returns is more sensitive when macroeconomic 
condition suffering a recession and credit risk.  
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Fiscal restrains could be the root that causes the inconsistent summary. If some 
ŝŶƐƚŝƚƵƚŝŽŶƐ ? ĨƵƚƵƌĞ ĂĐƚŝŽŶƐ ĂƌĞ ƌĞƐƚƌŝĐƚĞĚ ĨŝŶĂŶĐŝĂůůǇ ? ŵŽŶĞƚĂƌǇ ƉŽůŝĐǇ ĐŽƵůĚ ŚĂǀĞ
unbalanced influence on stock market. As the effect of fiscal restrains is more 
obvious in recession period, monetary announcements may have more significant 
impacts on stock returns when equity market sufferes a sharp decrease 
Ehrmann and Fratzscher (2004) showed that equity market reacts to monetary 
news is significantly asymmetric. They separated the 500 single stocks including the 
S&P 500 into certain classes based on the level of economic restrains of companies 
and realized that company with more economic restrains suffers more impacts 
coming from the shock of monetary policy. Chen (2007) examined the unbalanced 
monetary shocks on stock returns under Markov-switching models. The evidence 
shows monetary news has significant influence on stock returns when market is 
distressed, meanwhile, a conservative monetary announcement results a larger 
chance of transmitting to the slack market regime. At the same time, Jansen and 
Tsai (2010) explored the unbalanced effect of monetary shocks, which are estimated 
by the means developed in Kuttner (2001), on stock returns when market 
conditions are booming and distressed between 1994 and 2005. They dropped 
specific emphasis on the hypothesis of differential effect of outsourcing debt on 
stock returns under both market conditions. The conclusion appeared to be that a 
monetary shock is strongly and inversely correlated with stock returns when market 
is bear. Borrowing from outsource turns out to be a release, which hedges against 
the unexpected monetary shocks.  
Heimonen (2010) analyzed the impact of money supply, which in other words 
liquidity, on stock in Europe. The evidence illustrates that an aggressive money 
supply, for example quantitative easing policy, would shift up the stock returns, 
however finally, negative effects will appear.  
 
Real economic activity: 
The most familiar and straightforward approach is to chase the anticipated surplus 
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returns according to public historical economic and financial information. It is 
agreed that real economic activity is related to stock return, even though there is no 
literature successfully estimate the real relationship between these variables. 
Fischer and Jordan (1987) ƌĞĨĞƌƌĞĚ ƚŚĂƚ ĨŝƌŵƐ ? ĞĂƌŶŝŶŐƐ ? ŝŶǀĞƐƚŽƌƐ ? ĂƉƉĞƚŝƚĞ ĂŶĚ
anticipations are influenced by the level of economic activities. Thus, it can be 
convinced that the whole economic activities integrate into the movements of stock 
market. 
Based on Yao et al (2005),the regression of whole sample of observation is the 
fundamental of major researches on forecasting of equity returns. The standard 
multi-factor regression model is: ୲ ൌ ୲ିଵத Ⱦ ൅ ɂ୲ (1). where ୲ is the continuously 
compounded excess stock return. ୲ିଵத ൌ ሺ ?ǡ 	୲ିଵሻத  and  ൈ  ? vector 	୲ିଵ 
contains   “ƉƌĞĚŝĐƚŝǀĞ ?ǀĂƌŝĂďůĞƐƚŚĂƚĂƌĞŽďƐĞƌǀĞĚĂƚƚŚĞĞŶĚŽĨŵŽŶƚŚ  െ  ?. 
The disturbances Ԗ୲ǡ  ൌ  ?ǡ ?ǡ ǥ ǥ ǡ  are assumed to be independent normal error 
processes with mean zero and variance ɐଶ. 
More and more indications clarified that the change of stock returns could be 
interpreted by some basic factors. However, it is hardly convincible that the 
relationship between basic economic variables and stock returns is stationary as 
presented by the model above. However, relating to risk premium, it does change 
when the whole economic climate varies. Some literatures challenge the 
effectiveness of the forecasting ability according to the standard regression 
techniques (see, for example, Pesaran and Timmermann, 1995, 2000; Stambaugh, 
1999; Campbell and Yogo, 2003; Ang and Bekaert, 2003). The opposed voice stated 
that in the practical world, investors are not able to achieve, even understand the 
result of estimation according to the entire sample time-interval. As a result, 
prediction generalized based on normal regression model has been made with the 
benefit of hindsight. 
Binswanger (2000) underlined that if the equity prices reflect basic economic 
information, they should be closely correlated to the anticipated future real 
economŝĐ ĂĐƚŝŽŶƐ ? dŚĞ ďĂƐŝĐ ǀĂůƵĞ ŽĨ Ă ĐŽŵƉĂŶǇ ?Ɛ ƐƚŽĐŬ ǁŝůů ďĞ ƚŚĞ ĂŶƚŝĐŝƉĂƚĞĚ
ƉƌĞƐĞŶƚǀĂůƵĞŽĨƚŚĞĐŽŵƉĂŶǇ ?ƐĨƵƚƵƌĞƉĂǇŵĞŶƚƐ ?DĞĂŶǁŚŝůĞ ?ĨƵƚƵƌĞ payments must 
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eventually reflect real economic activity, which is represented by industrial 
production or gross domestic product (GDP) (see e.g., Shapiro, 1988). Therefore, 
equity price should be closely correlated with real activities, as equity price is based 
on the anticipation of future actions.  
Certain previous researches (e.g., Barro, 1990; Chen, 1991; Fama, 1990; Lee, 1992; 
Schwert, 1990) realized that, it is true that a significant number of quarterly and 
yearly accumulate equity returns changing can be demonstrated by future 
performance of real activities in America. Peiro (1996) supported this conclusion for 
certain developed countries by using movements in equity prices rather than returns. 
Domian and Louton (1997) proved that there is an unbalance in forecasting of 
industrial production growth rate by equity returns. Based on their conclusions, 
minus returns are caused by significant fall in industrial production growth rates, on 
the other hand, a positive return is observed when only a puny rising in real activity. 
This result is agreed by Estrella and Mishkin (1996) as well. 
However, anticipated movements in real economic are not the single factors of 
change in equity returns in standard valuation models. Fama (1990) has emphasized 
three possible factors: (a) innovations to anticipated future cash flows for which 
increasing speed of GDF or industrial production; (b) news to discount rates; (c) 
predictable return variation due to predictable variation through time in the 
discount rates that price expected cash flows. This could be demonstrated by 
dividing the realized equity return ୲ into parts.  ୲ ൌ ୤ ൅ ୮ ൅ ୮ ൅ Ԗ୲ 
where ୤ denotes the risk-free rate, ୮ denotes the risk premium, and et stands 
for unanticipated shocks to stock returns. Additionally, ୮ will denote a bubble 
premium, if the stock price deviates from its fundamental value, which is assumed 
to be zero in Fama (1990). The sources (a) and (b) of variations in stock returns are 
due to Ԗ୲ while, (c) is due to variations in ୤ or ୮, which should be responding to 
current business conditions. 
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Data and selection of variables 
Data˖ 
The dependent variable is identified as FTZE 100 index. The identified independent 
variables are exchange rate, interest rate, inflation rate, money supply, big political 
event and real economic activity. All data will be on a monthly basis. The time range 
is from 31/01/1996 to 30/06/2012. The exchange rate data is the spot exchange 
rate, which is the mid-point of monthly bid and ask rate, between GBP and USD. 
Interest rate is the monthly average rate of one month UK Gilt Repo interest rate. 
The money supply is measured by the narrow stock of money, which means the 
monthly notes and coins in circulation during these years. Growth in expected real 
activity will be represented by the monthly GDP of UK (Benjamin A. Abugri, 2008). 
As the problem of information availability, the monthly GDP is calculated by the 
ĂǀĞƌĂŐĞ ůĞǀĞů ŽĨ ŶĂƚŝŽŶĂů ƋƵĂƌƚĞƌ 'W ? WŽůŝĐǇ ĞǀĞŶƚ ŝƐ ŝĚĞŶƚŝĨŝĞĚ ďǇ ƚŚĞ ǀŽƚĞƌƐ ?
turnout during the election years. Given the election takes place every five years a 
time, normally in May, there possibly would be some missing values during the rest 
of time period. All the data is available on the database of Yahoo finance UK, Bank 
of England, as well as UK Political Info. In order to make the data more consistent 
with each other, we decide to manipulate the data from the spot to the percentage 
change. For example, interest rate is expressed into monthly change format, as so as 
the rest of four variables.  
 
Selection of variables: 
As the problem of subjectivity, the process of choosing variables would be 
challenged in previous literature. As indicated by Fama (1981) the problem of 
subjectivity during the variables selection were never removed. This study chooses 
variables based on previous literatures and theoretical prospections.  
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The relationship between exchange rate and stock return is referred to an easy and 
ƐƚƌĂŝŐŚƚĨŽƌǁĂƌĚĨŝŶĂŶĐŝĂůƚŚĞŽƌǇ ?dŚĞŝŶĐƌĞĂƐŝŶŐŽĨĂĐŽƵŶƚƌǇ ?ƐĐƵƌƌĞŶĐǇǀĂůƵĞǁŽƵůĚ
kill the cost of oversea purchase, which normally composes a massive fraction of 
the national production costs. Based on Pebbles and Wilson (1996), an increasing in 
value of a currency is normally connected with the expansion of reserve, money 
supply and interest rate. Given the caused falling in interest rate or the cost of 
oversea purchase, the home return is expected to rise. As evidence supported, 
Bilson et al. (2001) ŚĂƐ ĚĞŵŽŶƐƚƌĂƚĞĚ ƚŚĂƚ Ă ĚĞĐƌĞĂƐĞ ŝŶ ǀĂůƵĞ ŽĨ Ă ĐŽƵŶƚƌǇ ?Ɛ
currency has a reversed correlation with returns. On the basis of  “ƚŚĞ&ŝƐŚĞƌĞĨĨĞĐƚ ? ?
the anticipated nominal interest rate on certain financial securities should change 
along with the anticipated inflation on a one-one basis (Fisher, 1930). Additionally, 
the movements of short run interest rate, as well as the long term interest rate 
would theoretically impact the rate of discount in the same manner, as the 
influence on the nominal interest rate (Mukherjee & Naka, 1995). 
As a result, the rate of interest is anticipated to be reversely linked to the whole 
index returns based on either the effect of inflation or discount factor influence. 
Certain previous literatures have stated that rather than interest rate is related to 
the market return, but the yield to maturity and the spread of default appears to 
have further impact stock return (e.g., Chen, Roll, & Ross, 1986). Although Bilson et 
al. (2001) has mentioned a problem that employing interest rate as a factor may 
contribute to the lack of considering of secondary market activities, such as the 
bond issuing, as well as the government bond in some burgeoning markets, in this 
study the interest rate will be continuously used, as the market of UK turns out to 
be a more mature market. Rather than single relationship found in money supply 
variable and stock return, there could be more than one potential relationship, 
depending on different situations. Under a situation that monetary policy is not 
well-founded, money supply shocks may influence stock returns reversely according 
to its contribution to instability of inflation. In addition, based on the previous 
discussion on exchange rate, there could be a positive result detected if the 
expansion of money supply is supported by foreign income, as some previous 
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literature has successfully found a positive relationship (Asprem, 1989; Mandelker & 
Tendon, 1985). A positive correlation between stock return and the increasing in 
anticipated real economic activities, for instance industrial developments, has been 
demonstrated by some previous studies (Fama, 1990; Ferson & Harvey, 1998). The 
findings of those previous literatures are in line with the logic that the real 
economic activities influences equity returns by affecting the future cash flows. 
Meanwhile, applying the macroeconomic factors has an attached advantage, which 
is they appeĂƌ ƚŽ ďĞ  “ĞǆŽŐĞŶŽƵƐ ? ďĞĐĂƵƐĞ ƚŚĞǇ ĂƌĞ ĨƌŽŵ ĞǆŽƚĞƌŝĐ ŽĨ ƚŚĞ ƐƚŽĐŬ
market (Ferson & Harvey, 1998). 
 
Basic descriptive statistics: 
Monthly return:  
The following estimation is conducted based on a sample of monthly return series 
of FTZE 100. The sample period spans from 31st Jan 1996 to 30th Jun 2012. Figure 1 
illustrates the series over time. As demonstrated in the graphs, it fluctuates around 
mean zero. There is no sign of time trends and drifts in the time series line. 
 
Figure 1: Time series for monthly return 
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Table 1 provides basic descriptive statistics of stock monthly series. The mean 
returns of the series 0.002902 for FTZE 100 index every month, with a standard 
deviation of 0.0422043. The time series seems to be negatively skewed. Additionally, 
it demonstrates kurtosis above 3 which implies that more observations lie in the tail 
of the distributions. However, kurtosis does not seem to be a problem. A further 
test on skewness and kurtosis indicates that the skewness effect is significant; 
however, Kurtosis appears to be insignificant at the 5% significance level, which 
means that the normality assumption in the following is invalid. The histograms in 
figure 2 support this finding as it indicates that the distribution does not follow 
normal distribution well, appearing negative skewness.  
             
Table 1: Basic descriptive statistics of time series 
 
 
 
Figure 2: Histograms of time series monthly return 
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However, the Ljung WBox Q test has shown the null hypothesis of homoscedasticity 
cannot be rejected, which means there could be no heteroskedasticity effect exists, 
however, on the other hand, the p value also indicates the white noise cannot be 
rejected.  
 
In order to go further to test the serial correlation effect, the Breusch WGodfrey test 
performed here provides test for the absence of autocorrelation, the significant 
value of the Breusch WGodfrey statistic indicate the null hypothesis of no serial 
correlation is not rejected. At this point, it is able to return the Augmented 
Dickey-Fuller unit-root test (ADF test).  
 
monthlyret~n      198      0.0016         0.2157        11.52         0.0032
                                                                             
    Variable      Obs   Pr(Skewness)   Pr(Kurtosis)      chi2(2)    Prob>chi2
                                                                 joint       
                    Skewness/Kurtosis tests for Normality
 Prob > chi2(40)           =     0.9906
 Portmanteau (Q) statistic =    22.0310
                                       
Portmanteau test for white noise
. wntestq monthlyreturn
                        H0: no serial correlation
                                                                           
       1                1.120               1                   0.2898
                                                                           
    lags(p)             chi2               df                 Prob > chi2
                                                                           
Breusch-Godfrey LM test for autocorrelation
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According to the ADF test, the statistic value of -13.002 is significantly smaller than 
any one of the three critical value of all the confidence interval. P-value also 
suggests a strong evidence of stationary in the data of monthly return.  
 
Interest rate: 
From Figure 3, interest rate has no obvious trend; however, the mean change rate is 
around zero. The average monthly change in interest rate is -0.01049, with standard 
deviation of 0.059122. As indicated in table 2 and Figure 4, interest rate turns out to 
be negative skewness, which is about -0.708% and Kurtosis 20.86. The formal 
normality test shows the effect of skewness and kurtosis effect is significant in 5% 
confidence interval, which means the assumption of normality is invalid in this 
confidence interval. 
 
Figure 3: Time series for interest rate 
                                                                              
       _cons     .0030169   .0030026     1.00   0.316    -.0029049    .0089387
              
         L1.    -.9246196   .0711133   -13.00   0.000    -1.064869   -.7843697
monthlyret~n  
                                                                              
monthlyret~n        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
D.            
                                                                              
MacKinnon approximate p-value for Z(t) = 0.0000
                                                                              
 Z(t)            -13.002            -3.478            -2.884            -2.574
                                                                              
               Statistic           Value             Value             Value
                  Test         1% Critical       5% Critical      10% Critical
                                          Interpolated Dickey-Fuller          
Dickey-Fuller test for unit root                   Number of obs   =       197
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Table 2: Basic descriptive statistics of interest rate 
 
 
Figure 4: Histograms of time series interest rate 
 
 
 
The Ljung WBox Q test has shown the null hypothesis of homoscedasticity is rejected, 
which means there would be heteroskedasticity effect exists, moreover, the p value 
also indicates the residuals follows a white noise process. Breusch-Godfrey LM test 
suggests that the null hypothesis no serial correlation is rejected, which means the 
99%     .0836172       .1090822       Kurtosis       20.86273
95%     .0445585       .0836172       Skewness       -3.69659
90%     .0356923       .0670094       Variance       .0034954
75%     .0099885       .0655391
                        Largest       Std. Dev.      .0591221
50%     -.000914                      Mean          -.0104931
25%    -.0143346      -.2985615       Sum of Wgt.         197
10%    -.0447217      -.2994595       Obs                 197
 5%    -.1042972      -.3291789
 1%    -.3291789      -.3943317
      Percentiles      Smallest
                                                             
                        Interestrate
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Interestrate
interestrate      197      0.0000         0.0000       185.14         0.0000
                                                                             
    Variable      Obs   Pr(Skewness)   Pr(Kurtosis)      chi2(2)    Prob>chi2
                                                                 joint       
                    Skewness/Kurtosis tests for Normality
 Prob > chi2(40)           =     0.0000
 Portmanteau (Q) statistic =   329.6469
                                       
Portmanteau test for white noise
                        H0: no serial correlation
                                                                           
       1              108.668               1                   0.0000
                                                                           
    lags(p)             chi2               df                 Prob > chi2
                                                                           
Breusch-Godfrey LM test for autocorrelation
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more lags are needed.  
 
 
Finally, under 1 lagged items, the null hypothesis of no serial correlation is not 
rejected at 5%, which enables the ADF test 
 
Based on the ADF test, the statistic value of -3.96 is significantly smaller than any 
one of the three critical value of all the confidence interval. P-value also suggests a 
strong evidence of stationary in the data of interest rate.  
 
Inflation: 
Monthly change in inflation has the similar time series as interest rate. As indicated 
in Figure 5, inflation has no apparent trend, it fluctuate around 0, which means it 
has no trend and no constant. Inflation has a mean of 0.0015, with standard 
deviation of 0.0539. As shown in Table 3, inflation data appears to be a little 
negative skewness, with a kurtosis 6.11. The formal normality test shows the 
normality assumption fails in the 5% confidence interval.  
                        H0: no serial correlation
                                                                           
       1                4.546               1                   0.0330
                                                                           
    lags(p)             chi2               df                 Prob > chi2
                                                                           
Breusch-Godfrey LM test for autocorrelation
                                                                              
       _cons    -.0020033   .0027325    -0.73   0.464    -.0073929    .0033864
              
         LD.    -.1801565     .06863    -2.63   0.009    -.3155221    -.044791
         L1.    -.1924976   .0486076    -3.96   0.000    -.2883711   -.0966241
interestrate  
                                                                              
interestrate        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
D.            
                                                                              
MacKinnon approximate p-value for Z(t) = 0.0016
                                                                              
 Z(t)             -3.960            -3.478            -2.884            -2.574
                                                                              
               Statistic           Value             Value             Value
                  Test         1% Critical       5% Critical      10% Critical
                                          Interpolated Dickey-Fuller          
Augmented Dickey-Fuller test for unit root         Number of obs   =       195
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Figure 5: Time series for inflation 
            
 
Table 3: Basic descriptive statistics of inflation 
 
Figure 6: Histograms of time series interest rate 
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99%     .1647059       .1849711       Kurtosis       6.109124
95%     .0810811       .1647059       Skewness       -.435517
90%          .06       .1490196       Variance       .0029076
75%     .0289855       .1447368
                        Largest       Std. Dev.      .0539222
50%            0                      Mean           .0014728
25%    -.0189702      -.1468813       Sum of Wgt.         195
10%    -.0580205      -.1578947       Obs                 195
 5%    -.0908091      -.1623037
 1%    -.1623037      -.2371542
      Percentiles      Smallest
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   inflation      195      0.0134         0.0000        25.61         0.0000
                                                                             
    Variable      Obs   Pr(Skewness)   Pr(Kurtosis)      chi2(2)    Prob>chi2
                                                                 joint       
                    Skewness/Kurtosis tests for Normality
 Prob > chi2(40)           =     0.0049
 Portmanteau (Q) statistic =    66.8353
                                       
Portmanteau test for white noise
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The Ljung WBox Q test has shown the null hypothesis of homoscedasticity is rejected, 
which means there would be heteroskedasticity effect exists, moreover, the p value 
also indicates the residuals follows a white noise process. Breusch-Godfrey LM test 
suggests that the null hypothesis no serial correlation is not rejected. It means no 
lag item is needed for carrying on an ADF test for data stationary.  
 
 
As indicated by the ADF test, the statistic value of -12.81 is significantly smaller than 
any one of the three critical value of all the confidence interval. P-value also 
suggests a strong evidence of stationary in the data of interest rate. 
 
 
Exchange rate:  
Similar as interest rate and inflation, exchange rate has also no obvious trend, 
however, it fluctuate around a zero mean, which is 0.607448. Given the non-zero 
mean, it indicates an intercept in the exchange rate data. Exchange rate shows a 
slight negative skewness and with kurtosis of 2.327156. According to the formal 
normality test, skewness shows an insignificant level, however, kurtosis appears to 
                        H0: no serial correlation
                                                                           
       1                1.205               1                   0.2724
                                                                           
    lags(p)             chi2               df                 Prob > chi2
                                                                           
Breusch-Godfrey LM test for autocorrelation
                                                                              
       _cons     .0012476   .0038796     0.32   0.748    -.0064045    .0088996
              
         L1.    -.9213965   .0719254   -12.81   0.000    -1.063262   -.7795311
   inflation  
                                                                              
 D.inflation        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              
MacKinnon approximate p-value for Z(t) = 0.0000
                                                                              
 Z(t)            -12.810            -3.479            -2.884            -2.574
                                                                              
               Statistic           Value             Value             Value
                  Test         1% Critical       5% Critical      10% Critical
                                          Interpolated Dickey-Fuller          
Dickey-Fuller test for unit root                   Number of obs   =       194
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be significant within 5% confidence interval.  
 
Figure 7: Time series for exchange rate 
 
          
 
Table 4: Basic descriptive statistics of exchange rate 
 
 
Figure 8: histogram for exchange rate 
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The Ljung WBox Q test has shown the null hypothesis of homoscedasticity is not 
rejected, which means there would be no heteroskedasticity effect exists, moreover, 
the p value also indicates the residuals do not follow a white noise process. 
However, Breusch-Godfrey LM test suggests that the null hypothesis no serial 
correlation is rejected, which means more lags is needed. 
 
After 1 lags added, the null hypothesis is not rejected.  
exchangerate      197      0.0015         0.0001        24.74         0.0000
                                                                             
    Variable      Obs   Pr(Skewness)   Pr(Kurtosis)      chi2(2)    Prob>chi2
                                                                 joint       
                    Skewness/Kurtosis tests for Normality
 Prob > chi2(40)           =     0.0680
 Portmanteau (Q) statistic =    54.0563
                                       
Portmanteau test for white noise
                        H0: no serial correlation
                                                                           
       1               14.513               1                   0.0001
                                                                           
    lags(p)             chi2               df                 Prob > chi2
                                                                           
Breusch-Godfrey LM test for autocorrelation
                        H0: no serial correlation
                                                                           
       1                0.027               1                   0.8699
                                                                           
    lags(p)             chi2               df                 Prob > chi2
                                                                           
Breusch-Godfrey LM test for autocorrelation
26 
 
 
As indicated by the ADF test, the statistic value of -8.42 is significantly smaller than 
any one of the three critical value of all the confidence interval. P-value also 
suggests a strong evidence of stationary in the data of interest rate. 
 
 
Money supply: 
Money supply is explained by the narrow money, which means the notes and coins 
in circulation in the market. Its monthly average change is 0.0051 with a monthly 
standard deviation 0.0049. It contains no constant and trend in the dataset, given 
the average change level is around zero. The data is slightly negative skewness, with 
kurtosis of 19.62. According to the formal normality test, the normality test shows 
the level of non-normality appears to be significant within 5% confidence interval.  
 
                                                                              
       _cons     .0001164   .0014973     0.08   0.938     -.002837    .0030697
              
         LD.     .0106267   .0723158     0.15   0.883    -.1320088    .1532621
         L1.    -.7353668   .0873384    -8.42   0.000    -.9076328   -.5631008
exchangerate  
                                                                              
exchangerate        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
D.            
                                                                              
MacKinnon approximate p-value for Z(t) = 0.0000
                                                                              
 Z(t)             -8.420            -3.478            -2.884            -2.574
                                                                              
               Statistic           Value             Value             Value
                  Test         1% Critical       5% Critical      10% Critical
                                          Interpolated Dickey-Fuller          
Augmented Dickey-Fuller test for unit root         Number of obs   =       195
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Figure 9: Time series for money supply 
 
          
 
Table 5: Basic descriptive statistics of money supply 
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Figure 10: histogram for money supply 
 
 
 
    
 
The Ljung WBox Q test has shown the null hypothesis of homoscedasticity is not 
rejected, which means there would be no heteroskedasticity effect exists, moreover, 
the p value also indicates the residuals do not follow a white noise process. 
Breusch-Godfrey LM test suggests that the null hypothesis no serial correlation is 
not rejected, which enables the ADF test for stationary of the dataset. 
 
Referred to the ADF test, the statistic value of -12.549 is significantly smaller than 
any one of the three critical value of all the confidence interval. P-value also 
suggests a strong evidence of stationary in the data of interest rate. 
 
GDP monthly growth: 
Monthly GDP fluctuates around a zero mean. As demonstrated in the graphs, there 
 moneysupply      197      0.5929         0.0000        61.13         0.0000
                                                                             
    Variable      Obs   Pr(Skewness)   Pr(Kurtosis)      chi2(2)    Prob>chi2
                                                                 joint       
                    Skewness/Kurtosis tests for Normality
 Prob > chi2(40)           =     0.2192
 Portmanteau (Q) statistic =    46.6028
                                       
Portmanteau test for white noise
                        H0: no serial correlation
                                                                           
       1                0.910               1                   0.3400
                                                                           
    lags(p)             chi2               df                 Prob > chi2
                                                                           
Breusch-Godfrey LM test for autocorrelation
                                                                              
       _cons      .004742   .0005134     9.24   0.000     .0037294    .0057546
              
         L1.    -.9296823   .0740859   -12.55   0.000    -1.075799    -.783565
 moneysupply  
                                                                              
 moneysupply        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
D.            
                                                                              
MacKinnon approximate p-value for Z(t) = 0.0000
                                                                              
 Z(t)            -12.549            -3.478            -2.884            -2.574
                                                                              
               Statistic           Value             Value             Value
                  Test         1% Critical       5% Critical      10% Critical
                                          Interpolated Dickey-Fuller          
Dickey-Fuller test for unit root                   Number of obs   =       196
29 
 
is no sign of time trends and drifts in the time series line. The mean growth of the 
series is 0.1722223 for GDP every month, with a standard deviation of 0.2356245. 
The time series seems to be negatively skewed. Additionally, it demonstrates 
kurtosis above 6 which implies that more observations lie in the tail of the 
distributions. A further test on skewness and kurtosis indicates that both skewness 
and kurtosis effect are significant at the 5% significance level, which means that the 
normality assumption in the following is invalid. The histogram in figure .. supports 
this finding as it indicates that the distribution does not follow normal distribution 
well, appearing negative skewness.  
 
 
Figure 11: Time series for GDP 
 
               
 
Table 6: Basic descriptive statistics of GDP 
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duration
99%     .5666667       .5666667       Kurtosis       6.430106
95%     .4333333       .5666667       Skewness      -1.649181
90%           .4       .5666667       Variance       .0555189
75%     .3333333       .4666667
                        Largest       Std. Dev.      .2356245
50%           .2                      Mean           .1722222
25%           .1            -.6       Sum of Wgt.         198
10%          -.1            -.7       Obs                 198
 5%          -.3            -.7
 1%          -.7            -.7
      Percentiles      Smallest
                                                             
                            GDP 
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Figure 11: histogram for GDP monthly growth 
 
 
 
 
 
 
 
The Ljung WBox Q test has shown the null hypothesis of homoscedasticity is not 
rejected, which means there would be no heteroskedasticity effect exists, moreover, 
the p value also indicates the residuals do not follow a white noise process. 
Breusch-Godfrey LM test suggests that the null hypothesis no serial correlation is 
rejected. It means we need more lags to carry on the stationary ADF test.  
 
After one lag item is included, the no serial correlation null hypothesis is not 
rejected, which means we are able to run the ADF test for stationary.  
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gdpmonthly~e      198      0.0000         0.0000        73.37         0.0000
                                                                             
    Variable      Obs   Pr(Skewness)   Pr(Kurtosis)      chi2(2)    Prob>chi2
                                                                 joint       
                    Skewness/Kurtosis tests for Normality
 Prob > chi2(40)           =     0.2192
 Portmanteau (Q) statistic =    46.6028
                                       
Portmanteau test for white noise
                        H0: no serial correlation
                                                                           
       1              161.496               1                   0.0000
                                                                           
    lags(p)             chi2               df                 Prob > chi2
                                                                           
Breusch-Godfrey LM test for autocorrelation
                        H0: no serial correlation
                                                                           
       1                0.462               1                   0.4967
                                                                           
    lags(p)             chi2               df                 Prob > chi2
                                                                           
Breusch-Godfrey LM test for autocorrelation
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The ADF test shows a statistic value of -2.970 which is smaller than 5% critical value, 
however, it is not significant in 99% confidence interval. The p-value shows there is 
weak evidence of stationary exists. As a result, the first difference of GDP dataset is 
required in order to gain stationary.  
 
Figure 11: Time series for first difference of GDP 
 
 
                                                                              
       _cons     .0145649   .0091901     1.58   0.115     -.003561    .0326907
              
         LD.     .0488963   .0725952     0.67   0.501    -.0942856    .1920782
         L1.    -.0948782   .0319486    -2.97   0.003    -.1578915    -.031865
         gdp  
                                                                              
       D.gdp        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              
MacKinnon approximate p-value for Z(t) = 0.0378
                                                                              
 Z(t)             -2.970            -3.478            -2.884            -2.574
                                                                              
               Statistic           Value             Value             Value
                  Test         1% Critical       5% Critical      10% Critical
                                          Interpolated Dickey-Fuller          
Augmented Dickey-Fuller test for unit root         Number of obs   =       196
-
.
4
-
.
2
0
.
2
.
4
1996m1 1998m1 2000m1 2002m1 2004m1 2006m1 2008m1 2010m1 2012m1
duration
                        H0: no serial correlation
                                                                           
       1                0.000               1                   0.9971
                                                                           
    lags(p)             chi2               df                 Prob > chi2
                                                                           
Breusch-Godfrey LM test for autocorrelation
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After obtain the first difference of GDP, the stationary is acquired. There is no 
constant and trend in the new dataset.  
 
Econometrics Model: 
In this study, as the data was analyzed by VAR model, granger causality will be 
tested in the VAR model. Apart from that, the relationships between stock returns 
and five variables individually will be tested as well through the granger causality 
test with two variables and the lags outside of the VAR model.  
 
Advantages of VAR: 
The vector autoregression (VAR) model is regarded as one of the most powerful, 
reliable, and uncomplicated to apply models for the study of multivariate time 
series. It is deemed as an original extension of the univariate auto regressive model 
to dynamic multivariate time series. The VAR model has been confirmed as 
particular efficient for interpreting the dynamic relationship of economic and 
financial time series dataset, as well as for prediction. The model frequently offers 
marvelous predictions to those coming from univariate time series models and 
interpreting theoretical contemporary functions models. Predictions from VAR 
models are fairly adaptable, as they are able to be run contingent on the possible 
future movements of particular variables in the model.  
                                                                              
       _cons    -.0020412   .0074386    -0.27   0.784    -.0167122    .0126298
              
         LD.    -1.000261   .0720933   -13.87   0.000    -1.142448   -.8580736
         gdp  
                                                                              
      D2.gdp        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              
MacKinnon approximate p-value for Z(t) = 0.0000
                                                                              
 Z(t)            -13.875            -3.478            -2.884            -2.574
                                                                              
               Statistic           Value             Value             Value
                  Test         1% Critical       5% Critical      10% Critical
                                          Interpolated Dickey-Fuller          
Dickey-Fuller test for unit root                   Number of obs   =       196
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Apart from data description and the powerful predicting ability, the VAR model is 
applied for structural conclusion and policy study. In structural study, some 
presumptions on the causal framework of the data under examination are imposed, 
besides the resulting causal influence of unanticipated innovations or shocks to 
particular variables on the variables in the model are collected. these causal 
influences are normally interpreted by impulse response functions and forecast 
error variance decompositions (www.washington.edu).  
 
Potential problems of VAR 
First of all, the problems of measurement rise as the variables and lagged items 
added into the model. More precisely, when there are massive numbers of 
coefficients included in the model, the degree of freedom problem would appear. 
Additionally, the significance level of correlation and the efficiency of the 
parameters of lagged items appear to be diminished. The based economic principle, 
which assists to decide the variables included in VAR is regarded as a type of 
constrain. It indicates that VARs are not perfectly atheoratical. On the other hand, 
these anxieties are able to be emphasized by changing the principle which decides 
the selection of variables general enough or not argumentative. Lastly, it should be 
realized that if the constrains subjected by more conventional macroeconometric 
models are effective, the coefficients predictions calculated from those models 
turned out to be more efficient than those generalized by VAR (Bank of England).  
 
Theory underlying VAR 
This research applies a five-variable vector autoregressive (VAR) model to examine 
the possible interrelationships between the stock return and selected independent 
variables. The VAR model is a powerful tool of modeling the dynamic 
interrelationship of economic factors as it subjects quite few constrains (e.g., 
Lastrapes & Koray, 1990; McMillin, 1991). It is especially effective for studying the 
presumed interactions in this literature because no constrains are subjected on the 
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structure of the system. In addition, a VAR is able to be deemed as a flexible 
approximation to the reduced form of the correctly specified but unknown model of 
the true economic structure (Sims, 1980). 
The application of the VAR model permits the encompassment of the proper 
numbers of lagged items. This is crucial as the effect of information about 
macroeconomic factors suffers a time delay (see e.g., Bilson et al., 2001; Ortiz & 
Arjona, 2001). Essentially, the transmitting and digesting of news into equity returns 
is not usually momentary, normally market takes time to reflect the shocks. This is 
exactly the reason why creating lagged items between the estimation of data about 
macroeconomic factors and the integration of the information into equity returns, 
given the reacting delays. Therefore, a simultaneous model in which all factors are 
modeled at time t would indicate a presumption of contemporaneous 
encompassment and could not be proper. 
 
As the data selected for this study have no trend but intercept, the VAR model used 
in this study is expressed as follows: ୲ ൌ Ɂ ൅ ෍ Ƚୱ୏ୗୀଵ ୲ିୱ ൅ ෍ Ⱦ୧୑୦ୀଵ ୲ି୨ ൅ ɂ୲ 
Where Ɂ is a constant item, ୲ is the vector of stock returns series for the UK 
markets. Ƚୗ is the matrix of coefficients for exchange rate, interest rate, inflation 
rate, money supply, and real economic activity. The lag length is denoted by s and j 
and ɂ୲ is the vector of innovations and is uncorrelated with past R values. 
 
According to Fama (1990) and Cheung, He, and Ng (1997), this study regards the 
residuals from first lagged autoregressions respected to the variables as 
representatives for unanticipated innovations to returns. As a result, a main 
difference between this research and most other previous literature is that all the 
variables are involved into the model as unanticipated innovations. Bilson et al. 
(2001) indicates that, for instance, estimate the independent factors in the original 
status and so the innovations in their literature include both expected and 
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unanticipated constituents. Finance principle presumes that if the financial market 
appears to be efficient, the security values and returns ought to reflect the 
anticipated constituents of the related basic variables. Consequently, it is the 
unexpected constituents as estimated by the unanticipated fraction of the 
innovation that could interpret any change and reaction in security value and return. 
Moreover, other previous literatures have claimed that the application of 
unanticipated variables is a substitution to standardized orthogonalization methods; 
meanwhile, it also would be certain that there is no problem of multicollinearity 
(e.g., Choi, Elyasiani, & Kopecky, 1992). 
After finish estimating the VAR model, impulse response functions (IRFs) are 
deduced from the measurement. An impulse response function estimates the time 
outline of the influence of an innovation on the manner of a series. Runkle (1987) 
disputed that interpreting IRFs without standard errors or confidence intervals 
equals to explaining regression parameters without t-statistics. Thus, confidence 
interval around the average response can be applied for statistical conclusion (Doan 
& Litterman, 1986). When the upper and lower limits shares the same sign, the 
response is explained as being statistically significant at the 95% confidence interval. 
It ought to be realized that the results may be distinguish when the sequence of the 
ǀĂƌŝĂďůĞƐ ŝŶ ƚŚĞ sZ ŵŽĚĞů ? ĂƐ Ă ĐŽŶƐĞƋƵĞŶĐĞ ? ŵĂǇ ďĞ ƐƵĨĨĞƌĞĚ  “ŽƌƚŚŽŐŽŶĂůŝƚǇ
assumption  ?ĞƌƌŽƌ ƚĞƌŵ ŝƐ ĂƐƐƵŵĞĚ ƚŽ ďĞ ƵŶĐŽƌƌĞůĂƚĞĚ ǁŝƚŚ ĞĂĐŚŽƚŚĞƌ ) ?
(Lutkenpohl, 1991). This research frees the orthogonality assumption by employing 
 “ŐĞŶĞƌĂůŝǌĞĚ ? ŝŵƉƵůƐĞ ƌĞƐƉŽŶƐĞ ĨƵŶĐƚŝŽŶƐ ? ĂƐ ƚŚĞ ƉƌĞǀŝŽƵƐ ůŝƚĞƌĂƚƵƌĞ ŚĂƐ ĂůƌĞĂĚǇ
used (e.g., Koop, Pesaran, &Potter, 1996; Pesaran &Shin, 1998). This is to make sure 
that the results are not suffered the orthogonality assumption. More importantly, 
the generalized impulse response functions also free the restriction of the ordering 
problem in VAR (Pesaran & Shin, 1998). 
 
Applying the Akaike information criteria (AIC) and the Schwarz criteria (SC), the 
proper numbers of lagged item would be decided to be N. Meanwhile, before we 
run the VAR model, the time series characters of the dataset need to be sure by 
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testing the stationary assumption under the Augmented Dickey WFuller (ADF) test in 
order to eliminate the potentiality of detecting deceptive relationships. Braun and 
Mittnik (1993) has mentioned the importance of the decision on number of lagged 
items, demonstrating that results generalized from a VAR model whose lag number 
deviates from its real number of lags would causes the inefficiency of the estimating. 
Lütkepohl (1993) has mentioned overfitting (including more lagged items than the 
number of lags should be contains) results an increase in the mean-square 
prediction errors of the VAR and that underfitting the lags always leads to 
autocorrelated errors. Hafer and Sheehan (1989) showed that the precision of 
predictions from VAR models changes significantly for different lagged items 
included into the models.  
Adkins and Hill (2008) have mentioned that the vector autoregressive (VAR) model 
is a general framework used to describe the dynamic interrelationship among 
stationary variables. So, the first step in our analysis should be to determine 
whether the levels of our data are stationary. If not, take the first differences of our 
data and try again. Usually if the levels (or log-levels) of our time series are not 
stationary, the first difference will be.  
The formal test for stationary is called Dickey-Fuller tests for unit roots. As the data 
in this study has no trend and intercept, based on Adkins and Hill (2012), 
Dickey-Fuller test for no constant and no trend can be described as  ୲ ൌ Ɂ ൅ ෍ Ƚୱ୏ୗୀଵ ୲ିୱ ൅ ෍ Ⱦ୧୑୦ୀଵ ୲ି୨ ൅ ɂ୲  ? Ƚୱ୏ୗୀଵ ്  ? and  ? Ⱦ୧୑୦ୀଵ ്  ?.  
Assume that  ? Ƚୱ୏ୗୀଵ ൌ  ? and  ? Ⱦ୧୑୦ୀଵ ൌ  ?, then ୲ ൌ ୲ିୱ ൅ ୲ି୨ ൅ ɂ୲, as ɂ୲ is 
random error, which follows random walk, in other words, ୲ will be decided by 
the value of ɂ୲, which means ୲ would follow the same patterns of ɂ୲, random 
walk. Random walk can never be deemed as stationary, therefore, one method for 
testing stationarity is to test the coefficient of variables less or equal to 1. This 
process is called Unit root tests for stationarity.  
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Granger Causality Test: 
Granger (1969) put forward a method to analyze the causal relationship between 
time-series variables. in the view of Granger, X is a resulting factor of Y if it is 
effective in predicting ଵ. In this system, effective means that X is capable for 
adding the precision of the forecasting of Y considering a prediction, taking into 
account only historical information of Y 
Definition: Assuming to have an information set t with the form (୲ ....୲ି୧ , ୲ .....୲ି୨), we say that ୲ is Granger causal for yt wrt.  t if the variance of the 
optimal linear predictor of ୲ା୦, based on  t, has smaller variance than the 
optimal linear predictor of ୲ା୦ based only on lagged values of ୲, for any h. Thus, 
x Granger-causes y if and only if 2 1(୲ : ୲ି୨ , ୲ି୨) < 
2 2(୲ : ୲ି୨), with j and i = 1, 2, 3, ....n and 2 representing the variance of the 
forecast error. 
There are three different types of situation in which a Granger-causality test can be 
applied: 
z In a simple Granger-causality test there are two variables and their lags. 
z In a multivariate Granger-causality test more than two variables are included, 
because it is supposed that more than one variable can influence the results. 
z Finally Granger-causality can also be tested in a VAR framework; in this case the 
multivariate model is extended in order to test for the simultaneity of all 
included variables. 
 
The VAR is able to be deemed as a method of building causality tests, or more 
particularly Granger causality tests. Granger causality indicates a interrelationship 
between the current information of certain factor and the historical information of 
others, rather than changes in one factor results changes in other variables. by 
conducting a F-test to examine the significance level of the lagged items at the 
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same time on the exposŝƚŽƌǇĨĂĐƚŽƌƐ ?ƚŚŝƐ ŝŶĞĨĨĞĐƚĞǆĂŵŝŶĞƐĨŽƌ  ‘ŐƌĂŶŐĞƌĐĂƵƐĂůŝƚǇ ?
between these factors. It is probably to run the test from factor X to Y, however, it is 
unavailable from Y to X, or infeasible both from X to Y and Y to X, besides, the 
explanations of the intĞƌĂĐƚŝŽŶƐĐŽƵůĚďĞĐŽŵƉůŝĐĂƚĞĚ ?dŚĞ  ‘'ƌĂŶŐĞƌĐĂƵƐĂůŝƚǇ ?ƚĞƐƚ
ĐĂŶ ĂůƐŽ ŵĂŬĞ ĐŽŶƚƌŝďƵƚŝŽŶƐ ŽŶ ĚĞƚĞĐƚŝŶŐ  “ĞŶĚŽŐĞŶŽƵƐ ?ƉƌŽďůĞŵ ? ǁŚŝĐŚ ŵĞĂŶƐ
there is no or only weak correlation between variables. (Adkins and Hill, 2012) 
Empirical results and findings from Vector 
Autoregression (VAR) and Granger Causality Test 
The only assumption of VAR model is that all data has to be stationary (Adkins and 
Hill, 2011). As indicated in the data and variable description section, the ADF test on 
dependent and independent variables suggests that the whole datasets appear to 
be stationary. As long as the condition of stationary is satisfied, we are able to run a 
VAR model and Granger Causality Test. Granger Causality Test will be employed in 
two different ways. One of them emphasizes the causality outside of the VAR model, 
and the other way aims at explaining the relationship between variables within VAR 
model. The VAR model was running under five independent variables, given we only 
concern the relationship between monthly return and five independent variables, 
rather than the interrelationships of independent variable, I select the relevant 
information from the output of VAR estimation (showing the output of relationship 
between monthly return to five independent variables individually). The Granger 
causality test was running individually, against each variable.  
  
 
 
Stock return and interest rate: 
Granger Causality Test without VAR 
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F-test for causality˖ 
   
 
The construction of granger causality test between stock return and interest rate is 
divided into two parts. The first part concerns the simple OLS regression between 
stock returns and interest rate, as well as the lagged items. From the table, the OLS 
regression shows a positive and significant relationship between stock returns and 
interest rate. however, a negative relationship exsits between return and the first 
lag interest rate. however, OLS turns out to be inefficicent in time series dataset. 
Therefore, the second part is to test the causality between two variables under 
F-test. The null hypothesis is the coefficients of interest rate and its lagged item are 
jointly zeor. From the result of F-test, the p-value 0.0005 is smaller than 0.05, which 
means the null hypothesis is rejected. therefore, it is noticed that at least one 
coefficienet of interest rate, or lagged item is nonzero, which means the stock 
return is related to either current interest rate movements or last one, or both of 
them. Regardless of the OLS unbiased result, it still lacks of efficiency, consequently, 
we had employed the more accurate and proper model to explore the relationship 
between these two variables.  
In Vector Autoregression model, according to the selection-order criteria, all three 
information criteria indicate one lag item should be included in the VAR estimation.  
                                                                              
       _cons     .0038815   .0029771     1.30   0.194    -.0019904    .0097533
              
         L1.    -.1988042   .0747948    -2.66   0.009    -.3463244    -.051284
         --.     .2977927   .0755528     3.94   0.000     .1487775    .4468078
interestrate  
                                                                              
monthlyret~n        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              
       Total    .348936041   195  .001789416           Root MSE      =  .04089
                                                       Adj R-squared =  0.0658
    Residual    .322620879   193  .001671611           R-squared     =  0.0754
       Model    .026315162     2  .013157581           Prob > F      =  0.0005
                                                       F(  2,   193) =    7.87
      Source         SS       df       MS              Number of obs =     196
            Prob > F =    0.0005
       F(  2,   193) =    7.87
 ( 2)  L.interestrate = 0
 ( 1)  interestrate = 0
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Table 7 selection-order information criteria 
 
 
    
 
Table 8: VAR and Granger causality Wald test result of interest rate 
 
According to the result generated by VAR analysis, it is noticed that there is a 
positive relationship between stock return and interest rate. However, the critical 
value and p-value indicate the relationship is insignificant level under 95% 
    Exogenous:  _cons
                D.gdp
   Endogenous:  monthlyreturn interestrate inflation exchangerate moneysupply
                                                                               
    10    2562.95   65.15*  36  0.002  2.3e-18  -23.7508  -21.1687  -17.3797   
     9    2530.37  52.066   36  0.041  2.1e-18  -23.7878  -21.4597  -18.0434   
     8    2504.34  69.837   36  0.001  1.8e-18  -23.8956  -21.8215  -18.7778   
     7    2469.42  53.252   36  0.032  1.8e-18  -23.9073  -22.0871  -19.4162   
     6     2442.8  41.616   36  0.239  1.6e-18  -24.0086  -22.4424  -20.1442   
     5    2421.99  41.407   36  0.247  1.3e-18  -24.1728  -22.8607  -20.9351   
     4    2401.28  68.431   36  0.001  1.1e-18  -24.3382    -23.28  -21.7271   
     3    2367.07  41.289   36  0.250  1.1e-18  -24.3575  -23.5533  -22.3731   
     2    2346.42  65.618   36  0.002  9.0e-19  -24.5235  -23.9732  -23.1657   
     1    2313.62  238.14   36  0.000  8.7e-19*  -24.558* -24.2617* -23.8269*  
     0    2194.55                      2.1e-18    -23.66  -23.6176  -23.5555   
                                                                               
   lag      LL      LR      df    p      FPE       AIC      HQIC      SBIC     
                                                                               
   Sample:  1997m1 - 2012m5                     Number of obs      =       185
   Selection-order criteria
                                                                              
       _cons    -.0038741   .0027892    -1.39   0.165    -.0093408    .0015926
              
         L1.     .7218425   .0471957    15.29   0.000     .6293406    .8143444
interestrate  
              
         L1.     .1446747   .0666438     2.17   0.030     .0140552    .2752941
monthlyret~n  
interestrate  
                                                                              
       _cons     .0027575   .0030775     0.90   0.370    -.0032744    .0087893
              
         L1.     .0170968   .0520747     0.33   0.743    -.0849678    .1191614
interestrate  
              
         L1.     .0366655   .0735333     0.50   0.618    -.1074572    .1807883
monthlyret~n  
monthlyret~n  
                                                                              
                    Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                                                                              
                                                                
interestrate          3     .038493   0.5736   263.7156   0.0000
monthlyreturn         3     .042472   0.0023   .4432709   0.8012
                                                                
Equation           Parms      RMSE     R-sq      chi2     P>chi2
Det(Sigma_ml)  =  2.40e-06                         SBIC            =   -7.1021
FPE            =  2.55e-06                         HQIC            = -7.161824
Log likelihood =  711.8402                         AIC             = -7.202451
Sample:  1996m2 - 2012m5                           No. of obs      =       196
Vector autoregression
                                                                      
         interestrate                ALL    4.7127     1    0.030     
         interestrate      monthlyreturn    4.7127     1    0.030     
                                                                      
        monthlyreturn                ALL    .10779     1    0.743     
        monthlyreturn       interestrate    .10779     1    0.743     
                                                                      
             Equation           Excluded     chi2     df Prob > chi2  
                                                                      
   Granger causality Wald tests
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confidence interval. It means there is no evidence to prove the existence of the 
relationship between FTZE 100 monthly index return and lagged monthly interest 
rate movement. Moreover, the Granger causality Wald test suggests that the null 
hypothesis of FTZE 100 monthly index does not granger cause interest rate 
movements cannot be rejected. on the other hand, the relationship between 
current change of interest rate and lagged FTZE 100 monthly index return, as 
indicated by the p-value 0.03, which is smaller than 5%, which means the 
relationship turns out to be significant and positive. Within 95% confidence interval, 
ƚŚĞ ŶƵůů ŚǇƉŽƚŚĞƐŝƐ ŽĨ  ‘ŝŶƚĞƌĞƐƚ ƌĂƚĞ ĐŚĂŶŐĞ ĚŽĞƐ ŶŽƚ ŐƌĂŶŐĞƌ ĐĂƵƐĞ &d  ? ? ?
ŵŽŶƚŚůǇ ŝŶĚĞǆ ? ŝƐ ƌĞũĞĐƚĞĚ ?ĂƐ ƚŚĞƉ-value 0.03 is smaller than 5%. Combining the 
VAR model and Granger causality Wald test, it can be concluded that the current 
FTZE 100 monthly index return is affected by the lagged one monthly change of 
interest rate.  
 
Impulse response to standard deviation shock 
The impulse response functions indicate the effects of innovations on the 
adjustment path of the variables. Regarding to interest rate and stock returns, there 
are two potential shocks to the system, one of which is current monthly return of 
index to the first lagged of interest rate, the other one is the current change of 
0
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interest rate to lagged monthly stock returns. It is assumed that there is no 
identification problem, as referred by Hill et al (2012), variable 1 (in our case is 
monthly return) is only linked to lags of variable 1 and 2, and variable 2 (in our case 
is interest rate) is only connected with the lags of variable 1 and 2, which means the 
two variables are dynamically connected rather than contemporaneously. The 
advantage of the examine impulse response functions (and not just VAR coefficients) 
is that they show the size of the impact of the shock plus the rate at which the 
shocks dissipates, allowing for interdependencies. The impulse response functions 
has collected the innovations of both monthly return and interest rate and 
illustrated the effects of both shocks on each other. When the impulse variable is 
monthly return, the graph shows no movements, as indicated on the right hand side; 
the orthogonalized irf never deviates from zero. On the contrast, when the impulse 
variable is interest rate, the response variable, which is monthly return, has a 
positive response, as demonstrated on the left hand side, there is an increase in 
monthly return, however, after nearly a month later, the trend changes its direction, 
moving downwards. Nevertheless, the whole response process stays above zero 
level. The impulse response function indicates that the shocks of monthly return 
does not influence the lagged interest rate, however, the innovation of interest rate 
has an obvious impact on monthly return. As there is a time delay, the response of 
monthly return could happen during any of days within one month.  
Our finding is that there is a positive relationship between stock returns and 
interest rate movements, which means that the increase in interest rate can 
improve tŚĞ ƐƚŽĐŬ ƌĞƚƵƌŶ ?Ɛ ƉĞƌĨŽƌŵĂŶĐĞ ? dŚŝƐ ĞŵƉŝƌŝĐĂů ƌĞƐƵůƚŝƐ ĐŽŶƐŝƐƚĞŶƚ ǁŝƚŚ
Shanken (1990) and Campbell (1987) who have a similar result that initial 
one-month T-bill rate is positively and strongly related to market volatility in USA. 
Çifter and Ozun (2007) applied granger causality test on daily closing figures of the 
Istanbul Stock Exchange 100 index and its national compounded interest rate, 
aiming at exploring the effect of varying in interest rate on stock returns. His 
evidence illustrates that interest rate as granger cause of ISE 100 index starting with 
9 days time-scale effect. He also found an increasing effect caused by change of 
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interest rate when time-scale is higher. 
However, our empirical result is inconsistent with some previous literature, for 
example, Mishkin (1977) justified that downward movements of interest rate would 
shift stock price up, which means Mishkin proved a negative relationship between 
stock return and interest rate movements. Ndri. Konan Leon (2008) developed a 
study to discover the influence of interest rate fluctuation on stock returns and 
variance in Korea. The evidence present that index return is inversely and strongly 
related to interest rates 
The reason why the empirical results are different could be the different model 
applied. VAR model turns out to focus on the interrelationship between variables 
and their lags, moreover, the dataset used can be different as well, in terms of time 
scale of data, etc.  
Fratscher (2004) demonstrates that individual stock returns are significantly 
impacted by monetary policy change. However, apart from interest rate, there are 
other variables that affect stock returns, including the situation of the whole 
market. 
In our study, the interest rate has an impact on lagged monthly return, which means 
the market takes time to make adjustments regarding to the new information 
coming into the stock market. Based on efficient market theory, the insignificant 
relationship between lagged interest rate change and current monthly return can be 
explained by the market has digest the new information immediately when the new 
information coming in to the market.  
 
Inflation:  
Granger Causality Test without VAR 
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F-test for causality˖ 
 
The same procedure for testing the granger causality between stock return and 
inflation is carried out. The first part concerns the simple OLS regression between 
stock returns and inflation, as well as the lagged items. From the table, the OLS 
regression shows a positive and insignificant relationship between stock returns and 
inflation as well as the lagged inflation. However, OLS turns out to be inefficicent in 
time series dataset. Therefore, the second part is to test the causality between two 
variables under F-test. The null hypothesis is the coefficients of inflation and its 
lagged item are jointly zeor. From the result of F-test, the p-value 0.7118 is lager 
than 0.05, which means the null hypothesis is not rejected. therefore, it is noticed 
that the  coefficienests of interest rate, or lagged item could be zero, which means 
the stock return is possibly not related to neither current inflation movements nor 
the lagged inflation. Regardless of the OLS unbiased result, it still lacks of efficiency, 
consequently, we had employed the more accurate and proper model to explore 
the relationship between these two variables.  
 
                                                                              
       _cons     .0027013   .0030644     0.88   0.379    -.0033431    .0087457
              
         L1.     .0272447   .0569736     0.48   0.633    -.0851336     .139623
         --.     .0360762   .0569894     0.63   0.527    -.0763333    .1484856
   inflation  
                                                                              
monthlyret~n        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              
       Total    .348728984   193  .001806886           Root MSE      =  .04265
                                                       Adj R-squared = -0.0069
    Residual    .347489631   191  .001819317           R-squared     =  0.0036
       Model    .001239353     2  .000619676           Prob > F      =  0.7118
                                                       F(  2,   191) =    0.34
      Source         SS       df       MS              Number of obs =     194
            Prob > F =    0.7118
       F(  2,   191) =    0.34
 ( 2)  L.inflation = 0
 ( 1)  inflation = 0
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Table 9: VAR and Granger causality Wald test result of inflation 
Based on the result generated by VAR analysis, it is noticed that there is a positive 
relationship between stock return and inflation. However, the critical value and 
p-value indicate the relationship is insignificant level under 95% confidence interval. 
It means there is no evidence to prove the existence of the relationship between 
FTZE 100 monthly index return and lagged monthly inflation movement. Moreover, 
the Granger causality Wald test suggests that the null hypothesis of FTZE 100 
monthly index does not granger cause inflation movements cannot be rejected. 
meanwhile, the relationship between current change of inflation and lagged FTZE 
100 monthly index return, as indicated by the p-value 0.418, which is larger than 5%, 
which means the relationship turns out to be insignificant and positive. Within 95% 
confidence intervaů ? ƚŚĞ ŶƵůů ŚǇƉŽƚŚĞƐŝƐ ŽĨ  ‘ŝŶƚĞƌĞƐƚ ƌĂƚĞ ĐŚĂŶŐĞ ĚŽĞƐ ŶŽƚ ŐƌĂŶŐĞƌ
ĐĂƵƐĞ&d  ? ? ?ŵŽŶƚŚůǇ ŝŶĚĞǆ ? ŝƐŶŽƚ ƌĞũĞĐƚĞĚ ?ĂƐ ƚŚĞ Ɖ-value 0.418 is larger than 
5%. Combining the VAR model and Granger causality Wald test, it can be concluded 
that the current FTZE 100 monthly index return is not affected by the lagged one 
monthly change of inflation.  
                                                                              
       _cons     .0010197   .0038633     0.26   0.792    -.0065522    .0085915
              
         L1.     .0758997   .0715111     1.06   0.289    -.0642595    .2160589
   inflation  
              
         L1.     .0742346   .0916792     0.81   0.418    -.1054532    .2539224
monthlyret~n  
inflation     
                                                                              
       _cons     .0026248   .0030487     0.86   0.389    -.0033506    .0086002
              
         L1.     .0286386   .0564335     0.51   0.612    -.0819692    .1392463
   inflation  
              
         L1.     .0395882   .0723493     0.55   0.584    -.1022139    .1813902
monthlyret~n  
monthlyret~n  
                                                                              
                    Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                                                                              
                                                                      
            inflation                ALL    .65565     1    0.418     
            inflation      monthlyreturn    .65565     1    0.418     
                                                                      
        monthlyreturn                ALL    .25753     1    0.612     
        monthlyreturn          inflation    .25753     1    0.612     
                                                                      
             Equation           Excluded     chi2     df Prob > chi2  
                                                                      
   Granger causality Wald tests
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Impulse response to standard deviation shock 
 
The impulse response functions has collected the innovations of both monthly 
return and inflation and illustrated the effects of both shocks on each other. 
According to the result estimated by VAR model, there is no obvious significant 
relationship between inflation and monthly return. It is apparent that there is no 
obvious change when the impulse variable is monthly return. orthogonalized irf 
nearly does not deviate from zero. On the contrast, when the impulse variable is 
inflation rate, the response variable, which is monthly return, has a positive 
response, as demonstrated on the left hand side, there is an increase in monthly 
return, however, after nearly a month later, the trend changes its direction, moving 
downwards. However, the effect of lagged inflation rate disappears quickly after 
nearly one month later, which touches the zero level line. From the evidence 
showed in the graph, it is noticed that the shocks of monthly return does not impact 
current inflation level, however, the shocks of inflation does influence the monthly 
return. As there is a time delay, the response in monthly return could happen during 
any of days within one month.  
In most of previous literature, inflation is regarded as a negative factor which 
0
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influences the stock returns, for example there is an inverse link between stock 
returns and inflation (see, inter alia, Bodie, 1976; Fama, 1981; Adams et al., 2004). 
Li et al (2010) has detected the relationship in UK, with indicating the effects of 
inflation on stock returns. They found that unanticipated inflation news working on 
stock returns as a negative factor. However, this negative relationship appears to be 
lack of principle support. There are possible reasons, for instance Anari and Kolari 
(2001) has mentioned that concerning the theoretically incompatible reverse 
relationship with stock returns, there are some explanations, for instance the 
tax-augmented hypothesis.  
On the other hand, positive relationship is detected in previous literature, for 
example, Geske and Roll (1983) considered that, as a hedge to inflation, it is 
believed that there is a positive relationship between stock returns and inflation 
because they represent claims on real assets. Bodie (1976) has stated two particular 
ways to identify equity as hedge strategy regarding to inflation. First, the equity 
plays as hedging strategy if it holds the real rate of return of the asset at an 
extremely low level, the other way is that if and only if the real rate return is 
independent of the inflation. Jaffe and Mandelker (1976) clarified that the inverse 
connection between stock returns and inflation demonstrate that equity cannot 
even fractionally hedge against to inflation. The negative linkage indicates that 
ŝŶǀĞƐƚŽƌƐ ? ǁĞĂůƚŚ ŝƐ ƌĞĚƵĐĞĚďǇ ŝŶĨůĂƚŝŽŶ ? ŵŽƌĞŽǀĞƌ ? ƚŚĞ ƌĂƚĞ ŽĨ ĚĞĐƌĞĂƐŝŶŐ ĐĂŶ ďĞ
compounded by a rate, which is smaller than the average rate of return on equity 
market. 
In our study, the inflation works as a positive factor that impacts on stock return, 
however, this relationship appears to be insignificant. In previous literature, few of 
them have mentioned the significance level of the relationship. Given the different 
dataset and methodologies applied, some of literatures find bi-directed 
relationships, for example, Choudhry (2001) has demonstrated although it is widely 
agreed that there is a negative connection between inflation and stock returns, this 
relationship is unanticipated for stocks, which should be reward for change in 
inflation (Boudoukh and Richardson, 1993 and Boudoukh et al. 1994). Kryzanowski 
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and Rahman (2009) stated that, in the favor of monetary innovations, they present 
that the measurement of a Phillips curve would be biased downward and could 
even be inverse, producing a fake relation. As far as they realized, it is an initial 
finding in the financial study. They also substantiated an unexpected monetary 
news will cause a positive relationship between inflation and stock returns, which is 
compatible with empirical long term researches. Moreover, inverse relationship 
appears when fluctuations in the natural rate of output dominate those in the 
cyclical component of a Lucas-type Phillips curve, as has been identified in short-run 
studies. 
It is hard to make a clear conclusion about the relationships between stock returns 
and inflation changes. Although we have detected a positive relationship between 
them, however, it is outside of significance level. Therefore, our finding is 
inconclusive on stock return and monthly inflation changes. More importantly, the 
efficient market theory could explain the insignificant correlation between these 
two variables. it could be concluded that given the market is relatively efficient and 
mature in the UK, the news of inflation has already been reflected by the stock 
market as soon as the news was released. 
 
 
Exchange rate: 
Granger Causality Test without VAR 
 
F-test for causality˖ 
                                                                              
       _cons     .0027416   .0029933     0.92   0.361    -.0031622    .0086455
              
         L1.     .0248066   .1449326     0.17   0.864    -.2610486    .3106617
         --.    -.3381647   .1445904    -2.34   0.020    -.6233449   -.0529846
exchangerate  
                                                                              
monthlyret~n        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              
       Total    .348936041   195  .001789416           Root MSE      =  .04191
                                                       Adj R-squared =  0.0186
    Residual    .338922891   193  .001756077           R-squared     =  0.0287
       Model     .01001315     2  .005006575           Prob > F      =  0.0602
                                                       F(  2,   193) =    2.85
      Source         SS       df       MS              Number of obs =     196
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The granger causality test under OLS regression shows that current monthly stock 
return is negatively related to current exchange rate change. Meanwhile, the 
relationship appears to be significant. However, there is an insignificant negative 
relationship detected between current monthly stock return and first lagged 
exchange rate. However, OLS turns out to be inefficicent in time series dataset. 
Therefore, the second part is to test the causality between two variables under 
F-test, the F-test for granger causality shows the null hypothesis of coefficients of 
exchange rate and its lagged item are jointly zeor cannot be rejected under 95% 
confidence interval. it is noticed that the coefficienests of exchange rate, or lagged 
item could be zero, which means the stock return is possibly not related to neither 
current exchange rate movements nor the lagged exchange rate. Regardless of the 
OLS unbiased result, it still lacks of efficiency, consequently, we had employed the 
more accurate and proper model to explore the relationship between these two 
variables.  
 
 
Table 10 VAR and Granger causality Wald test result of exchange rate 
 
            Prob > F =    0.0602
       F(  2,   193) =    2.85
 ( 2)  L.exchangerate = 0
 ( 1)  exchangerate = 0
                                                                              
       _cons      .000379   .0014666     0.26   0.796    -.0024955    .0032534
              
         L1.      .248786    .069065     3.60   0.000      .113421     .384151
exchangerate  
              
         L1.    -.0739078   .0354151    -2.09   0.037    -.1433201   -.0044956
monthlyret~n  
exchangerate  
                                                                              
       _cons     .0025764   .0030184     0.85   0.393    -.0033396    .0084923
              
         L1.     -.055518   .1421447    -0.39   0.696    -.3341165    .2230806
exchangerate  
              
         L1.     .0370642   .0728888     0.51   0.611    -.1057952    .1799237
monthlyret~n  
monthlyret~n  
                                                                              
                    Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                                                                              
                                                                      
         exchangerate                ALL    4.3552     1    0.037     
         exchangerate      monthlyreturn    4.3552     1    0.037     
                                                                      
        monthlyreturn                ALL    .15255     1    0.696     
        monthlyreturn       exchangerate    .15255     1    0.696     
                                                                      
             Equation           Excluded     chi2     df Prob > chi2  
                                                                      
   Granger causality Wald tests
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According to the result generated by VAR analysis, it is noticed that there is a 
positive relationship between stock return and exchange rate. However, the critical 
value and p-value indicate the relationship is insignificant level under 95% 
confidence interval. It means there is no evidence to prove the existence of the 
relationship between FTZE 100 monthly index return and lagged monthly exchange 
rate movement. Moreover, the Granger causality Wald test suggests that the null 
hypothesis of FTZE 100 monthly index does not granger cause exchange rate 
movements cannot be rejected. however, the relationship between current change 
of exchange rate and lagged FTZE 100 monthly index return, as indicated by the 
p-value 0.037, which is smaller than 5%, which means the relationship turns out to 
be significant and negative. Within 95% confidence interval, the null hypothesis of 
 ‘ŝŶƚĞƌĞƐƚƌĂƚĞĐŚĂŶŐĞĚoes not granger cause FTZE 100 monthly index is rejected, as 
the p-value 0.037 is smaller than 5%. Combining the VAR model and Granger 
causality Wald test, it can be concluded that the lagged FTZE 100 monthly index 
return is affected by the change of exchange rate. 
 
The impulse response functions has collected the innovations of both monthly 
return and exchange rate and illustrated the effects of both shocks on each other. 
Based on the result estimated by VAR model, there is no obvious significant 
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relationship between exchange rate and monthly return. It is apparent that there is 
no obvious change in exchange rate when the impulse variable is monthly return. 
orthogonalized irf nearly does not deviate from zero. On the contrast, when the 
impulse variable is exchange rate, the response variable, which is monthly return, 
has a negative response, as demonstrated on the left hand side, there is an 
decrease in monthly return, however, after nearly a month later, the trend changes 
its direction, moving upwards. However, the effect of lagged exchange rate 
disappears quickly after nearly one month later, which touches the zero level line. 
From the evidence showed in the graph, it is noticed that the shocks of monthly 
return does not impact current exchange rate movements, however, the shocks of 
exchange rate does influence the monthly return negatively. As there is a time delay, 
the response of monthly return could happen during any of days within one month.  
 In previous literature, the results appear to be inclusive. There are different results 
regarding to the relationship between stock returns and exchange rate (home 
currency to US dollar). For example, Aggarwal (1981) detected the effects of 
exchange rate varies on U.S. stock returns by using monthly figure and floating rate 
period from 1974 to 1978. The evidence shows a positive relationship exists 
between stock returns and exchange rate movements. However, negative 
relationship was found as well, for instance, Kim (2003) employed monthly figure 
for the time of 1974:01-1998:12 in America and found a negative relation regarding 
ƚŽ^ ?W ?ƐĐŽŵŵŽŶƐƚŽĐŬƉƌŝĐĞĂŶĚĞǆĐŚĂŶŐĞƌĂƚĞ ?ŽŽŶŐĞƚĂů ?  ? ? ? ? ? )ŚĂƐƉƌŽǀĞĚĂ
strongly negative correlation between stock returns and simultaneous adjustment 
in the exchange rates for Indonesia, Malaysia, Philippines, South Korea and Taiwan. 
On the other hand, some inconclusive relationships were also identified, as 
indicated by Nieh and Lee (2001) examine the correlation between equity price and 
exchange rates for G-7 countries, applying the daily closing data of market indices 
and exchange rate between the time-interval of October 1, 1993 to February 15, 
1996. The findings presented a common result of no long term balance relation 
between equity price and exchange rate for each G-7 country. However, daily short 
term strong relationship has been detected in certain of countries; the correlation 
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in US appears to be weak. The conclusion on these findings could be attributed to 
different situation of countries, in terms of economic level, government attitude, 
anticipation patterns, etc. Ozair (2006) intended to discover the causal relationship 
between stock returns and exchange rate in America applying quarterly information 
from 1960 to 2004; however, the results present little connections between two 
variables. Hatemi-J and Irandoust (2002) discovered a likely causal relationship 
between stock price and exchange rate in Sweden. With using monthly nominal 
effective exchange rates and equity prices during 1993-1998, they realized that 
Granger causality is directional uncertain regarding to stock price and effective 
exchange rate. 
Our finding is consistent with the negative relationship. Referring to the market 
efficiency theory, if the market appears to be efficient, the stock price would reflect 
the new information immediately. In other words, once there is adjustment news of 
exchange rate, the stock market would immediately adjust the index level, which 
makes the information worthless. This is one of the possible reasons that the 
relationship between current monthly index return and lagged exchange rate turns 
out to be insignificant. On the other hand, the negative correlation between lagged 
monthly return and current change of exchange rate indicates that historical 
information may not be reflected immediately, which means the exchange rate 
market could be inefficient.  
To sum up, the relationship between stock return and exchange rate appears to be 
inconclusive, given the market efficiency; it is hard to identify a clear relationship 
between these two variables. Although previous literature has identified either 
positive or negative relationships, it is that still very few of them had identified the 
significance level of the relationship, as well as the lagged information. Given the 
different dataset and methodologies applied, the results could be different from 
each other.  
 
Money supply: 
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Granger Causality Test without VAR 
 
F-test for causality˖ 
 
The granger causality test under OLS regression shows that current monthly stock 
return is positively related to current money supply change. Meanwhile, the 
relationship appears to be insignificant. However, there is an insignificant negative 
relationship detected between current monthly stock return and first lagged money 
supply. However, OLS turns out to be inefficicent in time series dataset. Therefore, 
the second part is to test the causality between two variables under F-test, the 
F-test for granger causality shows the null hypothesis of coefficients of money 
supply and its lagged item are jointly zeor cannot be rejected under 95% confidence 
interval. it is noticed that the coefficienests of money supply change, or lagged item 
could be zero, which means the stock return is possibly not related to neither 
current money supply movements nor the lagged exchange rate. Regardless of the 
OLS unbiased result, it still lacks of efficiency, consequently, we had employed the 
more accurate and proper model to explore the relationship between these two 
variables.  
                                                                              
       _cons     .0005475   .0052773     0.10   0.917     -.009861    .0109561
              
         L1.    -.0624393   .6361309    -0.10   0.922    -1.317101    1.192222
         --.     .4816321    .615041     0.78   0.435    -.7314327    1.694697
 moneysupply  
                                                                              
monthlyret~n        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              
       Total    .348936041   195  .001789416           Root MSE      =  .04245
                                                       Adj R-squared = -0.0072
    Residual    .347827218   193  .001802214           R-squared     =  0.0032
       Model    .001108822     2  .000554411           Prob > F      =  0.7355
                                                       F(  2,   193) =    0.31
      Source         SS       df       MS              Number of obs =     196
            Prob > F =    0.7355
       F(  2,   193) =    0.31
 ( 2)  L.moneysupply = 0
 ( 1)  moneysupply = 0
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Table 11: VAR and Granger causality Wald test result of money supply 
 
Referring to the result generated by VAR analysis, it is noticed that there is a 
negative relationship between stock return and money supply. However, the critical 
value and p-value indicate the relationship is insignificant level under 95% 
confidence interval. It means there is no evidence to prove the existence of the 
relationship between FTZE 100 monthly index return and lagged monthly money 
supply movement. Moreover, the Granger causality Wald test suggests that the null 
hypothesis of FTZE 100 monthly index does not granger cause money supply 
movements cannot be rejected. additionally, the relationship between current 
change of money supply change and lagged FTZE 100 monthly index return, as 
indicated by the p-value 0.175, which is smaller than 5%, which means the 
relationship turns out to be insignificant and negative. Within 95% confidence 
ŝŶƚĞƌǀĂů ? ƚŚĞ ŶƵůů ŚǇƉŽƚŚĞƐŝƐ ŽĨ  ‘ŝŶƚĞƌĞƐƚ ƌĂƚĞ ĐŚĂŶŐĞ ĚŽĞƐ ŶŽƚ ŐƌĂŶŐĞƌ ĐĂƵƐĞ &d
 ? ? ? ŵŽŶƚŚůǇ ŝŶĚĞǆ ? ŝƐ Ŷot rejected, as the p-value 0.175 is larger than 5%. 
Combining the VAR model and Granger causality Wald test, it can be concluded that 
the lagged FTZE 100 monthly index return is not affected by the change of money 
supply change. 
                                                                              
       _cons     .0047304   .0005085     9.30   0.000     .0037338     .005727
              
         L1.     .0795797   .0736815     1.08   0.280    -.0648333    .2239927
 moneysupply  
              
         L1.    -.0114025   .0084125    -1.36   0.175    -.0278907    .0050857
monthlyret~n  
moneysupply   
                                                                              
       _cons     .0028744   .0043681     0.66   0.511    -.0056868    .0114356
              
         L1.    -.0629588   .6329594    -0.10   0.921    -1.303536    1.177619
 moneysupply  
              
         L1.     .0423337   .0722674     0.59   0.558    -.0993078    .1839752
monthlyret~n  
monthlyret~n  
                                                                              
                    Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                                                                              
                                                                      
          moneysupply                ALL    1.8372     1    0.175     
          moneysupply      monthlyreturn    1.8372     1    0.175     
                                                                      
        monthlyreturn                ALL    .00989     1    0.921     
        monthlyreturn        moneysupply    .00989     1    0.921     
                                                                      
             Equation           Excluded     chi2     df Prob > chi2  
                                                                      
   Granger causality Wald tests
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The impulse response functions has collected the innovations of both monthly 
return and exchange rate and illustrated the effects of both shocks on each other. 
Referring the result estimated by VAR model, there is no obvious significant 
relationship between money supply and monthly return. It is apparent that there is 
no obvious change in money supply when the impulse variable is monthly return. 
orthogonalized irf nearly does not deviate from zero. Meanwhile, when the impulse 
variable is money supply, the response variable, which is monthly return, has also 
no apparent response, as demonstrated on the left hand side, there is almost 
nothing happened in monthly return, as a result, it is concluded that it is hardly to 
find any obvious relationship between these two variables. From the evidence 
showed in the graph, it is noticed that the shocks of monthly return does not impact 
current money supply movements, besides, the shocks of money supply does not 
influence the monthly return as well.  
In previous studies, it is still questionable on the clear relationship between 
monthly stock returns and money supply change, as indicated by Hsu and Chiang 
(2011) it is still questionable that whether there is a relationship existing between 
monetary policy and stock returns. Relating to previous empirical literatures, the 
results generated under money aggregate information and linear regression models 
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for estimation influence of monetary policy on stock returns, are inconclusive. For 
instance, Pesando (1974), and Rogalski and Vinso (1977) summarized that monetary 
policy varying has little impact on stock prices, however, Homa and Jaffee (1971) 
discovered that expansionary policy shifts up stock price apparently. However, in 
the US market, some literature has tried to re-identify the relationship between 
money supply news and stock returns after the Federal funds rate is realized as a 
nice factor represented as the money supply changes. For instance, When Bernanke 
and Blinder (1992) realized that Federal funds rate is a nice representative of 
monetary policy, some journal articles tried to re-establish the connection between 
monetary policy and stock returns. It is mostly agreed that news of monetary policy 
do influence stock returns. A negative relationship was found by Thorbecke (1997), 
who stated that under a vector autoregressive (VAR) model, a narrow monetary 
policy drags down stock returns. 
Money supply sometimes causes the movements of interest rate, as demonstrated 
that Rigobon and Sack (2004) concluded that when short run interest rate rises, 
stock prices are negatively impacted. Referring to the findings in interest rate, the 
lagged monthly stock return is related to the current monthly interest rate 
movements, according to Bernanke and Kuttner (2005), who demonstrated that 
unanticipated slash in the Federal funds rate would lead to a shifting up in equity 
price. As the relationship between monthly stock return is positively correlated with 
interest rate, based on the finding of Bernanke and Kuttner, when Federal funds 
rate is decreased, the interest rate would rise, which means the rising could cause 
an increase in monthly stock returns. In other words, the decrease in money supply 
would cause a rise in stock return, which appears to be a negative relationship. This 
derivation is consistent with the findings in our study.  
The relationship is unclear because of the asymmetric reactions of stock returns and 
money supply change. The relationship would change based on the current 
conditions of the market and economy. For instance, Chen (2007) examined the 
unbalanced monetary shocks on stock returns under Markov-switching models. The 
evidence shows monetary news has significant influence on stock returns when 
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market is distressed, meanwhile, a conservative monetary announcement results a 
larger chance of transmitting to the slack market regime. 
It is still hard to identify a clear relationship between stock returns and money 
supply change. Given the different situation of different nations and regions, the 
results turn out to be varied. For example, a different situation was found in Europe 
with US market; Heimonen (2010) analyzed the impact of money supply, which in 
other words liquidity, on stock in Europe. The evidence illustrates that an aggressive 
money supply, for example quantitative easing policy, would shift up the stock 
returns, however finally, negative effects will appear.  
Our finding although is supported by some literature identified above, it is still 
questionable whether the relationship is significant, as the result is insignificant in 
our study. As the market appears to be more and more efficient, the shocks would 
be reflected immediately when it is announced, which could make the relationship 
insignificant.  
Real economic activity: 
Granger Causality Test without VAR 
 
F-test for causality˖ 
 
The granger causality test under OLS regression shows that current monthly stock 
return is negatively related to current GDP growth rate change. Meanwhile, the 
relationship appears to be insignificant. However, there is a significant positive 
                                                                              
       _cons     .0030913    .002959     1.04   0.297    -.0027449    .0089275
              
         LD.     .0973072   .0286727     3.39   0.001     .0407551    .1538592
         D1.     -.001952   .0285544    -0.07   0.946    -.0582707    .0543667
         gdp  
                                                                              
monthlyret~n        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              
       Total    .350795824   195  .001798953           Root MSE      =  .04141
                                                       Adj R-squared =  0.0466
    Residual    .331033043   193  .001715197           R-squared     =  0.0563
       Model    .019762781     2   .00988139           Prob > F      =  0.0037
                                                       F(  2,   193) =    5.76
      Source         SS       df       MS              Number of obs =     196
            Prob > F =    0.0037
       F(  2,   193) =    5.76
 ( 2)  LD.gdp = 0
 ( 1)  D.gdp = 0
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relationship detected between current monthly stock return and first lagged GDP 
growth rate change. However, OLS turns out to be inefficicent in time series dataset. 
Therefore, the second part is to test the causality between two variables under 
F-test, the F-test for granger causality shows the null hypothesis of coefficients of 
money supply and its lagged item are jointly zeor can be rejected under 95% 
confidence interval. it is noticed that the coefficienests of GDP growth rate change, 
or lagged item could be zero, which means the stock return is possibly related to 
either current GDP growth rate change movements or the lagged exchange rate. 
Regardless of the OLS unbiased result, it still lacks of efficiency, consequently, we 
had employed the more accurate and proper model to explore the relationship 
between these two variables.  
 
 
Table 12: VAR and Granger causality Wald test result of real economic activities 
 
As demonstrated by the result generated by VAR analysis, it is noticed that there is a 
positive relationship between stock return and lagged I(1) GDP growth rate 
movements. Meanwhile, the critical value and p-value indicate the relationship is 
significant level under 95% confidence interval. It means there is evidence to prove 
the existence of the relationship between FTZE 100 monthly index return and 
                                                                              
       _cons    -.0022232   .0074128    -0.30   0.764     -.016752    .0123056
              
         LD.    -.0003141   .0716974    -0.00   0.997    -.1408384    .1402102
         gdp  
              
         L1.     .0676838   .1753151     0.39   0.699    -.2759274     .411295
monthlyret~n  
D_gdp         
                                                                              
       _cons     .0030122   .0029402     1.02   0.306    -.0027506     .008775
              
         LD.     .0972834   .0284385     3.42   0.001      .041545    .1530217
         gdp  
              
         L1.     .0309016    .069538     0.44   0.657    -.1053904    .1671935
monthlyret~n  
monthlyret~n  
                                                                              
                    Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                                                                              
                                                                      
                D_gdp                ALL    .14905     1    0.699     
                D_gdp      monthlyreturn    .14905     1    0.699     
                                                                      
        monthlyreturn                ALL    11.702     1    0.001     
        monthlyreturn              D.gdp    11.702     1    0.001     
                                                                      
             Equation           Excluded     chi2     df Prob > chi2  
                                                                      
   Granger causality Wald tests
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lagged I(1) GDP growth rate movement. Moreover, the Granger causality Wald test 
suggests that the null hypothesis of FTZE 100 monthly index does not granger cause 
GDP growth rate movements can be rejected. on the other hand, the relationship 
between current change of GDP I(1) growth rate change and lagged FTZE 100 
monthly index return, as indicated by the p-value 0.699, which is larger than 5%, 
which means the relationship turns out to be insignificant and negative. Within 95% 
ĐŽŶĨŝĚĞŶĐĞ ŝŶƚĞƌǀĂů ? ƚŚĞ ŶƵůů ŚǇƉŽƚŚĞƐŝƐ ŽĨ  ‘ŝŶƚĞƌĞƐƚ ƌĂƚĞ ĐŚĂŶŐĞ ĚŽĞƐ ŶŽƚ ŐƌĂŶŐĞƌ
ĐĂƵƐĞ&d  ? ? ?ŵŽŶƚŚůǇ ŝŶĚĞǆ ? ŝƐŶŽƚ ƌĞũĞĐƚĞĚ ?ĂƐ ƚŚĞ p-value 0.699 is larger than 
5%. Combining the VAR model and Granger causality Wald test, it can be concluded 
that the lagged FTZE 100 monthly index return is not affected by the change of GDP 
growth rate change. 
 
The impulse response functions has collected the innovations of both monthly 
return and exchange rate and illustrated the effects of both shocks on each other. 
As indicated by the result estimated by VAR model, there is an apparent significant 
relationship between exchange rate and monthly return. It is apparent that there is 
an obvious change in GDP growth rate when the impulse variable is monthly return. 
orthogonalized irf nearly deviates from zero significantly. It is easy to understand 
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that when the stock markets is functioning well, there could be more profits made 
by listed firms, which makes significant contributions to GDP growth rate On the 
contrast, when the impulse variable is GDP growth rate, the response variable, 
which is monthly return, has a slightly positive response, as demonstrated on the 
left hand side, there is a little increase in monthly return, during the time period of 
impact, there is no significant moves above zero level line. From the evidence 
showed in the graph, it is noticed that the shocks of monthly return does impact 
current GDP growth rate movements, however, the shocks of GDP growth rate does 
influence the monthly return positively but not significantly. As there is a time delay, 
the response of monthly return could happen during any of days within one month.  
In our finding, the real economic activities are positively and significantly correlated 
with the monthly stock return. Although it is widely accepted that the relationship 
does exist, there is no literature successfully estimate the real relationship between 
these variables. There is few literature has successfully identified a proper model to 
estimate the relationship between real economic activities and monthly stock 
return. Our finding is hardly acceptable as the expected movements in real 
economic are not the single factors of change in equity returns in the model. Fama 
(1990) has emphasized three possible factors: (a) innovations to anticipated future 
cash flows for which increasing speed of GDP or industrial production; (b) news to 
discount rates; (c) predictable return variation due to predictable variation through 
time in the discount rates that price expected cash flows. In previous literature, the 
relationship was identified through a transmitting way based on the value of actual 
ĨŝƌŵƐ ? ĞƋƵŝƚǇ ?&Žƌ ĞǆĂmple, Binswanger (2000) underlined that if the equity prices 
reflex basic economic information, they should be closely correlated to the 
ĂŶƚŝĐŝƉĂƚĞĚĨƵƚƵƌĞƌĞĂůĞĐŽŶŽŵŝĐĂĐƚŝŽŶƐ ?dŚĞďĂƐŝĐǀĂůƵĞŽĨĂĐŽŵƉĂŶǇ ?ƐƐƚŽĐŬǁŝůů
be the anticipated present value of ƚŚĞ ĐŽŵƉĂŶǇ ?Ɛ ĨƵƚƵƌĞ ƉĂǇŵĞŶƚƐ ? DĞĂŶǁŚŝůĞ ?
future payments must eventually reflex real economic activity, which is represented 
by industrial production or gross domestic product (GDP) (see e.g., Shapiro, 1988). 
Therefore, equity price should be closely correlated with real activities, as equity 
price is based on the anticipation of future actions. On the other hand, the time 
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interval can be a significant factor that influences the results. Some previous 
literatures (e.g., Barro, 1990; Chen, 1991; Fama, 1990; Lee, 1992; Schwert, 1990) 
realized that, it is true that a significant number of quarterly and yearly accumulate 
equity returns changing can be demonstrated by future performance of real 
activities in America. Peiro (1996) supported this conclusion for certain developed 
countries by using movements in equity prices rather than returns. Domian and 
Louton (1997) proved that there is an unbalance in forecasting of industrial 
production growth rate by equity returns. Based on their conclusions, minus returns 
are caused by significant fall in industrial production growth rates, on the other 
hand, a positive return is observed when only a puny rising in real activity. This 
result is agreed by Estrella and Mishkin (1996) as well. Additionally, Growth in 
expected real activity, such as industrial productivity has been found to be positively 
related to stock returns (Fama, 1990; Ferson & Harvey, 1998). Such a positive 
relationship is consistent with the argument that real economic activity affects stock 
returns through its influence on future cash flows. These positive relationships are 
consistent with the finding of our study.  
To sum up, it is still hard to convince that the relationship is positive and 
significantly between monthly stocks return and monthly GDP growth rate change. 
Given the dataset was manipulated according to the quarter data, the accuracy of 
the estimation is still questionable. Additionally, the time interval could be an 
important factor that impacts the estimation. Another important factor is that the 
real economic activities are divided into different industries. The change of growth 
rate in one industry may cause the particular industrial index return change. When 
one industry is totally uncorrelated with another one, the increase in the special 
industry area can not impact the unrelated index performance. For example, the 
change of oil industry will not affect the housing industry. Therefore, it is hard to 
believe that the FTZE 100 index is strongly positively correlated with the whole 
nations GDP level, as the industrial difference exists.  
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Conclusion: 
This dissertation has examined the relationship between stock return and 
macroeconomic factors, in terms of interest rate, inflation, exchange rate, money 
supply and real economic activities. There are numbers of previous literatures has 
examined the effect of macroeconomic factors on stock returns. After 2008, in 
which the world economy has been suffering a strong recession, more and more 
concerns were dropped on how stock return would behave, since there are some 
changes in macroeconomic system, for example, the interest rate has been adjusted 
to an extremely low level; meanwhile the inflation has climbed to a new peak in the 
UK, etc. it is questionable that whether the stock market would behave in the same 
way as before 2008, or the market has already changed into a different manner. The 
time period for this investigation is from 31/01/1996 to 30/06/2012.  
According to our empirical results generated Granger causality test, the linear 
regression between monthly return and lagged interest rate has shown a negatively 
significant correlation, which is proved by the F-test under granger causality test. 
The test shows that there is granger causality between monthly return and first 
lagged interest rate. However, the estimation generated by VAR model has indicated 
an insignificantly positive relationship, which is contradicted to the result of linear 
regression granger causality test. VAR result appears to be more reliable as the 
model fits better to the time series dataset. It is concluded that interest rate cannot 
be regarded as an efficient explanatory variable to monthly return. The Granger 
causality wald test has indicated that there is a granger causality between monthly 
return and interest rate, however, the test cannot tell the significance level of the 
relationship. The insignificant relationship can be explained by the cross effect of 
variables on stock returns. It is possible that interest rate shocks do not directly 
impact stock market, for example some previous literature indicated that interest 
rate itself does not correlate to stock return; on the other hand, the yield and 
default spread are more significantly connected to index returns (e.g., Chen, Roll, & 
Ross, 1986). To be more specific, ďĂƐĞĚ ŽŶ  “ƚŚĞ &ŝƐŚĞƌ ĨĨĞĐƚ ? ? ĞǆƉĞĐƚĞĚ ŶŽŵŝŶĂů
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interest rate on financial securities should move along with anticipated inflation 
(Fisher, 1930). Money supply sometimes also is influenced by interest rate 
adjustments, as well as the discount factors, for instance shocks in both short run 
and long run rates are presumed to influence the discount factor in the same by 
impacting the nominal risk free rate (Mukherjee & Naka, 1995).  
Inflation is detected insignificantly positively correlated with the stock return in 
both models. Even though the relationship is insignificant, it is consistent with the 
findings of Geske and Roll (1983) who has claimed as a hedge to inflation, it is 
believed that there is a positive relationship between stock returns and inflation 
because they represent claims on real assets. On the other hand, historical studies, 
in most of them, have suggested an inverse link between stock returns and inflation 
(see, inter alia, Bodie, 1976; Fama, 1981; Adams et al., 2004). One of the most 
important support is that Li et al (2010) has detected the relationship in UK, with 
indicating the effects of inflation on stock returns. They found that unanticipated 
inflation news working on stock returns as a negative factor, however, anticipated 
inflation affects little in the announcement study. The relationship turns out to be 
positive when inflation is anticipated; on the other hand, the relationship appears 
to be negative when unexpected inflation happens. Inflations impacts the CPI index, 
therefore, when inflation increases, the price of product increases. One of the 
effective ways to control inflation is interest rate adjustment. On the other hand, 
money supply increases, inflations is also influenced by money policy, for example 
quantitative easing may cause a high level of inflation. When the money supply is 
increasing, the level of investment activities could be explosive, thus, the 
performance may be stimulated by the relevant factors innovations. As mentioned 
above, the cross effect of variables may influence the market behavior in the same 
time. All the relationship explained in our models is assumed other variables are 
remaining the same. It is not realize in the practice world. If there is shocks in 
certain variables, for example, money supply, it influence the system through its 
effect on interest rate movements, inflation level change. When there is a shock in 
exchange rate, say if the UK sterling is appreciating against US dollar, which on one 
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hand reduces the importing cost, making those importing oriented firms making 
profits, meanwhile, as Pebbles and Wilson (1996) demonstrated, the increasing of a 
currency value always is combined with an increase in savings, money supply and 
fall of interest rate. The led fall in interest rate or the cost of oversea purchase is 
anticipated to result an increase in local returns. The real economic activities are 
deemed as the underlying fundamental of the whole economy system. It is 
understandable that when the whole picture of macro economy is well performed, 
the stock market, as a part of the system, has a great opportunity to operating well. 
As our empirical result demonstrated that in both models, we have detected a 
significantly positive correlation between monthly return and first lag of GDP 
growth rate, which indicates that when the real economic activity is healthy, the 
stock market would assume to be performed well. However, in reality, our finding is 
hardly acceptable as the expected movements in real economic are not the single 
factors of change in equity returns in the model. Fama (1990) has emphasized three 
possible factors: (a) innovations to anticipated future cash flows for which 
increasing speed of GDP or industrial production; (b) news to discount rates; (c) 
predictable return variation due to predictable variation through time in the 
discount rates that price expected cash flows.  
One important concern is that we assume that the market is well functioning, which 
tends to be efficient well. Once the shocks and innovations come into the stock 
market, the stock price would digest the information immediately and reflects the 
new information on the security price. However, the level of efficiency of the 
market has not been investigated, which therefore may influence our empirical 
results. The insignificant relationships detected may be resulted by the market 
efficiency, given UK is more mature than other emerging markets, its ability of 
ĚŝŐĞƐƚŝŶŐ ŶĞǁ ŝŶĨŽƌŵĂƚŝŽŶ ŝƐ ĨĂŝƌůǇ ƐƚƌŽŶŐ ? ƚŚĞ ůĂŐŐĞĚ ŽŶĞ ǀĂƌŝĂďůĞ ?Ɛ ƐŚŽĐŬ ŚĂƐ
already been reflected by the index level. One other possible reason is that the 
dataset is on a monthly basis. Given the time period between current level of a 
variable and the first lagged information is too long, there is no value to analyze the 
historical information.  
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To sum up, the future research can be focused on the joint effect of different 
explanatory variables, as the stock return is not influenced by variables one by one. 
Therefore, new and more powerful time series model is required. Meanwhile, in 
order to obtain more précised result of analysis, the time interval can be smaller; 
for example, it can be on weekly basis, or even daily basis, as the market seems to 
be efficient enough to react quickly when new shocks come into.  
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