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Abstract
We study periodic solutions of the Hamiltonian system
x′(t) = J∇H(t, x),
where J is the standard symplectic matrix, H is 2π -periodic in t and super-quadratic in x in some sense. Using the Morse homology
theory developed in [A. Abbondandolo, P. Majer, Morse homology on Hilbert spaces, Comm. Pure Appl. Math. 54 (2001) 689–
758], we get some existence results of periodic solutions.
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1. Introduction and main results
Let H : R × R2n → R be a continuous function, 2π -periodic in the first variable t and C1 in the variable x ∈ R2n.
We investigate the 2π -periodic solutions of the first order Hamiltonian system
x′(t) = J∇H(t, x), (1.1)
where
J =
(
0 −I
I 0
)
and ∇H is the gradient of H with respect to x.
This problem has a long history and been extensively studied. In his seminal paper [11], based on variational
methods, P. Rabinowitz proved the existence of at least one nonconstant 2π -periodic solution of (1.1) under the
following assumptions:
(H1) H(t, x) = o(|x|2) at x = 0,
(H2) ∃r > 0, θ > 2: ∇H(t, x) · x  θH(t, x) > 0 for |x| > r ,
(H3) ∃α,β > 0: H(t, x) 0, |∇H(t, x)| α∇H(t, x) · x + β , ∀x ∈ R2n.
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tion H satisfies (H2) and is independent of t ; see [12]. For other results on the periodic solutions of (1.1) with
super-quadratic Hamiltonian functions, we refer to [2,5–7,9,16], among many others.
In the autonomous case, (1.1) possesses an S1-symmetry, i.e., if x(·) is a 2π -periodic solution, then ∀s ∈ S1 :=
R/2πZ, x(· + s) is also a 2π -periodic solution. This property plays an important role in the existence of infinitely
many periodic solutions: With this symmetry one can device a minimax procedure to obtain a sequence of critical
values of the associated Hamiltonian action functional of (1.1); see [12].
Sometimes, one can also use Morse theory to get a sequence of critical points for symmetric and “super-quadratic”
functionals. To illustrate this approach, we consider the following nonlinear elliptic equation{−u = f (x,u),
u|∂Ω = 0. (1.2)
The corresponding variational functional of Eq. (1.2) is
I(u) := 1
2
∫
Ω
|∇u|2 dx −
∫
Ω
F(x,u)dx, u ∈ H 10 (Ω),
where F(x, s) = ∫ s0 f (x, t) dt. Denote by Ia := {u ∈ H 10 (Ω): I(u) < a}. Suppose F is super-quadratic in u at infin-
ity:
∃r > 0, θ > 2: sf (x, s) θF (x, s) > 0 for |s| > r.
Z.Q. Wang [15] proved the following topological fact:
Hn
(
H 10 (Ω),Ia
)= 0, n = 0,1, . . . , −a  1. (1.3)
Combining (1.3) with the Morse inequality, one can get a sequence of solutions of (1.2) if f is odd in u. This approach
has been used in [4] for Eq. (1.2) with indefinite nonlinearities, and in [8] for periodic solutions of the second order
Hamiltonian system
−x′′(t) = ∇V (t, x) (1.4)
with sign-changing or partially super-quadratic potential V .
For (1.2) and (1.4), the Morse index of every critical point of the associated functionals is finite. However, this is
not the case for the first order Hamiltonian system. The corresponding functional
fH (x) = −12
2π∫
0
Jx′ · x dt −
2π∫
0
H(t, x) dt (1.5)
which is defined on the Sobolev space H 12 (S1;R2n) is strongly indefinite, i.e., the “Morse index” of any critical point
is infinite. Therefore we cannot get information of the critical points through the relative singular homology groups of
the sub-level sets of fH .
On the other hand, in [3], the following super-quadratic elliptic system⎧⎪⎪⎪⎨⎪⎪⎪⎩
−u = ∂F (x,u, v)
∂v
,
−v = ∂F (x,u, v)
∂u
,
u|∂Ω = v|∂Ω = 0
(1.6)
was studied using the so-called Morse–Conley–Floer homology approach. From the variational point of view, the first
order Hamiltonian system (1.1) and the elliptic system (1.6) are quite similar. The following functional associated
with (1.6):
A(u, v) =
∫
∇u · ∇v dx −
∫
F(x,u, v) dxΩ Ω
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the Morse–Conley–Floer homology groups of A are well defined. Moreover, it turns out that these groups are trivial,
provided that the function F together with its first and second order derivatives satisfies some polynomial growth
conditions and F is super-quadratic in (u, v) at infinity.
Shortly after, a Morse homology theory of the following functional
f ∈ C2(E): f (x) = 1
2
(Lx, x)+ b(x)
has been developed in [1]. Here E is a Hilbert space, L is a bounded linear invertible self-adjoint operator and ∇b is
a compact map. Applying this theory to the first order Hamiltonian system, we will show in this paper, under certain
growth and smooth conditions on the Hamiltonian function H , the Morse homology MH(fH , I) for the functional
fH given by (1.5) is well defined on suitable interval I (see Sections 3 and 4), and under some additional conditions
we can compute these Morse homology groups. As consequences, some existence results of periodic solutions are
obtained.
For H ∈ C3(S1 × R2n;R), we introduce the following condition
(H4) ∃p,C: |D3H(t, x)| C(1 + |x|p).
Under this condition, fH is of class C3 on E := H 12 (S1;R2n). A 2π -periodic solution x of (1.1) is called nondegen-
erate if x as a critical point of fH is nondegenerate, i.e., its Hessian D2fH (x) is a bounded and invertible operator
on E. This is equivalent to that the linearized equation of (1.1) at x:
ξ ′(t) = JD2H(t, x)ξ
has no nonzero 2π -periodic solution.
Using similar ideas as [3], the following theorem will be proved in this paper:
Theorem 1.1. Suppose H ∈ C3(S1 × R2n;R) satisfies
(H2) ∃r > 0, θ > 2: ∇H(t, x) · x  θH(t, x) > 0 for |x| > r,
(H4) ∃p,C: |D3H(t, x)| C(1 + |x|p)
and p + 2 < θ. Then the Morse homology MHq(fH , (−∞,+∞)) is well defined for every q ∈ Z. If in addition H
satisfies
(H5) D2H(t, x) → +∞, as |x| → +∞,
then MHq(fH , (−∞,+∞)) = 0 for all q ∈ Z. Consequently, if we further assume all the 2π -periodic solutions are
nondegenerate, then there is a polynomial Q with nonnegative integer coefficients such that∑
mqt
q = (1 + t)Q(t), (1.7)
where mq is the number of 2π -periodic solutions of (1.1) with relative Morse index q.
If (H4), (H5) are lost, the author is not able to prove the triviality of the Morse homology groups. However, we can
assume other types of conditions on H , and after a truncation procedure, similar results as above can be obtained. We
refer to Section 4 for precise statements. In what follows we present two results in Section 5, which are obtained as
applications of the theorem proved in Section 4. To state them, we need to introduce some conditions:
(H6) H(t,x)|x|2 → +∞ as |x| → +∞,
(H7) ∃λ > 0: ∇H(t,x)·x−2H(t,x)|x|λ → +∞ as |x| → +∞,
(H8) ∃C > 0: ∂
∂t
H(t, x) C(1 +H(t, x)).
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(1.1) has infinitely many T -periodic solutions whose L∞ norm go to infinity.
In the nonautonomous case, we further impose some conditions near 0, and get
Theorem 1.3. Suppose H ∈ C2(S1 × R2n;R) satisfies (H6), (H7), (H8) and
(H9) D2H(t,0) = 0,
(H10) ∃c0 < 1, r0 > 0: | ∂∂t ∇H(t, x)| c0|∇H(t, x)| and ∇H(t, x) · x  0 for |x| < r0.
Then (1.1) has at least one nonzero 2π -periodic solution.
We remark that (H2) implies (H6) and (H7). (H7) is also called nonquadratic condition in [6]. In that paper,
using minimax methods, D.G. Costa proved the existence of infinitely many periodic solutions of the autonomous
Hamiltonian system under (H6), the nonquadratic condition and suitable polynomial growth condition on ∇H .
This paper is organized as follows. In Section 2, a collection of results on Morse homology is given. Then in Sec-
tion 3, we recall the functional setting of first order Hamiltonian system and prove Theorem 1.1. Section 4 is devoted
to study a type of Hamiltonian functions have milder growth conditions than the usual super-quadratic condition and
finally in the last section we give some applications.
2. Morse homology on Hilbert spaces
In this section, we shall recall some results in [1]. Let E be a Hilbert space and
(L) :=
{
f ∈ C2(E): f (x) = 1
2
(Lx, x)+ b(x)
}
with ∇b : E → E being a continuous compact map and L being a bounded linear invertible self-adjoint operator.
For any bounded linear invertible self-adjoint operator T , we denote by V +(T ) the positive eigenspace and V −(T )
the negative eigenspace of T . Let E+ = V +(L), E− = V −(L), and I ⊂ R = R ∪ {−∞,+∞} be an interval of the
extended real line, meaning that I is a connected subset of R. An interval I will be called closed if it is relatively
closed in R; that is, I ∩ R is a closed subset of R. For f ∈ (L), denote by
Crit(f, I ) := {x ∈ E: ∇f (x) = 0, f (x) ∈ I}.
f is called a Morse functional on I , if and only if each x ∈ Crit(f, I ) is nondegenerate (that is, D2f (x) is bounded
and invertible). The relative Morse index of critical point x is defined by
mE−(x) := dim
(
V −D2f (x)∩E+)− dim(V +D2f (x)∩E−).
For any q ∈ Z let
Critq(f, I ) :=
{
x ∈ Crit(f, I ): mE−(x) = q
}
and Cq(f, I ) := SpanZ2 Critq(f, I ).
Consider the negative gradient flow η of f ∈ (L), i.e., solutions of the following equation:{
∂η
∂t
= −∇f (η(t, x)),
η(0, x) = x.
Let x be a nondegenerate critical point of f . The stable and unstable manifolds of x are the sets
Ws(x) :=
{
y ∈ E: η(t, y) is defined for all t  0 and lim
t→+∞η(t, y) = x
}
,
Wu(x) :=
{
y ∈ E: η(t, y) is defined for all t  0 and lim η(t, y) = x
}
.t→−∞
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manifolds of every pair of critical points x, y ∈ Crit(f, I ) such that mE−(x)−mE−(y) k meet transversally, i.e.,
TzW
u(x)+ TzWs(y) = E, ∀x, y ∈ Crit(f, I ), ∀z ∈ Wu(x)∩Ws(y).
Recall that a functional f ∈ C1(E) satisfies PS condition on the interval I if every sequence xi ∈ E such that
f (xi) → c and ∇f (xi) → 0 is relatively compact in E for every c ∈ I.
Theorem 2.1. (See [1, Corollary 4.5].) Suppose f ∈ (L) satisfies PS condition and has the Morse–Smale property
up to order k on I , x, y ∈ Crit(f, I ), mE−(x) − mE−(y)  k. Then the set Wu(x) ∩ Ws(y) is either empty or an
embedded C1 sub-manifold of E with finite dimension mE−(x)−mE−(y).
If mE−(x)−mE−(y) = 1, the above theorem implies that there is a finite number of connecting orbits from x to y,
each of which is a one-dimensional line. Denote by 〈x, y〉f the mod 2 number of connecting orbits from x to y. Then
we can define a homomorphism
∂ = ∂q(f, I ) : Cq(f, I ) → Cq−1(f, I )
by setting
∂x = ∂q(f, I )x :=
∑
y∈Critq−1(f,I )
〈x, y〉f y (2.1)
for x ∈ Critq(f, I ).
Now we introduce the following conditions:
(F1) f ∈ (L).
(F2) f satisfies PS condition on I .
(F3) f has the Morse–Smale property on I up to order 2.
(F4) For every c ∈ I and every q ∈ Z,Critq(f, I ∩ (−∞, c]) is a finite set.
By further analyzing the property of the space of connecting orbits, we have the following
Theorem 2.2. (See [1, Theorem 1.7].) Let the conditions (F1)–(F4) be satisfied, then the homomorphism ∂ is well
defined and satisfies ∂ ◦ ∂ = 0.
The complex (C∗(f, I ), ∂∗(f, I )) and its homology
MHq(f, I ) := Ker(∂q(f, I ) : Cq(f, I ) → Cq−1(f, I ))Range(∂q+1(f, I ) : Cq+1(f, I ) → Cq(f, I )) , q ∈ Z,
will be called Morse complex and Morse homology of (f, I ), respectively.
For those functionals do not satisfy the Morse–Smale property, we have the following theorem.
Theorem 2.3. (See [1, Theorem 7.4].) Assume that f ∈ (L) ∩ C3(E) is a Morse function and satisfies PS on the
closed interval I . For every ε > 0, there exist a function fε and a closed interval Iε such that
(10) fε ∈ (L)∩C3(E) has the Morse–Smale property up to order 2 and satisfies PS on Iε ,
(20) ‖f − fε‖C2 < ε, I ⊂ Iε ⊂ I + [−ε, ε],
(30) Critq(f, I ) = Critq(fε, Iε) for every q ∈ Z.
In this paper, we are mainly interested in those intervals having the following forms: (−∞,+∞) or (−∞, i0],
i0 ∈ R. To the intervals I of the form (−∞, i0] and any q ∈ Z, we associate
σq(f, I ) := sup
{
σ  0: Criti
(
f, (i0, i0 + σ)
)= ∅ for i  q}.
Let σq(f, (−∞,+∞)) := +∞.
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in [1].
Theorem 2.4. There exists θ > 0 with the following property: Assume the functionals f0, f1 satisfy (F1)–(F4) on
[−∞,+∞), I is an interval of the form (−∞,+∞) or (−∞, i0], q ∈ Z is given. If
‖f0 − f1‖∞ < θ min
{
σq(f0, I ), σq(f1, I )
}
,
then MHi(f0, I ) = MHi(f1, I ) for every i  q − 1.
For later use, we need a variant of Theorem 2.4.
Theorem 2.5. There exists θ > 0 with the following property: Assume the functionals f0, f1 satisfy (F1)–(F4) on
[−∞,+∞), I = (−∞, i0], i0 ∈ R, f0  f1 and
‖f0 − f1‖∞ < θσq(f0, I ). (2.2)
Then there exists an injective homomorphism from MHi(f0, I ) to MHi(f1, I ) for every i  q − 1.
The proof is just a slight modification of the original proof of Theorem 9.1 in [1], we sketch it here. For more
details, we refer to [1].
Proof. Since f0 and f1 satisfy PS condition on [−∞,+∞), they have only finitely many critical points on I. For
z = (x0, y0) ∈ R2, let us define
ϕ(z) = ϕ(x0, y0) := 14
[
x30 − y30 − 3(x0 − y0)
]
.
ϕ has the following four critical points: a = (−1,1), b = (1,1), c = (−1,−1) and d = (1,−1). Let ψ be a smooth
radial function with respect to the point c such that
ψ(z) =
{
0, for |z− c| 1,
1, for |z− c| 12 ,
and satisfies
∇ψ(z) · ∇ϕ(z) < 0 for z = (−1, y0), −12 < y0 < 0. (2.3)
Denote by
Γ :=
{
z ∈ R2: 1
2
 |z− c| 1
}
.
Let c1, c2 be positive constants such that |∇ψ(z)| c1, ∀z ∈ R2, and |∇ϕ(z)| c2, ∀z ∈ Γ. Moreover, we let θ < c22c1
be a positive constant, M := ‖f0−f1‖∞2θ . Now we define
f˜ (x, z) = f0(x)+ψ(z)
(
f1(x)− f0(x)
)+Mϕ(z).
On the interval I˜ = (−∞, i0 +M], for i  q − 1, by the construction of f˜ and (2.2), Ci+2(f˜ , I˜ ) can be written as
Ai+2 ⊕Bi+2 ⊕ Ci+2 ⊕Di+2, where
Ai+2 = Ci(f0, I )× a,
Bi+2 = Ci+1(f0, I )× b,
Ci+2 = Ci+1(f1, I˜ )× c,
Di+2 = Ci+2
(
f0, (−∞, i0 + 2M]
)× d.
Note that
Dj = Cj
(
f0, (−∞, i0 + 2M]
)× d = Cj (f0, I )× d for j  q. (2.4)
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Crit(f0, I )× a to (y1, c) ∈ Crit(f1, I )× c. We claim f1(y1) f0(x1). To see this, let
g(x, z) := f0(x)+ψ(z)
(
f1(x)− f0(x)
)
.
Noting that outside of Γ , z(t) is exactly the negative gradient flow line of ϕ, we find z(t) = (−1, y0(t)). Hence we
compute
g
(
η(+∞))− g(η(−∞))= +∞∫
−∞
dg(η(t))
dt
dt
=
+∞∫
−∞
−∥∥∇f0(x)+ψ(z)(∇f1(x)− ∇f0(x))∥∥2 dt
−
+∞∫
−∞
[∇ψ(z)(f1(x)− f0(x))] · [∇ψ(z)(f1(x)− f0(x))+M∇ϕ(z)]dt
−
+∞∫
−∞
[∇ψ(z)(f1(x)− f0(x))] · [M∇ϕ(z)]dt  0
by using (2.3) and the fact f0  f1. Therefore
g
(
η(+∞))= f0(x(+∞))+ψ(z(+∞))[f1(x(+∞))− f0(x(+∞))]
= f1(y1) g
(
η(−∞))= f0(x1). (2.5)
Remark that although f0 and f1 satisfy Morse–Smale property up to order 2, this may not be true for f˜ . However, we
can overcome this difficulty by doing a perturbation on f˜ . Under sufficiently small perturbation, we can prove that
(2.5) still holds up to a small error term.
Now in view of the decomposition of Ci+2(f˜ , I˜ ) described above, the boundary operator ∂i+2(f˜ , I˜ ) on Ci+2(f˜ , I˜ )
can be written in the following matrix form:
∂i+2(f˜ , I˜ ) =
⎛⎜⎝
∂i(f0, I ) 0 0 0
ICi(f0,I ) ∂i+1(f0, I ) 0 0
Xi 0 ∂i+1(f1, I˜ ) 0
Pi ICi+1(f0,I ) Yi+1 ∂i+2(f0, (−∞, i0 + 2M])
⎞⎟⎠ .
Here Xi is a homomorphism from Ci(f0, I ) to Ci(f1, I˜ ) which is, roughly speaking, defined by counting the mod 2
number of connecting orbits from a critical point (x, a) ∈ Criti (f0, I )× a to a critical point (y, c) ∈ Criti (f1, I )× c.
Yi+1 is a homomorphism from Ci+1(f1, I˜ ) to Ci+1(f0, (−∞, i0 + 2M]) = Ci+1(f0, I ), where we have used (2.4).
Hence Pi is a homomorphism from Ci(f0, I ) to Ci+1(f0, I ). Since ∂i+1(f˜ , I˜ )∂i+2(f˜ , I˜ ) = 0, we obtain
Xi−1∂i(f0, I ) = ∂i(f1, I˜ )Xi, (2.6)
Yi∂i+1(f1, I˜ ) = ∂i+1(f0, I )Yi+1 (2.7)
and the identity
YiXi = ICi(f0,I ) + ∂i+1(f0, I )Pi + Pi−1∂i(f0, I ). (2.8)
By (2.5), Xi is in fact a homomorphism from Ci(f0, I ) to Ci(f1, I ). Due to (2.6), (2.7) and (2.8), Xi induces a
homomorphism from MHi(f0, I ) to MHi(f1, I ), Yi induces a homomorphism from MHi(f1, I ) to MHi(f0, I ) and
on the homology level there holds
YiXi = ICi(f0,I ),
from which we can infer that Xi induces an injective homomorphism from MHi(f0, I ) to MHi(f1, I ) for any i 
q − 1. This completes the proof. 
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The periodic solutions of (1.1) correspond to the critical points of the functional
fH (x) = −12
2π∫
0
Jx′ · x dt −
2π∫
0
H(t, x) dt, x ∈ E = H 12 (S1;R2n).
Given x, y ∈ E, write the Fourier series of x, y as:
x(t) =
∑
k∈Z
ekJ txk, y(t) =
∑
k∈Z
ekJ tyk,
where xk, yk ∈ R2n. Then the inner product on E can be expressed in the following form:
(x, y)E = 2πx0 · y0 +
∑
k∈Z
|k|xk · yk.
Write x(t) as (p(t), q(t)), here p(t), q(t) ∈ Rn. Let p0 :=
∫ 2π
0 p(t) dt , q0 :=
∫ 2π
0 q(t) dt . One can therefore rewrite
fH (x) as:
fH (x) = −12
2π∫
0
Jx′ · x dt −
2π∫
0
H(t, x) dt
= 1
2
∑
k∈Z
k|xk|2 −
2π∫
0
H(t, x) dt
= 1
2
∑
k∈Z
k|xk|2 + π
(|p0|2 − |q0|2)− π(|p0|2 − |q0|2)− 2π∫
0
H(t, x) dt
= 1
2
(Lx, x)E − π
(|p0|2 − |q0|2)− 2π∫
0
H(t, x) dt
= 1
2
(Lx, x)E + b(x).
Here b(x) := −π(|p0|2 − |q0|2)−
∫ 2π
0 H(t, x) dt and L is a bounded linear self-adjoint invertible operator,
(Lx, x)E =
∑
k∈Z
k|xk|2 + 2π
(|p0|2 − |q0|2).
Hence the Fourier series representation of L is:
Lx = (p0,−q0)T +
∑
k∈Z\{0}
sgn(k)ekJ txk.
We know ∇b is a continuous compact map (see, for example [2, Section 3.3]).
The above expressions show that if fH is C2, then fH ∈ (L) and will fit into the framework of Section 2. Note
that the PS condition plays an important role in the Morse homology theory. In this regard, we shall give the following
proposition; see for example [2,10].
Proposition 3.1. Suppose H satisfies
(H2) ∃r > 0, θ > 2: ∇H(t, x) · x  θH(t, x) > 0 for |x| > r,
(H4)′ ∃μ> 0, C > 0: |∇H(t, x)| C(1 + |x|μ),
and μ< θ. Then for every C0 ∈ R, if fH (xi) C0 and |∇fH (xi)| → 0, then {xi}+∞ is relatively compact in E.i=1
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Proof. By classical arguments, it suffices to prove that ‖xi‖ is bounded.
First of all, we can estimate
C
(
1 + ‖xi‖
)
 fH (xi)− 12 dfH (xi)[xi] =
2π∫
0
[
1
2
∇H(t, xi) · xi −H(t, xi)
]
dt.
Consequently, by using (H2), we see that
C
(
1 + ‖xi‖
)

2π∫
0
|xi |θ dt. (3.1)
Write x ∈ E as x = x+ + x0 + x− where x0 is constant, while x+ ∈ E+ and x− ∈ E− have vanishing mean. Then by
Hölder’s inequality, noting that x+, x0, x− are pairwise L2 orthogonal, we obtain from (3.1) that
C
(
1 + ‖xi‖
)

∣∣x0i ∣∣θ . (3.2)
On the other hand, we also have∣∣∣∣∣(Lxi, x+i )−
2π∫
0
∇H(t, xi) · x+i dt
∣∣∣∣∣= ∣∣dfH (xi)[x+i ]∣∣ C∥∥x+i ∥∥.
Therefore by (H4)′ and μ< θ, using Hölder’s inequality again, we assert that
∥∥x+i ∥∥2 = (Lxi, x+i )
∣∣∣∣∣
2π∫
0
∇H(t, xi) · x+i dt
∣∣∣∣∣+C∥∥x+i ∥∥ ∥∥x+i ∥∥L θθ−μ
[ 2π∫
0
∣∣∇H(t, xi)∣∣ θμ dt]
μ
θ
+C∥∥x+i ∥∥
 C
∥∥x+i ∥∥
[
1 +
( 2π∫
0
|xi |θ dt
)μ
θ
]
.
This together with estimate (3.1) yields∥∥x+i ∥∥ C(1 + ‖xi‖μθ ). (3.3)
Similar result holds for x−i :∥∥x−i ∥∥ C(1 + ‖xi‖μθ ). (3.4)
Putting (3.2), (3.3) and (3.4) together we get
‖xi‖C
(
1 + ‖xi‖ 1θ + ‖xi‖μθ
)
,
which guarantees that ‖xi‖ is bounded. 
The above proposition shows that under the hypothesis of Theorem 1.1, fH satisfies the PS condition on
[−∞,+∞).
Proposition 3.2. Suppose H satisfies the hypothesis of Theorem 1.1, q ∈ Z. Then for any real number
a /∈ {fH (x): x ∈ Critj (fH , (−∞,+∞)), j  q},
the Morse homology MHi(fH , (−∞, a]) is well defined for any integer i  q − 1. Moreover, MHi(fH , (−∞,+∞))
is well defined for all i ∈ Z.
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we know fH satisfies the PS condition on [−∞,+∞). Hence for any a /∈ {fH (x): x ∈ Critj (fH , (−∞,+∞)),
j  q}, we will have
σq
(
fH , (−∞, a]
)
> 0. (3.5)
Here we have used the lower semi-continuous property of the relative Morse index [2, Proposition 2.3.3].
Using Sard–Smale theorem, we can approximate H in C3 norm by Ĥ , such that fĤ is a Morse function (see
[3, Lemma 20] for related results). Obviously, fĤ is still C3 and satisfies the PS condition on [−∞,+∞).
By Theorem 2.3, we can approximate fĤ in C2 norm by f̂ , such that f̂ satisfies the Morse–Smale property up to
order 2, and this functional f̂ will satisfies (F1)–(F4).
By Theorem 2.2, the Morse homology MHi(f̂ , (−∞, a]) is well defined for all i ∈ Z. Now observe that if all the
above perturbations are sufficiently small, then there holds
σq
(
f̂ , (−∞, a]) 1
2
σq
(
fH , (−∞, a]
)
> 0.
Thus by Theorem 2.4, for any i  q − 1, the Morse homology MHi(f̂ , (−∞, a]) should be isomorphic for different
choices of the small perturbation f̂ and we then define
MHi
(
fH , (−∞, a]
) := MHi(f̂ , (−∞, a]), i  q − 1.
We remark that by the similar arguments as above MHi(fH , (−∞,−∞)) is well defined for any i ∈ Z, since in this
case we have σj (fH , (−∞,+∞)) = +∞ for any j ∈ Z. 
For two symmetric matrices A and B , we say A B if and only if all the eigenvalues of A − B are nonnegative.
To prove Theorem 1.1, we still need the following
Lemma 3.3. Suppose x is a critical point of the Hamiltonian action functional fH and for some a ∈ R,
D2H(t, x(t)) aI2n, where I2n is the identity matrix in R2n. Then mE−(x) (2a − 1)n.
Proof. In fact, in our situation, the relative Morse index mE−(x) is equal to the Maslov index of the periodic solu-
tion x. For related results and the precise formula of these indices, see, for example [2]. 
Proof of Theorem 1.1. By Proposition 3.2, MHi(fH , (−∞,+∞)) is well defined for all i ∈ Z.
Fix any integer q , we will prove that MHq(fH , (−∞,+∞)) = 0. By Lemma 3.3 and Theorem 2.4, it suffices to
get a Hamiltonian function K which is equal to H outside a compact set of R2n and satisfies
D2K 
(
q + 1 + 2n
2n
)
I2n.
Indeed, after a possible perturbation as mentioned in Proposition 3.2, we can assume
D2K >
q + 1 + n
2n
I2n.
Then by Lemma 3.3, for all x ∈ Crit(fK, (−∞,+∞)),
mE−(x)
(
2
q + 1 + n
2n
− 1
)
n = q + 1.
Hence MHq(fK, (−∞,+∞)) = 0. Note that
σi
(
fK, (−∞,+∞)
)= σi(fH , (−∞,+∞))= +∞
for any i ∈ Z. Hence MHq(fH , (−∞,+∞)) = 0 follows from Theorem 2.4 easily.
We now construct K as follows. First of all, by (H5), D2H(t, x) > −CI2n for some real number C. Choose r > 0
large enough such that
D2H(t, x) >
q + 1 + 2n
I2n for |x| > r.
n
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D2h
(
q + 1 + 2n
2n
+C
)
I2n, ∀|x| r,
and
D2h−q + 1 + 2n
2n
I2n for all x.
Then let K(t, x) = H(t, x)+ h(x).
If moreover all the critical points are nondegenerate, then the Morse equality (1.7) follows from standard arguments
in homology theory. 
4. Another type of Hamiltonian functions
In this section, we will study a type of Hamiltonian functions which have different growth conditions compared
with those in Theorem 1.1. We firstly recall the following three conditions:
(H6) H(t,x)|x|2 → +∞ as |x| → +∞.
(H7) ∃λ > 0: ∇H(t,x)·x−2H(t,x)|x|λ → +∞ as |x| → +∞.
(H8) ∃C > 0: ∂
∂t
H(t, x) C(1 +H(t, x)).
As we know, if ∇H does not have the polynomial growth condition (H4)′, then the functional fH defined on E may
not be differentiable, whence we cannot apply the theory in Section 2 directly. To overcome this difficulty, we shall
perform a standard truncation. From now on H will assume to be at least C2.
For any k > 0, let us define
Hk(t, x) := ρ
(|x| − k)H(t, x)+ rk(1 − ρ(|x| − k))|x|4,
where ρ ∈ C2(R),
ρ(s) =
{
1, for s < 0,
0, for s > 1, (4.1)
and ρ′(s) 0, rk > max{H(t,x)|x|4 : k  |x| k + 1, t ∈ R}. Now for the functional fHk associated to this function Hk ,
it satisfies PS condition on [−∞,+∞). For convenience, we will also use P(H) to denote the set of all 2π -periodic
solutions of (1.1) and then P(H) = Crit(fH , (−∞,+∞)). Let
CH,q = sup
{∣∣fH (x)∣∣: x ∈ P(H), mE−(x) q}.
Note that although fH in general is not differentiable on E, but the definition of mE−(x) still makes sense since
x ∈ C2 and fH is twice differentiable at x provided that H ∈ C2. A truncation Hk will be called q-admissible if
k > sup
{‖x‖L∞ : x ∈ P(H), mE−(x) q}
and
fHk (x) > CH,q for all x ∈ P(Hk) with ‖x‖L∞  k.
We will prove
Theorem 4.1. Suppose H ∈ C2(S1 × R2n;R) satisfies (H6), (H7) and (H8). Given q ∈ Z. If CH,q < +∞, then there
exists a q-admissible truncation Hk such that MHi(Hk, (−∞,CH,q ]) = 0 for all i  q − 1.
We start with the following
Lemma 4.2. Suppose H satisfies the hypothesis of Theorem 4.1, xk ∈ P(Hk) and ‖xk‖L∞  k. Then fHk (xk) → +∞
as k → +∞.
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∂
∂t
Hk(t, x) C
(
1 +Hk(t, x)
)
.
It follows that for xk ∈ P(Hk),
dHk(t, xk(t))
dt
= ∂
∂t
Hk
(
t, xk(t)
)+ ∇Hk(t, xk(t)) · x′k(t)
= ∂
∂t
Hk
(
t, xk(t)
)
 C
[
1 +Hk
(
t, xk(t)
)]
, ∀t.
This is equivalent to
d
dt
(
e−CtHk
(
t, xk(t)
))
 Ce−Ct ,
which yields
Hk
(
t, xk(t)
)
 e−C(tk−t)Hk
(
tk, xk(tk)
)−C(e−C(tk−t) − 1), ∀t  tk,
where |xk(tk)| = ‖xk‖L∞ . Hence using the fact that x is 2π -periodic we obtain
Hk
(
t, xk(t)
)
 CHk
(
tk, xk(tk)
)− 1
C
, ∀t. (4.2)
Recall also Hk(t, x) → +∞ as |x| → +∞, uniformly in k. Thus if ‖xk‖L∞ → +∞, then from (4.2), we find that
min
t
∣∣xk(t)∣∣→ +∞.
This together with (H7) implies
fHk (xk) =
1
2
2π∫
0
[∇Hk(t, xk(t)) · xk − 2Hk(t, xk(t))]dt → +∞, as k → +∞. 
Proof of Theorem 4.1. The main idea of the proof is using Theorem 2.5 to compare the Morse homology of Hk with
another carefully constructed function GM,k. Without loss of generality, we assume 0 < λ< 2 in condition (H6).
Step 1. The construction of GM,k.
For any r > 0, we denote by Br := {x ∈ R2n: |x|  r}. Since H is continuous, there exists N0 > 1 such that if
M >N0, then the set
SM :=
{
r > 2: H(t, x)M|x|2 − |x|λ, ∀x ∈ Br\B2, ∀t
}
is nonempty. From now on, we assume M >N0. Let
RM := sup{r: r ∈ SM}.
Clearly, we have
lim
M→+∞RM = +∞. (4.3)
Recall condition (H6):
H(t, x)
|x|2 → +∞, as |x| → ∞.
This ensures that for any M , there exists TM such that
H(t, x) >M|x|2 − |x|λ + 1 for |x| > TM.
Now we define
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(
H(t, x)−M|x|2 + |x|λ)(M|x|2 − |x|λ)+ (1 − ρ(H(t, x)−M|x|2 + |x|λ))Hk(t, x),
if |x| > 2,
where ρ is given by (4.1). Since |x|λ is not twice differentiable at 0, we shall let
GM,k(t, x) := M|x|2 −
(
1 − ρ(|x| − 1))|x|λ, if |x| 2.
Throughout the proof, we will always assume k > TM.
Step 2. Some properties of GM,k.
Obviously, by the construction, GM,k ∈ C2 and
GM,k(t, x) =
{
M|x|2 − (1 − ρ(|x| − 1))|x|λ, if |x|RM,
Hk(t, x), if |x| > TM.
We also observe that for |x| > 2,
GM,k(t, x)−Hk(t, x) = ρ
(
H(t, x)−M|x|2 + |x|λ)(M|x|2 − |x|λ −Hk(t, x))−1,
and moreover
GM,k(t, x)−Hk(t, x)−2λ − max|x|2, t∈RH(t, x) for |x| 2.
Consequently we get
GM,k(t, x)−Hk(t, x)AH := min
{
−1,−2λ − max
|x|2, t∈R
H(t, x)
}
. (4.4)
On the other hand, for |x| > 2 we compute (for simplicity, denote by σ := H(t, x)−M|x|2 + |x|λ)
∇GM,k(t, x) · x − 2GM,k(t, x)
= (2 − λ)ρ(σ )|x|λ + (1 − ρ(σ ))(∇Hk(t, x) · x − 2Hk(t, x))− σρ′(σ )(∇H(t, x) · x − 2M|x|2 + λ|x|λ)
= (2 − λ)ρ(σ )|x|λ + (1 − ρ(σ ))(∇Hk(t, x) · x − 2Hk(t, x))
− σρ′(σ )(∇H(t, x) · x − 2H(t, x)− 2|x|λ + λ|x|λ + σ ). (4.5)
Condition (H7) tells us
∇H(t, x) · x − 2H(t, x)
|x|λ → +∞, as |x| → +∞.
Therefore, we can find N1 > 0, such that for |x| >N1,
∇H(t, x) · x − 2H(t, x)− 2|x|λ + λ|x|λ > 0. (4.6)
Meanwhile according to (4.3) there exists N2 > 0 such that for M >N2,
RM >N1. (4.7)
Note that if |x| < RM, then ρ′(σ ) = 0. Hence (4.7) combined with (4.5) and (4.6) yields that if M > N2, then for
|x| > 2, we have
∇GM,k(t, x) · x − 2GM,k(t, x) (2 − λ)ρ(σ )|x|λ +
(
1 − ρ(σ ))(∇Hk(t, x) · x − 2Hk(t, x)).
This guarantees that
∇GM,k(t, x) · x − 2GM,k(t, x) → +∞, as |x| → +∞, (4.8)
uniformly with respect to M,k.
Step 3. Determine M and k.
For any x ∈ P(GM,k), if there exists t0 such that |x(t0)| < RM, then by the conservation law of autonomous
Hamiltonian system and M > 1, we will have
M
∣∣x(t)∣∣2 − (1 − ρ(∣∣x(t)∣∣− 1))∣∣x(t)∣∣λ = M∣∣x(t0)∣∣2 − (1 − ρ(∣∣x(t0)∣∣− 1))∣∣x(t0)∣∣λ, ∀t,
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Hence we infer that if x ∈ P(GM,k) and ‖x‖L∞ RM, then
min
t
∣∣x(t)∣∣RM.
Therefore, by (4.3) and (4.8) there exists N3 >N2 such that if M >N3, then for any x ∈ P(GM,k) with ‖x‖L∞ RM,
there holds
fGM,k (x) > CH,q − 2πAH . (4.10)
On the other hand, it follows from a direct computation that there exists a constant c0 such that
D2GM,k(t, x) (2M − c0)I2n, ∀x ∈ BRM . (4.11)
Now we fix a M = M0 such that
M0 > max
{
N3,
q + n+ 2nc0
4n
}
. (4.12)
After the choosing of M0, now we proceed to determine k. Let
DM0 := sup
t,x
{∣∣GM0,k(t, x)−Hk(t, x)∣∣}.
Since we have assumed k > TM0 , this number DM0 does not depend on k.
Note that CH,q < +∞ by assumption, hence we have
sup
{‖x‖L∞ : x ∈ P(H), mE−(x) q}< +∞. (4.13)
In fact, if (4.13) does not hold, then by an argument similar as Lemma 4.2, we will get CH,q = +∞.
Now we apply Lemma 4.2 and fix a k = k0 such that
k0 > sup
{‖x‖L∞ : x ∈ P(H), mE−(x) q}
and
fHk0
(x) > CH,q + 2π(DM0 + |AH |)
θ
(4.14)
for all x ∈ P(Hk0) with ‖x‖L∞  k0, where θ is the constant in Theorem 2.5.
Step 4. MHi(fHk0 , (−∞,CH,q ]) = 0 for i  q − 1.
Let G(t, x) := GM0,k0(t, x)−AH . We now use (4.4) to obtain
fHk0
(x) = −1
2
2π∫
0
Jx′ · x dt −
2π∫
0
Hk0(t, x) dt
−1
2
2π∫
0
Jx′ · x dt −
2π∫
0
G(t, x) dt
= fG(x), ∀x ∈ E. (4.15)
We also have
∣∣fHk0 (x)− fG(x)∣∣=
∣∣∣∣∣
2π∫
0
(
G(t, x)−Hk0(t, x)
)
dt
∣∣∣∣∣
=
∣∣∣∣∣
2π∫
0
(
GM0,k0(t, x)−AH −Hk0(t, x)
)
dt
∣∣∣∣∣
 2π
(
DM0 + |AH |
)
, ∀x ∈ E. (4.16)
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generality, we can assume fHk0 and fG satisfy Morse–Smale condition up to order 2. We infer from (4.14) that
σq
(
fHk0
, (−∞,CH,q ]
)
>
2π(DM0 + |AH |)
θ
,
which implies
‖fHk0 − fG‖∞ < θσq
(
fHk0
, (−∞,CH,q ]
)
by using (4.16). This combined with (4.15) and Theorem 2.5 shows that there exists an injective homomorphism
Xi : MHi
(
fHk0
, (−∞,CH,q ]
)→ MHi(fG, (−∞,CH,q ]), ∀i  q − 1. (4.17)
On the other hand, we deduce from (4.10) that for x ∈ Crit(fG, (−∞,CH,q ]), there holds
‖x‖L∞ <RM0 .
Hence by (4.11), (4.12) and Lemma 3.3, we find that for x ∈ Crit(fG, (−∞,CH,q ]),
mE−(x)
(
2
(
q + n+ 2nc0
2n
− c0
)
− 1
)
n = q.
Therefore
MHi
(
fG, (−∞,CH,q ]
)= 0, ∀i  q − 1.
Together with (4.17), this implies
MHi
(
fHk0
, (−∞,CH,q ]
)= 0, ∀i  q − 1.
The proof of Theorem 4.1 is finished. 
Remark 4.3. In Theorem 4.1 we only assume H ∈ C2, because after the truncation Hk is C3 outside a compact set,
and then the arguments in Proposition 3.2 still work with a slight modification.
Remark 4.4. In fact, we can replace condition (H7) by the more natural condition:
∇H(t, x) · x − 2H(t, x) → +∞ as |x| → +∞.
In this regard, it suffices to construct a function γ ∈ C2(R2) playing the role of −|x|λ :
(10) ∃C: D2γ (x)−CI2n and |γ (x)| C(1 + |x|2),
(20) ∇γ (x) · x − 2γ (x) → +∞ as |x| → +∞,
(30) ∃r : ∇H(t, x) · x − 2H(t, x)− ∇γ (x) · x + 2γ (x) 0 for |x| > r.
5. Applications of Theorem 4.1
In this section, we shall derive some existence results of periodic solutions from Theorem 4.1.
Theorem 5.1. Suppose H ∈ C2(S1 × R2n;R) satisfies (H6), (H7) and does not depend on t . Then for every T > 0,
(1.1) has infinitely many T -periodic solutions whose L∞ norm go to infinity.
We start with the following
Lemma 5.2. Suppose H ∈ C2(S1 ×R2n;R) satisfies (H6), (H7) and does not depend on t . Then there exists a function
F ∈ C2(R2n) satisfies:
(10) F is equal to H outside a bounded subset of R2n.
(20) 0 is the only constant periodic solution in P(F) and nondegenerate.
Y. Liu / J. Math. Anal. Appl. 344 (2008) 384–407 399Proof. Let ρ be the function given by (4.1). Define
F(x) = 1
4
ρ
(|x| − k)|x|2 + (1 − ρ(|x| − k))H(x),
where k > 0 is chosen such that
H(x) >
|x|2
4
and ∇H(x) · x > 0 for |x| k.
The existence of k is ensured by (H6) and (H7). A direct computation shows that
∇F(x) · x > 0 for x = 0.
Thus 0 is the only constant 2π -periodic solution in P(F). One can verify that it is nondegenerate. 
To prove Theorem 5.1, we will argue by contradiction that for some T > 0, the L∞ norm of all the T -periodic
solutions are uniformly bounded. By changing of variables if necessary, we may assume T = 2π. Then for the function
F given by Lemma 5.2, we have
max
{‖x‖L∞ : x ∈ P(F)}< +∞.
Hence by choosing q > max{mE−(x): x ∈ P(F)} + 2n and using Theorem 4.1, we can find a q-admissible trunca-
tion Fk such that MHi(fFk , (−∞,CF,q ]) = 0 for all i ∈ Z. Obviously, 0 is still the only constant periodic solution
in P(Fk). Now for this Fk we proceed to prove
Proposition 5.3. There exists p0 > 0, such that for any  > 0 and any prime number p > p0, there exists a compactly
supported function gp, ∈ C2(R2n) with ‖gp,‖C2 <  satisfying:
(10) 0 is the only constant 2π -periodic solution in P(Fk + sin(pt)gp,).
(20) If x ∈ Crit(fFk+sin(pt)gp, , (−∞,CF,q ]), then it is nondegenerate.
(30) For any integer i, # Criti (fFk+sin(pt)gp, , (−∞,CF,q ])\{0} can be divided by p.
Proof. The main ingredient of the proof is using Sard–Smale theorem to get a suitable perturbation. First of all, we
introduce some notations. Let
U1 :=
{
x ∈ R2n: r  |x| sup{‖x‖L∞ : x ∈ P(F)}+ 1},
U2 :=
{
x ∈ R2n: r
2
 |x| sup{‖x‖L∞ : x ∈ P(F)}+ 2}.
Here r is a small positive number satisfying∣∣x(t)∣∣> r, ∀x ∈ P(F)\{0}, ∀t.
Since 0 is a nondegenerate 2π -periodic solution, such r indeed exists. Let we denote by G1 the Banach space consists
of functions in C2(R2n) which are supported in U2, equipped with the usual C2 norm. Then G1 is a separable Banach
space. Also denote by
G2 :=
{
g ∈ G1: ∇g(x) = 0, ∀x ∈ U1
}
.
Obviously, G2 is a nonempty and open set in G1. Define Ψ : G1 ×E → E by
Ψ (g,x) = ∇fFk+sin(pt)g(x), ∀(g, x) ∈ G1 ×E.
The differential of Ψ at (g, x) is given by
(
dΨ (g, x)
[
(ω, z)
]
, ξ
)
E
= −
2π∫
0
Jξ ′ · z dt −
2π∫
0
[
D2Fk(x)+ sin(pt)D2g(x)
]
ξ · z dt −
2π∫
0
sin(pt)∇ω(x) · ξ dt,
∀(ω, z) ∈ G1 ×E, ∀ξ ∈ E.
We need to find a suitable g0 ∈ G2 such that dΨ (g0, x) is a surjective map for any x ∈ Crit(fFk+sin(pt)g0,
(−∞,CF,q ])\{0}.
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nonconstant periodic solution of minimal period 2π for any x ∈ Crit(fFk+sin(pt)g, (−∞,CF,q ])\{0}.
Choose positive number δ1 < 14 inf{|∇F(y)|: y ∈ U2} such that if ‖g‖C2 < δ1 and x ∈ Crit(fFk+sin(pt)g,
(−∞,CF,q ])\{0}, then there holds
x(t) ∈ U1, ∀t. (5.1)
To see that such δ1 exists, we assume on the contrary that there exist sequences {gi}, {xi} with ‖gi‖C2 < 1i , xi ∈
Crit(fFk+sin(pt)gi , (−∞,CF,q ])\{0} such that for all i ∈ N:
xi(ti) /∈ U1 for some ti . (5.2)
Then the fact fFk+sin(pt)gi (xi)CF,q ensures
‖xi‖L∞  C. (5.3)
Since xi solves
x′i (t) = J
[∇Fk(xi)+ sin(pt)∇gi(xi)],
we can deduce from (5.3) that there exist y ∈ Crit(fFk , (−∞,CF,q ]) and a subsequence {xij } of {xi} such that
‖xij − y‖L∞ → 0. (5.4)
Since y(t) lies in the interior of U1 for all t (y = 0, because 0 is nondegenerate), (5.4) contradicts with (5.2).
From now on, we assume ‖g‖C2 < δ1. For x ∈ Crit(fFk+sin(pt)g, (−∞,CF,q ])\{0}, we consider the minimal period
T of x. Obviously, 2π
T
∈ N. We compute
x′(t) = x′(t + T )
= J [∇Fk(x(t + T ))+ sin(p(t + T ))∇g(x(t + T ))]
= J [∇Fk(x(t))+ sin(p(t + T ))∇g(x(t))]. (5.5)
This will give rise to
sin(pt)∇g(x(t))= sin(p(t + T ))∇g(x(t)). (5.6)
Since ∇g(y) = 0 for any y ∈ U1, we infer from (5.6) that pT2π ∈ Z. It then follows from p being a prime number that
T = 2π or 2π
p
.
Now if the minimal period of x is 2π
p
, then
2π
p∫
0
x′(t) dt = 0,
which by the Poincaré inequality yields
2π
p∫
0
|x′|2 dt  1
p2
2π
p∫
0
|x′′|2 dt
= 1
p2
2π
p∫ ∣∣[D2Fk(x)+ sin(pt)D2g(x)]x′ + sin′(pt)∇g(x)∣∣2 dt0
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p2
2π
p∫
0
|x′|2 dt + C
p2
2π
p∫
0
∣∣sin′(pt)∇g(x)∣∣2 dt
 C
p2
2π
p∫
0
|x′|2 dt + C
p
‖g‖2
C2 . (5.7)
Also observe that∣∣x′(t)∣∣= ∣∣∇Fk(x)+ sin(pt)∇g(x)∣∣> 14 inf{∣∣∇F(y)∣∣: y ∈ U2}.
Regarding to this, (5.7) will not hold if p is large enough and ‖g‖C2 < δ1 is small enough, and then forces the minimal
period of x to be 2π. This concludes the proof of Claim 1.
Let p0, δ be the numbers in Claim 1. From now on we suppose p > p0. Let g0 ∈ G2 satisfy
g0(x) = ε0x1, x ∈ U1
and ‖g0‖C2 < δ. Here ε0 is a constant and can be made arbitrary small as we wish. We now define the set of self
intersection instants of x ∈ Crit(fFk+sin(pt)g0, (−∞,CF,q ])\{0} by
S(x) :=
{
t ∈ R: ∃t ′, t
′ − t
2π
/∈ Z, such that x(t) = x(t ′)
}
.
One can verify that S(x) is a closed set of R.
Claim 2. S(x) = R, ∀x ∈ Crit(fFk+sin(pt)g0, (−∞,CF,q ])\{0}. Namely, x is somewhere injective.
Assume by contradiction that S(x) = R. Recall that by Claim 1, the minimal period of x is 2π and x(t) ∈ U1, ∀t.
Firstly, we observe that there exists at least one point t0 ∈ R such that
∂
∂xi
Fk
(
x(t0)
) = 0 for some i > 1. (5.8)
In fact, if for any t ∈ R,
∂
∂xi
Fk
(
x(t)
)= 0, ∀i > 1,
then it follows from ∇Fk(x(t)) = 0 and ‖g0‖C2 < δ1 that
x′n+1(t) = 0, ∀t,
which cannot be true.
For this t0, choose a sequence {ti}+∞i=1 → t0. By passing to a subsequence if necessary, we can assume there exists
another sequence {si} → s0 such that
x(ti) = x(si), x(t0) = x(s0) (5.9)
and
s0 − t0
2π
/∈ Z, si − ti
2π
/∈ Z.
Recall that
x′(t) = J [∇Fk(x)+ sin(pt)∇g0(x)].
Thus we have∣∣x(ti)− x(t0)− J [∇Fk(x(t0))+ sin(pt0)∇g0(x(t0))](ti − t0)∣∣= o(|ti − t0|)
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Hence we get the following equality from (5.9):∣∣∇Fk(x(t0))(ti − t0 − si + s0)+ ∇g0(x(t0))[(ti − t0) sin(pt0)− (si − s0) sin(ps0)]∣∣
= o(|ti − t0|)+ o(|si − s0|).
This together with (5.8) and the fact that ∇g0(x(t0)) = ε0(1,0, . . . ,0)T guarantees
ti − t0
si − s0 → 1, (5.10)
which will then lead to
sin(pt0) = sin(ps0).
Using the same arguments as above, noting that (5.8) is an open condition, we find that for i large enough, there
exists ui such that ti−ui2π /∈ Z and
x(ti) = x(ui), sin(pti) = sin(pui). (5.11)
For this sequence {ui}, by passing to a subsequence again, we can assume that {ui} → u0 for some u0 ∈ R. (Because
we can choose {ui} such that it is bounded.) Then similar as (5.10), we obtain
ti − t0
ui − u0 → 1,
which together with (5.11) implies that pt0−pu02π ∈ Z. We observe that t0−u02π /∈ Z. It then follows from x(t0) = x(u0)
and the uniqueness result of ordinary differential equations that the minimal period of x is not 2π , a contradiction.
Claim 3. For any x ∈ Crit(fFk+sin(pt)g0, (−∞,CF,q ])\{0}, dΨ (g0, x) : G1 ×E → E is a surjective map.
Clearly, for any ω ∈ G1, z, ξ ∈ E,
(
dxΨ (g0, x)[z], ξ
)
E
= −
2π∫
0
Jξ ′ · z dt −
2π∫
0
[
D2Fk(x)+ sin(pt)D2g0(x)
]
ξ · z dt,
(
dgΨ (g0, x)[ω], ξ
)
E
= −
2π∫
0
sin(pt)∇ω(x(t)) · ξ(t) dt.
We know that dxΨ (g0, x) : E → E is a Fredholm operator, which implies it has finite codimension. Due to this fact,
It will be enough to prove dΨ (g0, x) has dense range in E. We proceed as follows.
Suppose ξ0 ∈ Range(dΨ (g0, x))⊥, then we have
−
2π∫
0
Jξ ′0 · z dt −
2π∫
0
[
D2Fk(x)+ sin(pt)D2g0(x)
]
ξ0 · z dt = 0, ∀z ∈ E, (5.12)
and
2π∫
0
sin(pt)∇ω(x) · ξ0 dt = 0, ∀ω ∈ G1. (5.13)
According to (5.12), we know
ξ ′0(t) = J
[
D2Fk(x)+ sin(pt)D2g0(x)
]
ξ0(t). (5.14)
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Consider the term
η(t) := sin(pt)ξ0(t)− sin(pt)ξ0(t) · x′(t)x
′(t)
|x′|2 ,
i.e., the part of sin(pt)ξ0(t) which is perpendicular to x′(t). For any τ /∈ S(x), if η(τ) = 0, then since S(x) is a closed
set, we can choose ε small enough and satisfies
η(t) = 0 and t /∈ S(x) for all t ∈ (τ − 2ε, τ + 2ε).
In a sufficiently small neighborhood U of the set x([τ − ε, τ + ε]) ∈ R2n, we now define the projection map P : U →
x([τ − ε, τ + ε]) by
P(y) =
{
x(s): s ∈ (τ − 2ε, τ + 2ε), ∣∣y − x(s)∣∣= min
t∈(τ−2ε,τ+2ε)
∣∣y − x(t)∣∣}, ∀y ∈ U.
Let β : (τ − 2ε, τ + 2ε) → R be a nonnegative bump function supported in [τ − ε2 , τ + ε2 ]. Define
ω0(y) =
(
y − P(y)) · η(x−1(P(y)))β(x−1(P(y))) for y ∈ U,
where x−1(P (y)) = {s: x(s) = P(y), s ∈ (τ − 2ε, τ + 2ε)}. Now from this definition, ω0 can be extended to a C2
function supported in U2 and satisfies
∇ω0
(
x(t)
)= 0, ∀t ∈ [τ + ε, τ − ε + 2π].
We also observe that
∇ω0
(
x(t)
)= η(t)β(t), ∀t ∈ (τ − ε, τ + ε).
Hence we get
2π∫
0
sin(pt)∇ω0
(
x(t)
) · ξ0(t) dt > 0.
This will contradicts with (5.13). Therefore, we have proved that for any t /∈ S(x), η(t) = 0. In other words,
sin(pt)ξ0(t) = sin(pt)ξ0(t) · x′(t) x
′(t)
|x′(t)|2 := a(t)x
′(t). (5.15)
Recall (5.13):
2π∫
0
sin(pt)∇ω(x) · ξ0(t) dt = 0, ∀ω ∈ G1.
Substituting (5.15) into this equality and integrating by parts, we get
2π∫
0
a′(t)ω
(
x(t)
)
dt = 0, ∀ω ∈ G1.
Therefor we find that for any t /∈ S(x)
a′(t) = 0 (5.16)
by constructing a suitable function ω supported in a small neighborhood of t.
Select a connected component Λ of R\S(x). By (5.16), in Λ, a(t) ≡ a0 is a constant.
Hence for t ∈ Λ,(
sin(pt)ξ0(t)
)′ = (a0x′(t))′ = a0p cos(pt)J∇g0(x)+ a0J [D2Fk(x)+ sin(pt)D2g0(x)]x′(t). (5.17)
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sin(pt)ξ0(t)
)′ = p cos(pt)ξ0(t)+ sin(pt)J [D2Fk(x)+ sin(pt)D2g0(x)]ξ0(t). (5.18)
Comparing (5.17) with (5.18) we find that for t ∈ Λ,
a0p cos(pt)J∇g0(x) = p cos(pt)ξ0(t).
It follows that
ξ0(t) = a0J∇g0(x), t ∈ Λ.
This translates into
a0x
′(t) = sin(pt)ξ0(t) = a0 sin(pt)J∇g0(x), t ∈ Λ.
Thus we get the equality
a0J∇Fk
(
x(t)
)= 0, t ∈ Λ, (5.19)
by the fact that x solves
x′(t) = J [∇Fk(x)+ sin(pt)∇g0(x)]. (5.20)
From (5.19) we infer that a0 = 0 and then ξ0(t) = 0 for t ∈ Λ. Since ξ0 solves (5.14), we can finally conclude that
ξ0 = 0. Claim 3 follows.
Observe that by the PS condition, the set Crit(fFk+sin(pt)g0, (−∞,CF,q ])\{0} ⊂ E is a compact set. Hence there
exists a small neighborhood U of
g0 ×
(
Crit
(
fFk+sin(pt)g0, (−∞,CF,q ]
)\{0})⊂ G1 ×E
such that dΨ (g, x) is surjective for (g, x) ∈ U . Hence the projection map
π : Ψ−1(0)∩ U → G1
is a Fredholm operator. Moreover if (g, x) ∈ U and Ψ (g,x) = 0, then x is a nondegenerate critical point of fFk+sin(pt)g
if and only if g is a regular value of π (see for example [13]). By the Sard–Smale theorem [14], the set of regular
values of π is of second category in the Baire sense (a countable intersection of open and dense set) in π(U), thus for
every sufficiently small  > 0, there exists g ∈ π(U), satisfies ‖g − g0‖C2 <  and
(I) 0 is the only constant 2π -periodic solution of Fk + sin(pt)g,
(II) if x ∈ Crit(fFk+sin(pt)g , (−∞,CF,q ]), then it is nondegenerate.
Note that the function g0 we have constructed can made to be arbitrary small in C2 norm.
Now suppose y ∈ Crit(fFk+sin(pt)g , (−∞,CF,q ])\{0}. It holds by Claim 1 that the minimal period of y is 2π
(G2 is an open set, thus if  is small, then g ∈ G2). Hence for any i, j ∈ {0,1, . . . , p − 1}, i = j,
y
(
· + 2πi
p
)
= y
(
· + 2πj
p
)
.
It is not difficult to check that y(· + 2πj
p
) ∈ Crit(fFk+sin(pt)g , (−∞,CF,q ])\{0} and(
D2fFk+sin(pt)g
(
y(·))[x(·)], z(·))
E
=
(
D2fFk+sin(pt)g
(
y
(
· + 2πj
p
))[
x
(
· + 2πj
p
)]
, z
(
· + 2πj
p
))
E
for all x, z ∈ E. That is, if we let Υ : E → E be the linear operator defined by
Υ
(
x(·))= x(· + 2πj
p
)
, ∀x ∈ E,
then Υ (V ±(D2fFk+sin(pt)g (y(·)))) = V ±(D2fFk+sin(pt)g (y(· + 2πjp ))). Therefore, by the definition of relative
Morse index, one can show that
mE−
(
y(·))= mE−(y(· + 2πj )).p
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From the above discussion, we know g is the desired perturbation. The proof is therefore completed. 
With this preparation, now we are ready to prove Theorem 5.1.
Proof of Theorem 5.1. Note that we already have
MHi
(
fFk , (−∞,CF,q ]
)= 0, i ∈ Z.
By Proposition 5.3, for any prime number p > p0, for the guaranteed small perturbation gp,, there holds∣∣∣∣(−1)mE− (0) +∑
i
(−1)mE− (xi )
∣∣∣∣= 1 + ap,p, (5.21)
where
∑
runs through all xi ∈ Crit(fFk+sin(pt)gp, , (−∞,CF,q ])\{0} and ap, ∈ Z.
On the other hand, if ‖gp,‖C2 is sufficiently small, then by Theorem 2.4 we obtain
MHi
(
fFk+sin(pt)gp, , (−∞,CF,q ]
)= MHi(fFk , (−∞,CF,q ])= 0, i ∈ Z.
Hence the following Morse relation holds:
tmE− (0) +
∑
i
tmE− (xi ) = (1 + t)Q(t),
where Q(t) is a polynomial with nonnegative integer coefficients. Substitute t = −1 into this equality, using (5.21),
we get
1 + ap,p = 0,
a contradiction. This completes the proof of Theorem 5.1. 
In Theorem 5.1, we have dealt with an autonomous system. Now we turn to prove the following
Theorem 5.4. Suppose H ∈ C2(S1 × R2n;R) satisfies (H6)–(H8) and
(H9) D2H(t,0) = 0,
(H10) ∃c0 < 1, r0 > 0: | ∂∂t ∇H(t, x)| c0|∇H(t, x)| and ∇H(t, x) · x  0 for |x| < r0.
Then (1.1) has at least one nonzero 2π -periodic solution.
Proof. First of all, 0 is a periodic solution, because ∇H(t, x) · x  0 for |x| < r0, which implies ∇H(t,0) = 0. We
assume by contradiction that 0 is the only 2π -periodic solution of (1.1).
Let us construct a function
gr,ε(s) =
{
εs2, |s| r2 ,
εr2, |s| r,
and 0 < g′r,ε(s) < 10εr , |g′′r,ε(s)|  100ε for 0 < s < r . Here ε < 1 and r < r0 are small constants which will be
determined later. Consider the Hamiltonian system with Hamiltonian function Kr,ε(t, x) := H(t, x)+ gr,ε(|x|):
x′(t) = J∇Kr,ε(t, x). (5.22)
Since ∇Kr,ε(t, x) = ∇H(t, x) for |x|  r, (5.22) has no 2π -periodic solution which totally lies in the region
{x ∈ R2n: |x| r}. It follows that
min
t
{∣∣x(t)∣∣}< r for x ∈ P(Kr,ε). (5.23)
Meanwhile, for 0 < |x| < r, by (H10) we have
∇Kr,ε(t, x) · x = ∇H(t, x) · x + g′r,ε
(|x|)|x| > 0.
Hence (5.22) also has no constant periodic solution except 0.
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Here C1(α) does not depend on r, ε and x. Then it follows from Gronwall’s inequality that∣∣x(t1)∣∣C2(α)∣∣x(t0)∣∣,
where C2(α) also does not depend on r, ε and x, |x(t0)| = mins{|x(s)|} and t1  t0 satisfies: |x(t)| α, ∀t ∈ (t0, t1).
Therefore by (5.23), we can deduce from an easy argument that if r < α
C2(α)
, then for any x ∈ P(Kr,ε) we will have
‖x‖L∞ < α. (5.24)
On the other hand, by Poincaré inequality, every x ∈ P(Kr,ε) satisfies
2π∫
0
∣∣x′(t)∣∣2 dt  2π∫
0
∣∣x′′(t)∣∣2 dt
=
2π∫
0
∣∣∣∣JD2Kr,ε(t, x)x′ + J ∂∂t ∇Kr,ε(t, x)
∣∣∣∣2 dt
=
2π∫
0
∣∣∣∣D2Kr,ε(t, x)x′ + ∂∂t ∇H(t, x)
∣∣∣∣2 dt. (5.25)
Observe that by (H10), there holds∣∣∇Kr,ε(t, x)∣∣2 = ∣∣∣∣∇H(t, x)+ g′r,ε(|x|) x|x|
∣∣∣∣2  ∣∣∇H(t, x)∣∣2, |x| < r0.
Hence from (5.25) and (H10), we deduce by the Cauchy inequality that for x ∈ P(Kr,ε), if ‖x‖L∞ < r0, then for any
positive number η,
2π∫
0
∣∣x′(t)∣∣2 dt  2π∫
0
(η + 1)
[
1
η
∣∣D2Kr,ε(t, x)x′∣∣2 + ∣∣∣∣ ∂∂t ∇H(t, x)
∣∣∣∣2]dt

2π∫
0
(η + 1)
[
1
η
∣∣D2Kr,ε(t, x)x′∣∣2 + c0∣∣∇H(t, x)∣∣2]dt

2π∫
0
(η + 1)
[
1
η
∣∣D2Kr,ε(t, x)x′∣∣2 + c0|x′|2]dt

2π∫
0
(η + 1)
[
1
η
∥∥D2Kr,ε(t, x)∥∥2 + c0]|x′|2 dt. (5.26)
Fix a η < 1−c0
c0
. Now we are ready to determine the ε and r involved in the definition of gr,ε. By (H9) and (5.24), we
can fix a r small enough such that for x ∈ P(Kr,ε), there holds ‖x‖L∞ < r0 and∥∥D2H (t, x(t))∥∥< 1
2
√
η
1 + η − c0η, ∀t.
Then we choose ε > 0 small enough such that∥∥D2(gr,ε(| · |))∥∥< 1√ η − c0η.2 1 + η
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2π∫
0
∣∣x′(t)∣∣2 dt  η1 2π∫
0
|x′|2 dt, ∀x ∈ P(Kr,ε)
for some positive number η1 < 1. Therefore x = 0, which means P(Kr,ε) = {0}. Obviously, 0 is a nondegenerate
critical point. At this stage, we have finally arrived at a function Kr,ε , which satisfies (H6)–(H8) and has only one
nondegenerate 2π -periodic solution. But this will contradict with Theorem 4.1. 
Remark 5.5. Roughly speaking, conditions (H9) and (H10) which concern the behavior of H near 0 are used to ensure
that the “local Morse homology” of the constant periodic solution 0 is not trivial.
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