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Abstract
Molecular adsorption of short-chain linear perfluoroalkanes was studied by volumetric isotherm
and by molecular dynamics simulation. Isotherms of perfluoroethane, perfluoropropane, and
perfluorobutane gas were measured on clean surfaces of the graphite basal plane nanometer-
scale cubic magnesium oxide (100). Each system was measured over a range of temperatures,
and thermodynamic determinations of the entropies, enthalpies, and heats of adsorption were
determined as a result. Potential phase transitions between the surface structures were identified,
and the constant-coverage heats of adsorption for each system were determined. Comparisons
to molecular dynamics simulations provided guidance in the assignment of phase diagrams,
giving insights to the microscopic structural behaviors of the systems.
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Chapter 1: Introduction
Perfluorinated alkanes (PFAs, within the larger class of perfluorocarbons, PFCs) are a class of
molecules composed of carbon chains that have fluorine everywhere that the normal alkanes
would have hydrogen. In particular, linear-chain normal perfluoroalkanes have the form CnF2n+2
for fn j n 2 N,n  1g with no carbon bound to more than two other carbons and never by any
bond of order greater than one. Figure 1.1 is an example with n= 4.
The research presented herein focuses on three normal perfluoroalkanes with fn j n 2 (2,3,4)g,
named perfluoroethane, perfluoropropane, and perfluorobutane, respectively. Models of the
adsorption of these PFAs have been studied, however experimental trials that can validate the
models’ predictions are thus-far inadequate. Direct measurements of the projected surface areas
CF3
CF2
CF2
CF3
Figure 1.1
An exemplary perfluoroalkane: perfluorobutane. Left: CnF2n+2 where n= 4. Right: A spacefilling model of C4F10 showing 70% of its electron density, as represented by Materials Studio(see § 2.4 [p. 53]).
1
graphite model perspective view MgO model perspective view
Figure 1.2
Models of the surfaces of graphite and magnesium oxide. Representations produced by
Materials Studio (see § 2.4 [p. 53]).
of these molecule–adsorbent systems are not available, except in the case of C2F6 on graphite
(see § 1.4.2 [p. 29]). One experimental reference datum that is used by Bruch 1, the isosteric
heat of monolayer condensation, was not available for either C2F6 or C3F8 in his work in 2009.
On the other hand, the low coverage isosteric heat qst(#  0monolayer (ML)) can also be an
experimental touchstone for models. The measurement of qst(#  0ML) reported by Gale and
Beebe 2,3 is an extrapolation from coverage # = 0.22ML to # = 0.022ML, and is said to behave
well according to the fit model. The fundamental experimental studies herein will be useful in
developing the picture of molecule–surface interactions for PFAs going forward, as there has
been precious little evidence reported on them so far.
Volumetric adsorption isotherms and molecular dynamics simulations were performed to
investigate the interaction of these perfluoroalkanes with well-defined surfaces of graphite and
magnesium oxide (MgO) (Figure 1.2).
1.1 Perfluorocarbons in Industry
Phase change refrigeration technology was already in use for a century and a half before the
discovery of modern fluorous refrigerants, including the molecules discussed in this study. In
2
1834, Jacob Perkins patented the first closed-cycle refrigeration system which used an expander
with a pump to compress evaporated gas, and a water cooled heat-exchange condenser.4–7
Perkins’ patent identified ethyl ether as the refrigerant; however his tests were performed with a
natural rubber distillate he had on hand. Common refrigerants used during the following century
includedmethyl formate, ammonia, and sulfur dioxide. Because the technology was in its infancy
in the early 1900s, the development of refrigeration technology was stemmed somewhat by the
undesirable qualities of then-current common refrigerants, e. g.: SO2 (odor, toxicity, and now acid
rain), NH3 (odor, toxicity, burns, and explosiveness), and methyl formate (HCOOCH3) (toxicity
and flammability). the tipping point occurred when an executive at General Motors decided that
a new refrigerant was needed before the market for a household product could be expanded. The
Frigidaire division of GM is seeded the initial invention of chlorofluorocarbon (CFC) refrigerants
to be used in their consumer products. The use of CFCs began with small ice cream cabinets in
1931 and air conditioning in the 1939 Cadillac.6 While CFCs are now known by their modern
reputation, their discovery was remarkable at the time in part because they rectified problems
that plagued refrigerant gases for a hundred years. Perhaps more remarkably, the invention of
CFC refrigerants progressed from inspection of the periodic table to an outline for the synthesis
and analysis of their candidate, CCl2F2, in a single afternoon.6,8 Dupont developed an early
naming system for the class of molecules when they began manufacturing them, The gas they
called R-12 (dichlorodifluoromethane) quickly became the refrigerant of choice.
Until it was regulated under the Kyoto and Montreal protocols,9–11 this class of chlorofluo-
rocarbon refrigerants was a huge commercial and consumer-safety success. The patent for R-12
production was held by Dupont, however they freely licensed the process. Reaction 1.1 below
details how a hydrocarbon with possible chlorine or bromine substituents is fluorinated by HF
3
or F2 at high temperature, catalyzed by high-surface-area chromium (III) oxide.7
Halohydrocarbon + XF (X H or F) Cr2O3 Fluorohalohydrocarbon 1.1
However, after several decades of popularity CFC use was heavily regulated and quickly
abandoned after vilifying findings about its global atmospheric impact were addressed. The
discovery that photolysis of CFCs in the stratosphere produces a chlorine radical that catalyzes
ozonolysis for thousands of cycles per molecule was their coup de grace. In fact one of the
properties of R-12 and related CFCs that made them such excellent replacement refrigerants is
their durability.7 Unfortunately, that same durability trait leads to a substantial flux of molecular
diffusion into the stratosphere, where ozone-destructive reactions are initiated. These gas-phase
reactions cause significant degradation of the stratospheric ozone layer that shields Earth’s
surface from ultraviolet radiation.12 The reactions 1.2 shown below are one of the possible
pathways to the radical destruction of ozone by chlorofluorocarbons. Although the variety
of atmospheric chemistry that contributes to ozone depletion will not be detailed here, it is
important to note that heterogeneous catalysis by stratospheric ice particles is also a major
contributor to the severity of the effect.13
CCl3F h CCl2F · + Cl ·
Cl · + O3 ClO + O2 1.2
ClO + O3 Cl · + 2O2
As part of the 1987 Montreal Protocol9, it was agreed that the production and release of
halogenated alkanes with chlorine has serious consequences. International agreements were
then developed to suppress their further production and use. Soon after the phase-out targets
4
Table 1.1
Comparison of refrigerant properties: CFC-12, HFC-134a, and emergent alternatives. After
restrictions were placed on the production and use of CFC-12 amid concerns over its ozone
depletion potential (ODP), HFC-134a came into commercial popularity as the main alternative
in consumer refrigeration products. Currently, new alternatives are sought that have
reasonably efficient refrigeration cycles, while providing a substantial reduction in the ODP and
global warming potential (GWP) compared with these.
Freon Chemical Tb=K T f=K Tc=K Pc=bar ODP GWPName Formula (T t=K)
CFC-12 CCl2F2 243.37 115.38 385.2 41.2 0.82 10 800HFC-134a CF3CFH2 247.00 176.55 374.25 40.67 0.055 1300R-744 CO2 (216.58) 194.7 304.18 73.8 0 1R-717 NH3 239.81 195.42 405.54 113.00 0 0HC-290 C3H8 231.1 85.5 369.9 42.5 0 3HC-600a CH2 C(CH3)2 266.2 132.8 417.9 40.00 0 3HFO-1234yf CH2 CFCF3 243 367.8 33.82 0 <1
for CFCs were established, it was recognized that hydrofluorocarbons (HFCs) exhibit many of
the favorable refrigeration properties of chlorofluorocarbons without initiating radical chain
reactions in the atmosphere. Without the regulation of hazardous CFCs, it is not likely that HFCs
would have become mainstream refrigerants because R-12 and R-11 (CH3Cl) perform so well
in refrigeration systems. Currently, the most commonly used HCFC (hydrochlorofluorocarbon)
is R-134a (1,1,1,2-tetrafluoroethane). While R-134a does not cause atmospheric degradation, its
persistence in the atmosphere magnifies its global warming potential (GWP, where GWPCO2 = 1)
to be three orders of magnitude higher than that of CO2 (Table 1.1). European regulations
already favor the use of refrigerants other than the HFC class. Advances in refrigeration cycles
and more safely built devices have enabled ammonia and isobutane refrigeration cycles to return
to household use in many systems, especially outside of motor vehicles (where collisions can
rupture expose vehicle occupants to the more hazardous gases). Some halocarbons and mixtures
among the variety of conformers of unsaturated HCFCs have been developed that come closer to
5
Table 1.2
Ozone-depletion and global-warming potentials (ODP, GWP) of C2F6, C3F8, and C4F10. The gasesinvestigated herein are potent greenhouse-gases, therefore their use as refrigerants is limited to
specialized applications despite having zero ODP.16–18
Freon Name Chemical ODP GWP
R-116 C2F6 0 12 200R-218 C3F8 0 8830R-610 n-C4F10 0 8860
fitting the full bill of desired properties of refrigerant gases. The molecules described herein are
not candidates for the replacement of R-134a because they have considerably higher GWP, and
no mitigating benefits (Table 1.2).14 Specialized applications of C2F6, C3F8, and C4F10 in cooling
systems for high energy particle detectors at the Large Hadron Collider at CERN have proven to
be effective due to the molecules’ so-called radiation hardness.15
The United States Environmental Protection Agency (USEPA) reports on emissions of
fluorinated gases as a category of greenhouse gases from human sources (Figure 1.3). Fluorinated
gases make up about 3 % of the total GWP of greenhouse-gas emissions, encompassing PFCs
(including those discussed herein), HFCs, SF6, and NF3.17 Of fluorinated gases, 90 % are produced
to replace CFCs and ozone-depleting gases in refrigeration, foam blowing and other propellants,
and fire suppression. The dielectric gas SF6 is used to fill high voltage mechanical switches
to prevent arcing in transmission line systems. In the United States, HCFC-22 (CHClF2,
ODP= 1.0, GWP= 1760) is produced for organofluorine synthesis, including tetrafluoroethylene.
Production of HCFC-22 results in significant emissions of HFC-23 (CHF3, GWP= 14800). CF4 and
C2F6 are major byproducts of the Hall-Héroult process of aluminum refinement. The formation
of CF4 and C2F6 occurs when the refinement reactor is starved of Al2O3 causing a rapid increase
in the potential at the carbon anode. Fluorocarbons are released from reaction between the
6
Figure 1.3
Fluorinated-gas category of radiative-forcing emissions. Fluorinated gas (F-gas) emission is
regulated by the USEPA with mandatory reporting of emissions by industry. Left: The
distribution of emissions by CO2 mass-equivalent by global warming potential (GWP). Right:The F-gas category includes the molecules herein and all other PFCs, as well as HFCs, sulfur
hexafluoride (SF6), and nitrogen trifluoride (NF3). The main source of F-gas emissions is thereplacement of ozone-depleting refrigerants, foam-blowing and aerosol propellants, and fire
suppressants. SF6 is often released from electrical transmission switches containing thedielectric gas. In the United States, the current use of HCFC-22 is organofluorine synthesis; its
production results in significant emissions of CHF3. Aluminum processing releases CF4 andC2F6 as byproducts. CF4, C2F6, SF6, and NF3 are used as plasma etchants in the manufacture ofsemiconductors.16,17
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carbon electrode and the process additives AlF3 and Na3AlF6 as a result of the overpotential.19,20
Small F–gases, i.e. CF4, C2F6, SF6, and NF3 are used in a variety of plasma etching processes
in the manufacture of semiconductors. Emissions from semiconductor manufacture include
the etchants and other gases from the recombination of free radicals. Preventing the release of
these compounds is a main focus of these industries, and will require significant technological
advances.21
1.2 Adsorption in Chemistry
Adsorption, both chemisorption and physisorption, plays an important role in chemistry that is
not fully identified in introductory coursework. For example, the discussion of heterogeneous
catalysis is typically not treated mechanistically in the discussions of reduction reactions in
undergraduate organic chemistry. Similarly, in an introductory inorganic chemistry course, a
discussion of homogeneous catalysis mechanisms follows easily from coordination chemistry.
However, heterogeneous mechanisms may not find their way into that first semester. The topic
of zeolite and metal-surface catalysts is treated in many general chemistry, physical chemistry,
and inorganic chemistry texts, primarily as a platform in the development of reaction rate
laws. In discussions of reaction kinetics, experimental characterization of microscopic adsorbate
behavior is rarely included. The details of catalysis are exceedingly important to the worldwide
chemical industry; for example in the United States the gross output of non-durable goods
including catalysis-dependent petroleum, coal, and chemical products accounts for more than
10% of private industry output annually.22 And, the scientific community clearly recognizes the
impact adsorption studies and surface characterization techniques, as exemplified by the Nobel
Prize in Chemistry awarded to Gerhard Ertl in 2007 for his work on the iron catalyzed synthesis
of ammonia.23,24
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Knowledge of adsorption energies is insight that can allow the rational modification of
reactions to improve yield or efficiency.25 When a catalytic process on a surface can be broken
down into elementary steps, the resulting set of descriptors for the system can be examined.
Such a characterization might be carried out using a combination of experiment and simulation.
It has been shown that the degree to which each microkinetic step controls the overall rate of a
reaction can be a useful descriptor in choosing an optimal metal or combination of metals and
catalyst support materials for a particular reaction. The (unitless) degree of rate control X for a
given reaction step (Equation 1.1, where r is the overall rate of the reaction and i is the index of
any elementary step) helps identify key transition states.26,27
XRC,i = 1=r [@r =@ ( Gi=kBT )]Gn 6=i (1.1)
For a catalyzed reaction, the isolation of steps involving particular molecule–surface interactions
allows for the energetics of adsorption to be tuned by choice of different catalyst materials. Thus,
an optimal molecule–surface interaction for a reaction may be selected. The balance between
stabilizing transition states while avoiding stabilization of detrimental intermediate products is
the fundamental goal for identification of an effective catalyst.
The energetic description of surface binding of species in a complicated reaction pathway can
always be simplified when adsorptive binding can be parameterized based on a few categories
of molecular groups. For example, Nørskov et al. 28 investigated the metal catalyzed synthesis
of methane from syngas (CO+ 3H2 CH4 +H2O). To untangle the relationship between the
rate of the reaction and the identity of the catalyst, the researchers wanted to find two variables
that would describe the system. They found that the adsorption energies of carbon-containing
species (CHx) varied systematically by the number of attached hydrogen atoms. The set of
adsorption energies was shown to be a function of the binding energy of carbon. Similarly,
9
Figure 1.4
Methane synthesis from syngas: matching metal adsorption energies. The turnover frequency
(number of reactions completed per unit time) as a function of carbon and oxygen binding
energies is shown as a volcano plot (so-called because of its shape). The binding energies of C
and O on stepped (211) surfaces of transition metals are correlated by their respective O and C
binding energies, to guide selection of an optimal catalyst metal.28
oxygen-containing species (OHx) were parameterized such that they could be described by the
binding energy of oxygen to a modeled generic surface. The system was modeled by varying
carbon and oxygen binding energies to predict the turnover frequency (TOF), or number of
times a reaction is completed in a unit of time, of the catalyst as a function of both variables.
The combination of carbon binding-energy and oxygen binding-energy that corresponds to
the highest TOF represents the optimal properties of a catalyst for the system. The turnover
frequency of the reaction is expressed as a function of binding energies of carbon and oxygen in
Figure 1.4; such a representation is called a volcano relation. In the figure, it can be seen that the
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atom–metal binding energies of carbon and oxygen allow various candidate catalyst materials
to be compared with the optimal conditions for the reaction. Thus, a particular metal that has
properties matching the description of the optimal catalyst can be identified. The aim of the
study was to select a catalyst that would have the highest TOF for methane synthesis. In fact,
TOF is not the only optimization that could be performed with such an approach. For instance it
is important for some processes that a catalyst will last a very long time without being poisoned
or degraded; long-lifetime is among many possible descriptors that may be chosen to fulfill a
need in catalyst selection. Optimizing for TOF in this example even appears to provide a choice
among several metals that are well-suited for the reaction. In this case, further selection from
among the top choices could be made based on material cost, availability, ease of use, or any
other preferred quality.
Fundamental surface science and adsorption experiments are often chosen to be well-defined
cases, e. g. single-faceted crystals or single types of adsorption sites, as experimental control.
This approach does not necessarily match the nature of the industrial catalyst, which is likely to
contain a multitude of types of sites, defects, crystal edges, or other inhomogeneities. Conditions
such as these exist both before the catalyst is exposed to reaction conditions and especially
during or after use as a result of rearrangements of the surface during a reaction. However,
by isolating the microscopic behavior of molecules in molecule–molecule, molecule–surface,
molecule–surface-defect, and other classes of interactions, pieces of the puzzle can be identified
that may be essential for understanding a more complicated system. This demands intersection
and overlap of experiment and computational models, where strategies for the predictive abilities
of computation continue to be developed.
11
Figure 1.5
Allotropes of elemental carbon. A material that has a variety of crystalline phases can provide a
comparative tool for the influence of geometry on adsorption.30
1.3 Alkane Adsorption on Graphite and Magnesium Oxide
Graphite and magnesium oxide both are available in forms that expose well defined crystal
facets. Graphite has a lamellar structure that can be exfoliated to significantly expand the
interplanar distance, and reveal the hexagonal basal plane. MgO crystal powders expose a
(100) crystallographic facet nearly to the exclusion of any other. The (100) facet is composed of
magnesium and oxygen in a square checkerboard arrangement, in the same stoichiometry as the
bulk crystal. To simplify a comparison between the two, a description of each surface in terms
of its charge distribution, lattice constant, and symmetry should be made.
1.3.1 Graphite
Graphite is one of several allotropes of elemental carbon that is a layered structure with
hexagonal arrangement in the planes. The planes are stacked ABA. While in-plane carbons are
bonded in their hexagonal arrangement, interplanar cohesion is comparatively weak, allowing
cleavage along the (0001) plane to be easily repeated until a single plane remains.29 Of the
allotropes shown in Figure 1.5, the graphite crystal and the single-plane graphene molecule both
have flat surfaces (in graphite, that surface must be exposed in some way). Owing in part to the
relative ease in preparing it as a clean surface, much fundamental physisorption work on the
12
Figure 1.6
STM image of graphite (left) showing electronically equivalent carbon sites.32 In the cross
section shown (right), the height displayed is related to charge density where maxima are
located above carbon atoms and minima correspond to the center of a carbon hexagon.
basal plane of graphite has been done.31
The basal surface of graphite is nonionic, and the surface corrugation is not modified by
the ABA stacking pattern, which can be shown by a carefully measured scanning tunneling
micrograph (STM (Figure 1.6).32,33 Thus, adsorbate atoms experience an equivalent electric
potential from each surface carbon atom. The C C nearest-neighbor distance is 1.421Å, and the
atoms are arranged hexagonally, which gives a lattice parameter in-plane of a = b = 4.263Å,
 = 60°.34 If a lone adsorbate molecule is allowed to equilibrate on the graphite surface, its
low-energy configuration is likely to be at one of a few high-symmetry sites or locations where,
if the center of mass (COM) of the molecule is situated there, the sum of carbon–adsorbate
interactions is maximized (Figure 1.7).35 There are three high symmetry sites for graphite: atop
one of any of the carbon atoms (a), a bridging or bond between two carbon atoms (b), or a hollow
in the center of a six-member ring of carbon (c). This observation can aid in exploratory models
because preferred orientations can be identified in preparation for identifying the 2D structure
of the monolayer phases (§ 2.4 [p. 53]).
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Figure 1.7
High symmetry adsorption sites on the surfaces of graphite and MgO. On graphite, all carbon
atoms are electronically equivalent, and so the atop (a) site symmetry is not modified by crystal
planes underneath the surface layer. However, Mgo is an ionic surface, with interpenetrating
and stoichiometric square lattices of Mg2+ and O2– , which provides two unique high-symmetry
atop sites. Bridging sites (b) are located between two nearest-neighbor species, while hollow
sites (c) are found in the electron density minima in the centers between four (MgO) or six
(graphite) neighboring surface species.
1.3.2 MgO
Bulk magnesium oxide forms a rock-salt structure, with interpenetrating face-centered cubic
(fcc) lattices of Mg2+ and O2– ions. The (100) crystal plane is by far the most stable facet to
be exposed in this alkaline earth chalcogenide.36,37 The quasi-equilibrium gas-phase synthesis
conditions under which the samples in this study are prepared ensure that the condition is
expressed repeatably (see § 2.1.2 [p. 43]).38
The (100) surface of MgO is ionic,† with Lewis acid Mg2+ sites spaced evenly with Lewis base
O2– sites in a regular checkerboard pattern with lattice parameter a = b = 4.212Å, = 90°.43 The
charge density of the surface measured by convergent-beam electron diffraction is illustrated in
Figure 1.8.44.
†There are ongoing investigations of the magnitude of the surface-layer ionic charge in MgO (100). 39–42 For the
purposes of the work herein, the Lewis acid sites of MgO will be called Mg2+ and the Lewis base sites will be O2– .
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TABLE I. Listing of the present measured low order structure
factors of MgO, and comparison with theory.
hkl Present DF-N a DF-ION b LDA c GGAd
111 11.142(20) 12.389 11.090 11.175 11.082
200 52.89(3) 52.030 53.040 52.765 52.918
220 40.68(8) 41.073 41.062 40.953 41.072
311 12.41(12) 12.309 12.633 12.356 12.401
222 33.75(12) 34.005 33.800 33.777 33.865
400 29.01(8) 28.993 28.790 28.949 29.012
· · · · · · · · · · · · · · · · · ·
R factor 0.011 0.0072 0.0063 0.0067
aSuperimposed spherical atoms.
bIons calculated using the Dirac-Fock method.
cCrystal structure factor calculated using LAPW and LDA.
dCrystal structure factor calculated using LAPW and GGA.
The atomic charge densities were calculated using the
multiconfigurational Dirac-Fock (MCDF) program [17].
The O22 ion was stabilized using the Watson 12 poten-
tial well [18]. Table I shows R factors comparing theory
and the SF data set of the present measurements, together
with the high-order structure factors of [12]. The lowest
R factor was obtained using the LAPW and the LDA. For
the O22 Watson model, a 1.2 Å sphere radius fit best.
Figure 1 shows a map of the difference between the
crystal charge density and that of superimposed neutral
atoms for a (100) plane of the cubic unit cell of MgO, for
both experiment and theory (LAPW using LDA). For the
theoretical map, atomic references were calculated using
LDA. The experimental map was obtained using the
multipole fitting data described below. Both experiment
and theory clearly indicate charge transfer from Mg to
O, although strictly speaking it is not possible to define
charge transfer uniquely from the static charge density
[19]. The theoretical charge density can be directly
compared with models, and this favors a description with
a charge transfer of two [20,21]. Experimentally, the
FIG. 1. The (001) plane difference charge density map be-
tween crystal and superposition of neutral atoms for (a) ex-
periment and (b) LAPW using LDA. For details, see text.
O sits at the corner and the center of the map, while Mg is at
the middle of the edge. The contour interval is 0.03 eyÅ3.
direct measurement of charge density is limited to a
few SF’s. Here we propose a particularly useful scheme
for distinguishing different bonding models by using the
scattering factor of the transferred electrons Df. For
MgO, Df is defined as the difference between the crystal
SF and that for Mg11O, calculated using a spherical
Mg11 ion and a neutral oxygen:
Df ­ s21dh1k11fFsh, k, ld 2 4fMg
21
ssd
2 s21dh1k1l4fOssdgy4 . (1)
The phase factor s21dh1k11 is applied because, in the
ionic model, the two Mg 3s electrons are transferred to
oxygen, which is displaced by a vector s 12 ,
1
2 ,
1
2 d relative
to Mg. In the neutral-atom model, the 3s electron
wave function is centered on the Mg site, and Df will
fluctuate due to the phase factor, whereas, in the fully
ionic model, Df should follow the smooth curve given
by the difference between the scattering factors of O22
and O, or f2p ­ fO22 2 fO . Figure 2 plots Df for
the experimental and LAPW structure factors and f2p0 ,
obtained using the Dirac-Fock method and a Watson
sphere of 1.2 Å radius. The largest contribution comes
from (111) and (200). It is clear that overall both the
experimental and theoretical Df resemble f2p . A model
of Mg21O2 with the remaining electron distributed more
or less uniformly for the charge density of MgO was
proposed by Vidal-Valat et al. [22] and Bukowinsky [23].
For this model, Df is about half f2p since the remaining
uniformly distributed electron only contributes at the
origin. This model does not give a good description of
the experimental results.
There are systematic differences between the charge
densities of the experiment, the LAPW-LDA, and the
spherical Mg21O22 model, as shown in Fig. 1. The
experimental charge density has a much lower minimum
than the theory. Figure 1 also shows clear deviations in
both experiment and the LAPW-LDA structure factors
from the smooth curve of the spherical ion model; this
FIG. 2. Scattering factor sDfd of the two Mg 3s electrons
at an oxygen site obtained from experiment, the LAPW using
LDA, and the Watson sphere model.
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TABLE III. Calculated I s core levels shifts (in eV) relative to the atomic 
core levels, EI,(X;MgO)-EI,(X;atom), for Mg and 0 in MgO(OOI) slabs of 
up to five layers. Mg(n) and O(n) indicate the ions in the nth surface or 
subsurface layer. The atomic reference values are -1253.06 (Mg) and 
- 511.48 eV (0). 
Layers Mg(l) Mg(2) Mg(3) 0(1) 0(2) 0(3) 
I 1.28 5.93 
2 2.10 6.23 
3 2.08 2.77 6.26 6.35 
4 2.08 2.73 6.26 6.35 
5 2.08 2.73 2.69 6.27 6.36 6.36 
ionization energies, they provide a useful and simple theo-
retical quantity to discuss different chemical environments. 
In this sense, the one-particle Mg( Is) and O( Is) core level 
energies of the various ions in the MgO slab systems are 
compared to each other in Table III. The values are given 
relative to the atomic LDF core levels of Mg 
[El s(Mg)=-1253.06 eV] and 0 fEls(O)=-5I1.48 eV]. The 
top layer core levels are practically converged for the triple-
layer MgO slab with only minor changes relative to the 
double layer. Furthermore no significant difference for the 
subsurface atoms of the five-layer MgO slab can be seen, 
confirming that only the outermost layer is effected by the 
presence of the' surface. By this criterion, all subsurface lay-
ers are essentially bulk-like. 
A striking fact, however, is that both the cation and anion 
core level energies are shifted upward with respect to the free 
atom core levels. This trend can be rationalized by taking 
into account three effects, the ionic charges, the crystal field, 
and Pauli repulsion.44 A reasonable estimate of the core level 
shifts in ionic crystals may be obtained by first calculating 
the shifts of the corresponding free atoms as a function of 
their ionic charge, and then adding the local Madelung po-
tential produced by the surrounding crystal.45 We found that 
for the magnesium ion the computed downward shifts of the 
free Mg I s core level due to positive ion charges (up to -20 
eV for Mg2+) are always overcompensated by the repulsive 
Madelung field contribution around the cationic site (up to 
+24 eV in the case of complete ionicity). Thus the Mg Is 
core level energy in MgO is expected to increase in agree-
ment with the results found for the slab models (Table III). 
Analogously, the upward shifts of negative oxygen ions are 
in general overcompensated by the attractive Madelung field 
around oxygen, at least for anionic charges of more than 
-1.0 a.u. Hence the 0 1 s core level energy in MgO is ex-
pected to decrease relative to the atomic value. However, the 
oxygen valence orbitals become very diffuse after taking up 
additional electrons and therefore a strong Pauli repulsion 
will act on the oxygen ions in crystalline MgO. This leads to 
an additional upward shift of the anion core level, more pro-
found in the bulk than at the lower coordinated surface, and 
obviously strong enough to produce the positive shifts of the 
o I s core level energies of the MgO slab models (Table III). 
That upward shift due to Pauli repulsion was estimated to be 
in the range of up to + 10 e V, by comparing the 0 1 score 
levels of free oxygen ions to those inside an octahedron of 
0 Mg 0 Mg 0 
FIG. 1. Valence electron density of a MgO(OOl) triple layer shown in the 
(100) plane perpendicular to the surface. Large circles enclose the oxygen, 
small circles the magnesium sites. The values of the contours (solid lines) 
are 0.32, 0.10, 0.032, and 0.010 a.u., the dotted lines indicate the zero-flux 
boundaries of the topological atom regions. 
Ne atoms (at MgO bulk distance) carrying the occupied fro-
zen Mg2+ orbitals. 
The linear behavior of the cohesive energies together 
with the convergence of the various core level energies pro-
vide evidence that a triple-layer MgO slab, containing one 
completely coordinated, bulk-like MgO layer is sufficient to 
model the MgO(OOl) surface. Indeed, most recent theoretical 
studies of the adsorption on MgO based on 2D periodically 
extended slab models were carried out with a triple-layer 
substrate. 18,46 However, since the changes of the core levels 
are not very profound, an acceptable qualitative description 
of the surface may even be obtained from a monolayer 
model, as used previously to limit the necessary computa-
tional effort. IO- 12 
III. CHARGE DISTRIBUTION 
The main purpose of this investigation is to characterize 
the charge separation in the (00l) surface of a MgO crystal 
and to analyze its influence on the Madelung field around 
possible adsorption sites. In quantum chemical investigations 
it is common to characterize a charge distribution via an 
orbital population analysis (for an overview see Ref. 47). 
Since these methods tend to yield unrealistic results when 
applied to extended basis sets as used in the present investi-
gation, we preferred to base our analysis of the charge sepa-
ration directly on the charge density. 
A. Topological atoms 
The topological atom approach to define reasonably 
shaped, disjoint, and space-filling atomic regions for any ac-
cumulation of atoms, like molecules, clusters, crystals, etc., 
is based on the electron density of those systems.35 The 
atomic boundaries are defined as zero-flux surfaces in the 
gradient field of the total electron density. The typical size 
and shape of these topological atoms in a MgO(OOI) surface 
are illustrated in Fig. 1 for a triple-layer slab. The two types 
of ions are clearly discernible and the Mg cations are, as 
expected, smaller than the 0 anions. While the bulk cations, 
whose shape is approximately cubic, are only coordinated to 
their six nearest-neighbor counterions, the shape of the an-
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Figure 1.8
Experimental and calculated electron de sities of the MgO (100) surface. Left:
Convergent-beam electron diffraction measurement of MgO showin bulk charge density in the
(001) plane. The image is a difference charge d nsity map between crystal an superposition of
neutral atoms. The authors assert that the charge density map is “well described by the full
ionic model with a charge transfer of two electrons.”44 Dashed contours indicate negative
electron density relative to the neutral crystal ( ositive charge); solid contours indicate
increased relative electron density. The contour interval is 0.03 e Å−3, and the Mg O spacing is
2.1 Å. Right: Ca culated valence electron density of the MgO (100) surface. Each Mg and O atom
is represented by a circle, an t e remaining solid-line contours represent 0.32 e Å−3, 0.10 e Å−3,
0.032 e Å−3 and 0.010 e Å−3, and are not express d relative to a neu ral rystal as in the other
image. Dashed lines are said to represent zero-flux boundaries of the atoms, where the
charge-s parated c ystal has the same electron density as a neutral crystal.41
Because of the Lewis acid and base sites, the potential-energy surface (PES) is very corrugated
in contrast to the graphite basal plane PES. In addition to dispersion attraction, electrostatic
attraction between the surface and adsorbates is therefore significant. For MgO, high symmetry
sites come in similar categories as for graphite, with the main differences dependent again on
the ionic nature and symmetry of the structure. Specifically, the atop sites above Mg2+ and O2–
are inequivalent, and hollow sites are amid four neighboring ions (Figure 1.7).
1.3.3 Normal Alkanes Homologous Series
Hydrocarbons have long been a primary medium of stored energy in the forms found naturally
in nonrenewable fossil fuels, such as coal, oil, and natural gas, as well as in biomass fuels, such
as wood. Because of their central importance to worldwide industry, commerce, and the human
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Figure 1.9
Odd–even trends observed in the melting of n-perfluoro- (circles) and n-alkanes (diamonds).
Destabilization of odd-chain molecules in both series is a result of crystal lattice mismatching
because of the symmetry of the molecules. As perfluoroalkanes increase in length beyond five
carbons, the backbone adopts a helical twist which breaks the axial symmetry causing a
diminishing distinction between even and odd configurations. Compiled from NIST Chemistry
WebBook, NIST Standard Reference Database 46.
lifestyle, it has been important to develop knowledge of their chemical and physical properties in
the effort to make the most of natural resources. As a class of materials, straight-chain (normal,
n-) hydrocarbons (n-CnH2n+2, n 2 f1,2,3, . . .g) provide a series of related molecules that have
increasingly linear symmetry as n increases from the essentially spherical CH4. The longest
unbranched saturated alkanes have about 14.3 % hydrogen by mass.
Properties of the bulk solids of pure normal alkanes are influenced by themolecular symmetry
in a systematic way that depends on having an even or odd number of carbons (Figure 1.9).45
Additionally, establishment of the even–odd effects of adsorbed pure alkanes on MgO has
revealed a distinct dependence on the number of possible orientations of the plane of the C C
zig-zag with respect to the surface.35 The entropy of adsorption depends on whether an alkane
16
chain has an even number or an odd number of backbone carbons. The mechanism that supports
these even–odd effects is a direct consequence of the planar carbon backbone, since an odd–
numbered zig-zag will have one more carbon on hydrogen on one “edge” than the other. There
is therefore a difference in the potential of interaction between the even edge of the odd chain,
and the odd edge (with one fewer carbon and hydrogen).
However, the odd–even effect apparent in the melting points diminishes as the length of the
chain increases. For heptane, one edge of the carbon–carbon zig-zag has three saturated carbon
atoms while the other has four, and the ratio between them is significant. Clearly, as the total
length increases, the difference between the numbers of carbons on the two edges diminishes;
at C19H40, the difference is already less than 10 %. Shorter-chain alkanes have significantly
fewer possible internal conformational arrangements than such lengthy chains as well, further
enhancing the opportunity for the even–odd effect to be observed. With more C C bonds in
longer chains, the chance that a gauche configuration will be assumed increases, which in turn
inhibits the formation of ordered structures. The behavior of the perfluoroalkanes depicted in
Figure 1.9 will be discussed in § 1.4.
As a touchstone for comparison, some of the bulk properties of alkanes from methane to
decane and their perfluorinated substitutional isomers are presented in Table 1.3. Additional
information of note includes:
• Perfluoroheptane is reported to have four different solid phases, with transitions at 163.15 K
and 179.85 K in addition to the highest temperature noted in the table.47 The reference does
not mention any structural rationale for the observation.
• Perfluorooctane is reported to have a third low temperature solid phase.48
• Ethane is reported also to have three solid phases in the bulk; however, unlike perfluo-
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Table 1.3
Selected thermodynamic values of n-CnX2n+2, where X=H or F and n 10. From NIST Chemistry WebBook, NIST StandardReference Database 46 except where noted. aCampos-Vallette and Rey-Lafon.50 b Staveley et al. 51 c Jin et al. 48 d Majer et al. 52
T l v H l v Ts l Hs l Ss l Ts s Hs s Ss s T t Tc Pc
=K (1atm) =kJmol 1 =K =kJmol 1 =Jmol 1K 1 =K =kJmol 1 =Jmol 1K 1 =K =K =bar
CF4 145.1(2) 11.814 89.5 0.7054 7.95 76.09 1.4623 19.2 89.4 227.5 37.45C2F6 194.87 16.15 173.1 2.69 15.5 103.98 3.736 35.93 173.08 293.03 30.42C3F8 236.42 19.761 125.45 0.4774 3.81 99.39 3.5556 35.77 124.85 345.1 26.75C4F10 271 24.2 144 a7.6516 a53.1 a129 a0.091 76 a0.71 b144.96 386.35 23.2338C5F12 302.6 31.1 147.8 6.8 c144.5 148.35 421.9C6F14 333.2 34.4 185 6.837 36.8 103 0.967 10 185 448.77 18.6813C7F16 355(2) 37.7 221.9 6.95 a31.3 a180.5 a6.6685 a36.9 221.87 475 16.5C8F18 377.2 33.38 254.2 9.58 a41.6 195(5) 7.222 35.94 502.3C9F20 387* 32.8 524C9F20 298.15* 45.3(2)C10F22 404* 34 c310 542.4
CH4 111.7 8.17 90.67 0.9392 10.36 20.53 0.093 55 4.557 90.67(3) 190.6(3) 46.1(3)C2H6 184.1 14.703 90.341 0.583 6.46 89.813 2.282 25.48 91(6) 305.3(3) 49(1)C3H8 231.04 18.744 85.45 3.524 41.24 45.5‡ 85(3) 369.9(2) 42.5(1)C4H10 272.05 22.389 134.86 4.661 34.56 107.55 2.067 19.22 134.6(7) 425(1) 38.0(1)C5H12 d309.2 d25.79 143.47 8.401 58.56 3.096 143.46(5) 469.8(5) 33.6(6)C6H14 341.9(3) 28.85 177.94 13.079 73.54 178.0(5) 507.6(5) 30.2(4)C7H16 371.5 31.77 182.586 14.053 76.96 182.56(3) 540(2) 27.4(3)C8H18 398.7(5) 34.41 216.38 20.74 95.85 216.2(6) 568.9(5) 24.9(1)C9H20 423.8(3) 36.91 219.66 15.468 70.42 217.2 6.28 28.91 219.6(3) 595(1) 12.0(4)C10F22 447.3 38.75 243.51 28.715 117.92 243.4(5) 617.8(7) 21.1(8)
*Value other than normal boiling point available. ‡Glass transition temperature.
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roethane which has a very wide temperature range for the high-temperature  -solid, the
two solid–solid transitions in ethane both appear to occur within 0.6 K of the bulk melting
point.49
1.4 Bulk Properties of Perfluoroalkanes
The bulk properties of perfluoroalkanes will be the starting point for a description of their
properties as adsorbed, layered phases. As presented in Figure 1.9 [p. 16] and Table 1.3,
perfluorinated alkanes have phase transitions (in this example, melting) at temperatures that
may be surprisingly close to their alkane substitutional isomers. Surprising, possibly, because
at n = 1, CF4 is more than 450 % more massive than CH4 which might suggest that the
perfluoroalkane liquid phase would exist through higher temperatures than the lightweight
hydrocarbons. Though the perfluorocarbons are profoundly heavier than alkanes of the same
length, the boiling points, melting points, and solid–solid transitions all are, with few exceptions,
found near that of the alkane counterpart.
Fluorine exhibits the highest electronegativity of all the elements, corresponding to its high
electron affinity and ionization energy. The screening effect of the filled 1s and 2s orbitals
compared with the total nuclear charge Z of 9 causes fluorine’s 2p electrons to be strongly
attracted, resulting in low polarizability and dense inner electron-shells corresponding to a small
atomic radius.53 The strength with which fluorine attracts electron density causes the carbon–
fluorine bond to be highly polarized and strong; in addition to covalent bonding, electrostatic
attraction between C+ and F– contributes to what amounts to the strongest single bond
to carbon.54 Even with a bond-dissociation energy of 441.0 kJmol−1, a relatively low-energy
antibonding C F opens the C F bond to reaction with strong electron-donating species. Low
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polarizability leaves the intermolecular interactions among pure PFAs to be dominated by
electrostatic interaction rather than dispersion, which destabilizes condensed bulk phases and
provides for the low transition temperatures.53
Perfluoroalkanes deviate from the planar configuration of alkanes, which is expected to be
observed in the adsorption series as it is apparent in the bulk properties (Figure 1.9 [p. 16]).
Because of the deviation, in Figure 1.9 [p. 16] it can be seen that the odd–even influence is
diminished as the length of the perfluoroalkane increases. Asymmetry of the molecule across
the plane parallel to the length and perpendicular to the plane of the (hydrogenated) alkane
backbone increases the number of inequivalent possible orientations for odd alkanes. For
odd perfluoroalkanes, the difference in molecular symmetry is, in effect, averaged by a helical
arrangement of the carbon–carbon backbone (Figure 1.10).55,56 Thus, the elevated entropy of
odd condensed alkanes is mitigated in perfluoroalkanes of suitable length, expressed in the
bulk properties as a regularly increasing melting temperature in contrast to the alternating
temperature of the short-chain alkanes. The helical arrangement of the C C plane is primarily
a result of classical electrostatic repulsion between F– , and further stabilized by electrostatic
attraction between C+ and F– separated by four bonds.57 For C2F6, the potential barrier
to internal rotation about the C C bond has been found to be 15.5 kJmol−1 to 16.3 kJmol−1,
depending on where in the carbon–carbon chain the torsion is happening.58,59
In general, the phase transitions of 3D perfluoroalkanes include at least one solid–solid
disordering transition at temperatures significantly below the bulk melting point. Alkanes
may have such phase transitions, but they are more often very close to the melting transition
(Table 1.3, Figure 1.11).48 For perfluoroalkanes having more than 12 carbon atoms, the onset of
molecular libration about the molecular axis is observed at temperatures above the solid–solid
transition. The structural isomerization in the left-hand–right-hand helix double-well potential
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Figure 1.10
The lowest energy geometry of n-CnF2n+2 (n 3) adopts a helical conformation. In contrast, thecarbon chain of n-CnH2n+2 adopts a planar conformation. Spatially, if one draws an equivalencebetween the alkanes and a bruschetta, then the perfluoroalkane would be more like a salsiccia.
The helix of the CnF2n+2 chain passes through a 180° twist for every 13 carbons (if projected onto the plane perpendicular to the molecular axis, the polytope observed is a f13=6g regular star
polygon).55 Additionally, a f15=7g conformation has been observed above 292 K.48 A twist in the
perfluorocarbon backbone is seen in chains as short as n= 4, perfluorobutane. However, with
very short n-CnF2n+2 chains (n 2 f2,3g), no torsion of the C C backbone is observed.56
21
Figure 1.11
Entropies of transitions (S per mole of carbon atoms) of n-perfluoroalkanes as a function of
number of carbons (n). The entropies are labeled at the disordering transition
(ordered-solid–disordered-solid, Sd) and the solid–liquid isotropization (melting) transition
(S i).48
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Figure 1.12
Structural model of α-CF4. The solid has lattice parameters a = 8.435(5)Å, b = 4.320(5)Å,
c = 8.369(5)Å,  = 119.405° with four molecules per unit cell.60
at temperatures below the melt becomes decreasingly hindered as Tmelt is approached. For
perfluoroalkanes in the transition between C4F10 and C12F26, the entropy of solid–solid and
solid–liquid transitions observed in Figure 1.11 is a result of the onset of (restricted) molecular
rotation about the long axis, and then of unrestricted rotation about the axis and translation
at the melting transition. Because the nature of transitions of bulk PFAs with n 2 f2,3,4g are
directly relevant to the 2D description, they will be introduced individually in the following
sections, as will those for n= 1.
1.4.1 CF4
Bulk (3D) CF4
The low temperature α-phase of CF4 is reported to be monoclinic with a four-molecule unit cell
(Figure 1.12).60 The investigation herein will focus on four-fold and six-fold symmetries. Planes
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in solid CF4 with molecular arrangements nearest to square and hexagonal arrangements are
the (100) plane (with an average near-neighbor distance of 4.27Å) and the (001) plane (with
an average near-neighbor distance of 4.53Å).61,62 The corresponding lattice parameters for
commensurate p2p2R45° adsorption on MgO (100) and p3p3R60° graphite (002) are
4.212Å and 4.263Å, respectively, corresponding to lattice mismatches of  1% and  6%. The
transition to the higher temperature β-solid involves a 4.5 % increase in volume, and orientational
disorder.63
Adsorbed (2D) CF4 on Graphite
The adsorption of CF4 on graphite has been studied by several groups, and so there are several
interpretations of its phase diagram.64 In addition to the 2D structure in Figure 1.13, there
has been some investigation of favorable adsorption sites for CnF2n+2.1,61 The single-molecule
minimum-potential-energy adsorption sites and configurations for CF4 on graphite were
identified by Bruch with atom–atom interaction models. The overall minimum-potential energy
configuration for the molecule is atop a surface carbon (“a” in Figure 1.7 [p. 14]) and tripod-down,
which is the same for methane. The next-lowest potential energy site for CF4 is the bridge (“b”)
site; whereas for methane it is the hollow (“c”).
The relevant observations of the phase diagram are the relationship that the monolayer
has to the bulk phases below the triple point (Figure 1.14) and its geometric projection and
adsorption site on the surface (Figure 1.13). In the Clausius–Clapeyron diagram at the right of
the Figure 1.14, the slope of the bulk liquid–vapor coexistence line (saturated vapor pressure as
a function of temperature) changes, starting at about [9 10−3 K−1 (100 K), 3 (20 torr)] and ending
at the triple point [11.1 10−3 K−1 (89.5 K), 0 (1 torr)]. The authors identify that the monolayer is a
liquid below the triple point. Alas the volumetric isotherms could not be measured to pressures
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where rag is the separation between atomic species a and g
in molecules i and j . uag stands for the atomic pair potential
energy which was expressed by the Lennard-Jones 12-6 po-
tential,
uag~rag!54eagH S sagrag D
12
2S sag
rag
D 6J . ~2!
The Lennard-Jones parameters s, e are taken from
literature.22 These parameters were derived so that the molar
volume and the binding energy of the bulk solid CF4 could
be reproduced.
The interaction between a CF4 molecule and graphite
surface is represented by
Us~ri ,v i!5(j (a51
5
usa~ra j!, ~3!
where ra j is the distance between the ath atom in the CF4
molecule and the j th carbon atom in the graphite substrate.
We assumed that the graphite lattice is rigid and calculated
the lattice sum by a method presented by Steele;23 this
method takes the lattice sum over carbon atoms of graphite
in the reciprocal lattice space as
us~r!5E0~za!1 (
n.0
En~za! f n~xa ,ya!. ~4!
If usa~ra j) in Eq. ~3! is given by the Lennard-Jones po-
tential function in the form of Eq. ~2!, we obtain
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2pqeaCgsaCg
6
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(
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` F 2saCg
6
5~za1pd !10
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1
~za1pd !4
G , ~5!
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K5~gnza!
22S gn2zaD
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K2~gnza!G , ~6!
and
f n~x ,y !5 (
h1 ,h2
(
k51
q
exp~ ign•@mk1t# !, ~7!
where d is the interplane distance in graphite, q the number
of atoms in the unit cell of the surface ~2 for graphite!, as the
surface area of the c-plane of the unit cell ~5.24 Å2!, and Kn
is a modified Bessel function of the second kind. saCg and
eaCg are the parameters for the Lennard-Jones potential func-
tion. mk is the position of the kth atom in the unit cell of the
graphite surface and t represents the location of the specified
atom in the CF4 molecule.
gn in Eqs. ~6! and ~7! is a multiple of the reciprocal
lattice vectors b1 and b2 ,
gn52p~h1b11h2b2!, ~8!
and
gn5ugnu5
4p
)a
Ah1
2
1h2
2
1h1h2, ~9!
where a52.46 Å is the unit vector of the graphite. We can
ignore the terms with n>2 in Eq. ~4! and six pairs of
(h1 ,h2) contribute for g154p/a); ~1,0!, ~0,1!, ~21,0!, ~0,
21!, ~1, 21!, and ~21,1!.
The values of s and e between CF4 and the carbon atom
on graphite surface were obtained on the basis of usual mix-
ing rules,
eaCg5AeaaeCgCg, ~10!
and
saCg5
saa1sCgCg
2 , ~11!
where eCgCg /k528 K and sCgCg53.40 Å have been esti-
mated from compressibility measurements on graphite and
from rare gas–graphite interaction energies.23 The Lennard-
Jones parameters thus adopted in the present work are listed
in Table I. Note that the energy parameter e between fluo-
rines of two CF4 molecules is larger than that between a
fluorine atom and a graphite carbon.
III. DETAILS OF SIMULATION
The initial state of simulation was generated by arrang-
ing CF4 molecules in the ideal 232 commensurate structure
on a rectangular graphite surface extended along x and y
direction at z50; the molecular configuration was such that
the molecular threefold axis coincides with the sixfold axis
of the graphite and the center of mass ~c.o.m.! of CF4 locates
above carbon atom on graphite surface, i.e., at atop site, and
FIG. 1. Schematic arrangement of the CF4 molecules on graphite, in the
232 commensurate structure with the tripod-down orientation.
TABLE I. Lennard–Jones parameters for CF4 on graphite.
s/Å e/K
Cmolecule–Cgraphite 3.338 33.125
Cgraphite–F 3.175 32.187
Cmolecule–Cmolecule 3.35 38.5
Cmolecule–F 3.15 37.743
F–F 2.95 37.0
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Figure 1.13
Structure of CF4 monolayer on graphite in a tripod-down 22 commensurate phase. In-planepair di tribution function on graphite (top right), where arrows indicate first, second, and third
nearest neighbors. The distribution of centers of mass (COM) of CF4 at different coverages andtemperatures (bottom right) shows that isotropic reorientation of the molecule increases at
elevated temperature, which causes the COM to spend more time at increased separation from
the surface.65
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Figure 1.14
Phase diagrams of CF4 on exfoliated graphite. Left: 2D phase diagram of CF4 on graphite. Amore complete description of each region can be found within the reference; here, some of the
notation will be briefly clarified. At low temperature, the phases identified as 3P refers to three
low-order diffraction peaks seen by previous investigators and is a solid phase. There is an
intermediate phase I which is said to be of unknown structure having two peaks in heat
capacity measurements. A uniaxially commensurate solid phase is denoted S. The 22
commensurate solid pictured in Figure 1.13 is denoted C; L and V have the usual meanings of
2D liquid and 2D vapor. A hexagonal incommensurate phase (HI) is observed in the second
monolayer.64 Right: Clausius–Clapeyron plot showing the coexistence lines of three layers and
bulk phase, where the bulk α-and β-solids and bulk liquid are also indicated. Labels C1 and C2
are located at critical points for layers 1 and 2. I2 and I3 label the intersection of the second and
third layers with the sublimation curve of the 3D adsorbate.66
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low enough to identify the monolayer solid. The critical point of the monolayer is identified at
0.41 Tc,3D, which is very compatible with the general observation that the critical point often
occurs at around 0.4 Tc,3D. Dolle et al. point out that the extent of layering of CF4 on graphite
is discrete as a function of temperature. Two distinct layers appear below 75K; a third becomes
apparent at 75 K and a fourth is identified above 77.3 K. The discontinuous appearance of layers
is compared with other systems, NO and Kr on CaI2, and C2H4 on graphite. It is contrasted to
the continuous appearance of layering of benzene on graphite.66
1.4.2 C2F6
Bulk (3D) C2F6
Perfluoroethane is a gas at room temperature that condenses to liquid below 194.87 K (Ta-
ble 1.3 [p. 18]). The triple point at 173.08 K is nearly 60 % of critical temperature, unrivaled in
this way by any of the other PFAs with n  10. Their triple points are mostly 30 % to 40 % of
their critical temperatures. There does not seem to be much discussion of this relatively high
temperature of the triple point beyond discussion of the solid phase that forms below it.
Solid hexafluoroethane appears in two solid phases at temperatures below the triple point.67
The α-crystal has been shown to be monoclinic with a = 9.146Å, b = 5.02Å, c = 9.501Å,
and  = 93.47° at 102 K, having four molecules per unit cell. Possible evidence of statistical
orientational disorder in the low-temperature solid can be found. Decreasing isobaric thermal
conductivity with temperature was observed in one study67 however, the authors were careful to
present that as a tentative conclusion because of experimental limitations. Some diffraction and
nuclear-magnetic resonance (NMR) evidence that the molecules are disordered in the α-phase
has also been expressed (Figure 1.15); the particular study successfully made only one crystal of
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Figure 1.15
Representation of molecular orientation in a monoclinic 3D α-C2F6 unit cell.68 The α-phaseexists up to the solid–solid transition at 103.98 K to the body-centered cubic β-solid, which
persists to the triple point at 173.08 K. C2F6 molecules with the C C axis in the plane of theα-phase occupy 23.7 Å2 per molecule; for the β-phase, an area of 26.7 Å2. For the C C axis
perpendicular to the a–c plane of the α-phase, a molecule is found to occupy 19.0 Å2.1,68,69
the material, however, and its evaluation of the unit cell underestimates one of the vectors and
the number of contained molecules by half.68 Some evidence points to additional momentum
above those moments calculated for the translational and vibrational motions of the molecules. If
so, some temperature-dependent librational motion may occur in the low-temperature phase.70
The barrier to libration is estimated to be 45.02 kJmol−1.67,71
The β-solid is characterized as the onset of thermally activated intermolecular reorientation
of the  CF3 groups of a given molecule in relation to one another and a transition to a body-
centered cubic lattice with a = 6.108Å and two molecules per unit cell. Total molecular rotation
is hindered at temperatures near the solid–solid transition; as temperature increases, the barrier
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to rotation about the C C axis decreases to zero at the triple point.67,72 The favored orientation
of the molecules is to have the C C backbone aligned with the diagonals of the cubic unit cell,
where the nearly octahedral C2F6 is in the minimum of the octahedral potential of the lattice site.
A significant increase in volume accompanies increased temperature in the β-phase because the
rotation of the molecule is coupled with translational displacement of the COM away from the
lattice site, as evidenced by increased separation and decreased intensity in diffraction peaks.67
Adsorbed (2D) C2F6 on Graphite
Figure 1.16 shows a phase diagram described on the basis of X-ray diffraction of C2F6 on
graphite. At low temperatures, a commensurate (2 2) triangular lattice is reported, with each
molecule centered atop a carbon atom and occupying an area corresponding to exactly four
graphite hexagons, 20.98Å2.73 The near-neighbor distance in this phase is 4.92Å, the same
as the commensurate CF4 solid. A gradual loss of translational coherence (degrading long
range order) is observed as temperature is increased through the commensurate-solid–2D-vapor
coexistence (IC+G) region, with a more pronounced (but not first-order) transition observed at
T = 115K (0.66 T t,3D).
Infrared (IR) reflectance spectroscopy has been used to add detail to the 2D phase diagram of
C2F6 on graphite (Figure 1.17).74 The authors observe a difference in the IR spectrum, depending
on the orientation of the C C backbone with respect to the plane of the graphite, which confirms
the vertically oriented (2 2) upright commensurate phase. Other phases are described with
other evidence in the IR study, matching closely the phase diagram seen in Figure 1.16 but
suggesting that the intermediate monolayer phase labeled IC+G contains molecules tilted with
respect to the surface. The hatched region in the bilayer is a mixed phase with tilted and upright
C2F6.
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Figure 1.16
2D phase diagram and structure of C2F6 on graphite. Left: Coverage temperature diagram oflow-coverage C2F6 on graphite as determined by X-ray diffraction studies. Right: A suggestedstructure of C2F6 on graphite, in a 22 triangular lattice corresponding to the uprightcommensurate (C) portion of the phase diagram. Other labels correspond to incommensurate
(IC) and 2D vapor (G).73
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Figure 1.17
Orientation and phase diagram of C2F6 on graphite by IR measurements. Left: The variations ofvibrational resonances between upright commensurate and tilted incommensurate phases of
monolayer C2F6 on graphite are shown at five coverages at 105 K in this IR absorbance study. Inthe plot, increasing coverage corresponds to the two tallest peaks sharpening and shifting to
higher energies. Coverage is not expressed quantitatively at the study, and so it is supposed that
the dashed line peaks, which are said to correspond to upright molecules, have been observed in
the hatched portion of Figure 1.16. Solid lines in this series of spectra represent the lower
coverage tilted incommensurate arrangement of the molecules.75 Right: 2D phase diagram of
C2F6 on graphite by IR reflectance absorption spectroscopy. 0 K is the energy difference to thechemical potential of the bulk C2F6  solid–vapor transition above the bulk solid–solidtransition at 104 K; the thick black line below the transition is the bulk solid–vapor coexistence
line of the  solid. The medium black line is the researchers’ assignment of bilayer formation.
The phase diagram assignments by the research are delineated by thin solid lines, and are
compared with Figure 1.16, which is indicated here by dotted lines.73 Labels UC, TI, and F refer
to upright commensurate solid, tilted incommensurate solid and flat solid orientations of the
molecules, respectively. Second-layer labels 2U, 2M, and 2F are assigned upright, mixed, and flat
orientations of second-layer molecules.74
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Some diffraction and heat capacity evidence identifies three solid phases below 115K, each
with triangular lattices that, after the first solid–solid transition, have an expanding lattice
parameter as a function of T .76 The lowest-temperature commensurate phase (C) is the ordered
commensurate 22, which transitions into an expanded incommensurate (IC) triangular lattice at
80 K. The IC phase melts at 115 K, and the study pictured in Figure 1.18 describes an intermediate
IC1–IC2 transition that coincides very nearly with the bulk solid–solid transition at 103.6 K. The
IC1–IC2 transition is described to be of the Ising type, a model borrowed from descriptions of
ferromagnetism that has been applied to orientational order in this 2D case. Figure 1.18 shows
the interpretation that, below the transition, the incommensurate molecules are upright, as they
are in the commensurate phase at low temperatures. The F3 tripod is down on the surface in
one of two types of oriented domains. All tripods are oriented in the same direction within a
domain; the molecules from one domain are rotated 60° in relation to the other type. Above the
transition, the onset of rotation about the C C axis allows reorientation without a discontinuous
change in the lattice parameter. The transition can be observed as a peak in the heat capacity
similar to the ferromagnetic type of Ising transition. The authors describe the melting transition
from IC2 to involve (1) the gradual decrease of the long-range order (coherence length decreases
to around two molecular diameters) and (2) the tilting of the molecule toward a C C bond that
is parallel to the surface in the liquid.
In general, there seems to be ongoing disagreement about the details of the microscopic
description for the observed phases in C2F6 on graphite. Whether the intermediate solid
phase(s) remain upright through any range of temperatures, and whether the commensurate
and incommensurate phases coexist in any region still appear to be possible interpretations of
the available evidence. There are varying claims about the structure of the intermediate phase
being triangular and upright or a herringbone arrangement of tilted molecular axes having the
same location of their centers of mass.74,76
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FIG. 3. The lattice constant and the inverse intrinsic width
g21 of the (10) reflection as a function of temperature. The
dotted lines give the transition temperatures of the phase
sequence C-IC1-IC2-liquid. The low value of g21 at 80 K is
explained in terms of two nonresolved reflections representing
the coexisting phases C and IC1.
[10–14]. (Because of the rather peculiar symmetry of the
present Ising variable, which will be discussed below, this
coupling should not involve uniaxial lattice distortions but
only A1g distortions, the corresponding compliance being
the 2D compressibility.) The coupling to the lattice may
drive the transition to first order. Theory suggests that
in cases where the transition is close to second order—
as evidenced experimentally by an almost divergent heat
capacity—the “pseudocritical” behavior should be still
that of the Ising model on a rigid lattice.
FIG. 4. Plot of the critical part of the heat capacity at the IC1-
IC2 transition. The pattern at the bottom is a schematic view
of the “1” and “2” domain of the ordered phase IC1. The
symbols represent the F3 tripods of the molecules.
We suggest relating the Ising variable, which is relevant
to the transition at Tc, to the discrete azimuthal orientation
of the molecule about its axis. We recall that this axis is
perpendicular to the substrate. The inset of Fig. 4 shows
the orientational pattern of the lower F3 tripods that are
in contact with the substrate in the two domains “1”
and “2” of the ordered phase IC1. Above Tc, in the
disordered phase IC2, the molecules perform hindered
rotations about their axes, with an increasing preference
for the orientations 1 and 2 as the temperature is lowered
towards Tc. It is this preference for two special azimuthal
orientations which corresponds to the Ising anisotropy in
a spin model.
Is the x-ray structure factor different in the ordered and
the disordered phases? The molecule consists of two CF3
groups which are rotated by 60 deg with respect to each
other. The lower CF3 groups of the 1 domain have the
same azimuth as the upper CF3 groups of the 2 domain,
and vice versa. In our schematic picture, the projection of
the molecule onto the 2D plane, therefore, corresponds to
a star with six arms, no matter whether the molecules are
in the 1 or the 2 domain of the ordered phase. A mixture
of 1 and 2 molecules as in the disordered phase IC2
has the same projection and, hence, the same 2D structure
factor as in the ordered single domain state of the IC1
phase. In a more realistic calculation, the extension of
the molecule perpendicular to the substrate is taken into
account. The structure factor is now modulated along the
shkd Bragg rods. The modulation depends on the node
index and is, at least for a general reflection shkd, different
in the ordered and the disordered phases. However,
for the principal reflection (10)—which is the only one
observable in the present experiment—the structure factor
is still identical for the two phases. Thus, the absence of
changes at the IC1-IC2 transition in our diffraction data is
perfectly understandable.
The overall structural behavior of the C2F6 monolayers
is as follows: Throughout the 2D solid state, the molecule
is oriented perpendicular to the substrate. The transition
from the C phase at low T into the expanded IC
state appears to be induced by the thermal excitation
of translational and small-amplitude librational modes
rather than by reorientation jumps. Azimuthal disorder
is achieved via a separate, isomorphous, Ising-type phase
transition. The apparently continuous melting [14] of the
monolayers then involves not only the loss of translational
symmetry but also that of the perpendicular alignment of
the molecules with respect to the substrate.
A comparison to monolayers of ethane C2H6 ph-
ysisorbed on graphite is appropriate. Here, a phase tran-
sition which involves a change of the orientation from flat
to perpendicular can be induced by increasing coverage
[15]. In the perpendicular state, the thermal excitation of
the rotations about the molecular axis progresses gradu-
ally with increasing T (Refs. [16,17]), rather than via an
order-disorder transition, as in the present system.
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Figure 1.18
Incommensurate order–disorder transition of C2F6 on graphite. Left: Coherence length (above)and lattice parameter (below) as a function of temperature. Melting is observed as coherence
leng h reaches its minimum at about two molecular diameters. The Ising transition described by
the aut ors of the study does not appear in the intermolecular separation, however, heat
capacity data indicate the position transition marked with the dashed line at 103 K. The other
dashed lines correspond to the C–IC1 and IC–L triple points, which are only temperature (not
coverage) dependent. Right: Plot of heat capacity data above and below the identified
Ising-type transition in C2F6 on graphite at Tc = 103.6K. In the ordered, incommensurate,upright phase (IC1, T < Tc), the down-facing  CF3 tripods can be in two types of orientationaldomains, depicted in the lower left corner. The disordered incommensurate (IC2) phase is still
composed of  CF3-down molecules, which are able to rotate about the perpendicular axis whileretaining the same structure factor as IC1. Rotation is hindered above Tc, with the barrier to
rotation and long-range order decreasing as the temperature increases toward melting.76 This
behavior is similar to 3D C2F6, at the same solid–solid transition temperature.77
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1.4.3 C3F8 and C4F10
Studies concerning the behaviors of the molecular phases of C3F8 and C4F10 are limited in number.
Some measurements of the liquid structure by neutron diffraction can help locate the possible
density of the adsorbed phase. Such measurements can provide the liquid coordination-shell
separation as a function of temperature (Figure 1.19).78 The first coordination shell appears to be
located at around 5.5 Å.
The neutron-diffraction results for the liquid structure factor can be compared with some
experimental and modeling results for propane in an attempt at qualitative prediction for the unit
surface area for C3F8. The approach assumes that the C3F8 lattice arrangement is homologous to
the former. One temperature programmed desorption (TPD) study finds that propane occupies
5.48 µmolm−2. The surface area per molecule (APM) is 33Å2, which should at least be a lower
limit for C3F8. In a triangular lattice, this would correspond to a nearest-neighbor spacing of
6.2 Å. Bruch 1 supposes, again for propane adsorbed on graphite, a range of APMs from 25.3Å2
to 28.5 Å2. The calculations of these proposed areas are based on values for close-packed planes
in 3D solids and on extrapolations from the alkane series. With this technique, he identified a
centered-rectangular (CR) structure to be the most likely configuration. If the rectangular unit
cell that was estimated (12Å4.76Å) is scaled by near-neighbor distances from the bulk liquid
structure factor measurement, it predicts a value of 38Å2 for C3F8 in a CR lattice. Scaling up the
TPD unit area, on the other hand, would predict an APM of 44Å2.
The intermolecular separation of the nearest neighbor in liquid C4F10 (Figure 1.19) does not
appear to be significantly greater than that for C3F8; and so in both cases this likely corresponds
to molecules alongside one-another lengthwise. So, if a centered rectangular configuration is
used, which has been shown to exist for butane on graphite,79 one of the unit cell dimensions
(parallel to the molecular axis) may be extended by one carbon chain unit. A naïve way to do
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Figure 1.19
Liquid pair distribution functions of 3D C3F8 (Top) and n-C4F10 (Bottom). (a) Intermolecularregion; (b) first coordination shell; (c) long range order. : 150 K; : 250 K; :
299 K.78
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this would be to increase the unit area derived from the TPD for C3F8 by 4=3, giving a range of
34Å2 to 51Å2 derived from the prediction of Bruch or a value of 59Å2 derived from the TPD.
1.4.4 Longer Perfluoroalkanes
Thedensity profiles of adsorbed n-hexane and n-perfluorohexane on silica asmodeled by Vasilyuk
and Lynden-Bell 80 are pictured in Figure 1.20. Some of the consequences of the differences in
the two molecules are shown in sharp relief, perhaps most apparently is the distinct layering
that occurs in the perfluorohexane. The authors point out that the minimum energies of single-
molecule adsorption in this case are similar at −22.9 kJmol−1 and −22.2 kJmol−1 for hexane and
perfluorohexane. Thus, the energy of adsorption cannot be the cause of the distinct layering in
the fluorinated species when compared with the alkane.
Figure 1.20 also shows a probability distribution of the C C C C dihedral angles that shows
peaks corresponding to conformational minima. For hexane, the most abundant conformation
is all-trans (each C C C C angle is 180°). Two gauche configurations, left-handed and
right-handed, are represented by smaller populations at around 60°. For perfluorohexane,
the left-handed and right-handed helical trans configurations are like those described in
Figure 1.10 [p. 21]. In Figure 1.20 the left-handed and right-handed all-trans populations are
centered around 180°The two gauche populations also are seen to be doublets, with much smaller
areas compared with those for hexane.
The distinct layering of perfluorohexane seen in Figure 1.20 appears to be caused by the
preference of C6F14 to adopt the all-trans configuration. In the model, 61 % of perfluorohexane
molecules are found in the all-trans (linear) configuration, compared with 29 % of hexane
molecules. Because of the strongly preferred trans-conformation, perfluorohexane molecules
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Figure 1.20
A comparison between the adsorption of hexane and perfluorohexane on a model surface based
on silicon dioxide (silica). The model oxide is composed of oxygen at three different uniform
densities: 0.040 oxide ions /Å3, 0.020 oxide ions /Å3 and 0.014 oxide ions /Å3. The density of
0.040 oxide ions/Å3 silica corresponds to the oxygen-ion density in ex silico silica. The study
claims that the omission of Si from the model does not affect the results because silica is
nonionic. Top Left: The density profile (in CHn groups per Å3) of multilayer n-C6H14 as afunction of z , the distance from the surface. The model exhibits a lack of distinct layering
beyond 3 to 4 layers, even at the highest density of surface atoms. Top Right: The density
profile (in CFn groups per Å3) of multilayer n-C6F14 as a function of z , the distance from thesurface. Sharp, distinct layers separated by regions of low density are apparent in this model.
The minimum energies of adsorption for C6H14 and C6F14 on silica only differ by 3%, so theremust be another reason for the difference in behavior. Bottom: The populations of torsional
conformers of C6H14 (solid line) and C6F14 (dotted line) as a function of the C C C C dihedralangle. The C C backbone of C6F14 adopts a helical twist in its lowest energy conformation, withthe left- and right-hand helices appearing as a doublet centered around the 180° dihedral angle.
Hexane adopts the gauche configuration significantly more frequently than C6F14. The rigidityperfluorohexane promotes close-packing on the surface, which in turn allows the distinct
layering apparent in the density profile.80
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are more rigid “rod-like” molecules that are able to pack closely and lie flat on the model surface,
evidently resulting in extensive layering.
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Chapter 2: Experimental Methods
The experiments carried out in this study were measurements of isothermal adsorption of
several pure gases on clean, well-characterized substrates. Members of the homologous series of
normal (n-) perfluoroalkanes C2F6, C3F8, and C4F10 were chosen as prototypical perfluoroalkanes.
Samples of graphite and magnesium oxide nanocubes were prepared and characterized (see § 2.1)
and placed in an isothermal-adsorption measurement apparatus (§ 2.2 [p. 46]). The instrument
was calibrated (see § 2.3 [p. 51]) with quantities needed for analysis (Chapter 3 [p. 60]). Alongside
the experimental results, computational dynamics models were built (§ 2.4 [p. 53]).
2.1 Materials Preparation
Adsorption characterizations in this study are an attempt to isolate the interaction behavior
between a pure gas and a clean, uniform surface. To provide a clean surface for measurements,
all previously adsorbed molecules must be removed, and the structure of the surfaces must be
shown to be as homogeneous as possible. Cleaning the substrates involves heat treatments
in vacuo, and the samples are handled in an argon-atmosphere recirculating dry box (argon is
non-reactive and easily desorbed under vacuum) until sealed in the sample cell. High-purity gas
samples are purchased and further purified by freeze-pump-thaw distillation.
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Figure 2.1
Characterization of graphite (blue diamonds) and MgO (red circles) surfaces by methane
isotherm. The quality of the surface can be ascertained by the qualitative inspection of the
methane isotherm and its derivative. Surface uniformity is indicated by several features of the
measurement, specifically the sharpness and quantity of peaks in the derivative and the
uniformity of layer-to-layer adsorbate quantity (peak area). Having uniformly populated layers
shows that the monolayer is well-ordered, providing a favorable platform for formation of the
second and subsequent layers. Each of the isotherms shown exhibits a minimum of four distinct
layers, each having a likely fifth layer discernible in the derivative. Detailed analysis of the
derivative may reveal the formation of more layers, careful measurements have been shown to
do so on the same materials.81,82
Before volumetric adsorption measurements are performed with other adsorbates, the quality
of the adsorbent is determined by a methane isotherm. Methane completely wets the surfaces
both of graphite and of MgO, which results in layered adsorption at 77 K. The layers that form
are distinct, as seen in Figure 2.1, with a minimum of four layers. The methane isotherm must
be steep at each layer formation, which is a characteristic of a highly uniform surface. Such a
uniform surface has the following qualities:
• The particles have a narrow size-distribution
• The surface is free of contaminant-adsorbates
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• Only one crystal-facet is exposed, or
• If more than one crystal-facet is exposed, the exposed facets have similar adsorption sites
• The surface is nearly free of defects
• Planes of the crystal that are exposed are large compared to the adsorbate
The derivative (dn =dP ) of the isotherm is used to locate the adsorption steps. In addition to
having four or more layers with steep layering-steps, each layer should contain about the same
amount of methane as the others; derivative peaks having consistent areas indicate uniform
layering characteristic of a good sample.
2.1.1 Graphite
The graphite substrate used in this study is a single puck of graphite foam, the precursor for
Grafoil® (Union Carbide) chemically exfoliated graphite.83 The cylindrical graphite foam puck,
measures  20mm in diameter and  3mm in thickness. The puck is perforated with 40 to 50
pinholes to increase access to the inner surfaces of the puck by adsorbate gases. Sample masses
are in the range of 320mg to 450mg with specific surface areas 20m2 g−1 to 25m2 g−1 (CH4
at 77 K, § 3.2.3 [p. 72]).
The graphite foam substrate is cleaned by heat treatment in vacuo in a large, closed-end,
quartz tube with a brass compression fitting and valve. The sample is heated to 650℃ in a tube
furnace and evacuated to < 310 7 torr for a minimum of 6 h. This heat treatment drives off any
water or other impurities adsorbed during sample storage in air and provides a clean surface for
adsorption work.
Grafoil and graphite foam have been shown to be good adsorbates for fundamental adsorption
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Figure 2.2
Scanning electron micrograph (SEM) of the Grafoil® surface. The image illustrates the high
surface area and layered structure of exfoliated graphite. The study relating to this image was
an investigation into impurity particles, that found iron impurities of 10 ppm to 20 ppm
(circled). Impurities such as these have an effect on the thermal transfer mechanism between
graphite and 3He films at sub-milli-Kelvin temperatures but are not concentrated enough to
impact measurements at the temperatures in the investigation herein.84
research, as evidenced by their appearance in many articles by a variety of researchers. Grafoil
is, however, a commercial product intended for gaskets and valve packing and contains some
defects and impurities from its production (Figure 2.2). The major types of structural defect in
Grafoil affecting adsorption are edges of planes, pores and point vacancies. An ideal substrate
is assumed to be flat, uniform, and infinite, however the aforementioned defects represent an
interruption in the “ideal” surface and thus change the behavior of the system. This behavioral
change can be observed in adsorption isotherms as rounding of the layer risers and non-uniform
layer-height for completely wetting multilayer systems. For a well-characterized system, such
as CH4, the quality of the surface can be demonstrated by the shape of the isotherm and its
derivative (Figure 2.1). Specifically with Grafoil and graphite foam, capillary condensation
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is often observed in higher layers. These graphite materials have pores that promote bulk
condensation as the film thickness exceeds 3 to 4 layers (see § 2.2.2 [p. 46]).81 Adsorption studies
at film thicknesses exceeding 4 layers tends to be complicated by bulk-like behavior and thicker
films exhibit the hysteresis behavior that is characteristic of capillary condensation. Study of
this hysteresis is not in the scope of the work herein.
2.1.2 MgO
MgO nanocubes are prepared in the Larese Group according to the Kunnmann and Larese
method. The method enables production of high-purity metal oxides (MOs) that are ideally
suited for adsorption work; the MO production can be tightly controlled to produce a narrow
distribution of particle size. Magnesium metal and graphite are heated together in an inert gas
environment. Magnesium carbide (Mg2C3) is formed, and exists as a solid above the melting
point of Mg. The carbide decomposes at 1050℃ into solid carbon and magnesium vapor, which
is entrained in the inert gas for reaction with oxygen. The Mg vapor reacts immediately with
oxygen and small, chemicallypure, cubic MgO crystals are formed. The MgO formed from the
gas phase yields exposed surfaces that are highly uniform and nearly defect-free (specifically
free of dislocations, point defects, and terracing).38
MgO is a cubic crystal composed of interpenetrating face-centered cubic lattices of Mg and
O. The (100) facet is by far the lowest energy for MgO, and in the process it is the only facet
that is exposed.36 The synthesis yields near-perfect cubes like those in Figure 2.3.85 Having a
single (100) facet of the MgO exposed to adsorbate molecules provides an ideal prototype for
characterizing adsorption thermodynamics.
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Figure 2.3
Highly uniform, clean MgO nanocubes prepared by vapor-phase synthesis. The Kunnmann and
Larese method38 is used to produce mole-quantities of highly uniform samples of magnesium
oxide. Single-faceted MgO (100) with surface area  6m2 g 1 was used in this study, which
corresponds to  500nm cube size. Each side of such a cube accommodates  1106 methane
molecules.86
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Table 2.1
Sources of adsorbate samples. Purities were provided by the supplier, except C2F6 fromMatheson, which was obtained from another research group with no information besides its
chemical identity. Gas chromatography–mass spectroscopy was performed on the sample of
unknown purity, and the only eluent peak that was observed was identified as C2F6.
Vendor Purity (%)
C2F6
Air Liquide 99.999
Matheson Not labeled
C3F8 Air Liquide 99.999C4F10 Synquest Labs 99.28
2.1.3 Adsorbates
C2F6 and C3F8 were purchased from Air Liquide, and C4F10 from Synquest Laboratories. Purities
are in Table 2.1, except for one bottle of C2F6 that was obtained from another research group
who left no specifics about purity. Gases were purified further by freeze-pump-thaw distillation.
The technique is essentially the same as that used to degas solvents; the material is cooled in
a cryogenic bath, the headspace is evacuated and then re-closed, and the solvent is allowed to
warm. When the material is a gas at room temperature, however, there can be a significant vapor
pressure even at liquid nitrogen temperature. When the adsorbate sample is evacuated, the base
pressure is monitored by an ion vacuum gauge. The cooling bath is removed before the valve
is closed, and the now-rising pressure is monitored as the sample warms. As the pressure is
increasing, occasionally a brief bump or increase and then decrease in the pressure is observed,
presumably corresponding to lower vapor pressure contaminants being driven off. As soon as
the rate of pressure rise begins to accelerate, the sample is isolated and allowed to equlibrate to
room temperature. The cycle is repeated multiple times until the base pressure above the cooled
sample is steady and no bumps are observed.
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2.2 Instrumentation
2.2.1 Gas-Handling System Characteristics
The instrument used to measure an adsorption isotherm is a gas-handling system (GHS) designed
by John Z. Larese87 with computer-controlled pneumatically actuated valves. A computer is
connected to control an input-output device that includes capacity to switch an array of 24
volt (VDC) actuators (switching pneumatic valves), 16 bit signal voltage measurement (pressure
measurement), and 12 bit signal output (proportional valve control). A schematic of the
instrument layout can be seen in Figure 2.4.
2.2.2 Reach of the Instrument
The instrumentation used to conduct volumetric adsorption in this work is capable of making
measurements of preeminent quality and resolution because of the selection of high-performance
components for each function. Commercially available volumetric isothermal adsorption
instruments are primarily designed to analyze surface areas, pore sizes, and other material
characterizations that can be useful even if measured at only a single temperature. However,
the commercial instruments’ control systems are not set-up for complete user-control of the
experimental parameters, and it might not be obvious to a user that detailed thermodynamics
studies are possible with the appropriate design of an experiment. The instrumentation used
in this work does have certain limitations. However because the performance within the reach
of the instrument delivers highly reproducible measurements, a discussion of such limitations
is a showcase for performance capabilities as much as it is an articulation of boundaries. The
discussion will be kept on the topics of experimental pitfalls or ambiguities that can affect the
results of a measurement, and the range of physical capabilities of the devices.
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Figure 2.4
Computer-controlled high resolution adsorption gas handling system.87 a: Control and
Measurement: LabVIEWTM 88 software sends commands to a National Instruments Fieldpoint
controller, which returns pressure measurement from the torr head. A Cryo-con® temperature
controller regulates sample temperature by heating with proportional-integral-derivative (PID)
control and returns temperature measurements to the Labview software. b: The gas-handling
valve system is controlled to allow doses of sample gas into the dosing volume, and then to the
sample. c: A turbomolecular pump is used to evacuate the system. The sample gas is purified
before measurements are made. A helium compressor is attached to the displex expander unit
to cool the sample.
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The capacitance diaphragm gauge is selected from the MKS Baratron® line of absolute-
capacitance manometers. The output of these devices is an analog voltage that is proportional
to the pressure in the system independent of gas composition.89 Torr heads with full-scale
pressure ranges of 1 torr, 100 torr, and 1000 torr are used in this work. The resolution of the torr
head gauge output is 1 10−6 times full-scale, so a 1-torr transducer is able to signal a pressure
difference of 1 10−6 torr over the entire range of measurement. A turbomolecular pump that is
operating on these systems will evacuate to pressures below 2.0 10−7 torr, allowing the zero of
the gauge to be set within this resolution. A National Instruments FP-AI-110 analog-to-digital
converter (ADC) with 16 bit full-scale resolution is used to transmit the signal to a computer.
A 16 bit ADC is capable of measuring 2 16 divisions. Thus, the least-significant bit (LSB) of the
ADC is ' 1.510 5 times its full-scale. The ADC can be set to three voltage ranges: 0 V to 10V,
0 V to 5V, and 0V to 1V. Therefore in the lower tenth of the range of the torr head (where the
output is < 1V), the ADC can measure signal changes of 1.5 10−5 V, which is only slightly less
precise than the torr head. According to the MKS documentation, accuracy (taken to mean the
uncertainty) of the torr head as a percentage of the signal magnitude is 0.05 % to 0.12 %.89
Even with a possible resolution  110 6 torr, practical measurement of data points at low
pressures is very difficult. The turbomolecular pumps that are used to evacuate the system
can reach < 1010 7 torr in the configuration of the system. The base pressure of the turbo
itself is < 1010 8 torr. The GHS is primarily constructed from stainless tubing, however high
temperature degassing of the system is limited by the softening temperatures of various polymer
seals, gaskets, valve packing, and o-rings. The system is degassed prior to use by heating to
100℃ to 200℃ using heating tapes to desorb as much water and other contaminating adsorbates
as possible from the walls of the system. Practically, monolayer risers that are measured at
pressures below 1millitorr exhibit significant noise; very few measurements in this study
include the sub−millitorr range.
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Figure 2.5
An example of false equilibration near bulk saturation pressure. The equilibration settings on
the isotherm program can allow equilibration to be registered prematurely. In this example,
pressure measurements initially tend toward the bulk SVP of the gas being studied. Initially, the
adsorbate forms a localized bulk island on the surface before settling in to a layered structure.
Given enough time to arrange themselves in the lowest energy configuration, the molecules will
eventually reach the final equilibrium pressure. Thorough pretreatment of the substrate and gas
sample by heat treating and distillation (§ 2.1 [p. 39]) mitigate the behavior to a limited extent.
However, improper handling of the surface or adsorbate can cause problems more severe than
just extended equilibration times.
A potential misstep in the measurement of pressure equilibrium appears in the pressure vs.
time log that is recorded for each data point equilibration (Figure 2.5). Though not the case for
all molecules or temperatures, some systems have a tendency to show bulk-like behavior before
a final equilibrium is reached. This observation can be interpreted as some vapor molecules
will colliding adhering to islands or regions of a previously adsorbed layer. The molecules of
these condensed islands may take some time to re-arrange to the lowest energy configuration
by (1) insertion into the layer after molecules below have translated or re-oriented to make way
or (2) translation to an edge of the island and successive descent into the forming layer. The
49
vapor pressure above the pre-equilibrated islands would behave more like bulk during such
rearrangement. However such a system is not in equilibrium and will eventually reach the
equilibrium pressure if there is any molecular translation parallel to the surface in either the
layer below or the island. To deal with this situation, enough time for the layer to settle must be
allowed before the isotherm program assigns the equilibrium condition. As it stands, the only
option that handles this in the isotherm data collection program is to prescribe the length of time
for each data point to settle. The behavior can be avoided to some degree if P is chosen to be
small near the saturation pressure, and the gas is dosed from a large volume (see § 3.1 [p. 60]).
A 4He vapor-compression cryostat is used to cool the sample for volumetric adsorption.
The device drives a multistage expander which is fitted with a vacuum jacket, allowing it to
cool a sample to below 10K; a well–performing expander of this type is able to reach 8 K or
below. Such a temperature is certainly cold enough for the experiments performed herein.
The upper temperature range for adsorption measurements is limited by the high-temperature
(room temperature) side of the gas-handling system, because the sample should be cooler than
the rest of the system to ensure that the gas condenses on it rather than somewhere else. The
upper limit could be made to be higher than room temperature only by regulating the high
temperature side in its own enclosure. Of course, additional considerations would have to be
made to accommodate the capacitance diaphragm gauge, which must operate at a regulated
temperature of 45℃ and has no cooling mechanism. Measurements above 45℃ would require
some alternative pressure-measurement device, but at higher temperatures the integrity of any
valves and seals would also have to be considered. The effective range of this instrument is
therefore about 10 K to 290 K.
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2.3 Calibration
Many state functions to find n , the number of moles of a molecule in a system, exist, and
all are dependent on the temperature (T ), pressure (P ), and volume (V ). The adsorption
measurements in this study have independent variables V and T , where V is a fixed value
for a given configuration of the gas-handling system, and T is controlled at the head of the
cryostat (Figure 2.4 [p. 47]). The volume of the gas-handling system is calibrated by an ideal-gas
expansion (§ 2.3.1). Thermometers and manometers are calibrated by their manufacturers, and
the calibration is then verified by measurements at the liquid–vapor transition of several pure
substances.
For analysis, other calibration measurements are made, and the details about some of them
are provided in detail in other sections. Methane isotherms are used to determine the quality of
the adsorbate (§ 2.1 [p. 39]) and the surface area (§ 3.2.3 [p. 72]) of the system. The masses of the
adsorbate samples are measured with an analytical balance after adsorption measurements were
completed.
2.3.1 Helium Expansion
Each valve-separated segment of the gas-handling system has a volume that can be calibrated
by the expansion of the nearly ideal gas, helium at room temperature. Expansions are carried
out following the Boyle–Mariotte law, P1V1 = P2V2, for each of the volumes of the system. The
several volumes are added together, depending on which are open during the measurement.
When a valve is closed, the bellows and stem occupy some of the internal volume. Each valve
is oriented so that the bellows (and thus has a different displaced volume) is isolated within the
inaccessible volume when the valve is closed.
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The details of how the expansion is carried out depend to some degree on how the different
volumes are connected. In the expansion law, V1 may be comprised of two connected volumes,
VA and VB where VA is connected both to the vacuum and the torr head (Figure 2.4 [p. 47]) and
PB has a known volume, either previously calibrated with a primary standard or itself a primary
standard. In this case, P1 would be measured in VA+VB, and then VB would be isolated, and
VA evacuated. Then, P2 would be measured in VA+VB, and the Boyle–Mariotte law for this
expansion P1VB = P2(VA+VB) would be solved for VA. This process is repeated multiple times to
establish measurement uncertainty, which should be < 0.1%.
Because the amount of gaseous molecules must be determined for all of the parts of the
system, the dead space (Vdead, the volume of the cell that is not occupied by the substrate) of the
sample cell must be calibrated as well. It must be noted that the density of the adsorbate gas in
Vdead changes with temperature, a consideration that is detailed in § 3.1.1 [p. 60].
2.3.2 Preparing an Isotherm
The adsorbent sample that has been treated according to § 2.1 [p. 39] must be loaded into the
sample cell (Figure 2.4 [p. 47]). The sample cell consists of a copper cell and lid, which are
cold-welded together with indium wire to form a leak-tight seal over the entire temperature
range of the system. Because the sample has been baked to remove air-based contaminants, it
must be protected from the atmosphere. The sample is taken into a dry-atmosphere glove box
with the cell that has been previously cleaned, dried, and prefitted with its indium-wire seal. The
glove box is filled with ultra-high purity (UHP) argon, which is not strongly adsorbed and thus
can be easily removed in vacuum on the gas-handling system.
After the cell containing the sample is sealed, it is removed from the glove box. The cell is
checked for leaks using a helium leak-checking device, which employs a mass spectrometer to
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detect any helium that may be able to penetrate the seals.
The leak-free sample cell is then mounted on the cryostat and the gas-handling system (GHS)
and is evacuated to remove any remaining argon or helium until the base pressure of the system
is reached (§ 2.2.2 [p. 46]). The base pressure is measured by a sensitive ion gauge. At base
pressure, the capacitance diaphragm gauge (CDG) output voltage is set to zero according to the
procedure outlined in its manual.90
The software that is to control the adsorption experiment is given the following information
about the system:
• The pressure range of the gauge (corresponding to its 0 V to 10V output)
• The hardware locations of the control box and the temperature controller
• The identity of the controller
• The identity of the control-thermometer
• The quantity of gas to dose (P )
• The equilibration criterion (fixed time or pressure–time relationship)
2.4 Modeling
Comparison of the measurable macroscopic properties of the system to its microscopic behavior
is essential for the advancement of the basic understanding of molecular systems. Calculating
the behavior of a representative model system can provide insight to connect the molecular-
scale structure and dynamics of the system to the experimental measurements. For adsorption
systems, a model will often contain hundreds of atoms. Quantum methods are numerically
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complex, and their evaluation requires a great number of operations. A classical simulation
integrates Newton’s equations of motion over force fields that represent the atoms in such a
way that a variety of behaviors and properties can be evaluated for a system. The simulation
of the time dependent evolution of motion in the system is referred to as molecular dynamics
(MD, § 2.4.1). Classical MD can model physical interactions of particles and molecules well, and
requires many fewer computations than ab-initio methods.
Models were evaluated with the Materials Studio® software from Accelrys Software, Inc.91
Molecular dynamics simulations were performed with the Forcite package (§ 2.4.2) with the
COMPASS force field (§ 2.4.3 [p. 58]), and Materials Studio was used to produce input files and
visualizations of the models.
There are several possible approaches to investigate the molecule–substrate interaction
using molecular modeling. For single molecules, it is of interest to identify the lowest-energy
configurations of the adsorbed species in relation to the surface potential. One approach that
can probe a variety of possible molecule–substrate geometries would be to start with a single
molecule placed randomly on the model surface, and then finding the steepest potential gradient
to an energy minimum. In order to avoid local minima, many random initial molecule locations
are tried, until enough final energies are found to determine where global and local maxima
lie. Random placement guarantees that the molecule will be introduced to a variety of starting
locations on the surface.
By observation of a number of systems, it is apparent that molecular adsorbates favor final
configurations of high symmetry.35 Clearly, the relationship between molecular and surface
symmetry determines the final configuration. The knowledge that high-symmetry adsorption
sites are favored allows the model to be reduced to many fewer cases in which a molecule is
oriented at a few sites on the surface where minima in the interaction are most likely to be found
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(see Figure 1.7 [p. 14]). Thus, a molecule placed over such a site can be used as a probe through a
range of in-plane angles to identify minimum-energy orientations.
In real systems, both molecule–molecule and molecule–surface interactions contribute to
the adsorption potential, and so models with many molecules must also be made. With a
number of mobile species, molecular-dynamics techniques are used to investigate the individual
and collective behaviors of the adsorbate over time. Collective properties of the system, such
as long and short-range 2D-order (with respect to the other molecules and with the surface),
number of molecules per layer, extent of layering, and vertical density, can be investigated over
many-picosecond time scales that allow average behaviors to be identified. Of particular focus
in this study are the average areas-per-molecule, and the vertical density profile of single and
double layers of C2F6, C3F8, and C4F10 on both graphite and MgO.
2.4.1 Molecular Dynamics
Molecular-dynamics simulations are useful for large mixed phase systems like the adsorption
systems that are studied herein. Such simulations allow the study of behaviors that are
nonquantum in nature. Quantum computation may be used to parameterize the force fields
used in a MD simulation. However, the solutions to Newton’s equations of motion can be found
rapidly and the computation that were used to build the force field are not repeated once it is
defined.
A force field is a collection of parameters that provide a potential energy surface so that
behaviors of a model system can be predicted. The parameters are determined by assigning a
functional form to various types of interactions such as (not limited to) bending, stretching, and
torsion in bonded interaction and dispersion and Coulombic types of non-bonded interaction.
The force-field parameters can be assigned to individual atoms, types of atoms, or chemical
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functional groups so that the approximations used to simplify the description of a model can
be applied to a wide variety of molecular configurations. With the force-field parameters, the
software builds an energy expression V (R ) that is then evaluated in Newton’s equation of motion
by finding the force on an atom from the derivative of the potential energy,
Fi (t ) =mi ai (t ) (2.1)
 @V
@ ri
=mi
@2 ri
@t 2
(2.2)
where ri andmi are the coordinates and masses of a nucleus.91
2.4.2 Forcite
Forcite is a collection of routines that evaluates molecular mechanics of a simulated system with
one of the force fields available in Materials Studio. All of the simulations herein are built with
the Forcite package using the COMPASS force field (§ 2.4.3).
Geometry optimizations were performed on the molecules and the surfaces separately to
establish their structure before interactions are investigated. The surfaces are prepared in
accordance with guidelines established for similar models in the documentation accompanying
the software. Each surface is built from unit cells, and the geometry is optimized. The surface
is cleaved on opposite sides along the appropriate crystallographic axis, which exposes planes
for the adsorbates to interact with. In the other dimension, a vacuum slab is defined so that
molecules can be in the 3D vapor or adsorbed on the surface.
To approximate a large surface while operating within the limitations of the computer
hardware, periodic boundary conditions are defined. Periodic boundary conditions are a way
to connect one side of the rectangular prismatic model to its opposite side. For example, if an
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adsorbate molecule that is translating on the surface reaches the edge of the defined crystal,
it will continue translation, exiting the predefined boundary while simultaneously reentering
from the opposite side. Thus, a model adsorbate molecule does not come in to contact with any
edge, only a uniform distribution of surface atoms no matter how far it translates. The vacuum
slab is also periodic, and so any molecule that leaves the surface will not leave the system, but
will continue to effuse toward the opposite side of the crystal slab. Both sides of the crystal
having identically cleaved surfaces are exposed to the möbius-type vacuum arrangement, and
the thickness of the crystal and of the vacuum are such that molecules interacting with the
surface are not interacting with other molecules across the slab.
With the surface and the adsorbates prepared, the vacuum is populated with a number of
adsorbate molecules, and a molecular dynamics simulation is carried out. The ensemble that is
chosen for dynamics is the canonical ensemble (NVT), which constrains the number of molecules
(N ), the volume (V ), and the temperature (T ). This choice corresponds directly to the conditions
in an equilibrium adsorption measurement in its simplest representation. The experimental
conditions for equilibrium involve a closed system at regulated temperature.
Other ensembles are available for calculations, which can be ruled out based on their non-
relevance to the systems of this study. The constant-temperature, constant-pressure (NPT)
and constant-pressure, constant-enthalpy (NPH) ensembles allow the unit cell dimensions to
change and so can be immediately eliminated from consideration for these models. These are
inappropriate because the dimensions of the unit cell are defined in the plane of the adsorbate
by the crystal structures of graphite and MgO, and there is not a provision in the software to
constrain the variation to a single dimension. The microcanonical ensemble (NVE) is constructed
to solve Newton’s equations of motion, with conservation of energy within a constant-volume
system. In this set of equations, the temperature and pressure of the system are freely varied
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to maintain constant energy. For comparison with isothermal experimental measurements, a
particular temperature is selected; in order to compare isothermal measurements to models, it
is necessary for the model to be calculated at a particular temperature. The NVT ensemble is a
modification of NVE that includes terms to allow the system to exchange heat with a controlled
temperature bath.
At the beginning of the NVT calculation, molecular velocities are randomly selected by the
software to have a Maxwell-Boltzmann distribution at the chosen temperature. Solving Newton’s
equations of motion at each time step allows the exchange of kinetic and potential energy, and
so the resulting computed velocities will not retain the Maxwell-Boltzmann statistics. There are
a variety of ways to modify the resulting velocities so that they remain at constant temperature.
The Nosé–Hoover thermostat algorithm regulates the temperature in the models herein.92 In the
Nosé–Hoover formulation, the heat bath scaling term is a part of the equations of motion, so
that every component of the system is in contact with the constant temperature bath.
Long-range interactions are simplified with the periodic Ewald summation.93 The properties
of interest are the preferred orientations of molecules, the motions of the molecules on the
surface, and the adsorbate density as a function of z=Å (normal to the surface). Each of the
properties is affected by the number of molecules in the system and the temperature, so multiple
simulations are required for the establishment of trends.
2.4.3 COMPASS
The force field for themolecular-dynamics simulations is the condensed-phase-optimized ab initio
force field, COMPASS (condensed-phase optimized molecular potentials for atomistic simulation
studies).94 The parameters of the force field include many specific terms for alkane atom
types, including halogen atoms in various arrangements for halogenated alkanes. COMPASS
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was developed by Sun 94 ab initio computational methods to establish charge and valence
characteristics of the force field. The authors employed a validation process using empirical
methods to determine van der Waals parameters for the force field in the form of the Lennard-
Jones 9–6 potential. Extensive validation results for alkane properties were presented within the
publication describing the force field,94 which has since been shown to predict the properties of
condensed-phase systems well, including perfluorinated alkanes.95
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Chapter 3: Data Analysis
3.1 Data Treatment
The data that are taken during an isotherm are initial and final pressure (P i, P f). The several
volumes of the gas-handling system are measured before or after an experiment, and the
temperature of an experiment is controlled and measured at a separate location. These data are
then reduced to express the amount adsorbed (nads in moles) as a function of chemical potential
[( 0)=kB = T ln (P =P0)] with the reference 0, the chemical potential of the bulk material
having saturated vapor pressure (SVP) P0. All measurements herein are referenced to 0 and the
chemical potential will be abbreviated to  0 in Kelvin.
3.1.1 Dead-Space Correction
The amount adsorbed in volumetric adsorption can be expressed generally by finding the
difference between the total amount of gas that was introduced to the system and the amount
that remains in the gas phase after equilibration with the surface. The total amount of gas and
adsorbate in each part of the system is known and does not change once the initial dose has been
measured:
n total,f = n total,i .
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In general terms, for a given dose of index n, some gas is admitted into the dosing volume and is
measured (nVdose,i,n):
nVdose,f,n+nVdead,f,n+nads,n = nVdose,i,n+nVdead,f,n 1+nads,n 1.
When Valve 1 is opened to allow the gas-phase molecules to equilibrate with the surface, the
amount that is adsorbed can be determined from the measurements that have been made.
nads,n = nVdose,i,n  nVdose,f,n   (nVdead,f,n nVdead,f,n 1) +nads,n 1
+nVdose,i,n 1 nVdose,f,n 1  (nVdead,f,n 1 nVdead,f,n 2)+nads,n 2
+ …
+nVdose,i,1  nVdose,f,1   (nVdead,f,1 :0nVdead,f,0) +:0nads,0 .
Algebraic simplifications are made, so at a given adsorption step the equation for nads simplifies
to
nads,n =
 nX
1
nVdose,i,n nVdose,f,n

 nVdead,f,n. (3.1)
Having kept this assessment of the amount adsorbed in terms of n , any equation of state
based on P , V , and T can be substituted in Equation 3.1 to determine nads. For example, if
PV = nRT were chosen, the dead-space correction becomes
nads,n =
 nX
1
Pn
Vdose
RT

 P f,nVdeadRT . (3.2)
In most cases, the Vdead=T term is small compared with the Vdose=Troom term. However, in
cases where little adsorption occurs, or when the sample temperature is very low, the resulting
correction is significant, and a closer look must be taken at how the temperature of the dead
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Figure 3.1
Dosing and dead space volumes for the gas-handling system. Red (left side) is Troom. Blue (right
side) is sample T < Troom. If it is supposed that Vdead is at a uniform temperature, dead space
corrections will account for too much volume of dense (colder) gas (top). A more accurate
representation is shown having a temperature gradient across the capillary (middle). However
such a model unnecessarily complicates the correction, which can be simply represented by two
discrete temperature zones due to the small total volume of the connecting capillary (bottom).
space is represented. As Landry pointed out,96 the model of Equation 3.2 represents all of
the volume past the sample valve as held at the sample temperature. However, part of the
dead-space volume is connected externally from the cryostat to the room-temperature side of
the gas-handling system (Figure 2.4 [p. 47]), forcing a temperature gradient across the capillary
connecting the volume within the cryostat. A first-order correction to the behavior of the
temperature is illustrated in Figure 3.1, which is simply to divide Vdead into two temperature
zones. To determine the volume that remains at room temperature during an experiment,
a helium expansion (§ 2.3.1 [p. 51]) is first performed without cooling to determine the total
volume, Vdead. A calibration is then performed starting with Vdose at pressure P i. Valve 1,
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connecting the sample, is opened, and P f is then measured in the volume (Vdose+Vdead):
Vdead =Vdose 

Pi Pf
Pf

.
During experiments, the sample volume is held at various temperatures below room
temperature. If the entire dead space were cooled, the density of gas within the entire volume
would increase, lowering the pressure measured in the system by an amount predictable by the
ideal gas law as in Equation 3.3.
P (T ) = Pi 

Vdose+Vdead
Troom



Vdose
Troom
+
Vdead
T
 1
. (3.3)
The prediction would give a lower value than the experimentally measured pressure unless it is
supposed that only a part of the dead space volume were cooled (Figure 3.2). The model used to
better predict the behavior separates the dead space into a part with variable temperature, which
will be called V 1dead, and a part that remains at room temperature, V 0dead (see Figure 3.1):
P (T ) = Pi 

Vdose+Vdead
Troom



Vdose+V 0dead
Troom
+
V 1dead
T
 1
. (3.4)
To quantify the volumes V 0dead and V 1dead, the volumes Vdose and Vdead are filled with helium and
the sample cell is cooled. The valve connecting the sample volume Vdead to the dosing volume
remains open, and pressures are measured at several temperatures. Equation 3.4 is used to fit
the result to determine the Vdead divided volumes at constant temperature V 0dead and sample
temperature V 1dead. When a new sample is introduced, V 0dead does not change; it is only necessary
to characterize a given sample cell one time if its total configuration is not altered. Once V 0dead
has been determined for a given sample cell, a measurement of the total dead space at room
temperature Vdead is all that is needed to proceed with calculations.
63
70
75
80
85
90
95
100
50 100 150 200 250 300
G
as
 
ha
n
dl
in
g 
sy
st
em
 
pr
es
su
re
 
/ t
o
rr
Temperature controller set point / K
Figure 3.2
Modified dead-space fit showing the V 0dead correction. Pressure–temperature fit (blue dash,Equation 3.3) is compared with V 0dead corrected fit (red line, Equation 3.4). Data points (reddiamonds) represent direct pressure measurements of a given amount of helium in the closed
gas-handling system (open to the cryostat) at several temperature set points. P i = 98.10torr,
Vdose = 44.82cc, Vdead = 3.63cc, V 0dead (from curve fit)= 1.11cc
64
Substituting Vdead = V 0dead +V 1dead and assigning V 0dead to be held at room temperature in
Equation 3.2 [p. 61] yields the modified dead-space equation:
nads,n =
 nX
1
Pn
Vdose
RT

 P f,n

V 0dead
RTroom
+
V 1dead
RT

(3.5)
or, in general terms expressed as a function of n in the several regions of the gas-handling
system,
nads,n =
 nX
1
nVdose,i,n nVdose,f,n

  nV 0dead,f,n+nV 1dead,f,n .
3.1.2 Thermal Transpiration
It was seen in § 3.1.1 [p. 60] that a temperature gradient across a tubemust be treated purposefully
if accurate data reduction is to be made. Such a thermal gradient does not just affect the gas
density in different regions. In a case where the mean free path of a molecule is greater than one
percent the diameter of a tube, any temperature gradient along the tube will cause a pressure
gradient that must be accounted for.97 In the gas-handling system, there are at least two instances
where a thermal gradient exists across a tube. Clearly the transition from room temperature
to the low-temperature sample in the cryostat is a gradient. Additionally, the capacitance-
diaphragm gauge (CDG) manometers used are maintained at an elevated temperature and are
connected to the system by a tube with diameter d  5.1mm. The subject of the CDG represents
the majority of reports on thermal transpiration corrections found in the literature.98,99
The transpirationmodel that is chosen in this study is the Šetina modification99 of the Takaishi
and Sensui relation:97 This is based on comparisons by Daudé et al. 98 and is a representation
that involves a scaling of the tube diameter over the mean free path as depending on the kinetic
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Table 3.1
Molecular diameters of C2F6, C3F8, and C4F10. The molecular diameters (D ) found from gasphase viscosity () data measured at 760 torr and 0℃ (Equation 3.6).100
Molecule =µPa s D =pm
C2F6 13.64 630.0C3F8 12.5 716C4F10 12.19 769.1
diameter of the molecule, D , with massm , which appears in the equation for mean viscosity :
=
5
16D 2
vtmkBT

. (3.6)
As a general modification to the Takaishi and Sensui model, the tube diameter d is taken to be
an effective diameter, with d =/  th (with molecular mean free path  and mean thermal
molecular velocity  th =
Æ
8kBT =m). The molecular diameters D of C2F6, C3F8, and C3F8 based
on viscosity (solving Equation 3.6) are reported in Table 3.1.
In any representation, the ratio of pressures R = P1=P2 in volumes at different temperatures
T1 and T2 approaches the Knudsen ratio RK =
p
T1=T2 in the low pressure limit. Daudé et al. 98
conveniently expresses a general form of thermal transpiration expressions:
R  1=  (x )(RK  1) with  (x ) =  x 2+ x + f (x ) 1 , (3.7)
where x = P2d = th is proportional to pressure;  and  are semi-empirical; and ,  , and
f (x ) are provided by the various formulations of the model. The average values of viscosity 
and mean thermal molecular velocity  th are taken at the mean temperature, T = (T1+T1)=2: A
third semi-empirical parameter, , appears in f (x ) = px +1 in the Šetina formulation. For for
the Šetina model, the unitless parameters ,  , and  are 0.0293, 0.292, and 0.238, respectively.98
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Figure 3.3
Thermal transpiration correction for C2F6. The plot shows the ratio of corrected pressure tomeasured pressure in lnP and T  1 decreases with temperature and pressure. The gauge reading
of a CDG is gas-independent, however at low pressure in a system at non-uniform temperature
thermal transpiration must be accounted for. At very low pressure, the ratio approaches the
Knudsen value, RK = P2=P1 =
p
T2=T1. At intermediate pressures, where the mean free path of
the molecule is within two orders of magnitude of the tube diameter, a functional correction can
be applied (Equation 3.7). In the determination shown in this plot, the approach proposed by
Šetina 99 is chosen to exemplify the correction.
The expression  (x ) (Equation 3.7) is termed the degree of thermal transpiration.
A plot of the ratio of the actual pressure of the low temperature cell to the measured pressure
at room temperature for C2F6 is found in Figure 3.3. For the  1.0mm capillary, it can be
seen that transpiration corrections can have quite a significant bearing on the data. However,
even a small temperature difference [such as at the torr head (CDG) which is held at around
318K with a 5.3mm effective tube diameter] could cause as much as 3.5 % deviation between
measured and actual pressure.98 In this work, both the torr head and sample-cell temperature
gradients are accounted for to correct for system pressures in determining nads. It should be
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noted, however that the density of the gas in the torr head is considered to be the same as in the
room-temperature volume, unlike the treatment of Vdead discussed in § 3.1.1 [p. 60].
3.1.3 Data Reduction
Volumetric adsorption measurements are discrete, and the derivative @n=@P is required for
several analyses. The numerical derivative (nads =P f) must be used for discrete data, however
some preparation of the raw data is required before a numerical derivative is taken. Namely, a
curve-fit of the data can be used to provide closely spaced data points that faithfully reproduce
the measurements. From the fit, a  that is smaller than the separation between the raw data
improves the accuracy of the numerical derivative.
Ideally, an analytical model would exist that could be fitted to adsorption isotherms. However,
existing models of isotherms (Langmuir–Freundlich, Brunauer–Emmett–Teller (BET), etc.) are
not suitable for complete description of multilayer adsorption. Practically, the balance of
molecule–molecule and molecule–surface interactions is too widely varied for such a model to
have universal applications to adsorption.31,101 Isotherms are always monotonic, only increasing
in chemical potential and in coverage, and a steep vertical step is observed inmanymeasurements.
So, a numerical technique is chosen so that (1) the details of layering can be preserved, (2) a
reasonable numerical derivative can be taken, and (3) no conflict with the physical behavior
of surface adsorbed molecules is introduced. These conditions can make satisfactory fitting a
challenge.
The curve-fitting algorithm must be able to accurately represent the adsorption data and
meet the restrictions of the physical behavior of adsorption isotherms. The “Smooth” curve fit
in the commercial data visualization software Kaleidagraph102 (KG) was chosen over several
other possible functions (Figure 3.4). The fitting algorithm is a modified interpolation of the type
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Figure 3.4
A comparison of curve fits in Kaleidagraph (KG).102 Cubic Spline, Weighted, and Interpolate
type fits are routines that can be found across many different graphical analysis packages, since
they are standard types. Top left: Cubic-spline fits produce piecewise polynomials to connect
data points and require a continuous derivative where polynomials connect. As can be seen, the
cubic-spline fit to this data is not monotonic in coverage (#). Top middle: In KG, the Weighted
fit is a LOWESS, or locally weighted least squares method which has trouble representing these
adsorption data. Top right: The Interpolate curve fit in KG also passes through data points but
is made to match the slope of the data at the data points.103 As can be seen, for this data the fit is
an improvement over cubic spline and is certainly will reproduce the raw data. However, for
noisy data the Interpolate curve fit is not suitable because it has no parameter for weighting
data and so KG provides a modified version which they call Smooth. Bottom: The KG Smooth
fit is an interpolation based on Stineman that has been modified with a weighted smoothing
window. As can be seen, the number of data points (increasing from left to right) in the fit
affects the degree to which data are smoothed, which provides an advantage when the data set
is noisy. This versatile method was used for treating all of the data in this work.
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described by Stineman.103 Fit values are generated by the interpolation and are then modified by
a coefficient produced by a window of 10 % of the fit values. The weight applied to the values is
(10 1=N )I , where 2N is the number of points in the window and I is the distance from the center
of the window.
For analysis, isotherm data are divided into subsets corresponding to a given layer. The
Smooth fit is applied to each layer, and 1000 fit-values are produced for each layer and stored.
The isotherm is then pieced back together, and further analysis is carried out.
3.2 Isotherm Analysis
Reduced data are analyzed to determine the thermodynamic quantities and physical properties
of each system. This analysis is scripted in Python, with the packages SciPy104,105 and NumPy106
for numerical analysis. Matplotlib107, KaleidaGraph102, and the LATEX108 package TikZ/PGF109
are used to produce graphics and plots. Development of the script was performed with the
python(x,y) 2.7.6.1 scientific Python distribution (Python 2.7.6),110 which includes the Spyder
2.2.5 development environment.111
3.2.1 Saturated Vapor Pressure
In this work, the reference chemical potential for adsorbed phases is chosen to be the equilibrium
potential of the bulk condensate measured as its vapor pressure at a given temperature. It
is therefore important to determine the sample temperature accurately. Thermometers on
the sample stage have the limitation of not being in direct contact with the sample itself;
and although the cell containing the sample is made of high-thermal-conductivity copper, a
temperature gradient exists across the cell. The thermometers therefore can maintain the sample
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Table 3.2
Antoine parameters for the gases studied, calculated for T =K and P =bar46
T range
Molecule A B C Lower Upper
C2F6 3.980 13 677.112 −24.506 179.96 195.21C3F8 4.088 56 842.613 −30.023 193.78 236.81
C4F10
4.142 50 982.586 −33.624 233.27 269.24
3.791 36 820.058 −54.311 223.22 259.94
at a certain temperature, but that temperature might be different than what is measured. The
most direct probe for the average sample temperature is the vapor pressure, which can be related
to temperature with a variety of models. The fitted parameters for a variety of models are
available in tabulated literature.
Table 3.2 contains parameters for a popular P–T model derived from the Clausius–Clapeyron
relationship, the Antoine equation, log10P =A B=(T +C). The Antoine model is valid only over
limited temperature ranges, and often temperature ranges of data that are reported are within a
convenient pressure range for the investigator. Models with four parameters seem to be a better
fit for P–T relationships, and among the many reports of these models, one was found that
included parameters for the molecules of interest to this study. Parameters for C2F6, C3F8, and
C4F10 covering near-complete ranges from the triple points to the critical points are taken from
Sanjari 112 (Table 3.3) and used throughout the analysis.
Solid vapor-pressure relationships for these molecules are not available in the literature; when
needed (for comparison of experimental SVP to bulk temperatures), the Clausius–Clapeyron
relation
dPs =dT
dPl =dT
=
H s v
H l v
is used to calculate d(lnP )=d(T )js v from Table 1.3 [p. 18].113 Most of the C2F6 isotherms were
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Table 3.3
Sanjari P–T parameters for the gases studied, for T =K and P =bar112
Molecule Tmin Tmax Tc Pc a b c d
C2F6 173.1 292.4 293.03 30.48 9.6641 −11.8067 −9.1454 2.1381C3F8 125.4 343.9 345.02 26.4 10.446 −12.5596 −9.62 2.1045C4F10 189.0 386.3 386.33 23.234 11.8276 −14.5094 −12.4181 2.6806
measured in the 3D solid–vapor coexistence range; their experimental SVP–T values agree with
data calculated by this method.
3.2.2 Adsorption Layer Potential
The volumetric adsorption measurements in this study are taken only when the 3D vapor
pressure is in equilibrium with the adsorbed (2D) layer or, after many layers have completed, the
3D condensed phase. At a given temperature, adsorption will occur when the chemical potential,
, of the adsorbed phase of the species is in equilibrium with its gas phase
2D =3D
where  0 =RT ln (P =P0) for the ideal gas.
3.2.3 Area per Molecule
The surface area occupied by a single adsorbed molecule is a fundamental property of an
adsorbent–adsorbate system, and its determination is groundwork evidence for describing
and determining the adsorbed phase and structure. The surface area (A) of the substrate can
be determined by reliable methods, and so if one knows the number of molecules adsorbed
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Figure 3.5
Point B surface area determination as defined by Wu.114 The number of molecules adsorbed at
point B for CH4 is  43µmol, and for C3F8  19µmol. The area per molecule (APM) of CH4 onMgO (17.74Å2) is used to determine the APM of C3F8 on MgO in the figure, about 40Å2.
at monolayer completion (n#=1ads ), the area per molecule (APM) can be readily determined as
APM = A=n#=1ads . One will often find mention of the BET method for determining the specific
surface area of a surface (m2 g−1), often using N2 or Ar. However it has been pointed out that,
even for isotherms with well-defined layering behavior, the use of the BET model can predict
monolayer coverage in error by as much as 10 %.114 The Point B method has been shown to
provide accurate surface-area determinations as surmised by Halsey and justified by Wu.114,115
The repeatable method of finding Point B is to fit two straight lines to the data, one on the
steep portion of the monolayer riser and the other to the nearly horizontal region at pressures
above the layer deposition (Figure 3.5). These regions correspond to qst(#) (see § 3.3.1), where
# < 1 and # > 1 and the values of qst increase before Point B, then decrease rapidly, and are much
lower in the horizontal region of the isotherm.
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Figure 3.6
The 2D unit cells of methane adsorbed on the graphite basal plane and MgO (100). The unit
areas for CH4 on the respective surfaces are determined by the in-plane lattice parameters of thecrystals because the adsorbed molecules occupy regular lattice sites on the surface. Left: CH4on graphite, 15.74Å2. Right: CH4 on MgO, 17.74Å2. Images fromThomy et al. and Lareseet al..116,117
Having determined the number of molecules adsorbed, the total surface area of the sample
can be determined. Frequently, an inert gas like N2 or Ar is used; however, the packing of
these molecules is inconsistent among different surfaces and so will not yield the accurate
measurements that are needed for this study. The area per molecule (APM) of methane on
graphite and on MgO at 77 K are not directly dependent on the diameter of the molecule.
Methane forms a commensurate lattice on these surfaces, and so the area occupied by a single
molecule is determined by the unit cell of the 2D facet. The shape of these unit cells is shown in
Figure 3.6.
A methane isotherm is measured, and the total surface area of the sample is determined by
the Point B method. As isotherms of other adsorbates are measured, the surface area determined
by methane isotherm is used to determine the surface area per molecule of the adsorbate. For
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example, Figure 3.5 shows a C3F8 isotherm with surface area per molecule of  40Å2, about 2.3
times the CH4 surface area on MgO, 17.74Å2.
3.3 Structure and Dynamics
3.3.1 Isosteric Heat of Adsorption
The isosteric (or constant-coverage) heat of adsorption, qst(#), can be derived from the Clausius–
Clapeyron relationship, giving a set of equations for determining heats and entropies of the
adsorption system. It is be useful to think about the isosteric heat over an entire isotherm at a
given temperature. The heat is the energy released by the system upon bringing the adsorbates
from infinite separation onto the surface (positive q =) exothermic)
qst = RT
2@(lnP )
@T

#
 RT 2(lnP )
T

#
(3.8)
which should approach the value for bulk condensation as coverage # gets larger (many layered)
and behaves more like the bulk condensate.118 Experimentally, the evaluation requires the
numerical derivative of pressure as a function of temperature, and so isotherms closely spaced
in temperature can be taken so that T is small enough to be used in the argument. As
measured, data points on each isotherm are spaced as they appeared during collection, and a
comparison between isosteric points (at a given coverage #) is only possible if the data is first
fitted. Because @[ln (P =Pref)] and [ln (P =Pref)] are differences, the actual choice of reference
state Pref is inconsequential.
An adsorbate that wets the surface (forms discrete layers with surface contact angle  0°) will
form at least one complete monolayer of molecules before any molecules begin forming a second
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layer.101 This is observed as a step in the nads(P )jT data. To locate the pressure of formation for a
given layer n, a numerical derivative is taken of adsorption coverage as a function of equilibration
pressure. The derivative, @n=@P is approximated by n =P as described in § 3.1.3 [p. 68].
The derivative peaks are generally symmetric, and are represented well by Gaussian or
Lorentzian (Cauchy distribution) lineshapes. It is coincidental that the curves fit the derivative
and they are not a model with physical meaning. The approach is a systematic method to
identify where the same feature in each isotherm trace appears. Even though the lineshape is
not physically meaningful, applying the same functional fit to each derivative is a reproducible
measure of the riser location. The choice the derivative peak center as the location of the
monolayer may itself introduce systematic error. For example, the monolayer isostere (constant
coverage) in this work is defined to be the center of the derivative peak for the monolayer riser,
however the surface density is not necessarily constant at this point over a range of temperatures.
The adsorption step at several temperatures is fitted with the Clausius–Clapeyron relation
where the slope and intercept A and B
lnP (n) = A(n)
T
+B (n)
are used to calculate thermodynamic quantities. The heat to remove an adsorbate to infinite
separation,
q (n)st = RA(n),
for a given layer (n) is found. The isosteric differential enthalpy and differential entropy,
H (n) = R(A(n) A(SVP))
and S (n) = R(B (n) B (SVP)),
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of an adsorption layer n are referenced to the bulk condensate SVP.H (n) andS (n) are reported
at a constant coverage (stere), #(n) found from the peaks fit to the derivative.
3.3.2 Isothermal Compressibility
Isothermal compressibility is a measure of how the molecules on the surface are densified with
changing chemical potential K2DT =
 
@A=@

T
.119,120 The function with experimental values of
the total surface area of the sample (A=m2), pressure (P =torr), quantity adsorbed (n=mol), and
temperature (T =K)
K2DT =
A
NAkBT
P
n2

@n
@P

T
is evaluated with kB=(m3 torrmol 1K 1), and K2DT has units of [length]/[force].82
The 2D compressibility of the adsorbed layer is directly tied to the sharpness of the adsorption
step, (@n=@P )T . It has been shown that phase transitions in the adsorbed layer can be observed
by monitoring the shape of the peak height and width with temperature.119 To decide the height
and width of a particular K2DT peak, a function is fitted to the data. The peak height and
full-width at half maximum (FWHM) are extracted. However, the compressibility measurement
is often conflated with a large background, and so a subtraction must first be performed so that
the fit is able to be compared properly at different temperatures. Typically, a polynomialPai x  i
of first or second order is used, and the limits of the subtracted data are cut off relatively close to
the peak to ease the fit after subtraction.
Larher pointed out118 that the slope of an isotherm trace is nearly vertical in a region of the
phase diagram which corresponds to a first-order condensation of the 2D-vapor to the 2D-liquid
(L + V), or the 2D-solid (S + V). By plotting the inverse of the slopes of a set of isotherms,
boundaries between the S + V and L + V (the 2D triple point T t,2D) and between L + V and the
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Figure 3.7
Identification of a 2D phase transition from isothermal compressibility as a function of
temperature. Larher demonstrated118 that the shape of an adsorption trace changes above the
2D critical point (Tc,2D). The isotherm plots of argon adsorbed on cadmium (II) chloride (left)
and the analysis of their maximum inverse-slopes (right) indicate Tc,2D = 72.8K. Below Tc,2D,
the vertical portions of the isotherm traces are nearly vertical, in the region of
2D-liquid–2D-vapor coexistence in the second layer. The inverse-slope of the isotherm trace is
proportional to the height of the isothermal compressibility (K2DT ) peak for a layer (§ 3.3.2). A
change in the K2DT peak widths as a function of temperature accompanies the change in peak
heights as the trace of the isotherm changes little in pressure within the condensed phase
region, transitioning to broader, shorter peaks above Tc,2D.
2D hypercritical fluid, F, (the 2d critical point Tc,2D) can be identified. The boundary appears as
a change in the slope of the plot of the inverse-slopes of the isotherm traces (Figure 3.7). The
width of the K2DT peak (FWHM) at temperatures above and below a phase transition likewise
depends on the phase of the layer, having sharper (narrower) peaks in regions of a condensed
phase, which broaden above the transition temperature.
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Chapter 4: Results
Volumetric isotherms were performed on the clean surfaces of the graphite basal plane and
MgO (100). Adsorbates C2F6, C3F8, and C4F10 were investigated in temperature ranges corre-
sponding to the monolayer pressure ranges available for measurement (§ 2.2.2 [p. 46]). The
temperatures investigated are summarized in Table 4.1. Measurements of C2F6 are largely made
in the bulk solid temperature range. The C3F8 and C4F10 measurements lie entirely in the 3D
liquid range between the triple and critical temperatures. The vapor pressure of the monolayer
approaches the detection limit of the instrument at the lowest temperatures reported.
Monolayer phase transitions occur at temperatures that can often be predicted from bulk
transition temperatures. Transitions of Tc,2D, the 2D liquid–critical-fluid (l–f) type typically
occur around 0.4 Tc,3D. The 2D triple point is a vertical line in the (, #) representation of the
monolayer. It is more accurately described as a quadruple point, 2D Vapor 2D Liquid
2D Solid 3D Vapor.121 The transition is typically found with the ratio T t,2D=T t,3D = 0.7.
Table 4.2 contains a summary of where these transitions are predicted for C2F6, C3F8, and C4F10.
The bulk phase of C2F6 has been shown to expand significantly as a function of temperature
(§ 1.4 [p. 19]). In two dimensions this might be observed as the expansion of area of the substrate
that is occupied by the 2D phase. This can be expressed as the surface area per molecule (APM).
In two dimensions, the projected surface area of the molecule is smaller than the APM, with
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Table 4.1
Summary of experimental temperature and pressure ranges measured in this study. Shown are
the lowest and highest temperatures and pressures measured, and associated (3D) T t, Tc, P t,
and Pc. Critical values are from NIST Web book except for  determined using parameters
proposed by Sanjari.46,112
Graphite MgO
lower upper lower upper Triple Critical
T=K
C2F6 116.1 195.6 112.5 170.0 173.08 292.9
C3F8 146.4 230.0 138.1 188.0 125.45 345.03
C4F10 169.3 218.9 145.0 202 144.96 386.3
P=torr
C2F6 0.272 800.0 0.132 157.2 197.87 22800
C3F8 0.546 566.5 0.154 42.8 0.0151 20100
C4F10 0.467 48.6 0.0201 15.5 0.0171 17500
Table 4.2
The ratios of 2D transition temperatures to their respective 3D counterparts. 2D s–l–v triple
point T t,2D=T t,3D = 0.7. 2D l–f critical point Tc,2D=Tc,3D = 0.4. Observe the unusual situation
with C2F6 where the expected temperatures of the 2D transitions are inverted. This is notpossible physically, but it appears in the prediction because of the relatively narrow range of
liquid temperatures for bulk C2F6 (Table 1.3 [p. 18]).
Expected Expected
Adsorbate T t,3D Tc,3D T t,2D Tc,2D
C2F6 173.08 293.03 121.16 117.21C3F8 124.85 345.1 87.395 138.0C4F10 144.96 386.35 101.47 154.54
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vacant analogous to spherical or other packing in three dimensions. The areas measured using
the Point B method (§ 3.2.3 [p. 72]) are collected in Figure 4.1.
4.1 Experimental Results
4.1.1 C2F6 Perfluoroethane
C2F6 on Graphite
Previous X-ray and heat capacity studies of perfluoroethane adsorbed on graphite have been
focused in the temperature range of the 2D solid (§ 1.4.2 [p. 29]). In this study, the range of
temperatures investigated are generally below the bulk triple point, a region where a liquid
monolayer is likely. Two distinct layers appear in the volumetric adsorption isotherm of C2F6 on
graphite throughout the temperature range studied, 116.1K < T < 195.6K (Table 4.1).
As noted above, an adsorbed monolayer can exist in the (2D) liquid phase at temperatures
below the 3D triple point. Previous studies suggest that many monolayer molecular solids melt
at around 0.7 T t,3D. A few measurements were made just below 0.7 T t in this study, where the
monolayer condensation occurred at pressures as low as 3 10−3 torr. For the monolayer in the
range of this study, there is no evidence of a phase transition occurring here thus it is assumed
to be above the 2D melting temperature (Figure 4.2). The Clausius–Clapeyron plot in Figure 4.2
identifies the 3D liquid–solid phase boundary from T t to 0.7 T t as a reference. The first and
second layers’ chemical potentials are referenced to this curve because the 2D liquid phase exists
below the bulk triple point.
In Table 4.3 [p. 84], the thermodynamic quantities for each layer are given. The differential
enthalpy of the monolayer in relation to the bulk phase (H (1)) is consistent with monolayer
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Summary of C2F6 on graphite. Left: Clausius–Clapeyron phase diagram. Vertical (P ) error barsrepresent the FWHM of the numerical derivative. Horizontal (T ) error bars are the difference
between two sample thermometers, an overestimate of the error. Bulk phases are noted in the
C–C diagram, above the saturated vapor pressure. Saturated vapor pressure of the 3D liquid are
orange circles, 3D solid SVP are dark orange squares. The layer transition data points are n = 2
(purple triangles) and n = 1 (blue diamonds). Top right: First and second layer coverage nads as
a function of  0 in units of reduced coverage #CH4=#C2F6 . Crosses indicate experimental datapoints; the solid line is the analytical fit to the data. Middle right: Isosteric heat of adsorption.
Bottom right: FWHM of layer K2DT . Filled blue circles are first layer widths, red upright
triangles are second layer widths.
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Table 4.3
Thermodynamics of C2F6 on the graphite basal plane. The thermodynamics of the layers arereferenced to the bulk-liquid–vapor coexistence values, which are calculated with data points
measured at temperatures above the bulk triple point.
n A(n) B (n) Q (n)=kJmol−1 H (n)=kJmol−1 S (n)=J mol−1 K−1
1 2470.5 36.9 14.041 0.242 20.541 0.307 −2.949 0.313 28.804 2.046
2 2188.7 20.4 17.543 0.145 18.198 0.169 −0.606 0.181 −0.312 1.260
1 l 2115.8 7.6 17.505 0.042 17.592 0.063 0.000 0.090 0.000 0.499
1 s 2342.3 13.5 18.937 0.097 19.475 0.112 −1.884 0.129 −11.903 0.882
formation; the heat of liquid monolayer formation is greater for the 3D liquid–solid H l s.
Molecule–substrate interaction stabilizes the monolayer.
The monolayer area per molecule (APM), like the 3D unit volume, increases with temperature
(Figures 4.2, 4.1). There appears to be a range of temperatures where @ (APM)=@T is small. Below
127K, the APM seems to begin to decrease rapidly as temperature decreases, possibly headed for
a solid phase with a value near 23.5 Å2 as predicted by Bruch.1 In the range with little change
in the volume with temperature, the experimental area for a single C2F6 molecule is found to be
31Å2. On graphite, this corresponds to a nearest-neighbor distance of 6.0 Å.
The entropy of adsorption of the C2F6 monolayer on carbon is positive, indicating an increase
in the number of microstates available to the molecule compared to the reference bulk liquid.
The C2F6 molecule is considered to be nearly octahedral like SF6, because of the short C C
bond. Considering the similarity in projected area between having the C C axis perpendicular
versus parallel to the surface, it is reasonable to suggest that a C C parallel molecule can tilt
to a more perpendicular orientation on the surface potential. The surface potential introduces
an energy difference between orientations on the surface, which allows a degree of freedom
different from those found in a bulk liquid phase. In the 3D liquid, the interaction potential is
strictly determined by molecule–molecule interaction. Naturally on a surface, the coordination
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symmetry is broken which increases the entropic contribution of molecular orientation. If the
adsorption potential were much stronger in one or the other position, the entropic contribution
to the free energy would not be as large because the population in the non-favored state would
be much smaller, thus reducing the number of accessible configurations. This behavior can also
be compared to the molecular bulk solid just below the triple point which exhibits a decrease in
the entropy compared to the bulk liquid. The 3D β-solid does exhibit rotation and translation
about the lattice site (§ 1.4.2 [p. 27]), however the molecules in the bcc lattice are in octahedral
potentials, which are nearly symmetry-equivalent to the molecule. The symmetry breaking
introduced by the surface does not have an analog in the 3D solid, and so any stabilizing effect
like the molecule–substrate interaction does not contribute to the free energy of the bulk.
The differential enthalpy (H (2)) for the formation of a second layer is favorable—relative to
the chosen reference of the bulk liquid. The second layer becomes less distinct near the higher
temperatures. There appears to be a marked increase in the second layer compressibility (K (2)2DT )
as temperature increases. The verticality of the second layer risers in the adsorption isotherms
support this.
The experiments in this work extend measurements to higher temperatures than those
made with IR, neutron scattering, heat capacity, and X-ray scattering reported in the literature
(§ 1.4.2 [p. 29]). A comparison to the existing proposed phase diagram (IR) of Figure 1.17 [p. 31]
is shown in Figure 4.3. The previously discussed measurements address the low coverage vapor,
the monolayer liquid, second layer liquid, and the flat “F” solid in the second layer shown
in Figure 4.3 (see also § 1.4.2 [p. 29]). The phase diagram that suggests that a transition to a
tilted-incommensurate (“TI”) from “F” may occur at the lowest temperatures reported here. The
slope @ (APM)=@T of the APM Figure 4.1 [p. 82], at 125 K shows some indication that the film
may become more dense at lower temperatures.
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Comparison of C2F6 on graphite with an existing phase diagram. In the study to be compared,the phase diagram is presented in  0 relative to the bulk β-solid transition.74 The authors
consider their diagram to have three distinct solid phases. The “F”-labeled (flat solid) region of
the monolayer is said to represent a solid with its C C axis approximately parallel to the
surface. In color, superimposed over the previous diagram, are the measurements of this study
at their various temperatures. Coverage in units of nadsCH4=nadsC2F6 as a color map isoverlaid as a visual comparison to the other research.
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The comparison displayed in Figure 4.3 (which can be viewed on its own in Figure 1.17 [p. 31])
has a phase transition marked between the tilted-incommensurate “TI” and flat “F” phases. The
reported feature of this transition is an Ising-like, order–disorder transition, speculated to
be associated with fluorine-dipod–down (tilted) incommensurate C2F6 solid. The long-range
ordering of molecular tilt is considered to be the mechanism of this nominally flat-to-tilted
transition. Spacing of the centers of mass of the molecules is not seen to change during this
transition, and no evidence is observed in the 2D isothermic compressibility K2DT . In addition
to IR experiments, evidence of the transition has been reported in heat capacity and 19F nuclear
magnetic resonance (NMR) studies.76,77 Unfortunately this Ising transition discussed in these
studies cannot be sufficiently probed using the volumetric isotherms here, specifically because
of the low-pressure limit of the measurements. However, the measurements reported here are
not in conflict with an order–disorder transition.
The IR study from which the diagram of Figure 4.3 was taken does not clearly state how
the transition line at low chemical potential was assigned experimentally. Most likely, the line
divides the low pressure 2D-vapor from coexistence phases with 2D-solids below 118K and the
2D-liquid (which also is not labeled) at higher temperatures.
C2F6 on MgO
Volumetric adsorptions isotherms of C2F6 on MgO (100) were measured in the temperature range
112.5K < T < 170.0K (Table 4.1 [p. 80]). The range, from 0.65 T t almost to the the triple point
(T t = 173.08K), typically corresponds to the 2D liquid.
A monolayer clearly forms in all of the isotherms recorded, as seen in Figure 4.4. A
second layer is apparent at the higher temperatures, at chemical potentials that approach SVP
as temperature decreases until the second layer becomes indistinguishable from bulk solid
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Figure 4.4
Summary of C2F6 on MgO. Left: Clausius–Clapeyron phase diagram. Vertical (P ) error barsrepresent the FWHM of the numerical derivative. Horizontal (T ) error bars are the difference
between two sample thermometers, an overestimate of the error. Bulk phases are noted in the
C–C diagram, above the saturated vapor pressure. 3D solid SVP are dark orange squares. The
layer transition data points are n = 2 (purple triangles) and n = 1 (blue diamonds). A slight
change in the appearance of the second layer step can be seen in Top right: First and second
layer coverage nads as a function of  0 in units of reduced coverage #CH4=#C2F6 . Crossesindicate experimental data points; the solid line is the analytical fit to the data. Middle right:
Isosteric heat of adsorption. Bottom right: FWHM of layer K2DT . Filled blue circles are first
layer widths, red upright triangles are second layer widths.
88
Table 4.4
Thermodynamics of C2F6 MgO (100). All thermodynamic values are referenced to thebulk-liquid–vapor (1 l) coexistence values, which are determined from the values in
Table 1.3 [p. 18] because direct measurements were not made above T t for this system.
n A(n) B (n) Q (n)=kJmol−1 H (n)=kJmol−1 S (n)=J mol−1 K−1
1 2496.7 12.0 17.305 0.087 20.759 0.100 −3.824 0.100 −1.869 0.724
2 2066.8 10.4 16.878 0.070 17.184 0.086 −0.249 0.086 1.683 0.589
1 l 2036.8 0.0 17.080 0.000 16.935 0.000 0.000 0.000 0.000 0.000
1 s 2347.3 9.0 18.970 0.065 19.517 0.075 −2.582 0.075 −15.717 0.544
formation at around 135 K. The second layer riser does not reemerge at lower temperatures in
this range. The isosteric entropies and enthalpies of adsorption from the Clausius–Clapeyron
analysis are presented in Table 4.4.
The differential enthalpy clearly indicates that adsorption of layer n= 1 (H (1)) is thermody-
namically favored at these temperatures. There is a slight negative entropy change (S ) for the
monolayer, which may be an indication that there are fewer molecular orientations available to
C2F6 on the MgO surface than on graphite (see § 4.1.1 [p. 81]). In fact, if adsorbed C2F6 is more
rotationally hindered on the MgO surface compared to the bulk liquid, then molecule–surface
interactions on the corrugated-potential surface of MgO are the most likely reason for this
behavior. Molecule–surface interaction is expected to be a greater influence on MgO than
on graphite as long as the symmetry of neither surface is significantly incompatible with the
2D layer. The electrostatic contributions to the potential from O2– and Mg2+ are expected to
have greater attraction to the C+ and F– than the nonionic surface of graphite. Additionally,
the symmetry of the surface itself influences the local and long-range order of the adsorbed
layer, which can cause the adsorbed molecules to order preferentially on the surface potential.
Surface-induced order limits the number of accessible configurational states of the system, thus
diminishing the entropic contribution to the free energy of adsorption.
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The second layer differential enthalpy (H (2)) is negative (favorable) but not very large; it is
accompanied by a positive value of S (2), which also contributes to layer stability.
Examination of the isothermal compressibility (Figure 4.4) indicates possible 2D phase
transitions in the first and second layers (see § 3.3.2 [p. 77]). The best fit of the FWHM of K (1)2DT
indicates changes in slope for the first layer at around 148K = 0.85 T t. Also, the slope of the
second layer K (2)2DT as a function of T points also increases sharply at 148 K. The appearance of
both risers in nads appear much more vertical at temperatures below the indicated transitions,
which may indicate the formation of solid layers. If so, H (1)s l and H (2)s l are too small to appear
in the C–C analysis. The observation of the possible transitions allows 148 K to be a target
for structural and dynamics investigations with neutron or X-ray scattering. If the structure
of the 2D layers exhibit long range order below the transition, then the phase is certainly
solid. Dynamics measurements can also be used to identify the onset of translational diffusion,
which would be expected if the phases above 148 K are liquids. However, it is also possible that
the higher temperature phase is a 2D hypercritical fluid. The 2D critical temperature Tc,2D is
frequently shown to occur at 0.4 Tc,3D; 148 K is about 0.5 Tc,3D.
4.1.2 C3F8 Perfluoropropane
Perfluoropropane, C3F8, is the least linear of the perfluoroalkanes and its molecular symmetry
(C2v) has no inversion center as do C2F6 (D3d) and C4F10 (C2h). Experimental studies of the
adsorption of C3F8 are not evident in the literature. Models of C3F8 on graphite suggest that
the molecule is in its lowest energy configuration with the C C C backbone parallel to the
surface.1 Because the molecule is small, it is certain that when C3F8 is physisorbed it will undergo
reorientations and bond distortions. For the purposes of discussion, some possible configurations
that the molecule may assume on the surface are introduced in Figure 4.5.
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Figure 4.5
Representative configurations of adsorbed C3F8. Top: C3F8 constrained to its isolated-moleculegeometry, in maximum-close contact orientations above a substrate. Models by Bruch 1 suggest
that the C C C backbone orients parallel to the surface (left). Middle: Representative
configurations of C3F8 observed in dynamics simulations on graphite. Bottom: C3F8configurations represented on MgO in dynamics simulations. Models are discussed further in
§ 4.2 [p. 101]; the names of these configurations serve the discussion of configurational
contributions to the free energy of adsorption. On the bottom two rows are shown names for
the molecular orientations, which are given the names C–C–C, CF3—CF3, and —CF2CF3.
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C3F8 on Graphite
Volumetric isotherm measurements of C3F8 on graphite are in the temperature regime of the
bulk liquid (above the triple point, T t,3D = 125.45K), in the range 146.4K < T < 230.0K
(Table 4.1 [p. 80]). C3F8 on graphite isotherms exhibit three layers before bulk formation.
The third layer feature is visible in the range 146.4 K to 174 K. The second layer feature is
a sharp step at 146.4 K to 168 K, above which the riser broadens until it is indistinguishable
in the derivative above 205 K. The first layer is apparent throughout the temperature range
studied (Table 4.1 [p. 80]). Monolayer pressure at the lowest temperature recorded is less than
0.5millitorr (Figure 4.6); the variation among monolayer measurements is the greatest at low
pressure. Variation between measurements at such low pressure is expected when over the
formation of a layer, pressure deviations of 25 % are common.
In the first layer K2DT FWHM plot, no clear variation in the widths is observed. Because
the measurements are in between the bulk Tc and T t, any monolayer transition that would be
expected would be a 2D-liquid–2D-fluid transition.118 Such transitions are expected to appear at
0.4 Tc  138K (Table 4.2 [p. 80]), which is below the temperature range of the measurements
(Table 4.1 [p. 80]).
The second layer K2DT FWHM have a noticable increase around 172K. It is possible that
a phase transition in the second layer is indicated; the slope of the Clausius–Clapeyron plot
also appears to change slightly with temperature. The discontinuous change in the FWHM is a
strong indication that a first–order transition occurs. At low temperatures, the second step (see
Figure 4.6) is vertical, suggesting that the layer is a condensed 2D-liquid in equilibrium with the
2D-vapor below the transition.118
A summary of the thermodynamic quantities Q(n)st , H (n), and S (n) for the individual layers
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Figure 4.6
Summary of C3F8 on graphite. Left: Clausius–Clapeyron phase diagram. Vertical (P ) error barsrepresent the FWHM of the numerical derivative. Horizontal (T ) error bars are the difference
between two sample thermometers, an overestimate of the error. Bulk phases are noted in the
C–C diagram, above the saturated vapor pressure. Saturated vapor pressure of the 3D liquid are
orange circles. The layer transition data points are n = 2 (purple up triangles) and n = 1 (blue
diamonds). Third layer data are dark orange down triangles. Top right: First and second layer
coverage nads as a function of  0 in units of reduced coverage #CH4=#C3F8 . Crosses indicateexperimental data points; the solid line is the analytical fit to the data. Middle right: Isosteric
heat of adsorption. Bottom right: FWHM of layer K2DT . Filled blue circles are first layer widths,
red upright triangles are second layer widths.
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Table 4.5
Thermodynamics of C3F8 on the graphite basal plane
n A(n) B (n) Q (n)=kJmol−1 H (n)=kJmol−1 S (n)=J mol−1 K−1
1 3532.7 166.5 16.436 0.941 29.373 1.384 −5.932 1.389 19.044 7.850
2 2883.1 13.5 18.383 0.079 23.972 0.112 −0.531 0.158 2.854 0.924
3 2927.4 11.7 19.269 0.073 24.340 0.097 −0.899 0.148 −4.512 0.891
1 2819.3 13.4 18.726 0.077 23.441 0.111 0.000 0.157 0.000 0.914
are shown in Table 4.5. Similar to C2F6 on graphite, the first layer of C3F8 adsorbed on the
graphite basal plane is seen to have a significant positive differential entropy. A positive entropy
of adsorption can be a result of lattice mismatch between the bulk and the layer.118 The C3F8
molecule is longer than C2F6, but the aspect ratio is relatively small. This means that compared to
a longer linear molecule, the strength of the molecule–surface interaction might not be sufficient
to completely constrain the molecular motion. If the hexagonal geometry of the surface is not
a match for close-packing of the adsorbate, molecules may be in proximity to a variety of local
adsorption sites. A higher number of distinguishable adsorption sites on the surface would
contribute to a high entropy of adsorption. The attraction of the molecule to the surface breaks
symmetry compared to bulk in a similar way to C2F6, compared to an isotropic bulk phase.
In other words, each of the three different orientations suggested in Figure 4.5 [p. 91], (or any
other configuration) is different when adsorbed, having different parts of the molecule in close
proximity to the surface potential. In a solid or liquid, the coordination shell is (essentially) the
same no matter which orientation the molecule is in.
C3F8 on MgO
On MgO, C3F8 adsorbs with three layers visible in the volumetric isotherms. In the Clausius–
Clapeyron diagram in Figure 4.7, the third layer appears not to extend to low temperatures.
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Table 4.6
Thermodynamics of C3F8 on MgO (100)
n A(n) B (n) Q (n)=kJmol−1 H (n)=kJmol−1 S (n)=J mol−1 K−1
1 3462.5 31.1 19.789 0.190 28.789 0.258 −4.401 0.281 −3.022 1.723
2 2988.8 13.9 19.268 0.086 24.850 0.116 −0.462 0.159 1.311 0.983
3 2929.8 10.9 19.289 0.066 24.360 0.090 0.029 0.142 1.135 0.871
1 2933.2 13.1 19.426 0.080 24.388 0.109 0.000 0.155 0.000 0.952
The low temperature isotherm measurements are complicated by the nature of the volumetric
isotherm, and coverages that would include a third layer could not be measured. An initial
dosing pressure that is greater than SVP often causes difficulty, as discussed in Figure 2.5 [p. 49].
However, it is likely that the third layer feature persists to low temperatures.
Thermodynamic data for C3F8 on MgO, as with C2F6, show that S (1) (for the monolayer)
is much lower on MgO than on graphite for each system (Table 4.6). The implication might be
that the molecule–surface interaction is more dominant, limiting the freedom of the molecules
and forcing them adopt fewer orientations than would be available on a weaker potential. Such
behavior can work either against or in-favor of adsorption. For example if the 2D nearest-
neighbor molecules have the same spacing as a bulk crystal plane, the 2D phase would be
stabilized. On the other hand, a 2D layer geometry imposed by the surface that does not match
a bulk crystal plane is comparatively unstable.118 The chemical potential of the surface layer
is determined by molecule–molecule and molecule–substrate interactions, including lattice
matching.
In the case of monolayer C3F8 on MgO, it would appear that the adsorbate-lattice closely
matches some repetition of the surface-lattice. The surface-area per molecule (APM) shown
in Figure 4.1 [p. 82] averages 39Å2; 50 % of the APMs are between 37.5 Å2 and 39.3 Å2. The
primitive 2D unit cell is 2.97Å on a side, so 39Å corresponds to  4.42 unit cells – very close
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Figure 4.7
Summary of C3F8 on MgO. Left: Clausius–Clapeyron phase diagram. Vertical (P ) error barsrepresent the FWHM of the numerical derivative. Horizontal (T ) error bars are the difference
between two sample thermometers, an overestimate of the error. Bulk phases are noted in the
C–C diagram, above the saturated vapor pressure. Saturated vapor pressure of the 3D liquid are
orange circles, 3D solid SVP are dark orange squares. The layer transition data points are n = 2
(purple up triangles) and n = 1 (blue diamonds). Third layer data are dark orange down
triangles. Top right: First and second layer coverage nads as a function of  0 in units of
reduced coverage #CH4=#C3F8 . Crosses indicate experimental data points; the solid line is theanalytical fit to the data. Middle right: Isosteric heat of adsorption. Bottom right: FWHM of
layer K2DT . Filled blue circles are first layer widths, red upright triangles are second layer
widths.
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to a (2p2p2) or equivalent primitive area. The APMs decrease with temperature; in other
words the monolayer becomes slightly more dense at lower temperatures in these experiments
(Figure 4.1 [p. 82]). This suggests that the monolayer is not registered in the temperature range
studied. However, compared to both C2F6 and C4F10, the APM of C3F8 on both graphite and MgO
changes very little over the range.
The FWHM peaks suggest 2D fluid–liquid transitions at 173 K and 167K for the monolayer
and bilayer isotherms, respectively. The transition is within the temperature range expected
based on the bulk Tc = 345.1K; this Tc,2D=Tc,3D  0.5.
4.1.3 C4F10 Perfluorobutane
C4F10 on Graphite
The C4F10 on graphite system was measured above the bulk triple point T t,3D = 144.96 in the
temperature range 169.3K < T < 218.9K (see Table Table 4.1 [p. 80]). The system is seen to form
two distinct layers before bulk C4F10 is formed (Figure 4.8). There does not appear to be any
phase transition in either the first or second layer; the expected value of Tc,2D = 154.54K is at
lower temperature than the measurements. The monolayer pressure of the coldest temperature
is less than 1mK; measurements below this were not possible to resolve.
As seen in C2F6 and C3F8 on graphite, there is a significant increase inS (1) compared to bulk
C4F10 (Table 4.7).
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Figure 4.8
Summary of C4F10 on graphite. Left: Clausius–Clapeyron phase diagram. Vertical (P ) error barsrepresent the FWHM of the numerical derivative. Horizontal (T ) error bars are the difference
between two sample thermometers, an overestimate of the error. Bulk phases are noted in the
C–C diagram, above the saturated vapor pressure. Saturated vapor pressure of the 3D liquid are
orange circles. The layer transition data points are n = 2 (purple triangles) and n = 1 (blue
diamonds). Top right: First and second layer coverage nads as a function of  0 in units of
reduced coverage #CH4=#C4F10 . Crosses indicate experimental data points; the solid line is theanalytical fit to the data. Middle right: Isosteric heat of adsorption. Bottom right: FWHM of
layer K2DT . Filled blue circles are first layer widths, red upright triangles are second layer
widths. Line fits to the FWHM are not strongly enough correlated to identify a phase transition.
The expected 2D critical transition, Tc,2D = 154.5K lies below the range of measurement.
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Table 4.7
Thermodynamics of C4F10 on the graphite basal plane
n A(n) B (n) Q (n)=kJmol−1 H (n)=kJmol−1 S (n)=J mol−1 K−1
1 3918.9 210.9 15.144 1.087 32.584 1.753 −3.809 1.792 37.766 9.253
2 3636.2 128.8 19.819 0.683 30.233 1.070 −1.458 1.132 −1.102 6.010
1 3460.9 44.4 19.686 0.235 28.775 0.369 0.000 0.522 0.000 2.774
Table 4.8
Thermodynamics of C4F10 on MgO (100)
n A(n) B (n) Q (n)=kJmol−1 H (n)=kJmol−1 S (n)=J mol−1 K−1
1 3763.6 28.3 18.731 0.160 31.292 0.235 −2.172 0.292 11.477 1.650
2 3513.7 22.9 19.806 0.129 29.214 0.190 −0.094 0.257 2.543 1.453
1 3502.3 20.8 20.111 0.117 29.120 0.173 0.000 0.245 0.000 1.382
C4F10 on MgO
There is a weak indication that the second layer of the two-layer C4F10 on MgO system is in a
condensed phase at lower temperatures (Figure 4.9). If the change in @ (FWHM)=@T indicates a
phase transition, it may be continuous, as there is not a sharp change at a particular temperature.
Unlike C2F6 and C3F8 on MgO, C4F10 appears to have a positive entropic contribution as an
adsorbed species (Table 4.8). The APM increases above 175 K (Figure 4.1 [p. 82]), and is steadily
47Å2 below that. The entropy change indicates a mismatch in the monolayer–surface geometry.
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Figure 4.9
Summary of C4F10 on MgO. Left: Clausius–Clapeyron phase diagram. Vertical (P ) error barsrepresent the FWHM of the numerical derivative. Horizontal (T ) error bars are the difference
between two sample thermometers, an overestimate of the error. Bulk phases are noted in the
C–C diagram, above the saturated vapor pressure. Saturated vapor pressure of the 3D liquid are
orange circles. The layer transition data points are n = 2 (purple triangles) and n = 1 (blue
diamonds). Top right: First and second layer coverage nads as a function of  0 in units of
reduced coverage #CH4=#C4F10 . Crosses indicate experimental data points; the solid line is theanalytical fit to the data. Middle right: Isosteric heat of adsorption. Bottom right: FWHM of
layer K2DT . Filled blue circles are first layer widths, red upright triangles are second layer
widths.
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4.2 Modeling Results
The adsorption of each of the three adsorbates were simulated to make connections between
the microscopic properties of C2F6, C3F8, and C4F10 on graphite and MgO and the macroscopic
experiments. Molecule–substrate interactions were directly investigated using a single C2F6
molecule to probe the surface potential of each substrate. Vertical density profiles and surface-
areas per molecule were collected from molecular dynamics simulations for each of the three
molecules and two substrates over a range of temperatures.
Single-molecule interactions, were directly investigated for the C2F6 on graphite and MgO
systems. For all of the systems, molecular-dynamics was simulated (see § 2.4.1 [p. 55]). The
Forcite parameters for the initial simulations for each system were as follows:
Modules->Forcite->ChangeSettings([
CurrentForcefield => "COMPASS"
Quality => "Fine",
ChargeAssignment => "Forcefield assigned",
3DPeriodicElectrostaticSummationMethod => "Ewald",
3DPeriodicvdWSummationMethod => "Ewald",
3DPeriodicvdWEwaldRepulsiveCutOff => 6.0,
Ensemble3D => "NVT",
Temperature => 450,
InitialVelocities => "Random",
TrajectoryRestart => "No",
NumberOfSteps => 50000,
TimeStep => 1.0,
TrajectoryFrequency => 100,
WriteVelocities => "Yes",
EnergyDeviation => 50000,
Thermostat => "NHL",
QRatio => 0.01,
NHLThermostatDecayConstant => 1.0,
]); .
After the simulation, the initial velocities for the molecules are taken from the last frame of the
previous simulation; so each after an initial (throwaway) run should have the correct parameter:
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Table 4.9
Monolayer and bilayer coverage for dynamics models of C2F6, C3F8, and C4F10 on graphite andMgO. The quantity is the number of molecules placed on the surface; the same number remains
contained within each model throughout all the simulations.
Monolayer Bilayer
C2F6 84 168Graphite C3F8 60 120C4F10 48 96
C2F6 112 224MgO C3F8 70 140C4F10 56 112
InitialVelocities => "Current", .
In this study, the following was modeled:
• A graphite crystal, 16162 (x , y , z ) unit cells (34.5 Å per side prism [60°], 14.3 Å depth)
with the basal plane cleaved on both sides in the z -direction.
• An MgO crystal, 882 (x , y , z ) unit cells (34Å per side, 8.5 Å depth) with the (100) facet
cleaved on both sides in the z -direction.
• A periodic vacuum slab for each system extends 80Å in the z -direction from each side.
• Minimized C2F6, C3F8, and C4F10 are placed near copies of each surface, in monolayer and
bilayer equivalent quantities (Table 4.9).
• The temperatures 350 K, 250 K, 150 K, 100 K, 50 K and 10K are run as discussed above,
starting from the final frame of the previous higher temperature.
The trajectory files that are created from frames taken at regular time-steps can processed in
many ways to gather information about the microscopic behavior of the systems. Because the
model is allowed to equilibrate at successively lower temperatures, the molecules can arrive at
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Figure 4.10
Simulated areas per molecule for C2F6, C3F8, and C4F10 on graphite and MgO frommolecular-dynamics at 10K < T < 350K.
statistically meaningful configurations on the model surface. This method can be used to identify
possible 2D lattice arrangements of the monolayer and bilayer, and can be extended to many
layers because of the large vacuum slab above the surface of the model crystal.
In these simulations, the number of molecules in the monolayer was counted at each
temperature. Dividing the number of molecules in a layer in the periodic unit by the total surface
area of the periodic unit, the area-per-molecule is found (Figure 4.10), which can be compared
to experiment (Figure 4.1 [p. 82]). The surface areas of C3F8 and C4F10 on graphite appear to be
overestimated by the models, however in general good agreement is seen with experiment.
The vertical density profile of each system is taken from a collection of frames at each of
the modeled temperatures. After 50 of the 501 frames for each model, at every temperature
setpoint each system has equilibrated with the thermal bath. To compile the density profile, the
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z -axis is divided into bins, and a histogram is made of the positions of each F atom, C atom,
and center-of-mass (COM). All 450 frames at thermal equilibrium are collected in a histogram
for each temperature. The C and F atoms and COM vertical distances from representative single
C2F6 and C3F8 molecules are provided to serve as reference configurations for interpreting the
density profiles.
4.2.1 C2F6
Single Molecule Adsorption Potential
Initial Monte-Carlo simulations on graphite andMgO show that the minimum-energy adsorption
configurations for C2F6 lie at high-symmetry sites on the surface. By systematically probing
the high symmetry sites at a variety of in-plane angles, the (local and global) minimum-energy
separations, in-plane angles, and azimuthal angles can be identified. During the initial modeling,
C2H6 was also studied as a comparison for C2F6. Single molecule interaction potentials on
graphite and MgO were simulated for C2H6 and C2F6. Three molecular orientations were
chosen for each admolecule: flat eclipsed, flat staggered, and upright eclipsed. Each isolated
molecule was geometry-optimized with the COMPASS force-field. To establish the (nonoptimal)
eclipsed conformation, several geometry optimizations must be made with parts of the molecule
constrained. For each optimization, a different dihedral angle is constrained and the optimizations
are repeated until there is no longer a change in geometry.
To define zero potential, the molecule is placed in the model vacuum-slab 40Å away from the
surface in both directions within the (periodic) box. The energy of the system is measured, and
all other measurements were taken to be relative to this large, but finite separation. The molecule
was then positioned at various distances z from the surface, and rotated to various angles about
104
Table 4.10
Summary of starting positions for energy minimization of single C2F6 adsorbate. Thecenter-of-mass (COM) of each molecule was placed over the different high-symmetry sites on
each surface. Prior to each simulation, the starting angle was incremented 5° so that the entire
sweep between the initial orientation and the final orientation was sampled. All measurements
are in degrees parallel to the x -axis of the model in the x -y plane, where z is normal to the
surface. In the case of the “eclipsed” forms of C2H6 and C2F6, which have a C2 symmetry axis, asmaller angle is needed to sample the surface symmetry than the “staggered” and “vertical”
configurations.
COM site Inital orientation Final orientation
Graphite
staggered a 0 60
vertical b −30 60c 0 30
eclipsed
a 0 30
b −30 60
c 0 30
MgO
Mg2+ 0 45
staggered O2– 0 45
vertical b −90 90
c −45 45
eclipsed
Mg2+ 0 45
O2– 0 45
b 0 45
c −45 45
the center-of-mass (COM) (Table 4.10). The energy was calculated at each configuration.
The process was repeated with the COM positioned over each of the high-symmetry sites
(Figure 1.7 [p. 14]) of the given surface. On graphite, atop (a) has threefold symmetry, a bridging
site (b) has twofold symmetry, and a hollow center (c) has sixfold symmetry. MgO has four
high-symmetry sites. Atop (a) either ion, Mg2+ or O2– , the symmetry is fourfold. Bridging sites
(b) on MgO have a symmetry plane, but no rotational symmetry; hollow sites in the center of
two Mg2+ ions and two O2– ions have twofold symmetry. In order to sample the surface, energy
105
calculations were performed:
• at each high-symmetry site
• at varying z -heights perpendicular to the surface
• at a series of angles in the x -y plane
The starting angles were chosen so that, by symmetry, the molecule samples all of the possible
initial configurations without having to sample the enitre 360° space. In the case of the eclipsed
forms of C2H6 and C2F6, which have a C2 symmetry axis, a smaller angle is needed to sample the
surface symmetry. A script in Materials Studio was used to calculate the energies of all of these
configurations, with the Forcite package options:
Modules->Forcite->ChangeSettings([
WriteLevel => "Silent",
CurrentForcefield => "COMPASS",
Quality => "Medium",
AssignForcefieldTypes => "Yes",
AssignBondOrder => "Yes",
AssignChargeGroups => "Yes",
TotalChargeTolerance => 0.1,
]);
and, without getting hung up on the details, the adsorption energies were calculated roughly as
follows:
my $energy = Modules->Forcite->Energy;
$energy->Run($out_doc);
my $e_tot =
($out_doc->NonBondEnergy)
+ ($out_doc->ValenceCrossTermEnergy)
+ ($out_doc->ValenceDiagonalEnergy)
- $energy0;
where $energy0 is the zero potential measured at 40Å separation.
A summary of the lowest-energy results for C2H6 and C2F6 models on graphite and MgO
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is shown in Figure 4.11. All of the lowest-energy configurations appear atop a substrate atom
except for the eclipsed molecules on graphite, which both appear on the bridge site between two
carbons. On MgO, the fluorinated species prefers to be atop an O2– , having maximum contact
between its F– and the surface Mg2+. The reverse is the case for C2H6, which has its H+ near
as many surface O2– atoms as possible. On MgO, the molecular (C C) axis is aligned in the
direction of one of the unit vectors (Figure 4.1 [p. 82]) h or k (when the axis is parallel to the
substrate), for all of the minimum energy configurations observed. As Figure 4.12 demonstrates,
when the molecule is rotated to 45°, it is in its minimum-energy configuration. On graphite the
angles of the minima are not so predictable, which strongly suggests that the molecule–surface
interaction on MgO is more dominant than on graphite.
Density Profiles
The density profiles of C2F6 on graphite and MgO have a few noticeable differences. Single-
molecule profiles of C2F6 on graphite (Figure4.13 [p. 110]) and MgO (Figure4.14 [p. 111]) were
created by choosing a few representative molecular configurations of C2F6 on both surfaces from
dynamics simulations. Thus for high-symmetry configurations, which have been shown to
be local energy-minima in these systems (§ 4.2.1 [p. 104]), the locations of peaks in the density
profile can be identified.
It is clear that the MgO surface attracts the molecules more closely, as the nearest-neighbor
fluorine atoms are more than half an angstrom nearer the surface plane. This affects the shape
of the overall density profiles as well (Figures 4.15 [p. 112] and 4.16 [p. 113]).
On graphite, the shapes of the monolayer densities of carbon, fluorine, and the COM
all suggest that the majority of molecules at 10 K are eclipsed, C C parallel to the surface
(contradictory to IR and X-ray experimental evidence § 1.4.2 [p. 29]). There appears to be a
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Figure 4.11
Materials Studio models of single-molecule interaction potentials of C2H6 and C2F6 on graphiteand MgO. The potential of the system was measured for an array of azimuthal angles, and
separations from the surface, at three types of high-symmetry sites. Left: The images of
adsorbed C2H6 (red) and C2F6 (blue) molecules represent the lowest-energy configurations foreach of the axial orientations. Right: The potential as a function of center-of-mass separation
for each combination is shown on graphite (top) and MgO (bottom). A key identifying the
high-symmetry sites that are sampled, with the angles through which each molecule is rotated
(see Table 4.10 [p. 105] for more detail) is shown at bottom left. For MgO there also exists a
high-symmetry site above Mg2+ that is not made explicit; its geometry is identical to that of the
O2+ (a) site shown.
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Figure 4.12
C2F6 single molecule potential as a function of rotation about the z axis atop Mg2+ on MgO.Modeled using the Forcite energy function in Materials Studio. The potential curve is periodic
because of the surface symmetry, so 0° to 45° represents the whole range.
fraction of molecules in the vertical orientation, which IR, X-ray, and other experiments suggest
should be the correct configuration at temperatures below 103K. With increasing temperature,
of course, the shape of the peaks broadens as molecular diffusion increases.
On MgO, the apparent behavior is completely different than on graphite. Comparison of the
carbon and COM peaks to the representative structures strongly indicates a significant fraction
of monolayer molecules in the eclipsed conformation parallel to the surface at 10 K. This is
in agreement with the single-molecule potentials of this system modeled by the COMPASS
force-field. The small-z peak that corresponds with the eclipsed conformation broadens and
nearly vanishes by 100 K, above which the shapes of the density profiles are not as noticeably
different between graphite and MgO.
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Figure 4.13
Density profile reference for a single C2F6 molecule on graphite. The presented configurationsare representative of local-minimum configurations seen during dynamics simulations.
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Figure 4.14
Density profile reference for a single C2F6 molecule on MgO. The presented configurations arerepresentative of local-minimum configurations seen during dynamics simulations.
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Figure 4.15
C2F6 on graphite density from molecular-dynamics simulation. Compiled from 450 frames ofmolecular-dynamics simulations at each of the shown temperatures. Each figure is a histogram
representing the number of atoms at a given separation from the surface, in monolayer (left)
and bilayer (right) quantities. Top: Carbon atoms. Middle: Fluorine Atoms. Bottom:
Centers-of-mass. The triple point of bulk C2F6 is 173.08 K.
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Figure 4.16
C2F6 on MgO density from molecular-dynamics simulation. Compiled from 450 frames ofmolecular-dynamics simulations at each of the shown temperatures. Each figure is a histogram
representing the number of atoms at a given separation from the surface, in monolayer (left)
and bilayer (right) quantities. Top: Carbon atoms. Middle: Fluorine Atoms. Bottom:
Centers-of-mass. The triple point of bulk C2F6 is 173.08 K.
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4.2.2 C3F8
Density Profiles
Because the fluorine–fluorine repulsion in perfluorocarbons is large, torsion about the C C
bonds is seen in the resting configurations of linear perfluoroalkanes with more than five carbon
atoms. However, the torsion effect is not seen in C3F8 (§ 1.4 [p. 19]). It stands to reason, however
that the F F repulsion about the F C C F dihedral angle is still present in C3F8, and so it is
susceptible to distortion by a potential such as a surface. In the case of C3F8, distortion by the
rotation of one or of the terminal  CF3 groups allows maximal surface interaction between
fluorine and graphite-carbon sites, in each of the three most common molecular conformations
on the surface (Figure 4.5 [p. 91]), given the names C–C–C, CF3—CF3, and —CF2CF3. A still
frame from the molecular dynamics simulations (Figure 4.17) illustrates the point well; all three
of the representative structures in Figure 4.5 [p. 91] are represented.
The density profiles of C3F8 on graphite and MgO were benchmarked much in the same way
as C2F6.
The density profiles of C3F8 on graphite (Figure 4.20 [p. 118]) and MgO (Figure 4.21 [p. 119]),
likewise have some noticable differences. On MgO, there is a triple peak in the density of the
monolayer carbon. Whereas on C2F6 the difference between the peaks on graphite and MgO is
no longer apparent above 100 K, the carbon profile remains different for C3F8 beyond 150K, even
though the bulk triple point of C3F8 is 50 K lower than C2F6.
The second layers in the models have much broader peak densities, which also narrows
some at low temperatures, but does not have the same definition as the first at any temperature.
This supports the thermodynamics conclusion that the second layer approaches bulk behavior.
Furthermore the model suggests that, while the first layer has well defined (if several) adsorption
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Figure 4.17
A frame from a molecular-dynamics simulation of C3F8 on MgO showing the distortion of themolecule. The symmetry of the surface imposes a torsion in C3F8 that allows the molecule tohave four FMg close–contacts. Additionally, of note is the rectangular configuration of the
molecules on the surface; it has been proposed by Bruch that the structure is
centered-rectangular (CR). In this frame, there are a few places where a CR configuration can be
pointed out, which if it were to have a (42) structure with two molecules per unit cell, would
occupy an APM of 35Å2.
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Figure 4.18
Density profile reference for a single C3F8 molecule on graphite. The presented configurationsare representative of local-minimum configurations seen during dynamics simulations.
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Figure 4.19
Density profile reference for a single C3F8 molecule on MgO. The presented configurations arerepresentative of local-minimum configurations seen during dynamics simulations.
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Figure 4.20
C3F8 on graphite density from molecular-dynamics simulation. Compiled from 450 frames ofmolecular-dynamics simulations at each of the shown temperatures. Each figure is a histogram
representing the number of atoms at a given separation from the surface, in monolayer (left)
and bilayer (right) quantities. Top: Carbon atoms. Middle: Fluorine Atoms. Bottom:
Centers-of-mass. The bulk triple point of C3F8 is 124.85 K.
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Figure 4.21
C3F8 on MgO density from molecular-dynamics simulation. Compiled from 450 frames ofmolecular-dynamics simulations at each of the shown temperatures. Each figure is a histogram
representing the number of atoms at a given separation from the surface, in monolayer (left)
and bilayer (right) quantities. Top: Carbon atoms. Middle: Fluorine Atoms. Bottom:
Centers-of-mass. The bulk triple point of C3F8 is 124.85 K.
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sites, the bilayer is significantly less influenced by the surface-geometry, or the previously
adsorbed layer.
4.2.3 C4F10
Density Profiles
As the length of the carbon chain increases to n= 4, the molecule becomes somewhat more rigid
which can be seen in the density profiles of C4F10 on graphite and MgO in Figures 4.22 and 4.22.
The indication seen in the monolayer carbon density, where, for example there appear to be
fewer, broader peaks in both models than was seen with C3F8. C4F10 is more linear than C3F8, and
so is not likely to adopt odd, end–up configurations that seem possible with C3F8. The monolayer
model density indicates in the monolayer that the C C plane of C4F10 is almost entirely parallel
to the surface at all temperatures (Figure 4.23).
4.3 Comparison of Adsorption Results
The adsorption behaviors of three perfluoroalkanes, C2F6, C3F8, and C4F10, have provided
some foundational knowledge in expanding the body of homologous-series perfluoroalkane
adsorption on graphite and MgO. The interplay between molecule–molecule and molecule–
substrate interactions within the systems can be deduced from the energetics of adsorption.
For Example, the monolayer heats of adsorption of the three perfluoroalkanes studied here lie
within the range of heats measured for normal-alkanes on graphite andMgO (Figure 4.24 [p. 123])
Notice the odd–even influence on the heats of monolayer adsorption in the alkanes, and compare
to the odd–even behavior of the bulk alkane melting points (Figure 1.9 [p. 16]). There are too
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Figure 4.22
C4F10 on graphite density from molecular-dynamics simulation. Compiled from 450 frames ofmolecular-dynamics simulations at each of the shown temperatures. Each figure is a histogram
representing the number of atoms at a given separation from the surface, in monolayer (left)
and bilayer (right) quantities. Top: Carbon atoms. Middle: Fluorine Atoms. Bottom:
Centers-of-mass. The 3D triple point for C4F10 is 144.96 K
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Figure 4.23
C4F10 on MgO density from molecular-dynamics simulation. Compiled from 450 frames ofmolecular-dynamics simulations at each of the shown temperatures. Each figure is a histogram
representing the number of atoms at a given separation from the surface, in monolayer (left)
and bilayer (right) quantities. Top: Carbon atoms. Middle: Fluorine Atoms. Bottom:
Centers-of-mass. The 3D triple point for C4F10 is 144.96 K
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Figure 4.24
Monolayer heat capacities of n-CnX2n+2, where X=H or F on the graphite basal plane and MgO(100). Kinetic adsorption desorption energies from Tait et al. for alkanes: (square) on graphite,
(triangle) on MgO.122,123 Enthalpy of immersion of pre-covered surface, from Clint: (plus)
alkanes on graphite.124,125 Thermodynamic adsorption from Arnold et al., Fernández-Cañoto and
Larese: (cross) alkanes on MgO.126,127 Thermodynamic adsorption: perfluoroalkanes (square with
cross) on graphite, (filled diamond) on MgO form the work herein.
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few CnF2n+2 to formally establish an odd–even trend in short chain perfluoroalkanes—they are
too short to exhibit such behavior. Possibly, there is a hint that C3F8 is comparatively stabilized
compared to its even neighbors in the series. Of course, in the melting points any odd–even
trend in the PFA does not extend beyond a chain length of n> 5 because of the helical backbone
of the series. As adsorbates as they are in the bulk, longer perfluoroalkanes have a pronounced
cylindrical shape that eliminates the symmetry differences between even and odd alkanes.
And, as anomalous as is the high melting point of bulk C2F6, no such distinction appears
in the heat of monolayer formation. In other works discussing the phase behavior of C2F6,
comparison is often drawn to SF6 rather than C2H6. Were it not for its toxicity perhaps S2F10
would make an interesting extension to begin a SnF4n+2 homologous series; the molecule breaks
the octahedral symmetry of SF6 towards linearity as well (however it might be difficult to find
S3F14).
Within the three adsorbates C2F6, C3F8, and C4F10, on graphite the molecules appear to be
more strongly attracted overall. This seems to contradict the evaluation of a single-molecule–
surface potential-model with C2F6. The molecule–surface interaction for MgO appears to be
significantly stronger than between the molecule and the graphite surface. However, because the
MgO interaction is stronger, the surface potential constrains the adsorbates forcing themolecule–
molecule interactions to be disrupted. On the other hand, the graphite surface provides a low
potential-corrugation surface that only mildly influences molecular orientation, allowing for
molecule–molecule interactions to add constructively to the overall binding potential.
The additive molecule–molecule and molecule–surface interaction persists as chain length
increases. On MgO, the disruptive effect of the surface does not appear to affect C4F10 as strongly
as the shorter chains. C4F10 is more rigid than C3F8, and longer than two times the MgO (100)
primitive unit vector. The longer chain interacts differently with the surface, having a higher
124
number of close contacts with surface ions. If the center of mass of C4F10 is to be centered over
a high-symmetry binding site, the longer molecule sees more interactions that might allow it to
traverse along the surface more easily to another site. The effect of spreading out the interaction
over a larger projected surface area, like a hiker wearing snow-shoes to distribute their weight,
means that the longer molecule is not as motion-restricted as its shorter counterparts.
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Chapter 5: Conclusions
Volumetric isotherms of C2F6, C3F8, and C4F10 were measured on the clean surfaces of the
graphite basal plane and MgO (100). On graphite, the monolayers all exhibited positive S ,
suggesting that the molecule–surface interactions broke the isotropic symmetry of the bulk
reference liquid.
The molecule–molecule interactions that each liquid adsorbate might have had in the bulk
phase were disrupted by adsorption on MgO. The evidence for such a disruption appeared in the
decrease in differential entropy, and the magnitude of the H of adsorption compared to single
molecule interaction potentials predicted using a model.
The monolayer in each system exhibits defined configuration in terms of the density of atoms
as a function of distance from the surface, z=Å. Each system exhibits at least two distinct layers
(C3F8 has a third apparent layer on both substrates), which are considerably more bulk-like
than the monolayer. This evidence supports the indication by the heats of adsorption that the
molecule–substrate interactions are substantial. The mismatch between the adsorbed monolayer
and the bulk liquid or solid phases prevents any of the systems from behaving as completely
wetting, which would be characterized by many apparent layers. C3F8 is able to wet either
substrate to a higher degree than C2F6 or C4F10.
The studies within set the stage for microscopic structural and dynamics measurements,
126
especially the comparison of behaviors on the hexagonal, conducting graphite basal plane and
the square, ionic surface of MgO (100). Certainly there is evidence now that C2F6 and C3F8 each
behave very differently on the two surfaces.
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Appendix
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Appendix A: Thermodynamics Data
A.1 Summary of Clausius–Clapeyron data
146
Table A.1
Raw Clausius–Clapeyron data for C2F6 on graphite
T =K P (1)= torr P (2)= torr P (SVP)= torr
167.79 5.3165 1.7793 10−1 7.3535 1.2622 101 1.3300 102
165.36 3.7466 0.9465 10−1 6.1510 0.8794 101 1.1000 102
150.58 8.0221 0.6086 10−2 1.9602 0.0676 101 2.9557 101
149.50 7.1072 0.5943 10−2 1.7805 0.0269 101 2.6529 101
153.96 1.6240 0.2980 10−1 2.6492 0.1120 101 4.1000 101
147.59 6.0073 0.7526 10−2 1.4924 0.0171 101 2.1810 101
146.23 5.4780 0.3397 10−2 1.3159 0.0069 101 1.8907 101
148.91 1.1098 0.2332 10−1 1.6933 0.0397 101 2.5000 101
143.01 3.9554 0.2707 10−2 9.5779 0.0344 1.3302 101
141.98 3.5283 0.2178 10−2 8.6102 0.0687 1.1831 101
139.85 3.0816 0.1374 10−2 6.9050 0.0343 9.2315
143.47 8.4259 2.7118 10−2 1.0148 0.0103 101 1.4000 101
135.53 1.6484 0.1848 10−2 4.2180 0.0293 5.4270
134.45 1.2177 0.2209 10−2 3.6889 0.0317 4.7214
131.33 1.0344 0.0732 10−2 2.4442 0.0233 3.1085
127.24 8.5144 0.7687 10−3 1.3785 0.0099 1.7296
126.10 4.3463 0.7031 10−3 1.2088 0.0433 1.4561
126.23 4.5355 0.8087 10−3 1.4848
122.36 8.8036 1.0684 10−3 6.5927 0.1631 10−1 8.0540 10−1
117.56 9.5319 2.0320 10−3 3.5173 10−1
116.16 9.4840 0.5281 10−3 2.2411 0.0502 10−1 2.7156 10−1
173.91 7.9130 4.5131 10−1 1.0922 0.2061 102 2.0900 102
180.88 1.4373 0.7181 1.7493 0.5627 102 3.3500 102
190.65 3.1763 2.8543 6.0700 102
195.61 4.7990 4.7730 8.0000 102
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Table A.2
Raw Clausius–Clapeyron data for C2F6 on MgO
T =K P (1)= torr P (2)= torr P (SVP)= torr
169.99 1.1389 0.3935 101 1.0516 0.2306 102 1.5720 102
163.14 7.4025 1.5430 7.0895 0.0001 101 9.1935 101
161.42 5.7883 0.9757 5.7105 0.5778 101 7.9677 101
159.04 4.7216 0.6592 4.8206 0.5527 101 6.4946 101
158.08 4.5034 0.7037 4.6486 0.6232 101 5.9677 101
157.04 3.9804 0.4587 4.1246 0.3761 101 5.4409 101
153.09 2.6806 0.2047 2.8625 0.2472 101 3.7742 101
153.10 2.6943 0.2077 2.9163 0.0849 101 3.7765 101
152.31 2.4495 0.1708 2.7089 0.1421 101 3.5036 101
148.61 1.6957 0.0629 1.9594 0.0430 101 2.4237 101
147.32 1.4764 0.0483 1.7357 0.0239 101 2.1205 101
147.59 1.5232 0.0542 1.7849 0.0352 101 2.1812 101
146.36 1.3187 0.0272 1.5826 0.0727 101 1.9159 101
143.40 9.1192 0.2933 10−1 1.1842 0.0205 101 1.3892 101
141.91 8.2595 0.1102 10−1 1.0570 0.0108 101 1.1732 101
136.71 4.1237 0.0846 10−1 5.8294 0.0866 6.3002
136.80 4.1579 0.1615 10−1 5.8767 0.0953 6.3753
132.15 2.1593 0.1302 10−1 3.3543 0.0407 3.4782
126.54 8.7402 0.3265 10−2 1.5562
131.49 1.8825 0.0332 10−1 3.1065 0.0352 3.1778
126.54 8.6518 0.4288 10−2 1.5562
126.54 8.4282 0.3638 10−2 1.5562
120.45 2.9303 0.3609 10−2 5.8554 10−1
116.47 1.5084 0.0731 10−2 2.8805 10−1
116.17 1.4092 0.0478 10−2 2.7253 10−1
112.48 7.9202 0.3490 10−3 1.3286 10−1
120.44 3.1440 0.1537 10−2 5.8408 10−1
125.50 7.2027 0.2912 10−2 1.3270
130.50 1.6295 0.0498 10−1 2.7685
132.63 2.2025 0.0997 10−1 3.7089
135.87 3.5739 0.0891 10−1 5.2126 0.1281 5.6693
138.98 5.4295 0.1140 10−1 7.4693 0.1348 8.3295
141.18 7.1257 0.2415 10−1 9.3974 0.2353 1.0790 101
143.30 9.3107 0.1968 10−1 1.1713 0.0208 101 1.3730 101
146.52 1.3629 0.0438 1.6145 0.0312 101 1.9500 101
149.52 1.8839 0.0888 2.1416 0.0411 101 2.6600 101
152.00 2.4377 0.1641 2.6685 0.1987 101 3.4000 101
151.83 2.3985 0.1580 2.6304 0.0872 101 3.3444 101
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Table A.3
Raw Clausius–Clapeyron data for C3F8 on graphite
T =K P (1)= torr P (2)= torr P (3)= torr P (SVP)= torr
229.99 2.9006 3.3318 2.0146 0.6050 102 5.6654 102
224.99 2.0788 2.1351 4.4238 102
205.41 5.3369 3.9346 10−1 6.8995 1.8056 101 1.4548 102
197.67 2.3898 0.9894 10−1 4.3323 0.2695 101 8.7678 101
195.70 1.9905 0.8620 10−1 3.9000 1.0500 101 7.6399 101
193.95 1.7917 0.6052 10−1 3.3455 0.7537 101 6.7617 101
194.00 1.7174 0.7348 10−1 3.3598 0.6980 101 6.7825 101
194.40 1.6835 0.6712 10−1 3.3423 0.6296 101 6.9874 101
193.71 1.7158 0.6950 10−1 3.3870 0.8297 101 6.6363 101
192.28 1.3695 0.4730 10−1 2.8966 0.5359 101 5.9213 101
184.10 6.1307 1.7355 10−2 1.5603 0.2039 101 3.1538 101
184.55 1.4797 0.2940 10−1 1.6079 0.1669 101 3.2838 101
174.32 2.0359 0.7239 10−2 6.4980 0.1605 1.1407 0.0200 101 1.3299 101
174.25 4.1639 1.1005 10−2 6.4043 0.2315 1.3228 101
168.36 6.3247 1.0190 10−3 3.6724 0.0376 6.5676 0.0250 7.5729
167.14 1.4597 1.4701 10−2 3.2601 0.2710 5.8232 0.0168 6.6915
168.76 1.1789 0.3094 10−2 3.8355 0.0327 6.8258 0.1911 7.8578
166.31 6.5971 1.9364 10−3 2.9543 0.0141 5.2909 0.0245 6.0925
164.30 3.2706 0.2656 10−3 2.3934 0.0235 4.3095 0.0083 4.9468
163.25 3.2408 0.5287 10−3 2.1389 0.0270 3.8482 0.0370 4.4421
162.26 2.1882 0.4609 10−3 1.9084 0.0280 3.4542 0.0153 3.9657
160.34 1.2349 0.3541 10−3 1.5240 0.0107 2.7732 0.0107 3.1733
158.11 3.3776 0.9290 10−3 1.1956 0.0110 2.1630 0.0119 2.4827
153.19 6.4295 0.0746 10−1 1.1923 0.0039 1.3570
152.75 5.9832 0.0427 10−1 1.1129 0.0055 1.2711
151.68 5.1689 0.0524 10−1 9.6543 0.0697 10−1 1.1014
148.14 2.7044 0.8997 10−3 3.2468 0.0239 10−1 6.0153 0.1130 10−1 6.8776 10−1
147.61 2.9541 0.0088 10−1 5.5829 0.0117 10−1 6.3055 10−1
146.37 4.7978 0.7696 10−4 2.5256 0.0288 10−1 4.7953 0.0556 10−1 5.4635 10−1
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Table A.4
Raw Clausius–Clapeyron data for C3F8 on MgO
T =K P (1)= torr P (2)= torr P (3)= torr P (SVP)= torr
151.82 5.0371 0.1656 10−2 6.4860 0.1988 10−1 9.7498 0.1645 10−1 1.1173
166.18 3.6642 0.0740 10−1 3.6589 0.0320 5.2740 0.0425 6.0043
153.96 7.2785 0.2885 10−2 8.7823 0.1896 10−1 1.3144 0.0176 1.5056
148.87 3.2521 0.3914 10−2 4.4378 0.0479 10−1 6.7255 0.1678 10−1 7.7282 10−1
174.66 9.5463 0.3803 10−1 8.6411 0.3388 1.3748 101
169.40 5.5649 0.2443 10−1 5.1224 0.0750 7.3094 0.1066 8.3210
164.22 2.8813 0.0530 10−1 2.9605 0.0367 4.2676 0.0447 4.9076
159.02 1.4720 0.0367 10−1 1.6424 0.0153 2.4148 0.0228 2.7648
138.86 4.8941 0.4509 10−3 9.4731 0.5219 10−2 1.7093 10−1
138.09 4.5677 0.5031 10−3 9.7070 0.0773 10−2 1.5445 10−1
187.98 3.4237 0.9095 2.7329 0.5445 101 4.0834 0.0393 101 4.2764 101
183.01 2.1527 0.4825 1.8042 0.1641 101 2.5529 0.0796 101 2.8702 101
181.75 1.9534 0.4440 1.6685 0.1716 101 2.3383 0.0628 101 2.6079 101
177.80 1.3237 0.1085 1.1692 0.1111 101 1.7259 0.0146 101 1.8468 101
176.67 1.1987 0.1113 1.6777 101
172.68 7.7787 0.4206 10−1 7.2030 0.2470 1.1576 101
171.64 6.9770 0.2931 10−1 6.5180 0.2022 1.0484 101
167.48 4.3116 0.0805 10−1 4.2631 0.0802 6.1038 0.0768 6.9349
166.48 3.8187 0.0799 10−1 3.8127 0.0336 5.4652 0.0584 6.2151
162.37 2.2949 0.0467 10−1 2.4270 0.0389 3.5250 0.0270 4.0221
161.48 2.0081 0.0364 10−1 2.1597 0.0373 3.1516 0.0256 3.5919
156.71 1.2075 0.0177 1.7819 0.0156 2.0490
152.50 5.5688 0.2450 10−2 7.1769 0.1347 10−1 1.0680 0.0117 1.2220
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Table A.5
Raw Clausius–Clapeyron data for C4F10 on graphite
T =K P (1)= torr P (2)= torr P (SVP)= torr
169.29 4.4572 0.8769 10−4 1.2572 0.3316 10−1 4.6655 10−1
171.57 2.5591 0.5010 10−3 3.0475 0.0376 10−1 6.4814 10−1
173.49 6.7286 5.1153 10−3 4.0212 0.2419 10−1 8.4854 10−1
182.66 1.8344 0.1914 10−3 9.1889 0.0965 10−1 1.8930
186.81 2.7188 2.9206 10−3 1.4621 0.0535 3.0008
187.79 2.0309 0.0252 10−3 1.6240 0.0604 3.3323
213.82 4.9813 3.2553 10−2 1.6691 0.3916 101 3.4350 101
215.82 5.0535 2.6256 10−2 1.9186 0.4265 101 3.9500 101
218.86 6.5543 3.8560 10−2 2.3545 0.6890 101 4.8600 101
Table A.6
Raw Clausius–Clapeyron data for C4F10 on MgO
T =K P (1)= torr P (2)= torr P (SVP)= torr
202.00 1.0963 0.4898 1.0709 0.1908 101 1.5478 101
200.00 9.2879 2.6351 10−1 9.0244 1.5518 1.3139 101
183.00 1.6430 0.1779 10−1 1.8836 0.1486 2.7119
183.00 1.6139 0.2602 10−1 1.8755 0.1760 2.7176
182.00 1.4462 0.0841 10−1 1.7010 0.1024 2.4573
180.00 1.1496 0.0589 10−1 1.3822 0.0867 1.9814
175.00 5.9458 1.0734 10−2 7.5456 0.4827 10−1 1.0864
170.00 3.1516 0.1258 10−2 4.2844 0.1147 10−1 6.1189 10−1
160.00 7.9302 0.8551 10−3 1.1461 0.0225 10−1 1.6159 10−1
155.00 4.1693 0.2822 10−3 5.4963 0.0849 10−2 8.3987 10−2
145.00 1.6047 0.5866 10−3 1.6575 0.0710 10−2 2.0180 10−2
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