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1. Introduction
Let Ω be a bounded domain in RN (N  2) with suﬃciently smooth boundary ∂Ω . We consider the problem:{
−u + λ
um
|∇u|2 = f (x), u > 0 in Ω,
u = 0 on ∂Ω.
(1)
Here λ = 0, m > 0, f (x) is a nonnegative measurable function in Ω . Such problem arises in ﬂuid mechanics (see [2,19,20]).
In recent years, the following elliptic problem has been extensively studied in the literature (see [1,6–9,12,15,18,22,24]
and references therein):{
u + g(u)|∇u|2 + p(x)h(u) = 0 in Ω,
u = 0 on ∂Ω, (2)
where g(s) and h(s) are continuous for s > 0 and p(x) belongs to some suitable Lebesgue space. Moreover, g(s) and h(s)
may be singular at s = 0. The study on singular semilinear elliptic equations with subquadratic growth in the gradient can
be referred to [10] and references therein. Our consideration is motivated by the paper [22] where G. Porru and A. Vitolo
studied the following{
u + g(u)|∇u|2 + 1 = 0 in Ω,
u = 0 on ∂Ω.
(3)
Under some different assumptions on g(s), they showed via a substitution that problem (3) admits at least a positive
classical solution, see Theorems 1–3 in [22]. In particular, the results cover the case g(s) = − λs with λ > 0. However, the
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of the present paper. As remarked in [22], for some g(s) (for instance g(s) = − λs ), by a suitable transformation u = Ψ (w),
the equation in (3) (and the equation in (1) with m = 1) can be transformed into a semilinear elliptic equation without
gradient term. Moreover, the transformation u = Ψ (w) may either leave unchanged boundary value condition, i.e. w = 0
on ∂Ω , or lead to the boundary blowup condition, i.e. w(x) → ∞ as x → ∂Ω . In the last years, there are a large number of
papers involving the above problems, see for example [3,4,11,13,14,16,21,23,25,27].
In this paper we will consider problem (1) with m > 1 and λ > 0 and study the existence and multiplicity of weak
solutions. As shown in Section 2, the case m  1 is essentially different from the case 0 < m < 1. Indeed, we show that
for the latter, the weak solutions may be unique (see Proposition 2.2 or Corollary 1.1), whereas for the former the weak
solutions may be multiple. Our idea of showing the multiplicity of weak solutions is based on two steps: Firstly we obtain
a maximal positive weak solution for a general domain Ω (see Theorem 2.1). Secondly, to get different weak solution, we
will assume that Ω = B1 ≡ {x ∈ RN | |x| < 1} and that f (x) = f (|x|) and will consider the corresponding radial ODE to the
equation in (1):
u′′ + N − 1
r
u′ − λ
um
|u′|2 + f (r) = 0, 0 < r < 1, (4)
with boundary conditions:
u(1) = u(0) = u′(0) = 0. (5)
We call u ∈ C2(Ω)∩C1[0,1] is a solution to problem (4) and (5) if u > 0 in (0,1), and it satisﬁes (4) and (5). It is shown, by
the upper and lower solutions method, that under some additional assumptions on m, λ, f , problem (4) and (5) has at least
a positive classical solution u (see proof of Theorem 2.2). If we let u(x) = u(r), r = |x|, then u(x) is also a weak solution
with u(0) = 0 if Ω = B1 and some additional assumptions on m, λ and f are satisﬁed, see Theorem 2.2. Thus problem (1)
may have at least two weak solutions, see Theorem 2.3.
The plan of the following sections is as follows. In Section 2, we enumerate our main results. The other sections are
devoted to the proofs of these results.
2. Main results
Denote
F = H1(Ω) ∩ L∞(Ω), F0 = H10(Ω) ∩ L∞(Ω),
F+0 = {w ∈F0; w  0 a.e. in Ω}.
Deﬁnition 2.1. A function u ∈F is called a weak sup-solution of the equation in (1) if u > 0 a.e. in Ω , |∇u|2um ∈ L1(Ω), and
it satisﬁes∫
Ω
(
∇u∇ϕ + λ
um
|∇u|2ϕ − f (x)ϕ
)
dx 0, ∀ϕ ∈F+0 .
Similarly, a function u ∈ F is called a weak sub-solution of the equation in (1) if u > 0 a.e. in Ω , |∇u|2um ∈ L1(Ω), and it
satisﬁes the converse inequality.
Deﬁnition 2.2. A function u ∈F0 is called a weak solution of problem (1) if u > 0 a.e. in Ω , |∇u|2um ∈ L1(Ω), and it satisﬁes∫
Ω
(
∇u∇ϕ + λ
um
|∇u|2ϕ − f (x)ϕ
)
dx = 0, ∀ϕ ∈F0.
Proposition 2.1. Let λ > 0 and f ∈ L1(Ω) with f  0 a.e. in Ω . Then problem (1) has no weak solutions.
Proof. Assume that u is a solution. Then u ∈F+0 . Substituting ϕ = u into the integral equality in Deﬁnition 2.2, one obtains∫
Ω
|∇u|2 dx = 0, which implies that u = 0 a.e. in Ω , a contradiction. This ends our proof. 
Proposition 2.2. Let λ > 0 and m > 0 be constants, and let f (x) ∈ L1(Ω) with f (x) 0 a.e. in Ω . Assume that u2 and u1 are a weak
sup-solution and a weak sub-solution of the equation in (1), respectively, and satisﬁes u2  u1 a.e. on ∂Ω . Then:
(a) If 0 <m < 1, then u2  u1 a.e. in Ω.
(b) If m 1 and there exist positive constants c2, c1 , such that ui  ci (i = 1,2) a.e. in Ω , then u2  u1 a.e. in Ω.
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g(s) =
s∫
μm
e
λ
m−1 y1−m dy if m = 1;
g(s) =
{
s1−λ
1−λ (λ = 1),
ln(s) (λ = 1),
if m = 1.
Clearly, g′(s) > 0, g′′(s) < 0, ∀s > μm . Then we derive from the integral inequalities satisﬁed by u2 and u1 that∫
Ω
[∇g(u2)∇ϕ − g′(u2) f (x)ϕ]dx 0,
∫
Ω
[∇g(u1)∇ϕ − g′(u1) f (x)ϕ]dx 0,
for any ϕ ∈F+0 , and then one obtains∫
Ω
(∇g(u1) − ∇g(u2))∇ϕ dx+
∫
Ω
f (x)
(
g′(u2) − g′(u1)
)
ϕ dx 0.
Note that ϕ = (g(u1) − g(u2))+ ∈F+0 , where s+ = max{0, s}. Substituting it into the above integral inequality yields∫
Ω
∣∣∇(g(u1) − g(u2))+∣∣2 dx+
∫
Ω
f (x)
(
g′(u2) − g′(u1)
)(
g(u1) − g(u2)
)
+ dx 0.
Since g′ > 0 and g′′ < 0 in [μm,∞), we obtain
f (x)
[
g′(u2) − g′(u1)
](
g(u1) − g(u2)
)
+  0 a.e. in Ω.
Hence∫
Ω
∣∣∇(g(u1) − g(u2))+∣∣2 dx = 0.
This implies that (g(u1) − g(u2))+ = 0 a.e. in Ω , i.e. u2  u1 a.e. in Ω . The proposition follows. 
As an immediate consequence of Proposition 2.2, one has the following
Corollary 2.1. Let λ > 0 and 0 <m < 1 be constants, and let f (x) ∈ L1(Ω) with f (x) 0 a.e. in Ω . Then problem (1) has at most one
weak solution.
Main purpose of this paper is to show the following theorems.
Theorem 2.1. Let 43 > m > 1 and λ > 0. Assume that f (x) ∈ L∞(Ω) and ess infΩ f (x) > 0. Then problem (1) admits one weak
solution u in Cαloc(Ω) ∩ C(Ω) for some 0 < α < 1, which is positive in Ω and maximal among all weak solutions of problem (1). If
in addition f is locally Hölder continuous in Ω , then u ∈ C2,γloc (Ω) for some 0 < γ < 1.
Theorem 2.2. Let Ω = B1 ≡ {x ∈ RN | |x| < 1}, and let 2 > m > 1 and λ > 0. Assume f (x) = f (|x|). Then if f (r) ∈ C[0,1] and
f (r) > 0 on [0,1], and if λ > infr1H (r), then problem (1) admits one weak solution u in C2(Ω \ {0}) ∩ C1(Ω), which is positive
in Ω \ {0} and zero at x = 0. HereH :R+ →R+ is deﬁned by
H (r) = 2(m − 1) + N(2−m)
2
rm−1 + (2−m)
2 max[0,1] f
4
rm−2.
Remark 2.1. Let m > 1, and denote
S0 = (2−m)
3 max[0,1] f
2(m − 1)[2(m − 1) + N(2−m)] , S
∗ =
{
S0, S0  1,
1, S0 < 1.
Then infs1H (s) =H (S∗). Indeed, since lims→0+ H (s) = lims→+∞H (s) = +∞, H (s) must reach a minimum at some
s ∈ (0,∞) satisfying H ′(s) = 0. Solving it gives s = S0 and hence, infs>0H (s) =H (S0). Since H ′(s) 0 for all s  S0,
infs1H (s) =H (S0) if S0  1, and infs1H (s) =H (1) if S0 < 1.
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Theorem 2.3. Let Ω = B1 , and let 43 > m > 1. Assume that f (x) = f (|x|). Then if f (r) ∈ C[0,1] and f (r) > 0 on [0,1], and if
λ > infr1H (r), then problem (1) has at least two weak solutions.
3. Proof of Theorem 2.1
Let ε ∈ (0,1/2), and deﬁne Hε(x, s, ξ) :Ω ×R×RN →R by
Hε(x, s, ξ) = λ[I(s) + ε]m |ξ |
2 sgn(s) − f (x),
where I(s) = s if s 0, I(s) = 0 if s < 0. Clearly, we have
∣∣Hε(x, s, ξ)∣∣ λ
εm
|ξ |2 + | f |∞
for almost every (x, s, ξ) ∈ Ω ×R×RN . Hence it follows from Theorem 1 in [5] by L. Boccardo, F. Murat and J.P. Puel that
for any ﬁxed ε ∈ (0,1/2), there exists a function uε ∈F0, such that∫
Ω
(∇uε∇ϕ + Hε(x,uε,∇uε)ϕ)dx = 0, ∀ϕ ∈F0. (6)
Next our aim is to show that the limit limε→0+ uε(x) = u(x) exists for almost every x ∈ Ω , and the limit function u is a
weak solution of problem (1). Before giving the proof, we emphasize that the main diﬃculty what we face is singularity of
nonlinear lower order term. To overcome the one, we will establish a local, uniformly positive lower bound of uε and show
some nontrivial compactness results, for instance
|∇uε|2
umε
→ |∇u|
2
um
strongly in L1(Ω)
(
ε → 0+).
Lemma 3.1. uε  0 a.e. in Ω for all ε ∈ (0,1/2).
Proof. Since uε ∈F0, (uε)− ∈F0, where s− = max{0,−s}. Substituting ϕ = (uε)− into (6) gives∫
Ω
(
∇uε∇(uε)− + λ |∇uε|
2 sgn(uε)
[I(uε) + ε]m (uε)− − f (x)(uε)−
)
dx = 0.
This leads to∫
Ω
(∣∣∇(uε)−∣∣2 + λ |∇uε|2[I(uε) + ε]m
∣∣(uε)−∣∣
)
dx = −
∫
Ω
f (x)(uε)− dx 0,
which implies that∫
Ω
∣∣∇(uε)−∣∣2 dx = 0,
hence (uε)− = 0 a.e. in Ω , i.e. uε  0 a.e. in Ω . The lemma follows. 
Since uε  0 a.e. in Ω , we obtain from (6)∫
Ω
(
∇uε∇ϕ + λ
(uε + ε)m |∇uε|
2ϕ − f (x)ϕ
)
dx = 0, ∀ϕ ∈F0. (7)
Denote Uε = uε + ε, then Uε  ε, Uε − ε ∈F0, and it satisﬁes∫
Ω
(
∇Uε∇ϕ + λ
Umε
|∇Uε|2ϕ − f (x)ϕ
)
dx = 0, ∀ϕ ∈F0. (8)
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C2Φ0  uε  C1Φ
2
2−m
1 a.e. in Ω, (9)
where Φ0 is the unique positive solution of the following problem:
−v = 1 in Ω, v = 0 on ∂Ω,
and Φ1(x) is the eigenfunction corresponding to the ﬁrst eigenvalue λ1 of − in Ω with homogenous Dirichlet boundary condition.
Proof. First we show the ﬁrst inequality in (9). Let Φ = | f |∞Φ0. Then it satisﬁes −Φ = | f |∞ in Ω. Since λ > 0, we obtain
from (7)∫
Ω
∇uε∇ϕ dx
∫
Ω
| f |∞ϕ dx, ∀ϕ ∈F+0 ,
and then, by a standard comparison, one can obtain uε Φ a.e. in Ω .
Below we show the second inequality in (9). Let Wε = V + ε, V = CΦ
2
2−m
1 , where C ∈ (0,1] satisfying
2λ1C
2−m maxΩ Φ
2
2−m
1 +
4λC2−m
(2−m)2 maxΩ |∇Φ1|
2  ess inf
Ω
f (x).
Some calculations give
−Wε + λ
Wmε
|∇Wε|2 − f (x)−V + λ
Vm
|∇V |2 − ess inf
Ω
f (x)
= − 2C
2−mΦ
m
2−m
1 Φ1 −
2mC
(2−m)2 Φ
2(m−1)
2−m
1 |∇Φ1|2 +
4λC2−m
(2−m)2 |∇Φ1|
2 − ess inf
Ω
f (x)
= 2λ1C
2−mΦ
2
2−m
1 −
2mC
(2−m)2 Φ
2(m−1)
2−m
1 |∇Φ1|2 +
4λC2−m
(2−m)2 |∇Φ1|
2 − ess inf
Ω
f (x)
 2λ1C
2−m maxΩ Φ
2
2−m
1 +
4λC2−m
(2−m)2 maxΩ |∇Φ1|
2 − ess inf
Ω
f (x)
 0 a.e. in Ω,
and hence, by Proposition 2.2 and noticing (8), we derive that Uε  Wε a.e. in Ω , i.e. uε  V a.e. in Ω . The proof is
completed. 
By (9), we ﬁnd that for any compact subset Ω ′ of Ω , there exists a positive constant C independent of ε, such that
uε  C a.e. in Ω ′,
and hence∣∣Hε(x,uε(x), ξ)∣∣ C |ξ |2 + | f |∞
for almost every x ∈ Ω ′ and for all ξ ∈RN . Consequently, all assumptions of Theorem 6.1 in [20] for local Hölder continuity
are satisﬁed. We conclude that uε is uniformly bounded in Cα(Ω ′) for some α ∈ (0,1). Using Arzelá–Ascoli theorem, there
exist a subsequence of {uε}, still denoted by {uε}, and a function u ∈ Cαloc(Ω), such that, as ε → 0,
uε → u uniformly in Ω ′. (10)
Hence, u is continuous in Ω and satisﬁes by (9)
C2Φ0  u  C1Φ
2
2−m
1 in Ω. (11)
Therefore limx→∂Ω u(x) = 0. Deﬁne u = 0 on ∂Ω . Then u ∈ C(Ω).
To show some nontrivial compactness results, we need the following
Lemma 3.3. uε2  uε1 in Ω for 1/2 > ε2 > ε1 > 0.
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Ω
(
∇Vε2∇ϕ +
λ
Vmε2
|∇Vε2 |2ϕ − f (x)ϕ
)
dx 0, ∀ϕ ∈F+0 ,
and then, using Proposition 2.2 yields Vε2  Uε1 a.e. in Ω , that is, uε2  uε1 in Ω . The lemma follows. 
Recalling Lemma 3.3 and (10), we derive that
uε  u in Ω, (12)
uε → u a.e. in Ω
(
ε → 0+). (13)
Lemma 3.4. ∇uε → ∇u strongly in L2(Ω) (ε → 0+).
Proof. Substituting ϕ = uε into (7) yields∫
Ω
|∇uε|2dx+ λ
∫
Ω
uε
(uε + ε)m |∇uε|
2 dx =
∫
Ω
f (x)uε dx,
and then, using (9) yields∫
Ω
|∇uε|2 dx C, (14)
from which and (13) we deduce that ∇u ∈ L2(Ω), and
∇uε → ∇u weakly in L2(Ω)
(
ε → 0+).
Then substituting ϕ = uε − u into (7) yields∫
Ω
∇uε(∇uε − ∇u)dx+ λ
∫
Ω
|∇uε|2
(uε + ε)m (uε − u)dx =
∫
Ω
f (x)(uε − u)dx.
From (12), the second integral of the left-hand side in the above equality is nonnegative. So∫
Ω
∇uε(∇uε − ∇u)dx
∫
Ω
f (x)(uε − u)dx,
i.e. ∫
Ω
|∇uε − ∇u|2 dx
∫
Ω
f (x)(uε − u)dx−
∫
Ω
∇u(∇uε − ∇u)dx.
Noticing
lim
ε→0+
∫
Ω
∇u(∇uε − ∇u)dx = 0,
one obtains
lim
ε→0+
∫
Ω
|∇uε − ∇u|2 dx 0,
and hence
lim
ε→0+
∫
Ω
|∇uε − ∇u|2 dx = 0.
This completes the proof of Lemma 3.4. 
Lemma 3.4 immediately implies the following
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∇uε → ∇u a.e. in Ω. (15)
Lemma 3.5. For all ε ∈ (0,1/2), we have∫
Ω
|∇uε|2
(uε + ε)m dx
1
λ
∫
Ω
f (x)dx, (16)
i.e. ∫
Ω
∣∣∇U1−m2ε ∣∣2 dx (2−m)24λ
∫
Ω
f (x)dx.
Proof. Clearly, uεuε+ ∈F0 for any  > 0. Substituting it into (7) gives

∫
Ω
|∇uε|2
(uε + )2 dx+ λ
∫
Ω
|∇uε|2
(uε + ε)m
uε
uε +  dx =
∫
Ω
f (x)
uε
uε +  dx,
therefore
λ
∫
Ω
|∇uε|2
(uε + ε)m
uε
uε +  dx
∫
Ω
f (x)
uε
uε +  dx. (17)
Note that uε > 0 in Ω . Then for any ﬁxed ε ∈ (0,1) we have
uε
uε +  → 1 in Ω
(
 → 0+).
Letting  → 0+ in (17) and using Lebesgue dominated convergence theorem, we obtain
λ
∫
Ω
|∇uε|2
(uε + ε)m dx
∫
Ω
f (x)dx.
This ends our proof. 
In (16), passing to the limit in ε, using Fatou’s lemma and noticing (13), (11) and (15) yield∫
Ω
|∇u|2
um
dx 1
λ
∫
Ω
f (x)dx.
This shows that
|∇u|2
um
∈ L1(Ω) (i.e. ∣∣∇u 2−m2 ∣∣ ∈ L1(Ω)). (18)
The following lemma is the key of our proof.
Lemma 3.6. ∇U
2−m
2
ε → ∇u 2−m2 strongly in L2(Ω) (ε → 0+).
Proof. Clearly, we have
∇U
2−m
2
ε → ∇u 2−m2 weakly in L2(Ω)
(
ε → 0+).
Let Vε = u + ε. Note that for ﬁxed ε ∈ (0,1), 2−m2 U
−m2
ε [U
2−m
2
ε − V
2−m
2
ε ] ∈F0. Substituting it into (8) yields∫
Ω
∇U
2−m
2
ε ∇
[
U
2−m
2
ε − V
2−m
2
ε
]
dx = m(2−m)
4
∫
Ω
|∇Uε|2
U
2+m
2
ε
[
U
2−m
2
ε − V
2−m
2
ε
]
dx− λ(2−m)
2
∫
Ω
|∇Uε|2
U
3m
2
ε
[
U
2−m
2
ε − V
2−m
2
ε
]
dx
+ 2−m
2
∫
Ω
f (x)U
−m2
ε
[
U
2−m
2
ε − V
2−m
2
ε
]
dx
:= I1ε + I2ε + I3ε. (19)
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lim
ε→0+
∫
Ω
∇U
2−m
2
ε ∇
[
U
2−m
2
ε − V
2−m
2
ε
]
dx 0. (20)
Recalling the ﬁrst estimate in (9), there exists a constant δ ∈ (1/2,1), such that for all ε ∈ (0, τ ), where τ =
min{ 12 , 12 ( 2λm )1/(m−1)},
uε < τ in Ωδ :=
{
x ∈ Ω ∣∣ dist(x, ∂Ω) < δ},
hence we get for all ε ∈ (0, τ ),
Um−1ε = (uε + ε)m−1 < (2τ )m−1 <
2λ
m
in Ωδ.
This and Uε  Vε imply that∫
Ωδ
|∇Uε|2
U
2+m
2
ε
[
U
2−m
2
ε − V
2−m
2
ε
]
dx =
∫
Ωδ
|∇Uε|2
U
3m
2
ε
Um−1ε
[
U
2−m
2
ε − V
2−m
2
ε
]
dx
 2λ
m
∫
Ωδ
|∇Uε|2
U
3m
2
ε
[
U
2−m
2
ε − V
2−m
2
ε
]
dx,
therefore
I1ε = m(2−m)
4
∫
Ωδ
|∇Uε|2
U
2+m
2
ε
[
U
2−m
2
ε − V
2−m
2
ε
]
dx+ m(2−m)
4
∫
Ω−Ωδ
|∇Uε|2
U
2+m
2
ε
[
U
2−m
2
ε − V
2−m
2
ε
]
dx
 λ(2−m)
2
∫
Ωδ
|∇Uε|2
U
3m
2
ε
[
U
2−m
2
ε − V
2−m
2
ε
]
dx+ m(2−m)
4
∫
Ω−Ωδ
|∇Uε|2
U
2+m
2
ε
[
U
2−m
2
ε − V
2−m
2
ε
]
dx
−I2ε + m(2−m)
4
∫
Ω−Ωδ
|∇Uε|2
U
2+m
2
ε
[
U
2−m
2
ε − V
2−m
2
ε
]
dx,
i.e.
I1ε + I2ε  m(2−m)
4
∫
Ω−Ωδ
|∇Uε|2
U
2+m
2
ε
[
U
2−m
2
ε − V
2−m
2
ε
]
dx.
Combining this and (19), we obtain∫
Ω
∇U
2−m
2
ε ∇
[
U
2−m
2
ε − V
2−m
2
ε
]
dx I3ε + m(2−m)
4
∫
Ω−Ωδ
|∇Uε|2
U
2+m
2
ε
[
U
2−m
2
ε − V
2−m
2
ε
]
dx. (21)
We now estimate the second integral of the right-hand side of the above inequality. By (16) and (10), we have
∫
Ω−Ωδ
|∇Uε|2
U
2+m
2
ε
[
U
2−m
2
ε − V
2−m
2
ε
]
dx =
∫
Ω−Ωδ
|∇Uε|2
Umε
[
1−
(
Vε
Uε
) 2−m
2
]
dx
 C max
Ω−Ωδ
[
1−
(
Vε
Uε
) 2−m
2
]
→ 0 (ε → 0+). (22)
Next let us estimate I3ε. Since 1 <m < 43 ,
2(m−1)
2−m < 1. By the following result (see [15]):∫
Ω
[
Φ1(x)
]−s
dx < +∞ if and only if s < 1,
where Φ1 is the same as in Lemma 3.2, one obtains∫
Φ
2(1−m)
2−m
1 dx < +∞
(
i.e. Φ
2(1−m)
2−m
1 ∈ L1(Ω)
)
. (23)Ω
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0 U−
m
2
ε
[
U
2−m
2
ε − V
2−m
2
ε
]
 U1−mε  CΦ
2(1−m)
2−m
1 in Ω,
U
−m2
ε
[
U
2−m
2
ε − V
2−m
2
ε
]→ 0 in Ω (ε → 0+),
which, (23) and Lebesgue dominated convergence theorem imply that
I3ε =
∫
Ω
f (x)U
−m2
ε
[
U
2−m
2
ε − V
2−m
2
ε
]
dx → 0 (ε → 0+).
Combining this and (22) with (21) we prove (20). Note that
0 1−
(
u
Vε
)m
2
 1 in Ω, 1−
(
u
Vε
)m
2
→ 0 in Ω (ε → 0+),
then, using Lebesgue dominated convergence theorem and noticing (18), we obtain, as ε → 0+ ,∫
Ω
∣∣∇(u 2−m2 − V 2−m2ε )∣∣2 dx =
(
2−m
2
)2 ∫
Ω
|∇u|2
um
∣∣∣∣1−
(
u
Vε
)m
2
∣∣∣∣
2
dx → 0,
and hence, by Hölder’s inequality and using (16), we have∣∣∣∣
∫
Ω
∇U
2−m
2
ε ∇
(
u
2−m
2 − V
2−m
2
ε
)
dx
∣∣∣∣ 
(∫
Ω
∣∣∇U 2−m2ε ∣∣2 dx
) 1
2
·
(∫
Ω
∣∣∇(u 2−m2 − V 2−m2ε )∣∣2 dx
) 1
2
 C
(∫
Ω
∣∣∇(u 2−m2 − V 2−m2ε )∣∣2 dx
) 1
2
→ 0 (ε → 0+).
It follows from this and (20) that
lim
ε→0+
∫
Ω
∇U
2−m
2
ε ∇
(
U
2−m
2
ε − u 2−m2
)
dx 0.
Noticing
lim
ε→0+
∫
Ω
∇u 2−m2 ∇(U 2−m2ε − u 2−m2 )dx = 0,
one arrives at
lim
ε→0+
∫
Ω
∣∣∇(U 2−m2ε − u 2−m2 )∣∣2 dx 0,
so
lim
ε→0+
∫
Ω
∣∣∇(U 2−m2ε − u 2−m2 )∣∣2 dx = 0.
This ends our proof. 
Lemma 3.6 immediately implies that∫
Ω
|∇uε|2
(uε + ε)m dx →
∫
Ω
|∇u|2
um
dx
(
ε → 0+).
Then it is easy to verify that u is a weak solution of problem (1).
Now we show that u is maximal. Let w be any weak solution of problem (1). Then wε = w + ε/2 satisﬁes∫
Ω
(
∇wε∇ϕ + λ
wmε
|∇wε|2ϕ − f (x)ϕ
)
dx 0, ∀ϕ ∈F0.
On the other hand, it is obvious that Uε = uε + ε  wε a.e. on ∂Ω . Recalling Proposition 2.2 and (8), we ﬁnd that
Uε  wε = w + ε/2 a.e. in Ω.
Passing to the limit in ε, one derives that u  w a.e. in Ω. That is, u is maximal among all weak solutions for problem (1).
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positive and continuous, u  c for any compact subset Ω ′ ⊂ Ω and for some constant c > 0, and hence∣∣∣∣ f (x) − λum(x) |ξ |2
∣∣∣∣max
Ω
f (x) + λ
cm
|ξ |2, ∀(x, ξ) ∈ Ω ′ ×RN .
Then, in virtue of the local C1,β -regularity result by P. Tolksdorf [26], we conclude that u ∈ C1,β (Ω ′) for some 0 < β < 1. So
that f (x)− λum |∇u|2 is locally Hölder continuous. Finally, it follows from the classical regularity theory that u ∈ C2,γloc (Ω) for
some 0 < γ < 1.
Theorem 2.1 is proved.
4. Proof of Theorem 2.2
Under the hypotheses of Theorem 2.2, we ﬁrst show the existence of a positive solution for problem (4) and (5). Let
ε ∈ (0,1), and deﬁne Hε(r, v, ξ) : (0,1) ×R×R→R by
Hε(r, v, ξ) = − N − 1
r + ε1/α ξ +
λ
[Iε(v)]m |ξ |
2 − f (r),
where α = 22−m , and Iε(v) = v + ε2 if v  0, Iε(v) = ε2 if v < 0. By the inequality: a a2 + 1 (a ∈R), we have∣∣Hε(r, v, ξ)∣∣ N − 1
ε1/α
|ξ | + λ
ε2m
|ξ |2 +max[0,1] f
 N − 1
ε1/α
(
1+ |ξ |2)+ λ
ε2m
|ξ |2 +max[0,1] f

(
N − 1
ε1/α
+ λ
ε2m
+max[0,1] f
)
H(|ξ |) (24)
for all (r, v, ξ) ∈ (0,1) ×R×R, where H(s) = 1+ s2 for s 0. Deﬁne operator Lε :C2(0,1) → C(0,1) by
(Lεu)(r) = −u′′ + Hε(r,u,u′), 0< r < 1.
Consider the problem:{
(Lεu)(r) = 0, 0 < r < 1,
u(1) = u(0) = 0. (25)
We call u is an upper solution (lower solution) of problem (25) if Lεu  () 0 in (0,1), and u(r) () 0 for r = 0,1.
We will apply the upper and lower solutions method (i.e. Theorem 1 and Remark 2.4 in [17]) to obtain a positive solution
of problem (25). Note that
∫ +∞
0
s
H(s) ds = +∞. Then it suﬃces to ﬁnd a lower solution and an upper solution to obtain a
solution of problem (4) and (5).
Lemma 4.1. There exists a positive constant C independent of ε, such that
uε(r) C
[
r(1− r)]α, r ∈ [0,1].
where C ∈ (0,1) satisﬁes 2Cα + Cα(N − 1)2α−2 + λC2−mα2 min[0,1] f (r).
Proof. Let U = CW α , where W (r) = r(1− r). Clearly, W ′′ = −2, W (r) r and |W ′| 1 on [0,1]. Some calculations give by
noticing α = 22−m > 2,
LεU = −U ′′ − N − 1
r + ε1/α U
′ + λ
(U + ε2)m |U
′|2 − f (r)
−U ′′ − N − 1
r + ε1/α U
′ + λ
Um
|U ′|2 − f (r)
= 2CαW α−1 − Cα(α − 1)W α−2|W ′|2 − Cα(N − 1)W
α−1W ′
r + ε1/α + λC
2−mα2|W ′|2 − f (r)
 2CαW α−1 − Cα(N − 1)W
α−1W ′
r + ε1/α + λC
2−mα2|W ′|2 − f (r)
 2Cα + Cα(N − 1)(r + ε1/α)α−2 + λC2−mα2 − f (r)
 2Cα + Cα(N − 1)2α−2 + λC2−mα2 −min[0,1] f (r)
 0, 0 < r < 1.
Thus, U is a lower solution of problem (25). The lemma follows. 
Z. Wen-Shu / J. Math. Anal. Appl. 346 (2008) 107–119 117Let infr1H (r) ≡ δ. It follows from the deﬁnition of inﬁmum and λ > δ that for δ0 = λ−δ2 > 0, there exists C∗  1, such
that H (C∗) < δ + δ0 < λ.
Lemma 4.2. There exists a positive constant ε0 ∈ (0,1), such that for any ε ∈ (0, ε0), Vε = C∗(r + ε1/α)α is an upper solution of
problem (25).
Proof. Noticing α > 2, we have
LεVε = −V ′′ε −
N − 1
r + ε1/α V
′
ε +
λ
(Vε + ε2)m
∣∣V ′ε∣∣2 − f (r)
= −C∗α(α − 1)
(
r + ε1/α)α−2 − (N − 1)αC∗(r + ε1/α)α−2 + λC2−m∗ α2[1+ ε2C−1∗ (r + ε1/α)−α]−m − f (r)
−C∗α(α − 1)
(
1+ ε1/α)α−2 − (N − 1)αC∗(1+ ε1/α)α−2 + λC2−m∗ α2(1+ εC−1∗ )−m −max[0,1] f
=
[
λC2−m∗ α2 − C∗α(α − 1) − (N − 1)αC∗ −max[0,1] f
]
+ eε
= C2−m∗ α2
(
λ −H (C∗)
)+ eε, 0 < r < 1,
where eε = C∗α(N +α −2)[1− (1+ ε1/α)α−2]+ [1+ εC−1∗ ]−m −1. Clearly, eε → 0 (ε → 0+). Since λ >H (C∗), there exists
ε0 ∈ (0,1), such that
C2−m∗ α2
(
λ −H (C∗)
)+ eε  0.
This shows that for any ε ∈ (0, ε0), LεVε  0, 0 < r < 1. The lemma follows. 
According to Theorem 1 and Remark 2.4 in [17], for any ﬁxed ε ∈ (0, ε0), problem (25) has a solution uε ∈ C1[0,1]
satisfying
C2
(
r + ε1/α)α  uε  C1[r(1− r)]α, r ∈ [0,1]. (26)
Hence uε satisﬁes
u′′ε +
N − 1
r + ε1/α u
′
ε −
λ
(uε + ε2)m
∣∣u′ε∣∣2 + f (r) = 0, 0 < r < 1. (27)
Lemma 4.3. There exists a positive constant C independent of ε, such that for all ε ∈ (0, ε0),∣∣u′ε(r)∣∣ C, r ∈ [0,1]. (28)
Proof. It follows from uε(1) = uε(0) = 0 and uε  0 for all r ∈ [0,1] that
u′ε(0) 0 u′ε(1). (29)
Integrating (27) over (0,1) and integrating by parts give
u′ε(r)
∣∣1
0 +
(N − 1)uε(r)
r + ε1/α
∣∣∣∣
1
0
+ (N − 1)
1∫
0
uε(r)
(r + ε1/α)2 dr − λ
1∫
0
|u′ε|2
(uε + ε2)m dr +
1∫
0
f (r)dr = 0,
and then, we obtain by (29)
λ
1∫
0
|u′ε|2
(uε + ε2)m dr 
(N − 1)uε(r)
r + ε1/α
∣∣∣∣
1
0
+ (N − 1)
1∫
0
uε
(r + ε1/α)2 dr +
1∫
0
f (r)dr.
Note that α > 2. From (26), we see that (N−1)uε(r)
r+ε1/α |10 + (N − 1)
∫ 1
0
uε
(r+ε1/α)2 dr is uniformly bounded and hence, there exists a
positive constant C independent of ε, such that
1∫
0
|u′ε|2
(uε + ε2)m dr  C . (30)
By the inequality: a a2 + 1 (a ∈R), we obtain
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r + ε1/α 
|u′ε|2
(r + ε1/α)2 + 1, r ∈ [0,1]. (31)
By (26), we have uε + ε2  2C∗(r + ε1/α)α , r ∈ [0,1]. Noticing αm > 2, there exists a constant C > 0, such that(
uε + ε2
)m  [2C∗(r + ε1/α)α]m  C(r + ε1/α)2, r ∈ [0,1].
Combining this and (31), one has
|u′ε|
r + ε1/α  C
|u′ε|2
(uε + ε2)m + 1, r ∈ [0,1],
which and (30) imply that
1∫
0
|u′ε|
r + ε1/α dr  C . (32)
On the other hand, integrating (27) over (r1, r2), we have
u′ε(r)
∣∣r2
r1
= −(N − 1)
r2∫
r1
u′ε
r + ε1/α dr + λ
r2∫
r1
|u′ε|2
(uε + ε2)m dr −
r2∫
r1
f (r)dr.
Combining this with (30) and (32) we obtain for all ε ∈ (0, ε0),∣∣u′ε(r2) − u′ε(r1)∣∣ C, ∀r1, r2 ∈ [0,1], (33)
where C is a positive constant independent of ε. Since uε(1) = uε(0) = 0, in virtue of the mean value theorem, there exists
rε ∈ (0,1), such that u′ε(rε) = 0. Then taking r1 = rε in (33), one gets the desired result.
By (26) and (28), we derive from (27) that there exists for any δ ∈ (0,1/2) a positive constant Cδ independent of ε, such
that for all ε ∈ (0, ε0),∣∣u′′ε(r)∣∣ Cδ, δ  r  1− δ.
From this and (28) and using Arzelá–Ascoli theorem, there exist a subsequence of {uε}, still denoted by {uε}, and a function
u ∈ C1(0,1) ∩ C[0,1] such that, as ε → 0+ ,
uε → u uniformly in C[0,1],
uε → u uniformly in C1[δ,1− δ],
and hence, by uε(1) = uε(0) = 0 and (26), u satisﬁes u(1) = u(0) = 0, and
Crα  u(r) C
[
r(1− r)]α, ∀r ∈ [0,1], (34)
therefore u(r) > 0 for all r ∈ (0,1), and u′(0) = limr→0 u(r)r = 0. Then u satisﬁes the boundary conditions (5).
Below, we show that u satisﬁes (4). Integrating (27) over [r0, r] (0 < r0, r < 1) yields
u′ε(r) = λ
r∫
r0
|u′ε|2
(uε + ε2)m ds − (N − 1)
r∫
r0
u′ε
s + ε1/α ds −
r∫
r0
f (s)ds + u′ε(r0),
and letting ε → 0+ and using Lebesgue dominated convergence theorem, we have
u′(r) = λ
r∫
r0
|u′|2
um
ds − (N − 1)
r∫
r0
u′
s
ds −
r∫
r0
f (s)ds + u′(r0), 0 < r < 1. (35)
From this, we see that u ∈ C2(0,1) and satisﬁes (4).
It remains to show that u′ is continuous at r = 0,1. Letting ε → 0+ in (30) and (32) and using Fatou’s Lemma, we have
1∫
0
|u′|2
um
dr  C,
1∫
0
|u′|
r
dr  C, (36)
which show that |u
′|2
m ,
|u′| ∈ L1[0,1]. By the absolute continuity of integral, we derive from (35) that u′ ∈ C[0,1]. u r
Z. Wen-Shu / J. Math. Anal. Appl. 346 (2008) 107–119 119Proof of Theorem 2.2. Let u(x) = u(r), where r = |x|. Clearly, u ∈ C2(B1 \ {0}), u > 0 in B1 \ {0}, and u(0) = 0. Some calcu-
lations give
∇u = u′(r) x|x| , |∇u| =
∣∣u′(r)∣∣ in B1 \ {0},
u = u′′(r) + N − 1
r
u′(r) in B1 \ {0}.
Hence
−u + λ
um
|∇u|2 − f (x) = 0 in B1 \ {0}.
Since u′(0) = 0, u ∈ C1(B1). From the ﬁrst relation in (36), one arrives at
|∇u|2
um
∈ L1(B1).
Clearly, u is a weak solution of problem (1). The proof of Theorem 2.2 is completed. 
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