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bifurcation equations. Here, the main steps of the procedure are resumed in a more problem-oriented form and some new results presented. A combined analytical and numerical analysis is performed to investigate the mechanical behaviour of the system close to the bifurcation.
Model
A planar, inextensible and shear-undeformable straight beam is considered, fixed at end A, constrained by a linear viscous-elastic device at end B and loaded by a follower force P at B (Fig. 1) . The device consists of an extensional spring of stiffness k e and two dashpots, of constants c e and c t , of an extensional and a torsional type, respectively.
The actual configuration of the beam is described by the transversal displacement fieldũðs; tÞ, the longitudinal displacementwðs; tÞ and the rotation#ðs; tÞ, wheres 2 ½0; l is an abscissa. The three displacements, however, are not independent, because of the internal constraints: sin# ¼ũ 0 ð1aÞ e :¼ ð1 þw 0 Þ 2 þũ 02 q À 1 ¼ 0 ð1bÞ
expressing shear-undeformability and inextensibility, respectively. The curvature 1ðs; tÞ is assumed as the (unique) strain measure; from Eq. (1 1 ) it follows, that 1 :¼# 0 ¼ũ 00 1 Àũ 02 p .
ð2Þ
The equations of motion are derived by the generalized Hamiltonian principle, introducing the constraint equation (1 2 ) by a Lagrangian multiplierkðs; tÞ, having the meaning of axial (reactive) force. By using Eq. (1 1 ) to eliminate the rotation#ðs; tÞ and expandingũðs; tÞ in Taylor series, the equations of motion, corrected up to the third-order, are derived.
The longitudinal displacementwðs; tÞ and the axial forcẽ kðs; tÞ are then condensed by integrating the relevant equation of motion. Finally, the following equations and boundary conditions in the unique variableũðs; tÞ are derived. By introducing the following nondimensional parameters: s ¼ xt; s ¼s=l; u ¼ũ=l; w ¼w=l;
where x is a frequency, m the mass for length unity and EI the flexural stiffness of the beam, the nondimensional equations of motion and the relevant boundary conditions read:
where A and B denote evaluation at the beam ends.
It should be noted that the nonlinear viscous term in the bending moment boundary condition (4c) arises from the expansion of the rotation # B in terms of the transversal displacement u B (Eq. (1a)). A similar nonlinearity in the geometrical boundary conditions (4d) has, in contrast, been omitted, since # A vanishes when its linear part vanishes.
Linear stability boundaries
The linearized problem (4) is first studied. By letting u(s) /(s)exp(kt), the following eigenvalue problem is obtained:
The parameters l and j are taken as bifurcation parameters and the boundaries at which the trivial equilibrium position loses stability are sought in the (j, l) parameter plane. Eq. (5a) admits the following solution, accounting for the geometrical boundary conditions (5d) at A:
where c 1 and c 2 are arbitrary constants and
have been posed. With Eq. (6) the mechanical boundary conditions ((5b) and (5c)) at B read:
with R a 2 · 2 matrix. By vanishing the determinant of R a transcendent equation in k follows, depending on the bifurcation parameters; it is analyzed below. obtained: p ffi 2l p and q ffi ik= 2l p . By substituting them in R and expanding its determinant in series of k, it follows:
Divergence boundary and double-zero point
with I j I j (j, l) as the invariant of the system. In particular, the leading invariants are found to be:
where a :¼ n e /n t has been posed. The divergence boundary D has codimension-1 and is defined by the equation I 0 (j, l) 0. The double-zero point has codimension-2 and is determined by the simultaneous vanishing of the first two invariants, I 0 (j, l) 0 and I 1 (j, l) 0; therefore, it depends on the damping ratio a only, not on the values of the single coefficients n e and n t . The divergence curve D I 0 and the double-zero point Z I 0 \ I 1 are displayed in Fig. 2 for a 0.5.
Hopf boundary
If k ix, then p and q are real (Eq. (7)). By substituting them in matrix R and separating the real and imaginary parts of det(R), two real equations are obtained, namely H i ðl; j; xÞ ¼ 0 (i 1, 2). They define a codimension-1 curve H in the bifurcation parameter plane (Fig. 2) , depending both on n e and n t coefficients. According to the Takens Bogdanova bifurcation mechanism, the Hopf boundary dies when collides with the divergence boundary at the double-zero point Z.
The adjoint problem
It is useful, for future use, to derive the adjoint problem to the linearized direct problem (5) . To define it, an inner product must be first introduced. Eqs. B g are considered, having the meaning of a virtual displacements field w(s), together with its value and its first derivative at B. A scalar product is then defined, as the virtual work done by the forces f in the virtual displacements W: ðW; fÞ :¼
where the overbar denotes complex conjugate. Finally, from the bilinear identity:
the adjoint problem L * W 0 follows. By using Eqs. (5) in Eq. (11) and performing integration by parts according to Eq. (12), the adjoint field equation and adjoint boundary conditions read:
Bifurcation analysis
The multiple scale method is applied to analyze the system's behaviour around a divergence point (say D, in Fig. 2 ), a Hopf point (say H) and the double-zero point (Z). A perturbation parameter e is introduced as a measure of the distance of a given point from the bifurcation point in the parameter space. Different e-dependent time-scales t k e k t are defined and the state variable u(s) are expanded in Taylor series of e. By equating terms of the same power of e, linear perturbation equations having the same operator are obtained, and then solved in sequence for the series coefficients. Except for the lower-order eigenvalue problem, higher-order equations are nonhomogeneous; they admit a solution if and only if the known term belongs to the range of the singular operator, i.e. if it is orthogonal to the solutions of the adjoint homogeneous problem (13). Solvability equations, when combined on the true timescale t (according to the so-called reconstitution method), furnish the bifurcation equations, governing the asymptotic dynamics of the system, reduced to the center manifold. The procedure is sketched in the following, for codimension-1 and codimension-2 bifurcations.
Codimension-1 bifurcation
The load l is taken as bifurcation parameter, and its deviation from the bifurcation value l 0 denoted by c:¼l À l 0 O(e 2 ). By introducing the series expansions: with d k o/ot k and t k e k t (k 0,2,. . .), the following perturbation equations and boundary conditions are derived:
where n 1 , n 2 and n 3 are the nonlinear terms in Eqs. (4a) (4c) evaluated at u u 1 . Eq. (15a) admit the steady solutions:
. . .Þ/ðsÞ or ð16aÞ 
where c i and C i are coefficients (see Appendix).
Codimension-2 bifurcation
The load l and the stiffness j are taken as bifurcation parameters, and their increments with respect to the critical values l 0 and j 0 , denoted by:
Expansion of the variables is less straightforward. Since the linear operator is defective (i.e. the set of eigenvectors is not complete at the bifurcation) fractional power expansions should be employed, according to the treatment of the algebraic systems. Such expansions lead to a cascade of perturbation equations in which nonlinearities appear only at a higher-order. Solution of the lower-order linear equations gives rise the so-called generalized eigenvectors, which complete the defective base [10] . When the eigenvalue multiplicity is equal to 2, the appropriate expansion for a generic system contains powers of e 1/2 . However, due to the fact the system under study posses only odd nonlinearities, only even powers of e 1/2 are meaningful since odd powers would furnish trivial equations; therefore a standard series expansion of e is recovered. Notably, when a defective bifurcation is analyzed via a perturbation method, the first-order form of the equations of motion is more convenient, since the generalized eigenvector theory is also stated in this form. Therefore, by recasting the equations of motion by letting v :¼ du/dt, perturbation equations of the following type are obtained:
By solving in chain the perturbation equations, the generalized, order-two, eigenvector naturally appears at the e 2 -order as an element of Keldysh chain [11] (which generalizes the concept of Jordan chain valid for an algebraic operator). Such equations do not require any solvability conditions to be solved, since the known term belongs to the range of the operator. However, the first-order derivative of the amplitude, d 1 a, remains undetermined at this order; as a consequence, second-order derivatives d 2 1 a appear at e 3 -order, at which meaningful solvability equations firstly appear. They are found to be of the form: where c i and e i are real coefficients (see Appendix). By observing that d/dt ed 1 + e 2 d 2 + Á Á Á, it follows that d 2 a=dt 2 ¼ ðed 1 þ e 2 d 2 þ Á Á Á Þ 2 a ¼ ðe 2 d 2 1 þ 2e 3 d 1 d 2 þ Á Á ÁÞa; then the solvability conditions ((20a) and (20b)) can be combined to obtain an unique differential equation of order 2, namely:
where the e-parameter has been reabsorbed. Eq. (21) directly appears in the Bogdanova Arnold form.
Numerical results

Linear analysis
Sensitivity of the Hopf boundaries to modification of the damping coefficients is first studied. If n e and n t are varied by keeping fixed their ratio a n e /n t 0.5, the plot of Fig. 3a is obtained; moreover if a coefficient is fixed, e.g. n t 0.05, while the other is modified, the diagram of Fig. 3b is drawn. It is seen that a proportional increasing of damping (Fig. 3a) has a stabilization effect on the Hopf linear instability mechanism, but it is uneffective on the double-zero point. In contrast, an additional amount of extensional damping for a fixed torsional damping (Fig. 3b ) has a stabilization effect at low stiffness ratios j, and an unstabilization effect at high stiffness values. Accordingly, the double-zero point moves along the divergence boundary by visiting the portion marked in Fig. 3b , for which the point U is an upper-bound. Indeed, when n e ! 0, no double-zero bifurcation can take place, as it is confirmed by the fact the two branches of the I 1 -curve (see Fig. 2 ) approach each other and cross at U.
In Fig. 4 the right and left eigenvectors at point D, H and Z of Fig. 2 , are displayed.
Codimension-1 bifurcations
The postcritical behaviour of the beam is then analyzed for codimension-1 bifurcations. Eq. (17a) governs the dynamic around a divergence point. Steady-state solutions a const 5 0 satisfy the algebraic equation l l 0 À (c 3 / c 1c )a 2 . The equilibrium paths are plotted in Fig. 5a for bifurcations occurring at different points A F along the divergence curve, monotonically approaching Z. It is found that the postcritical behaviour is overcritical (stable); however, the curvature of the bifurcated paths does not changes monotonically with the bifurcation point, but decreases from A to C (i.e. nonlinearities are weaker in this range) and increases from C to F (i.e. nonlinearities are stronger in this range). This behaviour is also appreciated in Fig. 5b , where the amplitude a is plotted vs the stiffness j for a fixed value of the parameter c.
A different behaviour is found around Hopf bifurcation, governed by Eq. (17b). The limit cycles amplitudes satisfy the equation l l 0 À [Re(C 3 )/4Re(C 1c )]a 2 ; they are plotted in Fig. 6a for bifurcation points A to G monotonically approaching Z along H. The bifurcation is found to be super-critical (stable) far from the double-zero point Z and sub-critical (unstable) close to Z; the curvature c of (a) (b) Fig. 7 . Bifurcation diagram around a double zero points: (a) unfolding parameter plane and phase plane sketches; (b) equilibriums and limit cycles amplitude vs the unfolding parameters. the bifurcation diagram vanishes at point H C marked in Fig. 2 on the Hopf boundary H. This behaviour is also displayed in Fig. 6b .
Codimension-2 bifurcation
The previous solutions are valid for codimension-1 bifurcations only, and break down close to the double-zero point Z. In this region the system behaviour is governed by the bifurcation equation (21), which is here rewritten in the form of a one dof-system equation:
In it, v :¼ À(c 1b b + c 1c c), d :¼ À(e 1b b + e 1c c) are unfolding parameters, assuming the meaning of a stiffness and a damping coefficient respectively, and are linear combinations of the physical parameters c l À l 0 and b j À j 0 . Their geometrical meaning is shown in Fig. 2 , as oblique coordinates measured from Z along the tangents at H and D at the double-zero point, respectively. An analysis of Eq. (22) leads to the (qualitative) bifurcation diagram of Fig. 7a and b. The d-axis is a divergence boundary, while the positive v-axis is a Hopf boundary for the trivial solution (here denoted by H T ). Along the Hopf boundary an under-critical bifurcation occurs, and an unstable limit cycle arises (large cycles in Fig. 7a , in which the system oscillates around the trivial solution which two stable limit cycles arise (small cycles in Fig. 7a , in which the system oscillates around a buckled configuration). However, they only exist in a small region of the plane, bounded by the straight lines H NT and H OM . Indeed, at H OM , a homoclinic bifurcation takes place, caused by the multiple collision between the (small) limit cycle, the saddle point at the origin, and the large cycle. In conclusion, stable solutions exist only in the region above the straight lines H T and H OM of the plane: the trivial equilibrium for v > 0, d > 0; two stable buckled equilibria between H NT and D; the small cycles between H NT and H OM . In addition to the previously defined boundaries, two further curves, N T and N NT , organize the bifurcation diagram, which are loci of (nilpotent) systems possessing two coincident eigenvalues. Some sections of the bifurcation diagram of Fig. 7b , as obtained by Auto Ò , are displayed in Fig. 8 . Five straight paths (I V) have been chosen in Fig. 8a , and the relevant amplitude parameter curves shown in Fig. 8b f. Along path I, for decreasing v's, a pitchfork bifurcation is encountered at D. Along path II the pitchfork bifurcation is encountered at D, then the Hopf bifurcation at H NT , and finally the homoclinic bifurcation at H OM (where the cycles collide with the trivial solution and the large cycle). Path III proves the existence of the small limit cycles between H NT and H OM . Path IV displays the large limit cycles. Path V clearly shows all bifurcations, in particular the simultaneous collision among the cycles and the saddle points.
Conclusions
The efficiency of the multiple scale method in obtaining reduced-order models of infinite-dimensional systems has been shown. The method consists in the following steps:
(1) The linear differential equation and boundary conditions, are considered. The adjoint differential equation and boundary conditions are derived from the bilinear identity. (2) The linear stability boundaries of the trivial equilibrium position are analyzed in the parameter space. Both right and left eigenvectors are evaluated at the critical points. If the operator is defective, i.e. if its eigenvectors do not form a complete set, then generalized eigenvectors must be evaluated (said to form a Keldysh chain), similarly to the eigenvectors of an algebraic operator (said to form a Jordan chain). (3) The state variables are then expanded in series of a perturbation parameter e; the bifurcation parameters are scaled so that they first appear at the first meaningful order; several independent time-scales are introduced; the perturbation equations are derived by collecting terms of the same e-order. (4) The perturbation equations are solved in sequence, which calls for the right-hand side to be orthogonal to the left eigenvectors. These solvability conditions supply amplitude equations on different time-scales.
(5) By recombining the amplitude equations and returning to the true time-scale, the bifurcation equations capturing the asymptotic dynamics of the system are recovered. They are found to be already in normal form.
The procedure has been illustrated for a continuous model of a planar beam, elastically restrained and damped at one end, loaded by a follower force. The relevant bifurcation equations have been numerically solved, and the whole scenario displayed in the parameter space.
