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THE LIPMAN–ZARISKI CONJECTURE
IN GENUS ONE HIGHER
HANNAH BERGNER AND PATRICK GRAF
Abstract. We prove the Lipman–Zariski conjecture for complex surface sin-
gularities of genus at most two, and also for those of genus three whose link
is not a rational homology sphere. This improves on a previous result of the
second author. As an application, we show that a compact complex surface
with locally free tangent sheaf is smooth as soon as it admits two generically
linearly independent twisted vector fields and its canonical sheaf has at most
two global sections.
1. Introduction
The Lipman–Zariski conjecture asserts that a complex algebraic variety (or com-
plex space) X with locally free tangent sheaf TX is necessarily smooth. Here
TX = HomOX
(
Ω1X ,OX
)
is the dual of the sheaf of Kähler differentials. By the
combined work of Lipman [Lip65, Thm. 3], Becker [Bec78, Sec. 8, p. 519], and
Flenner [Fle88, Corollary], it is known that it suffices to prove the conjecture for
normal surface singularities.
In a previous paper [Gra18], the second author dealt with surface singularities
that are “not too far” from being rational, in the sense that their (geometric) genus
is low. Recall that the genus pg(X, 0) of a surface singularity (X, 0) is the dimension
of R1f∗OY , for a resolution f : Y → X (see Definition 2.3). The purpose of this
note is to push that result one step further. More precisely, our main theorem
increases the bounds on pg(X, 0) up to which the LZ conjecture is known by one.
Theorem 1.1 (Lipman–Zariski conjecture in genus one higher). Let (X, 0) be a
normal complex surface singularity. Assume that either
(1.1.1) pg(X, 0) ≤ 2, or
(1.1.2) pg(X, 0) = 3 and for some log resolution f : Y → X, the exceptional locus
E = Exc(f) is not a tree of rational curves.
Then the Lipman–Zariski conjecture holds for (X, 0). That is, if TX is free, then
(X, 0) is smooth.
Remark. The condition on E in (1.1.2) does not depend on the choice of resolution,
since it is equivalent to the link of (X, 0) not being a rational homology sphere.
Global Corollaries. In [Gra18], the second author used his (local) main result to
study compact complex surfaces whose tangent sheaf satisfies some global triviality
properties. Naturally, our stronger Theorem 1.1 also has new applications in this
global setting. First of all, the proof of [Gra18, Cor. 1.4] can be greatly simplified.
For the reader’s convenience, we repeat the statement here.
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Corollary 1.2 (Surfaces with generically nef tangent sheaf). Let X be a complex-
projective surface such that TX is locally free and generically nef. Then X is
smooth.
Recall that generic nefness of a vector bundle E on a normal projective surfaceX
means the following: there exists an ample line bundle H on X such that if C ⊂ X
is a general element of the linear system |mH |, for m≫ 0, then the restriction E |C
is nef.
A second application concerns compact complex surfaces X which are not neces-
sarily Kähler. By a twisted vector field on X , we mean a global section of TX ⊗L ,
where L is a line bundle with vanishing real first Chern class c1(L ) ∈ H2(X,R).
Corollary 1.3 (Surfaces with two twisted vector fields). Let X be a compact com-
plex surface such that TX is locally free. Suppose that X admits two twisted vector
fields vi ∈ H0(X,TX ⊗Li), i = 1, 2, which are linearly independent at some point.
Assume furthermore that dimCH
0(X,ωX) ≤ 2. Then X is smooth.
This result generalizes [Gra18, Cor. 1.2], where X was assumed to be almost ho-
mogeneous. Note that this is nothing but the special case where both Li ∼= OX .
Remark 1.4. The wedge product v1∧v2 is a nonzero global section of ω ‹X⊗L1⊗L2,
multiplication by which gives an injection H0(X,ωX) →֒ H
0(X,L1 ⊗L2). Thus the
assumption on the dimension of H0(X,ωX) is automatically satisfied e.g. if X is
Kähler or if L1 ⊗L2 ∼= OX .
However, on a non-Kähler surface, having vanishing first Chern class is a rather
weak condition on a line bundle. Indeed, a line bundle with c1 = 0 can have
Kodaira dimension one (and hence arbitrarily many global sections). The easiest
example is probably given by a Hopf surface of algebraic dimension one. A more
interesting example would be a primary Kodaira surface, or more generally any
elliptic fibre bundle S → C that is not topologically trivial. In this case, H2(S,R)
can be arbitrarily large (depending on C), but ϕ∗ : H2(C,R)→ H2(S,R) always is
the zero map [BHPV04, Prop. V.5.3].
Remark 1.5. The proof of Corollary 1.3 shows the following: Assume that for some
integer g, we knew the Lipman–Zariski conjecture for surface singularities of genus
at most g, as well as for those of genus g+1 whose exceptional locus is not a tree of
rational curves. Then the additional assumption in Corollary 1.3 can be weakened
to “dimCH
0(X,ωX) ≤ g”.
Acknowledgements. The second author thanks the University of Utah for pro-
viding a most hospitable working environment.
2. Notation and basic facts
The sheaf of Kähler differentials of a reduced complex space X is denoted Ω1X .
The tangent sheaf, its dual, is denoted TX := Hom
(
Ω1X ,OX
)
. If Z ⊂ X is a closed
subset, then TX(− logZ) ⊂ TX denotes the subsheaf of vector fields tangent to
Z at every point of Z. The canonical sheaf of X is denoted ωX . If X is normal,
the sheaf of reflexive differential 1-forms is defined to be the double dual of Ω1X ,
or the dual of TX . We denote it by Ω
[1]
X
:=
(
Ω1X
) ‹ ‹
. It is isomorphic to i∗
(
Ω1X◦
)
,
where i : X◦ →֒ X is the inclusion of the smooth locus. If X is compact and F is
a coherent sheaf on X , we write hi(X,F ) := dimCH
i(X,F ).
Definition 2.1 (Resolutions). A resolution of singularities of a reduced complex
space X is a proper bimeromorphic morphism f : Y → X , where Y is smooth. We
say that the resolution is projective if f is a projective morphism. A log resolution
is a resolution whose exceptional locus E = Exc(f) is a simple normal crossings
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divisor, i.e. a normal crossings divisor with smooth components. A resolution is
said to be strong if it is an isomorphism over the smooth locus of X .
Fact 2.2 (Functorial resolutions). Let X be a normal complex space. Then there
exists a strong log resolution f : Y → X projective over compact subsets, called the
functorial resolution, such that f∗TY (− logE) is reflexive. This means that for any
vector field ξ ∈ Γ (U,TX), U ⊂ X open, there is a unique vector field
ξ˜ ∈ Γ
(
f−1(U),TY (− logE)
)
which agrees with ξ wherever f is an isomorphism.
Fact 2.2 is proven in [Kol07, Thms. 3.36 and 3.45], but concerning the reflexivity
of f∗TY (− logE) see also [GK14, Thm. 4.2]. If X is a surface, the functorial
resolution is the same as the minimal good resolution.
Definition 2.3 (Geometric genus). Let (X, 0) be a normal surface singularity, and
let f : Y → X be an arbitrary resolution. The (geometric) genus pg(X, 0) is defined
to be the dimension of the stalk (R1f∗OY )0. Alternatively, choosing the represen-
tative X of the germ (X, 0) to be Stein, we may set pg(X, 0) := dimCH
1(Y,OY ).
This definition is independent of the choice of f .
The following statement is well-known to experts, but we do not know of a good
reference. Since the statement is crucial for our purposes and also for the reader’s
convenience, we include a proof.
Proposition 2.4 (Derivations in the presence of an isolated singularity). Let (X, 0)
be a normal isolated singularity which is not smooth. Then every C-linear deriva-
tion δ : OX,0 → OX,0 factors through the maximal ideal m0 ⊂ OX,0. In other words,
δ(OX,0) ⊂ m0.
In geometric terms, this says that “every vector field vanishes at the singular
point” or more generally, “every vector field is tangent to the singular locus”.
Proof. We use the correspondence between derivations, vector fields and local C-
actions as described in [Akh95, §1.4, §1.5]. Let δ be a derivation of OX,0. We have
an induced local C-action Φ: C×X → X . By the definition of local group action,
Φ(t,−) is an automorphism of the germ (X, 0) for every (sufficiently small) t ∈ C.
Since 0 ∈ X is the unique singular point of X , it follows that Φ(t, 0) = 0 for every
t ∈ C. In other words, the singular point is fixed by the action Φ. Now, we can
recover δ from Φ by the formula
(2.5) δ(f)(x) =
d
dt
∣∣∣∣
t=0
f
(
Φ(t, x)
)
for every f ∈ OX,0. Plugging the statement about the singular point being fixed
into (2.5), we arrive at δ(f)(0) = 0 for every function germ f . Hence δ(OX,0) ⊂ m0,
as desired. 
Finally, we rely crucially on the following Hodge-theoretic result by Steenbrink
and van Straten.
Fact 2.6 ([SvS85, Cor. 1.4]). Let (X, 0) be a normal surface singularity and f : Y →
X a log resolution with reduced exceptional divisor E ⊂ Y . Then the map
Ω
[1]
X
/
f∗Ω
1
Y
d
−−−−→ ωX/f∗ωY (E)
induced by exterior derivative is injective.
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3. Proof of Theorem 1.1
Let {v1, v2} be a local basis of TX and let {α1, α2} be the dual basis of Ω
[1]
X ,
defined by αi(vj) = δij . Furthermore, let f : Y → X be the functorial resolution of
X and E ⊂ Y its exceptional locus. We isolate the following observation from the
proof of [Gra18, Thm. 1.1], to which we also refer for more details.
Observation 3.1. If the basis {α1, α2} can be chosen in such a way that say dα2 ∈
f∗ωY (E), that is, f
∗(dα2) has at most simple poles along E, then (X, 0) is smooth.
Sketch of proof. By Fact 2.6, we see that α2 ∈ f∗Ω1Y , that is, f
∗α2 extends to a
holomorphic 1-form α˜2 on Y . On the other hand, v2 extends to a holomorphic
vector field v˜2 on Y tangent to E, by Fact 2.2. As α˜2(v˜2) is identically one, v˜2
cannot have any zeroes. It follows that E, if non-empty, consists of a single smooth
elliptic curve. Hence (X, 0) is log canonical and we may apply [GK14, Cor. 1.3].
(We could also appeal to the argument in [SvS85, (1.6)], or in fact even do this case
completely by hand.) 
By the same argument as in the proof of [Gra18, Claim 3.4], we have
(3.2) dim ωX/f∗ωY (E) ≤ 2.
The 2-form σ := α1 ∧ α2 is a generator of ωX , thus in particular every element in
ωX/f∗ωY (E) can be written as (the class of) ρ · σ for some holomorphic function
germ ρ ∈ OX,0. If m := m0 ⊂ OX,0 is the maximal ideal, consider the linear
subspace
mωX/f∗ωY (E) = { ρ · σ | ρ(0) = 0 } ⊂
ωX/f∗ωY (E).
Unless ωX/f∗ωY (E) = 0, this subspace has codimension one. In any case, it has
dimension ≤ 1 by (3.2). Thus if the images of dα1 and dα2 are both contained
in mωX/f∗ωY (E), they are linearly dependent, say dα1 + λ · dα2 = 0 for some
λ ∈ C. Considering the basis {α1 + λα2, α2} of Ω
[1]
X , we can apply Observation 3.1
to conclude that (X, 0) is smooth. After possibly interchanging α1 and α2, we may
hence without loss of generality make the following
Additional Assumption 3.3. We have dα1 6∈ mωX .
Writing dαj = ρj · σ for suitable ρj ∈ OX,0, we thus have that ρ1 6∈ m is a unit.
So replacing α2 by ρ1α2 does not destroy the property of {α1, α2} being a basis of
Ω
[1]
X . After this replacement, dα1 = σ. Furthermore, note that
d
(
α2 − ρ2(0)α1︸ ︷︷ ︸
=:α′2
)
=
(
ρ2 − ρ2(0)︸ ︷︷ ︸
∈m
)
· σ,
and that we may replace α2 by α
′
2, again without destroying the basis property.
Summing up, this leads to the following simplification of our setting.
Additional Assumption 3.4. We have that dα1 = σ and dα2 ∈ mωX . In other
words, ρ1 ≡ 1 and ρ2 ∈ m.
We will also assume from now on that (X, 0) is not smooth, as otherwise there
is nothing to prove. Consider the 1-form ρ2α1. A short calculation shows that
d(ρ2α1) =
(
ρ2 − v2(ρ2)
)
· σ, which by Proposition 2.4 and Assumption 3.4 defines
an element in the at most one-dimensional vector space mωX/f∗ωY (E). If that
element is nonzero, then there is a constant λ ∈ C with
d(α2 + λρ2α1) = dα2 + λd(ρ2α1) = 0 ∈ mωX/f∗ωY (E) ⊂
ωX/f∗ωY (E).
Because {α1, α2 + λρ2α1} is a basis of Ω
[1]
X , we can again apply Observation 3.1 and
then we are done. Hence we may without loss of generality impose the following
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Additional Assumption 3.5. We have d(ρ2α1) ∈ f∗ωY (E).
For any function/differential form/vector field on X , we denote its lift to Y
as a holomorphic or meromorphic object by a tilde. Thus we have, for example,
dα˜1 = σ˜ = α˜1 ∧ α˜2 and dα˜2 = ρ˜2 · σ˜. Furthermore we let E be the set of irreducible
components of E and we put
E
≤1 := {P ∈ E | v˜2 vanishes to order at most 1 along P } ,
E
≥2 := {P ∈ E | v˜2 vanishes to order at least 2 along P } .
The order of vanishing, of course, refers to the largest integer k such that locally
near a general point of P , we can write v˜2 = w
kv′, where w is a local defining
equation for P and v′ is a holomorphic vector field.
Let P ∈ E≥2 be arbitrary, pick a point p ∈ P not contained in any other
component of E, and choose local holomorphic coordinates z, w around p such that
locally P = {w = 0}. We can then write v˜2 = w2v′ for some holomorphic vector
field v′ defined near p. The 1-form α2 − ρ2α1 satisfies
d(α2 − ρ2α1) =
[
ρ2 −
(
ρ2 − v2(ρ2)
)]
· σ = v2(ρ2) · σ,
and the order of vanishing of f∗
(
v2(ρ2)
)
= v˜2(ρ˜2) = w
2v′(ρ˜2) along P is strictly
larger than the vanishing order of ρ˜2 along P . Hence after replacing α2 by α2−ρ2α1
finitely often, the 2-form dα˜2 = ρ˜2 · σ˜ will be holomorphic at a general point of P .
This argument applies simultaneously to all P ∈ E≥2 and we arrive at the
Additional Assumption 3.6. The 2-form dα˜2 does not have a pole along any excep-
tional curve P ∈ E≥2.
Next we need to deal with E≤1. Here we make the following
Claim 3.7. Along any curve P ∈ E≤1, the form dα˜2 has at worst a simple pole.
Proof of Claim 3.7. Pick a component P ∈ E≤1 and let p ∈ P and z, w be as before.
There are holomorphic functions a and b near p such that locally v˜2 = a
∂
∂z
+ b ∂
∂w
.
Using Taylor expansion, we may write
a(z, w) = a0(z) + a1(z)w + · · · and
b(z, w) = b0(z) + b1(z)w + · · · ,
where the dots stand for terms of order at least 2 in w and aj , bj are appropriate
local holomorphic functions in one variable. Since v˜2 is logarithmic with respect to
P = {w = 0}, we in fact have b0 ≡ 0. As P ∈ E≤1, not all of a0, a1, b1 can be
identically zero.
◦ If a0 6≡ 0, there is a point q ∈ P near p with a0(q) 6= 0.
◦ If a0 ≡ 0, we may locally write v˜2 = w · v′ with v′ holomorphic. Since a1 6≡ 0 or
b1 6≡ 0, there is a point q ∈ P near p with v′(q) 6= 0.
In both cases, locally near q we have v˜2 = h · v′ for a holomorphic function h and a
holomorphic vector field v′ with v′(q) 6= 0. What is more, the function h (which is
either identically one, or equal to w) vanishes of order at most one along P . Since
v′(q) 6= 0, there exist local holomorphic coordinates x, y near q such that locally
v′ = ∂
∂x
and thus v˜2 = h ·
∂
∂x
.
There are local meromorphic functions gij such that with respect to the local
coordinates x, y we have α˜1 = g11 dx + g12 dy and α˜2 = g21 dx + g22 dy. Because
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α˜i(v˜2) = δi,2, we have in fact α˜1 = g12 dy and α˜2 = h
−1 dx + g22 dy. Thus by As-
sumption 3.4
dα˜1 = σ˜ = α˜1 ∧ α˜2 = −
g12
h
dx ∧ dy and
dα˜2 = ρ˜2 · σ˜ = −
ρ˜2 g12
h
dx ∧ dy.
According to Assumption 3.5 and Fact 2.6, f∗(ρ2α1) = ρ˜2 α˜1 = ρ˜2 g12 dy extends
to a holomorphic 1-form on Y . In particular, ρ˜2 g12 dy has no pole along P and
therefore ρ˜2 g12 is holomorphic. This implies that dα˜2 = −h−1 ρ˜2 g12 dx ∧ dy has
at most a pole of order one along P , as desired. 
Taken together, Assumption 3.6 and Claim 3.7 show that dα˜2 has at worst first
order poles along any exceptional curve P ∈ E = E≤1 ∪ E≥2. In other words, we
have dα2 ∈ f∗ωY (E). Applying once again Observation 3.1, we get that (X, 0) is
smooth. 
4. Proof of Corollary 1.2
By [Lip65, Thm. 3], X is normal. Let f : S → X be the minimal resolution
(i.e. KS is f -nef). We may assume that X is not smooth. Under this additional
assumption, one shows as in the proof of [Gra18, Claim 4.2] that
h0
(
X,R1f∗OS
)
=
∑
x∈Xsg
pg(X, x) ≤ 2.
Hence X can only have singularities of genus at most two. We conclude by (1.1.1)
that X is smooth. 
5. Proof of Corollary 1.3
The following proposition, probably well-known to experts, will greatly simplify
the proof.
Proposition 5.1 (Surfaces carrying a divisor homologous to zero). Let S be a
smooth compact complex surface containing a nonzero effective divisor D with
c1(D) := c1(OS(D)) = 0 ∈ H
2(S,R) .
Then the Kodaira dimension κ(S) ≤ 0.
Proof. Let π : S → S0 be a minimal model, and set D0 := π∗D. Then c1(D0) = 0
by Lemma 5.2 below. Furthermore D0 6= 0, as otherwise D would be π-exceptional
and hence D2 < 0 by the Negativity Lemma [BHPV04, Thm. III.2.1], contradicting
the fact that D2 = c1(D)
2 = 0. We may thus assume that S is minimal.
If κ(S) = 2, then c21(S) > 0 and S is projective [BHPV04, Thm. IV.6.2]. Thus
the divisor D cannot exist. If κ(S) = 1, let ϕ : S → C be the canonical fibration,
with general fibre F ⊂ S. Since D · F = 0, the horizontal part of D (i.e. the
components mapping onto C) must be zero. Consequently, if D = D1 + · · · +Dn
is the decomposition into connected components, then each Di is supported on the
fibre ϕ∗(pi) for some pi ∈ C. By Zariski’s lemma [BHPV04, Lemma III.8.2], we
have D2i ≤ 0 for each i = 1, . . . , n and because D
2 = D21 + · · · + D
2
n = 0, in fact
D2i = 0 for each i. Applying Zariski’s lemma again, it follows that Di = λi ϕ
∗(pi)
for suitable λi > 0. So c1(D) = ϕ
∗
(
c1(λ1p1 + · · ·+ λnpn)
)
.
To conclude that c1(D) 6= 0, it now suffices to show that the pullback map
ϕ∗ : H2(C,R) → H2(S,R) is injective (cf. Remark 1.4). But this follows from Ko-
daira’s canonical bundle formula [BHPV04, Thm. V.12.1]. For if ϕ∗ were the zero
map, we would have c1(S) = 0, contradicting our assumption that κ(S) = 1. 
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Lemma 5.2. Let S be a smooth compact complex surface and π : S → S′ the
blowing-down of a (−1)-curve. If L ∈ Pic(S) is a line bundle with c1(L ) = 0,
then so is L ′ := (π∗L )
‹ ‹, where (−) ‹ ‹ denotes the reflexive hull (or double dual)
of a sheaf.
Proof. Being a reflexive rank 1 sheaf on a smooth surface, L ′ is locally free. By
the Negativity Lemma, we have L = π∗L ′ and hence π∗
(
c1(L
′)
)
= c1(L ) = 0.
As π∗ : H2(S′,R)→ H2(S,R) is injective [BHPV04, Ch. I, Thm. 9.1(iv)], it follows
that c1(L
′) = 0. 
We now turn to the proof of Corollary 1.3. As in the previous corollary, we
may assume that X is normal, but not smooth. Let f : S → X be the functorial
resolution and π : S → S0 a run of the KS-MMP.
S
π
//
f

S0
X
By Fact 2.2, the twisted vector fields vi on X lift to twisted vector fields v˜i on S.
These in turn can be pushed forward to twisted vector fields v0i on S0, by Lemma 5.2.
Furthermore, the Leray spectral sequence associated to f∗OS yields a five-term
exact sequence
0 −→ H1(X,OX) −→ H
1(S,OS) −→ H
0
(
X,R1f∗OS
)
−→
−→ H2(X,OX) −→ H
2(S,OS) −→ 0,
where the last map is Serre dual to H0(S, ωS) →֒ H0(X,ωX), and hence surjective.
We obtain an upper bound
(5.3) h0
(
X,R1f∗OS
)
≤ h1(S,OS) + h
0(X,ωX)− h
0(S, ωS) .
Claim 5.4. Assume that S has the property that every nonzero effective divisor
D ⊂ S satisfies c1(D) 6= 0. (This applies in particular if S is Kähler.) Then
h0(X,ωX) ≤ 1 and κ(S) = −∞.
Proof. We may assume that |mKX | 6= ∅ for some m ≥ 1, since in any case κ(S) ≤
κ(X,KX). So pick Dm ∈ |mKX |, for a suitable m. The wedge product of twisted
vector fields v1 ∧ v2 is a nonzero global section of ω ‹X ⊗L1⊗L2. Its zero divisor is
thus an element D−1 ∈ |−KX + L1 + L2|. Then Dm+mD−1 ∈ |m(L1 +L2)| is an
effective divisor with first Chern class zero. It follows that Dm +mD−1 = 0 (pull
back along f and use the assumption on S). Hence Dm = 0, i.e. KX is torsion and
h0(X,ωX) ≤ 1. If f ′ : S′ → X is the minimal resolution, we have
KS′ = f
∗KX − E ∼Q −E
with E ≥ 0 an effective f ′-exceptional divisor. If E = 0, then X has canonical
singularities, hence it is smooth [GK14, Cor. 1.3]. So E  0 and κ(S) = κ(S′) =
κ(S′,−E) = −∞. 
Claim 5.5. If ϕ : S0 → C is a ruled surface, then the genus g(C) ≤ 1.
Proof. The vector fields v0i , being generically linearly independent, cannot both be
tangent to the fibres of ϕ. Hence H0(S0, ϕ
∗TC ⊗Li) 6= 0 for, say, i = 1. This
is the same as H0(C,TC ⊗ ϕ∗L1) by the projection formula, so ϕ∗L1 6= 0. Since
c1(L1) = 0, L1 must be trivial on the fibres of ϕ. Thus ϕ∗L1 is a line bundle
and L1 = ϕ
∗(ϕ∗L1). We conclude from this that degC ϕ∗L1 = 0. Summing up,
the line bundle TC ⊗ ϕ∗L1 has a nonzero global section (the image of v1) and its
degree is 2 − 2g(C) + degC ϕ∗L1 = 2 − 2g(C) ≥ 0. This immediately implies the
claim. 
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S0 h
1(S,OS) = h
1(S0,OS0) h
0(X,ωX) h
0(S, ωS)
P2 or ruled ≤ 1 (Claim 5.5) ≤ 1 (Claim 5.4) 0
Class VII0 1 [BHPV04, Thm. IV.2.7] ≤ 2 0
Primary Kodaira 2 ≤ 2 1
Secondary Kodaira 1 ≤ 2 0
Table 1. Possibilities for S0 and corresponding dimensions of co-
homology groups
Now if κ(S) ≥ 1, then κ(S) = −∞ follows by Proposition 5.1 and Claim 5.4—
contradiction. Claim 5.4 also excludes the case that κ(S) = 0 and S is Kähler. By
the Kodaira–Enriques classification [BHPV04, Table 10 on p. 244], we are left with
the possibilities for S0 listed in Table 1 on this page.
In each case, the estimate (5.3) yields h0
(
X,R1f∗OS
)
≤ h0(X,ωX) + 1. Hence
if h0(X,ωX) ≤ 1, then we can conclude by (1.1.1) that X is smooth, just as in
the proof of Corollary 1.2. We will thus from now on assume that h0(X,ωX) = 2.
In view of the above table, this means that S0 is either of class VII0 or a Kodaira
surface. Also, the algebraic dimension a(S0) = 1, as the ratio of two linearly
independent sections of ωX provides a non-constant meromorphic function on X
and then also on S0.
Claim 5.6. Any irreducible curve contained in S0 is smooth elliptic.
Proof. Assume first that S0 is a primary Kodaira surface, i.e. in particular a locally
trivial fibration with fibre F an elliptic curve. If C ⊂ S0 were a curve not contained
in a fibre, then (C +nF )2 > 0 for n≫ 0 and so S0 would be projective, which it is
not. Hence Claim 5.6 is true in this case. A secondary Kodaira surface admits an
étale covering by a primary Kodaira surface, so any of its curves must be smooth
and then also elliptic by the Hurwitz formula.
We will therefore concentrate on the case where S0 is of class VII0. By [Kod66,
Thm. 35], S0 is a Hopf surface. As any Hopf surface has an étale covering by a
primary Hopf surface [Kod66, Thm. 30], we may assume by the same argument
as above that S0 is itself primary. Then S0 is the quotient of W := C
2 \ {0} by
the infinite cyclic group G generated by the automorphism (z1, z2) 7→ (α1z1, α2z2),
where 0 < |α1| ≤ |α2| < 1 and αk1 = α
ℓ
2 for certain positive integers k, ℓ [Kod66,
Thm. 31]. We may assume that k and ℓ are minimal with this property. The
non-constant meromorphic function zk1/z
ℓ
2 then defines a map ϕ : S0 → P
1 with
connected fibres, that is, an elliptic fibration. We claim that all fibres of ϕ are
smooth elliptic. Indeed, let ϕ˜ : W → P1 be the pullback of ϕ to the universal
covering, and consider a fibre ϕ˜−1(λ), where λ ∈ P1 \ {0,∞}. (The cases λ = 0,∞
are similar, but easier.) If k = k′ ·m, ℓ = ℓ′ ·m, and k′, ℓ′ are coprime, then there
is a decomposition into connected (since 0 6∈ W ) components
ϕ˜−1(λ) =
{
zk1 − λz
ℓ
2 = 0
}
=
m−1⋃
i=0
{
zk
′
1 − ν
iλ′zℓ
′
2 = 0
}
,
where λ′m = λ and ν is a primitive m-th root of unity. Each component is iso-
morphic to C∗, by mapping µ 7→
(
µℓ
′
z1, µ
k′z2
)
for some fixed (z1, z2). Also, G
acts transitively on the set of components because ϕ has connected fibres. We may
therefore concentrate on one single component P ∼= C∗, say the one given by i = 0.
The subgroup G0 ⊂ G stabilizing P is again infinite cyclic, and via the exponential
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map, the quotient P
/
G0 is seen to be isomorphic to C modulo a lattice, that is,
an elliptic curve. So all fibres of ϕ are smooth elliptic. As in the case of Kodaira
surfaces, every curve on S0 is contained in a fibre of ϕ and hence the claim is
proven. 
As observed above, we have h0
(
X,R1f∗OS
)
≤ 3. If X has only singularities of
genus at most two, we can conclude by (1.1.1). Otherwise, if there is a genus 3
singularity x ∈ X , that is the unique singular point of X and if Exc(f) is not a tree
of rational curves, we can conclude by (1.1.2). But if Exc(f) is a tree of rational
curves, then in particular every f -exceptional curve gets contracted to a point by π
thanks to Claim 5.6. In other words, Exc(f) ⊂ Exc(π). By the Theorem on Formal
Functions, R1f∗OS can be computed as
lim
←−
Z
H1(Z,OZ) ,
where the inverse limit runs over all cycles Z with suppZ ⊂ Exc(f). By smoothness
of S0, we have R
1π∗OS = 0 and thus, by the Theorem on Formal Functions again,
H1(Z,OZ) = 0 for all Z with suppZ ⊂ Exc(π). Since Exc(f) ⊂ Exc(π), we con-
clude that x ∈ X is a rational singularity and so X is smooth by (1.1.1). 
References
[Akh95] D. N. Akhiezer: Lie group actions in complex analysis, Aspects of Mathematics,
E27, Friedr. Vieweg & Sohn, Braunschweig, 1995. ↑ 3
[BHPV04] W. P. Barth, K. Hulek, C. A. M. Peters, and A. Van de Ven: Compact com-
plex surfaces, second ed., Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge.
A Series of Modern Surveys in Mathematics [Results in Mathematics and Related Ar-
eas. 3rd Series. A Series of Modern Surveys in Mathematics], vol. 4, Springer-Verlag,
Berlin, 2004. ↑ 2, 6, 7, 8
[Bec78] J. Becker: Higher derivations and integral closure, Amer. J. Math. 100 (1978), no. 3,
495–521. ↑ 1
[Fle88] H. Flenner: Extendability of differential forms on non-isolated singularities, In-
vent. Math. 94 (1988), no. 2, 317–326. ↑ 1
[Gra18] P. Graf: The Lipman–Zariski conjecture in low genus, arXiv:1801.05753 [math.AG],
January 2018. ↑ 1, 2, 4, 6
[GK14] P. Graf and S. J. Kovács: An optimal extension theorem for 1-forms and the
Lipman-Zariski Conjecture, Documenta Math. 19 (2014), 815–830. ↑ 3, 4, 7
[Kod66] K. Kodaira: On the Structure of Compact Complex Analytic Surfaces, II, Amer.
J. Math. 88 (1966), 682–721. ↑ 8
[Kol07] J. Kollár: Lectures on resolution of singularities, Annals of Mathematics Studies,
vol. 166, Princeton University Press, Princeton, NJ, 2007. ↑ 3
[Lip65] J. Lipman: Free Derivation Modules on Algebraic Varieties, Amer. J. Math. 87 (1965),
no. 4, 874–898. ↑ 1, 6
[SvS85] J. H. M. Steenbrink and D. van Straten: Extendability of holomorphic differential
forms near isolated hypersurface singularities, Abh. Math. Sem. Univ. Hamburg 55
(1985), 97–110. ↑ 3, 4
Mathematisches Institut, Albert-Ludwigs-Universität Freiburg, Ernst-Zermelo-
Straße 1, 79104 Freiburg im Breisgau, Germany
E-mail address: hannah.bergner@math.uni-freiburg.de
URL: home.mathematik.uni-freiburg.de/bergner/
Department of Mathematics, University of Utah, 155 South 1400 East, Salt Lake
City, UT 84112
E-mail address: patrick.graf@uni-bayreuth.de
URL: www.graficland.uni-bayreuth.de
