Abstract-In this paper, we present an automatic system of mine like object detection and recognition for sonar videos. This system is implemented with two main methods. One is the object detection and segmentation with intrackability, another is object recognition of mine like based on improved BOW algorithm and Support Vector Machine (SVM). Intrackability is defined by the concept of entropy, and can reflect the difficulty and uncertainty in tracking certain elements on the time axis. Therefore, our segmentation and detection method can effectively eliminate complex noise in sonar image to guarantee the more accurate object segmentation and detection. In our recognition method of mine like object, we use an improved BOW and SVM to implement the more accurate recognition for mine like objects. In the method, an improved BOW algorithm is utilized for image feature extraction, due to that it can represent local and global feature of image in a more comprehensive way; and then the object recognition is implemented with SVM. Our extensive experiments show that our system can accurately detect and recognize mine like objects in real-time.
I. INTRODUCTION
Accompanied with the development of underwater target detection and recognition technology, high resolution side scan sonar (SSS) and synthetic aperture sonar (SAS) are widely used in marine investigation. They can provide plenty of high quality sonar images [1] . The analysis of sonar images in the field of mine is traditionally carried out by skilled human operators. It is a boring and difficult task for human, due to the large variability in the appearance of the sonar image as well as the high levels of noises. Therefore, an efficient and accurate automatic mine recognition algorithm for the sonar image is essential to realize an automatic and effective detection and recognition of mine like objects.
One of the earlier works for automated detection and classification of sea mines is based on an improved detection density algorithm, a step-wise feature selection strategy and K-nearest neighbor attractor-based neural network (KNN) [2] . By using simple nearest neighbor technique for classification, Calder et al. [3] proposed a method based on the improved traditional Bayesian detection methods to detect mine-like object. Dura et al. used kernel-based classifier to classify mine like objects [4] .
Based on image processing and pattern recognition, some approaches were proposed to recognize mine like objects. In *Corresponding author [5] , contourlet and learning method were used to automatically detect and recognize underwater targets. It acquires sufficient real target data in all different grazing angles and aspect angles to train classifier so that it is time consuming. Zhu et al. [1] presented a sonar image automatic target recognition system based on scale-invariant feature transform (SIFT) and target image matching with template. With their template dataset and calculating SIFT of the dataset, the input sonar image is matched by template SIFT feature. The disadvantage of this method is that, as the size of the dataset decreases, the recognition accuracy will decrease significantly. J. Fawcett et al. [6] introduced two approaches for fusing multiple views: feature fusion and classifier fusion. In the first approach, the two feature turn sets taken at different aspects are combined to form a large feature vector. Then a kernel based classifier is trained with this feature vector. In the second approach, they fused two individual aspect classifications of two feature vectors by using the Dempster-Shafer (DS) theory, which is frequently used as an alternative to Bayesian theory and fuzzy logic for data fusion. In [7] , by using the advantages of median and wiener filter, and based on the improved pulse coupled neural network model, a hybrid filter is proposed to detect the edge of objects in sonar images. Besides, adaptive data threshold methods are also introduced for object detection [8] [9] .
As the sonar capabilities and the autonomous underwater vehicles utilization get improved, a couple of machine learning techniques and computer vision techniques are introduced into automatic underwater object detection and recognition. Generally, it can be divided into three steps: firstly, collecting images and pre-processing including object region detection and segmentation; secondly, extracting image features of the object regions; finally, identifying the object area if it is a mine or not. The main researches now focus on the processing of detection object and feature extraction.
Because the sonar images contain a lot of noise, especially with Gaussian noise and impulse noise [10] , current detection techniques cannot deal with noisy sonar images very well. In feature extraction process, the current methods often lack good generalization ability.
In this paper, a new automatic mine recognition method for sonar image is proposed by using intrackability [13] improved BOW algorithm. The framework is depicted as Fig.  1 Firstly, we calculate the intrackability between two consecutive sonar video frames and set a threshold to detect and segment the object area. Then we extract hierarchic BOW feature of the object area. The features of different layers are combined to train SVM. When a testing set is input, through the steps of object detection and feature extraction, the category of the object area is discriminated by the trained SVM for automatic mine recognition. This paper is outlined as follows: in Section II, two related works are introduced for comparison. In Section III, the definition of intrackability is introduced, and we discuss the feasibility of intrackability for sonar video object detection. In Section IV, an improved bag of word (BOW) algorithm is adopted to extract image feature, and support vector machine (SVM) is introduced as the recognition algorithm. In Section V, the proposed method is evaluated on real sonar video. The algorithm is tested with various sets of parameters to verify the robustness and illustrate the possibility of real time application. The conclusion of this paper with suggestions for further researches is presented in Section VI.
II. RELATED WORK ON OBJECT DETECTION
Generally, it is hard to recognize target from a sonar video. This is mainly because that it can only see the bright and dark areas, and some rocks on the seabed and other objects are similar to mine in the video frames. The purpose of image segmentation in this task is to detect the mine like objects, and extract them from the background. Because of the complexity of underwater acoustic environment, multi-path effect of underwater sound propagation and sonar, sonar image is generally subject to interference. The shape distortion of edge difference is serious, and it brings great difficulties to the object detection. Especially in complex sea conditions, the correct detection is particularly difficult. In addition, some small scale particle noises appear in sonar images, they also make object detection in images more difficult. In this paper, we will compare with two representative image processing methods of object detection to illustrate the issue mentioned above. In [11] , a sonar image is segmented into many small patches, and the number of pixels is calculated which adjacent areas have not the same density. Set a threshold to detection all the similar patches. All these patches are joined as the final detection result. In [12] , Zhang et al. proposed a method based on spatio-temporal context and Bayesian framework for visual tracking. Firstly, this approach formulates the spatiotemporal relationships between the object of interest and its local context based on a Bayesian framework, which models the statistical correlation between the low-level features from the target and its surrounding regions. Secondly, the tracking problem is posed by computing a confidence map, and the best target location is obtained by maximizing an object location likelihood function. This method can be applied in object tracking in natural environment.
III. OBJECT DETECTION AND SEGMENTATION
In this part, we will introduce our method for object detection and segmentation. We adopt intrackability [13] as the local features. Intrackability is used to measure the video complexity. It reflects the difficulty and uncertainty in tracking certain elements. This concept is originally used for characterizing the video statistics and pursuing optimal video representation. According to the literature [13] , different image patches have different intrackability. The patch of corner point often has lowest intrackability, and edges or ridges have midlevel intrackability, and flat region have highest intrackability. In general, the uncertainty of sonar image background with Gaussian noise is higher. Based on these characteristics, we calculate the intrackability between two frames of the sonar video, and set a threshold for the intrackability map to realize underwater object detection and segmentation. The definition of intrackability is based on the entropy of the posterior probability. Let I [τ ] = (I (1) , I (2) , ..., I (τ ) ) be a video clip in a time interval [1, τ] . Intrackability of the video sequence I [τ ] for a representation u is defined as follow, 
where log is natural logarithm. The objection of using natural logarithm is more amenable to probability models of exponential family. The definition of p is,
We calculate x∈P I(x) − I (x + u) 2 by using the SSD method for patch of 6 × 6 pixels, and we enumerate all possible velocities between two frames I, I in the range of u ∈ {−10, ...., +10} 2 pixels. The threshold is set 0.9. Fig. 2(a) is the original image. The Intrackability map is shown in Fig.  2(b) . We can see from the map that the intrackability of object area is lower than background. This result is consistent with our visual perception. The detection result, which is marked by a yellow box, is shown in Fig. 2 (d) . We compare our method with the two methods mentioned in section II. The results of [11] and [12] are shown in Fig. 3 and Fig. 4 respectively. Comparing with our method, both of them have their own shortcomings. Fig. 3 shows the detection results in different thresholds. We can see that the detection results change dramatically with the variation of thresholds. It demonstrates that this method is too sensitive to the parameter. In Fig. 4 , when some parts of the object is out of scope, it will lead to the loss of detection.
IV. FEATURE EXTRACTION AND RECOGNITION
Most of the mines are with circular or cylindrical shapes, while rock, gullies or other objects does not have the same shape characteristic. BOW algorithm is based on code-book histogram to describe images. Each visual word in the codebook represents a small similar patch of images. BOW calculation usually goes through three steps: feature point detection, feature description, code-book and descriptor generation. . Example detection and segmentation by using confidence map method pixels. Secondly, the Scale-invariant feature transform (SIFT) descriptor is extracted in each block. Finally, all the descriptors from training data are clustered by a clustering algorithm and these k clustering centers are chosen as a visual code-book. BOW feature is a good description of texture and structure information. However, the characteristics of local distribution information may get lost [14] . We adopt three-level image pyramid for extracting BOW feature. This method keeps the advantages of traditional BOW algorithm, and alleviates the deficiency of BOW algorithm to describe the details of images. The algorithm steps are as follows:
Step 1: The original image is divided into different blocks, which construct a three level image pyramid. The first layer of the image pyramid divides the whole image into 16 subblocks, the second layer has 4 sub-blocks, and the third layer has the whole image.
Step 2: BOW feature vectors are generalized on each level of image pyramid. In this step, we use K-means++ [15] algorithm to improve the traditional BOW algorithm. K-means++ algorithm chooses the initial cluster centers with a principle of maximum distance. Compared to K-means algorithm, Kmeans++ algorithm has the better stability. The processes of implement of K-means++ are as follow,
(1) Selecting a vector x 1 from all the feature vectors X = [ x 1 , x 2 , ..., x m ], let c 1 = x 1 is the first cluster center.
(2) Choosing a new center c i = x i with probability,
where D( x) is the nearest distance among all the cluster centers that are chosen. When the maximum value p( x i ) is taken, it means that the distance between the two initial cluster centers is furthest. (3) Repeating
Step (2), until we get k initial centers altogether.
(4) Proceeding with the standard k-means algorithm.
Step 3: All the BOW feature vectors of different layers of image pyramid are weighted fusion. The process of this method is shown in Fig. 5 . Object recognition algorithm is based on support vector machine. SVM for the nonlinear classification problem lies in the choice of kernel function. SVM with histogram intersection [16] kernel can well solve the problem of image classification of image feature represented by histogram. Histogram intersection kernel is defined as follows, The advantage of histogram intersection kernel is not only to achieve the classification of images using histogram descriptors, but also to reduce the difficulty of classifier parameter setting. This characteristic will increase the stability of the algorithm.
V. EXPERIMENT ON REAL DATA
In this paper, the LibSVM toolbox [17] is used to solve the parameters of support vector machine. All of the experimental data are collected from real underwater environment. The video data include four kinds of sonar video; these videos contain mines, sandbags, underwater dunes and underwater pipelines. Some example frames in the videos are shown in Fig. 6 . All the experiments are performed on a 3.6 GHz Intel(R) Core(TM) i7-4790 PC machine with 24GB memory, running on Microsoft windows 7 ultimate. Besides showing the effects of detection and recognition, we also provide a series of experiments for checking the influence of parameters, including search radius and subsampling ratio.
A. Object Detection and Segmentation
In this experiment, the search radiuses are set 10, 15, 20 pixels respectively for comparison. The neighborhood size and detection threshold are fixed as 6 pixels and 0.9 respectively. As shown in Table I , the main area of target are basically extracted with all the sets of search radiuses. However, when the search radius is too small, it will eliminate part of edge and will affect the detection results. This is because that the edge of the object in sonar image is surrounded with dense noises. As the search radius becomes smaller, the intrackability of the object edge will become larger. We generally set search radius to 15 pixels. Larger search radius will lead to more time consuming. In order to ensure the real-time and engineering practicality, it is necessary to analyze the calculation time. Table II shows 8 groups of intrackability calculation time in different search radiuses. All of these groups are randomly sampled from one video. From the table we can see that, with the search radius increase, the calculation time is increased 
B. The Effect of Subsampling on Detection
As the biggest factor influencing computation complexity of the algorithm is the calculation of intrackability. We use the subsampling process for further reducing the computation cost. Here, the subsampling coefficients are chosen as 0.4, 0.6, and 0.8 respectively. The patch size is pixels and the search radius is fixed to 15. Eight groups of computation time and average computation time are shown in Table III . The groups of detection results of different research radius are shown in Table IV . We can see from the results that the detection time is reduced by subsampling. When the subsampling coefficient is 0.4, the average time consuming is 0.44 second. In the real application, the acquisition speed of sonar image is about 2 frames per second, so it can achieve real-time object detection. To be noted, some false area are 0LQH 1RW 0LQH 0LQH 1RW 0LQH Fig. 7 . The confusion matrix of recognition rate also detected and marked when the subsampling rate is high (smaller subsampling coefficients). However, the real target can be further recognized via a trained SVM.
C. Recognition Result and Discussion
In our third experiment, we take system testing in the same experiment environmental. The total training samples contain 200 frames. Among them, the number of positive and negative samples is 100 frames. Positive samples are mine images with different forms. Negative samples are background images and some other mine like objects. For BOW, the number of codebook corresponds to the size of image. We construct a codebook with 15 visual words. The number of pyramid layer is 3, so the dimensions of feature vectors in each level are 15, 60 and 240 respectively. According to experience, the weights from the first to the third layer are 0.2, 0.3 and 0.5 respectively. The coefficient of subsampling is 0.4, search radius is 15. In this case, the average recognition rate can reach up to 91.33. The confusion matrix of our method is shown in Fig. 7 .
VI. CONCLUSION AND OUTLOOK
In this paper, an effective mine detection and recognition algorithm for sonar image is proposed. In mine detection and segmentation process, the concept of intrackability is used. This method can eliminate the noise very well, and effectively detect mine like objects in real-time. In feature extraction process, the image feature of hierarchical BOW is used to represent the segmentation image. Compared to traditional BOW, it represents not only image local feature but also global feature. Recognition algorithm is based on SVM. With the experiment results, the proposed method can identify the mine accurately and can achieve real-time identification. In order to reduce the time consumption, we sub-sample all the sonar images. The resolutions of images are reduced, and it will inevitably lead to loss detection of some small objects in sonar images. In further research, we will focus on parallel calculation method to calculate intrackability, and accurately detect the small objects in sonar images in real-time.
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