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Abstract 
This study was designed to identify the attitudes and concerns that community college 
chairs have about Illinois Community College Board (ICCB) Program Review. It determined 
whether differences existed between career and noncareer chairs’ responses on organizational 
factors and types of utilization, whether relationships existed within and between organizational 
factors and types of utilization, and whether organizational factors predicted types of utilization.   
The sample included the entire population of community college department chairs who 
were solely responsible for conducting a program review in Illinois during 2006–2007, 2007–
2008, or 2008–2009. The data analysis was structured to answer 15 research questions, with 
descriptive statistics, and independent sample t tests used to determine significant differences 
between career and noncareer department chairs. Additionally, Research Question 12 used a chi-
square test to determine whether a significant difference existed between career and noncareer 
department chairs on utilization of program review recommendations. Pearson product–moment 
correlations were computed for Research Question 13 to determine relationships within and 
between organizational subscales and utilization subscales, and a linear regression was used to 
analyze Research Question 14 to determine whether the organizational subscales predicted the 
utilization subscales. Last, open-ended responses were analyzed to identify recurring themes for 
Research Question 15. 
The conceptual framework for this study was based on Shadish, Cook, and Leviton 
(1991) who identified five processes that undergird program review, which are: evaluation 
practice, knowledge construction, values, social programming, and utilization of evaluation 
results. Their theory attempted to clarify the relationships between evaluation activities and the 
process of evaluation and propositions pertaining to evaluation. Because no existing instrument 
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investigated all five aspects of this theory, an instrument was created to measure the PKVS 
framework (evaluation practice [P], knowledge construction [K], values [V], and social 
programming [S]).  Results using this instrumentation contributed to five conclusions:  First, 
evaluation practice plays a role in community college program review by guiding and shaping an 
evaluation process designed to meet the needs of the ICCB. Second, knowledge construction 
results from examining the data, gathering feedback from stakeholders, and sharing what has 
been learned. Third, understanding trust within complex institutions such as community colleges 
contributes to the utilization of program review where a variety of professional climates, 
cultures, and standards exist. Fourth, social programming keeps programs grounded to 
stakeholders’ needs. Last, department chairs view utilization of program review as paramount to 
the success of program review as well as the programs they oversee. 
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Chapter 1 
The Problem 
In 1947, President Truman appointed George Zook to head up the Truman Commission, 
which concluded that most Americans could benefit from an education to the 14th year (Boyer, 
1990; Brubacher & Rudy, 1976). Since the mid-20th century, the need for access to a college 
education has continued to grow in America because higher education is important to the social 
and economic mobility of individuals, the preparation of an educated workforce and citizenry, 
and the transmission of culture, creation of economic growth, and betterment of public health 
and social welfare (Zusman, 2005). Community colleges were identified as a primary means of 
extending access to higher education for many more citizens of the United States through liberal 
arts, vocational, and continuing education. 
With increased access came greater emphasis on accountability. Laanan (2001) claimed 
one challenge facing community colleges was the need to respond to accountability mandates at 
both the federal and state levels. For decades, and to this day, students and their families, college 
administrators and trustees, state and federal policy makers, and accrediting bodies have sought 
accountability for higher education institutions, including community colleges (Angrist, 1975; 
Barak & Kniker, 2002; Burke & Minassians, 2002; Clowes, 1981; Ferren & Aylesworth, 2001; 
Gillies, 1995; Kuh, 2001; Lubinescu, Ratcliff, & Gaffney, 2001; Lucas, 1994; McMillan, Parke, 
& Lanning, 1997; Phillippe & Sullivan, 2005; Poland, 1974; Schmidtlein & Berdahl, 2005; 
Weiss, Gruber, & Carver, 1986; Weissman, Bulakowski, & Jumisko, 1997; Wholey, 1986). 
Bragg (2001) noted that as community colleges were thrust into an increasingly high-stakes 
accountability environment and forced to measure up to the same standards used for universities, 
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there was limited evidence of outcome measures that revealed a deep understanding of how 
students participated in and benefited from their community college education.  
Among the vast array of evaluation methods presently used to measure and account for 
community college programs, one program evaluation tool utilized by community college state 
boards, administrators, and trustees is program review. Despite its use, the benefits of program 
review are often not fully realized. More than 25 years ago, Glenny and Schmidtlein (1983) 
reported that few areas of state educational policy were more controversial than the role of state 
governmental agencies in the review, approval, modification, and termination of instructional 
programs. When a program review is used to report specific performance measures of 
community college departments by providing an objective, factual assessment of the conditions 
under which students learn, as well as evidence of curricular effectiveness and program-based 
learning outcomes, it adds to the credibility of fiscal decision-making (Hecht, Higgerson, 
Gmelch, & Tucker, 1999; Lees, 2006; Tucker, 1993). A program review, when properly used, 
offers decision-makers a tool for assessing the quality of community college programs and 
services. 
In Illinois, the Illinois Community College Board (ICCB) oversees the program review 
process by coordinating a statewide system for the review of instructional programs on a five-
year review cycle. In the mid-1980s, the ICCB developed a process whereby community 
colleges could review individual instructional programs to promote the quality of those programs 
and the accountability of the system (ICCB, 2008). The Program Review System was designed 
to complement college-level planning and decision-making in addition to providing information 
so that the ICCB could fulfill its responsibilities; the revised Program Review System reviewed 
career and technical education (CTE) programs, academic disciplines, cross-disciplinary 
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instruction, and academic services. Whereas the ICCB Program Review System was revised in 
1993, by the turn of the 21st century many felt that it had already become outdated. Because of 
an increased emphasis on accountability, changes in approaches to accreditation, and the 
development of performance indicators (Kelly, Kristovich, & Lach, 2005), the ICCB Program 
Review System was ripe for change. Moreover, the development and improvement of 
community college information systems made collecting and analyzing program data more 
timely and efficient. 
Kelly et al. (2005) presented findings of an evaluation of the ICCB’s Program Review 
System in collaboration with ICCB staff and a working group of college representatives. They 
proposed a multistep analysis and review of the ICCB Program Review process that involved 
seeking input from both the ICCB staff and community college administrators. In 2004, 
community college administrators completed a web-based survey on program review to gather 
preliminary information on the role of and their satisfaction with the program review process. 
The authors concluded that the ICCB Program Review process should be revised; they offered 
24 recommendations and a revision to the Program Review Manual. The newly updated program 
review procedures covering the years 2007 to 2011 provide colleges with the flexibility to 
incorporate the Program Review System into their campus planning. In addition, the updated 
procedures provide both Illinois community colleges and the ICCB with the information they 
need to meet their public responsibilities. These recommendations redefined the program review 
process and revised the program review schedule and annual calendar. 
Like the majority of program reviews, the ICCB process begins with a self-study 
outlining department activities, such as collecting student data, budget information, and staff 
functions (Lees, 2006). Lees contended that the department chair plays a critical role in the 
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program review process, including overseeing the writing of the self-study, if not writing a 
significant portion of it. Hecht et al. (1999) mentioned that “the protocol for preparing the self-
study is generally put in the chair’s hands, along with suggested time frames for completing the 
essential tasks” (p. 14). Furthermore, Hecht et al. maintained that one of the roles of a 
department chair is to act as a link between the administration and department members. It is the 
department chair’s responsibility to connect department objectives to the broader organizational 
mission in an effort to implement change and ensure program quality, which is crucial to 
organizational and unit planning, policy, and outcomes (Hecht et al., 1999; Platz-Wiechert, 2010; 
Seagren, Wheeler, Creswell, Miller, & VanHorn-Grassmeyer, 1994). Department chairs are held 
accountable for collecting, interpreting, and presenting data on program effectiveness and 
preparing the department for accreditation and program review (Hecht et al., 1999). Most self-
studies end with recommendations made by the department chair (Tucker, 1993). However, a 
review of the literature concerning department chair recommendations revealed that even 20 
years ago, not all department chair recommendations carried the same weight (see, for example, 
Lovelace, 1987; Slyter, 1998). 
A successful evaluation is one that is utilized (Christie, 2003). Furthermore, its utilization 
takes many forms, such as direct utilization, conceptual utilization, incremental utilization, 
persuasive utilization, process utilization, misuse, nonuse, and barriers to use. The utilization of 
recommendations stemming from a program review can provide a vehicle to boost program 
notoriety, assist students, and increase resources to strengthen a department (Lubinescu et al., 
2001; Mets, 1995). Lubinescu et al. suggested that a program review may serve as a basis for 
reallocating resources toward a specific program; they noted that it is important for a program to 
“portray its impact on students, the discipline and the advance of knowledge within it, and the 
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university and the communities it serves” (p. 6). Results are more likely to be used and to lead to 
targeted enhancements when administrators take the process seriously. 
Almost a decade and a half ago, Hoey (1995) reported that the most visible portion of the 
program review process is the implementation of program review recommendations. However, 
many community college department chairs experience frustration when they cannot see their 
recommendations being implemented (Mets, 1995). Insufficient utilization of program review 
recommendations is frustrating to community college department chairs in that it limits an 
institution’s ability to succeed. However, that need not be the case. 
Program evaluation built on a foundation of evaluation theory has the potential to 
enhance the utilization of results emanating from the program review (Shadish, Cook, & Leviton, 
1991). When the evaluation process includes activities conducted specifically to increase 
organizational learning and change, to stimulate organizational members’ interest and 
involvement in the evaluation process, and to increase members’ personal and professional 
growth, institutions learn and thrive (Preskill & Torres, 1999). Schwarz and Struhkamp (2007) 
suggested that evaluation used as an institutionalized strategy builds trust in a bureaucratic 
society, and this idea applies as well to public institutions such as community colleges. 
As the first few years of the newly revised ICCB Program Review System come to an 
end, department chairs are making recommendations to enhance the conditions under which their 
students are learning. When implemented, these recommendations may have a profound impact 
on student learning as well as the future success of their departments. Factors influencing the 
utilization of evaluation recommendations are the evaluation practices, knowledge construction, 
values, and social programming of the community college. These factors combine in a symbiotic 
relationship to form what Shadish et al. (1991) considered an ideal evaluation framework. When 
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the review process is initiated at an institution, the process of communicating information 
throughout an institution during the evaluation, the traditions of an institution, and the political 
origins and funding of the evaluand all play an interrelated part in influencing any action taken 
on recommendations stemming from an evaluation such as program review. Lubinescu et al. 
(2001) suggested that colleges should have direct responsibility over and active engagement in 
the review process. Believing that such engagement develops faculty and administrator 
commitment to and ownership of both the process and outcomes increases the potential for 
recommendations to lead to targeted enhancements, and it increases the likelihood that faculty 
will view the results as useful and credible. However, when organizational influences serve as 
obstacles to implementing program review recommendations, the process becomes a deterrent to 
program success. This problem handicaps department chairs’ efforts to aid their students, grow 
their programs, and secure the necessary resources needed to thrive and compete in today’s 
world of higher education. 
Understanding the patterns of utilization of evaluation findings and the relationships of 
such patterns to patterns of organizational learning and control of decision-making systems is 
essential to advancing the present state of knowledge on how evaluation findings are utilized in 
public institutions (Lovell & Turner, 1988). However, few studies have examined the impact of 
program review on academic programs, including CTE programs, or on host institutions at the 
postsecondary level, especially when the results concern the impact and effectiveness of 
community colleges. Hoey (1995) observed more than a decade ago that the literature on the 
effects of program review in public 2-year colleges was anecdotal, and little scholarship has 
addressed this problem since that time. 
7 
 
Previous studies (Barak, 1977; Hoey, 1995; Kelly et al., 2005; Ruhland, 1990; Wilson, 
1980) have examined program review through the eyes of either state or institutional 
administrators. Furthermore, documenting the use of program review findings firsthand is a 
necessity, but assessing the utilization of evaluation recommendations from a select few key 
decision-makers or even more remote policy makers is not sufficient (Hall, 1982). Hall 
suggested that studying first-line users of evaluation information to determine whether or how 
evaluations are used is essential to understanding the administrators’ utilization of evaluation 
findings. In the case of community colleges, the first-line users are department chairs. 
 
Conceptual Framework 
The evaluation timeline and its quality, relevance to policy needs, and utilization are 
among the principles that have affected the impact of program evaluation over the past 35 years 
(Lewis & Zarb, 1974). Lewis and Zarb recommended further consideration of the above-
mentioned principles and the need to identify others. Melkers and Roessner (1997) also noted 
that “if evaluation is to be effective and useful, it must be analytically sound, but at the same 
time, its design and conduct must accommodate the political and organizational factors that 
inevitably shape its support and use” (p. 57). 
 For years, studies on the utilization of evaluation recommendations drew from research 
on information utilization (Daillak, 1982). Conner (1998) recommended further progress on a 
theory of evaluation utilization that would require propositions that could be tested empirically 
“to determine their veracity” (p. 210). Furthermore, Christie (2003) noted that although empirical 
studies provide the foundation from which a class of evaluation theories focusing on utilization is 
developed and advanced, there is a scarcity of comprehensive studies investigating the influence 
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of evaluation theory on practice. For the above reasons, the conceptual framework for this study 
is based on the framework proposed by Shadish et al. (1991); the authors identified five 
fundamental processes that undergird program review in practice: evaluation practice, 
knowledge construction, values, social programming, and use. They surmised that such a theory 
would clarify the relationship between evaluation activities and the process of evaluation. They 
further theorized that examining theoretical backgrounds concerning program evaluation would 
clarify the evaluation process, elucidate the evaluation activities, and allow propositions 
pertaining to the evaluation to be empirically tested. Likewise, Shadish, Cook, and Leviton 
(1992) claimed that theories of program evaluation should be analyzed according to how they 
deal with use, values, knowledge construction, social programming, and practice, and they noted 
that each of these concepts is important to the purpose of program evaluation. 
 
Purpose Statement 
The purpose of this study was to survey community college department chairs to 
determine whether evaluation practices, knowledge construction, organizational values, and 
social programming are able to predict the utilization of program review recommendations. In 
this study, the researcher examined the relationships among evaluation practice, knowledge 
construction, values, and social programming and the utilization of program review 
recommendations. By understanding these relationships, researchers will be better able to 
develop and refine models that include variables capable of predicting decision-makers 
utilization, nonuse, or misuse of department chair program review recommendations within the 
context of the community college. 
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Research Questions 
The research questions developed for this study were designed to describe organizational 
variables (evaluation practice, knowledge construction, values, and social programming) as they 
pertain to ICCB Program Review and the patterns of utilization (direct utilization, conceptual 
utilization, incremental utilization, persuasive utilization, process utilization, misuse, nonuse, and 
barriers to use) of the recommendations made by Illinois community college department chairs 
who conducted the review. 
Listed below are 15 research questions that guided this study: 
1. How do Illinois community college department chairs rate their institution’s evaluation 
practice as it pertains to program review, and is there a difference between career and 
noncareer chairs’ responses? 
2. How do Illinois community college department chairs rate their institution’s knowledge 
construction system as it pertains to program review, and is there a difference between 
career and noncareer chairs’ responses? 
3. How do Illinois community college department chairs rate their institution’s value system 
as it pertains to program review, and is there a difference between career and noncareer 
chairs’ responses? 
4. How do Illinois community college department chairs rate their institution’s social 
programming system as it pertains to program review, and is there a difference between 
career and noncareer chairs’ responses? 
5. How do Illinois community college department chairs rate the direct actions taken by 
decision-makers concerning community college department chairs’ program review, and 
is there a difference between career and noncareer chairs’ responses? 
6. How do Illinois community college department chairs rate program review 
recommendations that influence the way decision-makers think about a program, and is 
there a difference between career and noncareer chairs’ responses? 
7. How do Illinois community college department chairs rate the actions taken by decision-
makers over a period of time concerning program review, and are there differences 
between career and noncareer chairs’ responses? 
8. How do Illinois community college department chairs rate the persuasiveness of 
community college department chairs’ program review recommendations to decision-
makers, and are there differences between career and noncareer chairs’ responses? 
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9. How do Illinois community college department chairs rate the effect of the evaluation 
process on community college department chairs’ program review recommendations, and 
is there a difference between career and noncareer chairs’ responses? 
10. How do Illinois community college department chairs rate the potential for misuse on 
community college department chairs’ program review recommendations, and are there 
differences between career and noncareer chairs’ responses? 
11. How do Illinois community college department chairs rate the potential for nonuse on 
community college department chairs’ program review recommendations, and are there 
differences between career and noncareer chairs’ responses? 
12. How do Illinois community college department chairs rate the potential barriers to use on 
community college department chairs’ program review recommendations, and are there 
differences between career and noncareer chairs’ responses? 
13. What are the relationships within and between the organizational subscales of Evaluation 
Practice, Knowledge Construction, Values, and Social Programming and the utilization 
subscales of Direct Utilization, Conceptual Utilization, Incremental Utilization, 
Persuasive Utilization, Process Utilization, Misuse, and Nonuse? 
14. Does the set of organizational subscales predict the set of utilization subscales? 
a. Does the set of organizational subscales predict Direct Utilization? 
b. Does the set of organizational subscales predict Conceptual Utilization? 
c. Does the set of organizational subscales predict Incremental Utilization? 
d. Does the set of organizational subscales predict Persuasive Utilization? 
e. Does the set of organizational subscales predict Process Utilization? 
f. Does the set of organizational subscales predict Misuse? 
g. Does the set of organizational subscales predict Nonuse? 
15. What best practices are Illinois community colleges using to promote the utilization of 
program review recommendations on their campuses? 
 
Significance of the Study 
It is important to stakeholders at the state and local levels to examine the process of 
community college departmental program review. To better aid students in competing for higher 
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paying professions, all stakeholders must understand the benefits associated with utilizing 
program review recommendations. It is imperative that all stakeholders examine the process of 
conducting a community college departmental program review and the successful reporting of 
findings. The students, their families, and the department chairs, along with administrators, 
accrediting bodies, college trustees, and state legislators, will benefit from identifying obstacles 
to implementing program review recommendations, the reasons for nonuse of recommendations, 
and the dangers involved in the intentional misuse of recommendations. 
 In this study, the researcher sought to increase understanding of the ICCB Program 
Review System in two ways. First, administrators, college trustees, and state legislative bodies 
will gain a better understanding of the importance of successfully using program review 
recommendations. Second, in this study, the researcher sought to identify the relationships 
among evaluation practices, knowledge construction, organizational values, and social 
programming and the utilization of program review recommendations. Results of this study will 
increase present understanding of how the utilization of recommendations stemming from an 
ICCB department program review is influenced by organizational factors, including the 
evaluation practices, political trade-offs, time constraints, organizational hierarchy, and 
organizational desires and needs; knowledge construction; organizational communication, 
learning, and growth throughout the evaluation process; the institution’s values, political climate, 
and professional climate; the organizational culture and trust; and program factors, including its 
political origins, structure, governance system, and funding. In addition, results of this study will 
assist community college administrators, college trustees, and state legislators to implement 
policies governing department chairs’ review of programs, including both career and transfer 
programs, thus enhancing the utilization of results. 
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Definitions of Terms 
1. Barriers to use: factors such as nonuse and misuse that hinder the evaluation process or 
the utilization of its results. 
 
2. Career department chair: an individual reporting to a dean and directing a subunit of a 
college intended to prepare students for employment in a vocation. 
 
3. Conceptual utilization: an indirect use of the ideas and findings of an evaluation, 
including the variety of ways in which the evaluation indirectly influences policies, 
programs, and procedures and often provides stakeholders with important inputs into 
policy or program development (Fitzpatrick, Sanders, & Worthen, 2004). Conceptual 
utilization (sometimes referred to as enlightenment utilization) describes instances in 
which no direct decision has been made, but in which particular conceptual 
understandings have been modified, relating to changes in the way users think about 
particular aspects of a program (Alkin & Taut, 2003). 
 
4. Department chair: the administrator of an academic unit and primary representative of 
that unit to internal and external entities; an individual directing a subunit of a college 
and reporting to a dean. 
 
5. Evaluation: a study designed and conducted to assist in the assessment of an object’s 
merit and worth (Stufflebeam, 2001). 
 
6. Evaluation practice: where evaluation falls in an institution’s hierarchy, system, or 
structure. In this study, evaluation practice refers to the unit in which a program review is 
carried out and who is overseeing it. 
 
7. Evaluation research: research synonymous with program evaluation, whose task is to 
assess a situation or program and to provide information for decision-making, or the 
assessment of a program’s net effects (Angrist, 1975; Campbell, 1979; Rossi & Wright, 
1984). 
 
8. Evaluation results: any information associated with the outcome of the evaluation, such 
as data interpretations or recommendations (Cousins & Leithwood, 1986). 
 
9. Incremental utilization: decisions concerning program improvement that come in small, 
incremental steps based on specific evaluation findings (Patton, 2001). 
 
10. Instrumental or direct utilization: decisions that have a direct effect on a program, such 
as eliminating ineffective programs, adapting programs based on evaluation results, 
targeting different audiences for a program, allocating new budget expenditures for 
programs, or changing the structure of the organization in which programs operate. 
Instrumental utilization of program review results, often based on the direct results of the 
program review, produces decisions that affect changes to programs, including decisions 
concerning a program’s future in a specific time frame. 
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11. Knowledge construction: how organizations communicate, learn, and grow throughout 
the evaluation process. 
 
12. Misuse: the intentional (and even malicious) manipulation of some aspect of an 
evaluation (evaluative results, for example) in order to gain something, such as position 
or support (Alkin & Coyle, 1988). 
 
13. Noncareer department chair: an individual reporting to a dean and directing a subunit of 
a college intended to prepare students to transfer to a 4-year institution. 
 
14. Nonuse: when evaluation results are not used. One example of nonuse is the shelving of 
an evaluation report without action (Alkin & Coyle, 1988). 
 
15. Organizational factors: factors that affect program evaluation utilization. These include 
such factors as evaluation practice, knowledge construction, values, and social 
programming. 
 
16. Persuasive utilization: the enlisting of evaluation results to support or refute political 
positions (Fitzpatrick et al., 2004) or to influence stakeholders (Shadish et al., 1991). 
Persuasive utilization involves drawing on evaluation evidence to convince others to 
support a political position or to defend such a position from attack (Leviton & Hughes, 
1981). 
 
17. PKVS (evaluation practice, knowledge construction, values, and social programming) 
utilization model: a theory concerning evaluation practice, knowledge use, values, and 
social programs and the relationship of these concepts to the utilization of program 
review recommendations.  
 
18. Process utilization: the impact of participating in an evaluation, such as improved mutual 
understanding among those participating in the evaluation, better support of and 
reinforcement for the program and institution, and an enhanced culture of learning 
(Patton, 1997). Process utilization addresses not only the use of the evaluation findings, 
but also the manner in which the evaluation (and the evaluation process) affects 
individuals or organizations. In the case of process utilization, however, the conduct of 
the evaluation itself also enables potential users to acquire new skills and modify their 
behavior (Alkin & Taut, 2003). 
 
19. Program: an organized set of resources and activities directed toward a common set of 
goals (Abramson et al., 1982). 
 
20. Program evaluation: the comparison of actual program performance with a standard of 
expected program performance and the drawing of conclusions between program 
effectiveness and value (Wholey, 1986). 
 
21. Program review: a subset of program evaluation that refers exclusively to the evaluation 
of existing programs. 
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22. Program review process: a statewide program review system which recognizes that 
individual colleges have the primary responsibility to evaluate instructional programs, to 
make decisions about improvement and continuation, to ensure that program review 
results are considered in campus planning and budget development, and to report results 
to the ICCB based on a 5-year cycle. 
 
23. Social programming: a source of ideas for the design and implementation of programs 
being evaluated, including their political origins and funding. 
 
24. Types of utilization: for this study, direct utilization, conceptual utilization, incremental 
utilization, persuasive utilization, process utilization, misuse, nonuse, and barriers to use 
are considered types of utilization. 
 
25. Utilization: the use of information concerning the recommendations of an evaluation 
(Daillak, 1982), synonymous with use. For the purposes of this study, the terms use and 
utilization are interchangeable. 
 
26. Utilization of recommendations: deals with how, when, where, and why program review 
recommendations are used; what obstacles inhibit use; and what role new information 
plays in social program decision-making and policy shaping. 
 
27. Values: an institution’s professional climate, culture, and standards. 
 
 
Delimitations 
This study was delimited to community college department chairs who conducted a 
program review during the 2006–2007, 2007–2008, or 2008–2009 fiscal year. A delimitation of 
this study was the use of a cross-sectional survey. Using a survey provides snapshots of the 
phenomenon at one point in time, but not over time. However, gathering data over time using a 
longitudinal study, such as following the same department chairs over a period of several 
program review cycles, may increase generalizations. A further delimitation of this study is the 
scope of the population. The unit of analysis in this study was confined to department chairs 
conducting an ICCB program review in Fiscal Years 2006–2007, 2007–2008, or 2008–2009. 
Because no known national standard exists concerning community college departmental program 
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review, program review can vary from state to state. This study did not account for chairs 
conducting a program review in other states. 
 
Limitations 
A limitation of the study is the temporary assignment of most community college chairs. 
Because most community colleges frequently rotate the position assignment of department chair, 
circumstances could change, with the department having a chair different from the one who 
conducted the program review. This rotation of chair assignments could be problematic because 
of the possibility that, once removed from his or her duties, a former chair might not be privy to 
the manner in which the former recommendations were utilized. Second, because of attrition, the 
chair who originally conducted the program review might no longer be employed at the 
community college where the review was conducted. Last, whereas the instrument used for this 
study was developed to be anonymous, some chairs might be hesitant to provide responses that 
could jeopardize their position if those responses could be traced back to their departments or 
community colleges. 
 
Organization of the Study 
In the remainder of this document, Chapter 2 presents a review of the relevant literature 
concerning program review, including the background on program review, the ICCB mandates 
driving program review, and data from the Illinois Community College System Program Review 
Statewide Summary, which summarizes all program reviews conducted in Fiscal Years 2006–
2007, 2007–2008, or 2008–2009. The chapter also includes a review of literature on evaluation 
theory, evaluation practice, knowledge construction, and organizational values. The chapter ends 
16 
 
with a discussion of the utilization, nonuse, and misuse of program evaluation results; the 
relationship between department chairs and program review; and the conceptual framework for 
the study. Chapter 3 contains the research methods, including the research design, identification 
of the criterion and predictor variables, the population and sample, the instrument, the data 
collection techniques (including a discussion of validity and reliability), and data analysis. 
Chapter 4 presents the research findings from a survey of community college chairs who 
conducted either an academic or a career ICCB program review in Fiscal Years 2006–2007, 
2007–2008, or 2008–2009. The narrative is accompanied by tables that present the results. 
Chapter 5 summarizes the major findings, along with conclusions and recommendations, and 
concludes with final comments. 
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Chapter 2 
Review of the Literature 
This chapter begins with the criteria used to identify the literature concerning program 
review, including databases and search terms. The introduction is followed by a description of 
the background of community colleges and a discussion of the background on program review in 
higher education. A brief history of the Illinois Community College Board (ICCB) and mandates 
driving program review, including the mandate to the ICCB to conduct program review, appears 
next, followed by a section highlighting data from the Illinois Community College System 
Program Review Statewide Summary presenting findings from ICCB Program Reviews 
conducted in the fiscal years 2007, 2008, and 2009. A discussion concerning the relationship 
between department chairs and program review is then presented. The next section introduces a 
conceptual model addressing community college culture, decision-making processes, and the 
association of these processes with evaluation. The knowledge base Shadish, Cook, and Leviton 
(1991) advocated for all evaluation theories follows. The chapter concludes with the conceptual 
model developed for this study. 
The literature concerning program review consists of journal articles, dissertations, 
research reports, and conference papers. This literature exists in an array of media—in printed 
form, as digitalized files, or on microfiche—and is stored in a variety of locations. The following 
databases were used in identifying the relevant literature pertaining to program review: 
Educational Resources Information Center (ERIC), EBSCO Academic, Digital Dissertations, and 
Education Full-Text. Each search covered the period from 1960 to present and used the 
following terms: community college, program review history; community college, program 
review, process; ICCB Program Review, community college, program review, use; community 
18 
 
college, program review, utilization; community college, program review, communication; 
community college, program review, mandates; community college, program review, strategic 
planning; community college, program review, and program discontinuance. The researcher 
conducted additional searches, substituting the words evaluation and framework for program 
review to broaden the search.  
In reviewing the results, the researcher identified a list of primary sources detailing 
research projects and articles authored by individuals employed by a variety of institutions. The 
researcher then reviewed secondary sources detailing the historical background of program 
review and conceptual frameworks for program review. Throughout the search process, several 
authors emerged as experts in the field of program review. The researcher conducted additional 
searches using the names of these experts as search terms to delve deeper into the literature 
pertaining to program review. 
 
Community Colleges 
Community colleges have offered opportunities for development for more than a century. 
Each year, both citizens and noncitizens turn to community colleges for social mobility. 
Community colleges are classified as associate degree-granting institutions, and although they 
award less than 10% of the total number of graduating students a bachelor’s degree (Carnegie 
Foundation, 2008) and have been criticized for their lack of residential facilities and their low 
academic selectivity (Dougherty, 2001), they have offered educational opportunities for millions 
(Phillippe & Sullivan, 2005). Among the social forces that have contributed to the rise of 
community colleges have been the need for workers to be trained to operate the nation’s 
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expanding industries, the lengthened period of adolescence, and the drive for social equality 
(Cohen & Brawer, 2008). 
Formed to relieve universities of the burden of training underprepared students so they 
could maintain their selective admission requirements (Cohen & Brawer, 2008), community 
colleges have evolved in their mission, and the transfer, vocational (now referred to as career and 
technical education, or CTE), developmental, continuing education, and community service foci 
have become increasingly important (Bragg, 2001). Community colleges had their start more 
than 100 years ago. William Rainey Harper and Stanley Brown collaborated in 1901 to add 2 
years of postsecondary education to Joliet High School, and in 1907, laws in California that 
allowed high schools to offer the first 2 years of postsecondary education became models for 
community college systems in many other states (Vaughan, 1982). 
The federal government further aided the development of community colleges, albeit for 
political reasons. First, the Servicemen’s Readjustment Act of 1944 provided educational 
opportunities for millions of returning World War II veterans (Thelin, 2004). Whereas criticized 
as a means to avoid another bonus march and prolonged unemployment, the Servicemen’s 
Readjustment Act, also known as the G.I. Bill, provided each World War II veteran $500 per 
year for college (Rudolph, 1990; Thelin, 2004). The G.I. Bill opened the doors of higher 
education to millions of men and women, and President Truman intended on keeping them open 
(Cohen, 1998).  
Second, in 1947, President Truman appointed George Zook to head the Truman 
Commission (Boyer, 1990). Stating that most Americans could benefit from an education 
through the 14th year and that half the high school graduates could benefit from going to college, 
the Truman Commission provided access to higher education across America and helped 
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reinforce its mission (Brubacher & Rudy, 1976; Cohen, 1998). The Truman Report, whose 
purview extended from curricula to access to financing, supported the community college’s 
comprehensive mission of access, transfer, and community service, as well as vocational, 
continuing, and remedial education (Witt et al, 1994).  
Strengthened by the Truman Report, community colleges have become institutions that 
serve citizens as well as noncitizens, assisting the United States with the democratization of a 
whole new generation of immigrants. The American Association of Community Colleges 
(AACC, 2008) considers community colleges centers of educational opportunity that put 
publicly funded higher education at close-to-home facilities where all who desire to learn are 
welcome, regardless of wealth, heritage, previous academic experience, age, race, or social class 
(with special plans to serve victims of poverty and racism). Furthermore, community colleges 
have become primary vehicles of education, fulfilling educational goals of access and mobility 
through the preparation of students for transfer to 4-year institutions and providing job entry 
training and career upgrading, literacy and developmental education, English language assistance 
through programs such as English as a second language, and recreational activities (AACC, 
2008; Bailey & Morest, 2006; Brint & Karabel, 1989; Cohen & Brawer, 1998; Grubb, 1996; 
Medsker, 1960; Orr & Bragg, 2001; Phillippe & Sullivan, 2005; Walker, 2001). 
As the need for access to a college education continues to grow in the United States, 
higher education has proved to be important to both individuals and the broader society for 
economic mobility, preparation of an educated workforce and citizenry, the transmission and 
creation of culture, economic growth, and public health and social welfare (Zusman, 2005). 
Moreover, the increase in educational requirements for entry-level positions has contributed to 
further increases in the number of students pursuing higher education and in those who transfer 
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(Grubb, 1996). Attending college is no longer a luxury in the United States but is necessary for 
survival and prosperity, and today’s community colleges help many fill that gap. Cohen and 
Brawer (2008) contended that students attend community colleges for numerous reasons: to 
better themselves financially, to obtain job entry skills, to upgrade their job skills, to fulfill a 
personal interest, or to take classes that will transfer to senior institutions. Five decades ago, 
Medsker (1960) argued that community colleges serve society by providing social mobility and 
teaching the technical skills needed by a complex industrial society, and this argument continues 
today (see, for example, Cohen & Brawer, 2008; Veysey, 1965). Orr and Bragg (2001) 
considered community colleges, with their open-access policies, a primary educational vehicle 
for fulfilling the educational goals of access and mobility. 
With access, growth, and opportunities has come accountability. Laanan (2001) 
mentioned the growing demand to respond to accountability mandates at both the federal and 
state levels as one of the immediate challenges facing community colleges today. Currently, 
students, their families, taxpayers, department chairs, administrators, college trustees, legislators, 
accrediting bodies, and state boards are joining together and demanding improved accountability 
in the management of resources (Angrist, 1975; Barak & Kniker, 2002; Burke & Minassians, 
2002; Clowes, 1981; Ferren & Aylesworth, 2001; Gillies, 1995; Kuh, 2001; Lubinescu, Ratcliff, 
& Gaffney, 2001; Lucas, 1994; McMillan, Parke, & Lanning, 1997; Phillippe & Sullivan, 2005; 
Poland, 1974; Schmidtlein & Berdahl, 2005; Weiss, Gruber, & Carver, 1986; Weissman, 
Bulakowski & Jumisko, 1997; Wholey, 1986). Bragg (2001) observed that community colleges 
were forced into the high-stakes accountability environment in order to measure up to the same 
standards used for universities, suggesting there was limited evidence of outcome measures that 
revealed how students participated in and benefited from a community college education. 
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In the present climate of postsecondary educational institutions, cries for accountability 
and the assessment of student learning echo throughout the halls of colleges and universities 
(Creswell & England, 1994). Criteria for assessment have long been associated with an emphasis 
on the need to enhance social mobility, service to the local economy, and service missions 
appropriate to the community college as a need or access model of higher education (Clowes, 
1981). Armstrong (1998) defined accountability as the systematic collection, analysis, and use of 
information to hold educational institutions responsible for students’ performance. To uphold 
and measure accountability, many states have developed periodic measurements of program 
performance (inputs, activities, outputs, or outcomes). These periodic performance measures, 
typically occurring annually, provide public accountability and assist in budget decision-making 
(Wholey, 1996). Barak and Kniker (2002) contended that major objectives noted by state boards 
of higher education in the use of performance measures were to improve organizational 
performance, enhance undergraduate education, and increase organizational accountability. 
Laanan (2001) considered the need to report specific performance measures—to 
demonstrate institutional effectiveness across different indicators as reflected in the state’s 
mission—a common theme among most state systems. Mohan, Tikoo, Capela, and Bernstein 
(2006) argued that a relationship exists between performance measures and evaluation, and that 
evaluators can increase the use of evaluation among policy makers by explaining this 
relationship. However, performance measurement systems, or even evaluation studies, rarely 
meet the information needs of all stakeholders. Wholey (2001) cautioned that “progress [in 
performance measurement and evaluations] has often been followed by setbacks and 
disappointments in the face of political, organizational, and technical challenges” (p. 346). 
Nonetheless, as the call to accomplish more with less reverberates throughout the government, 
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evaluators, who are poised to be of great assistance to decision-makers, have the opportunity to 
lead in fiscally stressful and uncertain times (Wholey, 1985). 
In a review of research conducted on evaluation and its use, King (1988) observed that 
the importance of compliance evaluations cannot be overstated. Furthermore, the value of 
evaluation may have to be proved by helping decision-makers improve the efficiency, quality, 
effectiveness, and credibility of their organizations or by helping policy makers decide whether 
to curtail specific programs or levy resources to support them (Wholey, 1986). Moreover, as 
Leviton and Cook (1983) noted, “government funding is dependent on the perception that 
evaluation is useful in informing social choices for actors at all levels of the social system” 
(p. 497). 
Bragg (2001) maintained that community colleges fulfill a multiplicity of roles within 
their communities, offering educational programs and services with a broad and sometimes 
contradictory set of intended outcomes. Divided into departments and divisions in an effort to 
increase efficiently and function adequately, community colleges adopt missions that lack clarity 
and cohesiveness, which complicates outcomes assessment. March and Heath (1994) discussed 
the role that subunits (departments) play in organizations and defined subunits as a collection of 
associations and friendships that act as a focal point for the development of values, wants, and 
allegiances. Subunits also “serve as information networks for the development of common 
perceptions of resources and alternatives and for the development of a common sense agenda and 
timing” (p. 117). Organized around a cluster of academic disciplines or related teaching fields, 
departments or divisions offer academic programs at community colleges and serve as the basic 
building blocks of the organizational structure of nearly every community college (Cohen & 
Brawer, 2008). Cohen and Brawer maintained that these departments, usually headed by a 
24 
 
department chair, act as miniature governmental units within the larger college structure by 
maintaining records, managing resources, and assisting diverse student populations. Departments 
are the organizational subunits that administer programs and therefore engage in program 
review. 
 
Background on Program Review 
This section examines program review as a derivative of program evaluation. It begins 
with a brief background on evaluation, program evaluation, and program review. The working 
definitions presented next provide a distinction between evaluation, program evaluation, and 
program review. The section concludes with reasons for conducting program review in 
institutions of higher education, particularly in the community college. 
Evaluating the effectiveness of higher education is not a new concept to administrators in 
U.S. higher education. Before the end of World War II, President Roosevelt signed the 
Servicemen Readjustment Act of 1944 (Thelin, 2004). This act, also known as the G.I. Bill, 
provided college funding for veterans returning from the war, making college possible for 
millions of veterans (Cohen, 1998; Lucas, 1994). The G.I. Bill specified that veterans were 
entitled to educational benefits if they attended institutions approved by state educational 
agencies, thus solidifying accreditation as an essential feature of higher education (Cohen, 1998). 
This accreditation requirement launched a frenzy of evaluation projects as institutions 
sought precious resources offered by the federal government. After World War II, program 
evaluation emerged as the premier tool for social scientists engaged in the assessment of 
everything from public housing to educational activities (Rossi, Lipsey, & Freeman, 2004). 
Evaluation, defined as the systematic assessment of the merit, worth, or accomplishment of an 
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educational program or curriculum (Daillak, 1982), grew into a thriving industry throughout the 
1960s, and more and more articles and books appeared on the subject (Rossi & Wright, 1984). 
From about 1965 on, dispersed evaluation activities became a professional practice as evaluation 
evolved into a specialized profession with its own organizations, journals, and studies conducted 
by those who called themselves evaluators (House, 1994). In the early 1970s, the first journal 
addressing evaluation, Evaluation Review, was launched. Today, no longer shaped only by social 
scientists, program evaluation has surfaced as a means of evaluation funded by policy makers, 
decision-makers, program planners, and administrators, who use the findings to further the 
interests of the general public (Rossi et al., 2004). 
Increasingly recognizing organizational context as critical, Schwartz and Mayne (2005) 
observed that “the quality of evaluative information often involves fundamental questions about 
organizations and their programs and policies” (p. 12). To explain the rise and evolution of 
educational evaluation and to highlight future trends, Worthen and Sanders (1991) illustrated the 
changing developments in educational evaluation. Worthen and Sanders listed the emergence of 
career opportunities in evaluation, the need for and development of evaluation training programs, 
the institutionalization of evaluation in U.S. education, the development of evaluation as a 
distinct occupation, and metrology developments in evaluation as five trends that emerged 
during the 1970s and 1980s, further propelling educational evaluation into the spotlight. 
This growth led to further changes in the assessment of education programs as well as the 
growth and development of evaluation as both a profession and a discipline. Johnson, McDaniel, 
and Willeke (2000) observed that some program evaluators are using portfolio assessment as part 
of an ongoing effort to broaden the types of information-gathering tools available to them in 
small-scale as well as large-scale evaluations. Leviton, Collins, Laird, and Kratt (1998) 
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contended that schools in higher education use evaluability assessment as a constructive exercise 
that assists students in applying their research skills to real program needs. Furthermore, 
Stufflebeam and Wingate (2005) used a pretest–posttest self-assessment to study learning gains 
in the 1999 to 2004 Project Materials Development, Training, and Support Services Summer 
Evaluation Institutes at the Evaluation Center at Western Michigan University. 
As the requirement for program evaluation grew and more people entered the field of 
evaluation, the necessity of understanding evaluation grew. Simply stated, “evaluation is part of 
the ongoing series of activities by which the intervention takes shape” (Weiss, 1997, p. 71). 
Some view evaluation itself as a discipline (House, 1994; Scriven, 2001), whereas others present 
a different view. Among these theorists, Scriven (1996) maintained that evaluation belongs to a 
transdiscipline (referring to a discipline that is notable for its service to other disciplines but 
having its own autonomous status), whose application leads to significant improvements in other 
disciplines. Scriven observed that “evaluation is not only a discipline on which all others depend; 
it is one on which all deliberate activity depends” (p. 404). Further, he emphasized that 
significant improvements in the core concept and techniques of evaluation have the potential to 
make huge improvements in the quality of life and work, as well as in the level of achievement 
in all disciplines. No longer shaped only by social scientists, program evaluation has surfaced as 
a means of evaluation funded by policy makers, program planners, and administrators, who use 
the findings on behalf of the interests of the public (Lewis & Zarb, 1974; Rossi et al., 2004). 
The Joint Committee on Standards for Educational Evaluation and Sanders (1994) 
defined program evaluation as the assessment of ongoing activities that provide service. These 
standards brought together a diverse group of teachers, counselors, statisticians, 
psychometricians, evaluators, policy makers, and administrators to pursue the common purposes 
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of strengthening evaluation theory, practice, and utilization. Moreover, these standards defined a 
common evaluation language and general guidelines that evaluators and educators in general 
could use to collaborate productively in evaluation work (Stufflebeam, 2004a). 
Often politically charged and influenced by a variety of organizational factors, the 
evaluation process occurs within “dynamic, changing, and volatile environments” (Preskill, 
2004, p. 346). King (2004) described organizational factors—(a) decision-making structures, 
(b) the professional climate, (c) structural conditions, and (d) access to resources—that constitute 
what she considers her personal evaluation framework. When used to ensure quality programs, 
program evaluation increases organizational knowledge; helps administrators prioritize 
resources; assists with the planning, delivery, and communication of organizational initiatives; 
and increases organizational accountability (Russ-Eft & Preskill, 2001). 
Moreover, evaluation is concerned with providing information for decision-makers (Fitz-
Gibbon & Morris, 1996). Weiss (1988) reasoned that decision-makers have four uses for 
evaluation: (a) as warning signals about things that are going wrong; (b) as guidance that 
references a direction for improving policies and programs; (c) as a reconceptualization that 
refers to frames of reference, helping policy makers to reinterpret events, think critically about 
the past, and reexamine past criteria for success; and (d) as a mobilization of support that uses 
evaluation results to build coalitions, such as through persuasive utilization. Furthermore, Weiss 
(1998b) maintained that evaluation provides decision-makers for similar programs with 
knowledge to improve their programs, federal officials with information concerning what to fund 
or how to improve the operation of a program, legislators with the ability to adopt amendments 
to existing policies or new policies, and social scientists with the ability to see what new 
knowledge has accrued. However, Weiss stressed that almost all programs function within rigid 
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limits imposed by law, tradition, procedures, regulations, accustomed habits of doing things, and 
restraints from other organizations in the interorganizational field; she warned evaluators to 
consider that increasing the use of evaluation without considering the organizational 
surroundings is to miss a good part of the story. Moreover, Weiss (1998b) maintained that 
organizational conditions might have to change to remove impediments and to create supportive 
structures to incorporate and sustain new approaches and activities if program improvement is 
the desired outcome. 
Boulmetis and Dutwin (2005) defined evaluation as a systematic process of collecting 
data for the purpose of determining whether objectives are being met or as a means for making 
decisions. They observed that evaluation makes claims about the value of something in relation 
to the overall operation of a program, project, or event. Wolf (1990) maintained that evaluation 
in education leads to better policies and practices. Evaluation also may assist stakeholders in 
determining whether the object being evaluated is worthy of adoption, continuation, or expansion 
(Fitzpatrick, Sanders, & Worthen, 2004). 
Chen (2005) defined a program as an entity or activity that transforms inputs into outputs 
while interacting with its environment in order to obtain the resources and support necessary for 
survival. He also defined program evaluation as “the application of evaluation approaches, 
techniques, and knowledge to systematically assess and improve the planning, implementation, 
and effectiveness of programs” (p. 3). Furthermore, Owen (2004) proposed that a program has 
two essential components: (a) a documented plan, and (b) action consistent with the 
documentation contained in the plan. 
Stufflebeam (2001) defined program evaluation as a study designed and conducted to 
assist in the assessment of an object’s merit and worth. The Joint Committee on Standards for 
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Educational Evaluation and Sanders (1994) defined program evaluation as an assessment of 
ongoing activities that provide service. Russ-Eft and Preskill (2001) suggested that program 
evaluation may be used to ensure quality; increase organizational knowledge; help administrators 
prioritize resources; assist with the planning, delivery, and communication of organizational 
initiatives; and increase organizational accountability. Scriven (1991) maintained that program 
evaluation is the “largest area of evaluation to which a self-conscious specialty has been 
devoted” (p. 285). Posavac and Carey (2007) defined program evaluation relative to services as 
follows: 
It is a collection of methods, skills, and sensitivities necessary to determine whether a 
human service is needed and likely to be used, whether the service is sufficiently 
intensive to meet the unmet needs identified, whether the service is offered as planned, 
and whether the service actually does help people in need at a reasonable cost without 
unacceptable side effects. (p. 2) 
 
They observed that program evaluators use an array of research methods and concepts 
from psychology, sociology, administration and policy science, economics, and education to 
contribute to the improvement of programs. In their view, evaluation is a highly interdisciplinary 
activity. 
In higher education, quality and cost-effectiveness are topics of conversation in 
boardrooms, legislative halls, and conference rooms across the nation. Hudgins and Mahaffey 
(1998) observed that two current issues on the minds of policy makers are the rising cost of 
higher education relative to limited state dollars and the rising concern for whether graduates are 
academically prepared to enter an increasingly sophisticated global workplace. They suggested 
that organizational effectiveness and accountability take center stage because funding agencies 
view higher education as a strategic investment while tying funding to performance. 
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Conrad and Wilson (1985) distinguished between program evaluation and program 
review by defining program evaluation as activities concerned with the assessment of new or 
existing programs and program review as a subset of program evaluation that refers exclusively 
to the evaluation of existing programs. Bresciani (2006) offered a working definition of program 
review that encompasses outcomes-based assessment: 
Outcomes-based assessment program review is a systematic process in which program 
faculty and/or professionals articulate the intended results of the cumulative contribution 
of their program. In outcomes-based assessment, faculty and co-curricular professionals 
articulate what the program intends to accomplish concerning its services, research, 
student learning, and faculty/staff development programs. The faculty and/or 
professionals then purposefully plan the program so that the intended results (i.e., 
outcomes) can be achieved; implement methods to systematically—over time—identify 
whether the end results have been achieved; and finally, use the results to plan 
improvements or make recommendations for policy consideration, recruitment, retention, 
resource allocation, or new resource request. This systematic process of evaluation is then 
repeated at a later date to determine whether the program improvements contribute to the 
intended outcomes. (p. 14) 
 
Conrad and Wilson (1985) listed the following reasons for conducting program review: 
(a) improving programs, (b) meeting state-level mandates for reviews, (c) demonstrating 
organizational responsiveness, (d) providing a foundation for allocating and reallocating 
resources, (e) providing information to decision-makers considering program discontinuance, 
and (f) responding to federal requirements for the evaluation of occupational programs (for 2-
year institutions). Wholey, Hatry, and Newcomer (2004) cautioned that evaluation procedures 
will increase in program review as federal and state mandates migrate from fiscal auditing in 
search of waste, fraud, and abuse to performance auditing, in which the emphasis is placed on 
what results programs are getting for their funds. Placed under the microscope of public scrutiny 
as resources dwindle, program review has the potential to measure program success, with the 
intention of rewarding programs capable of reporting their ability to meet intended outcomes and 
eliminating or improving those that do not. 
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Hoey (1995) suggested that viewing the institution as an organization and identifying the 
effect of program review on an institution can provide a framework for understanding program 
review. Examining an organization’s structure, its processes, and its environment and how 
context influences organizational behavior and organizational outcomes can play a major role in 
determining the impact of program review on an institution. In addition to the impact that 
organizational behavior has on program review, program review itself influences an 
organization. Hoey argued that program review has a multifaceted impact on organizations; he 
stated that program review results have an instrumental use (knowledge used to impact action), 
conceptual use (indirect use of evaluation findings), persuasive use (the enlisting of evaluation 
results in an effort to support or refute political positions), and incremental use (decisions or 
actions that follow an evaluation). Community college program review allows departments to 
compete for resources; it influences the organization and is influenced by the organization. Given 
that no known national standard exists for community college departmental program review, 
program review can vary from state to state. The next section chronicles the ICCB mandates that 
drive program review for Illinois community colleges.  
 
ICCB History and Mandates Driving Program Review 
This section begins with a brief description of the ICCB Program Review System. The 
section discussing the analysis by Kelly, Kristovich, and Lach (2005) highlights the ICCB 
Program Review process and concludes with an overview of the updated Program Review 
Manual 2007–2011. 
In the mid-1980s, the ICCB developed a process for community colleges to use in 
reviewing individual instructional programs in order to promote the quality of programs and the 
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accountability of the system (ICCB, 2008). Toward the beginning of the 1980s, the “Illinois 
Community College Trustees Association (ICCTA) developed a policy document featuring 11 
system-wide recommendations for the governance, financing, and programming of the Illinois 
community college system” (Krebs, Katsinas, & Johnson, 1999, p. 32). These nonbinding, 
influential recommendations suggested that Illinois should maintain the comprehensive nature of 
the public community colleges, that community-wide needs assessments should justify their 
mission, and that these institutions should remain open door, locally governed, and responsive to 
the public by evaluating and modifying their programs. 
The ICCTA policy indirectly encouraged the evolution of program review through its 
measures of accountability. By 1983, the ICCB had begun promoting program review of 
academic programs (Krebs et al., 1999). Originally focusing on follow-up studies of 
occupational and transfer students, ICCB Program Review expanded to include the evaluation of 
all instructional, student services, and academic support programs at least once within a 5-year 
cycle. Krebs et al. stated that the “resulting reports, and the changes they recommend, assist the 
state coordinating board in lobbying both the parent Illinois Board of Higher Education (IBHE) 
and the state legislature for appropriate program support” (p. 32). Supported by an analysis of 
state-level data and a review of graduate follow-up studies, the ICCB called for Illinois 
community colleges to examine the need, quality, and cost of each program and to review similar 
programs at the same time with a coordinated multiyear schedule. Revised in 1993, the process 
incorporated new reporting requirements associated with IBHE’s Priorities, Quality, and 
Productivity initiative (ICCB, 2007). 
Several years later, Kelly et al. (2005) proposed a multistep analysis and review of the 
ICCB Program Review process that involved input from both ICCB staff and community college 
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administrators. In 2004, the Illinois community colleges completed a web-based survey on 
program review to gather preliminary information on the role of and satisfaction with the 
program review process. The survey received 35 responses from 32 colleges, with an 
institutional response rate of 62.7% (Kelly et al., 2005). Influenced by substantial changes within 
community colleges and the community college system during the past decade, the program 
review system underwent extensive changes following the 2005 evaluation by Kelly et al. The 
authors’ study led to a revision of the ICCB Program Review process and a revision of the 
Program Review Manual. 
The Program Review Manual 2007–2011 provides updated guidelines and describes 
reporting methods for statewide review of instructional programs offered by Illinois community 
colleges. The new process gives colleges the flexibility to incorporate the program review system 
into campus planning to provide the colleges and the ICCB with the information needed to meet 
their respective responsibilities in a timely and efficient manner. The redefined program review 
process encourages colleges to integrate program review into campus planning and quality 
improvement processes through revision of the annual calendar, data requirements, and the 
program review schedule. Whereas colleges will continue to examine the need, quality, and cost 
of each program, they may develop documentation for the review and present results that are 
appropriate to broader campus planning and decision-making processes. 
The ICCB recognizes that individual colleges have as their primary responsibility to 
evaluate instructional programs, make decisions about program improvement and continuation, 
ensure that program review results are considered in campus planning, develop budgets, and 
report results to the ICCB. The ICCB proposes a statewide program review that (a) supports 
campus-level planning and decision-making and (b) ensures the continuing need, improved 
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quality, and cost-effectiveness of instructional programs. Moreover, these changes include the 
recommendation that Illinois community colleges (a) assess, improve, and update programs on a 
regular basis and (b) discontinue programs when demand is no longer sufficient, when quality 
cannot be maintained at an acceptable level, or when programs are no longer cost-effective. 
Other changes to the ICCB statewide program review include demonstrating the accountability 
of the community college system in maintaining high-quality, cost-effective programs that are 
responsive to the needs of students, businesses, and industries in Illinois, and identifying best 
practices, exemplary innovations, and program issues the ICCB needs to address at the state level 
(ICCB, 2008). 
Whereas the revised system provides more flexibility than the old system, the process 
should examine the need, quality, and cost of programs and should ensure that the process is 
documented and the results are considered in campus planning, quality improvement, and 
budgeting decisions. Furthermore, colleges are required to involve faculty and administrators 
directly responsible for the program as well as faculty, support professionals, and administrators 
throughout the campus. The revised ICCB Program Review System also requires colleges to use 
up-to-date and relevant information, including assessment results appropriate to the unit and 
comparative data on enrollment, completions, and costs. Results and actions resulting from 
program reviews should be reported to local board members, advisory committees, and 
community groups, as appropriate. 
 
Illinois Community College System Program Review Statewide Summary 
The Illinois Community College System Program Review Statewide Summary presents 
the findings of ICCB Program Reviews conducted for the fiscal years 2007, 2008, and 2009. For 
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the 2007 fiscal year, the staff of the ICCB reviewed Illinois statewide program review 
submissions and divided them into three sections by discipline. The three sections are 
(a) instructional programs, including academic programs, CTE programs, and cross-disciplinary 
programs (general education); (b) student and academic support service programs; and 
(c) community college best practices (ICCB, 2008). Beginning in fiscal year 2007, reporting 
requirements changed and colleges were asked to submit the results of the reviews of academic 
programs on a predetermined schedule.  
Illinois community colleges reviewed 1,061 instructional programs during fiscal year 
2007. One hundred six academic programs within the oral and written communications area were 
reviewed, 915 CTE programs were reviewed, and 40 general education programs were reviewed. 
Of the CTE programs reviewed, 706 programs were continued with only minor improvements, 
92 programs were significantly modified, 86 programs were identified for elimination, and 31 
programs were scheduled for further review during the coming year. In addition to the above-
mentioned instructional programs, community colleges reviewed 68 student and academic 
support service programs, centering on financial aid services, advising and counseling services, 
and library services. 
During fiscal year 2008, Illinois community colleges reviewed 1,021 instructional 
programs. Seventy-eight academic programs within mathematics were reviewed, 887 CTE 
programs were reviewed, and 56 general (adult) education programs were submitted for review. 
Of the 887 CTE programs reviewed, 728 were continued with only minor improvements, 63 
were significantly modified, 69 were identified for elimination, and 27 were scheduled for 
further review during the coming year. Sixty-eight student and academic support service 
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programs centering on advising and counseling services, recruitment, and admissions and 
records were reviewed in fiscal year 2008 as well. 
Community colleges in Illinois reviewed 709 instructional programs during fiscal year 
2009. Of those reviewed, 87 academic programs within the physical and life sciences were 
reviewed, 569 CTE programs were reviewed, and 53 general (developmental) education 
programs were reviewed. Of the 569 CTE programs that were reviewed, 458 were continued 
with only minor improvements, 44 were significantly modified, 47 were identified for 
elimination, and 20 were scheduled for further review during the coming year. Community 
colleges in Illinois also reviewed 102 student and academic support service programs consisting 
of advising and counseling services, recruitment, and admissions and records. 
 
Department Chair and Program Review 
This section examines the relationship between the department chair and program review. 
It looks at several empirical studies in which the role of the department is examined. In addition, 
this section examines the responsibilities of the chair as it pertains to the department program 
review and the task of writing the self-study. 
Faced with a wide range of challenges, department chairs are required to perform a 
variety of roles (Creswell, Wheeler, Seagren, Egly, & Beyer, 1990; Hecht, Higgerson, Gmelch, 
& Tucker, 1999; Lees, 2006; Seagren, Creswell & Wheeler, 1993; Seagren, Wheeler, Creswell, 
Miller, & VanHorn-Grassmeyer, 1994; Tucker, 1993). Hecht et al. (1999) contended that 
accountability initiatives designed to monitor the quality and cost effectiveness of higher 
education have increased the importance of these roles, propelling chairs to the level of primary 
change agents. The department chair role requires individuals who can serve and coordinate 
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multiple constituencies; this role is forever intensifying as institutions are increasingly required 
to respond to external pressures for productivity and accountability. Without the leadership and 
support of department chairs, institutions would be hard-pressed to respond to these externally 
imposed mandates for accountability (Hecht et al., 1999). 
One of the first research activities conducted by the Center for the Study of Higher and 
Postsecondary Education and the National Community College Chair Academy was to develop a 
survey intended to emphasize the importance of professional development among department 
chairs (Seagren et al., 1994). Developed to provide insight into four major components of chairs’ 
professional lives (personal characteristics, responsibilities, challenges, and strategies), the study 
sought to build a database concerning academic leadership development needs and to provide 
information concerning chair development.  
Seagren et al. (1994) sought to analyze the data from the Center for the Study of Higher 
and Postsecondary Education and National Community College Chair Academy survey to 
develop a profile of the characteristics of the chair position, the instructional unit, and the 
institution; identify some implications for leadership of chairs and policies concerning 
community colleges; and identify areas for more in-depth future research. Seagren et al. analyzed 
the existing literature and empirical studies and developed a conceptual model that includes the 
following four components: (a) characteristics of the chair, (b) responsibilities of the position, 
(c) challenges of the position, and (d) response strategies used by the chair. This model 
facilitated the development of the nine-section survey that was pilot tested and distributed to 
9,000 community and technical college chairs in the United States and Canada. Approximately 
3,000 deans and chairs or heads completed the survey, yielding a response rate of 32%. 
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Seagren et al. (1994) used past literature on the typical roles of chairpersons and 
identified 14 frequently cited roles, which they presented to chairs. They asked the chairs how 
they perceived their roles as chairpersons and asked them to indicate the degree of importance of 
each role in their current position. Ninety percent or more of the chairs responded that four roles 
were important: planner, information disseminator, motivator, and facilitator. Eighty percent or 
more of the chairs perceived that seven roles were important: visionary, advocate, delegator, 
conflict resolver, resource allocator, mentor, and evaluator. Of those surveyed, 82.5% of the 
chairs felt that the role of evaluation was important. In the same category, the role of evaluator 
received 11.2% of the undecided responses, and 5.6% of the chairs indicated that the role of 
evaluator was not important. Only 77.3% of the chairs perceived the role of negotiator as 
important, 55% indicated that role of caretaker was important, and 45.1% perceived that the role 
of entrepreneur was important. 
Similarly, Seagren et al. (1994) used the literature to construct a list of 32 items 
describing typical tasks performed by chairs. The list was designed to help clarify the profile of 
the chair position in community colleges. The authors presented this list to chairs, asking them to 
indicate the degree of importance for each task using a 5-point scale (very important to not very 
important). Agreement concerning the importance of the 32 tasks ranged from 97.9% for 
“communicating needs to upper management” to 40.2% for “seeking external funding.” More 
than 90% of the chairs surveyed identified the following 10 tasks as important: “communicate 
needs to upper management,” “create a positive environment,” “communicate information from 
administrators to faculty,” “provide feedback to faculty,” “recruit and select faculty,” “update 
curriculum and courses,” “encourage professional development of staff,” “set personal and 
professional goals,” and “develop long-range department plans.” Of the chairs surveyed, more 
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than 80% identified the following 9 tasks as important: “scheduling classes,” “monitoring the 
budget,” “preparing department budgets,” “conducting department meetings,” “assigning faculty 
responsibilities,” “allocating resources,” “evaluating faculty performance,” “processing 
paperwork and answering correspondence,” and “advising and counseling students.” 
More than two-thirds of those surveyed rated five tasks as important: “preparing for 
accreditation,” “promoting affirmative action,” “developing relationships with business and 
community groups,” “managing facilities and equipment,” and “supervising clerical or technical 
staff.” “Preparing for accreditation” received 78.6% of the responses in the same category; 
11.6% of the chairs were undecided about the task of preparing for accreditation, and 9.8% 
considered the task of preparing for accreditation unimportant. “Creating department 
committees,” “recruiting students,” “developing clerical or technical staff,” “helping students 
register,” “terminating faculty,” and “maintaining the department database” were rated as 
important in slightly more than half of the responses. The final two tasks, “preparing enrollment 
projects” and “seeking external funding,” were rated as important in fewer than 50% of the 
responses. 
In an analysis of the literature on leadership, Seagren et al. (1994) identified 33 job 
challenges, which they presented to chairs to determine their perceived importance. Chairs were 
asked the extent to which they agreed that the items from that list were challenges they would 
face in the next 5 years. The chairs’ agreement concerning the importance of the 33 challenges 
ranged from 97% for “maintaining program quality” to 19% for “decreasing growth in transfer 
programs.” More than 90% of the chairs surveyed identified the following four challenges as 
important: “maintaining program quality,” “maintaining high-quality faculty,” “strengthening the 
curriculum,” and “changing the curriculum in response to technological development.” More 
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than 80% of the chairs considered the following 7 challenges as important: “new teaching 
techniques,” “responding to a wider range of students,” “increasing computer usage in the 
classroom,” “securing and maintaining state-of-the-art equipment,” “increased cost of 
technology,” “obtaining financial resources,” and “addressing accountability.” 
Of the chairs surveyed, 70% identified the following as challenges they will face over the 
next 5 years: “reallocation of funds due to financial constraints,” “identifying leadership 
potential from department faculty,” “serving at-risk students,” “attracting new student 
populations,” “developing efficient advisory and registration procedures,” “accommodating 
culture diversity,” “providing leadership for faculty and chairs,” and “the use of faculty 
development techniques.” More than 60% of the chairs surveyed identified “maintaining the 
physical plant,” “training senior faculty,” “increasing human relations training,” and 
“encouraging better technical preparation in high school” as challenges. Of the chairs surveyed, 
more than 50% perceived “promoting gender equity,” “using quality management techniques,” 
“increasing the use of advisory committees,” “increasing the emphasis on transfer programs,” 
“increasing general education requirements,” “increasing the influence and impact of state 
coordinating bodies,” and “offering courses through distance education” as challenges. One third 
to one half of the chairs surveyed identified “increasing the influence and impact of accrediting 
bodies,” “internationalizing the curriculum,” “increasing teaching programs sponsored by 
specific companies,” and “adapting to telecommunication employees” as challenges. 
Tucker (1993) highlighted the history, roles, and challenges of department chairs. His 
research on chairpersons identified preparing the department for accreditation and evaluation as 
one of the responsibilities of a department chair. He proposed that in addition to preparing for 
external accreditation, many institutions and some states require departments to participate in 
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department program review. Tucker contended that most department chairs might have to 
conduct two or three program reviews while fulfilling their term as department chair. Tucker 
stated that the program review process is usually the responsibility of the chair, and it begins 
with a departmental self-study. Iriti, Bickel, and Nelson (2005) contended that making 
recommendations is optional for evaluators, whereas Tucker argued that making 
recommendations is a main part of program review. Tucker described the goal of program 
review as “an objective, factual assessment of conditions under which students are educated” (p. 
497). He added that any time those conditions fall outside what some consider acceptable 
quality, the program review concludes with recommendations for change and improvement. Last, 
in a study by Young (2008) of Illinois community college chairs to determine the roles they fill, 
department chairs identified (via an open-ended question) accreditation and program review as 
additional responsibilities to the duties outlined in the literature. 
Lees (2006) mentioned preparing for academic program review as one of the major roles 
of the department chair. Lees contended that program reviews occur at regular intervals, usually 
begin with a departmental self-study, and are used to assess program quality and foster 
department improvement. He suggested that the self-study outlines the department’s activities, 
such as “degree programs, student data, faculty assignments, budgets, staff functions, and a 
myriad of other datasets” (p. 6). He maintained that the role of the department chair includes 
selecting appropriate data sets and writing considerable portions of the report in addition to 
overseeing the self-study. Furthermore, Lees contended it is the role of chairs to communicate 
findings concerning department progress, department plans, and department needs, as well as to 
serve as the point person to administrators to answer questions concerning the department’s self-
study. 
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Hilton (1997) conducted a quantitative study investigating the role of department chairs 
within the North Carolina Community College System. She surveyed department chairs 
(n = 200) from 50 community colleges within North Carolina and had a 73% return rate 
(n = 146). Hilton’s survey consisted of collecting information concerning the following seven 
role clusters of department chairs: budgeting, planning development, and control tasks; student 
relations and administration tasks; human relations and personnel administration tasks; internal 
administration tasks; curriculum and instruction tasks; external administration; and professional 
development. In total, 77 tasks were identified in all seven clusters. She analyzed the usable 
returned surveys and processed the data for role responsibilities by establishing means and a rank 
order. More than half of the department heads surveyed indicated that 71 of the 77 tasks were 
part of their responsibilities. More than 94% of the chairs surveyed identified “establishing short-
term department goals” (98.5%) and “establishing longer-term goal objectives” (94.7%) as part 
of the department chair’s responsibilities. Of the chairs surveyed, 70.8% indicated “developing 
curriculum/instructional program reviews” was part of the department chair’s responsibilities. 
Most self-studies end with the department chair making recommendations (Tucker, 
1993). However, as far back as 20 years ago, a review of the literature on department chair 
recommendations revealed that not all department chair recommendations carried the same 
weight (for example, see Lovelace, 1987, and Slyter, 1998). A dissertation by Slyter (1998) used 
a case study method to describe how career department chairs from three community colleges 
managed scarce resources. Slyter recommended adopting a formal program review process for 
all three community colleges in his study because none of the community colleges in the study 
officially used one. He suggested that the enrollment-based budgeting process used by one of the 
colleges served as a de facto program review because it had the same effect as a formal program 
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review. The second college used a process that he maintained served as a partial program review, 
whereas the third college did not have a process to manage resources. He contended that not 
having an official process to request funds was a source of frustration for several of the 
participants interviewed. Furthermore, one of the chairs believed politics played an important 
role in securing resources for the departments in that college. Another participant interviewed for 
his study mentioned that valuable resources that could have been used to strengthen career 
programs were diverted to liberal arts programs. 
Lovelace (1987) conducted an analytical study to investigate the perceived status of 
liberal arts faculty at Bunker Hill Community College (Charlestown, MA). Lovelace reported 
that in 1982, the Board of Regents mandated the systematic review of various programs at all 15 
state community colleges. In the 1986–1987 school year, the Liberal Arts Program (LAP) from 
Bunker Hill Community College was scheduled for review, and that review served as the basis 
for his study. He reported that all of the members of the LAP Review Committee, which was 
composed mostly of chairpersons from departments that served the LAP, perceived themselves 
as having a lower status than that of the chairs of career programs and that most believed nothing 
would come of the process. Furthermore, Lovelace reported that most of the LAP chairs revealed 
the LAP had become the “handmaid of the career programs” and that most of the college’s 
attention and resources went toward the career programs at the expense of the LAP. 
Comprehensive interviews with a current professor of science and former dean of the college 
revealed tension between the LAP and the president of the college over unimplemented 
recommendations from an LAP committee he had served on several years earlier. Lovelace 
discovered this particular faculty member felt that “if you’re going to have a committee, the 
committee will only be effective if they feel that they have been asked to convene and that 
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they’re going to be heard at least at the presidential level.” He also reported that these sentiments 
were contradicted by a career chair who reported that faculty from the LAP received little 
funding because they did not ask for it.  
 
Conceptual Framework 
This section provides a description of the conceptual framework for this study, which 
includes the community college organizational culture, community college leadership and 
decision-making, the community college and evaluation, and organizational learning. Next, a 
working definition of evaluation theory is presented. A list of components essential to a good 
evaluation theory is then given; these include (a) evaluation practice, (b) knowledge 
construction, (c) values, (d) social programming, and (e) utilization. Whereas each variable is 
independent, they work interdependently. That is, what might make sense in relation to one 
variable is often contingent on how other variables are perceived in that same situation, thus 
forming a symbiotic relationship. In other words, whereas a good theory of evaluation should 
include all five factors, the relationships between factors should also be considered. 
Community college organizational culture. Bolman and Deal (2003) defined 
organizations as coalitions of diverse individuals that endure differences among values, beliefs, 
information, interests, and perceptions of reality. Bolman and Deal maintained that it is not a 
question of “whether organizations are political but rather what kind of politics they will have” 
(p. 220). Amey, Vanderlinden, and Brown (2006) maintained that since the 1980s, community 
colleges have grown in number, size, and organizational complexity, especially the complexity 
of their purpose and organizational structure. As it relates to examining community colleges, 
French and Bell (1999) suggested that one can gain a quick understanding of the overall political 
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climate of an organization by studying its methods of resource allocation, conflict resolution, and 
choice making among alternative means and goals. 
Organizations develop from a set of values, assumptions, and beliefs. Because these 
values, assumptions, and beliefs are an integral part of the organization, the leadership within 
these organizations must be highly interactive and respectful of the political climates within them 
(Birnbaum, 1988; French & Bell, 1999). An organization’s values, assumptions, and beliefs are 
often referred in the literature as culture; they vary according to a society’s stage of development 
and change faster than the organizations themselves (Burke, 2002; Morgan, 1997; Schein, 2004; 
Smart, Kuh, & Tierney, 2006). Schein (2004) contended that culture also implies that the 
organization’s rituals, climate, and behaviors are tied together. This banding is both a “dynamic 
phenomenon that surrounds us at all times, being constantly enacted and created by our 
interactions with others and shaped by leadership behavior, and a set of structures, routines, 
rules, and norms that guide and constrain behavior” (p. 1). 
Group members value stability because it provides meaning and predictability, so the 
organizational culture is hard to change; thus, change requires leaders who understand and are 
able to work within the predominant culture of their organizations (Burke, 2002; Schein, 2004). 
The organizational culture reveals a shared pattern of basic assumptions learned by a group and 
taught to new members as the correct way to perceive, think, and feel in relation to problems 
(Bolman & Deal, 2003; Schein, 2004). Morgan (1997) suggested these patterns, supported by 
various operating norms, could exert a decisive influence on the overall ability of the 
organization to manage the challenges it faces. Moreover, Schein maintained that any group with 
a stable membership and a history of shared learning would develop some level of culture. 
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Leaders who are not conscious of the organizational culture that surrounds them are destined to 
be managed by it. 
To understand the relationships between organizational culture, decision-making 
approaches, and organizational effectiveness in 2-year colleges, Smart et al. (2006) conducted a 
study of 30 public 2-year colleges. Their sample included all administrators and a random 
sample of full-time faculty members (n = 1,332), yielding a 54% response rate (n = 698) with 
639 responses. Their study confirmed earlier research concerning the influences of the external 
environment, organizational culture, and decision and managerial approaches on the 
organizational effectiveness of postsecondary institutions. Smart et al. suggested that earlier 
research might have underestimated the influence of the above-mentioned factors by not 
accounting for indirect influences on effectiveness. Furthermore, they proposed that giving 
attention to organizational cultures and decision-making approaches might partially mute 
negative influences, such as declining enrollments and financial health.  
Community college leadership and decision-making. Community college leaders do 
not come off an assembly line, nor do they make decisions in a vacuum. Bennis (2003) suggested 
that although leaders come in every shape and size, they share certain traits, such as having a 
guiding vision, passion, integrity, and thrust. Burns (1978) maintained that leaders operate in 
“structured political situations, within broadly agreed on boundaries and constraints, governed by 
established and legitimate traditions, precedents, and pronouncements” (p. 407). Northouse 
(2004) defined leadership as the ability to influence a group of individuals who have a common 
purpose. He maintained that effective leaders possess the ability to communicate their own 
vision, establish and reinforce organizational values, and use knowledge for the application and 
implementation of problem-solving skills in organizations while navigating environmental 
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influences that lie outside the leader’s competencies, characteristics, and experiences. Burns 
maintained that “leaders assume initiatives and organize support on the basis of the structure of 
wants, needs, expectations, and demands that lie beneath value and purpose” (p. 408); he 
contended that some leaders respond to unexpected events by analyzing relevant facts and 
making decisions that fulfill personality functions not directed to the issues. Ramsey (1999) 
claimed that because leaders are expected to make decisions, they must understand the political 
climate of their organizations, which is a fact of life in all organizations. 
An organization’s decision-making process is a phenomenon that most researchers, and 
most decision-makers, struggle to understand (Stone, 2002). March and Heath (1994) suggested 
that decision-making is governed by rules and shaped by identities and a logic of 
appropriateness; it can best be understood as the act of reflecting on a situation a person or 
organization finds itself in and the actions appropriate to that particular situation. March and 
Heath also recommended studying decision-making within a rule-following frame, in which the 
researcher reflects on the interpretation and recognition of situations, an organization’s definition 
of its identity, and the creation, change, preservation, or transmission of those definitions and 
identities. March and Heath contrasted decision-making governed by the logic of appropriateness 
with decision-making governed by the logic of consequence, which guides research. He noted 
that in the latter, the decision-maker makes choices conditional on reflection on the alternatives, 
the expectations of consequences, the creation or awakening of decision-maker preferences, or 
the decision rule used. 
However, the political context of an organization needs examining as well. Many 
organizations are managed by authoritarian managers, who wield power because of their 
personal characteristics, family ties, or skills in building influence and prestige within the 
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organization. Considered politics and politicking, such influences are an essential aspect of 
organizational life (Morgan, 1997). Senge (1990) contended that factors such as building one’s 
own power base affect the decision-making process, whereas Morgan maintained that all 
organizations depend on an adequate flow of resources. The ability to control them is a source of 
power and is one reason that organizational politics surround decisions such as the budgeting 
process.  
Organizations often display consistent patterns of decision-making. Understanding these 
organizational patterns is a prelude to effective decision-making: decision-making requires a 
harmony of interests or values among all individuals and groups to avoid one group gaining at 
the expense of another (Lindblom & Woodhouse, 1993). Schmidtlein and Berdahl (2005) 
asserted that decision-making approaches and the organizational culture affect organizational 
performance. They contended that individuals located within institutions have more information 
than do individuals who are removed from local circumstances, and they have a better 
knowledge of the trade-offs involved in making decisions affecting local issues. Schmidtlein and 
Berdahl maintained that decisions involving internal organizational issues, which are concerned 
with highly relevant information, are difficult to quantify and communicate effectively to those 
in government. This communication barrier causes decision-makers to embrace management 
fads, and it promotes a greater focus on information collection and decision-making processes 
than on the substance of the decisions.  
Moreover, Birnbaum and Eckel (2005) contended that the president of educational 
organizations carries out the policies of the trustees, supervises subordinates, allocates resources, 
establishes systems of accountability, and performs functions similar to those found in any 
complex organization. They maintained that the president, acting as a politician, must be 
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responsive to the needs of various constituencies, whose support is critical to the president 
retaining his or her position. This perspective suggests that presidents’ activities are largely 
contingent on the characteristics of their institutions, the emerging exigencies of the 
environment, and their own personal interests. They further proposed that effective presidents 
understand the culture of their institutions, recognize the symbolic aspects of their positions, and 
can articulate the core values of the institution while trying to avoid actions that would violate 
cultural and academic norms. 
March and Heath (1994) maintained that it is difficult to communicate across cultures, 
across generations, or across professional specialties for the purpose of decision-making. They 
argued that the decision-making process results from rules and the fulfillment of one’s identity, 
and that when individuals and organizations fulfill their identities, they follow rules or 
procedures that they see as appropriate to the situation. They contended that to make appropriate 
decisions, decision-makers need to determine “what their identities are, what the situation is, and 
what action is appropriate” (p. 68) in the situation in which they find themselves. Furthermore, 
March and Heath contended that rules and the identities that members assume coordinate and 
control organizations and are in constant flux, changing in response to internal and external 
pressures. They maintained that these formal and informal organizational rules are “woven into, 
utilize, and help define organizational identities and roles” (p. 60); once these identities are 
established, they serve to train and socialize individuals to adopt these identities as their own, 
thus meeting the cultural expectations of that organization and controlling much of the decision-
making process.  
March and Heath (1994) maintained that although behavior follows organizational rules 
for the most part, some “decision-makers do things that they are not supposed to do, and fail to 
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do the things that they are supposed to do” (p. 73). Birnbaum (1988) maintained that all 
decisions require trade-offs between competing values, and that the purpose of decision-making 
is to create outcomes that maximize the values of the decision-maker. He contended that 
organizations have goals that influence individual behavior, and understanding those goals leads 
to more rational decision-making, thus improving organizational efficiency and effectiveness. 
Birnbaum’s writing is directed mostly toward 4-year institutions, but it is also applicable to 2-
year colleges. 
Community colleges and evaluation. Leaders in educational organizations are 
constantly asked by state and local stakeholders to do more for less; thus, they engage in 
assessment and evaluation as a means of demonstrating accountability to stakeholders (Zusman, 
2005). Schmidtlein and Berdahl (2005) maintained that, for the most part, developing assessment 
measures based on a stable set of measurable organizational goals will fail. They asserted there is 
growing concern that colleges and universities should provide data on the attainment of defined 
outcomes and should do so at a reasonable cost. Institutions need to communicate their 
accountability and assessment practices clearly, taking the lead in designing processes that are 
compatible with the character of colleges and universities and with the complex political and 
professional judgments faculty and organizational administrators must make to maintain and 
achieve a quality academic program.  
Clowes (1981) contended that assessment criteria are needed that emphasize the value of 
enhancing social mobility, service to the local economy, and service missions appropriate to the 
community college as a need or access model of higher education, as opposed to the traditional 
quality or excellence model of higher education often dominant at the state coordinating level. 
However, Zusman (2005) maintained that the need to prove economic accountability often leads 
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educational organizations to cut programs identified as academically weak, high in cost, 
duplicative, low in market demand, or less central to the organizational mission or state needs. 
Moreover, requirements for student learning assessment, once considered inappropriate political 
intrusions into academic affairs, are the norm in many states (Zusman). McGuinness (2005) 
maintained that performance funding focuses on the distribution phase of the budget process, 
allowing governors, legislators, and coordinating or system boards to consider campus 
achievement based on performance indicators as one factor in determining budget allocations for 
public campuses.  
Organizational learning. Bolman and Deal (2003) maintained that understanding 
organizational learning has emerged as a topic of increasing urgency. Preskill and Torres (1999) 
contended that for organizations to learn, individuals and teams must continually question, test, 
and validate their values, beliefs, assumptions, and knowledge and that this learning process 
helps further the evaluation process by valuing and respecting individuals’ history, culture, and 
opinions. However, Preskill and Torres maintained that the organizational learning process will 
not succeed without the backing of executive leadership. Furthermore, March and Heath (1994) 
maintained that like most members of an organization, decision-makers accept as part of their 
identity a set of specified rules influenced by organizational factors that define appropriate 
decision-making. March and Heath argued that these rules control the flow of information and its 
utilization by determining who is allowed to gather it, how it is gathered, how it is summarized 
and filtered, how it is communicated and to whom, and how it is stored and for how long. 
Ramsey (1999) contended that leadership and communication are synonymous, with each 
organization having its own unique needs and nuances for channeling information. 
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March and Heath (1994) maintained that the decision-making process is influenced by 
the exploitation of knowledge and that the ability of an organization to store knowledge in rules 
results in improving that decision-making process, thereby increasing an organization’s 
capabilities. March and Heath argued that “knowledge is a social construction” (p. 240) 
governed by rules developed and certified within social institutions such as educational 
institutions that help to make knowledge both valid (correctly portraying reality) and reliable 
(shared and reproduced among knowledgeable people). Furthermore, March and Heath 
maintained that decision-makers involve themselves in the process of forming and transmitting 
knowledge in an effort to translate that knowledge into effective action. This requires decision-
makers to understand and cope with the political nature of knowledge, which gives an advantage 
to some decision-makers at the expense of others. 
Birnbaum and Eckel (2005) asserted that the presidents of educational organizations must 
support the collection, analysis, and public dissemination of data on aspects of organizational 
functioning through an effective, free flow of information and increased organizational 
communication. Senge (1990) maintained that the leader’s task is to design the learning 
processes so that “people throughout the organization can deal productively with the critical 
issues they face” (p. 345). Senge (1990) suggested that when it comes to decision-making, 
organizations follow a leader’s personal vision, which is built on charisma. That vision translates 
into an organization’s shared vision of its purpose and operating values, thus creating a common 
identity that keeps the learning process on course.  
Morgan (1997) contended that the “ability to influence the outcomes of decision-making 
processes is a well-recognized source of power that has attracted considerable attention in 
organization-theory literature” (p. 178). He maintained that the ground rules for decision-making 
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are important variables that can easily be manipulated to influence actions. He suggested that 
individuals can influence decisions through shaping issues and objectives, preparing reports, 
emphasizing the importance of particular constraints, selecting and evaluating the alternatives on 
which decisions will be made, and highlighting the importance of certain values or outcomes. 
Morgan also argued that knowledge and information are keys to the decision-making process. He 
suggested that leaders can further influence the definition of organizational realities and thus 
create patterns of dependency. Furthermore, Morgan suggested that individuals advance their 
interests by opening and closing channels of communication and by filtering, summarizing, 
analyzing, and shaping knowledge. Moreover, the control of knowledge, facilitated through 
organizational factors such as hierarchy and department divisions, further influences the flow of 
information and knowledge. 
Gilley and Maycunich (2000) maintained that traditionally in organizations, discipline-
specific knowledge, which is retained by employees and shared through the interaction of people 
in discipline-based departments, increases organizational learning when these individuals and 
teams also share their experiences, values, beliefs, and assumptions. They also contended, 
however, that “embedding knowledge in organizational processes and documents, distributing 
information and expertise in readily accessible forms, and disseminating knowledge and 
accelerating learning are critical challenges facing organizations” (p. 16). They suggested that 
knowledge construction—in which employees are responsible for the acquisition, application, 
transfer, and integration of knowledge—is the backbone of an organization. Torres and Preskill 
(2001) believed that many evaluation efforts inside and outside organizations can be enhanced 
by increasing the connection between evaluation and the decision-making context. Furthermore, 
Schein (2004) contended that the process of learning must become part of an organization’s 
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culture and must be built on a multichannel communication system that allows the sharing of 
information. 
Organizational factors. Whereas each institution possesses an array of distinct 
characteristics, each affecting its operation, this literature review has highlighted several 
concepts believed to influence the utilization of program review recommendations. In the theory 
of evaluation by Shadish et al. (1991), the authors proposed that evaluation practice, knowledge 
construction, values, social programming, and use work together to influence the utilization of 
evaluation recommendations and that each of these constructs forms a bond. For each construct, 
several subsets have emerged from the literature, and each subset of organizational factors 
identified as affecting utilization possesses the ability to affect the utilization of program review 
recommendations. Table 1 presents the organizational factors developed for this study that affect 
the utilization of evaluation (Chelimsky, 1998; Chen & Rossi, 1983; Hecht et al., 1999; Hoey, 
1995; Jemelka & Borich, 1979; Johnson, 1998; King, 2004; Leviton & Cook, 1983; Owen & 
Lambert, 1998; Posavac & Carey, 2007; Preskill & Torres, 1999; Schein, 2004; Schwarz & 
Struhkamp, 2007; Shadish, 1994; Shadish et al., 1991; Taut & Alkin, 2003; Weiss, 1993). It 
depicts the symbiotic relationships that form between utilization and evaluation practice, 
knowledge construction, values, and social programming. Each column heading presents a 
construct (evaluation practice, knowledge construction, values, and social programming), and 
subsets of these constructs are listed below each heading.  
55 
 
Table 1 
Organizational Factors Affecting the Utilization of Evaluation  
PKVS model 
Evaluation practice (P) Knowledge construction (K) Values (V) Social programming (S) 
 
Guides and shapes the evaluation 
process 
 
Prioritizes the kinds of knowledge 
that evaluations construct 
 
Which values are studied and why 
 
The internal program structure and its 
function 
Questions asked in an evaluation Guides the evaluator from the known 
to the unknown 
Accounting for an institution’s 
professional values and its climate, 
culture, and standards 
External constraints that shape the 
program 
The design used Examines the kinds of knowledge an 
evaluation constructs 
Sheds light on the decision-making 
process 
External constraints on the program 
Activities carried out to ensure use How knowledge is communicated How to make value problems explicit Social change 
Assists decision-makers in plotting 
their courses of action 
How knowledge differs from the 
knowledge that already exists at an 
institution. 
The value component of an evaluation Program change 
The role of the evaluator Acceptable knowledge concerning the 
evaluand 
The environment within which an 
evaluation is carried out 
Program change contributing to social 
change 
The purpose of the evaluation Increases an institution’s learning The opinions and outlooks of political 
constituents 
The historical and political origins of 
a program 
Whether evaluation is necessary Increases program enlightenment The lobbying activities of organized 
interest groups 
A program’s structure, governance, 
and funding 
Sets priorities Provides stakeholders with relevant 
and useful information regarding a 
social program 
The ideologies of decision-makers Considers characteristics of the 
program 
Assists managers in making 
constrained choices, with a realistic 
understanding of losses and gains 
Information that contributes to a 
systematic body of knowledge that 
benefits the development of a 
program 
Prioritizing decision-makers’ wants 
compared with evaluation needs 
The nature of the contextual settings 
Political trade-offs Communication Analyzing the organizational culture A program’s relationship to other 
parts of the host organization 
Time constraints Organizational learning Trust How programs operate and change 
Organizational hierarchy Informational quality Political climate Historical and political origins 
Desires and needs of the institution Incentives and rewards Decision-makers’ values Organizational governance 
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Evaluation theory. Evaluation theory provides the language of evaluation, such as 
formative and summative evaluation, instrumental and conceptual utilization, enlightenment, 
cluster evaluation, multicultural validity, and realist evaluation (Shadish, 1998). Evaluators then 
use this language, allow it to evolve, and adapt it to develop theories that drive the evaluation 
process. Shadish insisted that such a theory should focus primarily on understanding the 
similarities and differences between different theories of evaluation practice, thus helping 
evaluators identify innovation when it happens. Moreover, “the growing interest in program 
assessment and the accumulating body of evaluation research should facilitate the emergence of 
such a theory” (Angrist, 1975, p. 89). 
Alkin (2004) divided evaluation theories into two categories: prescriptive and descriptive. 
Prescriptive theories serve as exemplars and consist of rules, prescriptions, prohibitions, and 
guiding frameworks denoting a proper evaluation and the preferable ways to conduct it. In 
contrast, descriptive theories are considered to offer an empirical theory. A descriptive theory of 
evaluation consists of a set of statements and generalizations that describes, predicts, or explains 
evaluation activities. Stufflebeam (2004b) suggested that a sound evaluation theory consists of “a 
coherent set of conceptual, hypothetical, pragmatic, and ethical principles forming a general 
framework to guide the study and practice of evaluation” (p. 245). 
Lipsey and Pollard (1989) studied the absence of an evaluation framework and revealed 
that of 122 quantitative studies theorizing about program processes, almost 20% presented the 
program under investigation as a black box, and fewer than 30% developed any theoretical or 
conceptual propositions about the causal process by which the program was expected to work. 
Moreover, two thirds of the studies were simple ad hoc hypothesis-testing formulations of quite 
limited scope. Only 9% of the studies provided any integrated theory with a specific formulation 
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of program elements, a rationale, and a causal process. Lipsey and Pollard concluded that 
evaluators need to develop a program evaluation theory that utilizes conceptual and 
methodological techniques devoid of elaborate structural equation modeling. 
Ideally, an evaluation theory should provide a rationale for why evaluation practices lead 
to different results in different evaluation situations (Shadish et al., 1991). The evaluation theory 
of Shadish et al. is perhaps one of the most frequently cited theories (Chelimsky, 1998; Chen, 
1994, 1996; Johnson, 1998; Melkers & Roessner, 1997; Christie, 2003; Rodi & Paget, 2007; 
Ryan, Greene, Lincoln, Mathison, & Mertens, 1998; Sechrest & Figueredo, 1993; Sidani, & 
Sechrest, 1999; Smith, 1993). Shadish et al. surmised that such a theory would 
(a) clarify the activities, process, and goals of evaluation; (b) explicate relationships 
among evaluation activities and the process and goals they facilitate; and (c) empirically 
test propositions to identify and address those that conflict with research or other 
critically appraised knowledge about evaluation. (p. 31) 
 
One fundamental purpose of a program evaluation theory is to specify practices used to 
construct the knowledge and value of social programs designed to improve social problems 
(Cook & Shadish, 1986; Shadish, 1994; Shadish et al., 1991). To capture what they believe are 
the necessary elements of a working theory for program evaluation, Shadish et al. presented a 
framework that consists of five fundamental components that undergird program evaluation. 
Described as issues essential to a good theory of evaluation, Shadish et al. proposed that 
evaluation practice, knowledge construction, values, social programming, and use constitute the 
knowledge base relevant to all evaluation theories. 
The five-component framework proposed by Shadish, Cook, and Leviton (1992) suggests 
a set of common categories, an associated vocabulary, and a wide array of subsequent 
applications. Shadish et al. advocated that theories of program evaluation should be analyzed 
according to how they deal with use, valuing, knowledge construction, social programming, and 
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practice. They contended that all five components are important to program evaluation. In other 
words, an evaluation theory that does not increase the knowledge base, utilize strong and 
rigorous methods, and take into account the culture of an institution or the forces that drive a 
social program not only should go unused but also should not be used. In the case of the ICCB 
Program Review, the department chair is responsible for navigating through the evaluation 
process, increasing organizational knowledge, respecting organizational values, and 
understanding the political network of social programming to facilitate the utilization of program 
review recommendations. 
Evaluation practice. Considered the process that guides and shapes the evaluation 
process, evaluation practice is the component of an evaluation theory that sets priorities, 
manages trade-offs, and determines where evaluation falls in an institution’s hierarchy, system, 
or structure (Hoey, 1995; Shadish et al., 1991). Through its ability to sort through the 
prescription of various options, evaluation practice assists managers responsible for program 
improvement in making constrained choices with a realistic understanding of losses and gains 
(Reichardt & Cook, 1980; Shadish et al., 1991). Given the constraints of time and resources and 
the department chair’s limited evaluation skills, evaluation practice considers (a) whether 
evaluation is necessary, (b) the purpose of the evaluation, (c) the role of the evaluator (chair), 
(d) questions asked in an evaluation, (e) the design used, and (f) activities carried out to ensure 
use (Shadish et al.). Evaluation practice plays a fundamental role in negotiating where program 
review falls in an institution’s hierarchy, thus affecting actions taken on program review 
recommendations. 
Knowledge construction. Evaluation is undertaken to produce knowledge. Owen (2004) 
defined evaluation as an activity bounded by the need to communicate “program-related 
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information to identified audiences who [have] a legitimate interest in that program” (p. 358). 
Acting in the role of program evaluators, department chairs endeavor to conduct evaluations that 
develop new and accurate knowledge about their programs, utilize scientifically accepted 
procedures, prioritize the kinds of knowledge they construct, and reduce bias, given the task and 
their available resources. Shadish et al. (1991) suggested that the knowledge component of an 
evaluation theory is best suited to facilitate this endeavor. 
The knowledge component of an evaluation is concerned with how organizations 
communicate, learn, and grow throughout the evaluation process (Mark, Henry, & Julnes, 2000); 
it guides the evaluator from the known to the unknown. The knowledge component of an 
evaluation theory examines the kinds of knowledge an evaluation constructs, how that 
knowledge was constructed, the actors involved in constructing that knowledge, how that 
knowledge is communicated, and how it differs from the knowledge that already exists at an 
institution. Given that community colleges are composed of a variety of members and influenced 
by just as many stakeholders, knowledge construction plays a pivotal role in influencing actions 
taken in the utilization of program review recommendations. 
Values. Social programs are not value free. The values component of an evaluation 
theory accounts for an organization’s professional climate, culture, and standards (Chelimsky, 
1998; King, 2004; Weiss, 1998a) and involves stating clearly which values are studied and why 
(Shadish et al., 1991). Furthermore, the values component of an evaluation theory sheds light on 
the decision-making process. Cook and Shadish (1986) theorized that decision-making depends 
more on the values held by relevant legislators, managers, voters, and lobbyists than on the 
values of stakeholders. According to Shadish et al., if, throughout the evaluation process, a 
group’s values are misunderstood, group members may not see the evaluation as being highly 
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relevant. King (2004) suggested that building a professional community fosters the utilization of 
evaluation and is best accomplished when adults work in a culture that treasures both the “task to 
be completed and their relationship with their colleagues” (p. 339). Given that community 
colleges are institutions composed of diverse professional climates, cultures, and standards, 
understanding organizational values is essential to facilitating the utilization of program review 
recommendations. 
Social programming. The social programming component of evaluation theory describes 
the internal program structure and functioning, external constraints that shape and constrain 
programs, social change, program change, and program change contributing to social change 
(Shadish et al., 1991). Shadish et al. contended that theories of social programming ameliorate 
social problems incrementally, rather than radically, and that they exist in a political and 
organization context that makes uniform, planned change difficult. Moreover, evaluation is an 
omnipresent political activity in social programs, even when no formal evaluation occurs. 
Utilization. A theory of evaluation utilization discusses possible kinds of utilization, 
including the periods in which utilization occurs, the types of utilization, satisfaction with the 
utilization, and ways to facilitate utilization. Shadish et al. (1991) maintained that a theory of 
utilization should recognize that the utilization of evaluative results can threaten entrenched 
interests. Certain types of information are more difficult to utilize than other types. The slow, 
incremental nature of policy change implies that instrumental utilization (knowledge used to 
influence action) is also slow and incremental. A theory of utilization should also recognize that 
policy makers often give ideology, interests, and feasibility a higher priority than evaluation 
results and that different activities facilitate different kinds of utilization. Shadish et al. warned 
that obstacles inhibit evaluation utilization because of the political nature of program evaluation. 
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Shadish et al. cautioned that the utilization of evaluation results that challenge an institution’s 
culture often threatens the political interests of some social programs with entrenched historical 
and political origins. For this study, the utilization of program review recommendations will 
consist of the following forms, as described in the literature: (a) direct utilization or instrumental 
utilization, (b) conceptual utilization, (c) incremental utilization, (d) persuasive utilization, 
(e) process utilization, (f) misuse, (g) nonuse, and (h) barriers to use. 
 
The Practice, Knowledge, Values, and Social Programming Utilization Model 
This section begins with a working definition of the practice, knowledge, values, and 
social programming (PKVS) utilization model developed for this study. Next, the criterion and 
predictor variables are introduced. The section concludes with a figure depicting a conceptual 
model predicting the utilization of program evaluation. 
Rogers and Weiss (2007) considered program theory development an opportunity to test 
hypotheses, which would allow evaluators to build a stronger case that the programs they 
evaluate not only contribute to the observed outcomes but also explain how they contribute. 
They claimed evaluators need to take clues from the social sciences, including social 
psychology, economics, and organization studies, for more valid formulations, and they need to 
become better versed in theory development. The conceptual model developed for this study 
consists of examining the relationship as well as the effect of evaluation practice, knowledge 
construction, values, and social programming on the utilization of program review 
recommendations. The variable in program evaluation theory essential to this study is the 
utilization of evaluation results and its relationship with the other components associated with 
what Shadish et al. (1991) theorized constitute an ideal evaluation theory. Shadish et al. 
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theorized that evaluation practice, knowledge construction, values, social programming, and 
utilization constitute the knowledge base required for all evaluation theories. 
For this predictive study, the utilization of program review recommendations consists of 
the different forms of program evaluation utilization described in the literature. This researcher 
will use empirical and conceptual studies to chronicle the utilization of evaluation practice, 
knowledge construction, values, and social programming in program evaluation. The criterion 
variable is the utilization of program review recommendations. Predictor variables are 
(a) evaluation practice—where evaluation falls in an organization’s hierarchy, system, or 
structure; (b) knowledge construction—how organizations communicate, learn, and grow 
throughout the evaluation process; (c) values—an organization’s professional climate, culture, 
and standards; and (d) social programming—the source of ideas for the design and 
implementation of the programs being evaluated, their political origins, and their funding. Figure 
1 is a graphical representation of the model developed for this study. 
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Figure 1. Conceptual model of variables predicting the utilization of program evaluation 
recommendations. 
 
Types of Utilization 
This section chronicles types of utilization as they pertain to the utilization of program 
review recommendations, beginning with a definition of utilization and highlighting the work of 
several prominent program evaluation researchers. It includes an examination of the following 
types of utilization: (a) direct or instrumental utilization, (b) conceptual utilization, 
(c) incremental utilization, (d) persuasive utilization, (e) process utilization, (f) misuse, 
(g) nonuse, and (h) barriers to use (stressing the organizational issues that influence the 
utilization of evaluation). 
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Table 2 presents the types of utilization of evaluation recommendations developed for 
this study (Chelimsky, 1998; Chen & Rossi, 1983; Hecht et al., 1999; Hoey, 1995; Jemelka & 
Borich, 1979; Johnson, 1998; King, 2004; Leviton & Cook, 1983; Owen & Lambert, 1998; 
Posavac & Carey, 2007; Preskill & Torres, 1999; Schein, 2004; Schwarz & Struhkamp, 2007; 
Shadish, 1994; Shadish et al., 1991; Taut & Alkin, 2003; Weiss, 1993). It depicts the symbiotic 
relationships formed by direct utilization, conceptual utilization, incremental utilization, 
persuasive utilization, process utilization, misuse, nonuse, and barriers to use. Each column 
heading lists a construct (direct utilization, conceptual utilization, incremental utilization, 
persuasive utilization, process utilization, misuse, nonuse, and barriers to use), with subsets of 
traits listed below.  
Preskill, Zuckerman, and Matthews (2003) contended that the evaluation field has 
focused on the utilization of evaluation findings as one indicator that an evaluation has been 
successful. Utilization is defined as “the use of concepts and findings of an evaluation by 
decision-makers and other stakeholders whether at the day-to-day management level or at 
broader funding or policy levels” (Rossi et al., 2004, p. 30). King (1988) suggested that 
evaluation utilization is a continuous process affected by numerous factors. Considered a sign of 
evaluation success (Mark et al., 2000), the utilization of evaluation results has many different 
names, such as use, enlightenment, and impact. Fitzpatrick et al. (2004) considered use one of 
the factors that distinguishes evaluation from research. Furthermore, the Joint Committee on 
Standards for Educational Evaluation lists utility as one of four important attributes of an 
evaluation (Joint Committee on Standards for Educational Evaluation & Sanders, 1994) and 
suggest that utility standards “guide evaluations so that they will be informative, timely, and 
influential” (p. 5). The standards included in this category consist of such items as stakeholder  
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Table 2 
Characteristics of the Utilization of Evaluation Recommendations 
Direct utilization 
Conceptual 
utilization 
Incremental 
utilization 
Persuasive 
utilization 
Process 
utilization Misuse Nonuse Barriers to use 
        
Foundation for 
action 
Indirect use Use over time Supports or 
refutes political 
positions 
Use affects the 
evaluation 
process 
Distortion of 
findings 
Shelving of 
evaluation 
reports 
Obstacles to use 
Documented use Influences 
policies, 
programs, or 
procedures 
Gradual use Influences users Ownership of the 
evaluation 
process 
Intentional 
manipulation of 
results 
Unaccepted 
findings 
Perceived 
competence of the 
evaluator 
Policy direction Discloses 
something newly 
learned 
Long-term use Solicits desired 
outcomes 
Engaging 
stakeholders 
Self-serving use Resistance to 
change 
Perceived 
competence of the 
evaluation process 
Tangible and 
observable 
Clarifies 
perception 
Small changes Used for personal 
gain 
Changes made by 
the evaluation 
process 
Intentional use of 
flawed studies 
Findings contrary 
to decision-
makers’ needs 
Inadequate 
communication 
skills 
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identification, values identification, and evaluation impact. Moreover, Greene (1988) contended 
that most judge the quality of an evaluation by its usefulness, whereas they determine the 
effectiveness of an evaluator by the evaluator’s ability and skills to promote utilization. 
Christie (2007) considered the utilization of evaluation one of the most well-researched 
areas of evaluation because it has received substantial attention in the theoretical literature. She 
contended that without utilization, which is considered a central outcome of any evaluation, the 
evaluation cannot contribute to social betterment. King (1988) suggested that characteristics such 
as an openness to useful information (whether good or bad), an internal locus of control, and a 
willingness to make unpopular decisions when necessary are critical to the process of utilization. 
Leviton and Hughes (1981) contended that two criteria govern all forms of evaluation utilization. 
First, evaluators must attempt to relate the findings to the policy or program issue under study or 
provide evidence that results have been translated into implications. The second criterion Leviton 
and Hughes deemed necessary for the utilization of evaluation (i.e., evaluation results) was 
evidence that those engaged in policy or program activities would have thought or acted 
differently in the absence of the research information. Furthermore, Leviton and Hughes (1981) 
suggested these criteria help distinguish utilization from its impact on programs and policy, on 
the one hand, and the utility of the evaluation, on the other hand. They noted that modifications 
of the policy or programs to which evaluation findings have contributed best define their impact.  
Patton (2008) used the term utilization-focused evaluation, stating that “utilization-
focused evaluation is done for and with specific intended primary users for specific, intended 
use” (p. 37). Patton contended that evaluations should be judged by their utility and actual use. 
He argued that no evaluation is value free and suggested that utilization-focused evaluation 
answers the question, “Whose values will frame the evaluation?” (p. 37). Patton suggested that 
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utilization-focused evaluation identifies the primary intended users responsible for applying the 
evaluation findings and implementing recommendations. Whereas Patton and others suggested 
that ongoing collaboration between decision-makers and evaluators during the evaluation process 
would increase the utilization of evaluation results, King (1988) argued that collaborating would 
not necessarily guarantee the use of information. She cautioned that even when potential users 
collaborate enthusiastically with the evaluator, evaluators must not overlook the power of a 
political setting and its effect on the utilization of evaluation results. 
Weiss (1998a) suggested that evaluators who desire their recommendations to be heard, 
respected, and accepted need to lay the groundwork for utilization from the outset. She 
contended that attentive stakeholders or stakeholders with knowledge of empirical studies are 
more likely to pay special attention to evaluations. However, she cautioned that it is difficult to 
foresee patterns of utilization and warned that engaged champions of the evaluation may face 
distractions or political obstacles, resulting in a loss of interest in the recommendations. 
Likewise, apathetic stakeholders could become enthusiastic and put recommendations to use for 
their own personal agendas as well as for the sake of the program. However, even positive 
relationships with decision-makers do not necessarily guarantee compliance. Applying 
evaluation to policy, Chelimsky (1998) emphasized that politics in a democratic, pluralistic 
society operating in a continually changing political environment has a profound effect on 
evaluations. She suggested that evaluators should broaden their thinking concerning politics and 
policy making and that 
evaluators need to better understand the climate of political dynamism and 
contentiousness that surrounds them, and to understand as well that politics is central in 
establishing the evaluator’s nonpartisan role, in shaping the evaluations themselves, and 
in determining the use that will be made of them. (p. 42) 
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Furthermore, she stressed that supporters of past evaluations may leave at any given moment, 
opening the way for new decision-makers who may be less accepting of evaluation results. 
Henry and Mark (2003) defined use as a positive, nonthreatening way of conveying that 
evaluations should affect policies, practices, and programs. Moreover, they distinguished 
between shorthand and longhand use. They considered shorthand use the practical reasons for 
conducting evaluations and longhand use the ways that evaluators communicate among 
themselves. However, Leviton (2003) emphasized the lack of literature on the utilization of 
evaluation and stressed that the empirical work regarding deficits, challenges, and specific 
techniques to assist knowledge use remains flawed and unfamiliar to evaluators. She contended 
that the majority of this work exhibits no validation of measurements or triangulation of 
information. Furthermore, she suggested “to understand the prevalence or frequency of 
evaluation use, and to identify patterns of use, it may be necessary to employ surveys and other 
methods” (p. 526). She maintained that if understanding the utilization of evaluation is 
important, evaluators need to take seriously the standard of evidence regarding use, despite the 
consequences of the cost. Weiss (1998b) considered instrumental use, where knowledge has a 
direct impact common for decision-making, as operative when the evaluator understands a 
program’s issues, when the changes implied are small in scale, and when the program’s 
environment is stable. 
Whereas the form of an evaluation report may enhance the utilization of its results, report 
quality alone does not guarantee the utilization of information “any more than a blue pin-striped 
suit will guarantee an applicant a job” (King, 1988, p. 291). King suggested “the political context 
surrounding an evaluation determines its potential to effect change” (p. 289). King warned that 
even the best evaluation may go unused if a decision-maker senses that such use will undermine 
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his or her personal situation; she noted that pressure from personalities and groups competing for 
available resources weighs heavily on decision-makers. 
In an attempt to chronicle use within program review in community colleges, Hoey 
(1995) conducted a nationwide study on factors influencing the utilization of program review 
results at community colleges. For the study, Hoey developed a conceptual framework adapted 
from Shadish et al. (1991) of various types of use. Hoey’s study measured the impact of program 
review at community colleges nationwide and examined the effects of organizational factors 
such as size, accreditation region, leadership support, stakeholder involvement, and the purpose 
of the evaluation on the utilization of program review recommendations. In his study, Hoey 
identified direct usage, conceptual usage, incremental usage, and persuasive usage as dependent 
variables.  
For the present study, the utilization of program review recommendations refers to the 
following forms of program evaluation use, as described by the following literature: (a) direct or 
instrumental utilization, (b) conceptual utilization, (c) incremental utilization, (d) persuasive 
utilization, (e) process utilization, (f) misuse, (g) nonuse, and (h) barriers to use. 
Direct or instrumental utilization. Considered one of the earliest types of use examined 
in the literature, instrumental utilization refers to using evaluation findings as a foundation for 
action (Ewell, 1991; Johnson, 1998, p. 93). Instrumental utilization, sometimes called direct 
utilization, refers to the documented use of specific ideas and findings of an evaluation by 
stakeholders (Fitzpatrick et al., 2004; Henry & Mark, 2003). Instrumental utilization involves 
making direct decisions about changing programs based on evaluation results, to give direction 
to policy and practice (Shadish et al., 1991; Turnbull, 1999; Weiss, 1979; Weiss, Murphy-
Graham, & Birkeland, 2005). Decisions based on instrumental utilization include decision such 
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as eliminating ineffective programs, adapting programs based on evaluation results, targeting 
different audiences for a program, allocating new budget expenditures for programs, and 
changing the structure of the organization in which programs operate (Johnson, 1998). 
Russ-Eft and Preskill (2001) suggested that actively using evaluation findings in ways 
that are tangible and observable is a direct application of what has been learned from the 
evaluation; direct application of what is seen, heard, or felt is a form of instrumental utilization. 
Instrumental utilization of program review results produces decisions that effect changes to 
programs based on the direct results of the program review, including decisions concerning a 
program’s future in a specific period. Alkin and Taut (2003) defined instrumental utilization as 
instances in which knowledge has been used to influence direct action, such as when decisions 
are made about a program. Hoey (1995) maintained that short-term decision outcomes are the 
most important features by which the instrumental utilization of program results is measured. 
Owen, Lambert, and Stringer (1994) challenged the belief that stakeholders, policy 
makers, or managers control the instrumental utilization of evaluation findings and that 
evaluators typically have little to no influence. They proposed four principles of action that, 
together, promote the effective instrumental utilization of findings from evaluations and have a 
formative orientation. These principles of action address (a) negotiating an evaluation plan that is 
acceptable to stakeholders; (b) heightening awareness of the evaluation by making data 
collection procedures visible to stakeholders; (c) using interactive and timely synergetic 
techniques of reporting; and (d) providing guidelines and ongoing personal-level support for the 
implementation of findings. 
Hoey (1995) contended that the organizational structure and processes may influence 
decisions or direct-action outcomes of program review and that instrumental utilization acts as a 
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consequent variable (variable affected by one or more independent variables that determines the 
value of the dependent variable) of program review. In addition to acting as a consequent 
variable, instrumental utilization may act as an antecedent variable (a variable causally 
antecedent to others in a theoretical model) to incremental utilization inasmuch as the outcomes 
and short-term action outcomes of a decision influence the long-term impact of program review 
over time. Furthermore, Hoey asserted that because organizational or environmental constraints 
can impede instrumental utilization, some changes take years to implement. He concluded that 
incremental utilization of program review findings appears to be the norm. However, Weiss 
(1986) contended that direct utilization, to target specific decision-makers, tends to have a 
limited immediate effect; this view, based on social science, suggests that decision-makers 
usually require time before implementation, supportive messages from many sources, and a 
climate of receptivity before they act. Weiss suggested that even then, decisions are limited, 
given that they are usually bound by the environmental, organizational, and political constraints 
within which policy makers function. 
Conceptual utilization. Whereas instrumental utilization occurs when a decision or 
action follows an evaluation, conceptual utilization tends to be vaguer, with users seeking better 
comprehension of the program (Patton, 1996). Conceptual utilization of evaluation findings is 
considered an indirect use of the ideas and findings of an evaluation. It includes the variety of 
ways in which evaluation directly influences policies, programs, and procedures, and it often 
provides stakeholders with important inputs into policy or program development (Fitzpatrick et 
al., 2004; Turnbull, 1999). Conceptual utilization is considered use that discloses something 
“newly learned about a program, its participants, its operations, or outcomes through an 
evaluation” (Henry & Mark, 2003, p. 294); hence, it has the ability to influence decision-makers 
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in ways that lead to the utilization of evaluation information in future program designs in other 
settings (Chen, 1996; Weiss, 1979). Shadish et al. (1991) defined conceptual utilization as 
evaluation results that affect how people think about an issue. Furthermore, conceptual 
utilization of evaluation results often clarifies the perception of an individual or group about the 
evaluand and usually occurs after hearing a verbal presentation or reading an evaluation report or 
executive summary (Russ-Eft & Preskill, 2001). Conceptual utilization is often described as 
evaluation findings that change decision-makers’ understanding concerning a program’s 
operation and that frequently provide new generalizations, ideas, or concepts that are useful for 
making sense of the policy scene (Johnson, 1998; Weiss et al., 2005). Examples of conceptual 
utilization include developing an awareness of evaluation results or features of a program, 
shaping attitudes toward a particular program, and developing opinions, attitudes, and knowledge 
about evaluation in general (Johnson, 1998). 
Whereas conceptual utilization takes place through pluralistic deliberation in which views 
and perceptions are formed, decision-makers seldom used evaluation results alone (Mickwitz, 
2003). Moreover, conceptual utilization provides decision-makers with new ideas and insights, 
increases their knowledge regarding a program’s strengths and weaknesses, and outlines possible 
directions for the utilization of results when organizational conditions become favorable (Weiss, 
1998b). King (1988) defined conceptual utilization as use in which the evaluation process 
influences an individual’s thinking about the evaluand. She also cautioned that such use is often 
not a conscious process; therefore, its outcomes and time frame are not predictable. 
Hoey (1995) maintained that although conceptual utilization of program review does not 
have a direct impact on programs, it can affect how people feel about an issue or program, 
particularly the way community college members think about academic programs: Is the 
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program central to the mission of the college? How does it fit into the institution’s long-range 
plans? What changes in personnel would enable positive change to take place? These questions 
can guide organizational members in an effort to gain a better understanding of a program 
through program review. Alkin and Taut (2003) argued that conceptual utilization (sometimes 
referred to as enlightenment utilization) refers to instances in which no direct decision has been 
made, but in which particular conceptual understandings have been modified that are related to 
changes in the way users think about particular aspects of a program. Perhaps the “most effective 
conceptual use occurs when evaluation information substantially informs the understanding of 
decision-makers, because, in the end, this depth of understanding affects the quality of decisions 
that follow” (Owen & Lambert, 1998, p. 238). Weiss (1986) contended that policy makers often 
hear about research indirectly as findings and conclusions seep into conferences, consultant 
briefings, conversations, field reports, the media, and mail. Whereas these findings do not always 
lead to direct action, they may occasionally provide evidence and settle some issues or raise 
others. 
Incremental utilization. Patton (1996) contended that decisions concerning program 
improvement tend to come in small, incremental steps based on specific evaluation findings. In a 
national study conducted to examine factors influencing the utilization of program review results 
at community colleges, Hoey (1995) classified incremental utilization of program review results 
as the changes that take place in community college programs over time that are a result of 
program review. Incremental utilization includes what some consider effects that occur gradually 
over time. Whereas incremental changes are useful, organizations must confront the reality that 
change of a more fundamental kind is necessary if they wish to address long-term problems. 
Evaluation findings should inform leaders, allowing them to form an accurate conceptualization 
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of the dynamic link between individual programs and the policies and structures that support 
them (Owen & Lambert, 1995). 
Persuasive utilization. Another type of evaluation use is persuasive utilization, or the 
enlisting of evaluation results in an effort to either support or refute political positions 
(Fitzpatrick et al., 2004) or influence stakeholders (Shadish et al., 1991). Russ-Eft and Preskill 
(2001) considered the persuasive utilization of evaluation findings as “a fine line between 
legitimate use and misuse” (p. 29), with the exception of rigorously designed evaluations 
conducted to solicit funding or refunding, to meet accreditation requirements, or to show that the 
program is performing as intended. King (1988) defined persuasive utilization as incidences in 
which people utilize evaluation information for such purposes as personal gain, to add power to 
their position by citing studies, pulling out printouts, or having an evaluator say what they are 
unable to say themselves. Hoey (1995) contended that persuasive utilization of program review 
affects policy debates; in these instances, one party attempts to persuade another through 
presentation of the results from a program review. The persuasive utilization of program review 
results, which is thought of as the degree to which program review recommendations provide 
leverage for change within a community college, is the most familiar to administrators and 
department chairs. This is especially true when the life of a program or program resources are on 
the line. 
Process utilization. Process utilization refers to the manner in which the conduct of the 
evaluation (the evaluation process) influences individuals or organizations. In the case of process 
utilization, however, the conduct of the evaluation itself also enables potential users to acquire 
new skills and modify their behavior (Alkin & Taut, 2003). In other words, process utilization is 
not merely the acknowledgment of evaluation findings; it is the stimulus for instrumental or 
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conceptual changes to take place during the evaluation process. Patton (1997) proposed that 
process utilization directs attention to the impact of participating in an evaluation. Patton 
contended that these impacts lead to an enhanced mutual understanding among participants in 
the evaluation, support, and reinforcement for the program and that they build a culture of 
learning among those involved. Moreover, Patton (2008) suggested that engaging in the 
evaluation process itself is as useful as the findings that emerge from the evaluation. Patton 
defined process utilization as an indication of “cognitive, behavioral, program, and 
organizational changes resulting, either directly or indirectly, from engagement in the evaluation 
process and learning to think evaluatively” (p. 109). He suggested that process utilization occurs 
when the evaluation process (rather than the outcome) leads to changes in those involved in the 
evaluation or to program changes. 
Forss, Rebien, and Carlsson (2002) defined the process utilization of evaluation as the 
utility to stakeholders involved in the planning and utility for implementation of an evaluation, 
resulting in changes in decision-maker thinking, mobilization of staff around a course of action, 
or reinforcement of the impact of a program. Process utilization results from experiential 
learning and reflection and involves learning to think like an evaluator, possibly providing long-
term payoffs through improved skills, improved communication, improved decision-making, 
increased utilization of evaluation procedures, changes in the organization, and increased 
confidence in and a sense of ownership of the evaluation products (Johnson, 1998). The concept 
of process utilization, which is based on social constructivist learning theory, suggests that 
individuals construct knowledge and develop a shared reality through collaboration with others, 
thus focusing on how groups of people make meaning as they conduct an evaluation (Preskill et 
al., 2003). Furthermore, Preskill et al. proposed that process utilization encourages dialogue and 
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reflection. By questioning their assumptions, values, and beliefs, individuals come to more fully 
understand the evaluand, the organization, themselves, each other, and the evaluation practice. In 
other words, process utilization is the “learning that occurs from being involved in any phase of 
the evaluation process,” such as being involved in evaluation negotiations and contract 
development, determining the focus of the study, designing and implementing data collection 
methods, communicating and reporting evaluation findings, and being informed of evaluation 
results (p. 427). 
Process utilization assists organizational members in claiming ownership of the 
evaluation process. To determine the extent to which process utilization occurs during an 
evaluation process and to understand the variables that support process utilization, Preskill et al. 
(2003) conducted a qualitative case study at the Southeast Division of the American Cancer 
Society. In addition to conducting 30- to 90-min face-to-face interviews with 12 individuals, 
Preskill et al. conducted four phone interviews with participants who were not able to be in 
Atlanta at the time of the study. They used the following research questions to guide the study: 
(a) What have Advisory Group members learned from their involvement in the evaluation 
process? (b) How did Advisory Group members learn from their participation in the evaluation 
process? and (c) What factors have supported or hindered Advisory Group members’ learning 
from the evaluation process? Through the data analysis process, Preskill et al. (2003) developed 
the following five categories of variables that appeared to affect process utilization: 
(a) facilitation of evaluation processes; (b) management support; (c) advisory group 
characteristics; (d) frequency, methods, and quality of communications; and (e) organization 
characteristics. They discovered that many of the process utilization variables relate to group 
process skills and knowledge. They also noted that to understand how individuals in a group 
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learn from the evaluation process, it is useful to consider variables such as the evaluator’s 
background, experience, and credibility; the degree of trust among group members; the climate 
of risk taking in group meetings; whether the evaluator meets the facilitator’s level of power and 
authority; and cultural differences. Preskill et al. stated that collectively, these variables 
contribute to understanding the extent to which the evaluation process creates and sustains a 
learning environment. Moreover, they discovered that the evaluation process influences certain 
characteristics of individuals, such as their interest and motivation in the evaluation process; the 
role they play in the evaluation process and their understanding of that role; the role of the group; 
and their position, rank, and experience in the institution. Previous training in and experience 
with the evaluation process affects both individual and group learning. 
Preskill et al. (2003) deduced, based on the results of their study, that one of the greatest 
challenges evaluators face in keeping stakeholders engaged in the evaluation and enhancing their 
learning from the experience comes from the physical absence of the stakeholders. Moreover, 
when stakeholders meet infrequently or experience long periods between meetings or 
communicating with one another, that challenge is exacerbated. Conversely, Preskill et al. 
suggested that the more time stakeholders have for sharing information, challenging 
assumptions, asking questions, and publicly reflecting on past experiences, the more likely they 
are to experience learning through process utilization. The authors stated that the following 
variables capture the importance of consistent and high-quality communication efforts: the 
frequency and length of communications and interactions during the evaluation, the amount of 
interaction after the evaluation is completed, the methods of communicating during the 
evaluation, the methods of reporting evaluation findings, and the quality of oral and written 
communication. 
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As a result of their study, Preskill et al. (2003) contended that willing stakeholders are 
eager to work on an evaluation but that organizational issues and constraints—such as the more 
pressing demands required by other organizations, the organization’s previous experiences with 
evaluation, and how the organization generates and uses information or its readiness for 
evaluation—often hinder stakeholders’ full participation. They proposed that the following 
organizational factors might affect process utilization: the degree of organizational stability; the 
organization’s support of previous evaluation work; the location and ownership of the evaluation 
function; external demands, constraints, or threats; the extent to which the organization’s culture 
supports ongoing learning; and the extent to which the organization supports its capacity for 
evaluation. Moreover, participants noted a growing belief in the value of evaluation through 
efforts made by leaders to build the organization’s capacity for internal evaluation. Even though 
the time they devoted to the evaluation process was limited, the organization supported their 
participation in the process, which contributed to learning and meeting organizational goals. 
Misuse. It is a common belief that evaluators expect their work to contribute to solving 
social woes; however, not all forms of utilization are positive or flattering. Misuse, defined as 
“when decision-makers distort the evidence or omit significant elements of the findings,” can 
sometimes be intentional (Weiss et al., 2005, p. 14). In 2005, Weiss et al. conducted a study of 
the influence of evaluation in U.S. school districts to gather empirical evidence for the neglect of 
evaluation findings in important venues.  
Alkin and Coyle (1988) proposed that political advantage can lead to misused findings. 
They suggested that much is left to learn about the misuse and abuse of evaluation findings. 
Cook and Shadish (1986) contended that decision-makers are exposed to a variety of 
information; however, some choose to utilize evaluation findings in ways that suit their own 
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purposes rather than in ways closely linked to the evaluator’s major stated conclusions. Wolf 
(1990) warned that such actions frustrate and demoralize evaluators and, in some cases, leave the 
evaluator feeling cynical. 
Alkin and Coyle (1988) contended that “one possible definition of misutilization could be 
the intentional (and even malicious) manipulation of some aspect of an evaluation (evaluative 
results, for example) in order to gain some thing, position or support” (pp. 333–334). They 
maintained that most misusers are cognizant of the inappropriateness of their actions. When 
users intentionally “use results from methodologically flawed studies; selecting paragraphs or 
sentences from results of an evaluation without representing the entire picture; releasing results 
prematurely; and shelving the evaluation findings to reduce the likelihood of utilization of 
results” (p. 337), they commit intentional misuse. 
However, not all cases of misuse are the work of conspiring decision-makers. Alkin and 
Coyle (1988) emphasized the importance of proper evaluation practices. They considered poor 
evaluation reports, a disregard for user information, the use of inappropriate methodologies, the 
use of flawed data collection techniques, or the failure to identify qualifications of evaluation 
findings as gross miscarriages of proper evaluation practice (i.e., misevaluation). In other words, 
users are responsible for properly using the evaluation findings, and evaluators are responsible 
for properly preparing the evaluations. 
Patton (2008) contended that misuse is not at the opposite end of a continuum of use and 
that avoiding misuse is quite different from studying or facilitating use. He considered use to 
have two separate dimensions and stated that it is possible to explore the relationship between 
them. However, he warned that use and misuse share a positive and direct relationship, and when 
use increases, misuse will increase as well. He contended that when people ignore evaluation 
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practices, they ignore potential uses (as well as abuses) of an evaluation. As greater emphasis is 
placed on evaluation data, actual use increases. He suggested that this also might increase abuse, 
often within the same evaluation experience. Patton maintained that misuse could be either 
intentional or unintentional and suggested that unintentional misuse is correctable by increasing 
appropriate and proper use. However, he considered intentional misuse a different story. Patton 
contended that correcting intentional misuse is more expensive than preventing it in the first 
place because it requires active intervention to right it properly. 
Understanding misuse and ways to correct it goes beyond investigating why some 
decision-makers shelve reports or take data out of context. An effort to battle misuse requires an 
understanding of the organizational factors that contribute to it in the first place. On the 10th 
anniversary of the American Evaluation Association in 1996, the Topical Interest Group on 
Evaluation Use led a presidential strand session designed to investigate practices and 
understandings related to use. As part of that effort, Shulha and Cousins (1997) undertook a 
review of the literature published since 1986 on evaluation use. Of the numerous studies on use, 
they highlighted several studies supporting the challenge of developing an understanding of the 
patterns and concept of misutilization (misuse). They contended that serious systematic inquiry 
into the domain of misutilization is problematic because “while misutilization is relatively easy 
to define in the abstract, studying it empirically is quite another matter” (p. 202). They 
acknowledged that although misuse remains problematic for evaluators, all evaluations are 
political and all findings must compete for attention. They suggested that “the more evaluators 
become schooled in the structure, culture, and politics of their program and policy communities, 
the better prepared they are to be strategic about the factors most likely to affect use” (p. 203). 
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Furthermore, after a review of the empirical research concerning evaluation use, King 
(1988) claimed that clout is one of most powerful influences on the conduct of an evaluation and 
the use of evaluation results within an organization. King considered clout a part of the political 
context of an organization that deserves special notice, given that it affects both the potential the 
results have for use and the likelihood of conducting a meaningful evaluation. Clout can both 
nurture and subvert the process of evaluation utilization. King maintained that without the 
support of key individuals who make decisions based on evaluation information that directly 
affects everyone below them, evaluators may have difficulty enlisting people’s active 
participation in the evaluation process. Furthermore, King warned that most employees view top-
level administrators as role models, and if these top-level administrators suppress or ignore 
evaluation results or use information selectively to make a case, it delivers a powerful message to 
everyone around them that they condone manipulating the evaluation process for personal gain. 
Nonuse. Some evaluators who expect their recommendations to feed into the decision-
making process have had the experience of conducting a study only to see decisions made that 
are almost opposite their recommendations (Weiss, 1988; Wolf, 1990). One example of nonuse 
is the shelving of evaluation reports (Alkin & Coyle, 1988). Hall (1982) contended that decision-
makers might misinterpret or overly emphasize certain portions of evaluation results while 
completely ignoring others. As evaluation increased in the 1970s, evaluators imagined their 
efforts as paving the way for educational decision-makers to consider evaluation information 
before taking action or making decisions (King & Pechman, 1984; Sechrest & Figueredo, 1993). 
King and Pechman suggested that was not the case. Rather, evaluators saw their work placed on 
bookshelves never to be looked at again, which often raised the question of the value of their 
activities. For most evaluators, nonuse of evaluation is demoralizing (Wolf, 1990). 
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Wye and Sonnichsen (1992) stated that even when evaluations are sound, appropriate, 
and useful, decision-makers might hesitate to accept the findings of the evaluator. It is likely that 
evaluation findings will go unused when an administration’s ideological requirements or 
constraints are so strong or an administrator’s previous investment is so great that it keeps the 
administrator from seeking objective information. Wye and Sonnichsen suggested that, in those 
cases, policy makers and managers are simply too committed to decisions already made to use 
new research results. Evaluators should attend to the possibility that patterns and links exist 
between the use and nonuse of research information that affects organizational use (Lovell & 
Turner, 1988). 
Nevertheless, Pollitt (2006) considered politicians and citizens important end users of 
evaluation information and viewed their input as crucial to having democratic debates and 
assisting citizens in making educated choices. He contended that politicians and citizens seldom 
use performance measurements, thus reducing evaluation results to conversations between 
experts and technocrats. However, King and Pechman (1984) suggested that the long-observed 
mainstream picture of evaluation results might have stemmed from unrealistic expectations of 
the nature of use rather than from the actual level of use. They proposed that conceptual 
utilization plays a large part in decision-making and the utilization of evaluation results. 
More than 30 years ago, Rossi, Wright, and Wright (1978) suggested that although 
applied social research (the testing of social welfare programs) is designed to influence the 
policy-making process, it seldom gets used. According to Rossi et al., what happens to the 
findings of applied research is both a paradox and a mystery. Its lack of use was intriguing 
enough to have spawned a new line of research activity that drew researchers into the political 
fray only to have their contributions ignored. Rossi et al. contended that “applied research is by 
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far the most politicized of all research activities in the social sciences, yet rarely does it have any 
discernible impact on the policy process” (p. 188). Furthermore, Rossi et al. considered the 
following reasons for this paradox: (a) decision-makers can bury the findings if those findings 
prove inconvenient; (b) studies are not methodologically unassailable, opening the results to 
skeptics; and (c) the findings of applied social research are but one of many inputs in the political 
decision-making process. 
More than 20 years ago, Weiss and Bucuvalas (1980) reported empirical evidence using 
factor analysis of 155 interviews with upper-level federal, state, and local officials in an effort to 
identify frames of reference in social science research (evaluation). They defined frames of 
reference as the dimensions of research that are salient to persons in assessing a study—in effect, 
their criteria for accepting or rejecting the results of the research. They discovered the following 
five frames: (a) the research quality (including the scientific merit of the research), (b) an action 
orientation (practical problem solving), (c) conformity to user expectations (compatibility with 
users’ beliefs), (d) a challenge to the status quo (the operation of an institution), and (e) relevance 
(the significance of a research study to the user’s work). Of these five frames, conformity to 
users’ expectations and a challenge to the status quo were directly related to how the program 
review recommendations were used in community colleges. Moreover, Weiss and Bucuvalas 
contended that not only are interpretations of use highly variable, but also the phenomenon of 
use is an amalgam of diverse activities. They concluded that people can use social science 
research to clarify the relative advantages of alternative choices, understand the background and 
context of program operation, stimulate a review of policy, focus attention on neglected issues, 
offer ideas for future directions, justify actions, support positions, persuade others, and provide a 
sense of how the world works. 
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However, Leviton and Boruch (1983) asserted that nonuse reveals the level of influence 
of a given audience in a given setting. In an attempt to chronicle the issues of use and nonuse, 
they conducted case studies using purposeful sampling from evaluations conducted for the U.S. 
Office of Education (n = 14) and from studies sponsored by a variety of other federal agencies 
dealing with education (n = 7). Leviton and Boruch reported that almost all the 31 studies 
reviewed referred to some type of cost: 65% presented implementation findings, 52% presented 
outcomes findings, and 19% presented information about federal administration. Leviton and 
Boruch classified 156 distinct contributions of evaluations as follows: (a) those having impact on 
programs or policies (n = 68), (b) those influencing decisions without achieving an impact 
(n = 61), and (c) those involving serious consideration without decisions verified (n = 27). 
Because their analysis traced numerous contributions to law, regulation, management, and 
budget changes, they contended their findings contradicted the view that evaluations are not 
used. However, the evaluations they studied served as only one of many inputs that contributed 
to decision-making processes. Several examples pointed to legitimating, enlightenment, or 
unimportant contributions. Moreover, they contended that common evaluation practices isolate 
powerful decision-makers from local projects and that decision-makers favor selective bits of 
information in attempts at control. 
Barriers to use. As evaluators strive to have their evaluation results contribute to the 
organization while trying to avoid misuse and nonuse, they should consider the obstacles that 
must be overcome to have their results used, according to Schwartz and Mayne (2005). The 
authors contended that the utilization of evaluative information remains largely dependent on the 
credibility of the evaluations produced. Without public belief in the truthfulness of an evaluation, 
activities resulting from its recommendations can hardly be justified. According to House (1994), 
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“evaluation’s social utility and future depend significantly on its credibility” (p. 239). Schwartz 
and Mayne warned that the mere perception that evaluative information misrepresents reality is 
likely to render it useless, other than as a tactical weapon in political and bureaucratic 
skirmishes. 
Furthermore, the lack of evaluator competencies can have a profound effect on program 
evaluation (King, Stevahn, Ghere, & Ghere, 2001; Stevahn, King, Ghere, & Minnema, 2005). 
Taut and Alkin (2003) contended, based on results of a study examining the perceived barriers to 
evaluation use in the context of a university outreach program, that empirical research can and 
should guide the practice of program evaluation. In an investigation of the perspectives of the 
program staff, the authors sought the following: spontaneous, general perceptions of barriers to 
evaluation implementation (use) and the applicability of factors previously found to explain 
barriers to evaluation use. They encouraged participants (n = 18) to situate their statements 
within their experiences with program evaluation and to provide examples. In an attempt to 
contribute to more cumulative knowledge about evaluation, they asked participants to describe 
their perceptions of the attitudes they believed others had toward evaluation, what their own 
attitudes were, and how they thought such attitudes toward evaluation develop. To frame their 
study, Taut and Alkin asked participants to share their views on the relevance and applicability 
of human, evaluation, and contextual factors they believed influenced the barriers to evaluation. 
Taut and Alkin defined these factors as follows: human—evaluator and user characteristics, 
previous experiences, user evaluation knowledge, and evaluator credibility; evaluation—the 
process of conducting the evaluation, ethical conduct, design choices, data collection methods, 
and the quality of evaluation information; and context—the environment in which the evaluated 
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program exists, the political and organizational backgrounds, program features, and 
administrative structures. 
Taut and Alkin (2003) discovered that program staff perceived the competence of the 
evaluator(s) as a barrier to effective evaluation and considered social competence, along with 
context or program knowledge, more important than technical competence. Participants regarded 
the lack of trust among program staff as the second most prevalent barrier to evaluation. Program 
staff considered the lack of resources, especially the lack of program staff time, an important 
contextual factor hindering the conduct of evaluations. Furthermore, they discovered that the 
factor hindering the evaluation process the most was inadequate data systems. When interviewed 
about their perceptions concerning the human factor, participants commented the most frequently 
on trust versus fear, relationship building versus inadequate interpersonal evaluator skills, 
inadequate communication about the evaluation, and the lack of staff resources. When 
interviewed about their perceptions concerning the evaluation factor, they commented the most 
frequently on the lack of good methods and meaningful data, inadequate participation by staff 
and information given to staff, poor context sensitivity of the evaluation design, and poor 
justifiable and context-specific criteria versus conclusions. When interviewed about their 
perceptions of the context factor, the lack of influence of the program context and setting; the 
lack of clarity concerning the purpose and utilization of the evaluation; and political structures, 
decisions, and mandates received the most participant comments. Taut and Alkin reported an 
entanglement between barriers to evaluation implementation and barriers to program 
implementation, noting that program staff emphasized human factors over evaluation or 
contextual factors in explaining the barriers to evaluation implementation. 
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Evaluation Practice 
This section examines the literature as it pertains to evaluation practice and the evaluation 
process, including where evaluation falls in an institution’s hierarchy and how organizational 
factors affect the utilization of evaluation recommendations. The section begins with a definition 
of evaluation practice and discusses an empirical study concerning evaluation practice. It 
concludes with an examination of organizational factors affecting evaluation practice. 
Stake et al. (1997) asserted that evaluation practice is a long and tedious process of 
adding to, integrating, and refining the value-laden perceptions of a single program. The essential 
feature of evaluation research is that it attempts to discern whether a program or policy is 
actually accomplishing what it was intended to accomplish (Rossi et al., 1978). Stake et al. 
viewed “perceptual judgment as the essential logic of evaluation more than its explicit 
comparison of performance to standards, and efforts to improve professional performance should 
be to help evaluators judge, not less, but better” (p. 92). Chen and Rossi (1980) considered the 
interactions among program treatments, outcomes, and environments a potential source of 
inferred outcome variables that evaluators need to examine. 
Evaluation practice guides and shapes the evaluation process. Described as the 
component of an evaluation theory that sets priorities and manages trade-offs, evaluation practice 
assists decision-makers responsible for program improvement through its ability to sort through 
the prescription of various options, allowing decision-makers to make constrained choices with a 
realistic understanding of losses and gains (Shadish et al., 1991). Whereas evaluators should not 
control the utilization of evaluation, the evaluation design itself affects utilization (Mickwitz, 
2003). 
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Moreover, evaluation practice concerns the duties evaluators perform as they practice 
their profession, which often occur in a political environment (Schwartz & Mayne, 2005; 
Shadish, 1994). These include the role evaluators play in relating to stakeholders, the sources of 
questions and which questions to ask, and what methods to use, given the priorities among 
questions. Shadish (1994) also considered the constraints of time, financial resources, staff skills, 
and procedural standards as part of evaluation practice. Further, evaluation research can clarify 
what the political trade-offs involve, how much is being given up to satisfy political demands, 
and what kinds of program effects decision-makers are settling for, or foregoing, when they 
adopt their position (Weiss, 1993). 
For evaluation results to contribute to the decision-making process, decision-makers 
somehow need to feel attached to the results. Mark, Henry, and Julnes (1999) viewed evaluation 
practice as a form of sensemaking, the ability that allows humans to understand and observe 
regularities and capitalize on learned behaviors. Sensemaking consists of two components that 
appear to occur naturally in humans, a representational component (human efforts to observe 
events, categorize them, and make causal judgments) and an evaluative component (human 
tendencies to make judgments about what is better and what is worse). Furthermore, Mark et al. 
argued that most evaluators’ methods have traditionally fallen within three distinct inquiry 
modes: description (methods that can assess the status of some observable attribute of 
individuals or social aggregates), classification (methods assessing underlying structures and 
categories, to determine to which category an individual belongs), and causal analysis (methods 
that investigate causal relationships). They call for the inclusion of a fourth method known as 
values inquiry (the systematic, empirical study of values embedded within social programs), 
another mode of inquiry that has less often been used in past evaluation practice. 
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Furthermore, Weiss (1993) considered evaluation research an assessment of the 
comprehension of goals. She maintained that while examining the factors associated with 
successful or unsuccessful outcomes, it is essential to assist decision-makers in their efforts to 
plot their courses of action. Vigilant and impartial data have consequences for decision-making: 
Weiss claimed that the rational enterprise of program evaluation takes place in a political 
context. Moreover, the interaction with aspects of the political situation surrounding program 
evaluation generates many of the methodological difficulties with which evaluators struggle 
(Campbell, 1979). 
Weiss (1993) suggested that navigating the minefield of influences by legislative 
sponsors, administrators, program staff, and clients makes the evaluation of policy an important 
art. Moreover, she warned that political considerations concerning evaluation encroach in three 
ways (political decisions, political process, and political stance). Failure to recognize their 
presence is a recipe for shock and frustration. Second, Weiss (1993) suggested that evaluation 
reports exist in a political landscape, competing for attention with other aspects of the political 
process and lessening the likelihood that even rigorously documented evidence of outcomes will 
sway decision-makers or hasten their decisions. Last, Weiss (1993) maintained that evaluation 
itself makes latent political statements concerning program problems, such as “the legitimacy of 
program goals and program strategies, the utility of strategies of incremental reform, and even 
the appropriate role of the social scientist in policy and program formation” (p. 94). 
Often, evaluation practice identifies questions about a program that require answers. 
Characterized as the making of justifiable claims concerning the object of the study, evaluation 
practice involves the practice of evaluation research, which is fundamentally a process of 
answering questions (Smith, 1987). Smith considered inquiry the core of evaluation research; he 
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contended that commonly made claims (i.e., an assertion that a particular question–answer 
proposition is both meaningful and valid) in evaluation practice, such as research claims, policy 
claims, evaluation claims, and management claims, drive evaluation research at some point 
during an evaluation. Jemelka and Borich (1979) contended that one of the main purposes of 
educational evaluation is to provide decision-makers with information concerning the 
effectiveness of an educational program, product, or procedure. They viewed the practice of 
obtaining, analyzing, and synthesizing data into relevant information for decision-making an 
important evaluation process. Jemelka and Borich stated that although the specific approach and 
procedures used vary from one evaluation study to another, certain actions—such as the function 
of who is doing the evaluation, the context in which the evaluation is to occur, and the desires 
and needs of the individual or agency contracting the evaluation—best describe evaluation 
activities. 
Furthermore, the act of evaluation heightens the actions of program personnel as well as 
individuals in the organization. Angrist (1975) proposed that the research enterprise (of 
evaluation practice) itself often affects the very program under evaluation. Moreover, the nature 
of the program, the characteristics of its staff, and the diversity of the environment in which it 
operates as well as an understanding of organizational factors (e.g., constraints and the formal 
and informal structures of the organization) and the nature of competing groups within the 
organization are essential to utilization (Alkin, 1975; Mertens, 1999). At an organizational level,  
evaluation practices considered to be empowering to organizations include the formation 
of evaluation teams within organizations or programs, as well as adherence to democratic 
processes in which organization members come together to discuss the meaning of 
evaluation findings and their action implications. (Miller & Campbell, 2006, p. 297) 
 
Langley (1990) advocated for more empirical research on the social interaction aspects of 
the decision-making process and noted that much of the research overlooks the political nature of 
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the evaluation. Moreover, Hoey (1995), in his study of community colleges, recommended 
studying organizational centralization and its effects on the implementation of evaluation 
recommendations. With leadership dispersed throughout an organization and seldom contained 
in a single hierarchical arrangement (Strosberg & Wholey, 1983), studying organizational factors 
related to evaluation practice becomes necessary when examining aspects that could affect the 
use of evaluation recommendations. Furthermore, as far back as the 1970s, Horst, Nay, Scanlon, 
and Wholey (1974) contended that the utility of a social program evaluation depends, at least in 
part, on defining the decision context as well as the program design. 
Often the vehicle used to deliver the evaluation findings affects their utilization. Christie 
(2007) used descriptive analyses to examine the first level of evaluation influence (the 
individual) in an effort to provide a general understanding of the types of information that 
decision-makers report as having an influence on their programming decisions. She used the 
following questions to guide her study: What is the likelihood that evaluation information will 
influence decision-makers’ actions? Are certain types of data reported as being more influential? 
and When asked about relative influence, which data sources do decision-makers choose? In 
2004, Christie e-mailed 326 individuals and received 131 completed responses, providing a 40% 
response rate. The majority of the study participants were female and either Caucasian or 
Latino/Latina, with most having an advanced degree in education or school administration and 
working in the field of education. She used the categories greatly influenced, somewhat 
influenced, and not at all influenced to describe the extent to which information from three types 
of studies (large-scale evaluation studies, case studies, and anecdotes) influenced decision-
makers. 
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The majority of participants reported that the three types of studies mentioned above 
(large-scale evaluation study data, case study data, and anecdotal data) greatly influenced or 
somewhat influenced their actions. Few participants reported that any form of data would not 
influence their decisions at all. Moreover, the extent of influence differed by factors such as 
educational background, sector of employment, and influences on decision-makers from other 
types of evaluation data. Participants with degrees in education and working in fields related to 
education were less likely to use large-scale data. However, Christie discovered that prior beliefs 
concerning program efficacy were associated with the relative influence of evaluation 
information, suggesting that large-scale studies are more influential as decision-makers seek to 
confirm their beliefs. Whereas the evaluation process itself provides a forum for dialogue and 
learning (Mickwitz, 2003), it must also include an understanding of program objectives and 
organizational values. 
Likewise, the evaluation process brings to bear specific components, concerns, and 
suppositions pertaining to the evaluand. Owen and Lambert (1995) contended that evaluators 
must provide detailed knowledge of a given program and a clear articulation of its objectives, its 
underlying assumptions and values concerning what occurs within the program, and those factors 
that interact with and have important consequences for both the program and the organization as 
a whole. However, Stufflebeam (2000) warned that political subversion, misunderstandings, 
withholding of funds, abrogated verbal agreements, and hurt feelings are all too often a part of 
the evaluation enterprise. To enable evaluators to make sense of an empirically complex and 
morally ambiguous world and to help them to address its problems and dilemmas, Sanderson 
(2002) contended that evaluators need to tie evaluative practices to practical motives.  
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Nevertheless, evaluation practice is steeped in theory. Program evaluation relies on 
evaluation theory to build and construct the concepts needed to suggest general strategies, 
develop practical methods to implement those strategies, set priorities, and identify constraints 
(Shadish et al., 1991). Given the constraints of time, resources, and the department chair’s 
limited training in evaluation (Hecht et al., 1999), the following questions about evaluation 
practice should be considered: (a) Is the evaluation necessary? (b) What is the purpose of the 
evaluation? (c) What is the role of the evaluator (chair)? (d) What questions are asked in the 
evaluation? (e) What design is utilized? and (f) What activities are carried out to ensure use? 
(Shadish et al.). The above questions play a fundamental role in negotiating where program 
review falls in an organization’s hierarchy, thus affecting actions taken on program review 
recommendations. 
With programs vying for limited resources, evaluators are required to consider all factors 
affecting evaluation utilization when preparing an evaluation report. Hoey (1995) suggested that 
greater use of evaluation recommendations is often associated with the perceived importance of 
evaluation findings and the authority to implement evaluation recommendations. Considered an 
important aspect of program review, evaluation practice addresses the location of the evaluation 
function within the organizational system. Hoey contended that locating the evaluation function 
at a community college within the sphere with the necessary authority to implement 
recommendations increases the degree of use. 
 
Knowledge Construction 
This section reviews evaluation theory as it relates to the construction of knowledge. This 
literature pertains to the knowledge produced during the evaluation process, the creation of 
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knowledge during the evaluation process, and the effect of organizational factors, such as 
knowledge construction, on the utilization of evaluation recommendations. The section begins 
with a definition of knowledge construction, and then examines organizational factors related to 
knowledge construction, followed by a discussion of assessment-developed knowledge. The 
section concludes with a review of empirical research on knowledge construction.  
Program evaluators such as department chairs endeavor to conduct evaluations that 
develop new and accurate knowledge about their programs, utilize scientifically accepted 
procedures, prioritize the kinds of knowledge they construct, and reduce bias, given the task and 
their available resources. Shadish et al. (1991) suggested that the knowledge component of an 
evaluation theory is best suited to facilitate that endeavor. Mark et al. (2000) considered 
knowledge development one of the four purposes of evaluation. They defined it as “the 
discovery or testing of general theories, propositions, and hypotheses in the context of policies 
and programs” (p. 13). Further, Mark et al. contended that knowledge development “can be a 
valuable adjunct to other evaluation purposes and can in some cases make major contributions to 
social betterment” (p. 58). 
Patton (1996) suggested that evaluation is more than formative or summative and that 
“knowledge-generating” evaluation research goes beyond the merit or worth of individual 
programs, thus generating knowledge about program effectiveness in general. Weiss (1986) 
contended that “knowledge of all kinds drastically reshapes the policy terrain” (p. 275). Owen 
(2004) defined evaluation that was undertaken to produce knowledge as an activity bounded by 
the need to communicate “program-related information to identified audiences who [have] a 
legitimate interest in that program” (p. 358). Therefore, it can be said that “the knowledge 
construction component is concerned with what counts as acceptable knowledge about the 
95 
 
evaluand, with methods to produce credible evidence, and with philosophical assumptions about 
the kinds of knowledge most worth studying” (Shadish, 1994, p. 352). 
One key characteristic that enhances knowledge construction, thus increasing the 
utilization of evaluation recommendations, is the development of a communication vehicle for 
transmitting information to decision-makers. Weiss (1979) advised researchers to improve the 
means of communicating to policy makers if they are to improve use. Further, communicating 
evaluation findings and data to organization members increases institution members’ knowledge 
(Russ-Eft & Preskill, 2001), as opposed to relying on gossip or professional lore (Shadish, 1994). 
Successful evaluation utilization requires institutions to allow individuals to communicate and 
share thoughts, and it ensures that everyone involved feels knowledgeable throughout the 
evaluation process (King, 2004). Finne, Levin, and Nilssen (1995) contended that decision-
makers have countless sources of knowledge concerning programs, and that evaluation findings 
need to produce program knowledge according to accepted norms of scientific rigor if they are to 
provide valid knowledge about programs that stand out so that the evaluation findings are 
accepted. Mark et al. (1999) defined knowledge development as the effort to develop and test 
general theories and propositions about social processes and mechanisms as they occur in the 
context of social policies and programs; they considered knowledge development a valuable 
adjunct to other evaluation purposes, making major contributions to social betterment. 
One of the effects evaluators strive for while conducting an evaluation is to increase 
institution learning. Preskill and Torres (1999) suggested that the evaluation process should 
include activities conducted specifically to increase organizational learning and change, 
stimulating “(a) [an] organization member’s interest and ability in exploring critical issues using 
evaluation logic, (b) [an] organization member’s involvement in the evaluation process, and (c) 
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the personal and professional growth within an organization” (pp. 1–2). Preskill et al. (2003) 
suggested that use is facilitated in an environment that includes such aspects as verbal support of 
employee involvement in evaluation studies, incentives and rewards for participating in 
evaluation studies, employee shared learning concerning the evaluation process, and recognition 
and rewards of employees for implementing the evaluation findings. Moreover, Preskill et al. 
contended that managers’ support of learning through the evaluation increases employee 
engagement in the belief in and value of evaluation. 
Organizational factors require evaluators to heed environmental dynamics, thus inducing 
certain characteristics conducive to honest and accurate data collecting. Lovell and Turner 
(1988) suggested that learning within most public organizations is a matter of developing 
routines and repertoires for action that are likely to be relatively safe and that understanding and 
adjusting to the environment best facilitates survival. Lovell and Turner continued: “Evaluators 
must understand the possibility that the potential for use of research information and the type of 
use of research information may vary with respect to differences within the overall pattern of 
learning within the organization” (p. 411). Preskill (2004) contended that the learning process is 
politically charged and influenced by an institution’s leadership, system, and structure, resulting 
in findings that are useful and used. She suggested that the “extent to which leadership models 
and supports learning and inquiry, and how information is distributed and accessed” throughout 
the institution influence this process (p. 347). 
Whereas knowledge production is a staple for program evaluation and is considered by 
some to be strong and growing in popularity, various evaluators have emphasized the need to 
study and develop it further. Evaluation research involves two kinds of knowledge production: 
the program enlightenment function and the evaluation–knowledge generation function (Chen, 
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1990, 1994). Chen (1994) contended that the program enlightenment function, which is clearly 
stated in evaluation contracts, provides stakeholders with relevant and useful information 
regarding a social program. Furthermore, Chen (1990) defined the evaluation–knowledge 
generation function as the ability to provide information that contributes to a systematic body of 
knowledge that will benefit the development of program evaluation as a distinct discipline. Chen 
(1994) asserted that although the program enlightenment function is well researched, the 
evaluation–knowledge generation function is discussed little in the evaluation literature, even 
though it is vital to the growth of program evaluation and requires more attention and effort. He 
suggested that advancing the efforts of the evaluation–knowledge generation function lies in 
evaluators spending more time and effort organizing, analyzing, and reporting on evaluation 
findings and in journals publishing more articles on knowledge generation. 
The knowledge generated through the evaluation of programs is not value free; it is often 
influenced by policy makers. Weiss et al. (1986) conducted intensive case studies in an effort to 
explore ways in which policy makers think about the value of information generated by the 
compulsory reporting systems installed by the federal government to monitor state and local 
activity. Using interviews, documents, and observations, they reviewed data mandated by the 
federal government from information systems in five federal agencies, two states, nine local 
school districts, and 25 school buildings.  
Weiss et al. (1986) contended that the quality of the information and the dynamics of the 
control relationships that surrounded the information shaped responses to that information. 
Moreover, Weiss et al. suggested that “every agency operates with prevailing beliefs and 
practices that derive from its history, experiences, sense of mission, power adjustments, 
leadership, geographical location, and community ties” (p. 498). Furthermore, those differences 
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in political culture can have important consequences for a decision-maker’s orientation to 
information and policy. Weiss et al. discovered that value is in the eye of the beholder and that 
knowledge of a policy-maker’s structural, location, and policy beliefs reliably predicted how he 
or she would evaluate federal information systems. The authors reported that patterns of control 
embedded within the information systems profoundly and predictably shaped the value of the 
information. Furthermore, the dimensions of location, such as the level of government, site, and 
program, revealed significant relationships with policy makers’ judgments of value and that 
increasing distance from the federal level resulted in declining judgments of value as well as 
differences across political cultures in responses to information. 
In a study conducted to measure the beliefs, perceptions, and experiences of American 
Evaluation Association members with evaluation use, Preskill and Caracelli (1997) surveyed 
North American Evaluation Use Topical Interest Group (TIG) members. For the study, Preskill 
and Caracelli surveyed 530 North American Evaluation Use TIG members (478 from the United 
States and 52 from Canada), with a response rate of 54%. The survey incorporated questions in 
the following areas: respondent demographics (4 items), views on evaluation (31 items), 
evaluator roles (9 items), evaluation misuse (9 items), and changes in evaluation practice 
(3 items). Among other purposes, the TIG survey collected information concerning (a) the 
purpose of evaluation, as well as how important certain presently used approaches were 
compared with those used over a period of 10 years; (b) the perceptions of stakeholder 
involvement concerning use, as well as the relationship between evaluation and organizational 
learning; and (c) concerns with nonuse and misuse. In the area of organizational learning, 72% of 
the North American Evaluation Use TIG members indicated that evaluation contributes to the 
ability of an organization to learn. 
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Alkin and Taut (2003) noted that knowledge depends largely on the epistemological 
position individuals hold and that knowledge, such as systematic knowledge, is based on 
information collected using systematic social scientific procedures, which affect the way 
information is collected, analyzed, and communicated. However, Alkin and Taut suggested that 
it is important to focus on the distinctions between research knowledge and evaluation 
knowledge. The goal of research is generalizable knowledge. In contrast, evaluation knowledge 
is context specific, being applicable within a particular program, in a particular setting, and at a 
particular point in time; it is intended for use by a particular group not only as an outcome, but 
also at numerous points during the course of the evaluation. 
Furthermore, Alkin and Taut (2003) asserted that features of the evaluation, such as the 
design, instruments utilized, and kinds of analytical procedures used (i.e., the evaluation 
practice), shape evaluation knowledge. They also explained that both the kind of evaluation 
knowledge an evaluation produces and how this knowledge is used form what they call context 
factors. They further defined context factors as pre-existing evaluation bounds, which include 
such aspects as contractual obligations, fiscal constraints, and organizational factors (social 
programming), as well as program characteristics, such as the maturity or age of the program, 
and external community factors. 
In other words, the knowledge component of an evaluation theory examines the kinds of 
knowledge an evaluation constructs, how that knowledge is constructed, and how it differs from 
the knowledge that already exists at an institution. Shadish et al. (1991) asserted that the 
knowledge component of program evaluation theory describes the following three elements: 
(a) ontology, the study of the nature of reality; (b) epistemology, the study of the nature, origins, 
and limits of knowledge; and (c) methodology, the study of techniques for constructing 
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knowledge (p. 42). Moreover, Shadish et al. emphasized that no particular paradigm of 
knowledge construction is best because significant difficulties are inherent in all epistemological 
and ontological approaches. Similarly, no study is ever free of flaws, given that no method is 
routinely feasible and unbiased. 
Hoey (1995) chronicled the impact of program review in public 2-year institutions and on 
organizational antecedents to that impact. He considered communication in community colleges 
of the highest importance to organizational effectiveness, evaluation processes, and evaluation in 
general. He suggested that one issue related to organizational communication is the perceived 
openness of communication as well as the perceived accuracy of the information communicated 
via the program review report. Furthermore, Heilman (1983) contended that knowledge and 
utilization are interlinked and suggested that the importance of knowledge “depends mainly on 
its technical competence and [how] its use occurs in bureaucratic settings” (p. 723). Forss et al. 
(2002) recommended that evaluators, through their skill and communication experience, enhance 
the usefulness of evaluation, which hinges directly on the quality of communication in evaluation 
exercises. 
 
Values 
This section investigates the values characteristic of evaluation theory. This literature 
pertains to the role values play during the evaluation process, the culture of an institution, and the 
beliefs of the actors involved in the evaluation process as well as those of the decision-makers 
driving organizational policies and recommendations. The section begins with a definition of 
values, examines organizational factors related to values, shows the effect values have on the 
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utilization of evaluation results, and concludes with cautions concerning the proper recognition 
of organizational values. 
People conduct evaluations for a variety of reasons, such as to evaluate products, 
programs, or relationships. Cousins (2004) defined evaluation as the “systematic inquiry to make 
judgments about a program’s merit, worth, and significance and to support program decision-
making” (p. 320). Whereas some believe that evaluation should be value free, Scriven (2001) 
challenged value-free obduracy, asserting that science cannot exist without evaluation and that 
judgments of value “are in fact highly objective elements in every scientific enterprise, every 
scientific publication, and every plausible version of the scientific method” (p. 303). Examining 
the values component of an evaluation theory involves investigating whose values are studied 
and why, how to make values problems explicit, and how values problems are dealt with openly 
and sensitively (Shadish et al., 1991). Stufflebeam (1994) further observed that 
leaving value determinations only to decision-makers and other users of the evaluation 
findings places too much faith in the abilities, consistency, and integrity of those with 
authority and influence by giving them full reign to ignore evaluation findings or to bias 
their interpretations based on personal interests rather than sound program area 
principles. (p. 328) 
 
Shadish et al. (1991) stressed that social programs are not value free and that evaluating 
them without values being prominent is impossible. They asserted that the values component of 
evaluation theory involves stating clearly the priorities concerning which values are studied and 
why they are studied. They suggested that the values component of an evaluation theory should 
include the following three rudiments: (a) metatheory, the study of the nature and justification of 
valuing; (b) prescriptive theory, theories that advocate the primacy of particular values; and 
(c) descriptive theory, theories that describe values without laying claim to any particular theory. 
Cook and Shadish (1986) theorized that decision-making depends on the values held by relevant 
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legislators, managers, voters, lobbyists, and so forth, and without an understanding of 
stakeholder values, the process of conducting an evaluation may be more difficult. Moreover, 
Shadish (1994) warned that “if the values of a particular stakeholder group are not considered, 
they may feel morally and politically slighted, and as a result be uncooperative during the course 
of the work and be critical in subsequent debates about evaluation results” (p. 355). 
Like most evaluators, Stufflebeam (1994) placed a high social value on evaluation. He 
recommended that to “serve society well evaluations must address and answer important 
questions, provide well-grounded judgments of merit and worth, be utterly ethical, and be trusted 
and respected by clients and members of the evaluation profession” (p. 333). Cook and Shadish 
(1986) believed that through past evaluation experiences, many evaluators learned that it was 
impossible in the political world of social programming to make evaluation choices without 
values becoming salient. Shadish et al. (1991) claimed that the values component assists in 
understanding the steps needed to make value statements about programs, to see value judgments 
implicit in evaluation work, to place recommendations about ethics and values in a common 
perspective, and to make decisions about implementing those recommendations. Further, if 
throughout the evaluation process a group’s values are misunderstood, group members may see 
the evaluation as less relevant. 
To understand values and the value system operating in a particular setting, evaluators are 
required to appreciate the culture of the institution where the evaluation takes place. King (2004) 
suggested that building a professional community fosters evaluation use and is best 
accomplished when adults work in a culture that treasures both the “task to be completed and 
their relationship with their colleagues” (p. 339). Moreover, “the environment within which an 
evaluation is carried out can affect, in negative as well as positive ways, the conduct of an 
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evaluation, and therefore the results obtained from it” (Lawrence & Cook, 1982, p. 328). Schein 
(2004) defined organizational culture as a pattern of shared basic assumptions learned by a 
group as it solves its problems of external adaptation and internal integration. Because it is 
considered valid, it is taught to new members as the correct way to perceive, think, and feel in 
relation to an institution’s problems. However, understanding an institution’s culture is not as 
easy as it seems. Schein (2004) considered culture a multidimensional, multifaceted phenomenon 
not easily reduced to a few major dimensions, and ultimately reflecting an organization’s efforts 
to cope and learn (p. 109). 
Trust cannot be overstated when examining evaluation settings. King (2004) suggested 
that a professional climate built on trust and respect facilitates the construction of community, 
thus fostering the utilization of evaluation results. Schwarz and Struhkamp (2007) proposed that 
trust is important in any social interaction, such as trusting a statement, person, assumption, or 
institution. They contended that a constant, circular balancing act exists between building trust 
and destroying it, and they maintained that this circular motion of gaining trust and losing it 
between individual members of society, as well as between individuals and institutions, is an 
ongoing process. 
In addition to understanding an institution’s culture and its system of trust, it is important 
to comprehend the value system of decision-makers. Alkin (1975) considered improper initial 
recognition of who makes what decisions one of the major factors impeding the utilization of 
evaluation findings. Alkin contended that each individual has his or her own value system and 
that the extent to which evaluation findings are utilized is a function of the individual’s 
philosophical orientation, political ambition, and personality makeup. Moreover, Berk and Rossi 
(1976) asserted that the linking of political and methodological considerations develops 
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ideological positions, with political consequences, when the technology necessary to conduct an 
evaluation is applied. Furthermore, Rossi et al. (1978) contended that decision-makers have to be 
sensitive to more than just the latest research findings and that inputs such as the opinions and 
outlooks of political constituents, the lobbying activities of organized interest groups, and the 
ideologies of decision-makers all affect the decision-making process. 
Furthermore, recognizing the value system of an institution’s decision-makers is only part 
of the method for facilitating utilization. Some researchers suggest that evaluators should be 
required to understand the management style of the institution’s decision-makers. Owen and 
Lambert (1998) stated that existing evaluation methods used by organizations tend to emphasize 
the needs of managers, not leaders. They suggested that leaders utilize evaluation results to 
understand the organizational structure and culture, as well as the organizational implications of 
changes to existing programs and the introduction of new programs. Thus, by providing strategic 
information to leaders, evaluators can provide the advantage critical to organizational survival 
and growth; leaders are concerned with influencing culture to maximize performance. In 
addition, Owen and Lambert suggested that evaluative strategies designed to provide information 
for leaders should provide relevant, high-quality information to inform decision-making about 
organizational and program directions. This information should include an assessment of the 
competitive position of the organization as a whole and of individual programs. Strosberg and 
Wholey (1983) maintained that when program managers and policy makers agree on realistic 
program objectives, the types of evidence that signal success, and the use of program 
information, the likelihood of accepting and using the evaluation results is increased. 
Organizational politics are yet another pitfall that evaluators should avoid when 
conducting program evaluations. Mohan and Sullivan (2006) insisted that it is not possible for 
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evaluators to conduct evaluations in a vacuum devoid of politics and still be effective; they 
encouraged evaluators to learn to manage the politics in an effort to promote their findings. 
Furthermore, they stated that the intersection between evaluation and politics occurs long before 
the evaluation report is completed and that managing the politics of an evaluation requires an 
understanding of the environment in which the evaluand exists. Mohan and Sullivan warned that 
if the evaluation environment is disregarded, not even the most methodologically sound 
evaluation is likely to have an impact. They proposed that the challenge is sorting decision-
makers’ wants from the evaluation’s needs and prioritizing them. Affirming this point, Jemelka 
and Borich (1979) described the role of the evaluator as providing decision-makers with 
meaningful information. The decision-makers’ role is to make the actual judgment of value or 
merit. 
Evaluations take place in settings that involve other groups of individuals and their 
values, institutional connections, and beliefs. Therefore, evaluators cannot overstate the 
importance of groups of individuals in organizations. Mickwitz (2003) cautioned that different 
groups have different resources and that often it may be questionable who represents what 
interest. This allows some groups and individuals to participate in and even affect the scope of an 
evaluation, which generally means excluding others. Moreover, Miller and Campbell (2006) 
contended that actors at the organizational level, such as empowered groups that are networked 
to others, have the ability to compete effectively for resources and influence policy. Because 
community colleges often contain diverse groups of people and are mired in social capital, the 
program review processes may face both positive and negative influences. Given that community 
colleges as institutions are composed of a variety of professional climates, cultures, and 
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standards, understanding organizational values is essential to facilitating the utilization of 
program review recommendations. 
Hoey (1995) claimed that for program review recommendations to be utilized effectively 
at community colleges, those involved in conducting them are required to understand the 
community college’s organizational system and the processes that affect it. In addition, those 
individuals must possess a willingness to conceptualize the impact of program review as a set of 
changes that will manifest over time as a result of the process. To successfully utilize the results 
of program review and implement its recommendations, evaluators must be able to understand 
the organization’s culture, adapt to it, and contribute to it. Furthermore, Owen and Lambert 
(1998) believed that the evaluator could achieve the maximum benefit by focusing on key 
organizational aspects, such as identifying and challenging assumptions, analyzing the 
organizational culture, assisting with strategic thinking and planning, and designing learning 
within the organization. 
 
Social Programming 
This section probes the characteristics of social programming and its relationship to 
evaluation theory. The literature in this section concerns the function social programming 
assumes throughout the evaluation process and how forces both for and against a program under 
investigation can cause difficulties in producing usable results. The section begins with a 
definition of social programming and then examines organizational factors relating to social 
programs and the effects of support (or lack of support) for a program on the utilization of 
evaluation results. The section concludes with a summary of social programming. 
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Program evaluation, which is intended to evaluate programs that contribute to social 
betterment, allows evaluators the opportunity to measure program effectiveness. The social 
programming component of an evaluation theory describes a program’s internal structure, 
external constraints, social change, and program change (Shadish et al., 1991, p. 37). An 
effective program theory also identifies and justifies key leverage points for improving social 
programs and considers the historical and political origins of a program, including its structure, 
governance, and funding. 
Chelimsky (1998) claimed that program theory has five implications that result from 
assimilating program history, values conflicts, and controversy into the evaluation practice. 
Chelimsky suggested that evaluators should contemplate implications, such as the need to 
change their views of stakeholders, the need to rethink the use of goals and objectives, the need 
for inclusiveness, the need to rethink the evaluation criteria, and the need to rethink the idea of 
use. Moreover, Shadish et al. (1991) summarized the theory of social programming by inferring 
that social programming ameliorates social problems incrementally rather than radically and that 
it exists in a political and organization context that makes uniform, planned change difficult to 
implement. Evaluation is an omnipresent political activity in social programs, even when no 
formal evaluation occurs. 
Stake (1991) maintained that evaluation efforts should adapt to programs as they evolve, 
shifting away from stability and prior experience in an effort to identifying new issues and 
challenges as needed. Alkin (1975) considered characteristics of the program and the nature of 
the contextual setting in which it resides factors that determine the potential utilization of 
evaluation results, and thus affect the decision-making process. Furthermore, Weiss (1993) 
contended that policies and programs stem from political decisions; they remain subject to both 
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supportive and hostile pressures that are common to the field of politics. Weiss suggested that the 
further removed the decision-maker is from direct responsibility for running the program, the 
more dispassionately he or she will consider the evidence. 
The component that refers to social programming concerns the nature of the evaluated 
program and its role in problem solving (Shadish, 1994). This would include such factors as the 
internal structure and functioning of the evaluand, its relationship to other parts of society or the 
host organization, and the processes through which the evaluand and its constituent parts 
changed to improve performance. Shadish suggested that included in the social program 
component are how programs operate, the environment in which they operate, and how programs 
change. Social program evaluation is used by the policy-making community to assist programs in 
becoming more responsive to the social problems they ameliorate. It produces instrumental 
knowledge about the worth of social programs and their constituent parts, rather than offering 
radical solutions (Cook & Shadish, 1986). 
Understanding the role of social programs and their supporters and detractors is 
fundamental to appreciating the organizational dynamics pertaining to utilizing program 
evaluation. Program evaluation is based on the assumptions that making incremental 
improvements to existing programs, creating new and more well-designed programs, terminating 
bad programs, and replacing them with better ones can improve social problem solving (Shadish 
et al., 1991). However, Shadish et al. warned that “policymakers, program officials, and project 
employees assign higher priority to improving their jobs and promoting their benefits than to 
evaluators’ goals of identifying technically superior options for problem definition or program 
design” (p. 444). 
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In a scheme developed for identifying the main components of any social program, Chen 
and Rossi (1983) noted that implementation systems that include organizations, personnel, 
facilities, clients, and regulations concerning eligibility affect the delivery of treatment. 
Moreover, organizational factors, such as the particular type of authority structure, the 
composition of personnel, existing standard operating procedures, and the system of incentives 
used to achieve coordination of activities among personnel and departments, may all affect the 
social programs these institutions administer (p. 297). Furthermore, Chen and Rossi noted that 
program implementation takes place within an environment containing other organizations 
(departments), competing activities and programs, and political structures, possibly influencing 
their effectiveness. Given that programs at community colleges are supported by a foundation of 
ideas, implemented from political origins, and funded in an effort to mitigate social problems, 
understanding social programming is central to utilizing program review recommendations. 
 
Utilization 
This section details the attributes of utilization and its orientation toward an underlying 
evaluation theory. The literature in this section on the function of utilization presupposes that 
concepts of utilization require evaluators to consider utilization before, throughout, and after the 
evaluation process. The section begins with a definition of utilization, and then examines 
organizational factors relating to utilization and concludes with a summary of utilization. 
The utilization of program evaluation recommendations can differ not only from 
institution to institution, but also between departments in the same organization. Whereas 
knowledge concerning evaluation utilization has increased over time, Johnson (1998) suggested 
that this area of evaluation still requires more attention. Owen and Lambert (1995) contended 
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that issues related to the utilization of evaluation findings have occupied the thoughts of major 
evaluators for decades and that the major potential audience groups for evaluation findings are 
those in leadership and management positions in public organizations. The utilization component 
of an evaluation theory deals with how, when, where, and why evaluation results are useful, what 
obstacles inhibit utilization, possible kinds of utilization, the relative weight to be given to each 
kind of utilization, and what evaluators can do to increase utilization (Shadish, 1994; Shadish et 
al., 1991). Forss et al. (2002) considered utility a prime virtue of evaluations but also 
acknowledged that it appears to be the weakest link of evaluation. 
Also known as research utilization and defined as “a phenomenon or set of phenomena 
inseparable from the complicated context in which use is expected to occur” (Lovell & Turner, 
1988, p. 406), evaluation utilization aids as an input to policy development and decision-making. 
Moreover, an effective theory of utilization comprehensively discusses time frames in which 
utilization occurs, as well as what role new information plays in social program decision-making 
and policy shaping. Considered a necessary component of evaluation theory, utilization helps in 
understanding “the role scientific information plays in an interest group democracy where certain 
freedoms are inconsistent with naïve conceptions of how science should influence policy” and in 
deciding what kinds of utilization best help managers target programs effectively (Shadish et al., 
1991, p. 57). 
Each situation concerning utilization requires separate consideration. King and Pechman 
(1984) claimed that evaluators need to understand that the utilization process is unique to each 
evaluation context. They maintained that local organizational politics and individual users’ status 
can radically affect the extent to which any utilization is possible. Evaluation utilization is 
affected by numerous influences, which has concerned evaluators and researchers alike for 
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decades. Weiss (1979) contended that “the use of social science research in the sphere of public 
policy is an extraordinarily complex phenomenon” (p. 427). Johnson (1998) asserted that 
evaluation utilization is a continual and diffuse process that is constantly evolving and shifting 
over time, a process that is interdependent with local contextual, organizational, and political 
dimensions. Participation by program stakeholders is essential, and continual dissemination, 
communication, and feedback of information and results to evaluators and users help increase 
utilization by increasing the relevance of the evaluation, program modifications, organizational 
learning, and stakeholder ownership of results. 
To extend the knowledge of evaluation utilization, King and Thompson (1983) reviewed 
empirical research addressing the topic of the utilization of program evaluation. They discovered 
that level-specific needs of local users might be a critical factor in utilization, and they 
considered such factors as local users who are more likely to utilize results that they perceive are 
directly applicable to an issue they must address. King and Thompson also observed that the 
evaluation setting itself affects the utilization of evaluative information through the involvement 
of issues local decision-makers must consider, thus severely limiting the process of utilizing 
local evaluation results. Whereas they warned that such aspects as the title and sex of the 
evaluator and the attitudes of the users further affect utilization, they argued as well that when 
decision-makers perceive the evaluation as needed, they are more likely to recognize value in the 
evaluation process. 
Shadish et al. (1991) maintained that a theory of utilization should recognize that the 
utilization of evaluative results can threaten entrenched interests; they stated that certain types of 
information are harder to utilize than other types and that the slow, incremental nature of policy 
change implies that instrumental utilization is also slow and incremental. Further, a theory of 
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utilization also recognizes that policy makers often give ideology, interests, and feasibility a 
higher priority than evaluation results and that different activities facilitate different kinds of 
utilization. Shadish et al. asserted that evaluation utilization challenges fundamental assumptions 
about problems and policies; they claimed that circulating results through a network of scholars, 
policy makers, and interest groups concerned with issues facilitates certain types of utilization. 
However, they also warned that because of the political nature of program evaluation, obstacles 
exist that serve to inhibit utilization. 
Lovell and Turner (1988) suggested that the design of most organizations’ decision-
making system opposes the facilitation or utilization of inquiry that challenges the structure of 
the organization, the premises of decisions, or the mechanisms that support control of the 
decision-making system. Moreover, Shadish et al. (1991) cautioned that the utilization of 
evaluation results challenging an institution’s culture often threatens the political interests of 
some social programs with entrenched historical and political origins. Given that community 
colleges are multifaceted social organizations built on varying degrees of hierarchy; are complex 
in social structure, with an even more complex knowledge delivery system; are steeped in 
diverse professional climates, cultures, and standards; and are composed of politically founded 
programs, actions concerning the utilization of program review recommendations are under 
constant scrutiny. 
 
Utilization of Results 
This section examines the literature as it pertains to the utilization of program review 
recommendations. The section analyzes how higher education administrators and institutions 
utilize evaluation and program review results to aid decision-making processes. Additionally, the 
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section examines several empirical studies that tie evaluation and program review to the 
decision-making process. 
Whereas the literature concerning program review provides information about its benefits 
and problems, Barak and Sweeney (1995) claimed that the literature sheds little light on the 
utilization of program review as an aid in decision-making processes at higher education 
institutions. Barak and Sweeney maintained that where program review is concerned, decisions 
such as planning, budgeting, and student outcomes assessment are not as well addressed in the 
literature. Among other things, program review seeks to assess objectives and activities, collect 
output information, and identify resources (Barak, 1982). 
In an attempt to identify the use and success of program review in the decision-making 
process, Barak and Sweeney (1995) conducted a two-phase study of public and private 2- and 4-
year higher education institutions in which the first phase consisted of a mail survey and the 
second phase consisted of follow-up telephone interviews. Barak and Sweeney framed their 
study around two questions: (a) Are academic program reviews being integrated and used in 
planning, budgeting, and student outcomes assessment processes in colleges and universities? 
and (b) If so, has this integration been successful? 
In the first phase, they mailed a survey to a stratified random sample of 750 public and 
private 2- and 4-year educational institutions in the United States and its territories. Sixty percent 
of the institutions contacted for the study completed the 19-item survey. Data collected from 452 
respondents represented 64% of the 2-year public, 68% of the 4-year public, 37% of the 2-year 
private, and 56% of the 4-year private institutions. 
Approximately 83% of the surveyed institutions reported using program review, but the 
private institutions were less likely to engage in program review. Of the institutions that 
114 
 
responded, 75% indicated that they had conducted program reviews for at least 8 years, and 66% 
of the respondents indicated that the chief administrative officer was responsible for overseeing 
the process. When asked to identify the major reason for conducting program reviews, 54% 
listed program improvement as their main reason. Results indicate that 85% of those institutions 
conducting program review used it in institutional planning, and 80% reported that it worked 
well to somewhat well. Of those institutions indicating they used program review for institutional 
planning (n = 374), 32% reported that it provided useful information for decision-making. 
Of the institutions conducting program review, 77% indicated that they used it in their 
budgeting decisions, and more than half reported that it worked well to somewhat well. Of those 
institutions using program review in their budgeting decisions, 46% indicated that program 
review identified institutional and program priorities for funding. When asked whether their 
institution had undergone retrenchment, budget reductions, rescissions, or cutbacks since 1990, 
64% indicated yes. Of the institutions surveyed, 75% indicated that program review was useful 
in the process of making budget cutbacks. However, 33% of the respondents from 4-year public 
institutions reported that program review was not very useful in making budget cutbacks. 
In addition to using program review for planning and budgeting decisions, respondents 
from 63% of the institutions conducting program review indicated they used program review 
with student outcomes assessment, and slightly more than 50% reported that it worked well to 
somewhat well. Of those institutions that used program review with student outcomes 
assessment, 29% attributed its success to the fact that assessment is an integral part of the 
program review. However, 33% reported that program review did not work well with student 
outcomes assessment because systematic data, systematic methods, and measurable student 
outcomes were lacking. 
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The second phase of the study by Barak and Sweeney (1995) consisted of follow-up 
telephone interviews. Barak and Sweeney selected 32 institutions that had successfully used 
program review for institutional planning, budgeting, and student outcomes assessment as well 
as institutions where respondents had indicated the institution used program review in the above-
mentioned processes but it did not work well. This phase included nine 2-year public, eleven 4-
year public, two 2-year private, and ten 4-year private institutions examining the following 
factors: the importance of leadership, integrating review into planning and budgeting, effective 
involvement of management, and timely follow-up.  
The number one factor critical to the success of program review identified during the 
interviews was the importance of individual leadership. Barak and Sweeney contended that a 
single key individual could influence the use or nonuse of program review results regardless of 
other influencing factors. Further, the authors listed the integration of program review into the 
budgeting and planning process, a collaborative effort by all involved in the various management 
processes, and timely follow-up to reviews with planning and budgeting as other factors 
identified during the follow-up interviews. 
Most notable about the study by Barak and Sweeney (1995) was the high rate of 
successful integration and utilization of program review results in the areas of planning, 
budgeting, and student outcomes assessment. Barak and Sweeney reported that the reasons given 
for successful utilization of program review and its integration with planning mirrored those 
given for unsuccessful integration. Participants in the study listed the effective integration of 
program review and planning, the commitment by key individuals, a decision-making process 
that fit the institutional culture, and good communication as qualities associated with the 
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successful utilization of program review. Ineffective integration of the two processes, a lack of 
commitment, and poor communication were qualities associated with unsuccessful utilization. 
Qualities associated with successful utilization of program review related to budgeting 
included the effective integration of program review and budgeting and the identification of 
allocations to high-priority programs in the review process. Ineffective integration of program 
review and budgeting and allocations to less deserving programs were factors associated with the 
unsuccessful utilization of program review. Factors associated with well-integrated program 
review and student outcomes assessment included good communication and leadership. In 
contrast, factors that emerged as associated with poor utilization of program review and student 
outcomes assessment were poor communication and a lack of leadership. 
Barak and Sweeney (1995) affirmed that decision-making processes that fit institutional 
environments, interest by key personnel, simple and understandable institutional policies, 
adherence to good evaluation practice, and realistic expectations of the program review process 
contributed to the successful integration and utilization of program review recommendations. 
Conversely, a lack of understanding of the institution’s program review process, a decision-
making process not aligned with the institution’s environment, a lack of leadership support, and 
complex program review processes contributed to the unsuccessful integration and utilization of 
program review recommendations. 
As the 1970s ended, the nation entered an economic recession, and gone were the days of 
peaceful existence for higher education (Mets, 1995). Mets suggested that as the economy 
declined, the management strategies that drove higher education through the 1960s were in need 
of replacement. With growth and expansion no longer a viable management strategy, 
retrenchment, downsizing, and closure became inevitable. As higher education administrators 
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struggled with this new reality, some sought new strategies to aid in their survival. Mets also 
suggested that institutional researchers were approaching program review from a new 
perspective. Program review, for some, was becoming an important tool for quality improvement 
and institutional change. 
To understand how program review could assist administrators in institutional change, 
Mets (1995) conducted a case study at a private research university in the Midwest that 
underwent a change in upper management. The institution Mets studied identified the following 
key elements of program review for the first review cycle: a program review council, a 
departmental self-study, external reviewers to write evaluative reports with recommendations, 
administrative meetings to review the findings, annual updates concerning implementation of the 
recommendations, and 2- and 4-year follow-up reports regarding recommendations. Mets used 
the following question to guide her case study: What factors influence how departments 
implement program review recommendations? 
For her case study, Mets (1995) used a multiple-case design, choosing to study 36 
different departments and not the institution itself. Using interviews and document analysis as 
sources of data, Mets conducted focused interviews with central administrative staff members, 
deans, and associate deans and department chairs from the departments studied. Mets recorded 
296 recommendations from the 36 departments studied and divided them according to the party 
responsible for executing them. Of the 296 recommendations, the administrators received 24%, 
31% were unspecified, and 44% pertained to departments. 
In Mets’s (1995) study, most of the department chairs indicated that program review did 
an adequate job of providing a new administration with unbiased information on the status of 
each department, but it was extremely time consuming. Several department chairs indicated that 
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they were disheartened after the process and felt they had received too few benefits in the form 
of space, resources, and staff in exchange for the hard work and time they had invested in the 
review cycle. When asked to respond to recommendations made for their departments, the chairs 
pointed out that they could not act on some recommendations because they lacked the 
responsibility to do so. Mets suggested that two important functions emerged from the program 
review process for department chairs. First, they believed it afforded them the opportunity to 
establish credibility with administrators, and second, the use of external evaluators helped 
communicate the quality of their departments outside the institution. Most of the department 
chairs reported that their departments were better off after the program review, and a majority of 
them agreed that program review had contributed in some way to their improvement. 
Mets (1995) concluded that not all departments act on recommendations in the same way. 
When recommendations fall under the jurisdiction of a department, the recommendations match 
the goals of the departments, and implementation requires no additional resources, departments 
are able and willing to act on those recommendations. Furthermore, she reported that whereas it 
is not feasible for administrators to act on every recommendation, they use the information from 
the program review to develop policies that address issues, establish priorities for the allocation 
of resources, and introduce new programs and initiatives across units. However, department 
chairs indicated they felt a need for administrators to communicate which administrative 
decisions resulted from the program review recommendations (i.e., how the results were 
utilized). 
At times, the program review process appeared lengthy, time consuming, exhausting, and 
frustrating to department chairs. That frustration intensified when they were required to act on 
recommendations that were beyond their control, that conflicted with departmental goals, that 
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required additional resources, that gave administrators the option of whether to act, that failed to 
communicate whether or how recommendations would affect the decision-making process, or 
that did not or could not provide the recommended resources (Mets, 1995). 
In addition to examining the impact program review might have on community colleges, 
Hoey (1993) suggested that organizational factors might influence program review and its effects 
on programs and community colleges. Hoey used a correlation analysis to conduct a national 
study to chronicle the work on factors influencing the utilization of program review results at 
community colleges. To measure organizational factors affecting the utilization of program 
review recommendations at community colleges, Hoey developed a framework based on prior 
research conducted by Shadish et al. (1991). To guide his study, Hoey drew a systematic sample 
from the 1992 American Association of Community and Junior Colleges Membership Directory. 
He hypothesized that the purpose of stakeholder involvement, leadership support, organizational 
communication, organizational centralization, locus of the evaluation function, institutional size, 
and accreditation region influence how program review is approached and used in community 
colleges, thereby affecting the utilization of program review recommendations. 
In his study, Hoey (1993) denoted the utilization of program review results as the 
dependent variable and designated the following as independent variables: (a) global factors 
(institutional size and accreditation), (b) internal organizational factors (centralization, leadership 
support, communication, and locus of the evaluation), and (c) program review process factors 
(purpose of the evaluation and stakeholder involvement). He divided the utilization of program 
review results into four categories—instrumental (direct), conceptual, persuasive, and 
incremental—which allowed him to measure the extent of utilization for each of the independent 
variables. He surveyed 253 chief administrative officers at community colleges throughout the 
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nation, stratified by accreditation regions. He collected data on organizational factors believed to 
be relevant to the impact of program review as well as items designed to measure the impact of 
program review on a college by using a survey with a 5-point Likert-type scale. A total design 
method(Dillman, Smyth, & Christian, 2009) was used to collect 156 responses (a 62% response 
rate). Of the responding institutions, 87% (n = 136) reported using a formal program review 
process.  
Hoey (1993) suggested that the administrative structure in community colleges influences 
how program review is approached and used. He believed organizational centralization (the level 
at which decision-makers implement program review recommendations) may affect the 
implementation of recommendations in either a positive or a negative manner. To study the 
effect of organizational centralization on program review and its utilization, Hoey developed two 
indexes to assess the frequency with which actions taken were based on program review 
recommendations at each administrative level of the college. The first index (program 
termination, personnel change, personnel workloads, space allocation changes, curriculum 
changes, equipment requests, program admission standards, program academic standards, 
professional development, and program marketing) was designed to determine at what 
organizational level changes recommended as a result of program review could be approved. 
Hoey reported that changes such as program termination and personnel selection required higher 
levels of approval than did other recommended changes brought about by program review. 
The second index (department level, dean level, program level, vice presidential level, 
presidential level, and board level) was concerned with organizational centralization. It measured 
how often action was actually taken based on program review recommendations at each 
organizational level. Hoey (1993) discovered that action taken on the basis of program review 
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recommendations was most often taken at the department level, dean level, and program level, 
and that action taken at the vice presidential level, presidential level, and board level happened 
less frequently. He found that the organizational level at which implementation of program 
review recommendations could be approved was not related to the utilization of program review 
results. Furthermore, Hoey discovered that the frequency of action on recommendations (the 
frequency with which action was taken at different organizational levels based on program 
review recommendations) was significantly related to direct, incremental, and conceptual 
utilization of program review recommendations. Hoey’s results demonstrated a relationship 
between the frequency of action on recommendations and the impact of program review on an 
institution. He suggested that the greater the involvement of decision-makers throughout the 
college in implementing recommendations, the greater the eventual impact of program review 
insofar as this impact was concerned with instrumental, conceptual, or incremental change. 
To assess the degree of leadership support for program review, Hoey (1993) developed a 
six-item index (recommendations taken seriously, as a tool for improving organizational image, 
considered high priority, used for long-range planning, used for institutional effectiveness, and 
used as a minor source of information). He reported a relatively high level of support for 
program review when the recommendations were taken seriously, they were used as a tool for 
improving the institutional image, and they were considered a high priority. The latter result 
revealed that program review was considered more than a minor source of information. Hoey 
maintained that these results indicate a generally high level of leadership support for program 
review. Furthermore, he discovered a positive relationship between leadership support and the 
utilization of program review recommendations (direct utilization, incremental utilization, 
persuasive utilization, and conceptual utilization). 
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Hoey (1993) also measured organizational communication (the accuracy and openness of 
organizational communication) as it related to program review. He discovered that respondents 
regarded organizational communication (the accuracy and openness of communication) 
pertaining to program review as quite accurate; the data revealed a moderately high level of 
openness in organizational communication as it related to program review. Furthermore, Hoey 
discovered a positive relationship between the openness of communication and all four aspects 
of the utilization of program review recommendations (direct, incremental, persuasive, and 
conceptual) as well as a significant positive relationship between the accuracy of communication 
and the direct, incremental, and conceptual utilization of program review recommendations. 
To assess the degree of impact on program review according to the organizational locus 
(where program review is located and the degree of access at a community college), Hoey (1993) 
measured how often the chief administrative officer interacted with program review, the officer’s 
degree of access to top administrators, the person to whom the program reviewer reported, and 
who was responsible for conducting the program review. He determined that items assessing the 
frequency with which the chief administrative officer interacted with top administrators and the 
degree of access afforded to those responsible for conducting the program review received 
higher overall means than either of the items developed to assess the formal organizational locus 
of the program review function. Furthermore, an examination of the data obtained revealed no 
significant relationship between the organizational locus of program review and the utilization of 
program review recommendations. 
Hoey (1993) used a summed index of frequency (administrators, faculty, institutional 
researchers, external authorities, internal peer reviews, external peer reviews, employers, current 
students, and alumni) to gauge stakeholder involvement. He reported that administrators and 
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faculty appeared to be the most involved with program review and noted that institutional 
researchers appeared to be somewhat involved with external authorities, internal peer reviews, 
and external peer reviews, whereas employers, current students, and alumni appeared to be 
involved to a fairly low degree. Hoey reported that the data collected indicated a significant 
positive relationship between the degree of involvement in program review and the direct, 
incremental, and conceptual utilization of program review recommendations. However, he 
suggested the frequency and extent of stakeholder involvement in the utilization of program 
review recommendations indicated a somewhat lower level than might have been expected. 
When asked to identify the prevalence and purpose of program review, Hoey (1993) 
reported that responding community colleges listed several external reasons for conducting 
program review. Among the most important were fulfilling state evaluation mandates, satisfying 
requirements for regional accreditation, demonstrating accountability to public funding bodies, 
and responding to federal evaluation requirements. He ascertained that satisfying a state mandate 
for program review appeared to be one of the driving forces behind the push to conduct program 
review at the community colleges surveyed. 
In addition to the external influences, Hoey discovered that the evaluation of program 
quality, the assurance of curriculum relevance to workplace requirements, the improvement of 
teaching and learning, and the provision of information for planning purposes are of considerable 
importance as reasons driving program review at community colleges. Moreover, Hoey’s 
research identified the evaluation of program quality, the assurance that the curriculum is 
relevant to workplace requirements, and the improvement of teaching and learning as the main 
internally focused improvement-oriented purposes for conducting program review. Hoey 
discovered a significant positive relationship between aspects of both externally and internally 
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focused purposes for conducting program review that were moderately correlated with the 
instrumental, incremental, and conceptual utilization of program review recommendations. 
Furthermore, Hoey (1993) presented results among institutions that had a formal program 
review process in place for two academic years or longer. To determine the utilization of 
program review recommendations, Hoey divided types of utilization into the following four 
categories: direct utilization (results connected to decision outcomes), incremental utilization 
(gradual long-term use of results), persuasive utilization (use of results to leverage change), and 
conceptual utilization (use of results that affect administrators’ thoughts concerning academic 
programs). Hoey discovered that clarification of program goals and curriculum redesign occurred 
most often under the direct utilization category. In the category pertaining to incremental 
utilization, program review was seen as a waste of time (negatively worded), and most often, it 
generated mistrust (negatively worded). Program review, when used to persuade others that 
changes were needed, received only a moderate response under the persuasive utilization 
category. Last, under the conceptual utilization category, the respondents indicated that program 
review led to a better understanding of programs, ideas for changes they would like to make, and 
a better understanding of the effect program review had on long-range planning by 
administrators. 
Wroblewski (1995) contended that the majority of literature on program review focuses 
on state systems, community colleges, and large universities; hence, she conducted a case study 
focusing on the utilization of program review at a private comprehensive college in the Midwest. 
This study evaluated the results of academic program reviews and the ways the program review 
process changed between cycles. Administered by the director of institutional planning and 
research at the request of a new president, the first review cycle featured the following 
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components: a self-study developed by the departments, evaluation of the self-study by a 
program review committee, a review visit with key players, a written report from the reviewers, 
and a summary of recommendations. 
Wroblewski (1995) distributed the recommendations into categories to illustrate their 
nature. The majority of the recommendations (n = 51) received were for using an administrative 
approach toward a department, which included administrative support for departmental planning, 
encouraging leadership development, establishing expectations, and acknowledging 
accomplishments, and for using conflict resolution. Enhancing resources, which included 
increases in faculty positions, improved facilities, and increased library and technology 
resources, received the second largest number of recommendations (n = 35). The next category 
receiving recommendations (n = 28) included departmental issues, which included such actions 
as improving communication, improving teamwork, and restructuring basic parts of the 
department. Curriculum modification (n = 27) identified ways to fill gaps in the curriculum or 
improve its cohesiveness. Last, departmental relationships, which included supporting 
relationships between departments, establishing new relationships, or overcoming barriers 
affecting relationships between departments, received the least number of recommendations 
(n = 21). Whereas few of the above-mentioned recommendations required new funding, they did 
require changes in organizational culture and communication approaches that Wroblewski 
considered difficult to implement quickly. 
Wroblewski (1995) reported that surveys sent to chairs in the 29 departments and 
programs under review inquired about the effectiveness of each part of the review process, the 
implementation of the review recommendations, and the overall results for the departments. Each 
department chair was asked to indicate whether the recommendations were implemented, partly 
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implemented, or not implemented in his or her department. Twenty-two departments responded, 
for a 76% response rate. 
Wroblewski (1995) reported that 33% of the recommendations were fully implemented, 
29% of the recommendations were not implemented, and 38% of the recommendations were 
partially implemented. When asked why the recommendations were not implemented, the 
respondents indicated as the number one reason not being a priority with administrators. In 
addition to not being a priority with administrators, the chairs identified a lack of collaboration 
with other offices as a barrier to the implementation of recommendations. 
Ruhlund (1990) conducted a descriptive case study of four Wisconsin technical college 
districts that had conducted a program evaluation for the associate degree marketing program 
during the academic years 1987 through 1988. Her study of recommendations resulting from 
program evaluation sought to (a) determine the proportion of recommendations made for each of 
the major components of a program evaluation, (b) identify which components had 
recommendations implemented most and least frequently, and (c) identify factors that facilitated 
or acted as barriers to implementing program evaluation recommendations. The following 
research questions guided Ruhlund’s study: (a) What proportion of recommendations were 
identified in each component? (b) In which evaluation components are recommendations most 
frequently implemented, and in which are they less frequently implemented? (c) What factors 
facilitate the implementation of program evaluation recommendations? and (d) What factors are 
barriers to the implementation of program evaluation? 
Ruhlund (1990) defined the major components of program evaluation as follows: general 
issues, curriculum content, instruction delivery, faculty, counseling and support services, student 
organizations, advisory committee, facilities, equipment and resources, and other. Additionally, 
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Ruhlund divided implementation into the following three stages: orientation, initiation, and 
integration. Last, Ruhlund categorized implementation factors that served as facilitators or 
barriers to the implementation process into six major categories: assistance, communication, 
power, reinforcement, testing, and training. The following paragraphs highlight findings from 
Ruhlund’s study. 
In the study, Ruhlund (1990) listed the recommendations for each evaluation component 
by district. The three highest evaluation components were instructional delivery (teaching 
techniques and instructional, 31.8%), counseling and support services (examining such things as 
entrance requirements, career information, and assessment services, 22.4%), and faculty (14%). 
Advisory committee (3.7%), other (district specific recommendations, 3.7%), student 
organizations (opportunities available for students and faculty to participate in professional 
occupational organizations supported by the district administration, 2.8%), and general issues 
(how the program relates to the district mission, 0.9%) received the lowest recommendations. 
Ruhlund (1990) also measured which evaluation component recommendations were the 
most frequently implemented. She reported that the majority of recommendations were 
implemented in the following six components: other (75%); faculty (48.3%); counseling and 
support services (35.4%); student organizations (50%); advisory committees (68.8%); and 
facilities, equipment, and resources (55.4%). Ruhlund also measured which evaluation 
component recommendations were least frequently implemented. She reported that general 
issues (50%) had the majority of recommendations in stage two (work had begun on 
implementing the recommendations), and curriculum content (34.4 %) and instructional delivery 
(26.5%) had the majority of recommendations in stage six. 
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Ruhlund (1990) then investigated which factors facilitated the implementation of 
program evaluation recommendations. She discovered that direct supervisor support received the 
majority of responses as factors that facilitated the implementation of program evaluation 
recommendations. Lack of staff time to implement program evaluation recommendations 
received the majority of responses as a barrier to implementing program evaluation 
recommendations. 
Bassoppo-Moyo (1999) conducted a study of department chairs from 4-year Tennessee 
Board of Regents institutions to determine whether a relationship existed between the leadership 
orientations (frames) of department chairs and their use of academic program review results. For 
the study, Bassoppo-Moyo divided leadership frames into the following four perspectives: 
structural (emphasizes goals and efficiency), human resources (focuses on human needs and 
assumes that meeting basic human needs allows the organization to function better), political 
(emphasizes organizations as environments of conflict and competition over scarce resources), 
and symbolic (cultural symbols of an organization). Uses of program review results were defined 
as follows: direct or instrumental usage (short-term decision outcomes), incremental usage 
(gradual or long-term outcomes), persuasive usage (using recommendations to leverage change 
or convince parties of the necessity of change), and conceptual usage (indirect influences a 
program review may have on organizational members). 
Bassoppo-Moyo (1999) used a descriptive, exploratory approach utilizing two surveys. 
The population for the study was department chairs (n = 71) who conducted a department 
program review between 1994 and 1997 in 4-year Tennessee Board of Regents schools. Of the 
67 questionnaires returned by department chairs, 48 questionnaires (68%) were usable. The 
previously mentioned leadership frames (structural, human resources, political, and symbolic) 
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formed the independent variables of the study and the four usages of program review results 
(direct, incremental, persuasive, and conceptual) constituted the dependent variable. Bassoppo-
Moyo developed a survey on a 5-point scale and used a standard multiple regression to 
determine whether department chairs’ leadership frames contributed significantly to the 
prediction of usage of program review results and whether each of the four leadership frames 
contributed differentially. The following paragraphs highlight findings from her study. 
Bassoppo-Moyo (1999) reported the following summary of means for leadership frames 
(structural, human resources, political, and symbolic). Bassoppo-Moyo recorded usages of 
program review results as follows: direct, incremental, persuasive, and conceptual. Moreover, 
she reported the following three statistically significant correlations between the chairs’ 
leadership frames and their usage of program review results: (a) a statistically significant 
negative correlation between the political frame and persuasive usage, (b) a statistically 
significant positive correlation between the symbolic frame and direct usage, and (c) a 
statistically significant positive correlation between the symbolic frame and conceptual usage. 
Bassoppo-Moyo contended that chairs who used a symbolic leadership frame were more likely 
to use academic program review results to clarify the goals, strengths, and weaknesses of 
program review (direct usage); improve communication between faculty and administrators 
(incremental); and gain a better understanding of academic programs (conceptual). Furthermore, 
Bassoppo-Moyo maintained that such chairs were less likely to use program review results as a 
political leverage tool or as a means of shifting the balance of power. 
To measure past and current perceptions of evaluation utilization, the purpose of 
evaluation, how important certain currently used approaches were compared with those of 10 
years earlier, and perceptions of stakeholder involvement in evaluation utilization, Preskill and 
130 
 
Caracelli (1997) surveyed Evaluation Use TIG members. Preskill and Caracelli reported that 
respondents strongly agreed or agreed that the major purposes of evaluation were to improve 
programs (99%), provide information for decision-making (99%), and determine the merit or 
worth of the evaluand (79%). When asked to reflect on the importance of evaluation approaches 
that TIG members currently used compared with those used 10 years earlier, respondents 
reported the following: 81% identified summative evaluation as extremely important 10 years 
earlier compared with 64% at the time of the study; formative evaluation increased from 38% 10 
years earlier to 78% at the time of the study; and performance-based evaluation increased from 
43 to 82%. Preskill and Caracelli measured stakeholder involvement in several sections 
throughout the survey and reported the following findings: 95% of the respondents agreed that 
evaluators should take responsibility for involving stakeholders, and 72% believed that involving 
multiple stakeholders increased the utilization of evaluation processes, the utilization of findings 
(74%), and the balancing of political agendas (70%) and provided better information for 
decision-making (80%). However, only 55% of the respondents believed that stakeholders based 
their decisions on evaluation findings; 89% felt that key stakeholders sometimes rejected 
evaluation conclusions based on their own beliefs and values rather than on the data. 
In a study conducted (from 1971 to 1985) to analyze the basis for describing research-
based knowledge concerning evaluation use and to assess what factors influence the use of 
evaluation data, Cousins and Leithwood (1986) asked the following four questions to guide their 
inquiry: (a) What are the methodological characteristics of empirical studies for investigating 
evaluation use and its determinants? (b) How have the dependent variables been operationalized 
in these studies? (c) What orientations toward independent variables have been adopted? and 
(d) What factors have been shown to affect the nature of use of evaluation results? Cousins and 
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Leithwood examined 65 studies, restricting their literature search to empirical studies using the 
following designs: retrospective studies that focused on previous evaluations (n = 35); 
longitudinal studies that examined the influence of data gathered prior to, during, or after the 
evaluation implementation (n = 9); and simulation studies that tested for effects on anticipated 
uses (n = 21). 
Cousins and Leithwood (1986) identified the following three orientations toward the 
dependent variables in the studies they examined: use as support for decision-makers, 
educational use, and use as the process of evaluation results. In addition, Cousins and Leithwood 
identified two categories of independent variables examined in the studies. The first category for 
the independent variable focused on characteristics of evaluation implementation (timeliness, 
relevance) and the second category focused on characteristics of decision or policy setting 
(political climate, competing information). Cousins and Leithwood further divided the two 
categories of independent variables into 12 specific factors. Factors concerned with the 
characteristics of evaluation implementation were evaluation quality, credibility, relevance, 
communication quality, findings, and timeliness. Factors concerned with the characteristics of 
decision-making or policy setting were information needs, decision characteristics, political 
climate, competing information, personal characteristics, and commitment or receptiveness to 
evaluation. 
Cousins and Leithwood (1986) discovered that more than 40% of the 65 studies they 
examined reported observing relationships and nonrelationships between evaluation utilization 
and the quality of the evaluation (typically defined as methodological sophistication, the type of 
approach to the evaluation problem, or the intensity of the evaluation activities). Furthermore, 
Cousins and Leithwood noted such aspects as focusing on the program process, implementation, 
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or the intensity of the evaluation, as opposed to dealing strictly with increased utilization of the 
outcomes. Of the studies investigated, more than 25% examined relationships between utilization 
and the credibility of the evaluator or evaluation process (a function of the evaluator’s reputation, 
title, sex, or belief in his or her work). Cousins and Leithwood (1986) observed a positive 
relationship between credibility and utilization except for sex. When decision-makers perceived 
the evaluation as having high face validity or when the evaluation was emphasized as an 
important activity, utilization increased. However, when decision-makers perceived the 
collection of data as inappropriate, utilization decreased. 
Cousins and Leithwood (1986) reported that 18 of the studies explored the relationship 
between relevance (the extent to which the evaluation was geared to the audience(s) or whether 
the evaluator was internal or external to the organization) and utilization. Knowledge of the 
context in which the evaluations were to be utilized, appealing to the preferences of the decision-
makers, seeking consensus about the evaluation problem, or demonstrating insight into program 
operations and decision-making increased utilization, whereas evaluations that ignored the 
above-mentioned issues tended to be utilized less. In the studies examining the relationship 
between communication quality (communication style, ongoing communication activities, and 
breadth of dissemination) and utilization, Cousins and Leithwood reported that communication 
and close geographical proximity between the evaluator and decision-maker enhanced 
utilization. Nineteen of the studies investigated the relationship between utilization and 
evaluation findings (those congruent with the decision-maker’s expectations and values for 
decision-making), with most reporting that acceptance and utilization increased when evaluation 
findings were congruent with the decision-maker’s expectations. Incongruent findings led 
decision-makers to ignore evaluation results, thus requiring them to use other information 
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instead. Cousins and Leithwood reported that fewer than 15% of the studies they investigated 
examined the relationship between utilization and the timeliness of communication of evaluation 
results, showing a positive relationship between timely results and utilization. 
Cousins and Leithwood (1986) discovered that 18% were concerned with issues of 
information needs (intensity of information needs, type of information required, and variance in 
audience needs for information). They noted that as the decision-makers’ perceived need for 
information increased, so did the utilization of evaluation results. More than one third of the 
studies they investigated reported relationships between utilization and decision characteristics 
(area of decision, decision context, and significance of decision). They also reported that these 
studies indicated an increase in utilization for early stages of the decision-making process in such 
areas as instructional effects, program strengths and weaknesses, faculty self-improvement, 
facilities administration, and program administration. Ten studies showed a relationship between 
political climate (staff views, organizational arrangements, and rewards) and evaluation 
utilization, with utilization diminishing when staff felt threatened, when key members left the 
organization, or when internal squabbles were prominent. Cousins and Leithwood reported that 
14 of the studies they examined showed relationships between utilization and competing 
information (personal experiences, beliefs, values, interests, and goals). More than one third of 
the studies reported relationships and nonrelationships between evaluation utilization and 
personal characteristics (organizational role, training and experience, and decision-makers’ 
leadership characteristics). About 25% of the studies investigated the effect on utilization of the 
decision-makers’ commitment to the evaluation, their attitude toward evaluation, or both. These 
studies revealed that decision-makers’ increased involvement in the evaluation process increased 
measures of utilization. Consequently, decision-makers’ positive attitudes toward evaluation 
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were associated with increased utilization, whereas negative attitudes toward evaluation and 
organizational resistance were associated with diminished utilization. 
Using ethnographic research techniques, document analysis, participant observation, and 
a research diary, Schwarz and Struhkamp (2007) conducted 35 narrative interviews with various 
stakeholders involved in two programs conducted in 2001 and 2002 that aimed to introduce 
information and communication technologies into higher education in Germany. The central 
research question guiding their study was how people thought about and reflected on the growing 
number of evaluation activities. Among others, they investigated the tension between expected 
and actual utilization of evaluation results, forms of utilization in the evaluation process, and 
mechanisms of trust throughout the evaluation process. Schwarz and Struhkamp reported that the 
majority of interviewees voiced the opinion that more time was required for their insights and 
recommendations to be transformed into productive actions. Moreover, some interviewees were 
mystified by how the scientific board, despite the detailed data available from internal 
evaluators, came to their cursory and misleadingly generalized judgment about the program and 
the way they acted on recommendations. They further reported that administration officials 
actually seemed to benefit from slow, late-running, and less direct utilization of evaluation by 
allowing them to use evaluation results at their own convenience and choosing. However, 
Schwarz and Struhkamp reported that the massive presence of evaluations taking place in 
Germany gave rise to program staff members hoping for (more) instrumental utilization of 
evaluation results and that staff members became frustrated with what they perceived as little to 
no immediate utilization. In the area of trust, they reported that evaluation should be conducted 
in ways that are more careful with stakeholders’ trust. They warned that uncontrolled or 
unplanned evaluations used as potential instruments of bureaucratic control and governance to 
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grant and withdraw trust pose the danger of destroying trust rather than being (or claiming to be) 
a possible trust-building tool. 	  
Summary 
The purpose of this study was to survey Illinois community college department chairs to 
determine whether evaluation practice, knowledge construction, values, and social programming 
could predict the utilization of program review recommendations. This study proposed to 
(a) examine the relationships between evaluation practice, knowledge construction, values, and 
social programming and the utilization of program review recommendations, and (b) to seek the 
ability of these four organizational factors to predict department chairs’ nonuse or misuse of 
program review recommendations within the context of the community college. For this 
predictive study, the utilization of program review recommendations consisted of the different 
forms of program evaluation utilization as described in the literature. The preceding literature 
review highlighted empirical and conceptual studies chronicling the use of evaluation practice, 
knowledge construction, values, and social programming in program evaluation. The criterion 
variable was utilization of program review recommendations. Predictor variables were 
evaluation practice (where evaluation falls in an institution’s hierarchy, system, or structure), 
knowledge construction (how organizations communicate, learn, and grow throughout the 
evaluation process), values (an institution’s professional climate, culture, and standards), and 
social programming (the source of ideas for the design and implementation of programs being 
evaluated, their political origins, and funding). 
The conceptual framework for this study was based on a theory developed by Shadish et 
al. (1991), who identified five fundamental evaluation processes. Shadish et al. believed that 
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evaluation practice, knowledge construction, values, social programming, and utilization 
constitute the elements that all program evaluations should possess. They surmised such a theory 
would provide a rationale for relationships among evaluation activities and the process of 
evaluation. Moreover, the evaluation practice, knowledge construction, values, and programming 
(PKVS) utilization model was developed for this study. 
The section investigating the relationship between department chairs and program review 
looked at several empirical studies conducted to examine the role of the department chair. In 
addition to the role of the department chair, the responsibilities of the chair were examined as 
they pertained to the department program review and the task of writing the self-study. Also 
addressed in the chapter is the background on program review, which provides insight into the 
growth of program review, a brief history of the ICCB, and the mandates driving program 
review, as well as data from the Illinois Community College System Program Review Statewide 
Summary for fiscal years 2007, 2008, and 2009. Furthermore, the section pertaining to the 
Illinois Community College System Program Review Statewide Summary presents the findings of 
ICCB instructional program reviews conducted in 2007, 2008, and 2009 by discipline-specific 
academic programs, CTE programs, and general education programs. 
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Chapter 3 
Methods 
The purpose of this study was to examine the relationships between evaluation practice, 
knowledge construction, values, and social programming and the utilization of program review 
recommendations by Illinois community college department chairs. More specifically, this study 
examined the differences between career and noncareer department chairs concerning the above-
mentioned relationships. This chapter describes the methods used to answer the research 
questions. It addresses the research design, the population to be surveyed, the instrument 
developed for this study, the study variables, and the data collection procedures. The chapter 
concludes with a discussion of the data quality (validity and reliability) and data analysis 
procedures. 
 
Research Design 
Research designs are the plans and procedures for conducting a study. When making a 
decision about which method is appropriate, the researcher should consider the strategies or 
procedures of inquiry; the nature of the problem; and the specific methods of data collection, 
analysis, and interpretation (Creswell, 2007). This study used a descriptive and correlational 
research design to answer the research questions presented. Descriptive research seeks to 
describe what already exists in a group or population. A correlational design is used primarily 
when the researcher cannot manipulate the variables and the purpose of the research is to 
understand the strength of the relationship between the variables (Gall, Gall, & Borg, 2006). 
Multiple variables can be included in a correlational study, and naturally occurring phenomena 
can be studied without introducing new conditions or interventions. The purpose of this research 
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was to examine the relationships between evaluation practice, knowledge construction, values, 
and social programming and community college department chairs’ utilization of program 
review recommendations. This study used a descriptive and correlational research design to 
analyze the data.  
The framework for this study was based on work conducted by Shadish, Cook, and 
Leviton (1991), who identified five fundamental processes that undergird program review in 
practice, namely, evaluation practice, knowledge construction, values, social programming, and 
use of the evaluation recommendations. They surmised that such a theory would provide a 
rationale for relationships among evaluation activities and the process of evaluation. This 
framework was used to analyze the data and frame the interpretation and discussion of results. 
The context for the study was Illinois community colleges that conducted a program review 
during the fiscal years 2006–2007, 2007–2008, or 2008–2009, and the survey respondents were 
department chairs who were responsible for program review during that time.  
The data gathering process for this study involved the use of a researcher-developed 
instrument. Creation of an instrument to measure utilization allowed the researcher to obtain the 
same information from each participant while fully incorporating the PKVS framework 
(evaluation practice [P], knowledge construction [K], values [V], and social programming [S]) 
based on the theory of Shadish et al. (1991). Furthermore, the process facilitated the use of a 
descriptive and correlational research design.  
Because no existing instrument could investigate all five aspects of the theory developed 
by Shadish et al. (1991), this study took a five-stage approach to instrument development. Stage 
1 consisted of identifying the existing research literature on program evaluation that met some of 
the criteria outlined by Shadish et al. (1991) and adapting it for the instrument developed in this 
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study. The second stage consisted of reviewing the research literature on program evaluation, the 
utilization of program evaluation findings, and the hindrances to implementing those findings. 
The third stage involved developing the instrument used in this study, and the fourth stage 
involved assessing the validity and reliability of the instrument. Last, the study was conducted, 
and the researcher analyzed and interpreted the results with an eye toward understanding the 
reliability, validity, and utility of the instrument. 
 
Population and Sampling Procedures 
Target population. The target population was the entire population of Illinois 
community college department chairs who were solely responsible for conducting an 
instructional program review (academic disciplines, career and technical education [CTE], and 
general education) in the state of Illinois during fiscal years 2006–2007, 2007–2008, or 2008–
2009. A department chair was defined as the administrator of an academic, CTE, or general 
education unit and the primary representative of that unit to internal and external entities 
associated with an Illinois community college. The title of the administrator who represented 
these units varied across Illinois community college campuses, but included titles such as 
department chair, associate dean, and program coordinator. In this study, the single term 
department chair represents this administrator, regardless of the individual’s specific campus 
title. The designation of career or noncareer chair was used to distinguish between those 
representing CTE disciplines and all other disciplines (i.e., academic and general education). 
Department chairs were chosen because they play a critical role in the program review process 
and because they are frequently assigned the responsibility of connecting department objectives 
with the broader organizational mission in an effort to implement change and ensure program 
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quality (Hecht, Higgerson, Gmelch, & Tucker, 1999; Lees, 2006; Seagren, Wheeler, Creswell, 
Miller, & VanHorn-Grassmeyer, 1994).  
The state of Illinois has no known list of community college department chairs (Young, 
2008). For that reason, the researcher gathered information from all Illinois community college 
websites, Illinois Community College Board (ICCB) personnel, and the Illinois Community 
College System Program Review Statewide Summary (ICCB, 2008) to determine the names and 
e-mail addresses of all Illinois community college department chairs. In addition to information 
gathered from those sources, a precontact e-mail was sent to the chief administrative officer at all 
48 community colleges in Illinois asking for an updated list of all department chairs who 
conducted a program review during the fiscal years 2006–2007, 2007–2008, or 2008–2009 
(Appendix A). At the conclusion of this comprehensive effort, 933 Illinois community college 
chairs were identified as potential participants for the study (Table 3). 
Table 3 
Target Population and Study Sample  
Description n 
Chairs identified for a precontact letter 933 
Chairs removed who opted out 2 
Undeliverable contacts removed 60 
Recipients removed who self-identified as not the chair  25 
  
Chairs contacted by SurveyMonkey  846 
Undeliverable contacts 8 
Chairs who opted out 27 
Chairs who chose not to respond 483 
Chairs who chose to participate 328 
Chairs eliminated because they did not agree to the consent form 5 
 
(continued) 
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Table 3 (continued) 
 
Description n 
Recipients eliminated because they were never chairs 66 
Community college chairs eliminated because they did not participate in a program 
review  
15 
Recipients eliminated because they were not the sole persons conducting the review n = 139 
Conducted the survey n = 103 
  
Two weeks before the projected distribution of the survey, the researcher sent a 
personalized e-mail via Constant Contact to all 933 individuals informing them they had been 
selected to participate in the study. Each potential participant was given the option to opt out, 
which resulted in two individuals requesting no further contact. Of the remaining 931 department 
chairs, 60 e-mails were returned as undeliverable, and 25 individuals responded that they were 
not the correct contact persons. This reduced the number of potential participants to 846. 
SurveyMonkey was then used to send an e-mail with a link to the remaining 846 potential 
recipients, inviting them to participate in the survey. Of the 846 potential participants contacted 
through SurveyMonkey, 328 chose to participate, 27 chose to opt out, 8 of the contacts were 
returned as undeliverable, and 483 chose not to respond. Of the 328 department chairs who 
participated in the study, 5 did not agree to the consent form, 66 reported that they had never 
served as a department chair, and 15 indicated that their community college had not participated 
in program review in fiscal years 2006–2007, 2007–2008, or 2008–2009; all of them were 
eliminated from further participation in the study. Last, in an effort to ensure that the sample 
consisted only of chairs who were responsible for conducting an ICCB Program Review in fiscal 
years 2006–2007, 2007–2008, or 2008–2009, 139 of the remaining 242 participants were 
eliminated either because they had not participated in the program review or because they were 
not the sole person conducting the program review.  
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Sampling. All known department chairs who conducted a program review for the fiscal 
years 2006–2007, 2007–2008, or 2008–2009 and who served as the sole persons responsible for 
conducting the review were invited to complete a web-based questionnaire in the form of an 
online survey via SurveyMonkey. As such, the sample consisted of respondents from the entire 
population of 933 known community college department chairs who participated in a program 
review during those fiscal years. Participants were department chairs representing a variety of 
programs, educational attainment levels, ages, and ethnic groups. Their previous academic 
training included disciplines such as the humanities, library science, business, physical and life 
sciences, mathematics, culinary arts, manufacturing, health science, social and behavioral 
sciences, and law. In an effort to encourage respondents to participate in the survey used for this 
study, all responses were developed to be anonymous. 
 
PKVS Utilization Instrument 
Instrument development. Respondents used the instrument developed for this research 
to answer the 15 research questions (Appendix B). The instrument also aided in measuring the 
following variables: (a) organizational factors (evaluation practice, knowledge construction, 
values, and social programming) and (b) the types of utilization (direct utilization, conceptual 
utilization, incremental utilization, persuasive utilization, process utilization, misuse, nonuse, and 
barriers to use). 
Much of the literature concerning how program evaluation and program review are 
utilized investigates a variety of uses, such as direct utilization, instrumental utilization, 
conceptual utilization, incremental utilization, persuasive utilization, process utilization, misuse, 
nonuse, or barriers to use (Barak & Sweeney, 1995; Bassoppo-Moyo, 1999; Cousins & 
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Leithwood, 1986; Hoey, 1993; King & Thompson, 1983; Leviton & Boruch, 1983; Preskill & 
Caracelli, 1997; Preskill, Zuckerman, & Matthews, 2003; Ruhland, 1990; Schwarz & 
Struhkamp, 2007; Shulha & Cousins, 1997; Taut & Alkin, 2003; Weiss, Murphy-Graham, & 
Birkeland, 2005). Furthermore, the literature on the utilization of evaluation results highlights 
empirical and conceptual studies that use a range of methods; utilization is placed at the core and 
outcomes are sought that prove the success of the evaluation. In an examination of empirical 
research on the utilization of evaluation results from 1986 to 2005, Johnson et al. (2009) 
recommended that future research concentrate on identifying the relationship between the 
process measures of evaluation and its outcomes, thus identifying pathways to use.  
However, a relatively small number of studies have examined the factors affecting the 
nature of utilization (Cousins & Leithwood, 1986; Hoey, 1993) without using the framework 
developed by Shadish et al. (1991). Shadish et al. theorized that evaluation practice, knowledge 
construction, values, social programming, and use constitute the knowledge base required for all 
evaluation theories. Specifically, Hoey examined the use factor in terms of direct use, 
incremental use, persuasive use, and conceptual use. Whereas Hoey’s questionnaire was 
successful in identifying the above-mentioned factors, it ignored factors measuring knowledge 
construction, values, and social programming. In addition to neglecting some of the factors listed 
by Shadish et al., the population Hoey used for his study was composed of chief administrative 
officers, not department chairs. Whereas Hoey ignored some organizational factors, he was 
successful in identifying other factors reported in the literature as influencing the utilization of 
program review at community colleges. Hoey successfully identified the extent to which 
program review was used on U.S. community college campuses and the organizational 
influences on program use (institutional size, communication, centralization, locus of the 
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program review function, leadership support, purpose of the evaluation, stakeholder 
involvement, and accreditation region), and he successfully tested his proposed framework as a 
means of understanding the utilization of program review. 
This study investigated the relationships between organizational factors and types of 
utilization stemming from the ICCB Program Review mandate. Whereas existing scales were 
used to investigate what Shadish et al. (1991) identified as key factors in successful program 
evaluation, none was found to measure all five of the criteria laid out in their theory. Therefore, 
the researcher developed subscales using all five aspects of the program review theory of 
Shadish et al. In addition, the researcher assessed the validity and reliability of the subscales 
developed for this study.  
Instrument design. The researcher analyzed the original questionnaire by Hoey (1993) 
and compared it with the literature on the desired outcomes to be measured to aid in the 
development of this study. In addition to using the Hoey questionnaire to develop the instrument 
used in this study, the researcher downloaded an adapted evaluation checklist from the Western 
Michigan University Evaluation Center website (The Evaluation Center, 2009), which aided in 
constructing the instrument. The Evaluation Center provides a convenient website offering 
refereed checklists. The site aids evaluation specialists and users in improving evaluation tasks 
by providing checklists for designing, budgeting, contracting, staffing, managing, and assessing 
evaluations of programs, personnel, students, and other evaluands; collecting, analyzing, and 
reporting evaluation information; and determining merit, worth, and significance. The purpose of 
the site is to improve the quality and consistency of evaluations and enhance an organization’s 
evaluation capacity through the promotion and use of high-quality checklists targeted to specific 
evaluation tasks and approaches.  
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After the researcher analyzed the Hoey questionnaire and the Evaluation Checklist, he 
identified 16 items from the Hoey questionnaire and 9 items from the Evaluation Plans and 
Operations Checklist as a good fit for the development of the PKVS Utilization instrument. The 
remaining items on the PKVS Utilization instrument used to measure specific outcomes of the 
study were identified through the literature. All items were then added to a SurveyMonkey 
survey builder template to develop the questionnaire used in this study (Appendix B). 
Whereas some aspects of the instruments associated with these studies are 
complementary, important differences can be found among the Hoey (1993) survey, the 
evaluation checklists (The Evaluation Center, 2009), and the instrument used in the present 
research. First, as noted above, Hoey studied chief administrative officers to ascertain whether 
program review was used and to what extent it was used. In the present study, the researcher 
collected information from community college department chairs with previous ICCB Program 
Review experience. Second, Hoey’s research investigated the degree and kind of utilization of 
program review recommendations within single-campus community colleges in the United 
States. For the present study, information was collected from all 48 Illinois community colleges. 
Last, Hoey studied the relationships between internal and external factors and program review 
utilization. In the present study, the researcher investigated the relationships among all four 
evaluation criteria outlined by Shadish et al. (1991). Developed primarily by experts for experts 
to advance the field of evaluation, the evaluation checklists are available for anyone to use, and 
they tend to cover a broad range of evaluation tasks and concepts. Because the evaluation 
checklists provide evaluation terms and concepts that are generic in nature, some of these 
concepts were adapted for the instrument and incorporated into it.  
146 
 
Whereas the Hoey questionnaire and the General Values and Criteria Checklist 
adequately fulfilled the purposes for which they were designed, they lacked key areas to 
accomplish the goals of this study. For that reason, the Hoey (1993) questionnaire (Appendix C) 
and the General Values and Criteria Checklist (Appendix D) served as guides in the development 
of the instrument for this study. Furthermore, the researcher drew on his experience as one who 
has conducted ICCB Program Reviews as well as one who has served as an ICCB Program 
Review evaluator for the community college where he is employed. The original Hoey 
questionnaire used a paper-and-pencil format wherein the respondents received the questionnaire 
and returned it to the researcher via postal mail. The Hoey questionnaire was transferred with 
permission from the paper-and-pencil format into an electronic format by using a scanner, and 
this influenced the development of the PKVS Utilization instrument. The Hoey questionnaire 
and the Evaluation Plans and Operations Checklist were used in the development of the PKVS 
Utilization instrument for this study and in the subscales used to collect information from the 
Illinois community college department chairs, as discussed in the following section. 
Instrument questions. Four items (Questions 12 to 15) on the questionnaire were 
developed to investigate organizational factors associated with the ICCB Program Review 
process, namely, evaluation practice, knowledge construction, values, and social programming. 
Additionally, eight items (Questions 16 to 23) on the instrument were developed to investigate 
factors related to the utilization of evaluation results, specifically, direct utilization, conceptual 
utilization, incremental utilization, persuasive utilization, process utilization, misuse, nonuse, and 
barriers to use. These questions were used to explore how respondents would rate types of 
utilization. For both sets of items, respondents were asked to rate a set of statements about their 
beliefs. 
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Open-ended question. An open-ended question allowed respondents to describe in their 
own words the best practices of their college in promoting the use of program review 
recommendations. To accomplish this, each respondent was asked to write the best practices in a 
text box provided in the questionnaire. 
Rating scale. To measure the relationships between organizational factors and utilization 
factors, respondents were asked to rate their level of agreement with each item on a 4-point 
rating scale. The original scale used for this study was forwarded to the Survey Research 
Laboratory of the University of Illinois at Urbana-Champaign (http://www.srl.uic.edu). The 
Survey Research Laboratory is a division of the University of Illinois at Chicago’s College of 
Urban Planning and Public Affairs that provides survey research services to the faculty, staff, 
and students of the University of Illinois at Chicago and at Urbana-Champaign. On the basis of 
feedback from the caseworker assigned to work with the researcher, the original 5-point scale of 
1 (not important at all), 2 (of little importance), 3 (important), 4 (of considerable importance), 
and 5 (of great importance) was refined and changed to the 4-point scale of 1 (not at all), 2 (a 
little), 3 (somewhat), and 4 (a great deal), with no neutral midpoint. Furthermore, a review of 
Question 21 on the instrument, “Indicate the extent to which you believe program review 
recommendations have been misused by being” determined it was negatively worded; therefore, 
the responses were reverse coded as follows: 4 (not at all), 3 (a little), 2 (somewhat), and 1 (a 
great deal).  
 
Frequency Distributions 
Frequency distributions were calculated for all items and placed in tables. Additionally, 
frequency distributions were presented to provide the reader with a snapshot of how many 
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respondents rated an item. Therefore, because the scale used in this study was not an interval-
level scale, frequency distributions of somewhat and above were highlighted in the text. 
Subscales 
The items from the Hoey questionnaire, the Evaluation Plans and Operations Checklist, 
and the literature were combined to form questions for a questionnaire. Each question consisted 
of three to five stems. The questions were grouped together and used to form subscales. Four of 
the questions were used to form the organizational factor subscales (Evaluation Practice, 
Knowledge Construction, Values, and Social Programming) and eight of the questions were used 
to form the utilization factor subscales (Direct Utilization, Conceptual Utilization, Incremental 
Utilization, Persuasive Utilization, Process Utilization, Misuse, Nonuse, and Barriers to Use).  
Missing responses. The findings from each subscale were placed in tables. The 
researcher examined each table to identify any inconsistencies. Any question left unanswered by 
a respondent was noted in the table as missing. Missing responses were included in each table for 
informational purposes only and were not used in any of the calculations performed by SPSS 
(SPSS Statistics Version 21.0, IBM Corporation, Armonk, NY).  
Overall means. The subscales were analyzed by using mean scores and standard 
deviations to determine the central tendency of all responses. The subscales were also analyzed 
by using independent samples t tests to determine differences based on the status of the 
department chair (career or noncareer) and to calculate correlation coefficients and multiple 
regressions to address the research questions. The researcher decided to remove any respondent 
who answered two questions or fewer on a subscale. After the respondents who answered two 
questions or fewer on a subscale were removed, SPSS was used to calculate the mean for that 
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subscale to form an overall mean for each subscale, which was recorded as a new variable by 
using the SPSS Transform function (Table 4). 
Table 4 
Coding Scheme for the New Variables 
New variable Measure 
Number of missing 
respondents 
Pract Evaluation practice 0 
Knowledge Knowledge construction 0 
Values Values 1 
Social Social programming 4 
Direct Direct utilization 2 
Concept Conceptual utilization 2 
Increme Incremental utilization 1 
Persua Persuasive utilization  1 
Process Process utilization 1 
Misuse Misuse 0 
Nonuse Nonuse 0 
 
Evaluation Practice subscale. For this study, the variable evaluation practice was used 
to answer Research Question 1 and to develop the Evaluation Practice subscale. Evaluation 
practice is defined as where evaluation falls in an institution’s hierarchy, system, or structure, as 
well as where program review is carried out and who is overseeing it. This variable was used to 
measure respondents’ assessment of their organization’s evaluation practices. To investigate the 
variable evaluation practice, each respondent was asked to indicate the extent to which he or she 
believed program review (a) met the needs of the ICCB, (b) defined the standards to be used in 
judging program quality, (c) ensured that programs operated cost effectively, (d) made 
evaluation procedures a part of routine events, and (d) engaged decision-makers in using the 
results (Table 5).  
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Table 5 
Evaluation Practice Subscale 
Influence PKVS item Literature Assumption 
Satisfy a state-level 
mandate for program 
reviewa 
What purposes(s) will be 
served?b 
Meets the needs of the 
Illinois Community 
College Board 
Barak and Kniker (2002); 
Laanan (2001); Weiss, 
Gruber, and Carver 
(1986); Zusman (2005) 
The ICCB mandate is 
driving program review  
    
Evaluate program qualitya  
By what standards will the 
evaluation be judged (e.g., 
utility, propriety, feasibility, 
and accuracy)b 
Defines the standards 
to be used in judging 
program quality 
Cousins (2004); Stake et 
al. (1997); Stufflebeam 
(2001) 
Program review sets the 
evaluation standards 
throughout the college 
    
Program review has 
resulted in a more efficient 
use of college resourcesa 
Ensures that programs 
operate cost effectively 
Posavac and Carey (2007); 
Rossi, Wright, and Wright 
(1978) 
Program review holds 
programs accountable  
    
Literature Makes evaluation 
procedures a part of 
routine events 
Lovell and Turner (1988); 
Wholey (1996) 
Program review has 
become part of a 
scheduled process  
    
Literature Engages decision-
makers in using the 
results 
Mark, Henry, and Julnes 
(1999) 
Program review assists 
managers in making 
constrained choices 
Note. PKVS = evaluation practice, knowledge construction, values, and social programming model; ICCB = Illinois 
Community College Board. 
aHoey item. bChecklist item. 
 
The first item used to develop the Evaluation Practice subscale, “(a) meets the needs of 
the Illinois Community College Board,” examined the why of program review. Barak and Kniker 
(2002) contended that state higher education boards use performance measures to improve 
institutional performance, enhance undergraduate education, and increase institutional 
accountability. Weiss, Gruber, and Carver (1986) explored ways in which policy makers think 
about the value of information on compulsory reporting systems installed by the federal 
government to monitor state and local activity. Further, Zusman (2005) explained that 
educational organizations engage in assessment and evaluation as a means to show 
accountability to stakeholders. The next item on the Evaluation Practice subscale, “(b) defines 
the standards to be used in judging program quality,” asked the means by which programs are 
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evaluated. Cousins (2004) defined evaluation as the systematic inquiry to make judgments about 
a program’s merit, worth, and significance and to support program decision-making, whereas 
Stake et al. (1997) asserted that evaluation practice is a long and tedious process of adding to, 
integrating, and refining the value-laden perceptions of a single program. Stufflebeam (2001) 
defined program evaluation as a study designed and conducted to assist in the assessment of an 
object’s merit and worth. The third item on the Evaluation Practice subscale, “(c) ensures that 
programs operate cost effectively,” examined the feasibility of operating programs. Posavac and 
Carey (2007) asked whether the evaluation practice helps people in need and at a reasonable 
cost. Rossi, Wright, and Wright (1978) argued that the essential feature of evaluation research is 
that it attempts to discern whether a program or policy is actually accomplishing what it was 
intended to accomplish. The next item on the Evaluation Practice subscale, “(d) makes 
evaluation procedures a part of routine events,” examined the evaluation traditions of 
organizations. Lovell and Turner (1988) stated that evaluation within most public organizations 
is a matter of developing routines and repertoires. Wholey (1996) suggested that periodic annual 
measurements, known as performance measures, provide public accountability. The last item on 
the Evaluation Practice subscale, “(e) engages decision-makers in using the results,” inspected 
the who of program review. Mark, Henry, and Julnes (1999) viewed evaluation practice as a 
form of sensemaking, the ability that allows humans to understand and observe regularities in 
program evaluation. Weiss (1993) claimed that examining the factors associated with successful 
or unsuccessful outcomes is essential for assisting decision-makers in their efforts to plot their 
courses of action. 
Knowledge Construction subscale. This study examined the variable knowledge 
construction to help answer Research Question 2 and to develop the Knowledge Construction 
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subscale. For this study, knowledge construction was defined as how organizations 
communicate, learn, and grow throughout the evaluation process. To examine this variable and 
develop the Knowledge Construction subscale, each respondent was asked to indicate the extent 
to which he or she believed sharing information in association with program review “(a) provides 
an open forum for information exchange,” “(b) increases decision-maker understanding of the 
program under review,” “(c) improves communication between department chairs and decision-
makers,” “(d) facilitates information sharing between faculty and staff members,” or “(e) 
provides a vehicle that tracks and documents recommendations and their use” (Table 6). 
Table 6 
Knowledge Construction Subscale 
Influence PKVS item Literature Assumption 
Program review at this 
institution provides an open 
forum for information 
exchangea 
Provides an open 
forum for information 
exchange 
Russ-Eft and Preskill 
(2001) 
Program review increases 
information sharing 
    
To what extent do you have 
a better understanding of 
those programs that have 
been through the program 
review processa 
Increases decision-
maker understanding 
of the program under 
review 
Finne, Levin, and Nilssen 
(1995); Lovell and Turner 
(1988) 
Program review provides 
decision-makers with a 
better understanding of the 
programs being reviewed 
    
Program review has 
resulted in improved 
communication between 
faculty and administrationa 
Improves 
communication 
between department 
chairs and decision-
makers 
Owen (2004) Program review increases 
communication between 
department chairs and 
decision-makers 
    
Information gained from 
program reviews is widely 
shared at this institutiona 
Facilitates information 
sharing between 
faculty and staff 
members 
King (2004) Program review increases 
communication between 
department chairs and 
faculty and staff 
    
Considering the 
communication styles of the 
client and other members of 
the audience, how the 
evaluator can best convey 
the evaluation findingsb 
Provides a vehicle that 
tracks and documents 
recommendations and 
their use 
Chen (1994); Rossi 
Lipsey, and Freeman 
(2004); Shadish (1994) 
Program review tracks 
recommendations  
Note. PKVS = evaluation practice, knowledge construction, values, and social programming model; ICCB = Illinois 
Community College Board. 
aHoey item. bChecklist item. 
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The item “(a) provides an open forum for information exchange” on the Knowledge 
Construction subscale was used to investigate the ways community colleges share knowledge 
before, during, and after the program review process. Russ-Eft and Preskill (2001) suggested that 
program evaluation may be used to increase organizational knowledge. The second item making 
up the Knowledge Construction subscale, “(b) increases decision-maker understanding of the 
program under review,” looked at the ways program review informs decision-makers. Finne, 
Levin, and Nilssen (1995) contended that decision-makers have countless sources of knowledge 
about programs, and that evaluation findings need to produce program knowledge according to 
accepted norms of scientific rigor if they are to provide valid and noticeable knowledge about 
programs so that evaluation findings are accepted. Lovell and Turner (1988) suggested that the 
design of most organizations’ decision-making system opposes the facilitation or utilization of 
inquiry that challenges the structure of the organization, the premises of decisions, or the 
mechanisms that support control of the decision-making system. The next item to make up the 
Knowledge Construction subscale, “(c) improves communication between department chairs and 
decision-makers,” examined the department chair–decision-maker feedback loop throughout the 
program review process. Owen (2004) defined evaluation as an activity bounded by the need to 
communicate program-related information to identified audiences who have a legitimate interest 
in that program. The fourth item composing the Knowledge Construction subscale, “(d) 
facilitates information sharing between faculty and staff members,” was used to study how 
information between faculty and staff members is shared during the program review process. 
King (2004) suggested that professional communities foster cultures that treasure both the task to 
be completed and their relationship with colleagues during the evaluation process. The last item 
on the Knowledge Construction subscale, “(e) provides a vehicle that tracks and documents 
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recommendations and their use,” was used to investigate the utilization of recommendations 
stemming from the program review process. Chen (1994) suggested that efforts to advance 
evaluation knowledge involve spending more time and effort organizing, analyzing, and 
reporting evaluation findings. 
Values subscale. The variable values, defined as an institution’s professional climate, 
culture, and standards, was used to answer Research Question 3 and to develop the Values 
subscale. To examine the variable values, the department chairs were asked to indicate the extent 
to which they believed program review respected their college’s professional culture to 
“(a) increase sensitivity to participants’ diversity of values and cultural differences,” “(b) value 
the faculty governance system (union, faculty senate, etc.),” “(c) determine the extent to which 
the internal environment is supportive of change,” “(d) account for the lobbying activities of 
employers,” and “(e) resist political factors” (Table 7).  
Table 7 
Values Subscale 
Influence PKVS item Literature Assumption 
What values will 
undergird this evaluationa 
Increase sensitivity to 
participants’ diversity of 
values and cultural differences 
King (2004); Preskill 
and Torres (1999); 
Schwarz and 
Struhkamp (2007) 
Program review is 
responsive to member 
values  
    
Literature Value the faculty governance 
system (union, faculty senate, 
etc.) 
Lindblom and 
Woodhouse (1993); 
Miller and Campbell 
(2006) 
Program review works 
with the community 
college governance 
system 
    
Literature Determine the extent to which 
the internal environment is 
supportive of change 
Preskill, Zuckerman, 
and Matthews (2003) 
The culture supports 
program review 
    
Literature Account for the lobbying 
activities of employers 
Rossi, Wright, and 
Wright (1978) 
Program review is 
respectful of 
employers’ needs  
    
Literature Resist political factors King (1988) Program review is 
apolitical  
Note. PKVS = evaluation practice, knowledge, values, and social programming model. 
aChecklist item. 
155 
 
The first item on the Values subscale, “(a) increase sensitivity to participants’ diversity of 
values and cultural differences,” explores how the program review process respects the value 
system of community colleges. Lawrence and Cook (1982) warned that the environment within 
which an evaluation is carried out can affect, in negative as well as positive ways, the conduct of 
an evaluation, and therefore the results obtained from it. Preskill and Torres (1999) contended 
that for organizations to learn, individuals and teams must continually question, test, and validate 
their values, beliefs, assumptions, and knowledge and that this learning process helps further the 
evaluation process by valuing and respecting individuals’ history, culture, and opinions. Schwarz 
and Struhkamp (2007) proposed that trust is important in any social interaction, such as trusting a 
statement, person, assumption, or institution. The second item used to develop the Values 
subscale, “(b) value the faculty governance system (union, faculty senate, etc.),” examined how 
program review respects the governance system found in community colleges. Organizations 
often display consistent patterns of decision-making, and understanding these organizational 
patterns is a prelude to effective decision-making. This practice requires a harmony of interests 
or values among all individuals and groups to avoid one group gaining at the other’s expense 
(Lindblom & Woodhouse, 1993). Further, Miller and Campbell (2006) contended that actors at 
the organizational level, such as empowered groups networked to others, compete effectively for 
resources and have the ability to influence policy. The next item on the Values subscale, 
“(c) determine the extent to which the internal environment is supportive of change,” examined 
the reaction to changes brought on by program review. Preskill et al. (2003) warned that 
although stakeholders may be eager to work on an evaluation, the organization’s previous 
experiences with evaluation and the extent to which the organization’s culture supports ongoing 
learning often hinder their full participation. The fourth item used to build the Values subscale, 
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“(d) account for the lobbying activities of employers,” looked at how the concerns of 
stakeholders, such as employers, need to be addressed. Furthermore, Rossi et al. (1978) 
contended that decision-makers have to be sensitive to more than just the latest research findings 
and that inputs such as the opinions and outlooks of political constituents, the lobbying activities 
of organized interest groups, and the ideologies of decision-makers all affect the decision-
making process. The last item used for the Values subscale, “(e) resist political factors,” 
addressed the political influence placed on the program review process. Melkers and Roessner 
(1997) stated that if evaluation is to be effective and useful, not only must it be analytically 
sound, but also its design and conduct must accommodate the political and organizational factors 
that inevitably shape its support and its use. 
Social Programming subscale. In this study, social programming is defined as the 
source of ideas for the design and implementation of programs being evaluated, including their 
political origins and funding. To investigate the variable social programming and develop this 
subscale, respondents were asked to indicate the extent to which they believed stakeholder 
involvement in program review “(a) allows governance, program funding, and program structure 
to play vital roles in decision-making,” “(b) increases the relevancy of curriculum to meet 
employer and workplace needs,” “(c) makes it difficult to change or eliminate programs with 
strong historical origins,” “(d) makes it difficult to change or eliminate programs with strong 
political connections,” and “(e) makes it difficult to change or eliminate programs with strong 
connections to local employer and workplace needs” (Table 8). 
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Table 8 
Social Programming Subscale 
Influence PKVS item Literature Assumption 
Will the evaluation be fair 
to all system participants 
and clients and not biased 
in favor of or against any 
stakeholder perspective(s)?a 
Allows governance, 
program funding, and 
program structure to play 
vital roles in decision-
making 
Alkin (1975); Leviton 
and Cook (1983); 
Wholey (1986) 
External influences also 
affect decisions made 
concerning program 
review recommendations  
    
Ensure currency and 
relevancy of the curriculum 
in relation to employer and 
workplace requirementsb 
Increases the relevancy of 
the curriculum to meet 
employer and workplace 
needs 
Hudgins and Mahaffey 
(1998); ICCB (2008); 
Seagren, Wheeler, 
Creswell, Miller, and 
VanHorn-Grassmeyer 
(1994); Stake (1991) 
Program review is used to 
meet external 
stakeholders’ needs 
    
Literature Makes it difficult to 
change or eliminate 
programs with strong 
historical origins 
Weiss (1998b) Strong historical 
connections to the 
community can make it 
difficult to bring about 
change 
    
Literature Makes it difficult to 
change or eliminate 
programs with strong 
political connections 
Fitzpatrick, Sanders, 
and Worthen (2004) 
Strong political champions 
can make it difficult to 
bring about change 
    
Literature Makes it difficult to 
change or eliminate 
programs with strong 
connections to local 
employer and workplace 
needs 
Lovelace (1987) Strong local advisory 
boards can make it 
difficult to change or 
eliminate programs 
Note. PKVS = evaluation practice, knowledge, values, and social programming model. ICCB = Illinois Community 
College Board. 
aChecklist item. bHoey item. 
 
The first item probed in developing the Social Programming subscale, “(a) allows 
governance, program funding, and program structure to play vital roles in decision-making,” 
considered the external influences decision-makers must face while considering program review 
recommendations. Evaluation may help policy makers decide whether to curtail specific 
programs or levy resources to support them (Wholey, 1986). Government funding is dependent 
on the perception that evaluation is useful in informing social choices for actors at all levels of 
the social system (Leviton & Cook, 1983). Furthermore, Alkin (1975) considered characteristics 
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of the program and the nature of the contextual setting in which it rests as factors determining the 
potential utilization of evaluation and thus affecting the decision-making process. The next item 
on the Social Programming subscale, “(b) increases the relevancy of curriculum to meet 
employer and workplace needs,” considered how the curriculum is revised to meet employer 
needs. Hudgins and Mahaffey (1998) observed that two current issues on the minds of policy 
makers are the rising cost of higher education relative to limited state dollars and the increasing 
concern for whether graduates are academically prepared to enter an increasingly sophisticated 
global workplace. In a study conducted by Seagren et al. (1994), more than 90% of the 
department chairs surveyed identified strengthening the curriculum and changing the curriculum 
in response to technological developments as two of the four challenges facing department 
chairs. Moreover, the statewide ICCB Program Review mandate includes (a) demonstrating the 
accountability of the community college system in maintaining high-quality, cost-effective 
programs that are responsive to the needs of students, businesses, and industries in Illinois, and 
(b) identifying best practices, exemplary innovations, and program issues that need to be 
addressed at the state level by the ICCB (2008). Stake (1991) maintained that evaluation efforts 
should adapt to programs as they evolve, shifting from stability and prior experience in an effort 
to identify new issues and challenges as needed. The last three items used to complete the Social 
Programming subscale investigated changing or eliminating programs with strong historical 
backgrounds: “(c) makes it difficult to change or eliminate programs with strong historical 
origins,” “(d) makes it difficult to change or eliminate programs with strong political 
connections,” and “(e) makes it difficult to change or eliminate programs with strong 
connections to local employer and workplace needs.” Weiss (1998b) maintained that 
organizational conditions might have to change to remove impediments and to supply supportive 
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structures to incorporate and sustain new approaches and activities if program improvement is 
the desired outcome. Fitzpatrick, Sanders, and Worthen (2004) contended that evaluation may 
assist decision-makers in determining whether the object being evaluated is worthy of adoption, 
continuation, or expansion. Last, Lovelace (1987), who conducted an analytic study to 
investigate the perceived status of liberal arts faculty at Bunker Hill Community College, found 
that career programs received resources at the expense of liberal arts programs. 
Direct Utilization subscale. Sometimes known as instrumental use, direct utilization is 
defined as decisions that have a direct effect on a program, such as eliminating ineffective 
programs, adapting programs based on evaluation results, targeting different audiences for a 
program, allocating new budget expenditures for programs, or changing the structure of the 
organization in which programs operate. To investigate this variable used to develop the Direct 
Utilization subscale, department chairs were asked to indicate the extent to which changes made 
to programs as a result of program review would “(a) increase resources for programs,” 
“(b) decrease budgets,” “(c) merge or discontinue programs,” “(d) redesign curriculum,” and 
“(e) increase budgets” (Table 9). 
Table 9 
Direct Utilization Subscale 
Influence PKVS item Literature Assumption 
Increased resources have 
been allocated to programs 
as a result of program 
reviewa 
Increase resources for 
programs 
Lubinescu, Ratcliff, and 
Gaffney (2001) 
The actions taken after 
program review can affect 
programs in a positive 
manner 
    
Program budgets have been 
cut as a result of program 
reviewa 
Decrease budgets Russ-Eft and Preskill 
(2001); Weiss, Murphy-
Graham, and Birkeland 
(2005) 
The actions taken after 
program review can affect 
programs in a negative 
manner 
    
Programs have been 
discontinued or mergeda 
Merge or discontinue 
programs 
Johnson (1998) Weak programs are either 
eliminated or combined  
    
(continued) 
160 
 
Table 9 (continued) 
 
Influence PKVS item Literature Assumption 
Curricula have been 
redesigneda 
Redesign the 
curriculum 
Fitzpatrick, Sanders, and 
Worthen (2004) 
Curricula are updated 
    
Literature Increase budgets Johnson (1998) Program review shows the 
need for increased dollars 
Note. PKVS = evaluation practice, knowledge, values, and social programming model. 
aHoey item. 
 
The first item on the Direct Utilization subscale, “(a) increase resources for programs,” 
examined whether program review can lead to increased gains for the program under review. 
Lubinescu, Ratcliff, and Gaffney (2001) investigated the utilization of recommendations 
stemming from a program review and discovered that it can sometimes boost program notoriety, 
assist students, and increase resources to strengthen a department. Items 2 and 5 on the Direct 
Utilization subscale, “(b) decrease budgets” and “(e) increase budgets,” were studied to identify 
any links between the program review process and program budgets. Johnson (1998) identified 
allocating new budget expenditures for programs as one of the impacts of program review. Russ-
Eft and Preskill (2001) suggested that actively using evaluation findings in ways that are tangible 
and observable or that are seen, heard, or felt are all forms of instrumental (direct) utilization. 
Moreover, Wholey (1996) suggested that program evaluation provides feedback that some 
decision-makers use in the budget decision-making process. The third item making up the Direct 
Utilization subscale, “(c) merge or discontinue programs,” explored how the program review 
process could affect programs under review. Moreover, Johnson (1998) suggested that decisions 
based on instrumental utilization include such actions as eliminating ineffective programs, 
adapting programs based on evaluation results, and targeting different audiences for a program. 
Another impact stemming from the program review process is changing the structure of the 
organization in which programs operate (Weiss, Murphy-Graham, & Birkeland, 2005). The 
fourth item used to develop the Direct Utilization subscale, “(d) redesign curriculum,” was 
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included to investigate what effect program review had on the curricula of programs undergoing 
the program review process. In a case study focusing on the use of program review at a private, 
comprehensive college, Wroblewski (1995) identified curriculum modifications as one of the 
primary components of the review process. 
Conceptual Utilization subscale. Conceptual utilization is defined as an indirect use of 
the ideas and findings of an evaluation, including the variety of ways in which evaluation 
indirectly influences policies, programs, and procedures and often provides stakeholders with 
important inputs into policy or program development. This was the next variable investigated 
and used in the development of the Conceptual Utilization subscale. To explore the variable 
conceptual utilization, respondents were asked to indicate the extent to which program review 
had influenced programs at their college to “(a) clarify individual perceptions concerning the 
program under review,” “(b) improve the college’s image,” “(c) increase awareness about 
program triumphs,” “(d) increase awareness about the needs of programs,” and “(e) change 
program review policies” (Table 10). 
Table 10 
Conceptual Utilization Subscale 
Influence PKVS item Literature Assumption 
Clarify or redefine the 
program mission and goalsa 
Clarify individual 
perceptions concerning 
the program under 
review 
Johnson (1998); Patton 
(1996); Weiss, Murphy-
Graham, and Birkeland 
(2005) 
Program review helps 
people better understand 
the programs being 
reviewed 
    
Program review is really 
just a tool for improving 
our institutional image 
while maintaining the status 
quoa 
Improve the college’s 
image 
Russ-Eft and Preskill 
(2001) 
Program review is used to 
promote the college’s best 
interests 
    
Literature Increase awareness of 
program triumphs 
Henry and Mark (2003); 
Russ-Eft and Preskill 
(2001); Turnbull (1999); 
Fitzpatrick, Sanders, and 
Worthen (2004) 
Program review highlights 
program accomplishments 
(continued) 
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Table 10 (continued) 
 
Influence PKVS item Literature Assumption 
Literature Increase awareness of 
the needs of programs 
Chen (1996); Weiss 
(1979) 
Program review highlights 
program needs 
    
Literature Change program 
review policies 
Wolf (1990) Program review leads to 
changes in the practice 
Note. PKVS = evaluation practice, knowledge, values, and social programming model. 
aHoey item. 
 
The first item on the Conceptual Utilization subscale, “(a) clarify individual perceptions 
concerning the program under review,” was used to investigate how program review can inform 
individuals about the program under review. Patton (1996) remarked that although conceptual 
use tends to be vaguer, it provides users with a better comprehension of the program. Conceptual 
utilization is often described as evaluation findings that change decision-makers’ understanding 
of a program’s operation and that frequently provide new generalizations, ideas, or concepts that 
are useful for making sense of the policy scene (Johnson, 1998; Weiss et al., 2005). The next 
item used to create the Conceptual Utilization subscale, “(b) improve the college’s image,” was 
used to probe the way program review advances the impression a college makes. When used to 
ensure quality programs, program evaluation increases institutional accountability (Russ-Eft & 
Preskill, 2001). Wholey (1986) suggested that evaluation might help decision-makers improve 
the efficiency, quality, effectiveness, and credibility of their organizations. The third item that 
made up the Conceptual Utilization subscale, “(c) increase awareness about program triumphs,” 
considered how the program review process highlighted program achievements. Conceptual 
utilization of evaluation results often clarifies an individual’s or group’s perception of the 
evaluand and usually occurs as a result of hearing a verbal presentation or reading an evaluation 
report or executive summary (Russ-Eft & Preskill, 2001). Considered an indirect use of 
evaluation findings, conceptual utilization includes ways in which evaluation directly influences 
policies, programs, or procedures and often provides stakeholders with newly learned 
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information about a program, its participants, its operations, or its outcomes as well as important 
inputs into policy or program development (Fitzpatrick et al., 2004; Henry & Mark, 2003; 
Turnbull, 1999). The fourth item on the Conceptual Utilization subscale, “(d) increase awareness 
about the needs of programs,” was added to examine whether program review was used to 
inform decision-makers about the needs of the programs under review. Conceptual utilization 
has the ability to influence decision-makers in ways that lead to the utilization of evaluation 
information in future program designs in other settings (Chen, 1996; Weiss, 1979). The last item 
used to construct the Conceptual Utilization subscale, “(e) change program review policies,” 
probed the prospect of program review outcomes having the ability to change the program 
review process itself. Wolf (1990) maintained that evaluation in education leads to better policies 
and practices. 
Incremental Utilization subscale. Incremental utilization, known as the type of 
utilization that brings about decisions on program improvement in small incremental steps, was 
the variable used to develop the Incremental Utilization subscale. In an effort to better 
understand incremental utilization, department chairs were asked to indicate the extent to which 
they believed the long-range effects of program review could “(a) identify recommendations 
gradually,” “(b) support the use of recommendations over time,” “(c) allow administrators to 
engage in long-range planning and decision-making,” “(d) provide interim feedback for program 
improvement,” and “(e) collect a wide range of information about programs that helps make 
change over time” (Table 11). 
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Table 11 
Incremental Utilization Subscale 
Influence PKVS item Literature Assumption 
Literature Identify recommendations 
gradually 
Patton (1996) The recommendations 
stemming from program 
review can help 
decision-makers make 
decisions over time 
    
Literature Support the use of 
recommendations over time 
Johnson (1998) The information from a 
program review can be 
used to support 
decisions made long 
after the process is over 
    
Top administrators at this 
institution rely on program 
review reports for long-
range planning decisionsa 
Allow administrators to 
engage in long-range 
planning and decision-
making 
Rossi, Lipsey, and 
Freeman (2004) 
Recommendations 
stemming from the 
program review process 
can be used in strategic 
planning and goal 
setting 
    
 Literature Provide interim feedback 
for program improvement 
Weiss (1993) Program review 
information can provide 
feedback to make 
adjustments to programs 
from time to time 
    
Literature Collect a wide range of 
information about programs 
that helps make change 
over time 
Bassoppo-Moyo (1999) The information 
collected during the 
program review process 
can aid in the decision-
making process over 
time 
Note. PKVS = evaluation practice, knowledge, values, and social programming model. 
aHoey item. 
The first item used to create the Incremental Utilization subscale, “(a) identify 
recommendations gradually,” explored how recommendations are not always used immediately 
after the completion of the program review process. Patton (1996) contended that decisions 
concerning program improvement tend to come in small, incremental steps based on specific 
evaluation findings. The next item that made up the Incremental Utilization subscale, 
“(b) support the use of recommendations over time,” was used to investigate support for using 
evaluation recommendations over time. Johnson (1998) asserted that evaluation utilization is a 
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continual and diffuse process that is constantly evolving and shifting over time, a process that is 
interdependent with local contextual, organizational, and political dimensions. The third item 
used to create the Incremental Utilization subscale, “(c) allow administrators to engage in long-
range planning and decision-making,” investigated how managers use program review results to 
plan for the future. Shadish et al. (1991) noted that program evaluation assumes that incremental 
improvements in existing programs, better design of new programs, terminating bad programs, 
and replacing them with better ones can improve social problem solving. The fourth item on the 
Incremental Utilization subscale, “(d) provide interim feedback for program improvement,” was 
developed to measure the feedback loop after the review cycle. Weiss (1993) maintained that the 
evaluation must take into account the legitimacy of program goals and program strategies, the 
utility of strategies of incremental reform, and even the appropriate role of the social scientist in 
policy and program formation. The fifth item that made up the Incremental Utilization subscale, 
“(e) collect a wide range of information about programs that helps make change over time,” was 
developed to identify how information is used to make changes over time. In a study by Schwarz 
and Struhkamp (2007) on the use of evaluation results, the authors conducted 35 narrative 
interviews with various stakeholders to investigate the time frame in which decisions took place. 
They reported that administration officials actually seemed to benefit from slow, late-running, 
and less direct use of evaluation because it allowed them to use evaluation results at their own 
convenience and of their own choosing. They noted that more time is required for the 
transformation of insights and recommendations into productive actions. 
Persuasive Utilization subscale. Used as a tool to enhance support for a program, 
persuasive utilization is defined as enlisting evaluation results to influence stakeholders. In an 
effort to better understand the variable persuasive utilization and develop the Persuasive 
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Utilization subscale, respondents were asked to indicate the extent to which they believed 
program review recommendations had been used to “(a) gain support for a program,” “(b) 
influence decision-makers,” “(c) increase personal gain,” “(d) support the use of flawed studies,” 
and “(e) support the use of recommendations” (Table 12).  
Table 12 
Persuasive Utilization Subscale 
Influence PKVS item Literature Assumption 
Literature Gain support for a 
program 
Russ-Eft and Preskill 
(2001) 
Program review outcomes 
can be used to show that the 
program is performing as 
intended 
    
To what extent have 
program reviews at your 
institution enabled you to 
persuade others that 
changes are needed?a 
Influence decision-
makers 
Fitzpatrick, Sanders, and 
Worthen (2004) 
Program review results can 
be useful to support or 
refute political positions 
    
Literature Increase personal gain King (1988) Program review should not 
be manipulated to support 
decision-makers’ 
viewpoints, wants, or needs 
    
Literature Support the use of flawed 
studies 
Wye and Sonnichsen 
(1992) 
The program review process 
should encourage policy 
makers and managers who 
are committed to decisions 
already made to use new 
research results 
    
Literature Support the use of 
recommendations 
Melkers and Roessner 
(1997) 
Program review should be 
effective, useful, and 
analytically sound to 
accommodate the political 
and organizational factors 
that shape its support and 
use 
Note. PKVS = evaluation practice, knowledge, values, and social programming model. 
aHoey item. 
 
The first item on the Persuasive Utilization subscale, “(a) gain support for a program,” 
was developed to investigate the possibility of department chairs using program review to 
increase support for a program. Russ-Eft and Preskill (2001) considered persuasive utilization of 
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evaluation findings a fine line between legitimate use and misuse because results are often used 
to solicit funding or refunding, meet accreditation requirements, or show that the program is 
performing as intended. The second item on the Persuasive Utilization subscale, “(b) influence 
decision-makers,” was used to explore the possibility of program review being used to encourage 
decision-makers to act positively toward the program under review. Persuasive utilization 
sometimes involves using evaluation results to either support or refute political positions 
(Fitzpatrick et al., 2004). The third item to make up the Persuasive Utilization subscale, 
“(c) increase personal gain,” was developed to examine the likelihood of someone benefiting 
personally from the program review process. King (1988) defined persuasive utilization as 
incidences in which individuals utilize evaluation information for such things as personal gain, 
adding power to their position by citing studies, pulling out printouts, or having an evaluator say 
what an individual is unable to say himself or herself. The next item used to develop the 
Persuasive Utilization subscale, “(d) support the use of flawed studies,” was developed to 
consider the probability that decision-makers may be using studies that are not methodologically 
sound. Wye and Sonnichsen (1992) contended that even when evaluations are sound, 
appropriate, and useful, decision-makers might hesitate to accept these findings. Alkin and Coyle 
(1988) maintained that most decision-makers are cognizant of the use of methodologically 
flawed studies. The fifth item used to develop the Persuasive Utilization subscale, “(e) support 
the use of recommendations,” was developed to investigate the use of program review to garner 
support for recommendations stemming from the program review. Furthermore, Melkers and 
Roessner (1997) warned that not only should evaluation be effective, useful, and analytically 
sound, but also that its design and conduct must accommodate the political and organizational 
factors that inevitably shape its support and use. 
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Process Utilization subscale. Process utilization is defined as the impact of participating 
in an evaluation that addresses not only the use of the evaluation findings, but also the manner in 
which the evaluation (and the evaluation process) influences individuals or organizations. To 
bring a better understanding to the variable process utilization and to develop the Process 
Utilization subscale, respondents were asked to indicate the extent to which they believed the 
program review process “(a) ensures that stakeholders share responsibility for the evaluation 
process,” “(b) generates an appreciation of the evaluation process,” “(c) increases professional 
development during the evaluation process,” “(d) guides and shapes the evaluation process,” and 
“(e) is resistant to change” (Table 13). 
Table 13 
Process Utilization Subscale 
Influence PKVS item Literature Assumption 
Literature Ensures that stakeholders 
share responsibility for 
the evaluation process 
Forss, Rebien, and 
Carlsson (2002) 
Stakeholders should be involved in 
the planning and implementation of 
the program review process 
    
Literature Generates an 
appreciation of the 
evaluation process 
Alkin and Taut (2003) Program review allows those involved 
in the process to generate new skills 
    
Literature Increases professional 
development during the 
evaluation process 
Preskill and Torres (1999) The program review process provides 
activities to increase organizational 
learning 
    
Literature Guides and shapes the 
evaluation process 
Patton (2008) Engaging in the program review 
process changes the way people feel 
about evaluation 
    
Literature Is resistant to change Johnson (1998) The way the program review process 
generates long-term payoffs through 
improved skills, improved 
communication, and improved 
decision-making increases utilization 
and participation 
Note. PKVS = evaluation practice, knowledge, values, and social programming model. 
The first item on the Process Utilization subscale, “(a) ensures that stakeholders share 
responsibility for the evaluation process,” explored the role stakeholders play in the review 
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process. Forss, Rebien, and Carlsson (2002) defined the process utilization of evaluation as the 
utility to stakeholders involved in the planning and implementation of an evaluation, causing 
changes in decision-maker thinking, causing staff to mobilize around a course of action, or 
reinforcing the impact of a program. The second item used to create the Process Utilization 
subscale, “(b) generates an appreciation of the evaluation process,” was developed to examine 
how well the program review process is received by the individuals required to participate in it. 
In the case of process utilization, however, the conduct of the evaluation itself also enables 
potential users to acquire new skills and modify their behavior (Alkin & Taut, 2003). Further, 
Lubinescu et al. (2001) suggested that the results of program review are more likely to be used 
and to lead to targeted enhancements when administrators take the process seriously. The third 
item used to create the Process Utilization subscale, “(c) increases professional development 
during the evaluation process,” was used to discover whether the program review process brings 
about professional development for those involved in the process. Preskill and Torres (1999) 
contended that organizational learning thrives when the evaluation process includes activities 
conducted to stimulate organizational members’ interest and involvement in personal and 
professional growth opportunities. The next item that made up the Process Utilization subscale, 
“(d) guides and shapes the evaluation process,” was developed to explore how the program 
review process guides the evaluation at Illinois community colleges. Patton (1997) reported that 
process use refers to the impact of participating in an evaluation, such as resulting in improved 
mutual understanding among those participating in the evaluation, better support and 
reinforcement for the program and institution, and an enhanced culture of learning. The last item 
used to develop the Process Utilization subscale, “(e) is resistant to change,” was developed to 
investigate whether the program review process is resistant to change. Last, process utilization 
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results from experiential learning and reflection and involves learning to think like an evaluator, 
possibly providing long-term payoffs through improved skills, improved communication, 
improved decision-making, increased utilization of evaluation procedures, changes in the 
organization, and an increased confidence in and sense of ownership of the evaluation products 
(Johnson, 1998).  
Misuse subscale. Defined as the intentional (and even malicious) manipulation of some 
aspect of an evaluation (evaluative results, for example) to gain some thing, position, or support, 
the misuse variable was used to examine the unintentional use of program review results. The 
Misuse subscale was created in an effort to better observe the role misuse plays in the program 
review process. Respondents were asked to indicate the extent to which they believed program 
review recommendations had been misused by being “(a) manipulated by decision-makers,” 
“(b) distorted by decision-makers,” “(c) used to support decision-maker interests,” and “(d) used 
even if the recommendations are considered unacceptable” (Table 14). 
Table 14 
Misuse Subscale 
Influence PKVS item Literature Assumption 
Literature Manipulated by decision-
makers 
King (1988) Decision-makers may 
influence the program 
review process 
    
Literature Distorted by decision-makers Patton (2008) Increased use may lead to 
increased misuse 
    
Literature Used to support decision-
maker interests 
Shulha and Cousins (1997) Strong program review 
practices may decrease 
results used to support 
decision-makers’ interests 
    
Literature Used even if the 
recommendations are 
considered unacceptable 
Alkin and Coyle (1988) Decision-makers may use 
recommendations to 
support their own purposes 
Note. PKVS = evaluation practice, knowledge, values, and social programming model. 
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The first item on the Misuse subscale, “(a) manipulated by decision-makers,” was used to 
study the possibility of intentional misuse by decision-makers. King (1988) claimed that one of 
the most powerful influences on the conduct of the evaluation and the utilization of evaluation 
results within an organization is clout. The second item on the Misuse subscale, “(b) distorted by 
decision-makers,” was developed to investigate whether decision-makers are distorting program 
review results. Patton (2008) contended that misuse is not at the opposite end of a continuum of 
use; rather, they are two separate dimensions sharing a positive and direct relationship. Patton 
warned that when use increases, misuse will increase as well. The third item on the Misuse 
subscale, “(c) used to support decision-maker interests,” examined whether managers were using 
program review to promote their own interests. In a review of the literature, Shulha and Cousins 
(1997) highlighted several studies supporting the challenge to develop an understanding of 
misuse. They suggested that the more evaluators become schooled in the structure, culture, and 
politics of their program and policy communities, the better prepared they will be to be strategic 
about the factors most likely to affect use. The last item on the Misuse subscale, “(d) used even if 
the recommendations are considered unacceptable,” examined the likelihood of decision-makers 
using program review findings they find unacceptable. Cook and Shadish (1986) contended that 
decision-makers are exposed to a variety of information; however, some choose to utilize 
evaluation findings in ways that suit their own purposes but that are not closely linked to the 
evaluator’s major stated conclusions. 
Nonuse subscale. Often defined as when evaluation results are not used, the variable 
nonuse was used to develop a subscale to investigate nonaction after program review on the part 
of decision-makers. In an effort to explore nonuse, department chairs were asked to indicate the 
extent to which they believed program review reports had been “(a) used even if the reports were 
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contrary to decision-makers’ needs,” “(b) shelved and not used,” and “(c) ignored by decision-
makers” (Table 15).  
Table 15 
Nonuse Subscale 
Influence PKVS item Literature Assumption 
Literature Used even if the reports 
were contrary to decision-
makers’ needs 
Wye and Sonnichsen (1992) Program review should not be 
influenced by a decision-
maker’s comfort zone 
    
Literature Shelved and not used  Program review is a waste of 
time if the results are not used 
    
Literature Ignored by decision-
makers 
 Program review should be 
guided by sound evaluation 
practices 
Note. PKVS = evaluation practice, knowledge, values, and social programming model. 
 
The first item on the Nonuse subscale, “(a) used even if the reports were contrary to 
decision-makers’ needs,” was developed to explore whether decision-makers would use 
evaluation findings that opposed their needs. Wye and Sonnichsen (1992) suggested that policy 
makers and managers are simply too committed to decisions already made to use new research 
results. The second item that made up the Nonuse subscale, “(b) shelved and not used,” was 
developed to identify the possibility that program review results are being shelved. Alkin and 
Coyle (1988) maintained that some users intentionally shelve the evaluation findings. 
Furthermore, King and Pechman (1984) suggested that for evaluators to see their works placed 
on bookshelves never to be looked at again often raises questions concerning the value of their 
activities. The third and last item that made up the Nonuse subscale, “(c) ignored by decision-
makers,” was developed to examine the likelihood that decision-makers are ignoring program 
review results. Wye and Sonnichsen (1992) contended that even when evaluations are sound, 
appropriate, and useful, decision-makers might hesitate to accept the evaluator’s findings. 
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Barriers to Use subscale. Barriers to use is defined as factors that hinder the evaluation 
process or the utilization of its results. The Barriers to Use subscale was developed to identify 
the obstacles department chairs face when trying to move through the program review process. 
To examine the barriers department chairs must face while conducting program review, 
respondents were asked to indicate the barriers they believed hindered productive program 
review: “(a) lack of access to administrators for clarification or guidance,” “(b) lack of access to 
data for the review,” “(c) too few resources to conduct the review,” “(d) inadequate time to 
conduct the review,” “(e) poor institutional communication,” “(f) insensitivity to participants’ 
values or cultural differences,” “(g) interference from external stakeholders,” “(h) findings 
support or refute political positions,” and “(i) incompetence of the evaluator” (Table 16).  
Table 16 
Barriers to Use Subscale 
Influence PKVS item Literature Assumption 
In your estimation, what 
degree of access to top 
administrators is afforded 
to those who conduct 
program reviews at your 
institution?a 
Lack of access to 
administrators for 
clarification or guidance 
Birnbaum and Eckel 
(2005) 
The program review 
should be top down 
    
What existing data may the 
evaluators use, and what 
new data may they obtain?b 
Lack of access to data for 
the review 
Alkin and Coyle 
(1988) 
The program review 
process should include 
safeguards to ensure that 
those conducting the 
review have the data they 
require 
    
Have the resources for the 
evaluation been 
appropriately distributed 
across data collection, 
analysis, and reporting, 
with the most effort placed 
on the most important 
information requirements?b 
Too few resources to 
conduct the review 
Taut and Alkin (2003) The program review 
process needs to be 
supported with the proper 
resources to be effective 
    
(continued) 
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Table 16 (continued) 
 
Influence PKVS item Literature Assumption 
Literature Inadequate time to conduct 
the review 
Taut and Alkin (2003) Program review requires 
adequate time to 
successfully identify 
program strengths and 
weaknesses  
    
Program review has 
resulted in improved 
communication between 
faculty and administratorsa 
Poor institutional 
communication 
March and Heath 
(1994) 
Communication is the 
pipeline for knowledge 
flow 
    
Literature Insensitivity to participants’ 
values or cultural 
differences 
Morgan (1997) A lack of communication 
across cultures, across 
generations, or across 
professional specialties 
inhibits decision-making 
    
Literature Findings support or refute 
political positions 
Wholey (2001) The program review is 
sometimes fraught with 
political land mines 
    
Literature Incompetence of the 
evaluator 
Taut and Alkin (2003) The program review 
processes should ensure 
proper training for all 
those involved 
Note. PKVS = evaluation practice, knowledge, values, and social programming model. 
aHoey item. bChecklist item. 
 
The first item on the Barriers to Use subscale, “(a) lack of access to administrators for 
clarification or guidance,” can act as a barrier in the program review process. Birnbaum and 
Eckel (2005) contended that the president of educational organizations carries out the policies of 
the trustees, supervises subordinates, allocates resources, and establishes systems of 
accountability, and must be responsive to the needs of various constituencies, including those 
conducting program reviews. The next item used to make up the Barriers to Use subscale, 
“(b) lack of access to data for the review,” was developed to examine the role of access to 
knowledge in the program review process. Alkin and Coyle (1988) emphasized the importance 
of proper evaluation practices and considered using flawed data collection techniques a 
miscarriage of proper evaluation. Furthermore, in a study conducted by Taut and Alkin (2003), 
they discovered that the main factor hindering the evaluation process was inadequate data 
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systems. The third item on the Barriers to Use subscale, “(c) too few resources to conduct the 
review,” was developed to examine the role access to resources plays during the evaluation 
process. In a study conducted to examine the perceived barriers to evaluation use in the context 
of a university outreach program, Taut and Alkin found that participants commented the most on 
the lack of staff resources. The fourth item on the Barriers to Use subscale, “(d) inadequate time 
to conduct the review,” was used to discover whether department chairs considered having 
inadequate time to conduct the review a barrier. Taut and Alkin considered a lack of resources, 
especially a lack of program staff time, an important contextual factor hindering the conduct of 
evaluations. The fifth item on the Barriers to Use subscale, “(e) poor institutional 
communication,” was used to gauge the effective use of institutional communication during 
program review. Morgan (1997) suggested that by opening and closing channels of 
communication and filtering, summarizing, analyzing, and shaping knowledge, individuals 
advance their interests; he warned that the control of knowledge, facilitated through 
organizational factors such as hierarchy and departmental divisions, further influences the flow 
of information. The sixth item on the Barriers to Use subscale, “(f) insensitivity to participants’ 
values or cultural differences,” was used to explore whether culture serves as an obstacle to 
program review. March and Heath (1994) warned that it is difficult to communicate across 
cultures, across generations, or across professional specialties for decision-making. The next 
item on the Barriers to Use subscale, “(g) interference from external stakeholders,” was used to 
examine the role external stakeholders play as possible deterrents to successful program review. 
Weiss (1998a) cautioned that it is difficult to foresee patterns of use and warned that champions 
engaged in the evaluation might face distractions or political obstacles, resulting in a loss of 
interest in the recommendations. Moreover, Weiss cautioned that apathetic stakeholders could 
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become enthusiastic and put recommendations to use for their own personal agendas as well as 
for the sake of the program and that positive relationships with decision-makers did not 
necessarily guarantee compliance. The next item on the Barriers to Use subscale, “(h) findings 
support or refute political positions,” was developed to investigate the effect political positions 
have on the use of program review results. Wholey (2001) cautioned that progress in evaluations 
has often been followed by setbacks and disappointments in the face of political, organizational, 
and technical challenges. The last item on the Barriers to Use subscale, “(i) incompetence of the 
evaluator,” examined the abilities of the person conducting the review as a possible setback to 
program review. Taut and Alkin discovered that program staff perceived the competence of the 
evaluator(s) as a barrier to effective evaluation and considered social competence, along with 
context or program knowledge, more important than technical competence. 
 
 Validity and Reliability 
Validity. This section addresses the validity and reliability of the measures obtained from 
the instrument. Validity refers to whether the meaning of the ideas in the instrument is consistent 
with what the researcher was intending to measure; it ensures that the data gathered make sense 
and enable the researcher to draw logical and credible conclusions. Reliability refers to the 
stability and consistency of the ideas being measured. 
To ensure content validity, a panel of experts employed at a community college who had 
diverse knowledge of and backgrounds in community college program review studied the 
proposed online questionnaire via e-mail to provide the researcher with feedback on whether the 
key questions presented in the study were adequately reflected in the instrument. The panel was 
asked whether the questionnaire adequately measured the theory and whether they believed the 
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factors were presented concisely in the items, scales, and drop-down boxes contained in the 
proposed instrument. The instrument was considered internally valid when, according to the 
panel of experts, it measured what the study was claiming to measure. For this study, the 
intended measurement was the strength of the relationship between the use of program review 
recommendations and the variables of evaluation practice, knowledge construction, values, and 
social programming. 
Reliability. The items incorporated into the questionnaire were associated with the 
subscales mentioned previously. An important consideration in determining the overall efficacy 
of this research was whether the indices developed for this research produced dependable and 
consistent results. Cronbach’s   was used to determine the reliability of subscales representing 
the organizational factors as well as the types of utilization (Tables 17 and 18). Analysis of the 
organizational factor subscale items produced Cronbach’s   values ranging between .75 and .91. 
Analysis of the utilization subscale items produced Cronbach’s   values between .80 and .95. 
These results indicate an acceptable range of internal reliability for these items because the closer 
the Cronbach’s   is to 1.0, the greater is the internal consistency of the items on the scale 
(Jaeger, 1993). All the subscales yielded an   level at or above the .60 minimum recommended 
by Devellis (2003), indicating they could be used with confidence. Additionally, item total 
correlation results were considered for all items on each subscale. Items with less than .40 were 
considered for possible exclusion from the subscale, and as a consequence, Items 19c “increase 
personal gain,” and 19d, “support the use of flawed studies,” in the Persuasive Utilization 
subscale; Item 20e, “is resistant to change,” in the Process Utilization subscale; and Item 22a, 
“used even if the reports were contrary to decision-makers’ needs,” in the Nonuse subscale were 
deleted. 
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Table 17 
Cronbach’s α Levels for the Organizational Factor Subscales 
Organizational factor subscale Cronbach’s   Number of items 
Evaluation Practice .86 5 
Knowledge Construction .91 5 
Values .88 5 
Social Programming .75 5 
 
Table 18 
Cronbach’s α Levels for the Types of Utilization Subscales 
Utilization subscale Cronbach’s   Number of items 
Direct Utilization .80 5 
Conceptual Utilization .89 5 
Incremental Utilization .95 5 
Persuasive Utilization .90 3 
Process Utilization .90 4 
Misuse .94 4 
Nonuse .91 2 
 
 
The Variables 
Criterion variable. The criterion variable is the utilization of program review 
recommendations, which involves multiple variables that measure how, when, where, and why 
program review recommendations are used; what obstacles inhibit their use; and what role new 
information plays in decision-making. Utilization was divided into eight subscales: Direct 
Utilization, Conceptual Utilization, Incremental Utilization, Persuasive Utilization, Process 
Utilization, Misuse, Nonuse, and Barriers to Use. For this study, direct utilization refers to using 
evaluation findings as a foundation for action (Johnson, 1998) immediately after a program 
review. Conceptual utilization is considered an indirect use of the ideas and findings of an 
evaluation, including the variety of ways in which evaluation indirectly influences policies, 
programs, and procedures; it often provides stakeholders with important inputs into policy or 
program development (Fitzpatrick et al., 2004). Incremental utilization refers to decisions 
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concerning program improvement that come in small, incremental steps based on specific 
evaluation findings (Patton, 2001). Persuasive utilization refers to enlisting the evaluation results 
to support or refute political positions (Fitzpatrick et al., 2004) or to influence stakeholders 
(Shadish et al., 1991). Process utilization refers to the impact of participating in an evaluation, 
such as improved mutual understanding among those participating in the evaluation, better 
support and reinforcement for the program and institution, and an enhanced culture of learning 
(Patton, 1997). Misuse refers to the intentional (and even malicious) manipulation of some aspect 
of an evaluation (evaluative results, for example) to gain some thing, position, or support (Alkin 
& Coyle, 1988). Nonuse refers to instances when evaluation results are not used; one example of 
nonuse is the shelving of an evaluation report without action (Alkin & Coyle). Barriers to use 
refers to factors that contribute to nonuse and misuse that hinder the evaluation process or the 
utilization of results. 
Predictor variables. This study used organizational factors as predictor variables; these 
variables were evaluation practice, knowledge construction, values, and social programming and 
are referred to in this study as the PKVS model. Shadish et al. (1991) claimed these factors 
combine in a symbiotic relationship into an ideal evaluation framework. Evaluation practice 
refers to where evaluation falls in an institution’s hierarchy, system, or structure; in this study, it 
refers to the unit where program review is carried out and who is overseeing it. Knowledge 
construction is defined as how organizations communicate, learn, and grow throughout the 
evaluation process. Values refers to an institution’s professional climate, culture, and standards. 
Last, social programming refers to the source of ideas for the design and implementation of the 
programs being evaluated, including their political origins and funding; it is the fourth predictor 
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variable. The survey items and associated variables that form the PKVS model are described in 
detail in Table 19. 
Open-ended question variables. The researcher examined the open-ended responses in 
their entirety to develop a general sense of the affect, motivation, and needs respondents 
reflected in their statements. After an initial examination of the open-ended statements provided 
by the respondents, the researcher focused on the substance of each sentence. Each response was 
examined to determine whether the concerns expressed were related to an organizational factor 
or a type of utilization in the study. 
The researcher also used the services of another individual to code the responses 
independently. This process, called check coding, was recommended by Miles and Huberman 
(1994) as a means of providing definitional clarity. The researcher conducting the check coding 
had completed her doctoral degree in education and was trained in both qualitative and 
quantitative research methods. This individual was selected because of her work in an Illinois 
community college, her familiarity with the ICCB Program Review process, and her recent 
doctoral-level research experience.  
To initiate the check coding process, the second coder was provided with detailed 
information concerning the framework developed for this study (Shadish et al., 1991), a copy of 
the researcher’s instrument, and the responses to the open-ended question from the instrument to 
serve as a guide for coding the responses. The second coder was instructed to read the material 
before coding any of the chair’s responses and then to code the first few responses for review by 
the researcher. Upon receipt of the preliminary findings, the researcher compared the coding 
results of the second coder with his own findings. Initial results indicated that approximately 
40% of the results were coded the same by both the researcher and the second coder.  
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Table 19 
 
PKVS Utilization Variable Source Crosswalk 
 
Survey item Response metric 
Level of 
measurement Variable type 
Item representation 
on the survey 
P K V S U 
1. Do you agree to the consent information listed above? 1 = Yes 
2 = No 
       
         
2. Are you currently or have you ever been a department chair (choose 
the best response)? 
1 = Yes—currently  
2 = Yes—not currently  
3 = No—never been 
Nominal Independent      
         
3. How many years have you been employed at your present community 
college? 
Open ended (#) Ratio Independent      
         
4. How many years have you been a department chair at your present 
community college? 
Open ended (#) Ratio Independent      
         
5. How many years have you served as department chair of any 
community college? 
Open ended (#) Ratio Independent      
         
6. Are you now or have you ever been a chair of any of the following 
departments? 
1 = Yes—academic 
2 = Yes—career 
3 = Yes—cross 
4 = Other 
Nominal Independent      
         
7. Did your community college participate in the Illinois Community 
College Board (ICCB) Program Review Process in academic year 
2006–2007, academic year 2007–2008, or academic year 2008–2009? 
Check all that apply. 
 
Yes—2006–2007 
Yes—2007–2008 
Yes—2008–2009 
No 
Nominal Independent      
8. In your role as department chair, did you conduct a program review 
for your department during academic year 2006–2007, academic year 
2007–2008, or academic year 2008–2009? Check all that apply. 
Yes—2006–2007 
Yes—2007–2008 
Yes—2008–2009 
No 
Nominal Independent      
(continued) 
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Table 19 (continued) 
 
Survey item Response metric 
Level of 
measurement Variable type 
Item representation 
on survey 
P K V S U 
9. Were you responsible for conducting the review?  
 
1 = Yes 
2 = No 
Nominal Independent      
         
10. What is the total number of program reviews that you have conducted 
or participated in conducting during the entire time you were a 
department chair at your present community college? 
Open ended (#) Ratio Independent      
         
         
11. What is the total number of program reviews that you have conducted 
or participated in conducting during the entire time you were a 
department chair at your previous community colleges? 
Open ended (#) Ratio Independent     
 
         
12. Indicate the extent to which you believe program review: 
 
1 = Not at all 
2 = A little 
3 = Somewhat 
4 = A great deal 
Interval Independent      
meets the needs of the Illinois Community College Board.    X     
defines the standards to be used in judging program quality.    X     
ensures that programs operate cost effectively.    X     
makes evaluation procedures a part of routine events.    X     
engages decision-makers in using the results.    X     
         
13. Indicate the extent to which you believe sharing information in 
association with program review: 
1 = Not at all 
2 = A little 
3 = Somewhat 
4 = A great deal 
Interval Independent 
     
provides an open forum for information exchange.     X    
increases decision-maker understanding of the program under review.     X    
improves communication between department chairs and decision-
makers. 
 
  
 X    
facilitates information sharing between faculty and staff members.     X    
provides a vehicle that tracks and documents recommendations and 
their use. 
    X    
(continued) 
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Table 19 (continued) 
 
Survey item Response metric 
Level of 
measurement Variable type 
Item representation 
on survey 
P K V S U 
14. Indicate the extent to which you believe program review respects your 
college’s professional culture to: 
1 = Not at all 
2 = A little 
3 = Somewhat 
4 = A great deal 
Interval Independent 
     
increase sensitivity to participants’ diversity of values and cultural 
differences. 
 
  
  X   
value the faculty governance system (union, faculty senate, etc.).       X   
determine the extent to which the internal environment is supportive 
of change. 
 
  
  X   
account for the lobbying activities of employers.       X   
resist political factors.      X   
         
15. Indicate the extent to which you believe stakeholder involvement in 
program review: 
1 = Not at all 
2 = A little 
3 = Somewhat 
4 = A great deal 
Interval Independent 
     
allows governance, program funding, and program structure to play 
vital roles in decision-making. 
 
  
   X  
increases the relevancy of curriculum to meet employer and 
workplace needs.  
 
  
   X  
makes it difficult to change or eliminate programs with strong 
historical origins.  
 
  
   X  
makes it difficult to change or eliminate programs with strong 
political connections.  
 
  
   X  
makes it difficult to change or eliminate programs with strong 
connections to local employer and workplace needs.  
   
   X  
         
(continued) 
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Table 19 (continued) 
 
Survey item Response metric 
Level of 
measurement Variable type 
Item representation 
on survey 
P K V S U 
16. Indicate the extent to which changes made to programs as a result of 
program review: 
1 = Not at all 
2 = A little 
3 = Somewhat 
4 = A great deal 
Interval Dependent 
     
increase resources for programs.         U1 
decrease budgets.         U1 
merge or discontinue programs.         U1 
redesign curriculum.         U1 
increase budgets.        U1 
         
17. Indicate the extent to which program review has influenced programs 
at your college to: 
1 = Not at all 
2 = A little 
3 = Somewhat 
4 = A great deal 
Interval Dependent 
     
clarify individual perceptions concerning the program under review.        U2 
improve the college’s image.        U2 
increase awareness about program triumphs.        U2 
increase awareness about the needs of programs.        U2 
change program review policies.        U2 
         
18. Indicate the extent to which you believe the long-range effects of 
program review: 
1 = Not at all 
2 = A little 
3 = Somewhat 
4 = A great deal 
Interval Dependent 
     
identify recommendations gradually.         U3 
support the use of recommendations over time.         U3 
allow administrators to engage in long-range planning and decision-
making. 
   
    U3 
provide interim feedback for program improvement.         U3 
collect a wide range of information about programs that helps make 
change over time. 
   
    U3 
         
(continued) 
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Table 19 (continued) 
 
Survey item Response metric 
Level of 
measurement Variable type 
Item representation 
on survey 
P K V S U 
19. Indicate the extent to which you believe program review 
recommendations have been used to: 
1 = Not at all 
2 = A little 
3 = Somewhat 
4 = A great deal 
Interval Dependent 
     
gain support for a program.         U4 
influence decision-makers.        U4 
increase personal gain.        U4 
support the use of flawed studies.        U4 
support the use of recommendations.        U4 
         
20. Indicate the extent to which you believe the program review process: 1 = Not at all 
2 = A little 
3 = Somewhat 
4 = A great deal 
Interval Dependent 
     
ensures that stakeholders share responsibility for the evaluation 
process.  
   
    U5 
generates an appreciation of the evaluation process.         U5 
increases professional development during the evaluation process.         U5 
guides and shapes the evaluation process. N        U5 
is resistant to change.        U5 
         
21. Indicate the extent to which you believe program review 
recommendations have been misused by being: 
1 = Not at all 
2 = A little 
3 = Somewhat 
4 = A great deal 
Interval Dependent 
     
manipulated by decisionmakers.        U6 
distorted by decision-makers.        U6 
used to support decision-maker interests.        U6 
used even if the recommendations are considered unacceptable.        U6 
         
(continued) 
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Table 19 (continued) 
 
Survey item Response metric 
Level of 
measurement Variable type 
Item representation 
on survey 
P K V S U 
22. Indicate the extent to which you believe program review reports have 
been: 
1 = Not at all 
2 = A little 
3 = Somewhat 
4 = A great deal 
Interval Dependent 
     
used even if the reports were contrary to decision-makers’ needs.        U7 
shelved and not used.        U7 
ignored by decision-makers.        U7 
         
23. Indicate the barriers you believe get in the way of productive program 
review. Check all that apply. 
 Nominal Independent      
lack of access to administrators for clarification or guidance.        U8 
lack of access to data for the review.        U8 
too few resources to conduct the review.        U8 
inadequate time to conduct the review.        U8 
poor institutional communication.        U8 
insensitivity to participants’ values or cultural differences.        U8 
interference from external stakeholders.        U8 
findings support or refute political positions.        U8 
incompetence of the evaluator.        U8 
         
24. Please share your college’s best practices that promote the use of 
program review recommendations in the text box below. 
Open-ended text Nominal Independent 
     
         
25. Please provide the discipline that best describes your predominant 
academic training. 
Open-ended text Nominal Independent 
     
         
26. Please indicate your highest degree obtained. 1 = Technical  
2 = AA/AS/AAS 
3 = BA/BS 
4 = MA/MS 
5 = EdD/PhD 
6 = Other 
Ordinal Independent 
     
         
(continued) 
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Table 19 (continued) 
 
Survey item Response metric 
Level of 
measurement Variable type 
Item representation 
on survey 
P K V S U 
27. Please indicate your gender. 1 = Male 
2 = Female 
Nominal Independent 
     
         
28. Please indicate your ethnicity. Check all that apply. 1 = Hispanic 
2 = Latino 
3 = Spanish 
4 = Non-applicable 
Ordinal Independent 
     
         
29. Please indicate your race. Check all that apply. 1 = White 
2 = Black or African 
3 = American Indian 
or Alaskan 
4 = Asian Indian 
5 = Chinese 
6 = Filipino 
7 = Japanese 
8 = Korean 
9 = Vietnamese 
10 = Other Asian 
11 = Native Hawaiian 
12 = Guamanian or 
Chamorro 
13 = Samoan 
14 = Other Pacific 
Islander 
15 = Some other race 
Ordinal Independent 
     
30. What was your date of birth? Open ended (#) Ratio Independent      
         
31. Choose below to exit survey and enter a drawing to win one of four 
$100 www.amazon.com gift certificates or to exit the survey. 
1 = Enter drawing 
2 = End survey 
Nominal Independent 
     
Note. P = evaluation practice; K = knowledge construction; V = values; S = social programming; U1 = direct utilization; U2 = conceptual utilization; U3 = 
incremental utilization; U4 = persuasive utilization; U5 = process utilization; U6 = misuse; U7 = nonuse; U8 = barriers to use. 
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The researcher and the second coder discussed the differences that appeared and developed a 
plan for proceeding with the process. This plan involved identifying recurring themes that 
appeared in the statements observed by both researchers. The researchers then decided to use 
these recurring themes to develop a coding protocol to categorize the responses. At the 
completion of the initial coding process, both researchers continued to code the remaining 
responses by using the same method and the agreed-upon protocol. Preliminary findings 
indicated the researchers achieved a reliability rate of 90%. After a brief discussion, the 
researcher and the second coder reached a conclusion on the final coding protocol to use for 
analysis. The protocol is presented in Table 20. 
Table 20 
Protocol for Categorizing Responses to the Open-Ended Question  
Recurring theme Protocol 
Evaluation practice Concerns or suggestions related to the evaluation practices used at the 
respondent’s institution. 
  
Knowledge construction Concerns or suggestions related to the procedures used to gather, 
distribute, or share knowledge at the respondent’s institution. 
  
Social programming Concerns or suggestions related to the stakeholders involved in the 
program review process at the respondent’s institution. 
  
Direct utilization Concerns or suggestions related to direct actions resulting from the 
program review process. 
  
Incremental utilization Concerns or suggestions related to decisions made over time resulting 
from the program review process. 
  
Persuasive utilization Concerns or suggestions related to how program review recommendations 
are used to persuade decision-makers. 
  
Nonuse Concerns or suggestions related to the nonuse of program review 
recommendations. 
 
The theme of evaluation practice was coded to identify statements that mentioned 
concerns or suggestions related to the evaluation practices used at the respondent’s institution. 
The theme of knowledge construction identified statements that were related to procedures used 
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to gather, distribute, or share knowledge at the respondent’s institution. Statements associated 
with the theme of social programming were used to identify concerns or suggestions related to 
the stakeholders involved in the program review process at the respondent’s institution. The 
theme of direct utilization was used to identify statements related to actions taken at the 
conclusion of the program review process. Statements concerning the theme of incremental 
utilization were used to identify concerns or suggestions related to decisions made over time 
because of the program review process. The theme of persuasive utilization was used to identify 
statements concerning how program review recommendations are used to persuade decision-
makers. Last, statements concerning nonuse were used to identify themes related to the nonuse of 
program review recommendations. 
Demographic variables. In this study, the demographic variables of age, ethnicity, race, 
educational attainment, gender, years at the present institution, years as department chair at the 
present institution, years as department chair at other institutions, number of program reviews 
conducted at the present institution, and number of program reviews conducted at other 
institutions were used to better describe the sample of respondents. The coding scheme used for 
these data is described in Table 21.  
Table 21 
Coding Scheme for Demographic Variables 
Variable Response option Coding or scale 
Age 1 = 30–49 
2 = 50–69 
3 = More than 69 years 
Scale 
   
Ethnicity 1 = Non-applicable 
2 = Spanish 
3 = Latino 
4 = Hispanic 
Categorical 
   
(continued) 
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Table 21 (continued) 
 
Variable Response option Coding or scale 
Race 1 = White 
2 = Black or African 
3 = American Indian or Alaskan 
4 = Asian Indian 
5 = Chinese 
6 = Filipino 
7 = Japanese 
8 = Korean 
9 = Vietnamese 
Categorical 
 10 = Other Asian 
11 = Native Hawaiian 
12 = Guamanian or Chamorro 
13 = Samoan 
14 = Other Pacific Islander 
15 = Some other race 
Categorical 
   
Educational attainment 1 = Technical certificate 
2 = AA/AS/AAS 
3 = BA/BS 
4 = MA/MS 
5 = EdD/PhD 
6 = Other 
Categorical 
   
Gender 1 = Male 
2 = Female 
Categorical 
   
Years at the present 
community college 
1 = 1–9 
2 = 10–19 
3 = 20–29 
4 = 30–39 
5 = More than 39 
Scale 
   
Years as chair at the 
present community 
college 
1 = 1–9 
2 = 10–19 
3 = 20–29 
4 = More than 29 
Scale 
Years as chair at any 
community college 
1 = 1–9 
2 = 10–19 
3 = 20–29 
4 = More than 29 
Scale 
   
Total reviews at the 
present community 
college 
1 = 1–9 
2 = 10–19 
3 = 20–29 
4 = 30–39 
5 = 40–49 
6 = More than 49 
Scale 
   
Total reviews at any 
community college 
1 = 1–9 
2 = 10–19 
3 = 20–29 
4 = More than 29 
Scale 
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Respondents were asked to self-identify as a department chair representing an academic 
discipline, a CTE program, or a cross-disciplinary (general education) program. Respondents 
were grouped into two categories based on their assignment as a department chair. Those who 
identified themselves as representing either an academic discipline or a cross-disciplinary 
program were grouped into the noncareer discipline category, and those self-identifying as 
representing a CTE program were categorized as career chairs. Demographic information for 
individuals in each category (career and noncareer) is shown in Table 22. 
Table 22 
Respondent Demographics  
Demographic N 
Career 
disciplines 
Noncareer 
disciplines 
Age 
30–49  
50–69  
70 and above  
 
 
(n = 32) 
(n = 60) 
(n = 3) 
 
18 
42 
2 
 
14 
18 
1 
Ethnicity 
Hispanic  
Latino 
Spanish  
Non-applicable 
 
 
(n = 2) 
(n = 1) 
(n = 0) 
(n = 87) 
 
1 
0 
0 
58 
 
1 
1 
0 
29 
Race 
White  
Black or African 
American Indian or Alaskan  
Chinese 
Japanese 
Some other race 
 
  
(n = 86) 
(n = 1) 
(n = 2) 
(n = 2) 
(n = 1) 
(n = 4) 
 
56 
1 
0 
2 
1 
3 
 
30 
0 
2 
0 
0 
1 
Educational attainment  
AA/AS/AAS  
BA/BS 
MA/MS 
EdD/PhD 
 
 
(n = 7) 
(n = 15) 
(n = 56) 
(n = 21) 
 
5 
15 
34 
11 
 
2 
0 
22 
10 
Gender 
Male  
Female 
 
(n = 49) 
(n = 48) 
 
29 
35 
 
20 
13 
(continued) 
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Table 22 (continued) 
 
Demographic N 
Career 
disciplines 
Noncareer 
disciplines 
Years at the present community college 
1–9 
10–19 
20–29 
30–39 
More than 39 
 
 
(n = 34) 
(n = 33) 
(n = 22) 
(n = 9) 
(n = 1) 
 
25 
23 
9 
7 
1 
 
9 
10 
13 
2 
0 
Years as chair at the present community 
college 
1–9 
10–19 
20–29 
More than 29 
 
 
 
(n = 64) 
(n = 26) 
(n = 8) 
(n = 1) 
 
 
41 
17 
6 
1 
 
 
23 
9 
2 
0 
Years as chair at any community college 
1–9 
10–19 
20–29 
More than 29 
 
 
(n = 24) 
(n = 15) 
(n = 6) 
(n = 1) 
 
12 
10 
4 
1 
 
12 
5 
2 
0 
Total reviews at the present community 
college 
1–9 
10–19 
20–29 
30–39 
40–49 
More than 49 
 
 
 
(n = 80) 
(n = 7) 
(n = 3) 
(n = 2) 
(n = 1) 
(n = 2) 
 
 
52 
5 
2 
1 
1 
2 
 
 
28 
2 
1 
1 
0 
0 
Total reviews at any community college 
1–9 
10–19 
20–29 
More than 29 
 
(n = 22) 
(n = 3) 
(n = 0) 
(n = 1) 
 
17 
1 
0 
0 
 
5 
2 
0 
1 
 
The composition of the research sample from Illinois community college department 
chairs is represented in Table 22. The gender mix of the sample is 50% male and 50% female. 
The racial and ethnic mix of the sample is 90% white and 11% nonwhite. Percentages for the 
number of years as chair are as follows: 41% had served as chair 5 years or less, 30% had served 
10 years or less, and 29% had served for more than 10 years. Percentages for the number of 
program reviews completed by the chairs are as follows: 76% had completed at least 5 reviews, 
11% had completed at least 10 reviews, and 12% had completed more than 10 reviews. The 
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disciplines in which the respondents taught are as follows: 35% of the chairs taught in an 
academic or cross-disciplinary discipline, and 64% of the chairs taught in a career discipline. The 
chairs held the following degrees: 6% held an Associate of Arts, Associate of Science, or 
Associate of Applied Science degree; 15% held a Bachelor of Arts or Bachelor of Science 
degree; 55% held a Master of Arts or Master of Science degree; and 21% held an EdD or PhD 
degree. This information was used to provide additional insights into the sample population, 
although, with the exception of the academic discipline information, it was not used in the 
analysis. The academic discipline information was used to identify career and noncareer chairs, 
and this information was used as a variable. 
 
Data Collection 
Online questionnaire. The web-based product SurveyMonkey was used to construct, 
deliver, collect, and track the questionnaire. Data were collected using the online questionnaire to 
measure utilization (direct utilization, conceptual utilization, incremental utilization, persuasive 
utilization, process utilization, misuse, nonuse, and barriers to use) of program review 
recommendations. Data were also collected on the predictor variables: evaluation practice, 
knowledge construction, values, and social programming. The questionnaire was designed to 
take less than 20 min to administer from start to finish. The statistical package SPSS Statistics 
Version 21.0 (IBM Corporation) was used for all data analyses; data were imported into SPSS 
from SurveyMonkey.  
The advantages of online surveying include the potential for a high speed of returns, a 
low unit cost of data collection, and the ease of asking a series of similar-sounding questions 
(Fowler, 2008). The online questionnaire consisted of multiple-choice (one-answer) questions, a 
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matrix of drop-down answers, and rating scales. Questions included confirmation of an 
institution’s and chair’s participation in the ICCB Program Review process in fiscal years 2006–
2007, 2007–2008, or 2008–2009; the primary discipline (academic, CTE, or general) of the 
chair’s unit; the time the department chair had spent at the community college; the time the 
department chair had served as the department chair; and whether the chair’s institution had 
participated in the ICCB Program Review process. 
SurveyMonkey was used to receive and secure the completed online surveys and to track 
respondents for purposes of contacting nonrespondents. SurveyMonkey.com ensures that survey 
responses are held in confidence because information collected through this service is considered 
private and confidential. SurveyMonkey sends out the questionnaire on the researcher’s behalf 
while tracking the status of completed surveys, and the respondent’s e-mail address is not visible 
with the response under the Analyze section.  
SurveyMonkey provides for the security of the collected data by physically locking all 
servers in cages, which require a pass card and biometric recognition. These cages are staffed 24 
hr per day and monitored with digital surveillance equipment. Additional measures identify 
further precautions, and the security of data and the confidentiality of respondents are ensured 
through the purchase of Secure Sockets Layer (SSL) Version 3, a 128-bit encryption service 
from SurveyMonkey.  
Potential respondents were informed that participation in the survey was voluntary and 
that their failure to respond would not result in any negative consequences by their employing 
institution or the University of Illinois at Urbana-Champaign. Results were summarized and 
provided in aggregate form to further protect the identity of the respondents. The research 
involved no deception, and no information was purposefully withheld. 
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Cognitive laboratory. In an effort to identify potential comprehension and response task 
difficulties before disseminating the questionnaire to study participants, the researcher conducted 
a cognitive laboratory (Fowler, 2008). Used for determining whether questions are consistently 
understood and answered, a cognitive laboratory is a pretest laboratory interview performed to 
gain information about respondents’ comprehension of and responses to survey questions. These 
pretest laboratory interviews allowed the researcher to encourage participants to identify, in their 
own words, what they believed the question was asking and to explain why they chose a 
particular answer over others. 
Dillman, Smyth, and Christian (2009) suggested conducting cognitive interviews to 
identify wording, question order, visual design, and navigation problems before administering 
the surveys. The interviews can be used to evaluate question interpretation, readability, and 
answerability. These interviews are part of the cognitive laboratory method of study in 
psychological research and are commonly used to explore the mental processes individuals use 
when completing a task such as interpreting a passage of text. Cognitive laboratories have been 
used through the years to develop surveys, questionnaires, and assessments (Ericsson & Simon, 
1993; Zucker, Sassman, & Case, 2004). 
Within the context of cognitive laboratories, verbal reports are considered a source of 
data about mental processes that are as significant as other types of behavior. Verbal reports can 
take two forms: concurrent or retrospective. In a retrospective report, the participant verbalizes 
his or her thoughts after completing the assigned task. In a concurrent report, the participant 
verbalizes his or her thoughts as they occur while completing the task. For this study, seven 
community college members were invited to participate in cognitive laboratory interviews. A 
copy of the cognitive laboratory participants is provided in Appendix E. All seven participants 
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were familiar with the ICCB Program Review process and were actively involved in reviewing 
the programs under review. The cognitive laboratory participants were selected from various 
positions at a community college and included one vice president, two assistant vice presidents, 
two division deans, and two department chairs. The department chairs were removed from the 
list of potential respondents in the study and the other five were not eligible for the study. The 
researcher sent the instrument to each participant in advance and met with him or her 
individually. Each participant discussed with the researcher his or her responses to the items on 
the instrument. The participants discussed the questions (including identifying items that lacked 
clarity), wrote comments on their surveys, or both. This exercise ensured the face validity of the 
survey instrument. The following questions were asked during the cognitive laboratory interview 
sessions:  
1. Are the wording of the questions and the response alternatives appropriate? 
 
2. If any of your colleagues were reading these questions, would there be words or phrases 
that you think might confuse them? 
 
3. Are the questions, response alternatives, and instructions clear? 
 
4. Is anything in the document confusing or hard to understand? 
The researcher reworded several questions based on the feedback from respondents, with 
the majority of the rewording consisting of removing negative comments such as “never” and 
clarifying statements in the question stems that were considered confusing. After modifications 
were made, the researcher returned the instrument to the cognitive laboratory participants for 
additional review and comment, and no further modifications were recommended. 
Initial contact of the sample. As discussed previously, there are no known lists of 
community college department chairs for the state of Illinois (Young, 2008). For that reason, the 
researcher retrieved information from the websites for all Illinois community colleges, ICCB 
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personnel, and the Illinois Community College System Program Review Statewide Summary 
(ICCB, 2008) to determine the names and e-mail addresses of department chairs at all Illinois 
community colleges. At the conclusion of this effort, 933 potential participants were identified, 
and their respective e-mail addresses were retained in SurveyMonkey. 
The methods used for distribution of the questionnaire were guided by the tailored design 
method suggested by Dillman et al. (2009), which includes motivational features to encourage 
high-quantity and high-quality responses to a survey. The method was developed from a social 
exchange perspective on human behavior, which suggests that an individual will be more likely 
to respond and respond accurately if he or she is confident that the expected rewards will 
outweigh the anticipated costs of responding. This approach is based on three fundamental 
considerations. The first consideration is that this scientific approach to conducting surveys 
focuses on reducing four sources of survey error that can undermine the quality of the data: 
coverage, sampling, nonresponse, and measurement. Second, to encourage survey responses, it 
involves developing a set of procedures that include all aspects of communication and all 
interactions with the sample population used. Third, it focuses on developing procedures that 
build positive social exchange and that encourage the sample population to respond. Positive 
social exchange considerations include survey sponsorship, characteristics of the population, and 
the content of the survey questions (Dillman et al., 2009).  
The researcher sent a precontact letter to the entire group of department chairs on 
February 22, 2011. Seven days later, on March 1, 2011, the chairs were contacted again through 
the e-mail function of SurveyMonkey. This e-mail introduced the researcher, summarized the 
purpose of the research, noted that the questionnaire would be web-based, provided the projected 
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date for distribution of the questionnaire, and encouraged the participation of the department 
chair. A copy of the introductory e-mail is provided in Appendix F. 
Dillman et al. (2009) suggested a three-contact strategy to maximize the response rate for 
surveys. This researcher followed that strategy and sent the e-mail with the cover letter and a link 
to the survey to the entire group approximately 7 days after the introductory e-mail was sent. The 
cover letter included in the e-mail directed the participants to the consent letter, which served as 
the first page of the questionnaire, and to the website link needed to access the instrument. In 
addition to the link leading participants to the questionnaire, the cover letter contained a link to 
the Human Subjects Approval granted by the Bureau of Educational Research in the College of 
Education at the University of Illinois at Urbana-Champaign. Concerns regarding confidentiality 
were addressed by disclosing to the participants SurveyMonkey’s capability of tracking 
respondents by e-mail address without connecting that tracking to individual survey responses. 
Reminder e-mails were sent to nonrespondents 7 days after the cover letter e-mail was 
distributed on March 8, 2011. A copy of the reminder e-mail is provided in Appendix G. Once an 
individual had completed the survey, SurveyMonkey automatically removed the e-mail address 
of that person from the list of contacts. Consequently, only those individuals who had not 
responded received the follow-up notice requesting their participation. A second reminder was 
sent approximately 4 weeks after the first reminder, on April 5, 2011. The survey remained open 
for 8 weeks. Copies of the first and second reminder e-mails can be found in Appendices E and 
F, respectively. SurveyMonkey was used to contact 846 chairs (Table 23). Of the 846 potential 
participants contacted through SurveyMonkey, 8 of the contacts were returned as undeliverable, 
27 recipients chose to opt out, 483 chose not to respond, and 328 chose to participate, resulting in 
a response rate of 39%.  
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Table 23 
Survey Response Results 
Description n 
Chairs contacted by SurveyMonkey  846 
Undeliverable contacts 8 
Chairs who opted out 27 
Chairs who chose not to respond 483 
Chairs who chose to participate 328 
 
 
Statistical Analysis 
Analysis of the data was structured to answer the research questions developed for the 
study. All tests of significance were two-tailed and conducted at an α level of p < .05, which is 
considered acceptable for controlling for Type I and Type II error (Green & Salkind, 2011; 
Jaeger, 1993). The analysis was performed using descriptive and inferential statistics, including 
multiple linear regression analysis using the statistical package IBM SPSS Statistics Version 
21.0. To determine whether a result could have been produced by chance, a p-value of equal to 
or less than .01 was computed. Descriptive statistics, such as measures of central tendency, 
correlations, and frequency distributions, were calculated to describe organizational factors. 
Independent samples t tests were used to test for significant differences between career and 
noncareer department chairs. A chi-square test was used to determine whether a significant 
difference existed between career and noncareer program department chairs conducting the 
ICCB Program Review in their utilization of program review recommendations. 
The Pearson product–moment correlation coefficient was used to analyze data associated 
with Research Question 13 to develop an analytical model to help identify any relationships 
within and between the organizational subscales Evaluation Practice, Knowledge Construction, 
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Values, and Social Programming and the utilization subscales Direct Utilization, Conceptual 
Utilization, Incremental Utilization, Persuasive Utilization, Process Utilization, Misuse, and 
Nonuse.  
Additionally, a linear regression analysis was used to analyze data associated with 
Research Question 14, to develop an analytical model to help determine whether the set of 
organizational subscales Evaluation Practice, Knowledge Construction, Values, and Social 
Programming predicted the types of utilization subscales Direct Utilization, Conceptual 
Utilization, Incremental Utilization, Persuasive Utilization, Process Utilization, Misuse, and 
Nonuse. Last, check coding was used to review the responses to an open-ended question in an 
effort to identify recurring themes related to Research Question 15. 
 
Assessing the Research Questions  
The research questions, variables, and methods of data analysis are summarized in 
Table 24.  
Table 24 
Research Questions, Variables, and Methods of Data Analysis 
Associated research question Variable Data analysis 
RQ 1 How do Illinois community college department 
chairs rate their institution’s evaluation practice as it 
pertains to program review, and is there a difference 
between career and noncareer chairs’ responses? 
Evaluation practice 
Career/noncareer 
Mean, SD, frequency 
distributions 
t test 
RQ 2 How do Illinois community college department 
chairs rate their institution’s knowledge construction 
system as it pertains to program review, and is there a 
difference between career and noncareer chairs’ 
responses? 
Knowledge construction 
Career/noncareer 
Mean, SD, frequency 
distributions 
t test 
RQ 3 How do Illinois community college department 
chairs rate their institution’s value system as it 
pertains to program review, and is there a difference 
between career and noncareer chairs’ responses? 
Value systems 
Career/noncareer 
Mean, SD, frequency 
distributions 
t test 
(continued) 
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Table 24 (continued) 
 
Associated research question Variable Data analysis 
RQ 4 How do Illinois community college department 
chairs rate their institution’s social programming 
system as it pertains to program review, and is there a 
difference between career and noncareer chairs’ 
responses? 
Social programming 
system 
Career/noncareer 
Mean, SD, frequency 
distributions 
t test 
RQ 5 How do Illinois community college department 
chairs rate the direct actions taken by decision-makers 
concerning community college department chairs’ 
program review, and is there a difference between 
career and noncareer chairs’ responses? 
Actions by decision-
makers 
Career/noncareer 
Mean, SD, frequency 
distributions 
t test 
RQ 6 How do Illinois community college department 
chairs rate program review recommendations that 
influence the way decision-makers think about a 
program, and is there a difference between career and 
noncareer chairs’ responses? 
Recommendations that 
influence decision-makers 
Career/noncareer 
Mean, SD, frequency 
distributions 
t test 
RQ 7 How do Illinois community college department 
chairs rate the actions taken by decision-makers over a 
period of time concerning program review, and are 
there differences between career and noncareer chairs’ 
responses? 
Action by decision-makers 
over time 
Career/noncareer 
Mean, SD, frequency 
distributions 
t test 
RQ 8 How do Illinois community college department 
chairs rate the persuasiveness of community college 
department chairs’ program review recommendations 
to decision-makers, and are there differences between 
career and noncareer chairs’ responses? 
Persuasiveness of 
recommendations on 
decision-makers 
Career/noncareer 
Mean, SD, frequency 
distributions 
t test 
RQ 9 How do Illinois community college department 
chairs rate the effect of the evaluation process on 
community college department chairs’ program 
review recommendations, and is there a difference 
between career and noncareer chairs’ responses? 
Effect of the evaluation 
process on department 
chairs’ recommendations 
Career/noncareer 
Mean, SD, frequency 
distributions 
t test 
RQ 10 How do Illinois community college department 
chairs rate the potential for misuse on community 
college department chairs’ program review 
recommendations, and are there differences between 
career and noncareer chairs’ responses? 
Potential for misuse 
Career/noncareer 
Mean, SD, frequency 
distributions 
t test 
RQ 11 How do Illinois community college department 
chairs rate the potential for nonuse on community 
college department chairs’ program review 
recommendations, and are there differences between 
career and noncareer chairs’ responses? 
Potential for nonuse 
Career/noncareer 
Mean, SD, frequency 
distributions 
t test 
RQ 12 How do Illinois community college department 
chairs rate the potential barriers to use on community 
college department chairs’ program review 
recommendations, and are there differences between 
career and noncareer chairs’ responses? 
Potential barriers 
Career/noncareer 
Mean, SD, frequency 
distributions 
t test 
(continued) 
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Table 24 (continued) 
Associated research question Variable Data analysis 
RQ 13 What are the relationships within and between 
the organizational subscales of Evaluation Practice, 
Knowledge Construction, Values, and Social 
Programming and the utilization subscales of Direct 
Utilization, Conceptual Utilization, Incremental 
Utilization, Persuasive Utilization, Process Utilization, 
Misuse, and Nonuse? 
Evaluation practice, 
knowledge construction, 
values, and social 
programming, direct 
utilization, conceptual 
utilization, incremental 
utilization, persuasive 
utilization, process 
utilization, and misuse  
Correlation coefficients 
RQ 14 Does the set of organizational subscales predict 
the set of utilization subscales? 
a. Does the set of organizational subscales predict 
Direct Utilization? 
b. Does the set of organizational subscales predict 
Conceptual Utilization? 
c. Does the set of organizational subscales predict 
Incremental Utilization? 
d. Does the set of organizational subscales predict 
Persuasive Utilization? 
e. Does the set of organizational subscales predict 
Process Utilization? 
f. Does the set of organizational subscales predict 
Misuse? 
g. Does the set of organizational subscales predict 
Nonuse? 
Evaluation practice, 
knowledge construction, 
values, and social 
programming, direct 
utilization, conceptual 
utilization, incremental 
utilization, persuasive 
utilization, process 
utilization, and misuse 
Linear regression 
RQ 15 What best practices are Illinois community 
colleges using to promote the utilization of program 
review recommendations on their campuses? 
Evaluation practice, 
knowledge construction, 
values, and social 
programming, direct 
utilization, conceptual 
utilization, incremental 
utilization, persuasive 
utilization, process 
utilization, misuse, nonuse, 
and barriers to use 
Check coding 
Note. RQ = research question. 
Research Question 1 asked Illinois department chairs to rate their institution’s practice 
concerning the ICCB Program Review requirement and to ascertain the differences, if any, 
between career and noncareer department chairs. The respondents were asked to rate statements 
associated with the evaluation practice used at their institutions. These statements were analyzed 
using mean scores and standard deviations to determine the central tendency of all responses. 
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Independent samples t tests for equality of means were conducted to determine differences based 
on the department chair status (career or noncareer) of the respondent. 
Research Question 2 was developed to rate the knowledge construction practices relevant 
to the ICCB Program Review requirement and to establish the differences, if any, between career 
and noncareer department chairs. Data associated with knowledge construction were collected 
from respondents at the respondent’s institution. Mean scores and standard deviations were used 
to analyze statements concerning knowledge construction to determine the central tendency of all 
responses. Independent samples t tests for equality of means were conducted to determine 
differences based on the department chair status (career or noncareer) of the respondent. 
Research Question 3 was used to identify the system of values at Illinois community 
colleges that met the ICCB Program Review requirement and to discover the differences, if any, 
between career and noncareer department chairs. The department chairs were asked to answer 
questions associated with the culture at the respondent’s institution. Mean scores and standard 
deviations were used to analyze statements related to values to determine the central tendency of 
all responses. Independent samples t tests for equality of means were conducted to determine 
differences based on the department chair status (career or noncareer) of the respondent. 
Research Question 4 was developed to examine the relationship between social 
programming and program review and to detect the differences, if any, between career and 
noncareer department chairs. Data associated with the involvement of stakeholders during the 
program review process were collected from respondents at the respondent’s institution. The 
social programming statements were analyzed using mean scores and standard deviations to 
determine the central tendency of all responses. Independent samples t tests for equality of means 
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were conducted to determine differences based on the department chair status (career or 
noncareer) of the respondent. 
Research Question 5 was developed to rate the actions taken by decision-makers based 
on college department chairs’ program review recommendations in relation to the ICCB Program 
Review requirement and to discern the differences, if any, between career and noncareer 
department chairs. Data associated with the direct utilization of recommendations stemming 
from the program review process were collected from respondents at the respondent’s institution. 
Mean scores and standard deviations were used to analyze statements concerning direct 
utilization to determine the central tendency of all responses. Independent samples t tests for 
equality of means were conducted to determine differences based on the department chair status 
(career or noncareer) of the respondent. 
Research Question 6 was developed to rate statements related to conceptual utilization of 
recommendations stemming from the ICCB Program Review requirement and to establish the 
differences, if any, between career and noncareer department chairs. Data associated with 
conceptual utilization were collected from respondents at the respondent’s institution. Mean 
scores and standard deviations were used to analyze conceptual utilization to determine the 
central tendency of all responses. Independent samples t tests for equality of means were 
conducted to determine differences based on the department chair status (career or noncareer) of 
the respondent. 
Research Question 7 was developed to rate statements related to actions taken by 
decision-makers concerning Illinois community college department chairs’ program review 
recommendations over a period of time and to ascertain the differences, if any, between career 
and noncareer department chairs. Data associated with incremental utilization were collected 
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from respondents at the respondent’s institution. Mean scores and standard deviations were used 
to analyze incremental utilization to determine the central tendency of all responses. Independent 
samples t tests for equality of means were conducted to determine differences based on the 
department chair status (career or noncareer) of the respondent. 
Research Question 8 asked respondents to rate statements associated with the 
persuasiveness to decision-makers of community college department chairs’ program review 
recommendations as they related to the ICCB Program Review requirement and to learn the 
differences, if any, between career and noncareer department chairs. Data associated with 
persuasive utilization were collected from respondents at the respondent’s institution. Mean 
scores and standard deviations were used to analyze persuasive utilization to determine the 
central tendency of all responses. Independent samples t tests for equality of means were 
conducted to determine differences based on the department chair status (career or noncareer) of 
the respondent. 
Research Question 9 examined the relationship between the evaluation process and 
community college department chairs’ program review recommendations as they related to the 
ICCB Program Review requirement and to discover the differences, if any, between career and 
noncareer department chairs. Data associated with process utilization were collected from 
respondents at the respondent’s institution. Mean scores and standard deviations were used to 
analyze process utilization to determine the central tendency of all responses. Independent 
samples t tests for equality of means were conducted to determine differences based on the 
department chair status (career or noncareer) of the respondent. 
Research Question 10 examined how Illinois community college department chairs rate 
the potential for misuse of community college department chairs’ program review 
206 
 
recommendations as they related to the ICCB Program Review requirement and to establish the 
differences, if any, between career and noncareer department chairs. Data associated with misuse 
were collected from respondents at the respondent’s institution. Mean scores and standard 
deviations were used to analyze misuse to determine the central tendency of all responses. 
Independent samples t tests for equality of means were conducted to determine differences based 
on the department chair status (career or noncareer) of the respondent. 
Research Question 11 asked Illinois community college department chairs to rate the 
potential for nonuse of community college department chairs’ program review reports and to 
determine the differences, if any, between career and noncareer department chairs. Data 
associated with nonuse were collected from respondents at the respondent’s institution. Mean 
scores and standard deviations were used to analyze nonuse to determine the central tendency of 
all responses. Independent samples t tests for equality of means were conducted to determine 
differences based on the department chair status (career or noncareer) of the respondent. 
Research Question 12 asked Illinois community college department chairs to rate the 
potential barriers to use as they related to the ICCB Program Review requirement and to 
ascertain the differences, if any, between career and noncareer department chairs. Data 
associated with barriers to the use of program review recommendations were collected from 
respondents at the respondent’s institution. Frequencies were used to analyze the barriers to use 
from all responses. A cross-tabulation was conducted to determine differences based on the 
department chair status (career or noncareer) of the respondent. 
Research Question 13 was developed to determine the relationships within and between 
the organizational subscales of Evaluation Practice, Knowledge Construction, Values, and Social 
Programming and the utilization subscales of Direct Utilization, Conceptual Utilization, 
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Incremental Utilization, Persuasive Utilization, Process Utilization, Misuse, and Nonuse. The 
researcher used SPSS to calculate overall means for each subscale. These subscales were then 
used to calculate correlation coefficients to address Research Question 13. 
Research Question 14 was developed to determine whether the set of organizational 
subscales of Evaluation Practice, Knowledge Construction, Values, and Social Programming 
predicted the set of utilization subscales of Direct Utilization, Conceptual Utilization, 
Incremental Utilization, Persuasive Utilization, Process Utilization, Misuse, and Nonuse. The 
researcher used SPSS to calculate overall means for each subscale. These subscales were then 
used to calculate linear regressions to address Research Question 14. 
Research Question 15 was developed to determine what best practices Illinois community 
colleges are using to promote the utilization of program review recommendations on their 
campuses. An opened-ended question was developed for the survey that asked the respondents to 
share their college’s best practices for promoting the utilization of program review 
recommendations on their campuses. The researcher examined each response to determine 
whether the concerns expressed were related to an organizational factor or the type of utilization 
addressed in the study. Furthermore, the researcher used the process of check coding and the 
services of another individual familiar with the ICCB Program Review process to code the 
responses. Recurring themes were identified and used to develop a coding protocol to categorize 
the responses.  
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Chapter 4 
Findings 
This chapter presents results of a quantitative survey-based research study of Illinois 
community college department chairs who conducted an Illinois Community College Board 
(ICCB) program review during fiscal years 2006–2007, 2007–2008, or 2008–2009. Specifically, 
the study explored the relationships between organizational factors (evaluation practice, 
knowledge construction, values, and social programming; Shadish, Cook, & Leviton, 1991) and 
the utilization of ICCB Program Review recommendations. Direct utilization, conceptual 
utilization, incremental utilization, persuasive utilization, process utilization, misuse, nonuse, and 
barriers to use were identified as types of utilization (see, for example, Chelimsky, 1998, and 
Hoey, 1995). 
 
Research Questions 
Fifteen research questions were developed to describe organizational factors as they 
pertained to ICCB Program Review and the patterns of utilizing the recommendations made by 
Illinois department chairs who conducted the review. Research Questions 1 through 4 asked how 
Illinois community college department chairs rated their organization’s evaluation practice, 
knowledge construction, values, and social programming as they pertained to ICCB Program 
Review. Research Questions 5 through 12 asked how community college chairs rated their 
organization’s patterns of utilization (direct utilization, conceptual utilization, incremental 
utilization, persuasive utilization, process utilization, misuse, nonuse, and barriers to use) as they 
pertained to the utilization of recommendations. Research Question 13 investigated the 
relationships within and between the organizational subscales Evaluation Practice, Knowledge 
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Construction, Values, and Social Programming and the utilization subscales Direct Utilization, 
Conceptual Utilization, Incremental Utilization, Persuasive Utilization, Process Utilization, 
Misuse, and Nonuse. Research Question 14 asked whether the set of organizational subscales 
Evaluation Practice, Knowledge Construction, Values, and Social Programming predicted the set 
of utilization subscales Direct Utilization, Conceptual Utilization, Incremental Utilization, 
Persuasive Utilization, Process Utilization, Misuse, and Nonuse. Additionally, Research 
Question 15 asked what best practices Illinois community colleges were using to promote the 
utilization of program review recommendations. Last, Research Questions 1 to 12 asked whether 
there were any differences between career and noncareer chairs’ responses. 
Questionnaire Items 12 through 15 asked respondents to rate, on a 4-point scale, the role 
the organizational factors evaluation practice, knowledge construction, values, and social 
programming played in the ICCB Program Review process. These items formed subscales 
pertaining to the organizational factors. Items 16 through 23 on the instrument asked respondents 
to rate, on a 4-point scale, the role of the utilization factors direct utilization, conceptual 
utilization, incremental utilization, persuasive utilization, process utilization, misuse, nonuse, and 
barriers to use of the ICCB Program Review process. These items constituted the utilization 
subscales.  
The findings from each subscale were placed in tables. Any question unanswered by a 
respondent was noted in the table as missing. Missing responses were included in each table for 
informational purposes only and were not used in any of the calculations performed by SPSS. 
The researcher then used SPSS to calculate an overall mean for each subscale. During the 
process of calculating the overall subscale means, the researcher decided to remove any 
respondent from a subscale who answered two questions or fewer for that subscale. The 
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subscales from questionnaire items 12-22 were also analyzed by conducting independent 
samples t tests to determine differences based on the status (career or noncareer) of the 
department chair and to calculate correlation coefficients and multiple regressions to address the 
research questions. Questionnaire item 23 was also analyzed using a cross-tabulation to 
determine differences based on the status (career or noncareer) of the department chair. 
Frequency distributions were calculated for all items. For this study, the frequency 
distributions are presented to provide the reader with a snapshot of how many respondents rated 
each item. Last, because the scale used for this study was not an interval-level scale, frequency 
distributions for somewhat and above are highlighted in the text. Independent samples t tests 
were conducted on Items 12 through 22 to ascertain whether there was a significant difference 
between career and noncareer chairs. A chi-square test was computed on the responses to Item 
23 to identify barriers selected by 20 or more respondents. Correlation coefficients were 
calculated to show the relationships (positive or negative) between organizational factors and 
utilization. Multiple regression was used to assess the extent to which the subscales associated 
with the evaluation practice, knowledge construction, values, and social programming (PKVS) 
model predicted the types of utilization and determined the extent to which the PKVS subscale 
means were significantly related (positively or negatively) to the types of utilization. For each 
subscale, the unstandardized coefficients b and SE b, and β are reported with the R-squared 
values. Asterisks are used to show which relationships were significant and at what level, and the 
minus sign (−) is used to denote relationships having a negative direction. 
 
211 
 
Research Question 1 
Research Question 1 asked how Illinois community college department chairs rated their 
organization’s evaluation practice as it pertained to ICCB Program Review. To answer this 
question, each participant was asked to rate five statements, as outlined in the literature on 
evaluation practice (see, for example, Reichardt & Cook, 1980). These statements formed the 
Evaluation Practice subscale. Frequency distributions, percentages of responses, means, and 
standard deviations for the Evaluation Practice subscale are presented in Table 25.  
Table 25 
Frequency of Response Mean Ratings and Standard Deviations for Evaluation Practice (n = 102) 
Evaluation Practice subscale M SD Not at all A little Somewhat 
A great 
deal Missing 
12a. Meets the needs of the 
Illinois Community 
College Board. 
3.25 .727 2 
(2.0%) 
11 
(10.8%) 
48 
(47.1%) 
41 
(40.2%) 
 
12b. Defines the standards to be 
used in judging program 
quality. 
3.00 .821 3 
(2.9%) 
25 
(24.5%) 
43 
(42.2%) 
31 
(30.4%) 
 
12c. Ensures that programs 
operate cost effectively. 
2.65 .898 11 
(11.2%) 
29 
(29.6%) 
41 
(41.8%) 
17 
(17.3%) 
4 
 
12d. Makes evaluation 
procedures a part of routine 
events. 
3.06 .818 5 
(4.9%) 
16 
(15.7%) 
49 
(48%) 
32 
(31.4%) 
 
12e. Engages decision-makers 
in using the results.  
2.77 .878 7 
(6.9%) 
32 
(31.4%) 
40 
(39.2%) 
23 
(22.5%) 
 
Subscale mean 2.95 .667     0 
 
Frequency distributions for the items within the subscale reveal that more than 87% of 
the respondents rated the item “meeting the needs of the ICCB” as somewhat or a great deal. 
Results for all respondents showed that 72% of respondents indicated “defining evaluation 
standards used to judge program quality” as somewhat or a great deal, and almost 25% of 
respondents indicated a little. A slightly lower percentage of respondents (59%) indicated 
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somewhat or a great deal for the item “ensures programs operate cost effectively,” whereas 
almost 30% indicated a little and 11% indicated not at all for this item. When asked whether 
program review “makes evaluation part of routine events” at their community college, 79% of 
the respondents indicated somewhat or a great deal; however, 21% indicated a little or not at all. 
Finally, results for the item “engage decision-makers in using the results” revealed that 61% of 
respondents indicated somewhat or a great deal for this item, with the remaining respondents 
indicating a little or not at all.  
Independent samples t tests were conducted for the means on the five items measuring 
evaluation practice as well as for the Evaluation Practice subscale to determine whether there 
was a significant difference between career chairs’ and noncareer chairs’ responses. There were 
no significant differences between the groups for the five items on the Evaluation Practice 
subscale, with all p-values being greater than 0.05 (Table 26). 
Table 26 
Independent Samples t Tests for Evaluation Practice (n = 102) 
Item Career/noncareer N M SD T df 
Sig.  
(2-tailed) 
12a. Meets the needs of the Illinois 
Community College Board. 
Career 65 3.22 .739 −1.133 97 .260 
Noncareer 
 
34 3.38 .604 
12b. Defines the standards to be used 
in judging program quality. 
Career 65 3.03 .865 .506 97 .614 
Noncareer 
 
34 2.94 .776 
12c. Ensures that programs operate 
cost effectively. 
Career 62 2.58 .915 −.755 93 .452 
Noncareer 
 
33 2.73 .876 
12d. Makes evaluation procedures a 
part of routine events. 
Career 65 3.09 .805 .359 97 .720 
Noncareer 
 
34 3.03 .870 
12e. Engages decision-makers in 
using the results. 
Career 65 2.78 .893 .106 97 .916 
Noncareer 
 
34 2.76 .890 
Subscale Career 65 2.94 .697 −.208 97 .835 
Noncareer 34 2.97 .644 
Note. Equal variances assumed. Sig. = significance. 
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To summarize findings related to Research Question 1, the subscale for Evaluation 
Practice consisted of five items. The results appear to indicate that the program review process is 
tied to the ICCB and is part of the routine of colleges but that it is somewhat less associated with 
evaluating quality and decision-making. Furthermore, whereas the respondents reported a range 
of responses for their organization’s evaluation practice, they also tended to associate evaluation 
practice with program review in terms of the ICCB requirements and routine procedures at their 
colleges. Last, there was no difference in these items for career and noncareer respondents. 
 
Research Question 2 
Research Question 2 examined how Illinois community college department chairs rated 
their organization’s knowledge construction system as it pertained to ICCB Program Review. To 
determine the knowledge construction practices at their organization, the respondents were asked 
to rate five statements specific to knowledge construction, as outlined in the literature (Mark, 
Henry, & Julnes, 2000). These statements were used to form the Knowledge Construction 
subscale. Frequency distributions, percentages of responses, means, and standard deviations are 
presented in Table 27.  
Table 27 
Frequency of Response for Knowledge Construction (n = 102) 
PKVS scale items and 
associated factors M SD Not at all A little Somewhat 
A great 
deal Missing 
Knowledge Construction         
13a. Provides an open forum 
for information exchange. 
2.84 .853 6 
(5.9%) 
28 
(27.5%) 
44 
(43.1%) 
24 
(23.5%) 
 
13b. Increases decision-maker 
understanding of the 
program under review. 
2.89 .866 6 
(5.9%) 
26 
25.5%) 
43 
(42.2%) 
27 
26.5%) 
 
(continued) 
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Table 27 (continued) 
 
PKVS scale items and 
associated factors M SD Not at all A little Somewhat 
A great 
deal Missing 
13c. Improves communication 
between department chairs 
and decision-makers. 
2.78 .919 9 
(8.8%) 
29 
(28.4%) 
39 
(38.2%) 
25 
(24.5) 
 
13d. Facilitates information 
sharing between faculty 
and staff members. 
2.75 .909 9 
(8.8%) 
31 
(30.4%) 
39 
(38.2%) 
23 
(22.5%) 
 
13e. Provides a vehicle that 
tracks and documents 
recommendations and 
their use. 
2.87 .875 5 
(4.9%) 
31 
(30.4%) 
38 
(37.3%) 
28 
(27.5%) 
 
Subscale mean 2.83 .763     0 
Note. PKVS = evaluation practice, knowledge construction, values, and social programming model. 
 
More than 66% of the respondents indicated a rating of somewhat or a great deal for the 
item “provides an open forum for information exchange,” whereas more than one third indicated 
a little or not at all for this item. The results indicate that 68% of the respondents rated 
“increases decision-maker understanding of the program under review” as somewhat or a great 
deal, whereas more than 25% indicated a little and almost 6% indicated not at all. Additionally, 
62% of the respondents indicated a rating of somewhat or a great deal for the item “improve 
communication between department chairs and decision-makers,” whereas more than 37% 
indicated a little or not at all. Further, 60% of the respondents rated the item “facilitates 
information sharing between faculty and staff members” as somewhat or a great deal, whereas 
30% indicated a little and more than 8% indicated not at all. Last, 64% of the respondents rated 
the item “provides a vehicle that tracks and documents recommendations and their use” as 
somewhat or a great deal, whereas 30% indicated a little and almost 5% indicated not at all. 
Independent samples t tests conducted on the scores for the five items measuring 
knowledge construction showed no significant difference between career chairs’ and noncareer 
chairs’ responses, with all p-values being greater than 0.05 (Table 28).  
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Table 28 
Independent Samples t Tests for Knowledge Construction  
Item 
Career/ 
noncareer N M SD t df 
Sig.  
(2-tailed) 
13a. Provides an open forum for 
information exchange. 
 
Career 65 2.88 .893 .465 97 .643 
Noncareer 34 2.79 .729 
13b. Increases decision-maker 
understanding of the program under 
review. 
 
Career 65 2.95 .874 .557 97 .579 
Noncareer 34 2.85 .821 
13c. Improves communication between 
department chairs and decision-
makers. 
 
Career 65 2.78 .927 −.048 97 .962 
Noncareer 34 2.79 .946    
13d. Facilitates information sharing 
between faculty and staff members. 
 
Career 65 2.75 .969 .095 97 .925 
Noncareer 34 2.74 .828 
13e. Provides a vehicle that tracks and 
documents recommendations and 
their use. 
 
Career 65 2.88 .910 −.350 97 .727 
Noncareer 34 2.94 .776 
Subscale mean Career 65 2.850 .805 .158 97 .875 
Noncareer 34 2.824 .698 
Note. Equal variances assumed. Sig. = significance. 
To summarize the results for Research Question 2, the subscale Knowledge Construction 
included five items. The results show a range of responses concerning knowledge construction at 
Illinois community colleges, and respondents tended to associate program review with the 
sharing of knowledge. This sharing of knowledge serves as an information exchange while 
assisting decision-makers in understanding the program under review. However, the respondents 
also tended to associate the program review process with the ability to track and document 
program review recommendations and as a tool for improving communication among 
department chairs, decision-makers, faculty, and staff. Last, there was no difference in these 
items for career and noncareer respondents. 
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Research Question 3  
Research Question 3 asked respondents to rate how the value system of their organization 
pertained to program review. To determine their organization’s value system, respondents were 
asked to rate five statements specific to their organization’s professional climate, using concepts 
drawn from the literature (Chelimsky, 1998; King, 2004; Weiss, 1998a). Each respondent was 
asked to rate items that formed the Values subscale. The frequency distributions, percentages of 
responses, means, and standard deviations are presented in Table 29.  
Table 29 
Frequency of Response for Values (n = 102) 
PKVS scale items and 
associated factors M SD Not at all A little Somewhat 
A great 
deal Missing 
Values 
 
       
14a. Increase sensitivity to 
participants’ diversity of 
values and cultural 
differences. 
 
2.22 .871 22 
(22%) 
41 
(41%) 
30 
(30%) 
7 
(7%) 
2 
 
14b. Value the faculty 
governance system (union, 
faculty senate, etc.). 
 
2.28 .975 26 
(26%) 
31 
(31%) 
32 
(32%) 
11 
(11%) 
2 
 
 
14c. Determine the extent to 
which the internal 
environment is supportive 
of change. 
 
2.48 .904 16 
(16%) 
32 
(32%) 
40 
(40%) 
12 
(12%) 
2 
 
 
14d. Account for the lobbying 
activities of employers. 
 
1.74 .840 49 
(49.5%) 
29 
(29.3%) 
19 
(19.2%) 
2 
(2%) 
3 
 
 
14e. Resist political factors. 1.93 1.003 46 
(45.5%) 
24 
(23.8%) 
23 
(22.8%) 
8 
(7.9%) 
 
1 
 
 
Subscale mean 2.13 .749     1 
Note. PKVS = evaluation practice, knowledge construction, values, and social programming model. 
 
Frequency distributions were computed for the individual items within the Values 
subscale. Results show that only 37% of the respondents indicated a rating of somewhat or a 
great deal for the item “increase sensitivity to participants’ diversity of values and cultural 
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differences,” whereas 41% indicated a little and 22% indicated not at all. Results for all 
respondents show that 43% of the department chairs indicated a rating of somewhat or a great 
deal for the item “values the faculty governance system,” whereas 31% indicated a little and 
26% indicated not at all. Of the chairs responding to the survey, more than half (52%) indicated 
a rating of somewhat or a great deal for the item “determines the extent to which the internal 
environment is supportive of change,” whereas 32% indicated a little and only 16% indicated not 
at all. However, only 21% of the department chairs indicated a rating of somewhat or a great 
deal for the item “account for the lobbying activities of employers,” whereas almost 30% of the 
respondents indicated a rating of a little but close to 50% indicated not at all. Last, for the item 
on the program review process having the ability to “resist political factors,” slightly more than 
30% of the respondents indicated a rating of somewhat or a great deal, whereas almost 24% 
indicated a little and more than 45% indicated not at all. 
Independent samples t tests were conducted for the means on the five items measuring 
values to determine whether there was a significant difference between the responses of career 
chairs and noncareer chairs. There were no significant differences between the groups for four of 
the five items related to values (Table 30). However, a significant difference was found in the 
fifth item related to values, “resist political factors” (t[96] = 2.17, p = 0.32). Noncareer chairs 
rated this item higher (M = 2.24, SD = 1.103) than did career chairs (M = 1.78, SD = .917). 
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Table 30 
Independent Samples t Tests for Values 
Item 
Career/ 
noncareer N M SD t df 
Sig.  
(2-tailed) 
14a. Increase sensitivity to 
participants’ diversity of values 
and cultural differences. 
 
Career 63 2.24 .837 .015 95 .988 
Noncareer 34 2.24 .923 
14b. Value the faculty governance 
system (union, faculty senate, 
etc.). 
 
Career 63 2.19 .965 −1.509 95 .135 
Noncareer 34 2.50 .961 
Noncareer 34 2.62 .954 
14c. Determine the extent to which the 
internal environment is 
supportive of change. 
 
Career 63 2.44 .857 −.912 95 .364 
14d. Account for the lobbying 
activities of employers. 
 
Career 63 1.67 .783 −1.182 94 .240 
Noncareer 33 1.88 .927 
14e. Resist political factors. Career 64 1.78 .917 −2.173 96 .032 
Noncareer 
 
34 2.24 1.103 
Subscale mean Career 64 2.07 .693 −1.465 96 .146 
Noncareer 34 2.30 .805 
Note. Equal variances assumed. Sig. = significance. 
To summarize the findings related to Research Question 3, the subscale for Values 
consisted of five items. Results show that whereas few chairs view program review as a way to 
help generate understanding for the cultural patterns at their community colleges, they tend to 
associate ICCB program review with an internal environment somewhat supportive of change. 
This change may come in the form of listening to participants’ concerns about values and 
cultural differences as a result of program review or involving the governance system in the 
program review process. Additionally, the data also suggest the program review process accounts 
for the lobbying activities of employers. However, there is some evidence to suggest program 
review is not always resistant to political factors. Last, a significant result was found in the fifth 
item, “resist political factors,” with noncareer chairs rating this item higher than career chairs. 
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Research Question 4 
Research Question 4 asked respondents how they viewed the role of social programming 
in the program review process. To determine the role social programming plays in program 
review, Illinois community college department chairs rated five statements, as outlined in the 
literature  on social programming (Shadish et al., 1991). These statements made up the Social 
Programming subscale. Frequency distributions, percentages of responses, means, and standard 
deviations are presented in Table 31.  
Table 31 
Frequency of Response for Social Programming (n = 102) 
PKVS scale items and 
associated factors M SD Not at all A little Somewhat 
A great 
deal Missing 
Social Programming 
 
       
15a. Allows governance, 
program funding, and 
program structure to play 
vital roles in decision-
making. 
 
2.53 .830 10 
(10.3%) 
37 
(38.1%) 
39 
(40.2%) 
11 
(11.3%) 
5 
 
 
15b. Increases the relevancy 
of curriculum to meet 
employer and workplace 
needs. 
 
2.96 .917 6 
(6.3%) 
24 
(25%) 
34 
(35.4%) 
32 
(33.3%) 
6 
 
15c. Makes it difficult to 
change or eliminate 
programs with strong 
historical origins. 
 
2.19 .867 22 
(23.2%) 
39 
(41.1%) 
28 
(29.5%) 
6 
(6.3%) 
7 
 
15d. Makes it difficult to 
change or eliminate 
programs with strong 
political connections. 
 
2.04 .893 30 
(31.3%) 
38 
(39.6%) 
22 
(22.9%) 
6 
(6.3%) 
6 
 
15e. Makes it difficult to 
change or eliminate 
programs with strong 
connections to local 
employer and workplace 
needs. 
 
2.34 .950 22 
(22.9%) 
29 
(30.2%) 
35 
(36.5%) 
10 
(10.4%) 
6 
 
Subscale mean 2.41 .648     4 
Note. PKVS = evaluation practice, knowledge construction, values, and social programming model. 
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Frequency distributions for the subscale items indicate that more than 51% of the 
respondents gave a rating of somewhat or a great deal for the item “allows governance, program 
funding, and program structure to play vital roles in decision-making,” whereas 38% of the 
respondents indicated a little and only 10% of the respondents indicated not at all. Results for all 
respondents show almost 69% of respondents gave a rating of somewhat or a great deal for the 
item “increases the relevancy of curriculum to meet employer and workplace needs,” whereas 
25% of the respondents indicated a rating of a little and only 6% of the department chairs 
indicated not at all.  
 Additionally, only 35% respondents gave a rating of somewhat or a great deal for 
“makes it difficult to change or eliminate programs with strong historical origins,” whereas 41% 
of the respondents rated the same item a little and 23% rated it not at all. However, the item 
“makes it difficult to change or eliminate programs with strong political connections” received a 
rating of somewhat or a great deal from only 29% of the respondents, whereas more than 39% of 
the department chairs rated it a little and 31% rated the item not at all. Last, almost 47% of the 
respondents indicated a rating of somewhat or a great deal for the item “makes it difficult to 
change or eliminate programs with strong connections to local employer and workplace needs,” 
whereas 30% of the respondents gave a rating of a little and close to 30% of the respondents 
gave a rating of not at all. 
Independent samples t tests were conducted for the means on the five items measuring 
social programming to determine whether there was a significant difference between career 
chairs’ and noncareer chairs’ responses. There were no significant differences between the 
groups for four of the five items related to social programming (Table 32). However, a 
significant difference was found in the mean for the fourth item related to social programming, 
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“makes it difficult to change or eliminate programs with strong political connections” (t[91] = 
2.366, p = 0.20). Noncareer chairs rated this item higher (M = 2.35, SD = .950) than did career 
chairs (M = 1.90, SD = .824).  
Table 32 
Independent Samples t Tests for Social Programming 
Item 
Career/ 
noncareer N M SD t df 
Sig. 
(2-tailed) 
15a. Allows governance, program 
funding, and program structure to 
play vital roles in decision-
making. 
 
Career 62 2.60 .877 .886 92 .378 
Noncareer 32 2.44 .716 
15b. Increases the relevancy of 
curriculum to meet employer and 
workplace needs. 
 
Career 62 3.06 .921 1.296 91 .198 
Noncareer 31 2.81 .873 
15c. Makes it difficult to change or 
eliminate programs with strong 
historical origins. 
 
Career 62 2.18 .859 .465 90 .643 
Noncareer 30 2.27 .868 
15d. Makes it difficult to change or 
eliminate programs with strong 
political connections. 
 
Career 62 1.90 .824 2.366 91 .020 
Noncareer 31 2.35 .950 
15e. Makes it difficult to change or 
eliminate programs with strong 
connections to local employer and 
workplace needs. 
 
Career 63 2.33 .916 .572 92 .569 
Noncareer 31 2.45 .995 
Subscale mean Career 63 2.40 .610 .401 93 .689 
Noncareer 32 2.46 .685 
Note. Equal variances assumed. Sig. = significance. 
 
To summarize the results for Research Question 4, the subscale for Social Programming 
consisted of five items. Chairs reported an array of responses concerning social programming 
and program review but tend to view the program review process as a means to allow 
governance, program funding, and program structure to play a role in the decision-making 
process in Illinois community colleges. Moreover, there is evidence to suggest that Illinois 
community colleges are increasing the relevancy of the curriculum to meet employer and 
workplace needs as a result of program review. Whereas the chairs are less convinced that the 
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program review process could make it difficult to change or eliminate programs with strong 
historical origins or strong political connections, there is some evidence indicating their 
reluctance to change or eliminate programs with strong connections to local employers or 
workplace needs. Last, a significant difference was found in the fifth item, “makes it difficult to 
change or eliminate programs with strong political connections,” with noncareer chairs rating 
this item higher than career chairs. 
 
Research Question 5 
Research Question 5 asked how Illinois community college department chairs rate the 
actions taken by decision-makers on the chairs’ program review recommendations. To determine 
how direct utilization pertains to program review, Illinois community college department chairs 
were asked five questions specific to direct utilization, using concepts drawn from Johnson 
(1998). Each respondent was asked to rate items that formed the Direct Utilization subscale. 
Frequency distributions, percentages of responses, means, and standard deviations are presented 
in Table 33.  
Table 33 
Frequency of Response for Direct Utilization (n = 102) 
PKVS scale items and 
associated factors M SD Not at all A little Somewhat 
A great 
deal Missing 
Direct Utilization  
 
       
16a. Increase resources for 
programs. 
 
2.34 .924 21 
(21%) 
34 
(34%) 
35 
(35%) 
10 
(10%) 
2 
16b. Decrease budgets. 1.94 .867 35 
(35.4%) 
40 
(40.4%) 
19 
(19.2%) 
5 
(5.1%) 
3 
 
16c. Merge or discontinue 
programs. 
 
2.06 .867 30 
(30.3%) 
37 
(37.4%) 
28 
(28.3%) 
4 
(4%) 
3 
(continued) 
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Table 33 (continued) 
 
PKVS scale items and 
associated factors M SD Not at all A little Somewhat 
A great 
deal Missing 
16d. Redesign curriculum. 2.79 .929 10 
(10.1%) 
25 
(25.3%) 
40 
(40.4%) 
24 
(24.2%) 
3 
16e. Increase budgets. 2.09 .920 32 
(32.7%) 
30 
(30.6%) 
31 
(31.6%) 
5 
(5.1%) 
4 
Subscale mean 2.25 .675     2 
Note. PKVS = evaluation practice, knowledge construction, values, and social programming model. 
 
Frequency distributions for the individual items within the Direct Utilization subscale 
indicate that 45% of the respondents gave a rating of somewhat or a great deal for the item 
“increase resources for programs,” whereas 34% of the respondents gave a rating of a little and 
21% of the respondents gave a rating of not at all. Furthermore, only 24% of department chairs 
gave a rating of somewhat or a great deal for the item “decreased budgets,” whereas more than 
40% of the chairs gave a rating of a little and 35% gave a rating of not at all. Further, 32% of the 
respondents gave a rating of somewhat or a great deal for the item “merging or discontinuing 
programs” that were evaluated during the program review process, whereas 37% of the 
respondents gave a rating of a little for the same item and 30% indicated not at all. Conversely, 
when asked the extent to which changes made to programs because of program review led to 
“curriculum being redesigned,” more than 64% of the respondents indicated a rating of 
somewhat or a great deal, whereas 25% of the chairs indicated a rating of a little and only 10% 
indicated not at all. Moreover, only slightly more than 36% of the department chairs indicated a 
rating of somewhat or a great deal for the item “increased budgets,” whereas almost 31% of the 
respondents indicated a rating of a little for the same item and close to 32% of the respondents 
indicated a rating of not at all. 
Independent samples t tests showed no significant differences for the five items in direct 
utilization between the career and noncareer respondent groups, with all p-values being greater 
than 0.05 (Table 34). 
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Table 34 
Independent Samples t Tests for Direct Utilization 
Item 
Career/ 
noncareer N M SD t df 
Sig. 
(2-tailed) 
16a. Increase resources for 
programs. 
Career 63 2.37 .903 .510 95 .611 
Noncareer 34 2.26 .963 
16b. Decrease budgets. Career 62 1.90 .844 −.360 94 .720 
Noncareer 34 1.97 .937 
16c. Merge or discontinue 
programs. 
Career 63 2.13 .813 1.005 94 .317 
Noncareer 33 1.94 .966 
16d. Redesign curriculum. Career 62 2.90 .970 1.624 94 .108 
Noncareer 34 2.59 .783 
16e. Increase budgets. Career 61 2.03 .894 −.720 93 .473 
Noncareer 34 2.18 .999 
Subscale mean Career 63 2.28 .478 .592 95 .555 
Noncareer 34 2.19 .416 
Note. Equal variances assumed. Sig. = significance. 
 
To summarize the findings related to Research Question 5, the subscale for Direct 
Utilization consisted of five items. Whereas the results indicate the majority of respondents 
perceive only a slight chance that program review leads to programs having their resources or 
budgets increased, there is less evidence to support the view that actions taken after the program 
review process lead to decreased budgets, merged programs, or discontinued programs. 
However, there is some evidence to support the possibility that program review is being used as 
a catalyst to redesign the curriculum at Illinois community colleges. Last, there was no difference 
between career and noncareer respondents for these items. 
 
Research Question 6 
Research Question 6 asked Illinois community college department chairs to rate how the 
program review process changes the way decision-makers think about particular aspects of a 
program. To establish how conceptual utilization pertains to program review, as noted in the 
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literature (Turnbull, 1999), Illinois community college department chairs were asked five 
questions specific to conceptual utilization. Each respondent was asked to rate items that formed 
the Conceptual Utilization subscale. Frequency distributions, percentages of responses, means, 
and standard deviations are presented in Table 35. 
Table 35 
Frequency of Response for Conceptual Utilization (n = 102) 
PKVS scale items and 
associated factors M SD Not at all A little Somewhat 
A great 
deal Missing 
Conceptual Utilization 
 
       
17a. Clarify individual 
perceptions concerning 
the program under review. 
 
2.63 .971 13 
(13%) 
33 
(33%) 
32 
(32%) 
22 
(22%) 
2 
17b. Improve the college’s 
image. 
 
2.35 .996 24 
(24.5%) 
29 
(29.6%) 
32 
(32.7%) 
13 
(13.3%) 
4 
17c. Increase awareness about 
program triumphs. 
 
2.70 
 
.980 
 
14 
(14%) 
25 
(25%) 
38 
(38%) 
23 
(23%) 
2 
17d. Increase awareness about 
the needs of programs. 
 
2.77 .897 9 
(9%) 
27 
(27%) 
42 
(42%) 
22 
(22%) 
2 
17e. Change program review 
policies. 
 
2.43 .924 18 
(18%) 
33 
(33%) 
37 
(37%) 
12 
(12%) 
2 
Subscale mean 2.58 .790     2 
Note. PKVS = evaluation practice, knowledge construction, values, and social programming model. 
 
Frequency distributions for the individual items within the subscale indicate that 54% of 
the respondents gave a rating of somewhat or a great deal for the item “clarifying individual 
perceptions of programs under review,” whereas 33% gave a rating of a little for the same item 
and only 13% of the respondents gave a rating of not at all. Whereas “improving the college’s 
image” received a rating of somewhat or a great deal from 46% of the chairs, almost 30% of the 
chairs rated the same item a little and more than 24% rated it not at all. However, 61% of the 
respondents indicated a rating of somewhat or a great deal for the item “increase awareness 
about program triumphs,” whereas 25% of the respondents rated the same item a little and only 
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14% rated it not at all. Furthermore, 64% of the respondents gave the item “increase awareness 
about the needs of programs” a rating of somewhat or a great deal, whereas 27% gave a rating of 
a little and merely 9% of the respondents rated it not at all. When asked whether program review 
“changed program review policies,” 49% of the department chairs indicated a rating of somewhat 
or a great deal, whereas 33% indicated a response of a little and 18% indicated not at all. 
Independent samples t tests were conducted for the means on the five items measuring 
conceptual utilization to determine whether there was a significant difference between career 
chairs’ and noncareer chairs’ responses. There was no significant difference for the five items in 
conceptual utilization between the career and noncareer respondent groups, with all p-values 
being greater than 0.05 (Table 36). 
Table 36 
Independent Samples t Tests for Conceptual Utilization 
Item 
Career/ 
noncareer N M SD t df 
Sig. 
(2-tailed) 
17a. Clarify individual perceptions 
concerning the program under 
review. 
 
Career 63 2.75 .950 1.486 95 .141 
Noncareer 34 2.44 .991 
17b. Improve the college’s image. Career 62 2.35 1.010 .243 93 .809 
Noncareer 33 2.30 .951 
17c. Increase awareness about program 
triumphs. 
 
Career 63 2.75 .983 .607 95 .546 
Noncareer 34 2.62 1.015 
17d. Increase awareness about the needs 
of programs. 
 
Career 63 2.84 .919 1.006 95 .317 
Noncareer 34 2.65 .884 
17e. Change program review policies. Career 63 2.41 .944 −.442 95 .659 
Noncareer 34 2.50 .896 
 
Subscale mean Career 63 2.62 .815 .668 95 .506 
Noncareer 34 2.51 .764 
Note. Equal variances assumed. Sig. = significance. 
To summarize the findings related to Research Question 6, the subscale for conceptual 
utilization consisted of five items. Whereas the respondents gave a range of responses for 
conceptual utilization, there is some evidence to suggest that being involved in program review 
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may help demystify the program under review as well as the review process itself. Additionally, 
program review may be somewhat less associated with improving a college’s image or changing 
a college’s program review policies. Last, there was no difference between career and noncareer 
chairs’ responses for these items. 
 
Research Question 7 
Research Question 7 asked Illinois community college department chairs to rate the 
actions taken by decision-makers concerning community college department chairs’ program 
review recommendations over time. To ascertain how incremental utilization pertains to program 
review, department chairs were asked five questions pertaining to incremental utilization, as 
outlined in the literature (Patton, 1996).	  Each respondent was asked to rate items that formed the 
Incremental Utilization subscale. Frequency distributions, percentages of responses, means, and 
standard deviations are presented in Table 37.  
Table 37 
Frequency of Response for Incremental Utilization (n = 102) 
PKVS scale items and 
associated factors M SD Not at all A little Somewhat 
A great 
deal Missing 
Incremental Utilization 
 
       
18a. Identify 
recommendations 
gradually. 
 
2.57 .792 9 
(8.9%) 
35 
(34.7%) 
47 
(46.5%) 
10 
(9.9%) 
1 
18b. Support the use of 
recommendations over 
time. 
 
2.61 .871 9 
(8.9%) 
38 
(37.6%) 
37 
(36.6%) 
17 
(16.8%) 
1 
18c. Allow administrators to 
engage in long-range 
planning and decision-
making. 
 
2.74 .934 10 
(9.9%) 
30 
(29.7%) 
37 
(36.6%) 
24 
(23.8%) 
1 
(continued) 
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Table 37 (continued) 
 
PKVS scale items and 
associated factors M SD Not at all A little Somewhat 
A great 
deal Missing 
18d. Provide interim feedback 
for program 
improvement. 
 
2.71 .920 9 
(8.9%) 
34 
(33.7%) 
35 
(34.7%) 
23 
(22.8%) 
1 
18e. Collect a wide range of 
information about 
programs that helps 
make change over time. 
 
2.70 .870 8 
(8%) 
33 
(33%) 
40 
(40%) 
19 
(19%) 
2 
Subscale mean 2.67 .796     1 
Note. PKVS = evaluation practice, knowledge construction, values, and social programming model. 
 
Frequency distributions for the individual items within the subscale indicate that more 
than 56% of the respondents gave a rating of somewhat or a great deal for the item “identify 
recommendations gradually,” whereas almost 35% of the chairs indicated a rating of a little and 
almost 9% indicated not at all. Of the chairs who responded to the survey, more than 53% 
indicated a rating of somewhat or a great deal for the item “support the use of recommendations 
over time,” whereas 37% of the chairs indicated a rating of a little and only 9% indicated a rating 
of not at all. Furthermore, 60% of the respondents indicated a rating of somewhat or a great deal 
for the item “allowing administrators to engage in long-range planning,” with almost 30% of the 
chairs rating that item a little but only10% rating it not at all. The item “provide interim 
feedback for program improvement” received a rating of somewhat or a great deal from more 
than 57% of the respondents, whereas almost 34% of the respondents rated the same item a little 
and only 9% rated that item not at all. When asked whether, as a long-range effect, program 
review “collects a wide range of information concerning programs that helps make changes over 
time,” 59% of the respondents indicated a rating of somewhat or a great deal, whereas 33% of 
the respondents indicated a rating of a little, and only 8% of the respondents rated that item not 
at all. Independent samples t tests determined there were no significant differences between the 
responses of career and noncareer chairs, with all p-values being greater than 0.05 (Table 38). 
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Table 38 
Independent Samples t Tests for Incremental Utilization 
Item 
Career/ 
noncareer N M SD t df 
Sig. 
(2-tailed) 
18a. Identify recommendations 
gradually. 
 
Career 64 2.56 .732 −.506 96 .614 
Noncareer 34 2.65 .884 
18b. Support the use of 
recommendations over time. 
 
Career 64 2.61 .866 −.363 96 .717 
Noncareer 34 2.68 .878 
18c. Allow administrators to engage 
in long-range planning and 
decision-making. 
 
Career 64 2.73 .895 −.451 96 .653 
Noncareer 34 2.82 .999 
18d. Provide interim feedback for 
program improvement. 
 
Career 64 2.77 .904 .458 96 .648 
Noncareer 34 2.68 .945 
18e. Collect a wide range of 
information about programs 
that helps make change over 
time. 
 
Career 63 2.71 .851 −.114 95 .910 
Noncareer 34 2.74 .898 
Subscale mean Career 63 2.68 .774 −.201 96 .841 
Noncareer 34 2.71 .820 
Note. Equal variances assumed. Sig. = significance. 
To summarize, Research Question 7 consisted of five items used to develop the 
Incremental Utilization subscale. These results provide some evidence that not all decisions are 
made directly at the conclusion of the program review process on Illinois community college 
campuses. Furthermore, an incremental type of decision-making process may aid in identifying 
recommendations gradually, leading to increased support of those recommendations over time. 
This type of decision-making process may also afford administrators the ability to engage in 
long-range planning and provide interim feedback for program improvement, and it may assist 
Illinois community colleges in their strategic planning efforts. Last, there was no difference in 
these items for career and noncareer respondents. 
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Research Question 8 
Research Question 8 asked respondents to rate the persuasiveness of community college 
department chairs’ program review recommendations to decision-makers. To discover the role 
persuasive utilization plays in the program review process, the department chairs were asked five 
questions specific to persuasive utilization, as noted in the literature (King, 1988). Each 
respondent was asked to rate items that formed the Persuasive Utilization subscale. Frequency 
distributions, percentages of responses, means, and standard deviations are presented in Table 
39.  
Table 39 
Frequency of Response for Persuasive Utilization (n = 102) 
PKVS scale items and 
associated factors M SD Not at all A little Somewhat 
A great 
deal Missing 
Persuasive Utilization  
 
       
19a. Gain support for a 
program. 
 
2.63 .869 11 
(10.9%) 
30 
(29.7%) 
45 
(44.6%) 
15 
(14.9%) 
1 
19b. Influence decision-
makers. 
 
2.60 .884 13 
(12.9%) 
28 
(27.7%) 
46 
(45.5%) 
14 
(13.9%) 
1 
19e. Support the use of 
recommendations. 
 
2.57 .920 15 
(14.9%) 
28 
(27.7%) 
43 
(42.6%) 
15 
(14.9%) 
1 
Subscale mean 2.60 .816     1 
Note. PKVS = evaluation practice, knowledge construction, values, and social programming model. 
 
Frequency distributions for the individual items within the subscale reveal that more than 
59% of the respondents who answered the questionnaire indicated a rating of somewhat or a 
great deal for the item “gain support for a program,” whereas more than 29% of the respondents 
indicated a rating of a little and 11% indicated a rating of not at all. Additionally, more than 59% 
of the chairs indicated a rating of somewhat or a great deal for the item “influence decision-
makers,” whereas almost 28% of the department chairs indicated a rating of a little for the same 
item and 13% indicated a rating of not at all. In comparison, using program review to “support 
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the use of recommendations” received a rating of somewhat or a great deal from more than 57% 
of the department chairs, whereas more than 27% of the chairs indicated a rating of a little and 
15% indicated a rating of not at all. 
Independent samples t tests were conducted for the means on the five items measuring 
persuasive utilization to determine whether there was a significant difference between career 
chairs’ and noncareer chairs’ responses. There was no significant difference in persuasive 
utilization between the groups, with all p-values being greater than 0.05 (Table 40). 
Table 40 
Independent Samples t Test for Persuasive Utilization 
Item 
Career/ 
noncareer N M SD t df 
Sig. 
(2-tailed) 
19a. Gain support for a program. Career 64 2.70 .885 .946 96 .346 
Noncareer 
 
34 2.53 .825 
19b. Influence decision-makers. Career 64 2.63 .917 .347 96 .729 
Noncareer 
 
34 2.56 .860 
19e. Support the use of 
recommendations. 
Career 64 2.61 .953 .258 96 .797 
Noncareer 
 
34 2.56 .860 
Subscale mean Career 64 2.65 .854 .553 96 .581 
Noncareer 34 2.55 .765 
Note. Equal variances assumed. Sig. = significance. 
To summarize the findings related to Research Question 8, the subscale for Persuasive 
Utilization consisted of three items. These results show department chairs’ responses to be 
somewhat consistent for persuasive utilization of program review recommendations across 
Illinois community colleges. There is some evidence that the program review process may have a 
tendency to boost support for a program, influence decision-makers, or support the use of 
recommendations. There was no statistically significant difference between the career and 
noncareer respondent groups for this item. 
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Research Question 9 
Research Question 9 examined the program review process at Illinois community 
colleges. To clarify the role process utilization plays in the program review process, the 
department chairs were asked five questions specific to process utilization, as outlined in the 
literature (Alkin & Taut, 2003). Each respondent was asked to rate items that formed the Process 
Utilization subscale. Frequency distributions, percentages of responses, means, and standard 
deviations are presented in Table 41.  
Table 41 
Frequency of Response for Process Utilization (n = 102) 
PKVS scale items and 
associated factors M SD Not at all A little Somewhat 
A great 
deal Missing 
Process Utilization 
 
       
20a. Ensures that 
stakeholders share 
responsibility for the 
evaluation process. 
 
2.43 .909 18 
(17.8%) 
33 
(32.7%) 
39 
(38.6%) 
11 
(10.9%) 
1 
20b. Generates an 
appreciation of the 
evaluation process. 
 
2.44 .957 17 
(17%) 
38 
(38%) 
29 
(29%) 
16 
(16%) 
2 
20c. Increases professional 
development during the 
evaluation process. 
 
2.41 .951 21 
(20.8%) 
30 
(29.7%) 
38 
(37.6%) 
12 
(11.9%) 
1 
20d. Guides and shapes the 
evaluation process. 
 
2.55 .974 17 
(16.8%) 
29 
(28.7%) 
37 
(36.6%) 
18 
(17.8%) 
1 
Subscale mean 2.46 .824     1 
Note. PKVS = evaluation practice, knowledge construction, values, and social programming model. 
 
Frequency distributions for the individual items within the subscale indicate that more 
than 49% of the respondents gave a rating of somewhat or a great deal for the item “ensuring 
stakeholders share responsibilities for the program review process,” whereas almost 33% of the 
respondents indicated a rating of a little and more than 17% indicated a rating of not at all. Of 
the department chairs who responded to the survey, 45% indicated a rating of somewhat or a 
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great deal for the item “generates an appreciation of the evaluation process,” whereas 38% of the 
respondents indicated a little and 17% of the respondents indicated not at all. Additionally, when 
asked whether “professional development increased during the program review process,” more 
than 49% of the respondents indicated a rating of somewhat or a great deal, whereas more than 
29% of the respondents indicated a little and almost 21% indicated not at all. Finally, the item 
“guides and shapes the evaluation process” received a rating of more than 54% from the 
respondents, whereas almost 29% of the respondents rated this item a little and almost 16% rated 
it not at all. 
Independent samples t tests were conducted for the means on the five items measuring 
process utilization to determine whether there was a significant difference between career chairs’ 
and noncareer chairs’ responses. A significant difference in scores was found for the third item 
related to process utilization, “increases professional development during the evaluation process” 
(t[96] = 2.009, p = 0.047). Career chairs rated this item higher (M = 2.55, SD = .919) than did 
noncareer chairs (M = 2.15, SD = .972; Table 42). 
Table 42 
Independent Samples t Tests for Process Utilization 
Item 
Career/ 
Noncareer N M SD t df 
Sig. 
(2-tailed) 
20a. Ensures that stakeholders share 
responsibility for the evaluation 
process. 
 
Career 65 2.54 .920 1.391 96 .167 
Noncareer 33 2.27 .839 
20b. Generates an appreciation of the 
evaluation process. 
 
Career 64 2.56 .990 1.435 95 .154 
Noncareer 33 2.27 .839 
20c. Increases professional 
development during the evaluation 
process. 
 
Career 65 2.55 .919 2.009 96 .047 
Noncareer 33 2.15 .972 
(continued) 
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Table 42 (continued) 
 
Item 
Career/ 
Noncareer N M SD t df 
Sig. 
(2-tailed) 
20d. Guides and shapes the evaluation 
process. 
 
Career 65 2.63 1.024 .708 96 .481 
Noncareer 33 2.48 .834 
Subscale mean Career 65 2.57 .840 1.606 96 .112 
Noncareer 33 2.30 .730 
Note. Equal variances assumed. Sig. = significance. 
To summarize the findings related to Research Question 9, the subscale for Process 
Utilization consisted of four items. The results suggest the program review process helps direct 
and structure program review, increases growth during the program review process, and 
increases stakeholder commitment during the program review process; however, it is somewhat 
less associated with increasing enthusiasm for involvement in the program review process. Last, 
a significant difference was found for the fifth item, “increases professional development during 
the evaluation process,” with career chairs rating this item higher than noncareer chairs. 
 
Research Question 10 
Research Question 10 examined how department chairs rated the potential for misuse of 
the chairs’ program review recommendations. To ascertain how misuse pertains to program 
review, the department chairs were asked four questions specific to misuse, as outlined in the 
literature	  (Alkin & Coyle, 1988), and each respondent was asked to rate items that formed the 
Misuse subscale. However, because of the negative wording of these items, the data were 
reversed coded as follows: 4 (not at all), 3 (a little), 2 (somewhat), and 1 (a great deal), with no 
neutral midpoint. Frequency distributions, percentages of responses, means, and standard 
deviations are presented in Table 43. 
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Table 43 
Frequency of Response for Conceptual Utilization (n = 102) 
PKVS scale items and 
associated factors M SD Not at all A little Somewhat 
A great 
deal Missing 
Misuse 
 
       
21a. Manipulated by decision-
makers. 
 
3.13 1.016 9 
(8.9%) 
 
19 
(18.8%) 
 
23 
(22.8%) 
50 
(49.5%) 
1 
21b. Distorted by decision-
makers. 
 
3.12 1.042 11 
(10.9%) 
 
16 
(15.8%) 
 
24 
(23.8%) 
50 
(49.5%) 
1 
21c. Used to support decision-
maker interests. 
 
2.89 1.062 13 
(12.7%) 
 
24 
(23.5%) 
 
26 
(25.5%) 
39 
(38.2%) 
 
21d. Used even if the 
recommendations are 
considered unacceptable. 
 
3.20 1.020 10 
(9.9%) 
 
14 
(13.9%) 
 
23  
(22.8%) 
54  
(53.5%) 
1 
Subscale mean 3.09 .952     0 
Note. PKVS = evaluation practice, knowledge construction, values, and social programming model. 
 
Frequency distributions for the individual items within the Misuse subscale indicate that 
all four items on the Misuse subscale received positive ratings. More than 72% of the 
respondents indicated a rating of somewhat or a great deal for the item “manipulated by 
decision-makers,” whereas almost 19% indicated a little for this item and 9% of the respondents 
indicated not at all. Additionally, 73% of the respondents indicated a rating of somewhat or a 
great deal for the item “distorted by decision-makers,” whereas more than 15% of the 
respondents indicating a rating of a little and 11% indicated not at all. A slightly smaller 
percentage (63%) of the respondents gave a rating of somewhat or a great for the item “used to 
support decision-maker interests,” whereas more than 23% of the respondents gave the same 
item a rating of a little and almost 13% of the respondents gave it a rating of not at all. Last, 76% 
of the respondents indicated a rating of somewhat or a great deal for “used even if the 
recommendations are considered unacceptable,” whereas 14% of the chairs gave it a rating of a 
little and 10% rated it not at all. 
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Independent samples t tests were conducted for the means on the four items measuring 
misuse to determine whether there was a significant difference between career chairs’ and 
noncareer chairs’ responses. There was no significant difference between the groups for the four 
items on the Misuse subscale, with all p-values being greater than 0.05 (Table 44). 
Table 44 
Independent Samples t Tests for Misuse 
Item 
Career/ 
noncareer N M SD t df 
Sig. 
(2-tailed) 
21a. Manipulated by decision-
makers. 
 
Career 64 3.11 .994 −.174 96 .863 
Noncareer 34 3.15 1.077 
21b. Distorted by decision-makers. Career 64 3.09 1.019 −.107 96 .915 
Noncareer 
 
34 3.12 1.122 
21c. Used to support decision-
maker interests. 
 
Career 65 2.85 1.034 −.421 97 .675 
Noncareer 34 2.94 1.127 
21d. Used even if the 
recommendations are 
considered unacceptable. 
 
Career 64 3.19 1.006 −.084 96 .933 
Noncareer 34 3.21 1.067 
Subscale mean Career 65 3.06 .895 −.210 97 .834 
Noncareer 34 3.10 1.070 
Note. Equal variances assumed. Sig. = significance. 
 To summarize the findings related to Research Question 10, the Misuse subscale 
consisted of four items. These results appear to indicate that the misuse of program review 
recommendations is not a major concern across Illinois community colleges. The responses to 
these items were reverse coded to compensate for their negative wording. Therefore, the high 
means for those items should be interpreted as an affirmative response indicating that program 
review recommendations are not being manipulated by decision-makers, are not being distorted 
by decision-makers, or are not being used even if the recommendation are considered 
unacceptable. The results did not differ between the career and noncareer respondent groups. 
However, there is some evidence that some decision-makers may use program review 
recommendations as a means to move their personal agendas forward. 
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Research Question 11 
Research Question 11 asked the department chairs to rate the potential for nonuse of the 
chairs’ program review reports. To establish the role nonuse plays in the program review 
process, the department chairs were asked three questions specific to nonuse, as outlined in the 
literature (Wye & Sonnichsen, 1992). Each respondent was asked to rate items that formed the 
Nonuse subscale. Frequency distributions, percentages of responses, means, and standard 
deviations are presented in Table 45.  
Table 45 
Frequency of Response for Nonuse (n = 102) 
PKVS scale items and 
associated factors M SD Not at all A little Somewhat 
A great 
deal Missing 
Nonuse 
 
       
22b. Shelved and not used. 2.52 1.123 24 
(23.5%) 
28 
(27.5%) 
23 
(22.5%) 
27 
(26.5%) 
 
 
22c. Ignored by decision-
makers. 
 
2.49 1.078 24 
(24%) 
24 
(24%) 
31 
(31%) 
21 
(21%) 
2 
Subscale mean 2.50 1.059     0 
Note. PKVS = evaluation practice, knowledge construction, values, and social programming model. 
 
Frequency distributions were calculated for both items composing the Nonuse subscale. 
When department chairs were asked whether they believed program review reports are “shelved 
and not used,” 49% of the chairs responded with a rating of somewhat or a great deal, whereas 
more than 27% indicated a rating of a little and 23% responded with a rating of not at all. 
Additionally, 52% of department chairs indicated a rating of somewhat or a great deal for the 
item “ignored by decision-makers,” whereas 24% of the chairs indicated a rating of a little and 
24% indicated not at all. 
Independent samples t tests were conducted for the means on the three items measuring 
nonuse to determine whether there was a significant difference between career chairs’ and 
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noncareer chairs’ responses. There was no significant difference between the groups for the three 
items on the Nonuse subscale, with all p-values being greater than 0.05 (Table 46). 
Table 46 
Independent Samples t Tests for Nonuse 
Item 
Career/ 
noncareer N M SD t df 
Sig.  
(2-tailed) 
22b. Shelved and not used. Career 65 2.42 1.088 −1.472 97 .144 
Noncareer 
 
34 2.76 1.182 
22c. Ignored by decision-makers. Career 63 2.40 1.071 −1.218 95 .226 
Noncareer 
 
34 2.68 1.093 
Subscale mean Career 65 2.39 1.03 −1.468 97 .145 
Noncareer 34 2.72 1.12 
Note. Equal variances assumed. Sig. = significance. 
To summarize the findings related to Research Question 11, the subscale for Nonuse 
consisted of two items. The instrument asked the department chairs to rate statements designed 
to investigate the occurrence of nonuse of the ICCB Program Review process. Whereas 
respondents reported a somewhat similar range of responses between each item of the Nonuse 
subscale, they tended to associate program review with findings that might end up on a shelf 
never to be used or with recommendations stemming from the program review process at some 
Illinois community colleges to be ignored by decision-makers. Last, there was no statistically 
significant difference between the career and noncareer respondent groups. 
 
Research Question 12 
Research Question 12 asked the department chairs to rate the potential barriers 
concerning program review. To discover how barriers impede the program review process, the 
chairs were asked to select, from a list that composed the Barriers to Use subscale, what they felt 
239 
 
were barriers to the program review process. Frequency distributions, percentages of responses, 
means, and standard deviations are presented in Table 47. 
Table 47 
Frequency of Response for Barriers to Use (n = 102) 
PKVS scale items and associated factors Response Missing Total M SD 
23a. Lack of access to administrators for clarification 
or guidance. 
 
21 
(20.6%) 
81 
(79.4%) 
102 
(100.0%) 
  
23b. Lack of access to data for the review. 43 
(42.2%) 
 
59 
(57.8%) 
102 
(100.0%) 
  
23c.  Too few resources to conduct the review. 42 
(41.2%) 
 
60 
(58.8%) 
102 
(100.0%) 
  
23d. Inadequate time to conduct the review. 46 
(45.1%) 
 
56 
(54.9%) 
102 
(100.0%) 
  
23e. Poor institutional communication. 36 
(35.3%) 
 
66 
(64.7%) 
102 
(100.0%) 
  
23f. Insensitivity to participants’ values or cultural 
difference. 
11 
(10.8%) 
 
91 
(89.2%) 
102 
(100.0%) 
  
23g. Interference from external stakeholders. 10 
(9.8%) 
 
92 
(90.2%) 
102 
(100.0%) 
  
23h. Findings support or refute political positions. 10 
(9.8%) 
 
92 
(90.2%) 
102 
(100.0%) 
  
23i. Incompetence of the evaluator. 
 
11 
(10.8%) 
91 
(89.2%) 
102 
(100.0%) 
 
  
Subscale mean  0  2.23 1.789 
Note. PKVS = evaluation practice, knowledge construction, values, and social programming model. 
 
Only 21% of the respondents indicated that a “lack of access to administrators for 
clarification or guidance” was a barrier to program review at their community colleges. When 
asked whether a “lack of access to data for the review” was considered a barrier to program 
review, 42% responded in the affirmative. “Too few resources to conduct the review” was 
considered a barrier to program review by 41% of the respondents. Regarding whether 
“inadequate time to conduct the review” was considered a barrier, 45% responded in the 
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affirmative. Thirty-five percent of respondents considered “poor institutional communication” a 
barrier to the program review process.  
However, only 11% of the respondents considered “insensitivity to participants’ values or 
cultural difference” a barrier to the program review process at their community colleges. 
Likewise, only 10% of the respondents considered “interference from external stakeholders” a 
barrier to program review. Additionally, only 10% of the respondents believed that at their 
community colleges, “program review findings support or refute political positions.” When 
asked whether the “incompetence of the evaluator” was considered a barrier to the program 
review process at their community colleges, 11% of the respondents answered in the affirmative. 
A cross tabulation was conducted to identify the nine items measuring barriers to use according 
to career and noncareer chairs’ responses (Table 48).  
Table 48 
Cross Tabulation Measuring Barriers to Use Between Career and Noncareer Chairs’ Responses 
 
Barrier N Career Noncareer 
23a. Lack of access to administrators for clarification or guidance 
 
(n = 20) 15 
23% 
5 
15% 
 
23b. Lack of access to data for the review 
 
(n = 42) 26 
40% 
16 
47% 
 
23c. Too few resources to conduct the review 
 
(n = 41) 25 
39% 
16 
47% 
 
23d. Inadequate time to conduct the review 
 
(n = 45) 31 
48% 
14 
41% 
 
23e. Poor institutional communication 
 
(n = 35) 22 
34% 
13 
38% 
 
23f. Insensitivity to participants’ values or cultural difference 
 
(n = 10) 5 
8% 
5 
15% 
 
23g. Interference from external stakeholders 
 
(n = 9) 6 
9% 
3 
9% 
 
(continued) 
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Table 48 (continued) 
 
Barrier N Career Noncareer 
23h. Findings support or refute political positions 
 
(n = 9) 6 
9% 
3 
9% 
 
23i. Incompetence of the evaluator (n = 10) 6 
9% 
4 
12% 
 
Of the respondents who selected “lack of access to administrators for clarification or 
guidance” as a barrier, 23% were career department chairs and 15% were chairs of noncareer 
programs. The barrier “lack of access to data for the review” was selected by 40% of the career 
chairs as compared with 47% of the noncareer chairs. “Too few resources to conduct the review” 
were selected by 39% of the career chairs and by 47% of the noncareer chairs. Additionally, the 
barrier “inadequate time to conduct the review” was selected by 48% of the career chairs as 
compared with 41% of the noncareer chairs. Last, 34% of the career chairs chose “poor 
institutional communication” as a barrier to program review, whereas 38% of the noncareer 
chairs indicated it as a barrier. Last, a chi-square test was performed on items that 20 or more 
chairs selected as a barrier to determine whether career chairs’ and noncareer chairs’ responses 
were distributed differently across the items selected as barriers. The test failed to indicate a 
significant difference (an α level of .05 was used for this analysis). 
To summarize the findings related to Research Question 12, the results show some 
evidence that department chairs face barriers during the program review process. Of the 
respondents who indicated one or more barriers to program review, 21% consider lack of access 
to administrators a barrier to the program review process. More than 40% of the respondents 
consider lack of access to data, too few resources, or inadequate time as barriers to the program 
review process. Additionally, more than one third of the respondents consider poor institutional 
communication a barrier to the program review process. Last, a chi-square test showed no 
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significant association between the career chair and noncareer chair groups for any of the barriers 
listed. 
 
Research Question 13 
Research Question 13 was developed to determine the relationships within and between 
the subscales of Evaluation Practice, Knowledge Construction, Values, Social Programming, 
Direct Utilization, Conceptual Utilization, Incremental Utilization, Persuasive Utilization, 
Process Utilization, Misuse, and Nonuse. The researcher used SPSS to calculate overall means 
for each subscale and to calculate correlation coefficients to address Research Question 13. 
Pearson product–moment correlation. A Pearson product–moment correlation 
coefficient was used to assess the relationships within and between the organizational subscales 
Evaluation Practice, Knowledge Construction, Values, and Social Programming and the 
utilization subscales Direct Utilization, Conceptual Utilization, Incremental Utilization, 
Persuasive Utilization, Process Utilization, Misuse, and Nonuse. The results are reported in 
Table 49 and the text that follows. 
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Table 49 
Correlation of Organizational Factors and Utilization 
Correlation Pract Knowledge Values Social Direct Concept Increme Persua Process Misuse Nonuse 
Pract Pearson 
correlation 
1           
Sig. (2-tailed)            
N 102           
Knowledge Pearson 
correlation 
.715a 1          
Sig. (2-tailed) .000           
N 102 102          
Values Pearson 
correlation 
.591a .582a 1         
Sig. (2-tailed) .000 .000          
N 101 101 101         
Social Pearson 
correlation 
.401a .438a .525a 1        
Sig. (2-tailed) .000 .000 .000         
N 98 98 97 98        
Direct Pearson 
correlation 
.344a .512a .362a .500a 1       
Sig. (2-tailed) .000 .000 .000 .000        
N 100 100 100 97 100       
Concept Pearson 
correlation 
.633a .618a .601a .455a .564a 1      
Sig. (2-tailed) .000 .000 .000 .000 .000       
N 100 100 100 96 99 100      
Increme Pearson 
correlation 
.656a .715a .627a .513a .570a .795a 1     
Sig. (2-tailed) .000 .000 .000 .000 .000 .000      
N 101 101 101 97 100 100 101     
Persua Pearson 
correlation 
.615a .740a .577a .449a .586a .778a .803a 1    
Sig. (2-tailed) .000 .000 .000 .000 .000 .000 .000     
N 101 101 101 97 100 100 101 101    
 
(continued) 
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Table 49 (continued) 
 
Correlation Pract Knowledge Values Social Direct Concept Increme Persua Process Misuse Nonuse 
Process Pearson 
correlation 
.646a .786a .635a .411a .510a .760a .802a .787a 1   
Sig. (2-tailed) .000 .000 .000 .000 .000 .000 .000 .000    
N 101 101 100 97 99 99 100 100 101   
Misuse Pearson 
correlation 
.297a .144 .159 −.140 −.081 .169 .151 .073 .175 1  
Sig. (2-tailed) .002 .149 .112 .169 .422 .092 .131 .470 .080   
N 102 102 101 98 100 100 101 101 101 102  
Nonuse Pearson 
correlation 
−.483a −.475a −.401a −.209b −.273a −.466a −.448a −.474a −.476a −.417a 1 
Sig. (2-tailed) .000 .000 .000 .039 .006 .000 .000 .000 .000 .000  
N 102 102 101 98 100 100 101 101 101 102 102 
Note. Pract = evaluation practice; Knowledge = knowledge construction; Values = values; Social = social programming; Direct = direct utilization; Concept = 
conceptual utilization; Increme = incremental utilization; Persua = persuasive utilization; Process = process utilization; Misuse = misuse; Nonuse = nonuse; Sig. 
= significance. 
aCorrelation is significant at the 0.01 level (2-tailed).  
bCorrelation is significant at the 0.05 level (2-tailed). 
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Evaluation Practice. A Pearson product–moment correlation coefficient was computed 
to assess the relationship between the organizational subscale Evaluation Practice and the 
organizational subscale Knowledge Construction. The computation revealed a statistically 
significant positive correlation between the two subscales, r = 0.715, n = 102, p = 0.01. These 
results suggest community colleges that view program review as a means to meet the needs of 
the ICCB, judge program quality, ensure programs operate effectively, and make evaluation a 
way of life at their community college also view program review as an information exchange, a 
way to improve communication between chairs and decision-makers, and a way to increase 
decision-makers’ knowledge of the program under review. A Pearson product–moment 
correlation coefficient was also computed to assess the relationship between the organizational 
subscale Evaluation Practice and the organizational subscale Values. There was a statistically 
significant positive correlation between the two subscales, r = 0.591, n = 101, p = 0.01. This 
result suggests community colleges that endorse evaluation practice tend to respect their 
colleges’ professional climate, culture, and standards. The Pearson product–moment correlation 
coefficient also revealed a relationship between the organizational subscale Evaluation Practice 
and the organizational subscale Social Programming. There was a statistically significant 
positive correlation between the two subscales, r = 0.401, n = 98, p = 0.01. This result suggests 
organizations that have strong evaluation practices also tend to take into consideration a 
program’s historical and political origins, including its structure, governance, funding, and 
stakeholder involvement in light of decisions made concerning the program under review.  
Further, a Pearson product–moment correlation coefficient was used to compute the 
relationship between the organizational subscale Evaluation Practice and the utilization subscale 
Direct Utilization. A statistically significant positive correlation between the two subscales, 
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r = 0.344, n = 100, p = 0.01, was found, suggesting organizations that support evaluation practice 
tend to support the recommendations stemming from the program review process. A Pearson 
product–moment correlation coefficient was also computed to assess the relationship between 
the organizational subscale Evaluation Practice and the utilization subscale Conceptual 
Utilization. There was a statistically significant positive correlation between the two subscales, 
r = 0.633, n = 100, p = 0.01. This result suggests a community college’s evaluation practice 
tends to indirectly influence policies, programs, and procedures, often changing the way 
decision-makers think about the triumphs and needs of the programs undergoing the program 
review process. 
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the organizational subscale Evaluation Practice and the utilization subscale 
Incremental Utilization. There was a statistically significant positive correlation between the two 
subscales, r = 0.656, n = 101, p = 0.01, suggesting community colleges that support evaluation 
practice also tend to implement recommendations stemming from the program review process, 
albeit gradually. The Pearson product–moment correlation coefficient computed to assess the 
relationship between the organizational subscale Evaluation Practice and the utilization subscale 
Persuasive Utilization revealed a statistically significant positive correlation between the two 
subscales, r = 0.615, n = 101, p = 0.01. This result suggests community colleges that endorse 
evaluation practice also tend to enlist the findings stemming from a program review to support or 
refute political positions, gain support for a program, or influence decision-makers.  
A Pearson product–moment correlation coefficient was also computed to assess the 
relationship between the organizational subscale Evaluation Practice and the utilization subscale 
Process Utilization. There was a statistically significant positive correlation between the two 
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subscales, r = 0.646, n = 101, p = 0.01. This result suggests that high levels of evaluation 
practice are related to appreciation for the program review process that also enable potential 
users to acquire new skills and to modify their behavior by participating in the program review 
process. A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the organizational subscale Evaluation Practice and the utilization subscale 
Misuse. There was a statistically significant positive correlation between the two subscales, r = 
0.297, n = 102, p = 0.01, suggesting community colleges that use strong evaluation practices 
tend to have some level of misuse of recommendations stemming from the program review 
process.  
A Pearson product–moment correlation coefficient was also computed to assess the 
relationship between the organizational subscale Evaluation Practice and the utilization subscale 
Nonuse. The results indicate a statistically significant negative correlation between the two 
subscales, r = −.483, n = 102, p = 0.01. This result suggests community colleges that endorse 
high levels of evaluation practice are more likely to use the recommendations stemming from the 
program review process.  
Knowledge Construction. A Pearson product–moment correlation coefficient was 
computed to assess the relationship between the organizational subscale Knowledge 
Construction and the organizational subscale Values. The results revealed a statistically 
significant positive correlation between the two subscales, r = 0.582, n = 101, p = 0.01. This 
result suggests community colleges that communicate evaluation findings and data to their 
members, as well as information on how that knowledge was constructed and how it differs from 
the knowledge that already exists, are more likely to respect their colleges’ professional climate, 
culture, and standards. A Pearson product–moment correlation coefficient was also computed to 
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assess the relationship between the organizational subscale Knowledge Construction and the 
organizational subscale Social Programming. There was a statistically significant positive 
correlation between the two subscales, r = 0.438, n = 98, p = 0.01, suggesting community 
colleges that share information concerning a program’s historical and political origins, its 
structure, its funding, and its stakeholder involvement tend to use that knowledge in the decision-
making process for that program.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the organizational subscale Knowledge Construction and the utilization 
subscale Direct Utilization. There was a moderate statistically significant positive correlation 
between the two subscales, r = 0.512, n = 100, p = 0.01, suggesting organizations that endorse 
knowledge construction tend to use the findings from a program review to make informed 
decisions concerning a program’s resources, budgets, or curriculum.  
A Pearson product–moment correlation coefficient was also computed to assess the 
relationship between the organizational subscale Knowledge Construction and the utilization 
subscale Conceptual Utilization. There was a statistically significant positive correlation between 
the two subscales, r = 0.618, n = 100, p = 0.01. This result suggests community colleges that 
sponsor knowledge construction tend to use information gleaned from a program review to 
clarify decision-makers’ perceptions of a program or to have policies, programs, or procedures 
that are influenced by the program review process.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the organizational subscale Knowledge Construction and the utilization 
subscale Incremental Utilization. There was a statistically significant positive correlation 
between the two subscales, r = 0.715, n = 101, p = 0.01, suggesting community colleges that 
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promote knowledge construction tend to utilize the recommendations stemming from the 
program review process in stages, thus allowing for long-range planning.  
A Pearson product–moment correlation coefficient was also computed to assess the 
relationship between the organizational subscale Knowledge Construction and the utilization 
subscale Persuasive Utilization. There was a statistically significant positive correlation between 
the two subscales, r = 0.740, n = 101, p = 0.01. This result suggests community colleges that 
encourage the sharing of knowledge tend to use that knowledge to gain support for a program or 
influence decision-makers.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the organizational subscale Knowledge Construction and the utilization 
subscale Process Utilization. There was a statistically significant positive correlation between the 
two subscales, r = 0.786, n = 101, p = 0.01, suggesting community colleges with high levels of 
knowledge construction tend to influence individuals engaged in the evaluation process.  
Additionally, a Pearson product–moment correlation coefficient was computed to assess 
the relationship between the organizational subscale Knowledge Construction and the utilization 
subscale Misuse. There was a very weak, non-significant correlation between the two subscales, 
r = 0.144, n = 102, p = 0.149, suggesting no relationship.  
A Pearson product–moment correlation coefficient was also computed to assess the 
relationship between the organizational subscale Knowledge Construction and the utilization 
subscale Nonuse. There was a statistically significant negative correlation between the two 
subscales, r = −.475, n = 102, p = 0.01, suggesting increases in knowledge construction are 
related to lower levels of nonuse of program review recommendations.  
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Values. A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the organizational subscale Values and the organizational subscale Social 
Programming. The results revealed a moderate statistically significant positive correlation 
between the two subscales, r = 0.525, n = 97, p = 0.01. This result suggests community colleges 
that nurture a professional climate also allow a program’s historical and political origins, 
structure, and funding and the college’s governance system to play vital roles in the decision-
making process.  
A Pearson product–moment correlation coefficient was also computed to assess the 
relationship between the organizational subscale Values and the utilization subscale Direct 
Utilization. There was a relatively weak statistically significant positive correlation between the 
two subscales, r = 0.362, n = 100, p = 0.01. This result suggests community colleges with a 
strong value system act on recommendations directly after a program review.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the organizational subscale Values and the utilization subscale Conceptual 
Utilization. There was a strong statistically significant positive correlation between the two 
subscales, r = 0.601, n = 100, p = 0.01. This result suggests that community colleges with strong 
value systems tend to influence the way decision-makers think about particular aspects of the 
programs undergoing the program review process.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the organizational subscale Values and the utilization subscale Incremental 
Utilization. There was a statistically significant positive correlation between the two subscales, 
r = 0.627, n = 101, p = 0.01, suggesting community colleges with strong value systems tend to 
utilize interim feedback for program improvement.  
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A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the organizational subscale Values and the utilization subscale Persuasive 
Utilization. There was a moderate statistically significant positive correlation between the two 
subscales, r = 0.577, n = 101, p = 0.01. This result suggests community colleges with strong 
value systems enlist the findings stemming from a program review to influence decision-makers.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the organizational subscale Values and the utilization subscale Process 
Utilization. There was a statistically significant positive correlation between the two subscales, r 
= 0.635, n = 100, p = 0.01, suggesting organizations with strong value systems utilize a program 
review process that guides and shapes evaluations at their colleges.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the organizational subscale Values and the utilization subscale Misuse. 
There was a weak negative, nonsignificant correlation between the two subscales, r = −.159, n = 
101, p = 0.112, suggesting no relationship between the organizational subscale Values and the 
utilization subscale Misuse.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the organizational subscale Values and the utilization subscale Nonuse. 
There was a moderate statistically significant negative correlation between the two subscales, r = 
−.401, n = 101, p = 0.01, suggesting community colleges supportive of their organization’s value 
system tend to have lower levels of nonuse of program review recommendations.  
Social Programming. A Pearson product–moment correlation coefficient was computed 
to assess the relationship between the organizational subscale Social Programming and the 
utilization subscale Direct Utilization. There was a moderate statistically significant positive 
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correlation between the two subscales, r = 0.500, n = 97, p = 0.01, suggesting community 
colleges that allow program funding, program structure, and the college’s governance system to 
play vital roles in the decision-making process utilize recommendations stemming from the 
program review process in a timely fashion.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the organizational subscale Social Programming and the utilization subscale 
Conceptual Utilization. There was a moderate statistically significant positive correlation 
between the two subscales, r = 0.455, n = 96, p = 0.01. This result suggests understanding a 
program’s historical origins and its stakeholders’ involvement tends to clarify individual 
perceptions concerning the program under review.  
A Pearson product–moment correlation coefficient was also computed to assess the 
relationship between the organizational subscale Social Programming and the utilization subscale 
Incremental Utilization. There was a moderate statistically significant positive correlation 
between the two subscales, r = 0.513, n = 97, p = 0.01. This result suggests understanding a 
program’s historical and political origins and its stakeholders’ involvement aids decision-makers 
in long-range planning.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the organizational subscale Social Programming and the utilization subscale 
Persuasive Utilization. There was a moderate statistically significant positive correlation between 
the two subscales, r = 0.449, n = 97, p = 0.01. This result suggests programs with strong 
historical and political origins and stakeholder involvement have influence over decision-makers 
in the utilization of program review recommendations.  
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A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the organizational subscale Social Programming and the utilization subscale 
Process Utilization. There was a moderate statistically significant positive correlation between 
the two subscales, r = 0.449, n = 97, p = 0.01. This result suggests stakeholders’ involvement in 
the program review process guides and shapes that process.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the organizational subscale Social Programming and the utilization subscale 
Misuse. There was a negative but nonsignificant correlation between the two subscales, r = 
−.140, n = 97, p = 0.169, suggesting there was no relationship between the organizational 
subscale Social Programming and the utilization subscale Misuse.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the organizational subscale Social Programming and the utilization subscale 
Nonuse. There was a weak statistically significant negative correlation between the two 
subscales, r = −.209, n = 98, p = 0.05. This result suggests community college programs with 
strong historical and political origins, structure, funding, and stakeholder involvement have 
lower levels of nonuse.  
Direct Utilization. A Pearson product–moment correlation coefficient was computed to 
assess the relationship between the utilization subscale Direct Utilization and the utilization 
subscale Conceptual Utilization. There was a moderate statistically significant positive 
correlation between the two subscales, r = 0.564, n = 99, p = 0.01. This result suggests as 
decision-makers’ conceptions of a program change during the program review process, the 
likelihood of their acting on recommendations stemming from that process increases.  
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A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the utilization subscale Direct Utilization and the utilization subscale 
Incremental Utilization. There was a moderate statistically significant positive correlation 
between the two subscales, r = 0.570, n = 100, p = 0.01, suggesting that whereas community 
colleges take some direct actions based on the results of program review recommendations, they 
also tend to make decisions over time.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the utilization subscale Direct Utilization and the utilization subscale 
Persuasive Utilization. There was a moderate statistically significant positive correlation between 
the two subscales, r = 0.568, n = 100, p = 0.01. This result suggests that an increase in the 
support of political positions for the programs under review increases the direct utilization of 
program review recommendations.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the utilization subscale Direct Utilization and the utilization subscale 
Process Utilization. There was a moderate statistically significant positive correlation between 
the two subscales, r = 0.510, n = 99, p = 0.01, suggesting decision-makers influenced by the 
program review process tend to take direct action on the recommendations stemming from that 
process.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the utilization subscale Direct Utilization and the utilization subscale 
Misuse. There was no statistically significant correlation between the two subscales, r = 0.081, 
n = 100, p = 0.422 level, suggesting there was no relationship between the Direct Utilization and 
Misuse subscales.  
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A Pearson product–moment correlation coefficient was also computed to assess the 
relationship between the utilization subscale Direct Utilization and the utilization subscale 
Nonuse. There was a statistically significant negative correlation between the two subscales, r = 
−.273, n = 100, p = 0.01, suggesting community colleges that implement program review 
recommendations shortly after the program review process is complete tend to have lower levels 
of nonuse.  
Conceptual Utilization. A Pearson product–moment correlation coefficient was 
computed to assess the relationship between the utilization subscale Conceptual Utilization and 
the utilization subscale Incremental Utilization. There was a statistically significant positive 
correlation between the two subscales, r = 0.795, n = 100, p = 0.01, suggesting increasing a 
decision-maker’s knowledge of a program’s triumphs and needs aids in long-range planning.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the utilization subscale Conceptual Utilization and the utilization subscale 
Persuasive Utilization. There was a statistically significant positive correlation between the two 
subscales, r = 0.778, n = 100, p = 0.01. This result suggests increasing decision-makers’ 
knowledge of a program’s triumphs and needs increases the likelihood that decision-makers can 
be persuaded to make favorable decisions concerning a program.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the utilization subscale Conceptual Utilization and the utilization subscale 
Process Utilization. There was a statistically significant positive correlation between the two 
subscales, r = 0.760, n = 99, p = 0.01, suggesting the program review process tends to increase 
awareness of community college programs.  
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A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the utilization subscale Conceptual Utilization and the utilization subscale 
Misuse. Results show a very weak, nonsignificant correlation between the two subscales, 
r = 0.169, n = 100, p = 0.092, suggesting there was no relationship between the Conceptual 
Utilization and Misuse subscales. 
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the utilization subscale Conceptual Utilization and the utilization subscale 
Nonuse. There was a moderate statistically significant negative correlation between the two 
subscales, r = −.466, n = 100, p = 0.01. This result suggests that when the level of awareness of a 
program’s triumphs and needs stemming from program review increases, the level of nonuse 
decreases. 
Incremental Utilization. A Pearson product–moment correlation coefficient was 
computed to assess the relationship between the utilization subscale Incremental Utilization and 
the utilization subscale Persuasive Utilization. There was a strong statistically significant positive 
correlation between the two subscales, r = 0.803, n = 101, p = 0.01, suggesting an increase in the 
support for a program increases long-range planning as well.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the utilization subscale Incremental Utilization and the utilization subscale 
Process Utilization. There was a strong statistically significant positive correlation between the 
two subscales, r = 0.802, n = 100, p = 0.01, suggesting an increase in process utilization 
increases the use of interim feedback for program improvement.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the utilization subscale Incremental Utilization and the utilization subscale 
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Misuse. There was a weak nonsignificant negative correlation between the two subscales, 
r = −.151, n = 101, p = 0.131.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the utilization subscale Incremental Utilization and the utilization subscale 
Nonuse. There was a moderate statistically significant negative correlation between the two 
subscales, r = −.448, n = 101, p = 0.01, suggesting long-range planning tends to reduce misuse.  
Persuasive Utilization. A Pearson product–moment correlation coefficient was 
computed to assess the relationship between the utilization subscale Persuasive Utilization and 
the utilization subscale Process Utilization. There was a statistically significant positive 
correlation between the two subscales, r = 0.787, n = 100, p = 0.01, suggesting an increase in the 
persuasive utilization of program review results tends to generate an appreciation for the 
evaluation process.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the utilization subscale Persuasive Utilization and the utilization subscale 
Misuse. Whereas there was a very weak negative correlation between the two subscales, 
r = −.073, n = 101, p = 0.470, it was not significant, suggesting there was no relationship 
between the Persuasive Utilization and Misuse subscales.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the utilization subscale Persuasive Utilization and the utilization subscale 
Nonuse. There was a statistically significant negative correlation between the two subscales, r = 
−.474, n = 101, p = 0.01, suggesting decision-makers may be persuaded to use recommendations 
stemming from the program review process.  
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Process Utilization. A Pearson product–moment correlation coefficient was computed to 
assess the relationship between the utilization subscale Process Utilization and the utilization 
subscale Misuse. Whereas there was a very weak correlation between the two subscales, 
r = 0.175, n = 101, p = 0.80, it was not significant, suggesting there was no relationship between 
the Process Utilization and Misuse subscales.  
A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the utilization subscale Process Utilization and the utilization subscale 
Nonuse. There was a statistically significant negative correlation between the two subscales, 
r  −.476, n = 101, p = 0.01, suggesting as professional development increases during the program 
review process on community college campuses, nonuse tends to decrease.  
Misuse. A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the utilization subscale Misuse and the utilization subscale Nonuse. There 
was a statistically significant negative correlation between the two subscales, r = −.417, n = 102, 
p = 0.01, suggesting as misuse during the program review process increases, nonuse tends to 
decrease.  
 
Research Question 14 
Research Question 14 was developed to determine whether the set of organizational 
subscales Evaluation Practice, Knowledge Construction, Values, and Social Programming 
predicted the set of utilization subscales Direct Utilization, Conceptual Utilization, Incremental 
Utilization, Persuasive Utilization, Process Utilization, Misuse, and Nonuse. The researcher used 
SPSS software to calculate overall means for each subscale. These subscales were then used to 
calculate linear regressions to address Research Question 14. 
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Linear regression. A linear regression analysis was conducted to determine whether the 
set of organizational subscales Evaluation Practice, Knowledge Construction, Values, and Social 
Programming predicted the utilization subscales Direct Utilization, Conceptual Utilization, 
Incremental Utilization, Persuasive Utilization, Process Utilization, Misuse, and Nonuse (Tables 
50–57). The results are reported below. 
Table 50 
Linear Regression Analysis for Subscales Predicting Direct Utilization 
Subscale b SE b   Sig. 
Constant .733 .286  .012 
Evaluation Practice −.180 .133 −.174 .180 
Knowledge Construction .401 .114 .458* .001 
Values .032 .102 .036 .735 
Social Programming 
.357 .108 .335* .001 
Note. Sig. = significance. 
*p < .01. 
A linear regression analysis was conducted to determine how well the set of 
organizational subscales predicted the Direct Utilization subscale (Table 50). Each of the 
organizational subscales was found to be a good predictor of the Direct Utilization subscale 
(p < .01), but only the Knowledge Construction and Social Programming subscales were 
significant (p < .05) predictors of the Direct Utilization subscale, F(4, 92) = 12.875, p < .001, R2 
= .359. The R-squared value from the linear regression analysis is .359, which means that about 
36% of the variance in direct utilization could be explained by the subscales Evaluation Practice, 
Knowledge Construction, Values, and Social Programming. The statistically significant positive 
effects found for the subscales Knowledge Construction and Social Programming suggest that 
knowledge construction and social programming were moderate predictors of direct utilization. 
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Table 51 
Linear Regression Analysis for Subscales Predicting Conceptual Utilization 
Subscale b SE b   Sig. 
Constant .159 .286  .580 
Evaluation Practice .286 .136 .239* .039 
Knowledge Construction .280 .114 .277** .016 
Values .274 .102 .266** .009 
Social Programming .082 .109 .066 .454 
Note. Sig. = significance. 
*p < .05. **p < .01. 
Results of the analysis for conceptual utilization (Table 51) indicate that the 
organizational subscales Knowledge Construction and Values were significant predictors 
(p < .01) of the Conceptual Utilization subscale and that the Evaluation Practice subscale was a 
significant predictor of the Conceptual Utilization subscale at the p < .05 level. In addition, the 
Knowledge Construction and Values subscales were significant predictors of the Conceptual 
Utilization subscale at the p < .01 level, F(4, 91) = 24.970, p < .001, R2 = .523. The R-squared 
value indicates that 52% of the variance in conceptual utilization was predicted by the subscales 
Evaluation Practice, Knowledge Construction, Values, and Social Programming. Additionally, 
the statistically significant positive effects found for the subscales Evaluation Practice, 
Knowledge Construction, and Values suggest these subscales were moderate predictors of the 
Conceptual Utilization subscale. 
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Table 52 
Linear Regression Analysis for Subscales Predicting Persuasive Utilization 
Subscale b SE b   Sig. 
Constant .120 .275  .664 
Evaluation Practice .067 .128 .054 .602 
Knowledge Construction .629 .109 .594* .000 
Values .177 .098 .164 .074 
Social Programming .061 .104 .048 .558 
Note. Sig. = significance. 
*p < .01. 
Results of the analysis show the organizational subscales Evaluation Practice, 
Knowledge Construction, Values, and Social Programming were significant predictors of the 
utilization subscale Persuasive Utilization (p < .01), but only the Knowledge Construction 
subscale was a significant (p < .05) predictor of the subscale Persuasive Utilization, F(4, 92) = 
33.845, p < .001, R2 = .595. The R-squared value from the linear regression analysis was .595, 
indicating that 59.5% of the variance in persuasive utilization could be explained by the 
subscales Evaluation Practice, Knowledge Construction, Values, and Social Programming. 
Additionally, the statistically significant positive effect found for the subscale Knowledge 
Construction suggests it was a moderate predictor of the Persuasive Utilization subscale. 
Table 53 
Linear Regression Analysis for Subscales Predicting Incremental Utilization 
Subscale b SE b   Sig. 
Constant −.033 .257  .899 
Evaluation Practice .217 .120 .179 .074 
Knowledge Construction .434 .102 .422* .000 
Values .229 .092 .218* .015 
Social Programming .140 .098 .112 .156 
Note. Sig. = significance. 
*p < .01. 
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Results of the analysis show the organizational subscales Evaluation Practice, Knowledge 
Construction, Values, and Social Programming (Table 53) were significant predictors (p < .01) 
of Incremental Utilization; however, only the Knowledge Construction subscale and the Values 
subscale were significant (p < .05) predictors of the subscale Incremental Utilization, F(4, 92) = 
38.279, p < .001, R2 = .625. The R-squared value from the linear regression analysis was .625, 
indicating that 62.5% of the variance in incremental utilization could be explained by the 
subscales Evaluation Practice, Knowledge Construction, Values, and Social Programming. 
Additionally, statistically significant positive effects for the subscales Knowledge Construction 
and Values suggest they are moderate predictors of the Incremental Utilization subscale. 
Table 54 
Linear Regression Analysis for Subscales Predicting Process Utilization 
Subscale b SE b   Sig. 
Constant −.037 .244  .878 
Evaluation Practice −.038 .115 −.031 .740 
Knowledge Construction .699 .099 .660* .000 
Values .279 .087 .260* .002 
Social Programming .021 .093 .016 .822 
Note. Sig. = significance. 
*p < .01. 
Results of the analysis show the subscales Evaluation Practice, Knowledge Construction, 
Values, and Social Programming (Table 54) were significant predictors (p < .01) of the 
utilization subscale Process Utilization, but only the Knowledge Construction subscale and the 
Values subscale were significant predictors (p < .05) of the Process Utilization subscale, F(4, 91) 
= 48.717, p < .001, R2 = .682. The R-squared value from the linear regression analysis was .682, 
indicating that 68.2% of the variance in process utilization could be explained by the subscales 
Evaluation Practice, Knowledge Construction, Values, and Social Programming. Additionally, 
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statistically significant positive effects for the subscales Knowledge Construction and Values 
suggest they are moderate predictors of the Process Utilization subscale. 
Table 55 
Linear Regression Analysis for Subscales Predicting Misuse 
Subscale b SE b   Sig. 
Constant 2.476 .460  .000 
Evaluation Practice .591 .215 .406* .007 
Knowledge Construction −.080 .183 −.064 .664 
Values .154 .164 .122 .351 
Social Programming −.509 .175 −.339* .004 
Note. Sig. = significance. 
*p < .01. 
A linear regression analysis was conducted to determine how well the set of 
organizational subscales Evaluation Practice, Knowledge Construction, Values, and Social 
Programming predicted the utilization subscale Misuse (Table 55). Each of the organizational 
subscales was a significant predictor (p < .01) of Misuse, but only the Evaluation Practice 
subscale and the Social Programming subscale were significant predictors (p < .05) of the 
utilization subscale Misuse, F(4, 92) = 4.511, p < .001, R2 = .164. The R-squared value from the 
linear regression analysis was .164, indicating that 16.4% of the variance in the utilization 
subscale Misuse could be explained by the subscales Evaluation Practice, Knowledge 
Construction, Values, and Social Programming. Additionally, a statistically significant positive 
effect for the subscale Evaluation Practice suggests it is a moderate predictor of Misuse. 
However, there was a statistically significant negative effect for the subscale Social 
Programming, suggesting that a higher level of social programming is a moderate predictor of 
lower levels of misuse. 
264 
 
Table 56 
Linear Regression Analysis for Subscales Predicting Nonuse 
Subscale b SE b   Sig. 
Constant 4.755 .471  .000 
Evaluation Practice −.338 .220 −.212 .127 
Knowledge Construction −.375 .187 −.277* .048 
Values −.179 .168 −.130 .289 
Social Programming .082 .179 .050 .647 
Note. Sig. = significance. 
*p < .05. 
A linear regression analysis was conducted to determine how well the set of 
organizational subscales Evaluation Practice, Knowledge Construction, Values, and Social 
Programming predicted the utilization subscale Nonuse (Table 56). Each of the organizational 
subscales was found to be a good predictor of the subscale Nonuse (p < .01), but only the 
Knowledge Construction subscale was a significant predictor of the subscale Nonuse, (p < .05) 
F(4, 92) = 8.616, p < .001, R2 = .273. The R-squared value from the linear regression analysis 
was .273, indicating that 27.3% of the variance in the utilization subscale Nonuse could be 
explained by the subscales Evaluation Practice, Knowledge Construction, Values, and Social 
Programming. Additionally, the statistically significant negative effect for the subscale 
Knowledge Construction suggests that a higher level of knowledge construction is a moderate 
predictor of lower levels of nonuse. 
 
Research Question 15 
Research Question 15 was developed to investigate the best practices used on Illinois 
community college campuses that promote the utilization of program review recommendations. 
An open-ended survey question was used to highlight best practices concerning the utilization of 
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program review recommendations at respondents’ campuses. The respondents were asked to 
share their colleges’ best practices that promote the utilization of program review 
recommendations. The responses to this question were used to answer Research Questions 15. 
Of the 49 responses submitted by the chairs, 2 were unusable; the researcher reviewed and 
grouped the other 47 (Table 57). Seven overarching themes emerged from the findings.  
Table 57 
Frequency of Response for Best Practices 
Category No. of responses 
Evaluation practice 10 
Knowledge construction 12 
Social programming 4 
Direct utilization 6 
Incremental utilization 5 
Persuasive utilization 3 
Nonuse 4 
 
Theme 1: Evaluation practice. The first theme that emerged from the review of the data 
was associated with how and why program review is conducted at Illinois community colleges. 
Direct quotes that capture respondents’ reactions to how evaluation practice differs across 
Illinois campuses are listed below. 
1. “We do a detailed program review, a greatly expanded version of the ICCB Program 
Review model, on a yearly basis . . . process is used in the yearly review, along with goal 
setting focused on the college’s strategic goals.” 
2. “The process at times is routine and generalized at our institution.” 
3. “We have an annual review intranet page built in-house whereby the action items from 
the program review are housed, updated, and shared.” 
4. “Recently as a result of our program review some release time was taken away.” 
5. “I love doing program review. It helps us to make sure we are doing things right.” 
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6. “Program review is viewed as a hoop the institution must jump through.” 
7. “This process can take hundreds of hours and cost thousands of dollars.”  
These quotes appear to support the findings from Research Question 1 that indicate the 
ICCB Program Review process is tied to the ICCB and is part of the routine of colleges. Further, 
the quotes seem to agree with the literature, which suggests program evaluation is “a long and 
tedious process of adding to, integrating, and refining the value-laden perceptions of a single 
program” (Stake et al., 1997). Additionally, results suggest that making the review process 
routine, updating it annually, or making results public such as placing them on a college’s 
intranet allows decision-makers to feel somehow attached to them. Mark, Henry, and Julnes 
(1999) viewed evaluation practice as a form of sensemaking, allowing humans to understand and 
observe regularities and capitalize on learned behaviors. However, these findings also appear to 
indicate that programs may take on some negative connotations, leaving department chairs 
feeling overloaded with another mandate, punished for reporting program outcomes that may not 
be in line with their community college’s expectations, or responsible for valuable resources 
being wasted. 
Theme 2: Knowledge construction. The second theme to emerge was the importance of 
receiving and identifying the correct data and communicating the results to others. Listed below 
are direct quotes from the respondents that analyze how data are shared both before and after a 
program review. 
1. “The data given to me for the program review by institutional research was not 
appropriate or not adequate to help me do the review.” 
2. “I would have liked more specific data.” 
3. “Data is made available in a timely manner.” 
4. “Outdated information, specifically career outlook data (from DOL site, for example), . . . 
[was] way out of data for most CTE programs.” 
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5. “I believe the value of this process is to open the dialogue between faculty.” 
6. “Sharing the recommendations for improvement with the Advisory Committee and 
program faculty.” 
7. “All faculty and academic administrators are involved with very open communication.” 
8.  “It’s very disappointing to collect the level of information we collect and turn it into a 
short summary.” 
9.  “The most difficult aspect is getting feedback and suggestions from individuals that have 
no knowledge, skills, or background in the areas.” 
10. “Present the information as a PowerPoint presentation to all deans, VP of enrollment, and 
other administrators." 
11. “The use of task analyses with CTE programs where employers reviewed core course 
learning objectives for relevancy to current and anticipated employee skill needs.” 
12. “The most disappointing process in the program review is the data that is forwarded on to 
the State. The Department/Faculty spent an enormous amount of time preparing this 
document, but only one paragraph of information was sent to the State as part of their 
requirement.” 
The quotes pertaining to knowledge construction appear to support the findings from 
Research Question 2 that the knowledge construction aspect of program review serves as an 
information exchange. The data suggest that the knowledge gleaned from program review assists 
decision-makers in understanding the programs under review, giving them the ability to share 
program review recommendations and the tools for improving communication among 
department chairs, decision-makers, faculty, and staff. Moreover, these results appear to coincide 
with the literature concerning knowledge construction, suggesting such activities are bounded by 
the need to communicate “program-related information to identified audiences who [have] a 
legitimate interest in that program” (Owen, 2004, p. 358) and that they increase institutional 
member knowledge (Russ-Eft & Preskill, 2001), as opposed to relying on gossip or professional 
lore (Shadish, 1994). However, the data also appear to suggest that not all information provided 
before the review process is helpful. Heilman (1983) contended that knowledge and utilization 
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are interlinked and suggested that “substantive knowledge is important mainly in that its quality 
depends on technical competence and its use occurs in bureaucratic settings” (pp. 722–723). 
Theme 3: Social programming. The third theme to emerge was the interaction with 
stakeholders. Direct quotes concerning the involvement of shareholders during the program 
review process are presented. 
1. “The use of task analyses with CTE programs where employers reviewed core course 
learning objectives for relevancy to current and anticipated employee skill needs.” 
2. “We try to bounce everything off of local businesses/employers before we make any 
sweeping changes based on recommendations. . . . We also poll former students and ask 
how the recommendations might have affected them.” 
3. “Of the most crucial practices is to involve your advisory board.” 
4. “Contributions from stakeholders are valued. Collaboration is generally encouraged and 
supported.” 
These results appear to support the findings pertaining to Research Question 4 and Social 
Programming that suggest chairs tend to view the program review process as a means to 
encourage stakeholder input. Additionally, the data appear to suggest that department chairs see 
program review as a process of increasing the relevancy of the curriculum to meet employer and 
workplace needs, in agreement with the literature. Stake (1991) maintained that evaluation 
efforts should be adapted to programs as they evolve, shifting from stability and prior experience 
to identifying new issues and challenges as needed, such as emerging technologies. Alkin (1975) 
considered the characteristics of the program and the nature of the contextual setting in which it 
rests as factors determining the potential utilization of evaluation and thus affecting the decision-
making process. Furthermore, Weiss (1993) contended that policies and programs stem from 
political decisions; thus, they remain subject to pressures, both supportive and hostile. The low 
response rate for this theme, consisting of only four responses, is noteworthy given that Shadish 
et al. (1991) considered this element one of the four primary components of an evaluation. 
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Noticeably absent were comments concerning program review and the governance system or the 
role played by a program’s historical origins or political connections. 
Theme 4: Direct utilization. The fourth theme that emerged from the findings concerns 
the direct utilization of program recommendations. Listed below are quotes highlighting how 
decision-makers use program review findings to make informed decisions about programs under 
review. 
1. “Programs have been closed when downward trends cannot be reversed, even with 
additional resources.” 
2. “Deans use this data to build the budget and allocate resources.” 
3. “The program review is used to develop department goals for the year.” 
4. “They will still cancel programs even with the support of the review outcomes.” 
5. “I feel when a program is of high cost and low enrollment it should be evaluated as to its 
value to the college. . . . Programs like these are regularly withdrawn.” 
6. “Annual budget process encourages program review findings that support increased 
funding.” 
The results appear to support the findings from Research Question 5 that indicate the 
program review process may lead directly to some type of change to programs. These changes 
include such actions as setting goals, having a program’s resources increased or decreased, or 
merging or discontinuing programs. These types of actions are in agreement with the literature 
on direct utilization. Various studies have documented stakeholders’ use of specific ideas and 
findings of an evaluation by (Fitzpatrick et al., 2004; Henry & Mark, 2003;) or direct decisions 
made about changing programs based on evaluation results that give direction to policy and 
practice (Shadish et al., 1991; Turnbull, 1999; Weiss, 1979; Weiss, Murphy-Graham, & 
Birkeland, 2005) and are used to guide and shape programs. Johnson (1998) considered such 
actions as eliminating ineffective programs, adapting programs based on evaluation results, 
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targeting different audiences for a program, allocating new budget expenditures for programs, 
and changing the structure of the organization in which programs operate all forms of direct 
utilization 
Theme 5: Incremental utilization. The fifth emerging theme gleaned from the data 
concerns incremental utilization. Listed below are quotes examined to understand how program 
review recommendations may be implemented over time. 
1. “Development of a checklist . . . encourages change and updating of curriculum.” 
2. “Our division has used program review to establish long-range goals.”  
3. “We have an online annual update tool that is automatically populated after the program 
review with action items.” 
4. “We track and annually revisit program recommendations.” 
These findings appear to relate to incremental utilization and Research Question 7, which 
provide some evidence that some colleges use program review as an aid in identifying 
recommendations that gradually afford administrators the ability to engage in long-range 
planning. Program review provides interim feedback for program improvement and assists 
department chairs to do strategic planning. Moreover, these quotes support the literature on 
incremental utilization, which suggests that decisions concerning program improvement tend to 
come in small, incremental steps based on specific evaluation findings (Patton, 1996) or that 
program review results are used to make program changes over time (Hoey, 1995). 
Theme 6: Persuasive utilization. The sixth theme that emerged from the findings 
concerns the way program review is used to negotiate resources. The three direct quotes 
analyzed below seem to capture how information stemming from the program review process is 
used to negotiate resources or decisions on behalf of the program.  
1. “Discussions with the Chair and Dean often lead to program improvements. . . . 
Decisions are made to continue present support, increase present support, or decrease 
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present support.” 
 
2. “We try to implement those recommendations that are agreed upon.”	   
 
3. “Coordinators or Chairs conduct the research and provide for foundation and justification 
for programs to continue.” 
 
These quotes appear to support the findings from Research Question 8 which suggest 
that department chairs may use the program review process to gain support for a program, 
influence decision-makers, or support the use of recommendations. Furthermore, the 
aforementioned quotes appear to be in agreement with the literature showing that incremental 
utilization is considered a type of evaluation use in which the results are enlisted to support or 
refute political positions (Fitzpatrick et al., 2004) or influence stakeholders (Shadish et al., 
1991). 
Theme 7: Nonuse. The last theme that emerged from the data concerns the nonuse of 
program review recommendations. Below are four direct quotes that summarize how 
recommendations stemming from the program review process are utilized or not utilized. 
1. “I have also found that well defined and well supported recommendations have been 
ignored for the most part.” 
2. “The reports are not read by upper administration and are not used with external 
constituents. The belief is that no one at ICCB or anywhere else is really reading the 
reports or using them for making decisions.” 
3. “I don’t think the school pays attention to the recommendations made in program 
review.” 
4. “I’m not sure what happens with the report after our presentation is completed to the 
committee.” 
The quotes appear to support the findings from Research Question 11 that show 
respondents reported a tendency to associate program review with findings that may end up on a 
shelf never to be used, or recommendations stemming from the ICCB Program Review process 
these were ignored. Furthermore, these quotes seem to correspond to literature going back 
272 
 
several decades, suggesting that some evaluators who expect their recommendations to feed into 
the decision-making process have had the experience of conducting a study only to see their 
recommendations shelved (Alkin & Coyle, 1988; King & Pechman, 1984; Pollitt, 2006; Sechrest 
& Figueredo, 1993; Wolf, 1990). 
Whereas these responses were not analyzed to answer any of the research questions under 
consideration, the statements do support themes found in the literature on program review and 
evaluation. Even though some of the research supporting these themes was conducted almost two 
decades ago, the aforementioned responses suggest the concepts are still valid today.  
Last, noticeably absent from the collection of quotes were quotes concerning values, 
conceptual utilization, process utilization, and barriers to use. Perhaps most alarming was the 
absence of the values component, which is considered one of the four primary components of an 
evaluation (Shadish et al., 1991). 
 
Conclusion 
This chapter summarized findings that Illinois community college department chairs 
showed moderate involvement in the organizational factors influencing program review at the 
evaluation practice and knowledge construction levels and lesser involvement at the values and 
social programming levels. Utilization showed higher involvement by Illinois community 
college department chairs in direct, conceptual, incremental, persuasive, and process utilization, 
with little involvement in misuse and some involvement in nonuse. 
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Chapter 5 
Summary, Conclusions, Implications, and Recommendations 
This study was designed to identify the attitudes and concerns that community college 
chairs have about Illinois Community College Board (ICCB) program review. A conceptual 
framework adapted from Shadish, Cook, and Leviton (1991) was developed to examine how 
evaluation factors interact with various types of utilization. More specifically, the researcher 
investigated the possible relationships between the four organizational factors of evaluation 
practice, knowledge construction, values, and social programming, and seven types of utilization 
of direct utilization, conceptual utilization, incremental utilization, persuasive utilization, process 
utilization, misuse, and nonuse. These constructs were also examined in relation to 10 
demographic characteristics: age, ethnicity, race, educational attainment, gender, number of 
years employed at the institution, years as a department chair, number of program reviews 
conducted, academic discipline, and chair status (career or noncareer). This chapter provides a 
summary of the study, a discussion of the major findings of the research, conclusions and 
implications, and recommendations for future study. 
 
Summary of the Literature Review 
In the state of Illinois, the ICCB has overseen the program review process since the mid-
1980s (ICCB, 2008). The ICCB process begins with a self-study outlining department activity, 
such as collecting student data, budget information, and staff functions, and is usually conducted 
by the department chair of the program (Hecht, Higgerson, Gmelch, & Tucker, 1999; Lees, 
2006). As a result of a study conducted by Kelly, Kristovich, and Lach (2005), the ICCB 
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Program Review process was updated in 2007 with the adoption of the Program Review Manual 
2007–2011. 
For more than a decade, community colleges have been under constant scrutiny to 
provide justification for continuing support for programs (Laanan, 2001). Eddy and Berry (2009) 
maintained that it is irresponsible to allow ineffective programs to continue to use resources that 
may otherwise assist healthy programs. In a time of shortfalls in public budgets and increased 
scrutiny of performance, program review has become a means to justify a program’s existence. 
However, factors such as competing programs, power relations, and government policies place 
stress on programs under evaluation, further jeopardizing their sustainability (Savays, Spiro, & 
Elran-Barak, 2008).  
For more than 30 years, program evaluation has provided a vehicle for measuring the 
success and health of instructional programs (Barak & Berdahl, 1978; Glenny & Schmidtlein, 
1983). Whereas the evaluation process has increased in rigor and sophistication over the years, it 
is far from perfect (Weiss, Murphy-Graham, Petrosino, & Gandhi, 2008). Many involved in the 
process voice concerns that their efforts go unnoticed, go unused, or are used in a manner they 
did not intend (Cook & Shadish, 1986; Mets, 1995; Wolf, 1990). Therefore, it is imperative to 
provide a way to increase the use of results stemming from program evaluation (Christie, 2003). 
However, Frey and Widmer (2011) maintained that the use of evaluation outcomes and their 
relationship to programs are rarely analyzed. 
Increased use can be enhanced through detailed, actionable, evidence-based 
recommendations; increased evaluator competence; improved evaluation practice; and a spirit of 
cooperation in the hierarchy of the organization. Respecting the political climate and increasing 
stakeholder involvement enhance use as well (Johnson et al., 2009). For the last two decades, 
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researchers have been referencing the work compiled by Shadish et al. (1991) on program 
evaluation, the properties required for sound evaluation practice, and the successful use of the 
information garnered from those evaluations (Benjamin & Green, 2009; Coryn, Noakes, 
Westine, & Schröter, 2011; Dewey, Momtrosse, Schröter, Sullins, & Mattox, 2008; Neirotti, 
2012; Smith, 1993). In an effort to better drive program evaluation, Shadish et al. (1991) 
theorized that evaluation practice, knowledge construction, values, and social programming form 
a symbiotic relationship with evaluation use; together, they shape an ideal evaluation framework 
that enhances program evaluation.  
In addition to the work performed by Shadish et al. (1991), the literature is replete with 
information concerning the increased utilization of program evaluation and the organizational 
factors shared. Preskill, Zuckerman, and Matthews (2003) suggested evaluation practice is 
enhanced through questioning the assumptions, values, and beliefs of the institution. Moreover, 
the importance of training in evaluation and the development of proper evaluation skill sets 
cannot be overstated (Christie & Fleischer, 2010; Tourmen, 2009). Further, Appleton-Dyer, 
Clinton, Carswell, and McNeill (2012) maintained that the evaluation approach, the credibility of 
the evaluator, the evaluation timelines, the participation of stakeholders, and the technical quality 
of the evaluation, as well as the organizational and political context, are important aspects of the 
evaluation process.  
Fleischer and Christie (2009) contended that evaluation promotes organizational learning, 
and as the need for knowledge increases during an evaluation, evaluators have the responsibility 
to customize that knowledge for their audience (Cohen, 2011). Moreover, organizations learn 
through evaluation results in two ways: through the evaluation process itself and through the 
dissemination of knowledge (Amo & Cousins, 2007). An organizational structure having highly 
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administrated levels and clearly identified roles and responsibilities for the evaluator is 
imperative for the success of program evaluation (Lambur, 2008).  
Kirkhart (2011) argued that all evaluations occur in contexts infused with culture, and the 
evaluator must be aware of this. Thomas (2011) maintained that changing demographics, 
resulting in increased diversity, will lead to cultural concerns becoming commonplace in 
program evaluation results. Moreover, Blake and Ottoson (2009) contended that unless the 
evaluation practice includes a champion in the leadership role, political environments may 
develop in which power supersedes knowledge and miscommunication between users influences 
or deters evaluation knowledge. Additionally, Mohan and Sullivan (2006) asserted that 
regardless of whether the evaluation has a methodologically sound structure, disregarded 
evaluation environments are likely to yield poor results. Therefore, for the purposes of this 
research, organizational factors were analyzed in relation to types of utilization. 
 
Theoretical Framework 
From the analysis conducted based on results derived from the instrument used in this 
study, a new model emerged concerning community college organizational culture, community 
college leadership and decision-making, community college evaluation, and organizational 
learning. This conceptual framework is based on the framework proposed by Shadish et al. 
(1991). 
Shadish, Cook, and Leviton (1992) claimed that theories of program evaluation should be 
analyzed according to how they deal with the organization’s evaluation use, values, knowledge 
construction, social programming, and evaluation practice. They noted that each of these 
concepts is important to program evaluation and that they form a symbiotic relationship.  
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Major Findings and Discussion 
This study investigated the attitudes and concerns that community college chairs have 
about Illinois Community College Board (ICCB) Program Review. It determined whether 
differences existed between career and noncareer chairs’ responses on organizational factors and 
types of utilization, whether relationships existed within and between organizational factors and 
types of utilization, and whether organizational factors predicted types of utilization. The 
relationships the investigator examined were between four organizational factors—evaluation 
practice, knowledge construction, values, and social programming—and seven types of 
utilization—direct utilization, conceptual utilization, incremental utilization, persuasive 
utilization, process utilization, misuse, and nonuse.  
Data were collected from 328 Illinois community college chairs during an 8-week period 
in the spring 2011 academic semester. The community college chairs were employed at one of 
the 48 community colleges in Illinois that subscribed to the ICCB Program Review mandate. An 
Internet-based survey was administered to community college department chairs from all 48 
Illinois community colleges to answer the 15 research questions. Each participant was asked to 
respond to statements concerning organizational factors and types of utilization. The chairs were 
asked to rate their level of agreement on a 4-point scale, with 1 being not at all, 2 being a little, 3 
being somewhat, and 4 being a great deal, with no neutral midpoint. Open-ended questions were 
also used to give respondents the opportunity to provide their own nuanced perspectives. A 
discussion of the major findings for each research question is presented in the following 
subsections. 
Research Question 1. This question was developed to investigate how Illinois 
community college department chairs rate their institution’s evaluation practice as it pertains to 
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ICCB Program Review. All the items on the Evaluation Practice subscale had high means, with 
three of the items, “meeting the needs of the Illinois Community College Board,” “defines the 
standards to be used in judging program quality,” and “makes evaluation procedures a part of 
routine events,” having means of 3.0 or greater. Independent samples t tests revealed no 
significant differences between chairs and nonchairs for the subscale at the .05 level.  
These findings support the argument Conrad and Wilson (1985) made almost 30 years 
ago that one of the six reasons community colleges conduct program review is in response to 
federal requirements for the evaluation of occupational programs. These findings support the 
premise that community college department chairs view program review as a requirement of the 
ICCB, which, in Illinois, has become the standard for evaluating programs. Furthermore, these 
findings are in line with other literature that suggests evaluation practices such as program 
review provide performance measures to improve institutional performance, enhance 
undergraduate education, and increase institutional accountability (Barak & Kniker, 2002; 
Weiss, Gruber, & Carver 1986; Zusman, 2005). 
While a necessity, meeting state requirements may do little to increase enthusiasm for 
program review because like most public organizations, community college program review is a 
matter of developing routines and repertoires (Lovell & Turner, 1988). To escape the mundane, 
department chairs can tie evaluation practice to practical concerns, which allows them to address 
problems and dilemmas regardless of whether their program helps people at a reasonable cost or 
assists decision-makers in their efforts to plot courses of action (Posavac & Carey, 2007; 
Sanderson, 2002; Weiss, 1993).   
 Research Question 2. Research Question 2 addressed the issue of knowledge 
construction as it relates to program review. All five of the items on the Knowledge Construction 
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subscale had combined ratings of somewhat or a great deal, with “provides an open forum for 
information exchange,” “increases decision-maker understanding of the program under review,” 
and “provides a vehicle that tracks and documents recommendations and their use” receiving the 
highest ratings. Additionally, independent samples t tests revealed no significant differences 
between chairs and nonchairs for the subscale at the .05 level.  
Ratings for these items indicate that chairs consider program review a means to enlighten 
decision-makers through an open exchange of information that helps track recommendations by 
providing decision-makers with relevant and useful information and increases communications 
within and between departments (Chen, 1994; Mark, Henry, & Julnes, 2000; Russ-Eft & Preskill, 
2001). The current burden placed on department chairs is that of providing decision-makers, who 
may be bombarded by countless sources of information about programs, with evaluation findings 
that stand out and are therefore accepted (Finne, Levin & Nilssen, 1995). Additionally, 
department chairs are bounded by the need to communicate program-related information to 
identified audiences, such as decision-makers or colleagues who have a legitimate interest in that 
program, through the organizing, analyzing, and reporting of evaluation findings (Chen, 1994; 
King, 2004; Owen, 2004).  
 Research Question 3. This question described the value system at community colleges, 
and the role it plays in program review. Whereas few chairs view program review as a way to 
help generate understanding for the cultural patterns at their community colleges, they tend to 
associate it with an internal environment somewhat supportive of change. Additionally, the data 
also suggest the program review process accounts for the lobbying activities of employers. 
However, there is some evidence to suggest program review is not always resistant to political 
factors. Last, a significant result was found in the fifth item, “resist political factors,” with 
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noncareer chairs rating this item higher than career chairs. Independent samples t tests revealed 
no significant differences between chairs and nonchairs for four of the items on the subscale at 
the .05 level. However, a significant difference was found in ratings for the fifth item related to 
values, “resist political factors” (t[96] = 2.17, p = 0.32). Noncareer chairs rated this item higher 
(M = 2.24, SD = 1.103) than did career chairs (M = 1.78, SD = .917).  
These results suggest that, whereas program review is somewhat supportive of change in 
the internal environment and sensitive to faculty governance, it lacks sensitivity to valuing a 
participant’s cultural differences, resisting political factors, and accounting for the lobbying 
activities of employers. Furthermore, noncareer chairs indicated a stronger connection between 
political factors and the program review process than did career chairs.  
Whereas sound evaluation is crucial to successful program review, in the end, results 
must be utilized. The environment within which an evaluation is carried out should 
accommodate the political and organizational factors that inevitably shape its support and use, 
which can also affect the conduct of an evaluation, and therefore the results obtained from it 
(Lawrence & Cook, 1982; Melkers & Roessner, 1997). For community college chairs to increase 
their knowledge about programs, they should continually question their values. This, in turn, 
helps further the evaluation process by valuing, respecting, and trusting individuals’ history, 
culture, and opinions, which are important in any social interaction (Preskill & Torres, 1999; 
Schwarz & Struhkamp, 2007).  
Furthermore, organizations often display consistent patterns of decision-making. 
Understanding these organizational patterns is a prelude for personnel to work together 
effectively. Harmony of the interests or values of individuals and groups is a positive 
phenomenon, thereby avoiding one group’s gain at another group’s expense and affording each a 
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chance to influence policy makers and compete for resources (Lindblom & Woodhouse, 1993; 
Miller & Campbell, 2006). Gone awry, these patterns run the risk of alienating stakeholders who 
are eager to work on an evaluation but are often driven away when an organization’s previous 
experiences with evaluation (and the extent to which the organization’s culture supports ongoing 
learning) hinder their full participation (Preskill et al., 2003). Additionally, inputs, including 
opinions, should be taken into account in the decision-making process, to accommodate the 
political and organizational factors that inevitably shape and support the use of program review 
(Melkers & Roessner, 1997; Rossi et al., 1978). 
 Research Question 4. The subscale for Research Question 4 consisted of five items to 
investigate the role that social programming shares with program review. Whereas all five items 
on the Social Programming subscale had consistent ratings, one item, “increases the relevancy of 
curriculum to meet employer and workplace needs,” had a combined rating for somewhat and a 
great deal of more than 68%. Results from independent samples t tests revealed no significant 
differences between chairs and nonchairs for four of the items on the subscale at the .05 level. 
However, a significant difference was found in the scores for the fourth item related to social 
programming, “makes it difficult to change or eliminate programs with strong political 
connections” (t[91] = 2.366, p = 0.20). Noncareer chairs rated this item higher (M = 2.35, SD = 
.950) than did career chairs (M = 1.90, SD = .824). 
These results suggest that stakeholder involvement in terms of workplace needs, program 
funding, and program structure played stronger roles in program review than did difficulties in 
eliminating programs having connections to local employer needs, strong historical origins, or 
strong political connections. Furthermore, a strong connection seemed apparent between 
workplace needs and curriculum revisions. Noncareer chairs also indicated that it is more 
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difficult to eliminate programs with strong political connections than those without such 
connections.  
These results disagreed somewhat with the observation that evaluation reports exist in a 
political landscape, competing for attention with other aspects of the political process that 
influence policy makers to curtail specific programs or levy resources to support them when 
considering program review recommendations (Weiss, 1993; Wholey, 1986). However, the 
mounting concern regarding whether graduates are prepared to enter an increasingly 
sophisticated global workplace is currently on the minds of policy makers, who may be 
influencing department chairs to strengthen and adapt their curricula in response to technological 
developments (Hudgins & Mahaffey, 1998; Seagren et al., 1994; Stake, 1991). Moreover, 
community college department chairs may be influenced by the statewide ICCB Program 
Review mandate, which stresses the accountability of the community college system in 
maintaining high-quality, cost-effective programs that are responsive to the needs of students, 
businesses, and industries in Illinois (ICCB, 2008). Last, Fitzpatrick et al. (2004) contended that 
evaluation may assist decision-makers in determining whether the program being evaluated is 
worthy of adoption, continuation, or expansion.  
 Research Question 5. Research Question 5 was associated with how Illinois community 
college department chairs rate the direct utilization of program review recommendations. Of the 
five items on the Direct Utilization subscale, four items had relatively low ratings. However, the 
item “redesign curriculum” on the Direct Utilization subscale received the highest response from 
the department chairs. Independent samples t tests disclosed no significant differences between 
chairs and nonchairs for four of the items on the subscale at the .05 level. 
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Whereas both career and noncareer community college chairs view redesigning the 
curriculum as a direct outcome of program review, little evidence exists to suggest they believe 
program review leads to resources being increased, operating budgets being increased or 
decreased, or programs being merged or discontinued. Furthermore, whereas redesigning the 
curriculum as a result of program review appears to be supported by the literature (Weiss, 
Murphy-Graham, & Birkeland, 2005; Wroblewski, 1995), the results of this study seem to refute 
that these types of actions are taken after a program review in Illinois community colleges. Other 
literature has shown that recommendations stemming from program review provide feedback 
that decision-makers use to allocate new budget expenditures for programs or eliminate 
ineffective ones (Johnson, 1998; Lubinescu, Ratcliff, & Gaffney, 2001; Russ-Eft & Preskill, 
2001; Wholey, 1996). 
 Research Question 6. Research Question 6 asked how Illinois community college 
department chairs rate conceptual utilization as it pertains to program review. Department chairs 
rated all five items on the Conceptual Utilization subscale; however, the item “increase 
awareness about the needs of programs” received a rating of somewhat or a great deal from 64% 
of the respondents. Further, independent samples t tests showed no significant differences 
between chairs and nonchairs for four of the items on the subscale at the .05 level. 
These results indicate that whereas department chairs view program review as a means to 
enlighten decision-makers concerning a program’s triumphs, provide insight into a program, or 
highlight its needs, they also indicated less use of program review to improve their college’s 
image or change program review policies. These results support literature concerning conceptual 
utilization, which is described as evaluation findings that modify the understanding of decision-
makers concerning particular aspects of a program and its operations, frequently providing new 
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generalizations or ideas (Alkin & Taut, 2003; Johnson, 1998; Patton, 1996; Weiss, 1979; Weiss 
et al., 2005). Additionally, Weiss (1998b) maintained that conceptual utilization provides 
decision-makers with new ideas and insights, increases their knowledge regarding a program’s 
strengths and weaknesses, and suggests possible directions of action for utilization when 
organizational conditions become favorable. However, these results also contradict some of the 
literature showing that conceptual utilization increases institutional credibility or is used to 
change organizational policies (Chen, 1996; Fitzpatrick et al., 2004; Henry & Mark, 2003; Russ-
Eft & Preskill, 2001; Turnbull, 1999; Weiss, 1979, Wholey, 1986; Wolf, 1990).  
 Research Question 7. This question was developed to investigate how Illinois 
community college department chairs rate their institution’s incremental utilization as it pertains 
to ICCB Program Review. Whereas all five items that made up the Incremental Utilization 
subscale showed consistent ratings, the item “allow administrators to engage in long-range 
planning and decision-making” had a combined rating for somewhat or a great deal of more than 
60%. Independent samples t tests revealed no significant differences between chairs and 
nonchairs for the subscale at the .05 level.  
These results provide some evidence that decisions concerning program review 
recommendations are made gradually, which may lead to increased support of those 
recommendations over time by affording administrators the ability to engage in long-range 
planning, such as strategic planning efforts or providing interim feedback for program 
improvement. Further, the findings seem to agree with the literature, which portrays evaluation 
utilization as a continual and diffuse process that is constantly evolving and shifting, leading to 
incremental reform through a process that is governed by administrators making decisions at 
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their own convenience in small, incremental steps (Johnson, 1998; Patton, 1996; Schwarz & 
Struhkamp, 2007; Weiss, 1993). 
 Research Question 8. Originally, the Persuasive Utilization subscale for Research 
Question 8 contained five items used to investigate how Illinois community college department 
chairs rate the way program review recommendations are used to influence decision-makers; 
however, the items “increase personal gain” and “support the use of flawed studies” were 
removed from testing for having item total correlation results below .40. The remaining three 
items on the Persuasive Utilization subscale were given consistent ratings. Independent samples t 
tests revealed no significant differences between chairs and nonchairs for the subscale at the .05 
level. 
Results for Research Question 8 seem to indicate that department chairs may use program 
review findings to accommodate political and organizational factors that shape and support use. 
These results appear to support the literature, which suggests that individuals tend to draw on 
evaluation evidence to convince others to support or defend their position (Fitzpatrick et al., 
2004; Leviton & Hughes, 1981). 
 Research Question 9. This research question addressed the issue of process utilization 
in the program review process. One of the five items on the Process Utilization subscale, the item 
“is resistant to change,” was removed from testing for having item total correlation results below 
.40. The remaining four items received rather consistent ratings. Independent samples t tests 
were conducted for the scores on the items measuring process utilization to determine whether a 
significant difference existed between career chairs’ and noncareer chairs’ responses on the 
subscale at the .05 level. A significant difference did exist in the scores for the third item related 
to process utilization, “increases professional development during the evaluation process” (t[96] 
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= 2.009, p = 0.047). Career chairs rated this item higher (M = 2.55, SD = .919) than did 
noncareer chairs (M = 2.15, SD = .972).  
Results for Research Question 9 suggest the program review process helps to direct and 
structure program review, increase growth during the program review process, and increase 
stakeholder commitment during the process. However, it is somewhat less associated with 
increasing enthusiasm for involvement in the program review process. These results support 
literature that claims the evaluation process itself may influence participants in the evaluation, 
enable potential users to acquire new skills or modify their behavior, and enlist stakeholder 
support (Alkin & Taut, 2003; Forss, Rebien, & Carlsson, 2002; Patton, 1997; Preskill & Torres, 
1999). However, the findings appear to refute literature that suggests the results of program 
review are more likely to be used and lead to targeted enhancements when administrators take 
the process seriously (Lubinescu et al., 2001). Last, career chairs are more likely than noncareer 
chairs to consider professional development a beneficial by-product of program review.  
 Research Question 10. Research Question 10 examined how Illinois community college 
department chairs rate the potential for misuse of their program review recommendations. To 
determine how misuse pertains to program review, department chairs were asked four questions 
to investigate whether decision-makers distort or omit significant elements of the findings (Weiss 
et al., 2005). Each respondent was asked to rate items that formed the Misuse subscale. However, 
because of the negative wording of these items, the data were reverse coded as follows, with no 
neutral midpoint: 4 (not at all), 3 (a little), 2 (somewhat), and 1 (a great deal). Therefore, the 
high means for those items should be interpreted as an affirmative response.  
These results did not differ between career and noncareer respondent groups, suggesting 
the overall group of department chairs tended to support a claim also made by Alkin and Coyle 
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(1988) that suggested misuse stems from improper evaluation practices, poorly prepared 
evaluation reports, disregarded user information or flawed data collection techniques, 
inappropriate methodologies, or a failure to identify the qualifications of evaluation findings. 
These results further suggest community college decision-makers and department chairs should 
be wary of developing a sense of complacency stemming from what they believe to be adequate 
utilization. Patton (2008) cautioned that misuse and use share a positive and direct relationship, 
warning that increased use will also result in increased misuse. 
 Research Question 11. Findings associated with this question related to nonuse as they 
pertain to ICCB Program Review. Whereas the Nonuse subscale originally consisted of three 
items, the item “used even if the reports were contrary to decision-makers’ needs” was removed 
from testing for having item total correlation results below .40. Results of the analysis for nonuse 
show the two items were rated consistently. Independent samples t-tests results revealed no 
significant differences between chairs and nonchairs for the subscale at the .05 level. In brief, 
community college chairs tend to associate program review with findings that may end up on a 
shelf or with recommendations that are ignored by decision-makers. These results concur with 
the literature that suggests evaluators expect their recommendations to be used in the decision-
making process. Some policy makers are too committed to decisions already made to use new 
research, which raises questions about the value of evaluation activities (Alkin & Coyle, 1988; 
King & Pechman, 1984; Weiss, 1988; Wolf, 1990; Wye & Sonnichsen, 1992). 
 Research Question 12. To determine how barriers impede the program review process, 
department chairs were asked to select from a list items that made up the Barriers to Use 
subscale. Frequency distributions were calculated for all respondents for all items. Results 
showed a higher percentage of chairs indicated “lack of access to data for the review,” “too few 
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resources to conduct the review,” and “inadequate time to conduct the review” as the greatest 
barriers (42, 41, and 45%, respectively), as opposed to "insensitivity to participants’ values or 
cultural difference" (10.8%), "interference from external stakeholders" (9.8%), or "findings 
support or refute political positions" (9.8%) which were identified as the lowest barriers. A chi-
square test was performed on items that 20 or more chairs selected as barriers to determine 
whether career chairs and noncareer chairs were distributed differently across the items selected 
as barriers. The test failed to indicate a significant associated between the responses of the two 
groups (an alpha level of .05 was adopted for this and all subsequent statistical tests). 
These results indicate that a lack of access to data, lack of time, or inadequate resources 
are primary barriers to program review. Results of the cross tabulations revealed that the data 
needed by career chairs, such as job openings, salaries, or number of degree completers, are the 
most important to them, suggesting that a one-stop data-dump, in which chairs receive a 
mismatched list of data about their program from the college’s research office, might not be 
suitable for all programs.  
The results coincide with literature that states barriers to the utilization of program 
evaluation recommendations should be considered to increase their use. For program review to 
be successful, department chairs should overcome obstacles to having their results used (Alkin & 
Coyle, 1988; Birnbaum & Eckel, 2005; Schwartz & Mayne, 2005; Taut & Alkin, 2003). The 
literature warns that the relationship between a lack of evaluator competencies and the program 
evaluation should considered as well (King, Stevahn, Ghere, & Ghere, 2001; Stevahn, King, 
Ghere, & Minnema, 2005).   
Research Question 13. Research Question 13 determined whether a relationship exists 
within and between the organization subscales of Evaluation Practice, Knowledge Construction, 
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Values, and Social Programming and the utilization subscales of Direct Utilization, Conceptual 
Utilization, Incremental Utilization, Persuasive Utilization, Process Utilization, Misuse, and 
Nonuse. Overall means for each subscale were used to calculate Pearson product–moment 
correlation coefficients, and the most notable relationships are discussed below. 
Evaluation Practice. A significant positive correlation was found between the subscale 
Evaluation Practice and the organizational subscales Knowledge Construction, Values, and 
Social Programming and the utilization subscales Direct Utilization, Conceptual Utilization, 
Incremental Utilization, Persuasive Utilization, Process Utilization, Misuse, and Nonuse was for 
Knowledge Construction, r = 0.715, n = 102, p = 0.01. This result suggests community college 
chairs that view program review as a means of meeting the needs of the ICCB, judging program 
quality, ensuring that programs operate effectively, and making evaluation a way of life at their 
schools also view program review as an information exchange between chairs and decision-
makers. The result also indicates a statistically significant negative correlation between the 
subscales Evaluation Practice and Nonuse, r = −.483, n = 102, p = 0.01, suggesting community 
college chairs that endorse high levels of evaluation practice are more likely to use 
recommendations stemming from the program review process. 
Knowledge Construction. A significant positive correlation was found between the 
Knowledge Construction subscale and the utilization subscales Incremental Utilization (r = 
0.715, n = 101), Persuasive Utilization (r = 0.740, n = 101), and Process Utilization (r = 0.786, n 
= 101), all at the 0.01 level, suggesting that increasing the knowledge base of a program under 
review may also increase the likelihood that results will be utilized gradually as a result of the 
program review process or after persuading others. A positive correlation was also found 
between evaluation practice and nonuse, albeit a weak one (r = 0.297, 102, p = 0.01), and this 
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result may suggest that an increase in evaluation practice may also increase misuse. Last, 
knowledge construction had a negative relationship with nonuse, r = −.475, n = 102, p = 0.01, 
suggesting that increases in knowledge construction tend to lead to lower levels of nonuse of 
program review recommendations.  
Values. A significant, positive correlation was observed between the Values subscale and 
the organizational subscales Conceptual Utilization (r = 0.601, n = 100), Incremental Utilization 
(r = 0.627, n = 101), Persuasive Utilization (r = 0.577, n = 101), and Process Utilization (r = 
0.635, n = 100), all at the 0.01 level. This result suggests that a community college with strong 
value systems tend to influence the way decision-makers think about particular aspects of 
programs undergoing the program review process. Furthermore, a correlation coefficient 
between the organizational subscale Values and the utilization subscale Nonuse revealed a 
moderate but significant negative correlation between the two subscales, r = −.401, n = 101, 
p = 0.01, suggesting community colleges that are supportive of their organizations’ value system 
tend to have lower levels of nonuse of program review recommendations.  
Social Programming. A significant positive correlation was found between the Social 
Programming subscale and the utilization subscales Direct Utilization (r = 0.500, n = 97) and 
Incremental Utilization (r = 0.513, n = 97), both at the 0.01 level. These results suggest 
community college programs with strong historical and political origins, as well as strong 
stakeholder involvement, relate to decision-makers utilizing evaluation information immediately 
after a program review and for long-range planning. Additionally, a weak but significant 
negative correlation was found between the subscales Social Programming and Nonuse, r = 
−.209, n = 98, p = 0.05, suggesting community college programs with a strong structure, 
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funding, historical and political origins, and stakeholder involvement tend to have lower levels of 
nonuse.  
Direct Utilization. Significant positive correlations were found between the Direct 
Utilization subscale and the utilization subscales Conceptual Utilization (r = 0.564, n = 99), 
Incremental Utilization (r = 0.570, n = 100), and Persuasive Utilization (r = 0.586, n = 100), all 
at the p = 0.01 level, suggesting that direct utilization of program review recommendations is 
related to the way users think about particular aspects of programs as they undergo the program 
review process, even though some decisions may materialize over time or increase support for or 
refute political positions surrounding the programs under review. Last, the analysis identified a 
significant negative correlation between the utilization subscale Direct Utilization and the 
utilization subscale Nonuse, r = −.273, n = 100, p = 0.01, suggesting community colleges that 
implement program review recommendations shortly after the program review process tend to 
have lower levels of nonuse.  
Conceptual Utilization. Significant positive correlations were found between the 
Conceptual Utilization subscale and the utilization subscales Incremental Utilization (r = 0.795, 
n = 100), Persuasive Utilization (r = 0.778, n = 100), and Process Utilization (r = 0.760, n = 99), 
all at the 0.01 level. These results suggest that increased knowledge concerning a program’s 
triumphs and needs gleaned from the program review process provides information to persuade 
decision-makers in future decisions. Moreover, a significant negative correlation between 
conceptual utilization and nonuse, r = −.466, n = 100, p = 0.01 suggests that a higher level of 
awareness of a program’s triumphs and needs is related to a lower level of nonuse.  
Incremental Utilization. A correlation coefficient was computed to assess the 
relationships between the utilization subscale Incremental Utilization and the utilization 
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subscales Persuasive Utilization (r = 0.803, n = 101) and Process Utilization (r = 0.802, n = 100) 
at the 0.01 level, and these results suggest that increased support for a program increases long-
range planning for that program. Additionally, a significant negative correlation was found 
between the utilization subscale Incremental Utilization and the utilization subscale Nonuse, 
r = −.448, n = 101, p = 0.01, suggesting that community colleges that collect and use a wide 
range of information to make changes over time tend to have decreased levels of misuse.  
Persuasive Utilization. A Pearson product–moment correlation coefficient was computed 
to assess the relationships between the utilization subscale Persuasive Utilization and the 
utilization subscales Process Utilization, Misuse, and Nonuse. The results show a statistically 
significant positive correlation between persuasive utilization and process utilization, r = 0.787, 
n = 100, p = 0.01, suggesting that an increased appreciation for the evaluation process relates to 
decision-makers using evaluation in their decision-making process. Additionally, the test 
revealed a statistically significant negative correlation between the utilization subscale 
Persuasive Utilization and the utilization subscale Nonuse, r = −.474, n = 101, p = 0.01, 
suggesting that an increase in persuasive utilization tends to decrease nonuse.  
Process Utilization. A Pearson product–moment correlation coefficient was computed to 
assess the relationship between the utilization subscale Process Utilization and the utilization 
subscales Misuse and Nonuse. A statistically significant negative correlation was found between 
these two subscales, r = −.476, n = 101, p = 0.01, suggesting that as professional development 
increases during the program review process, nonuse tends to decrease.  
Misuse. A Pearson product–moment correlation coefficient was computed to assess the 
relationship between the utilization subscale Misuse and the utilization subscale Nonuse. A 
statistically significant negative correlation was found between these two subscales, r = −.417, 
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n = 102, p = 0.01, suggesting that as misuse increases during the program review process, nonuse 
tends to decrease. 
Research Question 14. The linear regression analysis revealed that several 
organizational subscales were significant predictors of the utilization subscales Direct 
Utilization, Conceptual Utilization, Incremental Utilization, Persuasive Utilization, Process 
Utilization, Misuse, and Nonuse (p < .01). Evaluation Practice was a significant predictor of the 
utilization subscales Conceptual Utilization (p < .05) and Misuse (p < .01). Knowledge 
Construction was found to be a significant (p < .01) predictor of the utilization subscales Direct 
Utilization, Conceptual Utilization, Persuasive Utilization, Incremental Utilization, and Process 
Utilization. Additionally, a statistically significant negative effect was observed in the subscale 
Knowledge Construction for the subscale Nonuse. The organizational subscale Values was found 
to be a significant (p < .01) predictor of the utilization subscales Conceptual Utilization, 
Incremental Utilization, and Process Utilization. Last, social programming was found to be a 
significant (p < .01) predictor of the utilization subscales Direct Utilization and Misuse. There 
was also a significant negative effect (p < .01) for the subscale Social Programming on the 
utilization subscale Misuse. 
Research Question 15. Research Question 15 investigated the best practices used on 
Illinois community college campuses that promote the use of program review recommendations. 
An open-ended survey question was used to highlight best practices concerning the use of 
program review recommendations at respondents’ campuses. Respondents were asked to share 
their colleges’ best practices that promoted the use of program review recommendations. The 
responses to this question were used to answer Research Questions 15. Of the 49 responses 
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submitted by the chairs, two were unable to be used. The other 47 were reviewed and grouped 
into seven overarching themes. 
An open-ended question was used in the questionnaire to ascertain what respondents 
identified as the best practices used at their institutions. Whereas the vast majority of responses 
were positive, some respondents indicated concerns. Seven overarching themes emerged from 
the findings. The first theme that emerged was how and why program review was conducted at 
Illinois community colleges. The second and largest theme emerging from the findings was 
concerned with the usable data received for the program review, whether it was correct, and 
whether it was accurate. The means of disseminating the data was also mentioned. The third 
theme to emerge from the study, meeting the needs of external stakeholders such as advisory 
board members, is discussed. The process of using the results to make decisions concerning the 
program was the next theme to emerge from the study. The fifth theme to emerge from the study 
was concerned with the use of long-range planning stemming from the review process. The 
ability to persuade decision-makers was the sixth theme to emerge. The last theme to emerge 
from the findings was concerned with disregarding program review findings. Noticeably absent 
from the collection of quotes were quotes concerning values, conceptual utilization, process 
utilization, and barriers to use. Perhaps the most alarming omission was the values component, 
which is considered one of the four primary components of an evaluation (Shadish et al., 1991). 
 
Conclusions and Implications 
For decades, program review has been a functional means of evaluating programs at most 
community colleges, and whereas it has undergone several changes and challenges along the way 
(Glenny & Schmidtlein, 1983), it is alive and thriving in Illinois. As an objective, factual 
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assessment of conditions concerning student learning, effective curriculum development, 
evidence-based program learning, and credible fiscal decision-making, program review provides 
a wealth of information (Hecht et al., 1999; Lees, 2006; Tucker, 1993). Whereas sometimes 
costly and often time consuming, the process of program review, with its ability to report 
performance measures for community college departments, offers decision-makers the ability to 
assess the quality of community college programs, reaping dividends for years to come. 
However, when program review is not used properly, is not used at all, or is misused, far too 
often the resulting cost is a loss of trust among decision-makers, faculty, and stakeholders 
(Schwarz & Struhkamp, 2007).  
Much of the literature concerning community college program review shows that 
community college department chairs as bearing the majority of the responsibility for conducting 
the review (Hecht et al., 1999; Lees, 2006; Seagren, Wheeler, Creswell, Miller, & VanHorn-
Grassmeyer, 1994; Tucker, 1993; Young, 2008). Whereas program review is alive and thriving 
across community colleges in Illinois, organizational factors, many of which are outside the 
realm of the department chair, can make the responsibility of conducting the review a daunting 
task. Furthermore, these factors act as obstructions to the use of recommendations stemming 
from the program review process. Therefore, investigating the aforementioned concerns and 
attempting to understand the department chair’s perspective can benefit decision-makers as well 
as all others involved in the process while streamlining the process. The aim of this study was to 
identify the factors involved in program review and their relationships with its use. Several 
conclusions have been drawn based on the results. 
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Conclusions. Five broad themes emerged from the results of this study, and each is 
discussed below. 
Evaluation practice. Evaluation practice plays a fundamental role in community college 
program review by guiding and shaping an evaluation process designed to meet the needs of the 
ICCB. Barak and Kniker (2002) contended that state higher education boards use performance 
measures to improve institutional performance, enhance undergraduate education, and increase 
institutional accountability. Ultimately, policy makers are the ones who determine where 
program review falls in their organizations. These policy makers may need to explore the ways 
in which they think about the value of a reporting system developed to measure state and local 
activity designed to demonstrate accountability to stakeholders (Weiss et al., 1986; Zusman, 
2005). Whereas program review can be considered a long and tedious process of adding to, 
integrating, and refining the value-laden perceptions of a single program, the process itself 
allows community colleges to set a standard for judgments about the merit or worth of almost 
anything, which in turn is used to support the decision-making process (Cousins, 2004; Stake et 
al., 1997; Stufflebeam, 2001). Additionally, evaluation practice helps decision-makers discern 
whether a program is actually accomplishing what it was intended to accomplish and at a 
reasonable cost (Posavac & Carey, 2007; Rossi, Wright, & Wright, 1978). Within most public 
organizations, some believe evaluation practice is a matter of developing routines and repertoires 
to provide public accountability (Lovell & Turner, 1988; Wholey, 1996). Evaluation practice is 
also viewed by some as a form of sensemaking (the ability that allows humans to understand and 
observe regularities in program evaluation), which is essential in assisting decision-makers in 
their efforts to plot courses of action (Mark, Henry, & Julnes, 1999; Weiss, 1993).  
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Last, evaluation practice is the head that drives program review. Evaluation practice 
controls the rest of the program review process, often by determining where program review falls 
in an institution’s hierarchy while setting priorities and managing trade-offs. Both career and 
noncareer department chairs consider the requirements of program review their focus when 
conducting this task. This finding supported the evaluation framework developed by Shadish et 
al. (1991) and the results of a study conducted by Hoey (1995). These researchers concluded that 
the administrative structure influences the participants. Additionally, when the evaluation 
practice adheres to democratic processes, in which organization members come together to 
discuss the meaning of evaluation findings and their implications for action, the institution is 
empowered (Miller & Campbell, 2006). In other words, when department chairs associate 
program review with state mandates, the administrative structure that uses the results, or the 
standards used to evaluate programs, the policies and process of program review take on a sense 
of urgency.  
Knowledge construction. For the most part, knowledge construction is the eyes, ears, and 
mouth of program review. Considered by some the strongest component of evaluation, 
knowledge construction results from examining the data, gathering feedback from stakeholders, 
and sharing what has been learned. Even though it is the responsibility of department chairs to 
conduct evaluations that develop new and accurate knowledge, use scientifically accepted 
procedures, prioritize the knowledge they construct, and reduce bias given the task and the 
available resources, communicating the findings of the review process can be daunting. 
Knowledge construction is concerned with how organizations communicate, learn, and grow 
throughout the evaluation process (Mark et al., 2000); it is considered the vehicle for 
communicating the evaluation findings and data to organization members (Russ-Eft & Preskill, 
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2001). In other words, advancing evaluation knowledge lies in spending more time and effort 
organizing, analyzing, and reporting evaluation findings (Chen, 1994). 
Results of this study revealed that department chairs, both career and noncareer, view 
program review as useful. They see it as clarifying the relevancy of programs for decision-
makers; opening the lines of communication among department chairs, faculty, staff, and 
decision-makers; and tracking recommendations. Whereas program evaluation may be used to 
increase organizational knowledge through the sharing of thoughts throughout the organization, 
it also must ensure that everyone involved feels knowledgeable throughout the evaluation 
process (King, 2004; Russ-Eft & Preskill, 2001). In addition to increasing organizational 
knowledge, department chairs need to remember that decision-makers rely on countless sources 
of knowledge concerning programs, and that evaluation findings need to produce program 
knowledge according to accepted norms of scientific rigor if they are to provide valid knowledge 
about programs that stands out so the evaluation findings are accepted (Finne, Levin, & Nilssen, 
1995). However, this may be not as easy as simply providing decision-makers with a well-
written report. The design of decision-making systems in most organizations opposes the 
facilitation or utilization of inquiry that challenges the structure of the organization, the premises 
of decisions, or the mechanisms that support the control of the decision-making system (Lovell 
& Turner, 1988). 
Consequently, department chairs, decision-makers, faculty, staff, and stakeholders all 
share in the responsibility of ensuring the dissemination of knowledge, both old and newly 
discovered, throughout the program review process. However, it falls to the department chair to 
accomplish this monumental task. Owen (2004) defined evaluation as an activity bounded by the 
need to communicate program-related information to identified audiences who have a legitimate 
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interest in that program. In addition to ensuring that decision-makers are well informed about a 
program, department chairs need to convey the findings of their program review to the internal 
members of their team in a way that fosters both the task to be completed and their relationship 
with colleagues during the evaluation process (King, 2004). 
Values. Values are the heart of an organization’s program review process. They ensure 
that group members’ and stakeholders’ feelings and concerns are acknowledged, or at the very 
least not overlooked. An institution’s values account for its professional climate, culture, and 
standards (Chelimsky, 1998; King, 2004; Weiss, 1998a). Shadish et al. (1991) warned that if a 
group’s values are misunderstood, group members might see the evaluation as less relevant 
throughout the process. Moreover, Schwarz and Struhkamp (2007) recommended keeping the 
lines of communication open. They warned of the balancing act that exists between building and 
destroying trust and suggested that the circular motion of gaining and losing trust between 
individuals in institutions is a continuing process. Therefore, it is best to remember that 
community colleges, like most organizations, are composed of diverse professional climates, 
cultures, and standards, and understanding organizational values is paramount to facilitating the 
utilization of recommendations (King, 2004). 
Results of this study indicate that both career and noncareer chairs believe program 
review shows little sensitivity in terms of valuing participants’ cultural differences and 
accounting for the lobbying activities of employers, but only noncareer chairs believe that 
political factors play a role in the program review process. Department chairs and decision-
makers should be mindful that as community colleges have grown in number and size, their 
operations have become similar to those of larger organizations, each with an organizational 
complexity consisting of coalitions of diverse individuals that expect their values, beliefs, and 
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interests to be respected (Amey, Vanderlinden, & Brown, 2006; Bolman & Deal, 2003). For that 
reason, department chairs and decision-makers must remember that the environment in which an 
evaluation is carried out can affect, in negative as well as positive ways, the conduct of an 
evaluation and the results obtained from it (Lawrence & Cook, 1982). Therefore, community 
colleges must continually question, test, and validate their values, beliefs, assumptions, and 
knowledge systems in an effort to help further the evaluation process by understanding, valuing, 
and respecting individuals’ history, culture, and opinions (Preskill & Torres, 1999). 
Additionally, understanding the trust, culture, and value systems of complex institutions 
such as community colleges may be more difficult than it seems (Schwarz & Struhkamp, 2007). 
Schein (2004) considered an organization’s culture a multidimensional and multifaceted 
phenomenon that is not easily understood. This is particularly true when the evaluation methods 
used by organizations tend to emphasize the needs of management, not leadership (Owen & 
Lambert, 1998). Additionally, encouraging evaluators to learn to manage politics as a way to 
promote evaluation findings requires an understanding of the environment in which the evaluand 
exists (Mohan & Sullivan, 2006).  
Department chairs should remember that organizations often display consistent patterns 
of decision-making, and understanding these organizational patterns is often a prelude to 
understanding the harmony of interests or values among all individuals and groups, thereby 
avoiding one group’s gain at the other’s expense (Lindblom & Woodhouse, 1993). Additionally, 
decision-makers should consider the time it takes to understand the actors at the organizational 
level that inevitably shape and support program review. Accepting this may grant them the 
ability to influence policy and accommodate the associated political and organizational factors 
within these organizations (Melkers & Roessner, 1997; Miller & Campbell, 2006). Whereas 
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department chairs may have the ability to influence policy makers, it must be understood they are 
competing for the same resources as everyone else. Because program review processes at 
community colleges take place among diverse groups mired in social capital, they are often 
replete with both positive and negative influences. Consequently, understanding organizational 
values is essential for facilitating the utilization of program review in an institution comprising a 
variety of professional climates, cultures, and standards and is crucial to utilizing the 
recommendations. 
Social programming. Social programming is the soul of program review. Social programming is 
the part of program review that keeps programs grounded to stakeholders’ needs. Social 
programming, which describes the internal program structure, program function, and external 
constraints, monitors both social and program change (Shadish et al., 1991). Whereas both career 
and noncareer chairs view social programming as a positive attribute for program review, 
noncareer chairs consider it more difficult than do career chairs to change or eliminate programs 
with strong political connections. Shadish (1994) stated that the social programming component 
refers to the nature of the evaluated program, its relationship to other parts of society or the host 
organization, and the processes through which the parts were changed to improve performance. 
In other words, social programming includes how programs operate, in what environment they 
operate, how they change, and what makes them change. 
Understanding social programming is central to the utilization of program review 
recommendations. Department chairs must be ready and willing to invest the time it takes to 
appreciate program stakeholders and their needs, as well as stakeholders’ attachment to the 
programs they champion. Given that programs at community colleges are supported by a 
foundation of ideas, implemented through strategies with political origins, and funded in an 
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effort to mitigate social problems, comprehending the historical and political origins of a 
program, including its structure, governance, and funding, is essential. Whereas policy makers 
may use evaluation to help decide whether to curtail specific programs or levy resources to 
support others, their decisions are sometimes dependent on the nature of the contextual setting in 
which these programs exist and on the perceptions of the actors at all levels of the organization 
that support them (Alkin, 1975; Leviton & Cook, 1983; Wholey, 1986). Moreover, decision-
makers must remember that some programs that have strong historical origins, strong political 
connections, or strong connections to local employers become entrenched. These connections 
forge conditions, both internal and external to the organization, that might have to change to 
sustain new approaches and activities at the expense of outdated programs or programs that 
require large infusions of capital to keep them sustainable (Weiss, 1998a). The task then befalls 
the decision-makers to convince key players that evaluation is useful for determining whether a 
program is worthy of continuation or expansion, and that changes may be necessary if program 
improvement is the desired outcome (Fitzpatrick et al., 2004). 
Utilization. Whereas evaluation practice, knowledge construction, values, and social 
programming serve as the head; ears, eyes, and mouth; heart; and soul of program review, 
respectively, the utilization of program review results can be seen as the hands that take action. 
Whereas this action may be indirect or come in small, incremental steps, program review always 
leads to some type of action. Even inaction or misuse is considered a form of action brought 
about through the evaluation process (Patton, 2008). However, even though certain types of 
information are more difficult to use than others, it must be remembered that the use of 
evaluative results can threaten entrenched interests, often leading to nonuse. Likewise, the 
utilization of recommendations stemming from a program review can sometimes boost program 
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notoriety, assist students, and increase resources to strengthen a department (Lubinescu et al., 
2001). 
Results of this study indicate that department chairs view utilization as paramount to the 
success of program review. They reported how program review has influenced such areas as 
program curricula, department budgets, and resources. Russ-Eft and Preskill (2001) suggested 
that actively using evaluation findings in ways that are tangible and observable shows that what 
has been learned from the evaluation has direct application. As discussed in the literature, 
program review has informed decision-makers about programs under review, improved the 
institution’s image, highlighted the program’s triumphs, increased awareness of the institution’s 
programs, and helped change program review policies. According to Alkin and Taut (2003), 
conceptual utilization (sometimes referred to as enlightenment use) refers to instances in which 
no direct decision has been made but in which particular conceptual understandings have been 
modified that relate to changes in the way users think about particular aspects of a program. 
Department chairs also indicated that program review recommendations can be collected to use 
gradually, that they allow for long-range planning, and that they provide interim feedback. Patton 
(1996) contended that decisions related to program improvement tend to come in small, 
incremental steps based on specific evaluation findings.  
Shadish et al. (1991) cautioned that using evaluation results may challenge an 
institution’s culture and can often threaten the political interests of some entrenched social 
programs with strong historical and political origins. King (1988) claimed that utilizing 
evaluation recommendations is a continuous process affected by numerous factors. Fitzpatrick et 
al. (2004) considered utilization one of the factors that distinguishes evaluation from research. 
Christie (2007) considered the utilization of evaluation recommendations one of the most well-
304 
 
researched areas of evaluation, having received substantial attention in the theoretical literature. 
Utilization is considered a central outcome of any evaluation, and Christie contended that 
without utilization, an evaluation cannot contribute to social betterment. Conceptual utilization is 
considered utilization that discloses something newly learned about a program, its participants, 
its operations, or its outcomes through an evaluation or changing the structure of the organization 
in which a program operates (Henry & Mark, 2003; Weiss et al., 2005). Furthermore, evaluation 
has the ability to influence decision-makers in ways that lead to the utilization of evaluation 
information in future program designs in other settings. Another type of evaluation utilization is 
persuasive utilization, or the enlisting of evaluation results in an effort to either support or refute 
political positions (Fitzpatrick et al., 2004). Process utilization refers to the manner in which the 
conduct of the evaluation (the evaluation process) influences individuals or organizations. In the 
case of process utilization, however, the conduct of the evaluation itself also enables potential 
users to acquire new skills and modify their behavior (Alkin & Taut, 2003). Misuse, which is 
defined as “when decision-makers distort the evidence or omit significant elements of the 
findings,” sometimes appears to be intentional (Weiss et al., 2005, p. 14). Some evaluators who 
expect their recommendations to feed into the decision-making process have had the experience 
of conducting a study only to see decisions made that are almost opposite their recommendations 
(Weiss, 1988; Wolf, 1990). According to Schwartz and Mayne (2005), as evaluators strive to 
have their evaluation results contribute while trying to avoid the perils of misuse and nonuse, 
they should consider the obstacles that must be overcome to have their results used. 
Implications. Even though community colleges are responding to accountability 
demands at both the federal and state levels (Laanan, 2001) and are being forced to measure up 
to the same standards as those used for universities, little evidence exists that outcome measures 
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show an understanding of how students have benefited from a community college education 
(Bragg, 2001). For that reason, college decision-makers, the ICCB, and department chairs have a 
stake in discovering ways to make program review more meaningful. This need is accompanied 
by chairs’ desire to increase the likelihood that the results produced through the program review 
process will be utilized. Whereas the literature on the utilization of evaluation recommendations 
is replete with concerns and suggestions pertaining to evaluation utilization, noticeably absent 
from the literature is research on increasing the use of program review recommendations and the 
factors prohibiting their use. Discovering not only the organizational factors that may inhibit the 
program review process, but also those that may provide opportunities to enhance it would allow 
college decision-makers, department chairs, and the ICCB to take full advantage of a process that 
offers infinite potential. 
Furthermore, the results suggest that policy makers may need to revisit why and how 
program review is conducted in an effort to ensure buy-in from all parties involved within the 
organization. This may involve working with the governance system to ensure a smooth 
transition for changes that require additional duties. It may also require changes such as 
additional time to conduct the review, proper training to conduct the review, and members 
receiving the necessary data to complete the review. 
This study also revealed the requirement placed on department chairs to conduct program 
review. The literature on department chair roles lists preparing for an academic program review 
as one of the major roles of the department chair (Seagren et al., 1994; Tucker, 1993). Chairs 
write the self-study and serve as the point persons to answer administrators’ questions 
concerning the department’s self-study (Lees, 2006). In a quantitative study by Hilton (1997) 
investigating the role department chairs play within the North Carolina Community College 
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System, 70.8% of the chairs surveyed indicated that developing curriculum or instructional 
program reviews was part of the department chairs’ responsibilities. 
It is the responsibility of department chairs to use the program review process as a means 
of addressing issues facing their departments, highlighting major accomplishments, and 
requesting the necessary resources and support to meet the needs of their students as well as the 
state requirements. These responsibilities can be daunting, especially when coupled with the 
chairs’ normal teaching loads and other responsibilities that befall them (Young, 2008). This 
overload of responsibilities may require community college decision-makers to rethink the 
responsibilities allocated to department chairs. 
If community college decision-makers are to be successful, they must learn how to 
master the ability to communicate their vision, influence their employees, and establish and 
reinforce organizational values through the dissemination of knowledge (Bennis, 2003; 
Northouse, 2004; Ramsey, 1999). Whereas constant requests by state and local stakeholders to 
accomplish more for less forces decision-makers in educational organizations to engage in 
assessment and evaluation as a means of demonstrating accountability, insisting on assessment 
based solely on a stable set of measurable institutional goals for the most part fails (Cohen, 
Brawer, & Kisker, 2013; Schmidtlein & Berdahl, 2005; Zusman, 2005). One way decision-
makers can accomplish the task of displaying accountability is to use the program review process 
as a means of highlighting and promoting their program’s strengths and their college’s image. 
However, in this study using program review to improve the college’s image received a rating of 
somewhat or a great deal by only 46% of the chairs. Community college decision-makers may 
want to explore alternative ways to release their program review findings. 
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Colleges and universities are increasingly obligated to provide data on the attainment of 
defined outcomes and to do so at a reasonable cost. This need to prove economic accountability 
often leads educational organizations to cut programs identified as academically weak, high in 
cost, duplicative, having low market demand, or being less central to the organizational mission 
or state needs (Zusman, 2005). This type of performance funding focuses on the distribution 
phase of the budget process, allowing system boards to consider campus achievement on 
performance indicators as one factor in determining allocations of public funds (McGuinness, 
2005). However, policy makers must support the collection, analysis, and public dissemination 
of data on aspects of institutional functioning through an effective, free flow of information and 
increased organizational communication (Birnbaum & Eckel, 2005). 
Chairs’ answers to the open-ended survey question revealed that making the review 
process routine, updating it annually, or placing it on a system such as the college’s intranet 
allows decision-makers to feel somehow attached to the results. Additionally, chairs commented 
that the knowledge gleaned from a program review can serve as a tool for improving 
communication among department chairs, decision-makers, faculty, and staff. Their responses to 
this question also showed that they view making curriculum changes that are relevant to 
employer and workplace needs as one of the outcomes of program review. In addition, using 
program review recommendations as a means of increasing support for a program, engaging in 
long-range planning, or influencing decision-makers can serve to improve the process. 
Only by engaging department chairs and faculty alike in the process of program review 
can community college decision-makers be assured that what is important is being measured. 
Ideally, the findings of this study will assist community college decision-makers, external 
stakeholders, and internal and external funders to address the concerns department chairs have 
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about program review and thereby increase their levels of participation in the program review 
process. 
 
Recommendations 
Recommendations for future study. This study used a descriptive and correlational 
research design to examine the relationships between four organizational factors—evaluation 
practice, knowledge construction, values, and social programming—and eight types of 
utilization—direct utilization, conceptual utilization, incremental utilization, persuasive 
utilization, process utilization, misuse, nonuse, and barriers to use.  
Recommendations for further research emerging from this study include the following: 
1. Further research should be conducted to study the impact that organizational factors have 
on the program review process and the utilization of recommendations resulting from that 
process. In this study, a questionnaire was e-mailed to Illinois community college 
department chairs who were solely responsible for fulfilling the ICCB Program Review 
requirement at their institutions. The questionnaire investigated four organizational 
factors and eight types of use related to the program review process and the utilization of 
recommendations stemming from that process. Literature reports suggest that department 
chairs oversee the writing of the self-study portion of program review (Hecht et al., 1999; 
Lees, 2006; Seagren et al., 1994). Results of such studies could be strengthened by 
adjusting the number of respondents (chairs) to include those who are involved with the 
program review process at any stage and in any capacity. Providing a larger data set of 
survey responses might yield different results. 
 
2. In an effort to identify chairs who were solely responsible for conducting program review 
at their community colleges, the instrument used for this study included several qualifiers 
that eliminated potential respondents. This study should be replicated with those 
qualifiers removed. This change would allow chairs who are involved in the program 
review process in any manner to be included, thereby potentially increasing the response 
rate.  
 
3. This study should be replicated in other states that use community college program 
evaluation systems similar to the ICCB Program Review requirement. Increasing the 
number of sites could contribute significantly to the literature on community college 
program review and the utilization of recommendations. 
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4. The PKVS (evaluation practice, knowledge construction, values, and social 
programming) utilization model emerged from this study. This new model should be 
researched further at other community colleges. 
 
5. The results of this research showed some differences between career and noncareer chairs 
in their levels of involvement in program review. Future research should be conducted to 
explore these differences as they pertain to the program review process. 
 
6. In response to the negative tone of some of the responses to the open-ended question in 
this research, additional investigation using a qualitative focus group setting could draw 
out deeper responses from community college department chairs regarding concerns they 
have that might impede their recommendations during the program review process. Such 
a setting might offer greater insights into the chairs’ feelings about program review and 
the possible barriers they face. 
Recommendations for practice. From a review of the study findings and conclusions, 
the following recommendations for practice are made: 
1. Program review is a process that can highlight the achievements of a program and 
identify areas requiring improvement or additional support. However, convincing 
department chairs that their involvement in program review is a worthwhile use of their 
time continues to be a challenge. Many chairs continue to view program review as an 
additional task they are expected to complete without additional time or resources to 
support the task. Whereas most community college administrators faithfully strive to 
distribute the resources entrusted to their care, they should be encouraged to conduct a 
cost–benefit analysis associated with providing an adequate amount of time to conduct 
program reviews at their institutions. 
 
2. Communicating program triumphs and needs is crucial to program survival. Department 
chairs should consider using visual aids, such as PowerPoint presentations, when 
communicating their findings. Furthermore, if the program review is to be taken 
seriously, community colleges should consider allowing department chairs an opportunity 
to present their findings to their boards of trustees. 
 
3. The state of Illinois maintains no database that identifies department chairs (Young, 
2008). The ICCB should consider providing grant money to develop a directory of 
community college chairs and update it annually. 
 
4. Given that most career programs live or die according to their enrollments (Grubb, 1996), 
community colleges should consider offering career chairs training that would allow 
them to apply their knowledge in their discipline. They could use the Illinois Department 
of Employment Security (2013) website to find employment data that could be used to 
defend their programs during the program review process. 
 
5. Community colleges in Illinois should consider adopting a process that annually revisits 
the recommendations stemming from the program review process. Annual meetings with 
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decision-makers between program review cycles would enhance the communication 
process and ensure that expectations between parties are being met. 
 
6. It has been 6 years since the ICCB revisited and reformatted the program review 
guidelines. Consideration should be given to revisiting the program review process that 
governs programs at Illinois community colleges. 
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Appendix A  
 
CAO Precontact E-mail  
CAO$Pre(Contact$E(mail$Chief$Administrative$Officer$$Dear,$$I$am$writing$to$ask$for$your$help$in$a$doctoral$study$I$am$conducting$with$Dr.$Debra$Bragg$at$the$Educational$Organization$and$Leadership$Department$at$the$University$of$Illinois$at$Urbana(Champaign$(UIUC).$This$study$aims$to$increase$an$understanding$of$Illinois$Community$College$Board$(ICCB)$program$review$recommendations$by$Illinois$Community$College$department$chairs.$The$ICCB$has$identified$you$as$the$Chief$Academic$Officer$(CAO)$at$your$institution.$I$am$developing$an$e(mail$contact$list$for$all$department$chairs$who$completed$a$program$review$for$fiscal$year$2007.$If$you$could$please$provide$a$list$of$all$individuals$and$their$e(mails$who$completed$a$program$review$for$fiscal$year$2007$I$would$appreciate$it.$$$I$feel$this$study$has$important$implications$in$establishing$if$evaluation$practice,$knowledge$construction,$value,$and$social$programming$predict$the$ways$community$colleges$utilize$or$choose$not$to$utilize$program$review$recommendations.$Your$participation$is$extremely$valuable$to$me$because$my$sample$seeks$to$ensure$representativeness$of$all$community$college$department$chairs$who$participated$in$an$ICCB$program$review$for$the$fiscal$year$2007$and$2008.$I$hope$you$will$choose$to$assist$me$in$this$endeavor.$$Thank$you$for$helping$me$with$this$study.$$Please$print$a$copy$of$this$letter$for$your$records.$$$Sincerely,$$Allan$Levandowski$Ed.D.$Candidate$College$of$Education$University$of$Illinois$847.543.2549$levandow@uiuc.edu$$My$Supervising$Faculty$Member:$Dr.$Debra$Bragg$Educational$Organization$and$Leadership$Department$University$of$Illinois$351$Education$Building$1310$S.$6th$St.$Champaign,$Il$61821$217.344.8974$dbragg@uiuc.edu$
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Appendix C 
 
Hoey Instrument 
 
Question Possible responses 
1. Is a formal academic program review process used 
at your institution? 
 
Yes 
No 
2. If so, for how many academic years has it been 
operational? 
 
For less than 2 academic years. 
For 2 academic years or longer (How long? ____ years) 
For items 3–15, please indicate your rating of the overall 
importance of that item as a purpose for conducting 
academic program review at your institution. 
 
Not applicable 
Not important at all 
Of little importance 
Of moderate importance 
Of considerable importance 
Of great importance 
3. Satisfy a state-level mandate for program review. 
4. Satisfy requirements of regional accreditation 
bodies for planning and evaluation processes. 
5. Demonstrate accountability to our publics. 
6. Respond to federal requirements for the evaluation 
of occupational programs. 
 
7. Avoid state-level funding cuts in a performance-
based funding environment. 
 
11. Improve teaching and learning at our institution.  
12. Ensure currency and relevancy of curricula in 
relation to employer/workplace requirements. 
 
13. Clarify or redefine program mission and goals.  
14. Provide internal political leverage for needed 
changes. 
 
15. Other (please specify)  
  
16. How would you describe the driving force behind 
program review at your institution? (Select one 
choice.) 
We do program reviews above all because we have to. 
We do program reviews above all to improve our 
institution and its programs. 
We do program reviews because we have to and because 
we want to improve our institution. 
Other (please specify) 
 
Items 17–25 are intended to provide an index of the 
extent to which various groups are (or were) involved in 
program review at your institution. For each group, 
please check all phases of program review in which 
members of that group would typically be (or have been) 
involved. 
 
At planning stage 
During review process itself 
In preparing final report 
In follow-up procedures 
Not involved 
17. Administrators  
18. Institutional researchers  
19. Program faculty  
20. Employers  
21. Current students  
22. Alumni  
23. Peer reviewers from your institution  
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Question Possible responses 
24. Peer reviewers from another institution  
25. Specialists sent by external authorities  
  
26. Which administrative level would have the authority 
to approve implementation of program review 
recommendations in the following areas? (For each 
dimension, mark the level closest to the students at 
which final approval could be made at your 
institution.) 
 
Program 
Department 
Dean 
VP 
President 
Board 
a. Personnel selection/change  
b. Curriculum change  
c. Equipment requests  
d. Space allocation changes  
e. Program marketing  
f. Program academic standards  
g. Program admissions standards  
h. Program termination  
i. Personnel workloads  
j. Professional development  
  
27. In your experience, how often is action actually 
taken on the basis of program review 
recommendations at each of the following 
administrative levels within your institution? (Select 
one choice for each level.) 
 
Never 
Seldom 
Sometimes 
Often 
Always 
a. Board level  
b. Presidential level  
c. Vice presidential level  
d. Dean level  
e. Department level  
f. Program level  
  
28. In terms of administrative level, who is responsible 
for actually conducting program reviews at your 
institution? (Select the one choice closest to the 
corresponding level at your institution.) 
Vice presidential level 
Dean level 
Department level 
Program level 
Institutional research/professional staff 
Other (please specify) 
  
29. In terms of administrative level, to whom does the 
person who actually conducts program reviews 
report at your institution? (Select the one choice 
closest to the corresponding level at your 
institution.) 
 
President 
Vice presidential level 
Dean level 
Department level 
Program level 
30. How frequently do you interact with those who 
conduct program reviews at your institution? 
Always 
Often 
Sometimes 
Seldom 
Never 
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Question Possible responses 
31. In your estimation, what degree of access to top 
administrators is afforded to those who conduct 
program reviews at your institution? (Select one 
choice.) 
High degree of access: appointments are never 
necessary. 
Good degree of access: appointments are seldom 
necessary, but are easy to get 
Moderate degree of access: appointments are sometimes 
necessary, but are fairly easy to get. 
Fair degree of access: appointments are usually 
necessary and may be fairly difficult to get. 
Low degree of access: appointments are always 
necessary and are difficult to get. 
  
Items 32–37 relate to the “climate” for program review 
at your institution. Please indicate the extent to which 
you agree or disagree with each of the following 
statements by writing the appropriate number in the 
blank by each statement, based on the scale below. 
1 – Disagree 
2 – Tend to disagree 
3 – Neither agree nor disagree 
4 – Tend to agree 
5 – Agree  
  
32. Top administrators consider program review a high 
priority at this institution. 
 
33. Program review is really just a tool for improving 
our institutional image while maintaining the status 
quo. 
 
34. Program review reports are used at all levels of this 
institution to enhance institutional effectiveness. 
 
35. Program review recommendations represent only a 
minor source of information for decision making at 
this institution. 
 
36. Top administrators at this institution rely on 
program review reports for long-range planning 
decisions. 
 
37. Top administrators here expect program review 
recommendations to be taken seriously. 
 
  
Items 38–46 relate to communication at your institution. 
Please read each statement carefully and decide to what 
extent you agree or disagree. Use the following scale: 
1 – Disagree 
2 – Tend to disagree 
3 – Neither agree nor disagree 
4 – Tend to agree 
5 – Agree  
38. Information gained from program reviews is widely 
shared at this institution. 
 
39. The information I receive through program reviews 
is frequently not accurate. 
 
40. Program review at this institution provides an open 
forum for information exchange. 
 
41. It is easy to ask for feedback from faculty, staff, and 
students during program reviews at this institution. 
 
42. Occasionally, I feel that others don’t understand the 
information they have gained as a result of program 
review at this institution. 
 
43. Administrators and faculty openly discuss program 
review findings at this institution. 
 
44. The accuracy of program review-related 
information discussed between faculty and staff 
members at this institution needs improvement. 
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Question Possible responses 
45. When people discuss program review findings, 
there is a high degree of understanding. 
 
46. The information I receive through program review 
is accurate enough to be used for academic decision 
making. 
 
  
Items 47–53 are examples of outcomes which may occur 
shortly following an academic program review (within 
one academic year, for example). Please rate the extent 
to which each item applies to programs at your 
institution, using the following scale:  
0 – Not applicable 
1 – Never 
2 – Seldom  
3 – Sometimes 
4 – Often 
5 – Always 
47. Programs have been discontinued or merged.  
48. Curricula have been redesigned.  
49. Increased resources have been allocated to programs 
as a result of program review. 
 
50. Information gained through program review has 
enabled programs to avoid closure or merger. 
 
51. Program goals, strengths, and weaknesses have been 
clarified. 
 
52. Program budgets have been cut as a result of 
program review. 
 
53. Other (please specify)  
  
For items 54–66, please rate the extent to which program 
review has had a longer-term impact at your institution 
(over a period exceeding one academic year, for 
example). Use the following scale: 
0 – Not applicable 
1 – Not at all 
3 – To a moderate extent 
4 – To a considerable extent 
5 – To a great extent 
54. Program review has result in improved 
communication between faculty and administration. 
 
55. Program review has resulted in more efficient use of 
college resources. 
 
56. Program review has generated mistrust between 
faculty and administration. 
 
57. Program review has resulted in greater relevancy of 
curricula to employer/workplace needs. 
 
58. Program review has wasted a lot of valuable faculty 
and staff time. 
 
59. Program review has resulted in improved academic 
decision making. 
 
60. Program review has increased the focus on students.  
61. Program review has reinforced the status quo.  
62. Program review has increased our capacity for 
quality assurance to students and funding bodies. 
 
63. Program review has provided a foundation for 
resource allocation on a differential basis. 
 
64. Program review has resulted in measurably 
improved student outcomes. 
 
65. Program review has shifted the balance of power 
among academic programs. 
 
66. Program review has been used as a political 
leverage tool. 
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Question Possible responses 
For items 67–71, please rate the extent to which program 
review has had an impact on your thinking about the 
academic programs at your institution. Use the following 
scale: 
0 – Not applicable 
1 – Not at all 
3 – To a moderate extent 
4 – To a considerable extent 
5 – To a great extent 
67. In general, to what extent has program review at 
your institution given you ideas for changes you 
would like to make to programs in the long term, 
but are constrained from making in the short term? 
(Constraints could be budgetary, personnel, 
political, etc.) 
 
68. To what extent do you have a better understanding 
of those programs which have been through the 
program review process? 
 
69. To what extent have program reviews affected your 
thinking about long-range planning at your 
institution? 
 
70. To what extent has your view of those programs 
which have been through program review been 
altered in terms of their importance to the overall 
institutional mission? 
 
71. To what extent have program reviews at your 
institution enabled you to persuade others that 
changes are needed? 
 
  
Items 72 and 73 concern length of service at your 
current institution and length of service as a chief 
administrative officer. 
 
 
72. For how many years have you been employed at 
your present institution? 
1 year or less 
2 years 
3 years 
4 years 
5 years 
6 years 
7 years 
8 years 
9 years 
10 years 
Over 10 years (How long? ____ years) 
 
73. For how many years have you served as chief 
administrative officer of a postsecondary 
educational institution? 
1 year or less 
2 years 
3 years 
4 years 
5 years 
6 years 
7 years 
8 years 
9 years 
10 years 
Over 10 years (How long? ____ years) 
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Evaluation Checklist 
 
Evaluation Checklists Project 
www.wmich.edu/evalctr/checklists 
 
 
EVALUATION PLANS AND OPERATIONS CHECKLIST  
Daniel L. Stufflebeam 
1999 
 
This checklist is for conducting preliminary, formative metaevaluations.  It is organized according to 
seven main aspects of an evaluation. By examining an evaluation plan or process against the specific 
checkpoints in each category, an evaluator can derive direction for strengthening the evaluation plan or 
operations.  
I. Conceptualization of Evaluation.  Evaluators and clients/stakeholders should establish a shared, 
sound understanding of the guiding concept of evaluation. 
 Definition  How is evaluation defined?  
 Purpose 
 
What purposes(s) will be served?  
 Values 
 
What values will undergird this evaluation?  
 Questions 
 
What questions will be addressed? 
 Information  What information is required? 
 Audiences  What persons and groups will be served?  
 Agents 
 
Who will do the evaluation? 
 Process  How will the evaluation be conducted?  
 Standards 
 
By what standards will the evaluation be judged, e.g., utility, propriety, feasibility, and 
accuracy?  
II. Sociopolitical Factors.  Evaluators and clients should identify and effectively address 
affected/concerned groups.  
 Involvement 
 
Whose sanction and support is required, and how will it be secured?  
 Audience 
communication 
styles 
 
Considering the communication styles of the client and other members of the 
audience, how can the evaluator best convey the evaluation findings?  
 
 Internal 
communication 
 
How will key audience needs for information on the evaluation's progress be 
determined and met, and how will communication be maintained between the 
evaluators, the sponsors, and the system's personnel?  
 Internal 
credibility 
 
Will the evaluation be fair to all system participants and clients and not biased in 
favor of or against any stakeholder perspective(s)?  
 External 
credibility 
 
Will the evaluation be free of bias? 
 
 Realistic 
expectations 
 
How will the evaluator make clear to stakeholders that realistically only a subset of 
their information needs will be addressed?  
 Security 
 
What provisions will assure security of the data?  
 Protocol 
 
What communication channels will be honored and employed?  
 Public relations 
 
How will stakeholders be consulted and kept informed about the intents and results 
of the evaluation?  
 Political viability 
 
How will evaluators stay abreast of social and political forces associated with the 
evaluation and use this knowledge when planning and carrying out evaluation 
procedures?  
 Evaluator 
qualifications 
 
Does the composition of the evaluation team assure knowledge of context and 
competence in content and methodological areas?  
 Stakeholder 
confidence 
 
What checks will be made to ensure that the evaluation plan and the composition  of 
the evaluation team are responsive and acceptable to the key stakeholders? 
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III. Contractual/Legal Arrangements.  Evaluators and clients should establish clear working 
agreements to ensure efficient collaboration and protect involved parties' rights.  
 Client, 
evaluator, & other 
roles 
 
Who is the sponsor, who is the evaluator, who are the other audiences, and how are 
they related to the evaluand? 
 
 Evaluation 
products 
 
What evaluation outcomes are to be delivered and in what form? 
 
 Equitable 
evaluation service 
 
What safeguards assure that the evaluation will serve all levels of stakeholders in  
addition to persons in leadership or decision-making roles?  
 Realistic 
commitments 
 
What clarifications assure that the evaluation can proceed while making reasonable 
efforts to serve a broad audience but not becoming bogged down in overidentifying 
and consulting with stakeholders?  
 Delivery 
schedule 
 
What is the schedule of evaluation services and products? 
 
 Editing reports 
 
Who has authority for editing evaluation reports?  
 Access to data 
 
What existing data may the evaluators use, and what new data may they obtain?  
 Access to 
stakeholders 
 
Are there sufficient safeguards to assure that evaluators may contact involved 
stakeholders?  
 Prerelease 
reviews 
 
Will the client and representatives of the intended audience(s) be provided 
appropriate opportunities to review draft reports for clarity and fairness prior to their 
finalization and release?  
 Release of 
reports 
 
Who will release the reports, and what audiences may receive them? 
 
 Responsibility & 
authority 
 
Have the system personnel and evaluators agreed on what persons and groups  
have both the responsibility and authority to perform the various evaluation tasks?  
 Finances 
 
What is the schedule of payments for the evaluation, and who will provide the 
funds?  
 External audit 
 
Is there provision, as needed, to have the evaluation plan reviewed and the 
evaluation work audited by another evaluator whose credentials are acceptable to 
the client and trusted by the other key stakeholders?  
 Contract review 
& revision 
 
Is there appropriate provision for reviewing and amending the contract in response 
to emergent developments in the evaluation? 
 
IV. Technical Design.  Evaluators should convert a general evaluation plan to a detailed, yet flexible 
technical plan.  
 Objectives 
 
What is the evaluand intended to achieve/produce, and in what terms should it be  
evaluated?  
 Variables 
 
What classes of information will be collected, e.g., context, inputs, processes, 
outcomes?  
 Program 
description 
 
Will the object of the evaluation (e.g., the program) be described sufficiently, so that 
stakeholders will understand its nature? 
 Investigatory 
framework 
 
Under what conditions will the data be gathered, e.g., experimental design, case  
study, survey, site review, examination, etc.?  
 Instrumentation 
 
What data-gathering instruments and techniques will be employed, and how will the 
evaluator assure that they address the key evaluation questions?  
 Sampling 
 
What samples will be drawn, how will they be drawn, and will they meet both utility 
and technical requirements?  
 Data gathering 
 
How will the data-gathering plan be implemented, and who will gather the data? 
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 Data storage 
and retrieval 
 
What format, procedures, and facilities will be used to store and retrieve the data? 
 
 Data analysis How will the data be analyzed?  
 Sources of 
interpretation 
 
Who is charged to interpret findings, e.g., the evaluators, various stakeholders, a 
regulatory body, etc.?  
 Bases for 
interpretation 
 
What bases will be used to interpret findings, e.g., objectives, assessed needs, 
contractual specifications, laws and regulations, democratic ideals, social norms, 
performance by a comparison group, technical standards, polls, judgments by 
reference groups, etc.?  
 Methods of 
interpretation 
 
What methods will be used to assign value meaning to findings, e.g., focus groups, 
a Delphi study, advocacy and adversary reports, etc.?   
 Reports 
 
What reports will be used to disseminate the evaluation findings?  
 Reporting 
media 
 
Considering the preferences of the audiences, what are the most appropriate means 
of reporting findings, e.g., detailed technical reports, summaries, press conferences, 
study sessions, memos and letters, video presentations, etc.?  
 Reporting 
language 
 
Will reports need to be presented in different languages—technical and 
nontechnical, English and other language(s) —to meet the needs of different 
audiences?  
 Reporting 
format 
 
Will reports be carefully formatted to enhance their readability?  
 
 Responsive 
design 
 
What ongoing evaluation planning process and resource plan will assure flexibility 
for adding to or otherwise revising the evaluation questions and obtaining 
unanticipated, pertinent information?  
Delimited design 
 
Is there a clear delimitation of the design, including the purpose of the evaluation 
and the questions that will be answered?  
 Attention to 
trade-offs 
 
How will the evaluation address trade-offs between comprehensiveness and 
selectivity at each stage of the evaluation: planning; budgeting; and collecting, 
organizing, analyzing, interpreting, and reporting information?  
 Technical 
adequacy 
 
What are assurances that the findings will be reliable, valid, and objective? 
 
V. Management Plan.  Evaluators should control and direct the evaluation efficiently and enhance the 
host agency's capacity to evaluate.  
 Organizational 
mechanism 
 
What organizational unit will be employed, e.g., an in-house office of evaluation, a 
self-evaluation system, a contract with an external organization, or a consortium-  
supported evaluation center?  
 Organizational 
location 
 
Through what channels can the evaluation influence policy formulation and 
administrative decision making?  
 Policies and 
procedures 
 
What established and/or ad hoc policies and procedures will govern this evaluation? 
 
 Staff selection 
 
Who will conduct the evaluation?  
 Staff 
composition 
 
Will the composition of the staff be responsive to the concerns of key stakeholders? 
 
 Credibility of 
staff 
 
Does the plan demonstrate that the staff will be competent, experienced, and 
credible in the pertinent content, environment, and methodological areas?  
 Commitment of 
staff 
 
Does the plan commit staff to the required time and effort and not just their 
reputations to the evaluation? 
 Work 
management 
 
What oversight and control will be administered to assure that evaluators devote 
time and effort, as well as their reputations, to the evaluation? 
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 Facilities 
 
What space, equipment, and materials will be available to support the evaluation?  
 Data-gathering 
schedule 
 
What instruments will be administered, to what groups, according to what schedule? 
 Maintaining 
focus 
 
Are there sufficient safeguards to prevent gathering extraneous information? 
 
 Reporting 
schedule 
 
What reports will be provided, to what audiences, according to what schedule? 
 
 Training 
 
Who will provide what evaluation training to what groups?  
 Installation of 
evaluation 
 
Will this evaluation be used to aid the host institution to improve and extend its 
internal evaluation capability?  
 Budget 
 
What is the structure of the budget, is it sufficient but reasonable, and how will it be 
monitored?  
 Allocation of 
resources 
 
Have the resources for the evaluation been appropriately distributed across data 
collection, analysis, and reporting, placing the most effort on the most important 
information requirements?  
VI.  Moral/Ethical Imperatives.  Evaluators and clients/stakeholders should clarify and confirm the 
evaluation's role in ethically serving some socially valuable purpose.  
 Philosophical 
stance 
 
Will the evaluation be value based, value plural, or value free? 
 
 Evaluator's 
values 
 
Will the evaluator's technical standards and values conflict with the client system's 
and/or sponsor's values; will the evaluator face any conflict of interest problems; 
what will be done about possible conflicts?  
 Judgments 
 
Will the evaluator judge the program; leave that to the client; or obtain, analyze, and 
report the judgments of various reference groups?  
 Objectivity 
 
How will the evaluator avoid being coopted and maintain his or her objectivity?  
 Equity 
 
How will the evaluator make sure to address and honor the needs and rights of all 
stakeholders equitably, taking appropriate account of their gender, ethnicity, and 
language backgrounds?  
 Cost effective-
ness 
 
Compared to its potential payoff, will the evaluation be carried out at a reasonable 
cost? 
 
VII. Utility Provisions.  Evaluators should plan and execute steps that promote constructive uses of the 
evaluation findings.  
 General 
prospects for utility 
 
Will the evaluation meet utility criteria of relevance, scope, importance, credibility, 
timeliness, clarity, and pervasiveness?  
 Mutual 
understanding 
 
Is it quite certain that the evaluator understands the client's requirements and that 
the client understands the extent and limitations of the evaluator's commitment?  
 Acceptability of 
the approach 
 
Is there confirmation that the evaluator's approach is acceptable to the client and 
key stakeholders?  
 Responsive-
ness 
 
Throughout the evaluation, will there be sufficient flexibility and resources to identify 
and address new audiences and new questions?  
 Collaborative 
design 
 
Will the evaluator directly involve clients and other stakeholders in designing and 
conducting the evaluation?  
 Boundaries of 
use 
 
Are there clear stipulations concerning what stakeholder needs will be served and 
which ones would be outside the evaluation's boundaries?  
 Realistic 
expectations 
 
Will appropriate steps be taken to help stakeholders develop realistic expectations 
considering available financial, time, and personnel resources? 
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 Service to all 
stakeholders 
 
Are there adequate provisions to assure that the evaluator will determine the 
evaluation needs of the various stakeholders and, within feasibility limits, serve all 
levels of stakeholders?  
 Tailoring 
 
Are there appropriate provisions for tailoring reports to the needs of the different 
audiences?  
 Stakeholder 
perspectives 
 
What value perspectives do the stakeholders value most, e.g., educational, social, 
scientific, technical, economic?  
 Trade-offs 
 
Does the evaluation plan adequately consider trade-offs between 
comprehensiveness and selectivity at every step in the evaluation:  planning, 
budgeting, and obtaining and reporting information?  
 Acceptance of 
the plan 
 
Are there provisions for clearly describing the evaluation plan to the full range of 
stakeholders and demonstrating that the plan is realistic and methodologically 
sound?  
 Progress 
reports 
 
Are there provisions for keeping interested audiences informed about the 
evaluation's progress? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This checklist is being provided as a free service to the user.  The provider of the checklist has not modified or 
adapted the checklist to fit the specific needs of the user and the user is executing his or her own discretion 
and judgment in using the checklist.  The provider of the checklist makes no representations or warranties that 
this checklist is fit for the particular purpose contemplated by user and specifically disclaims any such 
warranties or representations.  
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Appendix E 
 
Cognitive Laboratory Participants 
 
1.  Dr. Denise J. Anastasio 
College of Lake County 
 
2. Dr. Cathy A. Colton 
College of Lake County 
 
3. Dr. Lance J. David 
College of Lake County 
 
4. Dr. Stephanie DeCicco 
Northern Illinois University 
 
5. Dr. Richard J. Haney 
College of Lake County 
 
6. Mr. Gary L. Morgan 
College of Lake County 
 
7. Dr. Ali O'Brien 
College of Lake County 
 	  
358 
 
Appendix F 
 
Introductory E-mail 
 
The content in this preview is based on the last saved version of your email - any changes made to your email that have not
been saved will not be shown in this preview.
Program Review Research Project  
Dear Allan, 
I am writing to ask for your help with a study concerning Illinois Community
College department chairs. In a few days you will receive an e-mail
request to fill out an online questionnaire for a doctoral study I am
conducting with Dr. Debra Bragg at the Department of Education Policy,
Organization and Leadership (EPOL) at the University of Illinois at Urbana-
Champaign (UIUC). This study aims to increase an understanding of
Illinois Community College Board (ICCB) program review
recommendations.
 
I am writing in advance so you can anticipate the arrival of the
questionnaire. I feel this study has important implications in establishing if
evaluation practice, knowledge construction, value, and social
programming predict the ways community colleges utilize or choose not to
utilize program review recommendations. Your participation is extremely
valuable to me because my sample seeks to ensure representativeness of
all community college department chairs who participated in an ICCB
program review for the fiscal year 2007, 2008 and 2009. I hope you will
choose to participate.
 
Thank you for helping me with this study.
 
Please print a copy of this letter for your records.
 
Sincerely,
 
Allan Levandowski
Ed.D. Candidate
College of Education
University of Illinois
815.708.8210
levandow@uiuc.edu
 
My Supervising Faculty Member:
Dr. Debra Bragg
Department of Education Policy, Organization and Leadership (EPOL)
University of Illinois
351 Education Building
1310 S. 6th St.
Champaign, Il 61821
217.344.8974
dbragg@uiuc.edu
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Appendix G 
 
Reminder E-mails 
 
First reminder e-mail 
To: [Email] 
 
  
From: "levandow@uiuc.edu via surveymonkey.com" <member@surveymonkey.com> 
 
 
  
Subject: Program Review Research Project 
 
 
Body:  
 
Dear [FirstName],  
 
I am conducting a survey, and your response would be appreciated.  
 
Here is a link to the survey:  
https://www.surveymonkey.com/s.aspx  
 
This link is uniquely tied to this survey and your email address. Please do not forward this message.  
 
 
Thanks for your participation!  
 
 
Please note: If you do not wish to receive further emails from us, please click the link below, and you will be 
automatically removed from our mailing list.  
https://www.surveymonkey.com/optout.aspx 
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Second reminder e-mail 
To: [Email] 
 
  
From: "levandow@uiuc.edu via surveymonkey.com" <member@surveymonkey.com> 
 
 
  
Subject: Program Review Research Project 
 
 
Body:  
 
Dear [FirstName],  
 
I am conducting a survey, and your response would be appreciated.  
 
Here is a link to the survey:  
https://www.surveymonkey.com/s.aspx  
 
This link is uniquely tied to this survey and your email address. Please do not forward this message.  
 
 
Thanks for your participation!  
 
 
Please note: If you do not wish to receive further emails from us, please click the link below, and you will be 
automatically removed from our mailing list.  
https://www.surveymonkey.com/optout.aspx 
 
 
