Abstract: This paper introduces a model of rock deformation (anisotropic poro-elasticity or APE), where the response of fluid-saturated rock to changing conditions, prior to fracturing, can be calculated. The driving mechanism for deformation is fluid migration along pressure gradients between neighbouring intergranular microcracks and pores at different orientations to the stress field. The parameters that control changes to microcrack geometry also control the splitting (birefringence) of seismic shear-waves, so that changes in deformation can be directly monitored by analysing the shear-wave splitting which is observed in almost all rocks. Analysis of shear-wave splitting in the Earth's crust and APE-modelling show that distributions of, mostly intergranular, cracks in the crust are always geometrically close to fracturing with the implication that shear-wave splitting is sensitive to comparatively minor changes of stress and minor changes of in situ conditions. This has important implications for the state of criticality of the rockmass and, as a consequence, changes in shear-wave splitting have been observed before larger earthquakes on those few occasions when suitable source-receiver geometry coincides with appropriate seismic activity. APE also has implications for monitoring changing conditions in reservoirs during hydrocarbon recovery.
Just as light is the most informative way to examine distant objects above ground, seismic waves are the most informative way to examine rock at great depth with useful resolution. It is for this reason that the oil industry uses exploration with seismic P-waves as the principal tool for locating hydrocarbon reservoirs. P-waves are seismic body-waves with particle vibrations in the direction of travel parallel to the seismic ray and normal to the wave-front. There is some difficult-to-interpret information in the phase and amplitude of the P-wave signal, but the most useful information is derived from the comparatively straight-forward analysis of the travel-times of reflected or refracted P-waves. This paper however discusses seismic shear-waves. Shearwaves, also known as S-waves, like rays of light, vibrate at right-angles to the direction of travel, perpendicular to the ray path. Again like light, shear waves show birefringence (q.v. shear-wave splitting, Table 1) in anisotropic elastic solids such as crystals, where the shear waves split into two nearlyperpendicular vibrations which are fixed for the particular direction of travel. The two split shear-waves travel at different velocities (Love 1944) , so the two vibrations separate in time and write characteristic, easily recognizable, signatures into plots of particle motion (known as polarization diagrams, q.v.) of shear-wave seismograms recorded on three-component seismometers (Crampin 1978 (Crampin , 1981 . In principle, the three-dimensional patterns of time delays and vibration directions (polarizations) can be inverted to give a model of the anisotropic structure.
These distinctive split shear-wave signatures are widely observed in seismic records at the Earth's surface. The vibration directions of the faster split shear-waves are typically found to be approximately parallel to the local direction of maximum horizontal stress in the crust. This shows that elastic anisotropic symmetry throughout at least the uppermost 15 km of the Earth's crust is controlled by the stress acting on the isotropic elastic constants of the original matrix (Crampin 1994) . Similar shear-wave splitting, with very similar characteristics, is seen in the lower crust and in the Earth's mantle, but here we shall refer only to splitting in the uppermost 15-20 km of the Earth's crust.
Since first positively identified (Crampin et al. 1980) , stressaligned shear-wave splitting in the Earth's crust has been attributed to the stress-aligned distributions of the fluidsaturated intergranular microcracks and pores existing in almost all rocks. The fluid may sometimes be oil or gas, but is usually a liquid (at depth often super-critical) water-based salt solution. These distributions of aligned fluid-filled voids are known as extensive-dilatancy anisotropy or EDA (q.v.) and the individual voids as EDA-cracks (Crampin et al. 1984) . Shear-wave splitting in EDA-cracks is illustrated schematically in Fig. 1 . Although the origin and the ray path may be imperfectly known, the time-delays (usually normalized to ms/km) between the two split shear-waves and the azimuth of polarization of the faster split shear-wave, are comparatively stable and can be easily estimated from polarization diagrams.
The recent advance reported in this introduction is the development of a model of anisotropic poro-elasticity, known as APE, that allows the evolution of stressed fluid-saturated rock to be calculated (Zatsepin & Crampin 1995 , 1997 Crampin & Zatsepin 1995 . APE-modelling is highly constrained yet matches with considerable accuracy an increasing range of both field and laboratory observations over a wide range of wavelengths. This agreement confirms the earlier hypothesis that stress-aligned intergranular microcracks are the cause of the shear-wave splitting observed in the crust. This paper reviews these developments, which are believed to provide a new understanding of the nature of in situ rock. In particular, the ability to numerically model and predict the response of rock to changing conditions appears to have implications and applications over a wide range of academic and industrial Earth Science. Some essential terminology for seismic anisotropy is listed in Table 1 .
Shear-wave splitting
We must first make a disclaimer. The most pronounced anisotropy in the Earth and the most pronounced shear-wave splitting is caused by sequences of fine layers frequently found in sedimentary basins, and by horizontally aligned flat grains or platelets found in most shales and clays. In such rocks, shear-waves split into vibrations in (v)ertical and (h)orizontal planes, known as SV-waves and SH-waves, respectively. In such cases the horizontal plane is isotropic, and medium is said to have (t)ransverse-(i)sotropy with a (v)ertical symmetry axis of symmetry which is sometimes referred to as TIV-anisotropy (q.v.) . Such TIV-anisotropy may be very strong with several tens of percent difference between horizontal and vertical seismic velocities. This can cause severe problems in seismic stratigraphy, but the phenomenon contains little scientific information beyond the fact that the Earth is approximately plane-layered and that gravity is vertical. This paper refers to stress-aligned anisotropy, and TIV-anisotropy will not be referred to again except in passing.
Observations
Shear-wave splitting (seismic birefringence), where the behaviour varies azimuthally, is almost universally observed in surface-recordings of digital three-component records of shear waves in the Earth's crust (Crampin 1994). Such splitting, where the transverse vibrations of nearly vertically propagating shear waves split into two polarizations is diagnostic of some form of effective elastic anisotropy. In the Earth's crust, the faster split shear-waves are aligned approximately in the direction of maximum horizontal compressional stress (as shown schematically in Fig. 1 ). Crampin (1994) reviewed all available (46) reports of shear waves propagating through crustal rocks recorded on three-component digital seismometers. All appropriate records displayed shear-wave splitting. These were in igneous and metamorphic rocks, recorded in the shear-wave window (q.v.) above small earthquakes, or in sedimentary rocks from various types of industrial reflection and transmission surveys.
Shear-wave velocity-anisotropy (q.v.) of 5-10% is found along ray paths in rocks above 1 km, often with particularly strong anisotropy in the uppermost 60 m, in specifically fractured beds, and in areas of high heat flow, and other anomalous regions. However, 'ordinary' otherwise-unspecified rock below about 1 km-depth has a minimum differential shear-wave anisotropy of about 1.5% and a maximum of about 4.5%, which is found to be largely independent of rock type, porosity, permeability, and geological and tectonic history (Crampin 1994) . Winterstein (1996) released over the Internet a remarkable collection of VSP-based observations of shear-wave splitting that he had recorded in a further 35 sedimentary locations. Extensive-dilatancy anisotropy (EDA). The distributions of stress-aligned fluid-filled intergranular microcracks and low aspect-ratio pores in almost all rocks. This is the cause of the shear-wave splitting with azimuthal variations observed in most rocks in the crust. The individual elements are known as EDA-cracks. EDA is so named because the distributions are extensive and involve dilatancy and are effectively anisotropic. Fracture criticality. The level of crack density, ]0.055, associated with the percolation threshold (q.v.), at which through-going fractures occur. Non-catastrophic deformation. Deformation below the level at which significant fracturing occurs. Percolation threshold. Originally the crack density within a finite sample at which there is a statistically likelihood that there is a fluid pathway across the sample through a randomly oriented distribution of thin cracks. Crampin & Zatsepin (1997a) extended the theory to stressed fluid-saturated microcrack distributions. Polarization. The direction of vibration of P-waves approximately parallel to the ray path and of shear-waves approximately orthogonal to the ray path. Polarization diagrams. Projections onto (usually) the horizontal plane of the particle displacements for successive time-intervals along threecomponent seismograms. The directions of the first arriving shear-wave indicate the polarizations, and the characteristic patterns indicate the time-delays between split shear-waves. Shear-wave splitting (shear-wave birefringence). The splitting of transversely polarized shear-waves into two approximately orthogonal-polarized phases on travelling through solids with some form of effective elastic anisotropy. The two split phases have different velocities and vibration directions which means that they have characteristic signatures in polarization diagrams of the particle motion. Shear-wave time-delay. Difference in arrival time of two split shear-waves, usually normalized by path length to milliseconds per kilometre (ms/km). Shear-wave velocity-anisotropy. Percentage maximum difference in shear-wave velocities, defined as {max(Vs) min(Vs} 100/max(Vs), where Vs is shear-wave velocity in km/s. Shear-wave window. The free surface may severely disturb the behaviour of seismic shear-waves, and the shear-wave window is the cone of incidence angles, radius ]35 , at the Earth's surface where observed waveforms are similar to those of the incident waves (Booth & Crampin 1985) . Shear-waves may be very severely disturbed for incidence outside shear-wave window. Due to ray paths bending upwards in low-velocity near-surface layers, the effective radius of the cone is often 45 or 50 . Transverse isotropy (TI). An alternative name for anisotropic hexagonal symmetry which is isotropic in the plane normal to the axis of cylindrical symmetry. Transverse isotropy is commonly used, without specifying orientation, to mean TIV anisotropy (q.v.). TIH anisotropy. Transverse isotropy with a horizontal axis of symmetry, as commonly observed in the crust and upper mantle. The only common source of such symmetry is parallel vertical cracks or microcracks. TIV anisotropy. Transverse isotropy with a vertical axis of symmetry, as observed in clays and shales, where it is caused by the lithology of flat grains; and in some sedimentary beds where it is caused by more-or-less regular sequences of thin layers. TIV anisotropy is azimuthally isotropic in the horizontal plane. *Crampin (1989) gives a more complete terminology for seismic anisotropy.
Crampin (1996) showed that the characteristics of these observations are the same as those of Crampin (1994) .
At the time when these various results were first identified, they were surprising and unexpected. For example, why should there be a minimum shear-wave velocity-anisotropy? Why is there such a narrow range of anisotropy in intact rock? We shall show that it is the natural result of the evolution of stressed fluid-saturated microcracked rock.
The cause of azimuthal anisotropy
Shear-wave splitting is diagnostic of some form of elastic anisotropy (Crampin 1981) . The nearly-parallel shear-wave polarizations observed within the shear-wave window (q.v.) at the free surface specifically identify the class of anisotropic symmetry as (t)ransverse (i)sotropy (hexagonal symmetry) oriented with a (h)orizontal axis of symmetry (or a minor perturbation thereof). This is sometimes referred to as TIHanisotropy (q.v.) . No other anisotropic symmetry class has parallel shear-wave polarizations over such a wide cone of directions (radius 30 or 40 ) needed to reproduce the observed parallel polarizations (Crampin 1981) . (Note that Love (1944) called hexagonal symmetry transversely isotropic because of its effective isotropy transverse to the symmetry axis.) However, hexagonal symmetry, aligned with a horizontal axis of symmetry, is rare amongst constituents of the crust. The only common source of such symmetry in crustal rocks is parallel vertical stress-aligned microcracks (EDA-cracks), which like hydraulic fractures, tend to be aligned perpendicular to the direction of minimum compressional stress.
Almost all in situ rocks contain fluids (Fyfe et al. 1978 ) distributed in intergranular microcracks and intergranular pore-space (Kranz 1983). These fluid-saturated EDA-cracks (fluid-saturated voids) are the most compliant elements of the rockmass. The immediate effect of any change of conditions (stress, pore-fluid pressure, temperature, chemistry, and porefluid properties) acting on the cracks is to modify the effective stress acting on the cracks and consequently modify the aspect-ratios (q.v.) of the fluid-filled voids. The effect on the cracks depends on their orientation with respect to the stress field so that their geometry becomes aligned with respect to the stress field. The mechanism (modifying crack aspect-ratios) is discussed below. Crampin (1978, 1981) showed that such stress-induced modifications would necessarily lead to effective seismic (elastic) anisotropy, where the most diagnostic effect of the anisotropy is to cause shear-wave splitting with the observed stress-aligned shear-wave polarizations. Once below the various near-surface stress anomalies in the Earth's crust (below c. 1 km, Crampin 1990), the minimum stress is almost always horizontal so that EDA-cracks are aligned nearly vertical and parallel (Crampin & Zatsepin 1997a) and have the anisotropic symmetry needed to produce the observed nearly-parallel polarizations for vertically propagating shear waves.
Difficulty in examining EDA-cracks in situ
EDA-cracks in deep rock are subject to high temperatures and pressures. Whenever the confining stress is released, as deep rocks are drilled, mined, or excavated, microcracks filled with high-pressure fluids tend to explode so that cores fracture, boreholes suffer breakouts, and rock surfaces crack along joints and fractures. Consequently, the original in situ microcrack geometry is lost, and can only be evaluated by elaborate and expensive laboratory procedures (Queen & Riser 1990) .
Observations of shear-wave splitting show that the true in situ microcrack geometry at depth in all rocks with free fluid-filled voids is aligned with respect to the stress field. The principal exceptions are some clays and shales (where the pore fluid is tied to grain surfaces by chemical and electrical potentials and is not free to take up stress-aligned orientations) which usually have TIV anisotropy, and some carbonates (with constrained micro-structures, such as oolites).
Images of cracks in crustal rock
The crack density of distributions of parallel penny-shaped microcracks can be written as =n a 3 /v, where n is the number of cracks of radius a in volume v (Hudson 1981) . The percentage shear-wave velocity-anisotropy of a crack distribution is approximately equal to 100 when the P-wave velocity in the uncracked matrix rock is √3 times the shearwave velocity, as is common in a great number of crustal rocks (Crampin 1993) . Consequently, the observed percentages of shear-wave velocity-anisotropy may be simulated by wave propagation through uniform distributions of parallel cracks with equivalent crack densities.
Note that the definition of crack density is a dimensionless (scale invariant) number. The density inferred from shear-wave splitting is independent of whether the crack radius is microns, millimetres, or metres. The only restriction is that the dimensions of the cracks are much less than the wavelengths of the seismic waves showing the velocity-anisotropy. In current industrial and academic seismology, wavelengths are typically between tens and hundreds of metres, which are at least an order of magnitude larger than the likely crack dimensions. Consequently, only average values of crack distributions can be inferred from current observations of shear-wave splitting.
Using the above expression for crack density, Fig. 2 gives a schematic illustration of distributions of parallel cracks simulating the observed range of velocity-anisotropy (Crampin 1994). Given wholly parallel equal-sized penny shaped cracks, Fig. 1 . Schematic illustration of shear-wave splitting for propagation through distributions of stress-aligned fluid-filled intergranular microcracks (EDA-cracks), where the incident shear-wave has the polarization radiated from the source. The near-parallel crack orientations, perpendicular to the direction of minimum horizontal stress, are at depths (below 1 km, say) where the increasing vertical stress is greater than the minimum horizontal stress.
the distributions seem physically plausible. The cartoons with anisotropy of 1.5% to 4.5% (0.015c c0.045), in what is assumed to be 'intact' rock, do show cracks surrounded by uncracked rock to a distance of about a crack diameter, whereas cracks with 10% or more anisotropy are within a crack radius of eight or more other cracks (in a uniform three-dimensional distribution) and would have little shear strength. This suggests a level of fracture criticality, 0.045c c c0.1, separating intact from heavily-fractured rock (Crampin 1994). The theoretical percolation threshold (q.v.) for stressed fluid-saturated cracks, where cracks are so densely spaced that through-going fractures exist statistically, has a crack density of ]0.055 (Crampin & Zatsepin 1997a), equivalent to about 5.5% shear-wave velocity-anisotropy. It is clear that once fracture criticality is exceeded, cracks are so closely spaced that shear-strength is lost allowing throughgoing fractures to propagate and pore-fluids to disperse. Once the high pore-fluid pressure, keeping crack-faces open and above criticality, disperses, cracks relax to a lower level of crack density below fracture criticality (Crampin 1994) .
Note that the cartoons are not meant to imply that stressaligned microcracks are wholly parallel or have a uniform size or shape. The cartoons merely suggest a simple crack-geometry having the observed nearly-parallel shear-wave vibrations. There will always be a range of crack-sizes and a distribution of crack orientations. However, since grains usually have a restricted range of size in any particular rockmass, distributions of intergranular (or intragranular) microcracks are also likely to have a restricted range of dimensions.
Although the crack distributions in Fig. 2 appear physically plausible, there are several remarkable and initially inexplicable features.
(1) The observed percentages of anisotropy are similar in all rocks independent of porosity. A similar range of anisotropy is found in 0.1% porosity granites as in 40% porosity sandstones.
(2) There is a minimum shear-wave velocity-anisotropy of about 1.5% in all intact rocks.
(3) There is a maximum shear-wave anisotropy of about 4.5% in all intact rocks.
(4) The range of crack distributions in intact rocks is remarkably narrow: there is a factor less than two between the crack radius inferred from the observed minimum 1.5% anisotropy and the crack radius of heavily-fractured near-surface cracks with 10% anisotropy (Fig. 2) . (5) The narrowness of the range of crack distributions in (4) implies that almost all rocks are (geometrically) very close to the fracture criticality of shear failure and through-going fracturing. This does not mean that all in situ rock at high temperatures and pressures is close to failure-merely that rock has very little inherent strength and that given, possibly minor, changes in differential stress all in situ rocks are close to possibly catastrophic failure by fracturing.
These features have direct implications for the nature of in situ rock at depth in the crust, and are significant for the phenomenon known as self-organized criticality discussed below. The APE-modelling outlined below, shows that these features are a natural result of the stress-induced evolution of fluid-saturated intergranular microcracks.
Temporal changes in shear-wave splitting
Temporal changes in shear-wave splitting are important because they monitor changes in deformation of the EDAcrack geometry that may be used to evaluate the changing conditions. Such temporal changes in shear-wave splitting have been observed during three types of phenomena.
Temporal changes in shear-wave splitting before and after earthquakes
Since earthquakes are expected to be one of the strongest stress-induced traumas to affect crustal rocks, a search was made for temporal changes of shear-wave splitting before earthquakes (Crampin et al. 1980 (Crampin et al. , 1984 (Crampin et al. , 1985 Evans et al. 1987) . Figure 3 shows temporal variations in the time-delays between split shear waves before and after: (a) the M=6, North Palm Springs (NPS) earthquake of 8 July 1986, in Southern California (Peacock et al. 1988; Crampin et al. 1990 Crampin et al. , 1991 ; and before and after smaller earthquakes, (b) M=4, at Parkfield, CA (Liu et al. 1997a) , and (c) M=3.8 at Enola, Arkansas (Booth et al. 1990) . Similar temporal variations are also seen during an isolated swarm on Hainan Island, China (Gao et al. 1998) , and before and after a number of small earthquakes in Iceland (Crampin et al. 1998) . Temporal variations before the largest of these earthquakes in Fig. 3a show patterns of changes in time-delays varying with the direction of propagation: time-delays in ray-path directions with angles of incidence and azimuth between 15 and 45 to the plane of the cracks (Band 1) increased (approximately doubled) over a period of three years before the earthquake and abruptly decreased (halved) at the time of the earthquake to approximately the initial level. In contrast, time-delays in directions within 15 of the strike of the cracks (Band 2) are scattered about a constant value, only decreasing several months after the event. The bands are parallel to the direction of the shear-wave polarizations, which are tightly constrained about NW-SE throughout this period. Peacock et al. (1988) showed that the observed increase in time-delays was significant at the 99% confidence level. Time-delays for the other earthquakes showed compatible variations on much less complete data sets without the statistical significance. In all cases, the shear-wave polarizations show considerable scatter but no variation with time before the event.
Note that Crampin (1978) showed that variations in the ratio of P-wave and shear-wave velocities, V p /V s anomalies, occasionally observed before earthquakes (for example, Aggarwal et al. 1973) are almost certainly variations in shearwave velocities alone as P-wave velocities are rather insensitive to thin liquid-saturated cracks. Chiu et al. (1984) examined changes in V p /V s before M=3.8 at Enola, Arkansas, whereas Booth et al. (1990) observed changes in shear-wave splitting. Their anomalies were broadly compatible with the variations in shear-wave time-delays, but because the analysis uses both P-and S-waves, the interpretation of V p /V s anomalies is more complicated and lacks the comparatively direct interpretation typical of shear-wave splitting (and APE-modelling-see below).
Similar three-dimensional patterns of variations in Bands 1 and 2 can be simulated (Peacock et al. 1988; Crampin et al. 1990 Crampin et al. , 1991 Crampin 1993) by increasing the aspect-ratios (q.v.) of aligned EDA-cracks before the earthquakes, and decreasing the aspect-ratios to the initial values shortly after the earthquake (or in one case immediately before the earthquake, see Fig. 3c ).
Note that identifying changes of splitting before large earthquakes using small earthquakes as the source of shear-waves requires suitable three-component seismic networks with high digital sampling rates, sited over swarms of small earthquakes within the preparation zones of an impending larger earthquakes. These constraints are severe and have, to my knowledge, only been met (serendipitously) in the small number of cases identified above, which all display temporal changes. There are to my knowledge no contrary observations. Note also that it is possible to construct experiments using artificial sources to monitor the build-up of stress before earthquakes by using cross-well seismic measurements between deep deviated wells in (optimally) crystalline rocks (Crampin & Zatsepin 1997b) . Appropriate monitoring sites would be expensive to drill and none have yet been developed.
Temporal changes before and after a volcanic eruption
Shear-wave splitting at station SAU at the east end of the South of Iceland Seismic Zone showed increases in time-delays in Band 1 and relatively stable time-delays in Band 2 for five months before the volcanic eruption beneath the Vatnajökull ice cap in September 1996 (Crampin et al. 1998) . These are exactly the same type of variations as those observed before larger earthquakes, and can be interpreted as the effects of an increase in pressure during aseismic injection of magma into the lower crust above the mantle plume in Iceland. Following the eruption, time-delays in Band 1 became scattered as if the stress were changing rapidly and declined over a period of 6 months (eruptions are not expected to show the abrupt release of stress characteristic of earthquakes, and this particular eruption and injection of magma was part of the spreading cycle of the Mid-Atlantic Ridge). These observations suggest that the changes seen before earthquakes are monitoring the effect on EDA-cracks of changes in differential stress (q.v.) in the rockmass between source and receiver, and are not monitoring peculiarities of immediate source preparation zones.
Temporal changes before and after hydraulic pumping
Subtle changes in shear-wave splitting were observed in the hot-dry-rock geothermal experiment at the Camborne School of Mines, Cornwall, while testing hydraulic pumping equipment (Crampin & Booth 1989) . The azimuthal polarizations of the leading split shear-waves changed by 7-10 from parallel to the maximum horizontal compressional stress to parallel to joints in surface outcrops. This was interpreted as initially closed subsurface joints at a low angle to the stress field being dilated by hydraulic pumping. The changes are small but unambiguous over the comparatively short distances of less than 2 km between source and receiver (Crampin & Booth 1989) .
Changes in shear-wave splitting have also been identified during a hydraulic fracture experiment in the Lost Hills Oil Field, California (Meadows & Winterstein 1994) . The seismic observations were modelled in detail by Meadows & Winterstein (1994) and Liu et al. (1997b) . The effects are the result of scattering and diffraction as a large hydraulic fracture opens and closes as hydraulic pressures are increased and dispersed.
Modelling with anisotropic poro-elasticity (APE)
Until recently, the interpretation of shear-wave splitting as a crack-induced phenomenon, and the interpretation of temporal variations in splitting as stress-induced changes to EDAcrack geometry, was empirical. The development of an anisotropic poro-elasticity model, APE (Zatsepin & Crampin 1995 , 1997 , for the evolution of a stressed fluid-saturated microcracked rock has now provided a comprehensive theoretical foundation where observations in the Earth are matched by numerical calculations. A simple demonstration of the effect of changes in stress on fluid-saturated microcracked rock in Fig. 4 displays many of the key features.
Evolution of stressed fluid-saturated rocks
There are fluid-filled intergranular microcracks and pores in almost all rocks (Fyfe et al. 1978; Krantz 1983) . Under zero differential stress, isotropic lithostatic-stress, the orientations of open microcracks will be randomly aligned. When the differential stress changes to a triaxial stress regime, there are pressure gradients between neighbouring intergranular cracks (neighbouring EDA-cracks) at different orientations to the stress field. The driving mechanism for microscale deformation is fluid migration by diffusion and flow along pressure gradients between neighbouring intergranular voids at different orientations to the stress field (Brodie & Rutter 1985; Rutter & Brodie 1991) . Figure 4 shows a schematic (but geometrically correct) illustration of microcrack evolution from an initially random distribution of (vertical) intergranular microcracks under increasing differential horizontal stress (Crampin & Zatsepin 1995) . Each cartoon in Fig. 4 shows crack distributions with equalized pore-fluid pressure (no pressure gradients) and the same volume of pore fluid in each cartoon. Note that hexagons are elastically isotropic with transverse isotropy (TIV) symmetry (q.v.), so the solid lines, top left, show an isotropic, effectively randomly-oriented, distribution of vertical cracks under zero differential horizontal stress. When the maximum horizontal stress increases to s H =0.5, top right, cracks perpendicular to s H have greater pressure normal to the crack face than cracks parallel to s H , and fluid migrates by fluid-flow or fluid-diffusion along the pressure gradients. The distributions of crack aspect-ratios are modified as in the cartoon. Some cracks become thinner and some swell and become fatter, but for low levels of differential stress, there are no significant overall elastic changes and no significant anisotropy.
Note that APE models a distribution of initially truly randomly-oriented cracks. The random distribution of vertical cracks in Fig. 4 (top-left) is chosen for convenience and simplicity of illustration. The image of the initial random distribution of cracks at zero differential stress in Fig. 4 (top-left) is very similar to skeletons of porous rocks with similar porosities ( =5%). (Skeletons of rock are made by filling the pore-space with a fluid which sets into resistive solid forming a skeleton and then dissolving away the rock matrix by treatment with acid.) It is suggested that similar distributions are present in almost all rocks independent of porosity, although skeletons can only be produced for a comparatively narrow range of porosities: at lower porosity, skeletons are too weak to be self-supporting, and at higher porosities, skeletons are too opaque to be easily distinguishable.
As differential stress increases, s H reaches a critical level, s c , bottom left, which is normalized to s c =s H =1, when cracks normal to s H first begin to close. It can be shown that the shear-wave velocity-anisotropy immediately jumps to about 1.0% (Crampin & Zatsepin 1997a), close to the c. 1.5% lowerlimit observed in the crust in what is normally thought of as intact rock (Crampin 1994). As s H continues to increase, bottom right, the anisotropy also increases. At a level of about 5.5% shear-wave velocity-anisotropy, percolation threshold is reached for fluid-saturated distributions of stress-aligned cracks (Crampin & Zatsepin 1995 . Fracture criticality can be identified with the percolation threshold.
Note also that the percolation threshold is when there is a statistical likelihood that through-going fractures exist. Originally, percolation theory was a purely geometrical concept of random distributions of cracks. Fracture criticality, >4.5%, can be viewed as the dynamic equivalent of the percolation threshold in in situ rock, when the elasticity of fluid-saturated microcracked rock is taken into account. It is the level of cracking at which microcracks begin to coalesce into through-going fractures and seismic events are triggered.
Since stress-aligned shear-wave splitting is seen in almost all rocks in the crust below about 1 km, the differential horizontal stress s H at depth must always be greater than the critical stress s c even in stable areas of the crust. This suggests that the critical stress is small, perhaps a fraction of a MPa and that shear-wave splitting is sensitive to comparatively minor changes of stress and minor changes of in situ conditions.
APE-modelling
As is evident from the similarities between the interpretation of shear-wave splitting in Fig. 2 and the rock matrix evolution in Fig. 4 , APE-modelling (Crampin & Zatsepin 1995 , 1996 shows that the parameters that control microscale deformation are exactly those that control shear-wave splitting. Consequently, non-catastrophic microscale deformation (that is deformation before fracturing takes place) can be . Schematic illustration of the evolution of crack aspect-ratios of initially random distributions of vertical cracks for four values of increasing maximum horizontal differential stress normalized to the critical value at which cracks first begin to close, after Crampin & Zatsepin (1995) . Pore-fluid mass is preserved and aspect-ratios are correct for a porosity of =5%. Behaviour is described in the text. directly monitored by macroscale observations of shear-wave splitting.
The modelling for the stress-induced crack evolution illustrated in Fig. 4 is correct for conserved fluid mass and fluid pressure, and is simple in concept. The mathematical modelling, however, is subtle and non-linear (Zatsepin & Crampin 1995 , 1997 : the jump from effectively zero anisotropy to c. 1% at the critical stress when cracks first begin to close in Fig. 4 , as observed in the crust (Crampin 1994), is a type of mathematical singularity, which is characteristic of non-linear systems at the approach of what is known as deterministic chaos, where negligible changes in starting conditions can lead to substantial variations in behaviour (Turcotte 1992), see below.
APE modelling provides the elastic constants of a homogeneous model of a microcrack distribution with the appropriate three-dimensional range of aspect-ratios. Since intergranular microcracks are small (<2 mm diameter, for example) and most seismic wavelengths are long (>20 m, for example), the model is a long-wavelength limit, and the reaction of EDA-cracks to seismic frequencies, can be neglected. The principal effects of larger cracks and larger porosities on the attenuation and dispersion of both P-and shear-waves which is currently being investigated (Chapman et al. 1998) . The effects are typically confined to the velocities and anisotropy of P-waves, with typically minor effects on shear waves at seismic frequencies of 1 kHz or less (Crampin 1993) .
Currently, APE-modelling models rockmass evolution for changes in the external stress-field and pore-fluid properties including pore-fluid pressure, temperature, and viscosity with fluid-permeable (drained) and fluid-impermeable (undrained) boundaries. The response is evaluated by the effects on shearwave velocities, crack density, porosity, permeability, porefluids and pore-fluid pressure. Potentially, the effect of any phenomenon whose fluid-rock interactions are known and can be quantified can also be included in APE-modelling.
Anisotropic symmetry
Note that before APE-modelling was developed, empirical interpretation of the parallel shear-wave vibrations was in terms of distributions of wholly parallel vertical cracks leading to hexagonal symmetry with a horizontal symmetry axis. APE-modelling and Fig. 4 show that the orientations of in situ crack distributions are likely to be widely distributed about such parallel vertical orientations. Such perturbations of hexagonal symmetry lead to orthorhombic symmetry with three mutually orthogonal symmetry planes. The patterns of parallel shear-wave vibrations within the shear-wave window (q.v.), where the observations are made, are still largely preserved, but outside the window the behaviour may be radically different. Table 2 lists 11 examples from a wide range of evolutionary and temporal changes in shear-wave splitting that are matched by APE-modelling, including the previously inexplicable features noted above. The examples in Table 2 are where observations are robust enough, or sufficiently well constrained, to provide significant tests of APE-modelling. In particular, the observed minimum shear-wave velocity-anisotropy of c. 1.5% Variations of (isotropic) shear-wave velocities to changes in confining pressure and pore-fluid pressure for oil-, water-, and gas-(dry) saturations in sandstone cores (Crampin 1994) implies that the differential horizontal stress below c. 1 km in the Earth's crust is always greater than the critical stress when cracks first begin to close (Fig. 4) . There are many other examples where conditions within in situ crustal rocks change with time which can or could be explained by APE-modelling, but those listed in Table 2 have sufficient constraints to provide relatively critical tests of APE. The accuracy, within a fraction of a percent in a few cases, over the wide range of phenomena and dimensions in Table 2 is particularly significant as APE-modelling below 1 km is tightly constrained with few parameters.
Match of APE-modelling with observations

APE-modelling of the response to changes of stress before earthquakes
As an example of the sensitivity of EDA-cracks to small changes in conditions, Figs 5 and 6 show details of APEmodelling of the evolution of shear-wave splitting before the M=6, NPS earthquake in Fig. 3a (Item 8 of Table 2 ). Figure 5 shows the evolution of shear-wave velocities for increasing differential horizontal stress. It shows two quadrants of the two split shear-wave velocities in randomly oriented vertical cracks as the differential horizontal stress, s H , increases from 0 MPa at the bottom to 10 MPa at the top. Initially, the isotropic matrix rock is appropriate to this area of California, where the critical differential stress is assumed to be s c =1 MPa. As s H increases, the anisotropic symmetry progresses from, at the bottom, initially transverse isotropy with a vertical axis of symmetry (TIV) to, at the top, symmetry very close to transverse isotropy with a horizontal axis of symmetry (TIH) in the s h direction. This is similar to the velocity variation (dashed line) observed in the field (Peacock et al. 1988; Crampin et al. 1990 ). The two solid areas are proportional to the time-delays between the split shear-waves in Band 1 of Fig. 3a .
The circles to the left are equal-area polar projections about the s h -direction of the distribution of aspect-ratios, where the line separates open from closed EDA-cracks. They show at the bottom, a distribution of open cracks approximately normal to the vertical direction, and at the top, a distribution of approximately vertical cracks approximately normal to the minimum s h -direction. Figure 6 reproduces the time-delays in Band 1 in Fig. 3a of the NPS earthquake. The lines are the APE-modelled evolution of average time-delays of ray paths in Band 1 of Fig. 3a for the simple linear increase in differential horizontal stress, s H , from 7 to 10 MPa before the earthquake and decrease at the time of the earthquake as indicated in the uppermost diagrams in Fig. 5 . These values again assume s c =1 MPa. The (90 ), where SP is polarized (p)arallel and SR is polarized at (r)ight angles to each plane of variation. The solid areas in uppermost two diagrams, at incidence angles between 15 and 45 in the s h s V plane are proportional to the time-delays along ray paths in Band 1 of Fig. 3a and Fig. 6 , below. Right-hand diagrams are equal-area polar projections about the s h direction of the boundary between open and closed EDA-cracks in the evolution of crack aspect-ratios. Fig. 6 . APE-modelled time-delays for three years before the NPS earthquake (arrowhead) at station KNW (after Crampin & Zatsepin 1997a). Points are time-delays in Band 1 of Fig. 3a . Lines are APE-modelled average time-delays for rockmass evolution under the simple linear increase and decrease of maximum horizontal differential stress from s H =7<10<7 MPa, s V =20, s h =0, where the critical stress is s c =1 MPa. The solid line is evolution for pore-fluids at atmospheric temperatures and pressures, and the dashed line is for pore-fluids at temperatures and pressures at 10 km depth, approximately halfway along the average ray path from these earthquakes.
lines in Fig. 6 are not fitted to the data, but merely represent the evolution of EDA-cracks giving the appropriate velocity variations for the observed shear-wave splitting. The behaviour before the other earthquakes in Fig. 3 can also be modelled by APE, but with the much more limited data the modelling would be insufficiently well-controlled to be significant tests of APE.
APE-prediction of response of rock to effective stress for three-types of saturation
Currently, there are no laboratory tests of APE-modelling in truly triaxial stress-cells although such tests are being planned. However, as an example of the accuracy and constraints imposed by APE-modelling, Fig. 7 shows laboratory measurements of P-and S-wave velocities in sandstone cores in a uniaxial Hoek stress cell (Crampin et al. 1997 , and Item 11 of Table 2 ). The velocities are the measured response to increasing (and decreasing) effective stress. The cores are saturated with (a) oil, (b) water, and (c) gas (dry). The solid lines are APE-modelling of the microscale deformation. The curvatures are controlled by only one constant, the crack compressibility, derived from the response to stress of one saturation (chosen to be gas), where the stress response to all three saturations was derived by fitting the curves to one value of P-and S-wave velocities. Figure 7a for the response of the oil-saturated core also shows (dashed line) the APE-modelled S-wave response for water saturation. There is no change in P-wave velocities. The difference is caused by the viscosity difference between oil and water, and suggests that the progress of oil-water contacts in hydrocarbon reservoirs can be monitored by the response of seismic shear-waves.
Several features are worth noting as follows.
(1) One constant, crack compressibility, controls APEmodelled shear-wave velocity variation with effective stress in all three saturations. This is an example of the tight constraints on APE-modelling, consequently: (i) it is possible to predict effects of changes beyond the confines of the experiment; (ii) it should be possible to more-reliably extrapolate from laboratory to in situ conditions, which is important for example in establishing accurate starting parameters for hydrocarbon reservoir characterization. (2) P-wave velocities are not sensitive to pore-fluid viscosity. (3) Whereas, shear-wave velocities are sensitive to the viscosity of the pore fluid, and this difference may be exploited.
(4) The oil in the experiment is comparatively low-viscosity. The differences between shear-wave velocities in oil and water are expected to be accentuated by heavier oils. Table 2 lists the match of APE-modelling to a very wide range of frequencies, rock types, recording geometry, and other conditions. Item 6 of Table 2 will be discussed below. It is suggested that this satisfactory match of observations demonstrates that APE is, at least, a good first-order approximation for the equation of state for non-catastrophic deformation of the rockmass before fracturing takes place. There are several important geological implications for our understanding of the nature of in situ rock.
Implications of APE-modelling
(1) Seismic shear-waves are providing a new understanding of rock deformation before fracturing. The implication for rock physics and reservoir monitoring is that much of the subtle response of rock to changing conditions is calculable, and the future behaviour in response to known changes predictable. This means that, when conditions are changing, there is now an underlying mathematical framework for predicting the response of the (assumed-to-be uniform) rockmass.
(2) Much of the non-catastrophic deformation of the rockmass is controlled by the opening and closing of microcracks in the stress-aligned fluid-filled void-space (EDA-cracks), rather than the properties of the particular matrix rock. Consequently, crack geometry and shear-wave splitting are very sensitive to minor changes in conditions.
(3) Since shear waves are sensitive to microcrack geometry and are controlled by the same parameters as microscale deformation, analysis of shear-wave splitting is a comparatively direct way of monitoring non-catastrophic deformation of microcrack geometry.
(4) Fracture criticality, associated with the percolation threshold for stressed fluid-saturated finite-strength rock, marks the level at which microcracks begin to coalesce and trigger larger-scale faulting, earthquakes, and rockbursts. Observed shear-wave splitting suggests that almost all rocks are geometrically close to criticality.
(5) The proximity to fracture criticality implies that rock is highly stress-sensitive and responds to changing conditions in ways that can be identified by observations of shear-wave splitting. In particular, progression towards criticality and consequent fracturing can be monitored with shear-wave splitting.
(6) Proximity to criticality is the condition for self-organized criticality (Bak et al. 1988 ), see next section. 
The critical nature of crustal rock
The proximity of fracture criticality Figure 2 and APE-modelling suggest that there is a factor of only about 1.5 between the crack size of the minimum 1.5% shear-wave velocity-anisotropy observed in any rock (below c. 1 km depth) and the crack size of fracture criticality and percolation threshold (about 5.5% shear-wave velocity anisotropy). This suggests that there is an extraordinarily narrow range of crack size in intact rock with the implication that almost all in situ rocks at depth in the crust are geometrically close to fracture criticality and shear failure, once the high confining stresses are relaxed in any way. This proximity of most rocks to fracture criticality and failure is an example of the self-organized criticality of the rockmass suggested by Bak et al. (1988) , where the modifications of EDA-microcracks either side of fracture criticality is the critical microscale physical manifestation of self-organized criticality. This is the first time the critical small-scale physics for self-organized criticality has been identified (Crampin 1997a).
Self-similar scale-invariant distributions imply self-organized criticality (SOC)
Many properties of cracks in the crust are highly non-linear and have self-similar scaling (scale-invariant) relationships similar to those displaying near-critical behaviour in other branches of statistical physics (Mandl 1988) . Such scaleinvariant distributions include the Gutenberg-Richter frequency-magnitude relationship for earthquakes (Bak & Tang 1989); power-law (1/f noise) depth-distributions in welllogs of sonic-velocities, electrical-resistivity, gamma-ray activity, and other logs (Leary 1991); seismic moment as a function of source radius and corner frequency (Grasso 1993); amongst many others, some of which are listed in Table 3 . It is clear that distributions of properties of cracks are typically scale-invariant.
An example is given in Fig. 8 , which shows the observed frequency of cracks against crack length ranging from submillimetres to hundreds of kilometres (Heffer & Bevan 1990 ). The black dots in Fig. 8 are two plots of the dimensionless fracture criticality level of crack density, ]0.055, which closely specifies the self-similar crack distribution in both slope and location. The dots are approximately a factor of three less than the least squares line through the observed points. This is because fracture criticality refers to active unsealed cracks whereas the observations are of all cracks both sealed and unsealed. This is a direct demonstration that the long-range crack distributions are controlled by the physics of microscale criticality. The distribution is close to self-similarity for over nine orders of magnitude, almost the largest range of dimensions available in the crust of the Earth. The only way that such self-similar distributions can be generated is where rock is close to some critical interaction at the smallest scale, in this case sub-millimetre, which cascades to the largest scale, of hundreds of kilometres. Such critical conditions are known as self-organized criticality or SOC (Bak et al. 1988; Bak & Tang 1989) , where large-scale interactions are part of a hierarchical distribution determined by the physics of micro-scale behaviour (Bak & Chen 1991; Grasso & Bachèlery 1995) .
Note that Scholtz et al. (1993) have suggested that Fig. 8 of Heffer & Bevan (1990) is invalid because it patches together data measured at different scale lengths, and referred to other observations where the scales were adjusted to fit to a line. This is not the case with the data of Heffer & Bevan, and the significance of Fig. 8 is that the data lie on a straight line despite the range of scale lengths. 
Implications of self-organized criticality
The wide range of properties having self-similar distributions implies that much of the behaviour of the crust, particularly behaviour associated with cracks, is close to a critical state compatible with the proximity to fracture criticality in Fig. 2 . In particular, the microscale physics of EDA-cracks is the microscale physical manifestation of the SOC of crustal rock (Crampin 1997a). Bak & Tang (1989) first recognized the self-organized criticality of seismicity, which is phenomenological evidence for the self-organized criticality of cracks in the Earth's crust, but they did not identify the crucial microscale interaction. The identification of the microscale criticality of SOC of crustal rocks as stress-induced modifications to EDA-crack geometry is important because: (1) the behaviour can be calculated by APE, and is largely independent of rock-type; (2) the approach of criticality can be recognized by monitoring with seismic shear-waves.
There are several other implications of SOC of fluid-filled microcracks in the crust.
(1) SOC systems are scale invariant and imply interactions at all scale lengths. This implies heterogeneity at all scale lengths so that geological parameters vary from place to place and do not have Gaussian statistics where averages are appropriate or meaningful. Inter alia, this specifically excludes the possibility of accurate prediction of the time, place, and magnitude of future large earthquakes.
(2) The interactions at all scale lengths of SOC systems include the possibility of long-range interactions at distances well beyond the limit expected for deterministic mechanisms. There have been several suggestions of such long-range correlations; for example, in regional seismicity in California (Knopoff et al. 1996) , and in global seismicity (Lomnitz 1996) .
(3) Similar long-range correlations have also been observed between water injection and hydrocarbon production rates in a variety of mature oil fields (Heffer et al. 1995) .
(4) The unique property of SOC of stress-aligned fluid-filled intergranular microcracks is that the progress towards criticality in the interior of the rockmass can be monitored by analysing seismic shear-waves propagating through the zone where the fracture will start (Crampin 1997a). This ability to monitor and recognize proximity to criticality is believed to be unique in SOC systems. There are several possible applications as follows.
(i) The increasing likelihood of large earthquakes can be recognized by monitoring the build-up of deformation. This would not predict earthquakes (see Item 1, above), but would forecast the earthquake in the limited sense suggested by Crampin & Zatsepin (1996) , where shear-wave splitting monitors the necessary build-up of strain before a large earthquake can occur.
(ii) Determining the likelihood of rock bursts in deep mines (Crampin 1997b).
(iii) Predicting the effects of operations during hydrocarbon production, such as the effects of changing water-injection pressures during water-flood sweeps.
(iv) Identifying changing pore-fluid pressures and other parameters by the effects on shear-wave splitting during hydrocarbon production.
(v) Identifying the approach of criticality (the likelihood of failure by fracturing) in any situation where failure is possible such as landslides, rock falls, mine failures, and others.
This recognition of supposedly local levels of criticality from shear-wave splitting averaged over comparatively long ray paths seems surprising, but there is now an increasing number of field examples. In particular, changes in shear-wave splitting in Band 1 of the shear-wave window is identified almost routinely before larger earthquakes in Iceland (Crampin et al. 1998) due to the high level of seismicity and to the extensive seismometer network.
Conclusions
(1) Most in situ rocks have an internal structure of stressaligned fluid-saturated intergranular microcracks and intergranular pore-space that make them anisotropic to seismic shear-waves.
(2) The non-catastrophic (pre-fracturing) response of such microcracked rock to small changes in conditions can be calculated by anisotropic poro-elasticity (APE).
(3) APE-modelling is tightly controlled and has few parameters, because the response is determined by crack geometry which is largely independent of rock type, porosity, or aspect-ratio of microcracks.
(4) The above results imply that the response of rock to non-catastrophic changes in conditions can be predicted. This has applications to monitoring improved oil recovery (IOR) and forecasting earthquakes, amongst several other Earth Science phenomena.
(5) In situ rock is (geometrically) close to fracture criticality, which implies that the cracked rockmass is close to selforganized criticality (SOC), where small changes in conditions can lead to catastrophic failure by fracturing.
(6) The proximity to fracture criticality of all in situ rock indicates the SOC of the in situ rockmass, which explains the extreme sensitivity to small changes such as the long-range interactions of seismicity, and the long-range correlations in oil fields.
(7) Currently APE-modelling has been developed for changing stress, pore-fluid pressure, and temperature. Other quantifiable changes such as chemistry could be incorporated at a later stage.
The above conclusions appear to lead to a new understanding of the nature of in situ rock and rock deformation prior to fracturing with important implications and applications, only some of which have been identified above. We are no doubt a long way from the final truth, but this development shows that many fluid-rock interactions are controlled by the fluidsaturated microcrack geometry, which is dependent on stress but largely independent of rock type, local tectonics, and geological history. It therefore appears that the physical response of complicated fluid-saturated microcracked rock to changing conditions can be calculated with a limited number of parameters.
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Note added in proof
There has been further confirmation of the near-criticality of the rockmass. Crampin et al. (1999) successfully 'stressforecast' an M=5 earthquake in Iceland based on the changes in shear-wave splitting observed at three stations in a 70 km line. (Stress-forecasting is monitoring the build-up stress by analysing shear-wave splitting, and estimating the time and inferred magnitude at which the increase in time delays in Band-1 of the shear-wave window intersects the inferred level of fracture criticality; Crampin et al. 1998 .) Such changes in shear-wave splitting are now observed routinely with hindsight before four earthquakes in SW Iceland. In October 1998, it was recognized that the behaviour of shear-wave splitting, at two stations 40 km apart in SW Iceland, indicated an increase of stress in real time before the earthquake had occurred. Consequently, preliminary stress-forcasts were issued to the Icelandic National Civil Defence Committee on 27 and 29 October. On 10 November 1998, a third station also showed changes in shear-wave splitting and a final stress-forecast was issued tht there would be M d5 earthquake soon or a M d6 earthquake before the end of February 1999. Three days later, on 13 November, a M=5 earthquake was reported 2 km from the middle of the three stations (Crampin et al. 1999) .
Note that variations in shear-wave splitting can be used to stress-forecast the time and magnitude of future large earthquakes but cannot identify the location of the earthquake focus within the large rock volume where stress builds up and variations in shear-wave splitting are observed. However, stimulated by the stress-forecast, Ragnar Stefansson of the Icelandic Meteorological Office correctly predicted the fault on which the earthquake was to occur from local geophysical and geological analyses (Crampin et al. 1999 
