Understanding the basis of complex trait disease is a fundamental problem in human genetics. The CAGI Crohn's Exome challenges are providing insight into the adequacy of current disease models by requiring participants to identify which of a set of individuals has been diagnosed with the disease, given exome data. For the CAGI4 round, we developed a method that used the genotypes from exome sequencing data only to impute the status of genome wide association studies marker SNPs. We then used the imputed genotypes as input to several machine learning methods that had been trained to predict disease status from marker SNP information. We achieved the best performance using Naïve Bayes and with a consensus machine learning method, obtaining an area under the curve of 0.72, larger than other methods used in CAGI4. We also developed a model that incorporated the contribution from rare missense variants in the exome data, but this performed less well. Future progress is expected to come from the use of whole genome data rather than exomes.
INTRODUCTION
Critical Assessment of Genome Interpretation (CAGI) community experiments provide a platform for assessing computational methods relating genotype to phenotype, where participants are required to make blind predictions (https://genomeinterpretation.org). For complex trait disease, there have been three rounds of Crohn disease exome challenges. In each round, participants were given exome data for a set of individuals, some of whom have been diagnosed with Crohn disease and some of whom have not. The challenge was then to assign a probability of each individual having the disease (https:// genomeinterpretation.org/content/4-crohns-exomes). While accurate risk prediction has the potential to facilitate targeted preventive treatments, the broader goal of this type of challenge is to test and improve understanding of the underlying disease mechanism by testing mechanism hypotheses embedded in the prediction models.
Crohn disease, a subtype of inflammatory bowel disease (IBD), is a multifactorial complex disease, where several factors can confound disease risk prediction. It is not possible to identify Crohn patients from DNA sequence alone with complete accuracy for three primary reasons: First, environmental factors play a large role (Petersen et al., 2014 )-co-occurrence in monozygotic twins is only 20%-55% (Gordon, Trier Moller, Andersen, & Harbord, 2015) . Second, there is a range of severity of disease, related to disease location (ileal vs. colonic Crohn disease) and age of onset (Cleynen et al., 2016) . Several studies have reported rare monogenic forms of IBD for very early onset of the disease (Bianco, Girardelli, & Tommasini, 2015; Uhlig et al., 2014) and pediatric Crohn patients show enhanced epithelial chemokine production compared with adult patients, suggesting a difference in early immune response between these two groups (Damen et al., 2006; Nieuwenhuis & Escher, 2008) . In spite of these differences, a highdensity immunochip genotyping study did not identify differentiating genetic factors between early and late onset patients (Cutler et al., 2015) . Third, some patients diagnosed with Crohn exhibit a wide range of monogenic defects affecting epithelial barrier and response, neutrophil numbers, phagocytosis and bacterial killing, innate hyper and autoinflammatory immune response, T and B cell selection and activation, and regulatory T cells and immune regulation (Uhlig, 2013) . Thus, it is probably unreasonable to expect that one system level model of the disease will be adequate. This is reflected in current disease risk prediction models with ROC AUCs ranging from 0.56 to 0.72 (Kang, Kugathasan, Georges, Zhao, & Cho, 2011; Ruderfer, Korn, & Purcell, 2010) . It has been claimed that in theory, given its high heritability, an optimal method for predicting Crohn disease risk should be able to achieve a ROC AUC between 0.96 and 0.98 with the assumption that all Crohn disease risk loci have been identified and all the known Human Mutation. 2017;38:1225-1234.
c 2017 Wiley Periodicals, Inc. 1225 wileyonlinelibrary.com/journal/humu genetic variances are explained by the genomic profile (Jostins & Barrett, 2011; Wray, Yang, Goddard, & Visscher, 2010) . However, this theoretical maximum AUC limit is not attainable with linear models based on genetic factors known so far. Witte, Visscher, and Wray (2014) showed that 140 modest-risk variants together with three additional high-risk variants from Jostins et al. (2012) could yield a maximum AUC of 0.77, and explaining about 16.4% of the total Crohn heritability of 72%.
Recently great progress has been made in identifying common variants (markers) associated with complex diseases using microarraybased genome wide association studies (GWAS) (Welter et al., 2014) .
Because of sparse sampling of variants and extensive linkage disequilibrium in the human genome, these marker SNPs are almost always surrogates of the real causative variants, and so do not provide direct insight into the mechanisms underlying the statistical association with disease. As a consequence, they do not provide a basis for directly building a mechanistic model of the disease. Results from GWAS also only capture the contribution of common variants. The declining cost of high-throughput sequencing has begun to make exome sequencing accessible for reasonable sample sizes, and these data hold the promise of identifying both common and rare variants directly contributing to complex disease risk, albeit largely limited to coding region contributions.
The present analysis addresses the challenge of differentiating Crohn patients from healthy individuals with Crohn exome data (https://genomeinterpretation.org/content/4-crohns-exomes) using machine learning approaches. We have previously studied the mechanism landscape underlying seven complex trait diseases in a set of high confidence GWAS loci. In that work, we observed that for Crohn disease, expression plays the biggest role (∼50%) compared with high impact missense or auxiliary splicing effects Pal, Yu, Mount, & Moult, 2015) . The variants affecting expression are generally in non-coding regions and it is non-trivial to assess their effects from exome sequencing data alone. So we hypothesized that GWAS markers would provide a better basis for prediction of disease risk than exome sequencing data only, as in principle, the markers associations reflect all underlying mechanisms. Based on this hypothesis, we used machine learning approaches to compare the performance of exome sequencing data versus imputed marker SNP genotypes in Crohn disease risk prediction.
MATERIALS AND METHODS

Exome sequencing data
Exome sequencing data were available from the three rounds of CAGI Crohn's exome challenges, held in 2016 (CAGI4) (https://genomeinter pretation.org/content/4-crohns-exomes), in 2013 (https://genomeint erpretation.org/content/crohns-disease-2013) and in 2011 (https:// genomeinterpretation.org/content/crohns-disease-2011).
The CAGI4 Crohn challenge provided exome sequence data for 111 individuals. Post-challenge, we learned that these are composed of 64 cases and 47 controls. All exome sequencing data had been generated using the TruSeq exome enrichment kit (Illumina, San Diego, CA) and the Illumina HiSeq2000 instrument and were called together using the Genome Analysis Toolkit (McKenna et al., 2010) Haplotype Caller to avoid any data processing artifacts. Human genome build hg19 was used to map the chromosomal positions of the reads. The main challenge was to identify cases and controls among all individuals.
Hierarchical clustering by variant similarity shows that all cases were unrelated in CAGI4 set, with two pairs of individuals related in the control set (Supp. Fig. S1 ).
In 2013 data, the 66 exomes contained a total of 28 different pedigrees, including two monozygotic twin pairs, one pair being discordant.
There are a total 51 cases and 15 controls in this dataset-this information was provided in the challenge page before prediction submission and the challenge was to identify which 51 individuals are cases and which 15 individuals are controls. All 66 exomes were generated using the TruSeq exome enrichment kit and were called together using the GATK program (McKenna et al., 2010) to avoid data processing artifacts. Chromosomal positions were mapped according to Human genome build hg19. A hierarchical clustering plot by variant similarity shows that all 51 cases were part of one or more pedigrees, whereas eight out of 15 controls were unrelated (Supp. Fig. S2 ). These eight controls have a high heterozygosity rate (Supp. Fig. S3 ) compared with the rest of the individuals, making them easily separable from cases, just by clustering.
The earlier 2011 data consists of 56 individuals-42 cases and 14 controls. The numbers of cases and controls were unknown before submission of predictions and the main challenge was to identify cases and controls from all these 56 exomes. These data contained one trio consisting of two healthy individuals and one with Crohn disease (Supp. Fig. S4 ). For each individual, a separate VCF file was provided, generated using Illumina technology. Base-calling was done using the standard pipeline, consisting of BWA (Li & Durbin, 2009 ), Picard (http://picard.sourceforge.net), and Samtools Pileup ). Here, the chromosomal positions of the reads were mapped according to Human genome build hg18. In each VCF file, only positions where the observed base differed from the reference genome for one or both copies were reported-no information about missing data or concordance with reference genome bases was provided.
We observed batch effects for eight control individuals who had been sequenced separately (Supp. Fig. S4 ).
Compared with earlier data sets, the CAGI4 dataset is of much better quality in terms of both heterozygosity plots (Supp. Fig. S5 ) and distribution of cases and controls within dendrograms (Supp. Fig. S1 ). In some post-prediction analyses, we omitted eight controls from 2013 dataset with very high relative heterozygosity. We did not perform any post-prediction analysis on the 2011 data because of the uncertainty caused by unreported missing data.
Age of onset challenge for CAGI4 data
An additional aspect of the CAGI4 challenge was to identify which individuals had early onset Crohn disease, defined as diagnosis before the age of 10. We checked for the presence of rare mutations in the IL10RA gene, which have been shown to be related to early disease onset (Kotlarz et al., 2012) , but this approach was not successful. After the challenge was closed, we learned that 39 of the Crohn patients in the CAGI4 set were early onset (<=10 years) and 25 patients were late onset (>10 years). In the 2013 set, only four patients were early onset and in the 2011 set, all were late onset using this threshold.
Annotation of VCF files and QC filters
CAGI4 and 2013 exome VCF files were annotated using Varant (https://doi.org/10.5060/D2F47M2C), to provide region of occurrence (intron, exon, splice site, or intergenic), observed minor allele frequencies (MAF) in the 1000 Genomes Project Phase3 database (Auton et al., 2015) or the ExAC database (Lek et al., 2016) , mutation type, and predicted pathogenicity of missense variants. The RefGene (Pruitt et al., 2014 ) gene definition file was used for gene and transcript annotations in Varant. For the 2013 and CAGI4 data, we only used high quality data (GQ > 30 with "PASS" filter).
Pre-processing of the exome data
PLINK (Purcell et al., 2007) was used to convert the exome VCF files to ped and bed files. These files were then used to calculate the heterozygosity rate per individual and to perform complete linkage agglomerative clustering based on the pairwise identity-by-state (IBS) similarity matrix (where two or more than two individuals share similar exome wide SNPs), providing a basis for hierarchical clustering. The R package "hclust" was used to draw the cluster dendrogram of each set. For most GWAS loci, markers do not fall within the exome sequence, and for these, Impute2 (Howie, Marchini, & Stephens, 2011) was used to impute the genotypes of GWAS marker SNPs for each individual from the exome data and using 1000 Genomes Project Phase3 data (Auton et al., 2015) as a reference. Pre-phasing of the data was performed using ShapeIT (Delaneau, Marchini, & Zagury, 2012) .
Choice of GWAS loci
Two sets of GWAS loci were used: a set of 90 we had previously compiled and a set of 140 from (Jostins et al., 2012) . We were able to impute marker genotypes for 138 loci out of total 140 Crohn loci from (Jostins et al., 2012) . Marker SNPs and corresponding odds ratios were extracted from the GWAS catalog (Welter et al., 2014) . We also investigated a set of 573 SNPs (personal communication) from the IBD Genetics Consortium Crohn disease risk assessment, based on ∼17,000 Crohn patients and ∼22,000 controls typed on the immunochip (Wei et al., 2013) . This work reported a ROC AUC of 0.86 for prediction of Crohn status, using machine-learning techniques. We were able to impute the genotypes of 473 of these SNPs from exome data, and these were used for the analysis. Supp. 
Identification of high impact missense mutations
A missense variant in any Crohn disease-related gene was considered high impact if at least two of five methods assigned a pathogenic score.
The methods are SNPs3D profile (Yue, Melamud, & Moult, 2006) , SNPs3d stability (Yue, Li, & Moult, 2005) , Polyphen2 (Adzhubei et al., 2010) , SIFT (Kumar, Henikoff, & Ng, 2009) , and CADD (Kircher et al., 2014) . The relatively relaxed threshold of impact prediction (compared with that for monogenic disease missense mutations) was intended to include a higher fraction of true positives, at the expense of a higher fraction of false positives.
Methodology for the CAGI4 challenge
Our methods primarily used GWAS marker genotypes in each individual as a basis for assigning a risk of Crohn disease. Using those data, the relative probability of each individual being diagnosed with Crohn disease was estimated in three different ways ( Fig. 1): (A) With Naïve Bayes-related models on GWAS markers: We estimated the relative risk of each individual being diagnosed with Crohn disease based on two untrained Naïve Bayes-related models-"odds ratio" based and "conditional probability" based, applied on the 138 loci set and on the 90 loci set. For both the models, we addressed the question: what will be the disease risk for an individual, given the genotypes in a specified GWAS loci set? Now according to Bayes rule,
or,
where D is the disease risk of an individual with genotypes
is the constant prior term that is unaffected by the variation in genotypes in "n" loci. P(g i |D) is the probability of genotypes in case individuals and P(g i ) is the probability of genotypes irrespective of the disease status. For both F I G U R E 1 Methodology for CAGI-4 Crohn's exome challenge the models, we approximated the relative probabilities of each genotype occurring in case (P(g i |D)) versus controls (P(g i |D)) using genotype frequencies derived from odds ratios and the MAF of the marker, assuming Hardy Weinberg equilibrium, as described in .
For the "odds ratio" model, we calculated heterozygous (OR het ) and minor homozygous (OR hom ) odds ratios for each GWAS marker SNP, using the case and control genotype frequencies. The relative disease risk of each individual is then approximated as:
where the genotypic odds ratio
depending on the genotypes of an individual at each of the "n" loci.
For the "conditional probability"-based Naïve Bayes model, we approximated the conditional probabilities of an individual belonging to the case and control categories, given the genotypes in the "n" loci set. That is, for each individual we calculated:
and,
Disease risk was taken to be proportional to the ratio
For the challenge submissions, each disease risk score from both the models was converted to probability by normalizing within 0 to 1.
(B)
With machine learning methods using the GWAS markers: Models were developed for the 138 loci and 90 loci sets using the vector of marker SNP genotypes (values of 0, 1, or 2 minor alleles) for each individual as the input features. We explored four machine learning methods-Logistic Regression, Random Forest, Naïve Bayes (in Weka), and a Neural Network. In general, standard settings in Weka (Witten, Frank, Hall, & Pal, 2016) were used for all machine learning models. For the Random Forest, we increased the number of trees from default of 100-1,000 to improve the performance, and for the neural network, we adjusted the number of hidden layers to 2. For training purposes, we generated 20 random samples of 1,500 cases and 1,500 controls, randomly selected from the 2,000 cases and 3,000 controls in the WTCCC1 Crohn microarray data (Burton et al., 2007) . Benchmarking was done in two ways: on the 20 random sets of WTCCC1 500 cases and 500 controls not selected for training and on the 2013 CAGI Crohn exome data set.
For each method, the version that performed best on the corresponding WTCCC1 test data was selected for use in CAGI4 challenge.
We also used a consensus machine learning approach-taking the average of the probabilities obtained from the Naïve Bayes (odds ratio based), Logistic Regression, and Random Forest methods. The Neural Network method performed the worst of all the methods, so was not included in this consensus. As both untrained Naïve Bayes models ((A) above) performed better than the Wekabased trained Naïve Bayes model on the two benchmarking test sets, we chose one of the untrained Naïve Bayes methods for the consensus set.
(C) Inclusion of contributions from rare high impact missense variants: The "odds ratio"-based Naïve Bayes model for GWAS markers described in (A) was combined with contributions from rare predicted high impact missense exome variants (<5% MAF in 1000 Genomes Phase3 dataset) in relevant genes. In our previous work, we have analyzed possible underlying mechanisms in each of the 90 Crohn disease loci set, identifying which have common variants in strong linkage disequilibrium with GWAS markers and are predicted high impact missense , affect expression, or affect splicing . In this disease risk prediction model, we checked for rare variant contributions in that previously compiled set of high impact missense mechanism genes. If a GWAS marker risk allele is not present in a locus, we included the contribution of rare variants to the Naïve there is an anti-correlation . We therefore used a weighted sum of the genotypic odds ratios (as calculated in (A) above) implied by the two genotypes possibilities for the rare predicted high impact missense variants from genes where the putative common variant mechanism is not missense (those with expression or splicing mechanisms), or from loci where the relationship between changed protein activity and the disease risk is unknown. For loci where the GWAS marker risk allele is present, we did not consider additional contributions from rare missense variants, assuming the common variant has a maximal effect.
Altogether, using different combinations of GWAS loci sets and machine learning models, we made six submissions (Table 1) for the Crohn CAGI4 challenge. In the post-challenge analysis of performance, area under the ROC curves (AUC) and confidence intervals from bootstrapping were obtained using the R package "fbroc." The R package "pROC" (Robin et al., 2011 ) was used to calculate P values between pairs of ROC AUCs.
Methodology for the CAGI 2013 set
In CAGI 2013, we estimated Crohn disease risk in each individual directly from the exome sequencing data: We assumed that in each individual there is a subset of exome variants that directly influence disease risk through alteration of the activity level of relevant genes.
The model assumes that the more deleterious missense SNVs an individual carries in Crohn relevant genes, the higher the probability they Any missense SNV in a relevant gene for which one or more of the four methods predicts deleterious was considered high impact. Nonsense and splice junctions were identified from Annovar annotations. Expression SNVs are defined as those SNVs that have been found to be associated with gene expression differences in two or more eQTL studies, as compiled in (Yu, Pal, & Moult, 2016) . Because of many uncertainties in the model, we estimated the relationship between impact SNV load and disease risk in four different ways, leading to four submissions in CAGI 2013 challenge. The most successful of these four, as judged by AUC, calculates relative disease risk as the summation of weighted maximum genotype values over 71 loci (Franke et al., 2010) . In a locus containing more than one impact SNV, only the impact SNV with the highest genotype value will contribute to the final sum. Genotype values are 0 for no impact SNVs, one for a heterozygous impact SNV, and two for homozygous impact SNVs. Ad hoc weights were assigned to different classes of impact SNVs as follows: Nonsense SNVs: 0.9; splice SNVs: 0.8; expression SNVs: 04; missense SNVs: 0.5-0.7 determined by the number of methods predicting deleteriousness for that SNV.
For comparison purposes, we have now also applied this method to the CAGI4 challenge data. Missense SNVs from 74 of the 138 loci set (Jostins et al., 2012) were included (for other loci, we did not have reliable identification of the genes involved in the disease mechanism). We also applied the most successful CAGI4 method (Naïve Bayes model on GWAS markers) to the CAGI 2013 challenge data to determine how well it performs on that set.
Methodology for the CAGI 2011 set
The model and methodology used for the 2011 CAGI challenge was the same as that for CAGI 2013, with the exception that we used only two missense impact prediction methods, SNPs3D profile (Yue et al., 2006) and SNPs3d stability (Yue et al., 2005) . We made six CAGI 2011 submissions, each estimating the relationship between impact SNV load and disease risk in a different way. The most successful of these six, as judged by AUC, was the same genotype summation method as in CAGI 2013, also using the 71 loci in (Franke et al., 2010) .
Monogenic Crohn disease data
In the post-challenge analysis, we extracted 22 monogenic Crohn disease like genes (i.e., associated with Crohn disease like immunopathology) from (Uhlig et al., 2014) together with appropriate inheritance patterns. These genes were checked for the presence of rare variants in early onset case individuals.
RESULTS
Imputation of GWAS markers
Only 9% and 7% of all marker SNPs fall within the exome data for 138 loci and 90 loci, respectively. 18% of the markers are in intergenic regions for both sets. The remainder are in non-coding regions of genes. The imputation process usually generates three possible genotype probabilities for each position for each individual. If any of these genotype probabilities is greater than 0.8, then we considered that as the imputed genotype, otherwise the marker position was classified as "missing data." Success of the imputation process depends on how close the GWAS marker position is to any SNP in the exome data. Supp. Figure S7 shows the fraction of GWAS marker SNPs that can be reliably imputed as a function of the distance between the marker and the nearest SNP in the exome data (distance range is from 0.0 to 1.65 Mb). For most markers in intergenic regions and a few in UTRs (26 such markers), imputation was unsuccessful, so that there is high fraction of missing data (more than 50%) in these regions. Supp. Figure S8 shows the distribution of missing data across individuals for the 138 loci set. On average there are 22% missing data, with a minimum of 14% and a maximum of 29% and most of the values between 18% and 24%.
Submissions for the CAGI4 challenge
We submitted six prediction sets in the CAGI4 challenge (Table 1) . Five of these addressed the contribution of common variants via imputed GWAS marker genotype information using various machine learning F I G U R E 2 A: ROC curve for the best performing CAGI4 Naïve Bayes model (conditional probability based) prediction with an AUC of 0.72. The shaded gray area shows the 95% confidence range. B: CAGI4 Naïve Bayes model (conditional probability based) prediction probabilities, ranked from lowest to the highest probability. Open circles represent controls and red crosses represent cases models. The sixth submission added contributions from rare variants present in the exome sequencing data to the GWAS marker information, using the odds ratio-based Naïve Bayes model (details in Materials and Methods). Table 1 shows the performance of each of the six submitted methods, evaluated in terms of a ROC curve AUC. Performance is consistently better on the 138 loci set than on 90 loci set. Among all the methods, the Naïve Bayes method (conditional probability based) has the largest AUC, but the differences in performance between all the methods are small and not significantly different (based on P values; Supp. Table S1 ). Figure 2A shows the ROC curve for the nominally best performing 138 loci Naïve Bayes model with an AUC of 0.72 and a 95% confidence interval of (0.62-0.82). Figure 2B shows the predicted probabilities of each individual having Crohn, ordered from lowest to highest probability. A perfect model would group all cases at the top of the rankings, and all controls at the bottom. As can be seen in the plot, there is a clear signal in that respect, with the majority of points are in the appropriate part of the curve, but there is also substantial intermingling.
Effect of variation in loci set
As noted above, the performance of predictions based on the 138 loci set is consistently better than that on the 90 loci set. We also investigated the performance of a larger set of marker SNPs, using the same methods, based on a set of 573 SNPs, prioritized for Crohn disease by the IBD Genetics Consortium (Wei et al., 2013) . The genotypes of 473 of these were imputable from the exome data. 95% confidence intervals of AUCs for each method are shown as error bars in the plot. The methods are conditional probability-based Naïve Bayes (NBCP), odds ratio-based Naïve Bayes (NBOR), Wekabased Naïve Bayes (NBW), Logistic Regression (LR), Neural Net (NN), Random Forest (RF), and consensus machine learning method among NBOR, LR, and RF (CONML). The difference in performance between the individual methods is small additive and so more sensitive to the uneven weighting of loci, whereas machine learning methods may partly handle this imbalance. Additionally, the 473 SNPs set is not as well established as the two GWAS sets.
We also examined the sensitivity of the results to the choice of training sample used (details in Materials and Methods). Supp. Figure   S9 shows the spread of AUCs over the 20 random samples tested in training for all machine learning methods for all three association sets.
In the challenge, for each method the sample that gave the best AUC against WTCCC1 test data was selected. While there is some spread of AUC values across training samples (Supp . Table S2 ), values used in the challenge (Fig. 3) are representative of overall relative performance across training samples, except for Logistic Regression on the 473 SNPs set. For that method, the best performing test sample turned out to be by far the best performing on the challenge data (outlier high point in Supp. Fig. S9 ).
Robustness of the methods
Among the machine learning methods used, Neural Nets and Random
Forests are capable of capturing nonlinear relationships present in the data, whereas Naïve Bayes and Logistic Regression are not. We do not observe any significant difference in the AUC values obtained with the different classes of methods (Table 1 and Supp. Table S1 ), implying either that there is not much non-linear information in the data or, more likely, that the Neural Net or Random Forest structures used here were not capable of capturing that information.
We also examined the effect of training set size on the accuracy of the four machine learning methods (Supp. Fig. S10 ). The median AUC values of all four methods plateau at training sizes up to half that used, so that training set size did not limit performance. However, for the neural net, fluctuations in the interquartile range are relatively high even with data sets more than 25% larger than that used. This instability suggests the neural net model is less reliable with limited training data.
A limitation of using the GWAS marker SNPs as the basis for predicting disease risk is that it is not possible to reliably impute all the genotypes from the exome data. We examined whether or not the resulting average of 22% missing data had a significant effect on accuracy of the best result (conditional probability Naïve Bayes on the 138 loci set) as follows. The CAGI4 individuals were divided into eight subsets, four with relatively low missing data and four with relatively high missing data (Supp. Table S3 ). The subsets show no obvious trend for higher accuracy with less missing data, and pairwise P values between AUCs also show no significant effect. A possible confounding factor in these comparisons is that samples with low missing data may tend to contain more erroneous genotypes. To control for this effect, we increased the threshold P value for accepted genotypes from 0.8 to 0.9 (increasing the average missing data to 29%) and repeated the analysis. Here too, there is no significant difference in accuracy as a function of % missing data. Although this analysis is somewhat limited by moderate sample sizes, the results are consistent with the amount of missing data not being a limiting factor on accuracy.
Rare variant model
Addition of the contribution of predicted high impact rare missense variants to that from imputed marker SNPs in the Naïve Bayes model (odds ratio based) on the 90 loci set (details in Materials and Methods)
produced an AUC of 0.63 (Table 1) , similar to that from using imputed marker SNPs alone. Thus, this rare variant model did not improve the disease risk prediction performance.
Supp. Figure S11 shows the distribution of predicted high impact rare missense variants found in for those loci where the GWAS marker risk allele is absent. For missense loci where the risk marker allele is present we did not include any contribution from rare missense variants, assuming the common variant had a maximal effect. Counts of such rare high impact missense variants are low, with no variants in an individual the most usual situation. Thus it is not surprising that our rare variant model made no difference to the results. However, we do find that for missense loci where the GWAS marker risk allele is absent, there is a weak signal for a higher level of rare high impact missense variants in cases than controls, in partial support of the model used (P value = 0.0343, chi-square test).
We also searched the CAGI4 data for predicted high impact rare variants in 22 monogenic Crohn disease like genes (Uhlig et al., 2014) , as early onset cases have been found to sometimes carry very rare variants with large effect sizes. In the CAGI4 data, we found only two early onset cases (2 and 7 years) carrying autosomal dominant mutations in GUCY2C, with symptoms of familial diarrhea, a monogenic form of IBD. However, one of these mutations (p.Q784K) is deleterious only by CADD (Kircher et al., 2014) and the other mutation (I514T) is deleterious only by both polyphen-2 (Adzhubei et al., 2010) and CADD (Kircher et al., 2014) . Also, Uhlig et al. (2014) mention that symptoms for mutations in this gene are not usually early onset, but develop during adulthood, mainly after 20 years of age.
More detailed information about clinical symptoms of these patients are needed to resolve whether these rare variants are really causative variants.
Application of the best CAGI4 method to the 2013 CAGI Crohn challenge dataset
We also tested how the CAGI4 methods perform on the earlier 2013 CAGI challenge set (Supp. Fig. S12 ). The best performing method in CAGI4 (conditional probability Naïve Bayes) returns a high AUC of 0.81, compared with the CAGI4 0.72. The four machine learning methods do not perform as well however. The distorted data architecture in the 2013 challenge makes these results hard to interpret.
As there is no major homozygous genotype information in the 2011 CAGI Crohn dataset, we were unable to apply all methods there.
Application of the exome variant-based method to the CAGI4 data
We also investigated the performance of the model we developed for Fig. S4 ). But performance on these datasets is not comparable with that on the CAGI4 set, as both earlier sets have case/control substantial biases.
Microarray versus exome data for estimating Crohn disease risk
At first glance, it seems obvious that since exome data is so much richer than microarray results, it should help to interpret disease mechanism, and by implication improve our ability to predict who is at most risk for particular diseases. Microarray data only provide associations between the presence of specific SNPs represented on the chip and disease phenotypes. Correlation is not cause, and because of the extensive linkage disequilibrium in the human genome, and the sparse representation of variants on a microarray, it is unlikely that the marker SNPs are themselves involved in disease mechanism. Yet our approach of only using the exome data to impute the status of microarrayderived marker SNPs proved the best predictor of Crohn risk in the CAGI4 challenge, both in comparison with those of other CAGI participants and with our own current and previous exome-oriented methods. The result is even more surprising, given the difficulties of reliably imputing marker status from exome sequence, resulting in substantial missing data. There are two primary reasons for the better performance of the marker SNP method. First, unlike monogenic disease, many of the variants involved in complex trait disease mechanism are not in exons. In our earlier analysis , we found that about 50% of Crohn loci involve mechanisms affecting gene expression, and often the corresponding variant is not included in exome data. Second, and more significantly, even if the mechanism variant is included in exome capture, it is necessary to know which one it is and the relationship between the presence of the variant and disease risk-does the presence of the variant increase or decrease risk, and by how much. Our previous work allowed us to derive these data fairly completely for the approximately one out of the three of Crohn loci where a missense variant mechanism is involved. In about one out of the three of those loci, the mechanism missense SNP is protective-its presence reduces the risk of disease, so assuming a variant always increases risk is a poor approximation. Thus knowing the sign of the risk/SNP relationship is critical. For expression and splicing mechanisms in non-missense loci, in most cases we were not able to identify which SNP is directly involved in mechanism or whether its presence represented increased or decreased disease risk. These uncertainties about underlying disease mechanism and the limited coverage of exome data result in microarray data currently providing a more accurate approach to estimating Crohn disease risk. In future, whole genome data rather than just exome sequence, together with more extensive data on which SNPs are associated with expression changes (Melé et al., 2015) , will make a more detailed mechanism model more tractable. Issues of which cell type expression changes are relevant will still remain, however.
Inclusion of more loci improves prediction accuracy
We considered three disease association sets one with 90 GWAS loci, one with a 138 GWAS loci, and a set of 473 SNPs spanning 190 loci.
For all methods, accuracy is higher on the 138 disease loci than on 90 loci. (As noted earlier, for 473 SNPs set, issues with the varying number of SNPs in each loci complicate the analysis, so it is not possible to draw conclusions on the relationship between number of loci and accuracy.) Up to now, as study sizes have become larger, the number of disease associated loci has increased for Crohn and other complex traits (Park et al., 2010) . That suggests there is an approximately power law relationship between the effect size of loci and the number of loci-a long tail of yet to be discovered loci that nevertheless contribute a significant amount of disease risk signal. Thus, study size is one of the factors limiting accuracy in predicting Crohn disease risk.
Role of rare variants
A second widely discussed limitation on accuracy of predicting disease risk is the role of rare variants (Kiezun et al., 2012; Maher, Uricchio, Torgerson, & Hernandez, 2012) . We attempted to add this effect by including the contribution of rare missense variants present in relevant genes in GWAS loci. In practice, there are multiple limitations in doing this. First, in many loci it is not yet clear which gene or genes are involved in the mechanism. We adopted a conservative approach of only including contributions from reasonably wellestablished mechanism genes, thus omitting many possible contributions. Second, as also discussed above, it is necessary to know the sign of the relationship between the presence of the variant and the disease risk. For loci where we had previously found a common missense SNP mechanism, we assumed the sign is same for all missense variants. For other loci, we used a weighted sum of the two possibilities, a poor approximation. Third, there is an issue of which rare variants will contribute. In loci where a large change in protein activity is necessary to significantly affect risk (those where there are common, high impact, missense mechanism SNPs), it is reasonable to only include rare predicted high impact missense variants, and that is what we did. But in loci where more subtle effects significantly contribute to disease risk, such as those where a SNP-related expression mechanism is implied, it would be necessary to estimate the effect of all rare variants present -missense and those affecting expression. At present, there is no reliable way of doing that, and we did not include this contribution. Fourth, at best GWAS studies only identify mechanism genes where there happens to be a common SNP that affects disease risk. It is likely there are many more genes, sometimes in the same pathways, sometimes not, where there are no significant common SNP, but rare variants play a role (https://doi.org/10.1101/077180), (Rivas et al., 2011) . Indeed, we have shown that genes where activity is most tightly coupled to disease risk, such as drug targets, are less likely to contain common disease-related SNPs (Cao & Moult, 2014) .
At present, there is no effective way of identifying these non-GWAS detectable mechanism genes, and so their contribution is also omitted from our model. Given all these caveats, it is not surprising that our inclusion of rare variants did not improve prediction accuracy, and that should certainly not be taken as evidence that rare variants are not important.
Future prospects
As discussed above, the obstacles to developing really effective mechanism-based methods for predicting disease risk are formidable.
There are additional difficulties, such as unidentified epistatic effects (Maki-Tanila & Hill, 2014) . Nevertheless, larger GWAS study sizes, fine grained follow-up investigations (e.g., Gorlatova et al., 2011; Kauder et al., 2013 for the MSP locus), and improved computational models will make a difference, and so it is important that CAGI continue to include complex trait disease challenges of this type.
