With ever growing use of Internet for electronic commerce and data mining type applications there seems to be a need for new network computing paradigms that can overcome the barriers posed by network congestion and unreliability. Mobile agent programming is a paradigm that enables the programs to move from one host to another, do the processing locally and return results asynchronously. In this paper, we present the design and development of a mobile agent system that will provide a platform for developing mobile applications that are MASIF (Mobile Agent System Interoperability Facility) specification compliant. We start by exploring mobile agent technology and establish its merits with respect to the client-server technology. Next, we introduce a concept called dynamic aggregation to improve the performance of mobile agent applications. We, then focus on the design and implementation issues of our system, SMART (Scalable, Mobile and Reliable Technology), which is based on the MASIF specification.
INTRODUCTION
The growth of Internet has impacted virtually every sector of our society. For example, corporations move to employ the Web internally (Intranet) to create "smart" enterprises, government uses it to reduce costs and provide high quality service and the public at large now has access to a huge and rapidly growing source of information and services of all kind. From a society point of view, the Web further intensifies the pressure of information overload and from the network point of view, growing Web usage will upset network models and put tremendous pressure on bandwidth requirement and network management [1] .
Today's networks pose a barrier to the development of communicating applications. This barrier results from the need for such applications to physically distribute themselves. That is, they should run not only on the computers dedicated to clients, but also on the computers that clients share, the servers. For example, a communicating application that is to provide a forum for buying and selling products necessarily has two parts. A user-interface component in the user's personal communicator gathers information from an individual buyer or seller. A database component in a server records the information and uses it to bring buyers and sellers together [3] .
Most applications involving communications over a network use traditional client-server paradigm in which a connection is established between the client and the server or datagrams are sent across the network. This traditional approach becomes expensive and unreliable when lot of messages have to be sent between the client and the server i.e., when the application consumes a lot of network bandwidth. In such situations, it is more efficient and reliable to be able to send the client to the server's machine and perform the job locally rather than shouting the commands across the network. This forms the basis for mobile agents. Mobile agents are software agents that
In a system with a single central server and numerous clients, there is a problem of scalability.
When multiple servers become involved, the scaling problems multiply rapidly, as each client must manage and maintain connections with multiple servers. The use of two-tier systems or proxies only moves this problem to the network. It does not eliminate the basic problem. With client-server technology there comes a need for good quality network connections. First, the client needs to connect reliably to its server because only by setting up and maintaining the connection may it be authenticated and be secure. Second, the client needs to be assured of a correct response, since a server can crash anytime between processing the request and sending back the reply. Third, it needs good bandwidth since, due to its very nature, client/server must copy data across the network.
Finally, the protocol which a client and a server agree upon is by its very nature specialized and static. Often, specific procedures on the server are coded in the protocol and become a part of the interface. Certain classes of data types are bound to these procedures and the end result is a special network version of an application program interface. This interface is extensible, but only at the high cost of re-coding the application, providing for protocol version compatibility, software upgrade, etc. As the applications grow and the needs increase, client/server programming rapidly becomes an obstacle to change [3] .
Mobile agents overcome all these inherent limitations in client-server paradigm. First and foremost, the mobile agent paradigm shatters the very notion of client and server. With mobile agents, the flow of control actually moves across the network, instead of using the request/response architecture of client-server paradigm. In effect, every node is a server in the agent network and the agent (program) moves to the location where it may find the services it needs to run at each point in its execution. For example, the same agent interacts with the user via a GUI to obtain request keys, then travels to a database server to make its request.
The scaling of servers and connections then becomes a straightforward capacity issue, without the complicated exponential scaling required between multiple servers. The relationship between users and servers is coded into each agent instead of being pieced out across clients and servers. It is the agent itself that creates the system, rather than the network or the system administrators.
Server administration becomes a matter simply of managing systems and monitoring local load.
The problem of robust networks is greatly diminished for several reasons. The hold time for connections is reduced to only the time required to move the agent in or out of the machine.
Because the agent carries its own credentials, the connection is simply a conduit, not tied to user authentication or spoofing. No requests flow across the connection, the agent itself moves only once, in effect carrying a greater "payload" for each traversal. This allows for efficiency and optimization at several levels.
Last and the most important, no application-level protocol is created by the use of agents. Therefore, compatibility is provided for any agent-based application. Complete upward compatibility becomes the norm rather than a problem to be tackled, and upgrading or reconfiguring an application may be done without regard to client deployment. Servers can be upgraded, services moved, load balancing interposed, security policy enforced, without interruptions or revisions to the network and clients.
In general we can say that the mobile agent model offers the following advantages over traditional client-server models:
• Uses less bandwidth by filtering out irrelevant data (based on the user profile and preferences) at the remote site before the data is sent back.
•
Ongoing processing does not require ongoing connectivity.
• Efficient in saving user's computing cycles especially when they are costly.
It is more efficient since the processing moves closer to the data, assuming that the network usage is more costly in comparison to the processing cycles at the recipient.
More reliable since the processing does not depend on the continuous network connection.
Once the agent is launched by the user, he is free to log out or migrate without requiring to give further instructions to the agent.
Mobile agent technology is gaining wide spread use in many data mining and Internet search applications. Today's Mobile agent technology provides us with tools and languages for fast and easy development of mobile agent applications. There are already several commercial mobile agent platforms available in the market today. The next section discusses some of the important commercially available mobile agent platforms and the advantages of the mobile agent programming facilities these platforms provide.
In this paper, we will also study a new feature in mobile agents called dynamic aggregation. In object-oriented systems "aggregation" is defined as a-part-of relationship in which objects representing components of other objects are associated as an assembly [2] . Aggregation can be classified into two parts: static and dynamic. Static aggregation of objects can be achieved through, for example, inheritance. Static aggregation in object-oriented programs is formed at the compile time and any irregularities in inheritance or object-containment is detected during the compiling phase. On the other hand dynamic aggregation refers to enhancing the properties of an object at runtime in unforeseen ways. During an object's execution phase, it can form relationship with other objects of unrelated classes to enhance its functionality.
In mobile agents the importance of dynamic aggregation was realized when people started using mobile agents in AI and data mining applications. An agent would typically be required to carry several algorithms and hundreds of rules with it from one host to another, many of those algorithms not being used at all. This would cause the agent code to bloat up and hence would result in more network bandwidth consumption. It would also take more CPU power to pack the agent for transporting it across the network and to unpack the agent after it has been received at the receiving agent system.
The traditional mechanisms of inheritance and polymorphism do not help to solve these problems. Dynamic aggregation allows us to attach new code and data to an agent at the runtime.
Looking from a mobile agent's perspective, dynamic aggregation helps in reducing the amount of code that goes along with the agent by allowing the agent to attach extra code on the need basis hence reducing the network bandwidth requirements and also speeding up the process of packing the agent to transfer it from one host to another.
PROJECT GOAL
With the emergence of variety of commercial mobile agent platforms, it was recently realized that very soon the mobile agent applications developed on these platforms will start facing interoperability problems. These differences will make the interoperability very difficult among the Mobile Agent Platforms. Because of this, ObjectSpace in conjunction with OMG, came out with a common mobile agent facility (know as MASIF) specification in early 1997. Following problems were addressed in the mobile agent system interoperability facility specification: [13] • Interoperability
• Mobile agents require an environment, in which they can be created, named, authenticated, dispatched to and received from another environment.
• Various languages like Java, AgentTCL, Smalltalk need to be supported.
• Various commercial agent implementations need to be supported. For example Aglets, Odyssey, Voyager, etc.
• Standard services need to be supported, e.g. naming, authentication, communication, notification, transfer etc.
The goal of this paper is to develop an MASIF compliant mobile agent platform and to incorporate dynamic aggregation that is still not part of MASIF specification. This platform, known as SMART (Scalable Mobile and Reliable Technology), will enable us to write mobile agent applications and run them in environments that are MASIF compliant. The applications developed using SMART will be interoperable with other MASIF compliant mobile agent technology. We will also incorporate dynamic aggregation facility in it. Although dynamic aggregation is still not a part of the MASIF specification, we have realized an early need of this feature to make our mobile agent applications more efficient.
ROADMAP
In section 2 we will discuss dynamic aggregation and its application in subject-oriented programming. In section 3 we will present the system design and architecture. A comparison between the SMART and a few commercial mobile agent platforms will also be given. Section 4 will deal with the implementation and testing of SMART system. Section 5 concludes this report and explores some possible areas of future work in our system.
BACKGROUND AND RELATED WORK

DYNAMIC AGGREGATION
In this section we will review the dynamic aggregation facility in detail. Voyager [5] is the only commercial mobile agent platform currently supporting dynamic aggregation feature. The main idea behind incorporating dynamic aggregation in Voyager was to use already existing Java classes that were written before the mobile agent platforms were built. To make objects of such classes mobile, an agent would incorporate those objects as its attachments (known as facets) and move from one site to another hence moving those objects with itself. The objects (carried as the agent's facets) will retain their internal state upon moving from one host to another.
Features of Dynamic Aggregation
In Voyager, the object to which the other objects are attached dynamically is called a "primary" object and the attached objects are known as "facets". Following features are supported by Voyager's dynamic aggregation:
• A facet class need not be changed or recompiled in order to attach it to a primary object.
• A primary class is not required to be modified or recompiled in order to have facets.
• Any number of facets can be attached to a primary object.
• It is not possible to detach a facet once it is attached to the primary object.
• Voyager does not support attaching a remote facet to a primary object and vice-versa. The code of an attachment must be available on the local host.
• In Voyager one can get hold of a remote reference of a facet in the same way as one can get a remote reference to a primary object.
• Nested facets are not supported in Voyager.
• Cyclic facets are also not supported in Voyager. Probably it is considered dangerous to allow cyclic facets.
• The regular rule in Voyager says that a facet cannot be garbage collected until all the references to the facet as well as its primary object are gone. Using Voyager's istransient() function, the facet object can be reclaimed immediately when there are no more references to it. This feature is useful when the facet is stateless and does not need to be associated with the primary object once its work is done. The Voyager Mobility facet is an example of a transient facet.
The details on Voyager's dynamic aggregation API can be found in the Voyager 2.0 user's manual [5] .
SUBJECT ORIENTED PROGRAMMING
Subject oriented programming is a new concept closely related to dynamic aggregation. Dynamic aggregation can be said to be a practical implementation of subject oriented programming.
Subject oriented programming is a program-composition technology that supports building object-oriented systems as compositions of subjects. A subject is a collection of classes or class fragments whose hierarchy models its domain in its own subjective way. A subject may be a complete application in itself, or it may be an incomplete fragment that must be composed with other subjects to produce a complete application. Subject composition combines class hierarchies to produce new subjects that incorporate functionality from existing subjects. Subject-oriented programming thus supports building object-oriented systems as compositions of subjects, extending systems by composing them with new subjects, and integrating systems by composing them with one another (perhaps with "glue" or "adapter" subjects) [14].
Practical applications
The flexibility of subject composition introduces novel opportunities for developing and modularizing object-oriented programs. Subject-oriented programming-in-the-large involves determining how to subdivide a system into subjects, and writing the composition rules needed to compose them correctly. It complements object-oriented programming, solving a number of problems that arise when object-oriented technology is used to develop large systems or suites of inter-operating or integrated applications. It is useful in a variety of software development and evolution scenarios, including [14]:
• Application extension, including unplanned extension.
• Development of application suites by teams operating with varying degrees of independence.
• Development of systems with multiple features, where code for each feature is to be kept separate.
• Development of systems in which it is advantageous for code modularity to mirror requirements structure.
• Unplanned integration of separately written subject-oriented applications.
In C++ programming environment, each subject is written as a collection of C++ class definitions in a namespace, each declaring and defining just what is appropriate for that particular subject.
Any standard C++ code can be treated as part of a subject. We see a close relationship between subject oriented programming and dynamic aggregation facility by realizing the fact that an agent may want to carry only the code that is appropriate for the actions it is going to carry out. Any other irrelevant code (which may be relevant in other scenarios) might have to be left out or attached to the agent on need basis. Hence we see that dynamic aggregation facility helps us to build an agent that is based on its subjective needs.
SYSTEM DESIGN AND ARCHITECTURE
In this section we will present various design issues involved in implementing SMART and dynamic aggregation feature in it. At the end of this section we will give a comparison between SMART and the three mobile agent platforms (Voyager, Odyssey and Aglets) discussed in the previous section.
DESIGN GOALS
Following are the design goals for SMART:
• Mobility: Any programmer wanting to write a mobile code using SMART must be able to do so easily. The application programmer need not bother about understanding and implementing the mobility.
• Standard Compliance: The system developed should be compliant with the Mobile Agent System Interoperability Facility (MASIF) specification. The MASIF standard has been adopted as new OMG technology in February 1998. It comprises several important aspects, such as agent management, mobility, naming, and tracking. Detailed information about MASIF can be found in the standard itself.
• Platform Independence: Since an agent can travel from a machine of one type to machine of another type, it is necessary that SMART be platform independent. This will relieve the programmer of the problems arising due to heterogeneous environments.
• Performance: The migration of an agent can be expensive process especially if the agent is carrying huge amount of data and code. Since nothing much can be done to speed up Java serialization and deserialization we are incorporating dynamic aggregation to improve the migration speed of the agent.
• Scalability: The number of agents roaming around in the system should not be a constraint on the system. The concept of region allows scalability, because you can distribute the load across multiple agent systems.
SMART SYSTEM ARCHITECTURE
SMART is a four tiered architecture (Fig. 4.1 ) that is built on top of Java virtual machine. The lowest layer is the Region Administrator, which is built on Java virtual machine. It manages a set of agent systems and enforces security policies on them. The Finder module at this level offers the region administrators and the layers above it the naming service. Agent place server. The place server interacts with the agent system, to which the agent wants to migrate. The place server may also communicate with its parent agent system for certain agent management operations such as register, locate and unregister. The agent system manages the place server, which run under it and also communicates with the region administrator, which manages the region to which the agent system belongs. The region administrator enforces security policies on agent systems running under a particular region. The MAF Finder provides a naming service for the above mentioned components of the MASIF system. The Region Administrator is designed as a CORBA object.
DYNAMIC AGGREGATION
The idea of using mobile applications to save network bandwidth can be further strengthened by saving the amount of network bandwidth and CPU cycles it takes to pack, transmit the agent's serialized code across the network and unpack and resurrect the agent on the other end of the network. This can be achieved by directly addressing the issues related to methods of agent serialization. Some of the issues include compressing the agent code before transmission, caching the agent code, providing the agent structure information (class information in Java) in advance, etc. We have looked into a new concept called dynamic aggregation in which the agent carries minimum amount of code and data with itself by stripping itself off of unnecessary code and attaching the required code on need basis. Dynamic aggregation will allow a mobile agent to attach code at runtime and hence obviating the need to use a mobile agent that has been programmed and compiled with code ready for all kinds of possibilities. For example, a car mechanic agent need not carry manuals to repair all kinds of cars available on this planet. Instead, the mechanic can pick up only the required manuals or tools depending on the make of the car he is going to repair and the problem at hand.
Dynamic aggregation is useful not only in the mobile agent systems but also in the construction of object-oriented systems in the following ways [5] :
• An object's behavior may be needed to be extended at the runtime in unforeseen ways.
• Behavior must be added to a third-party components whose source is not available.
• Customize an object on the user's need basis.
Requirements
MASIF specification does not address the issue of optimizing agent transfer and hence does not discuss the issues concerning dynamic aggregation. As such, a mobile agent platform that would support dynamic inheritance or dynamic aggregation should have the following properties:
• An attachment class should not be required to be modified or recompiled in any way to be attached to a primary class.
• Similarly, a primary class should not be required to be modified or recompiled in any way in order to have any classes attached to it.
• One should be able to attach as many attachments as possible to the primary object.
• It should be possible to detach the attachments whenever needed. Otherwise, the code of a mobile agent would bloat up if it keeps on attaching new objects to it and there is no way to detach them.
• The attachments can be instantiated on any machine regardless of where the primary object is instantiated.
• One should be able to get a remote reference to an attachment object in the same way as one can get a remote reference to the primary object.
• An attachment should be able to have attachments.
• Cyclic attachments should be possible. That is, the primary object of an attachment can be latter's attachment. This may be a controversial feature, which may lead to problems.
For example, when somebody tries to find the attachments of a primary object recursively.
• An attachment should not be garbage collected if there are any live (possibly remote) references to either the primary object or the attachment object itself. The vice-versa should also be true.
SMART uses Java serialization to pack an agent for transportation and any object that does not implement the serializable interface cannot be serialized at runtime. Hence the instances of a class that does not implement serializable interface cannot be attached to the agent. Also, not every class instance can become a primary object and start attaching other objects to it. Only those class instances can become primary objects whose class extends MobileAgent class. Without extending MobileAgent class, a class instance cannot get the properties to move. This is a requirement specified in MASIF specification and hence cannot be changed. On the other hand, Voyager, which is not MASIF compliant, allows any class instances to take the role of a primary object because Voyager supports mobility in the form of dynamic aggregation. Any object can become mobile even if its class does not extend any system class. This can be done by attaching a facet called "mobility" to the object and using the mobility API of the "mobility" facet.
In SMART, dynamic aggregation can be best supported by MobileAgent class because we are giving this feature only to the mobile agents and not to instances of any arbitrary class. The agent will have to maintain a list of all its facets along with the properties of all the facet objects. It is best to implement all the dynamic aggregation APIs in the MobileAgent class as it will make the API readily available to the mobile agents. But it may not be possible to incorporate all the code in MobileAgent class itself. For example, while transferring the agent from one host to another, some of its facets may not be transferable (due to serializability constraints) and may have to be left out at the source site. In that case, they will either have to be taken care of by the source place server or the source agent system so that the agent can maintain a remote reference to the left out facets.
Incorporating dynamic aggregation directly effects the mobility of an agent in SMART in the following ways:
• Some of the agent's facet objects may not be serializable. Such objects cannot be serialized and hence cannot be transported with the agent to the next site.
• Some of the agent's facet objects may be server objects that will become meaningless if transported to another machine. Even if they are transferable to other machines they may not be able to use the same port number they were previously using.
Syntactically it is not feasible to determine if an object is being run as a server.
• A facet object may have open network connections at the time the agent (primary object) is packed and sent to the next site. In such cases, the connections will have to be terminated or some forwarding agent should take care of forwarding the messages.
A simpler solution to these problems would be to filter out such facets from being sent along with the agent. The agent will then have to maintain a remote connection with its facets that were left out at the previous site. In that case, any use of such facets by the agent will have to use the network bandwidth and hence defeats the whole purpose of using dynamic aggregation.
Availability of class information for deserialization of agents and facets is also an important issue. We may assume that the required class information is available before hand at all the sites the agent is going to visit. This assumption may work well when there is only one class to be deserialized but in the case of dynamic aggregation any number of objects (which may all be instances of different classes) can be attached as facets to the mobile agents. All these objects will have to be serialized and deserialized and resurrected as part of the agent transfer from one site to another. In that case it will be impractical to assume that the class information of all the facet objects is available before hand at all the sites. To handle this situation, SMART must have some kind of network class loading facility incorporated into it that will help in downloading the class information about the agent and the facet objects. In the SMART design, the place server is responsible for serializing the agent and it should have access to the class information of the agent and the facet objects. Hence it will be appropriate to make the source place server responsible for providing the class information to the destination network class loader. The place server will be the most appropriate place for housing the network class loader.
COMPARISON
This section compares the most successful commercially available agent systems with SMART.
The comparison is based on the most desirable features [5] . 
IMPLEMENTATION AND TESTING
In this section we will discuss the implementation details of SMART with respect to agent model and mobility, dynamic aggregation, network class loading and tracking the agent. Next, we will present the organization of the system code and a brief description of classes and the API. Finally, the testing methods will be discussed.
IMPLEMENTATION DETAILS
Agent Model
A mobile agent in SMART has been modeled as a Java thread. This enables the place servers and the agent systems to have a good control over the state of an agent. The agent can be started, suspended, resumed and stopped easily. The agent cannot run any other threads within itself.
Every time a mobile agent reaches a target, it is started as a new thread in the target. When it is about to depart it is suspended in the source system, serialized and sent to the target system.
Threading agents like this might cause a lot of consistency problems since the tables maintained by the various modules are going to be updated by various threads. SMART has to handle all these situations effectively and efficiently. For example, more than one agent might try to enter/leave the same target/source or more than one agent might execute in a place server concurrently. Thus SMART has to accept, execute and transfer agents concurrently.
Implementation of Mobility
Mobility in SMART is implemented primarily by Java's object serialization techniques. Using Java's object serialization it is possible to capture the data and state of the agent as a sequence of bytes. This sequence of bytes can be transmitted over the network and can be de-serialized to get back the original agent. This new mobile agent is same as the old mobile agent; the only difference being that they are in different agent contexts and environments.
When a mobile agent decides to migrate, it calls the move_to method in the SMART API either directly or indirectly. This method then hands this agent over to the agent context or the place server where the agent is currently executing. Note that the Proxy makes an RMI call to the place server, because place server has been implemented as an RMI server. The Proxy is a Java object and it has to pass the reference of itself to the place server. Since CORBA allows only IDL types to be passed for remote function calls, implementing the place server as a CORBA server will not allow the Proxy object to be passed to the place server as the Proxy object is not an IDL type. On the other hand, RMI allows Java objects to be passed to remote functions. Hence the place server has been implemented as an RMI server. When the agent starts up, the default place name is "A1". This can also be specifically overridden by specifying this information in the agent configuration file. The agent context/place then serializes the agent object by object serialization techniques and converts it to a sequence of bytes. It then passes this sequence of bytes while calling receive_agent in the target agent system. This target agent system finds the place server where this agent should go to and then deserializes this agent and hands over this agent to the destination place server, which then starts the mobile agent as a thread. For this reason, all the mobile agents programmed in SMART have to implement the run() method in their code. This is the method, which will be called every time the agent migrates to a remote target and starts as a new thread. The resultant agent thread, which is started in the destination place is same as the original agent which left the source place. Hence the agent in effect, has been migrated by SMART.
Implementation of Dynamic Aggregation
As discussed in our design, only the mobile agents will have access to the dynamic aggregation features, as our primary reason for developing this facility is to make transfer of agents more efficient. The base class for all mobile agents will incorporate all the code to support dynamic aggregation but some of the related code will have to be incorporated in place server. This is because the place server is responsible for serializing the agent and during that process it can detach those facets of the agent that cannot be. Place server is also responsible for maintaining remote references of the left out facets with the agent.
Internally dynamic aggregation is implemented by a set of hashtables and some supporting methods. The hashtables maintain the references to the facet objects and the supporting methods can be used by the mobile agent to manage the facets. These methods allow an agent to attach a facet in different modes if it already has a reference to the object (to be attached as a facet) or its class information. It can also detach the facets, query about facets and avoid duplicating facets.
A facet can be attached in the following modes :
• Search mode: In this mode, the class information provided by the agent is combined with the class information of the agent itself to create and attach the most suitable facet. For example, an agent of class "Mechanic" wants to repair a vehicle of type "Car" then the most appropriate facet to be attached will be "CarMechanic".
• Sticky mode: In this mode, the agent has the option of keeping the facet attached to itself when it moves from one host to another. When this option is turned off for a facet, the agent is stripped off of that facet before it leaves a place server to go to another place server.
• Remote mode: This option works only when the sticky mode of the facet is turned off.
With this, the agent has the option of maintaining a remote reference to the left out facets (non-sticky facets).
Network Class Loading
Network class loading is a feature by which the place server can receive an agent even if it does not have the class information of the agent for deserialization. This is an important feature for a mobile agent platform as it relieves the burden of pre-installing the agent and other related class information on all the sites the agent is going to visit. Sometimes it may not be possible to determine the itinerary of the agent before hand.
The code for the network class loaders is installed as part of the place server because the place server is responsible for deserializing an agent. If the place does not find the agent class information for deserialization it invokes the network class loader to get the class information from the place server where the agent was created. The network class loader downloads the agent's class information and defines the class. In the process of defining a class from the class information, the network class loader may come across some more classes whose information is not available in the local classpath. In such cases, the network class loader recursively applies the process of downloading class information and defines them.
Tracking The Agent
Voyager provides the feature of tracking the agent by holding a remote reference to the agent after the agent leaves a particular site. For example, if an agent leaves site S1 and goes to site S2, Voyager provides the API for S1 to hold a remote reference of the agent which is now executing on S2. This essentially becomes equivalent to client-server paradigm. With such features available, the programmers will be tempted to develop mobile applications that use remote agent references extensively and hence defeat the whole concept of using mobile agents. A well designed mobile agent application will not need remote agent references (to save network bandwidth). In fact, a good mobile agent application should allow the user to log out or stop consuming the CPU once the agent has been launched. The agent, upon its return, logs itself with the originating agent system and is held there until the user logs in and checks the agents status.
We have implemented a similar agent tracking system in SMART. The agent system where the agent originated is not allowed to hold a remote reference to the agent once the agent is launched.
After finishing the trip, the agent registers itself with the originating agent system. It is to be remembered that the agent system keeps running even if the user logs out of the system. The user can log in anytime later and run a program that can acquire a reference to the parked agent by giving the agent-key to the agent system. Agent-key is an agent identifier that the user gives to the agent and must be remembered by the user.
The following diagram shows the functionality of various components in SMART and how they communicate with each other. 
General Testing
Each component in SMART was tested as and when it was developed along with the other existing components. The entire project has been designed and implemented using object oriented techniques. After the Place, Region, MAFAgentSystem and MAFFinder were designed, the
MAFFinder was first implemented and tested alone. Then the Region was built and tested thoroughly. The Region was then integrated with the MAFFinder and tested. The AgentSystem was then implemented and tested along with the MAFFinder and Region. Both black box and white box testing techniques were used while testing the system in various situations. Place was implemented on top of the thoroughly tested agent system and further testing was carried out by integrating all the above modules. Some trivial and non-trivial mobile agent applications were built on SMART so that all the main execution paths of the above modules would be reached.
These applications were then used to test the whole system thoroughly. These applications involve considerable amount of concurrency and mobility. Separate applications were developed to test dynamic aggregation, network class loading and agent tracking facilities in SMART. We also ported two applications that were developed on Voyager to SMART. The ported applications gave exactly the same results as the applications running on Voyager. The current SMART system has withstood all the above testing and has proved to be a reasonably robust and efficient system fulfilling our design goals. Two of those applications which were used for the above mentioned testing, will be described in the next section in detail.
Examples For Testing
In this section we will look at some of the testing applications that were used to test various features of SMART.
Testing Dynamic Aggregation:
We developed a car mechanic application in which the agent is a car mechanic and it would move from one host to another repairing cars. Since there are numerous types of cars available, it would be very inefficient for the agent to carry all manuals and tools to repair all possible types of cars available on this planet. Instead, the agent uses dynamic aggregation feature to attach required manuals and tools depending on the type of the car it is going to repair. Upon reaching a site where the agent has to repair a car, the agent determines the type of the car and loads appropriate facets. In our example, we also dealt with the situation when the local host does not have class information of the facet the agent wants to attach. In that case, the facet class information is obtained from the originating place server using network class loaders. Once the work is done, the agent detaches the facets to reduce its size and launches itself to the next site.
Testing Network Class Loading and Agent Tracking: In this application we created a scenario in which one of the agent systems which the agent is going to visit does not have any class information about the agent. When the agent reaches such an agent system, an exception is raised during the deserialization of the agent. Then the agent system uses the network class loader to get the class information from the originating place server. In this application we also tested the agent tracking system.
Porting Voyager Applications to SMART:
In this testing procedure, we ported two applications developed on Voyager to SMART. The purpose of this test was to see if SMART is lacking in any major requirements, which a programmer would need for developing mobile agent applications. We also wanted to compare the results obtained from the ported applications with those obtained from the applications running on Voyager. The results of this testing was as expected. We could port the applications without much of difficulties. Note that the applications running on Voyager did not use any advanced features of Voyager such as object persistence, multicast messaging, mobile directory services and agent security.
CONCLUSION
SUMMARY
Mobile agent programming is a new and fast developing paradigm for distributed programming.
This paradigm has a lot of potential for building new and fascinating distributed intelligent applications in the fields of electronic commerce, data mining and other intelligent application areas. In most of these cases, it can out-perform the traditional client-server approach. Recent studies have shown a need for compliance between agents developed on various platforms and in heterogeneous environments. For this purpose a large consortium of research organizations and companies have developed a specification known as Mobile Agent System Interoperability Facility (MASIF). Currently, the MASIF specification is at its infancy and still a lot of refinements needed to make it a better and complete industrial standard. We believed that "learning by doing" is the best way to experiment with this new programming paradigm. Hence we designed and implemented this new MASIF compliant workbench prototype, which focuses on mobility, standard compliance, efficiency and scalability. We named this system as SMART (Scalable, Mobile and Reliable Technology).
During the course of development of SMART, we have come across the need for several necessary and important features that are not defined in MASIF specification. These features include dynamic aggregation and network class loading. Dynamic aggregation is used to satisfy the run time requirements of mobile agents and also helps in preventing the bloating up of agent's code. Network class loading allows an agent to migrate with minimum amount of classes (or code) and acquiring the rest on a need only basis. We have implemented and incorporated these features in SMART without effecting its MASIF compliance. We have also focused on making SMART an efficient and scalable system.
SMART has turned out to a very good working model of MASIF specification and it provides an excellent platform for developing fairly complicated mobile agent applications. Since we have access to the source code, any future changes can be readily made and new ideas can be implemented and integrated with SMART easily. This is not possible with commercially available mobile agent platforms like Voyager and Aglets Workbench since their source code is not freely available.
FUTURE WORK
The mobile agent technology, by all means, is still at its infancy. There are many tough issues that have to be resolved before the mobile agent applications become commercially viable. Most important among these are knowledge representation and network security. Some work has been done in both these domains. Knowledge Query and Manipulation Language (KQML) is both a message format and message handling protocol designed to support runtime knowledge sharing between agents. Only with the use of KQML can mobile agent systems reach the complexity level that will be demanded by commercial applications [9] . The open group is continuing to refine its specifications on security for multi-hop agents, which travel across multiple security domains. Security issues for such a situation are very complex and the open group will hopefully be able to come up with a new set of specifications for such situations. Other security areas that need further work are ensuring security for the agent and the information it is carrying.
Following are some of the fields in which SMART needs some work to be done. Although these
fields are yet to be addressed in its entirety in the MASIF specification, we can work ahead and look at developing these fields in SMART.
• Object persistence and database support: Object persistence will give unlimited lifetime to an agent which could be a very useful feature. To implement this, SMART would need a basic object store manager if not a full fledged database support.
• Transaction Service: Recently ObjectSpace has included transaction services as part of Voyager. The importance of a transaction service cannot be undermined in mobile agents especially those deployed in electronic commerce. Currently, SMART does not have any support for transaction management.
• Security: Security is the single most important issue in mobile agent systems. It is also the most complicated and puzzling issue to solve. Currently, SMART does not have any security policies. It trusts all agents and agent systems equally. MASIF is continuing to refine its specifications on security and will hopefully come up with complete specifications in the near future. SMART should implement these specifications, if it has to be commercialized.
• Fault Tolerance: In distributed systems, as opposed to centralized systems, the point of failure can lie with any of the numerous components spread out on the network. A single failure anywhere in the system can cause the agent to vanish in thin air or lose vital information. Currently, SMART uses Java based exception handling system to deal with failures. This is not sufficient to provide good fault tolerance. We need to integrate better distributed fault tolerance algorithms in SMART.
• Underlying ORB: We can change the underlying CORBA ORB with the ORB that is available with Java 1.2 to make SMART an all Java product.
