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Abstract
In this paper, we study long paths and Hamiltonian paths in inho-
mogenous random graphs. In the first part of the paper, we consider an
inhomogenous Erdo˝s-Re´nyi random graph GE with average edge den-
sity pn. We prove that if np
2
n −→∞ as n→∞, then the longest path
contains at least n − ne−δ1np2n nodes with high probability (i.e., with
probability converging to one as n→∞), for some constant δ1 > 0. In
particular, if np2n = M log n for some constant M > 0 large, then GE
is Hamiltonian with high probability; i.e., the longest path contains
all the nodes of GE .
In the second part of the paper, we consider a random geometric
graph GR consisting of n nodes, each independently distributed ac-
cording to a (not necessarily uniform) density f. If rn is the connectiv-
ity radius and nr2n −→∞, then with high probability, the longest cycle
contains at least n − ne−δ2nr2n nodes for some constant δ2 > 0. As a
consequence of our proof, we obtain that if nr2n = log n+7 log log n+ωn
and ωn −→ ∞ as n → ∞, then with high probability GR contains a
Hamiltonian cycle.
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1 Introduction
1.1 Erdo˝s-Re´nyi (ER) Random Graphs
Let Kn be the labelled complete graph on n ≥ 3 vertices with vertex set
{1, 2 . . . , n} and let e(i, j) denote the edge between vertices i and j. LetX(i, j)
be a Bernoulli random variable defined on the probability space
({0, 1},B({0, 1}),Pi,j) with
Pi,j(X(i, j) = 1) = p(i, j) = 1− Pi,j(X(i, j) = 0).
Here B({0, 1}) is the set of all subsets of {0, 1}.We say that edge e(i, j) is open
if X(i, j) = 1 and closed otherwise. The random variables {X(i, j)} are inde-
pendent and the resulting random graph G is an inhomogenous Erdo˝s-Re´nyi
(ER) random graph, defined on the probability space (Ω,F ,P). Here Ω =
{0, 1}(n2), the sigma algebra F is the set of subsets of Ω and P =∏i,j Pi,j.
We assume that there is a sequence pn ∈ (0, 1), n ≥ 3 and constants 0 <
β1 ≤ β2 < β3 ≤ 1 so that
inf
1≤i≤n
1
n− 1
∑
j 6=i
p(i, j) ≥ β3pn (1.1)
and
inf
1≤i≤n
inf
S
1
#S
∑
j∈S
p(i, j) ≥ β1pn (1.2)
for all n large. For a fixed 1 ≤ i ≤ n, the infimum above is taken over all
sets S such that #S ≥ β2npn and i /∈ S. The first condition (1.1) implies
that the average number of neighbours per vertex is at least β3(n− 1)pn and
the second condition implies that the average edge density taken over sets
of cardinality at least β2npn, is at least β1pn. All constants mentioned are
independent of n.
We have the following result.
Theorem 1. Suppose
pn −→ 0 and log n
npn
−→ 0 (1.3)
as n → ∞. If Ln denotes the length of the longest path in the random
graph G = G(n, pn), then
ELn ≥ n− 2ne−β1β2np2n (1.4)
2
for all n large. Also for any 0 < δ < 1, we have
P
(
Ln ≥ n− 2n exp
(−β1β2(1− δ)np2n)) ≥ 1− exp (−β1β2δnp2n) (1.5)
for all n large. Suppose that np2n = M log n for some M > (β1β2)
−1. Set-
ting M1 = Mβ1β2 > 1, we have
ELn ≥ n− 2
nM1−1
(1.6)
and
P(Ln = n) ≥ 1− 2
nM1−1
(1.7)
for all n large.
The final result implies that the random graph G contains a Hamilto-
nian path with high probability. For homogenous random graphs, the stan-
dard methods to study long paths and Hamiltonian paths usually include
a combination of edge sprinkling, Markov chain analysis and path rotation
(see Bollobas (2001), Chapter 8 and references therein). For inhomogenous
graphs as described above, the above methodology is not directly applicable
since the individual edge probabilities could be arbitrarily low. We use a
simple subgraph analysis technique to study the long paths in inhomogenous
random graphs (see Section 2).
For homogenous ER graphs, we in fact have the following Corollary.
Corollary 2. Suppose (1.3) holds. For any 0 < δ < 1
2
we have
ELn ≥ n− 2ne−(1−δ)np2n (1.8)
and
P
(
Ln ≥ n− 2ne−(1−2δ)np2n
)
≥ 1− e−δnp2n (1.9)
for all n large. Suppose that np2n = M log n for some M > 1. For any 1 <
M1 < M, we have
ELn ≥ 1− 2
nM1−1
(1.10)
and
P(Ln = n) ≥ 1− 2
nM1−1
(1.11)
for all n large.
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1.2 Random Geometric Graphs
Consider n vertices X1, X2, . . . , Xn, independently distributed in the unit
square S =
[−1
2
, 1
2
]2
each according to a certain density f satisfying
0 < inf
x∈S
f(x) ≤ sup
x∈S
f(x) <∞. (1.12)
We define the overall process on the probability space (ΩX ,FX ,P). Connect
two vertices Xi and Xj by a edge e if the Euclidean distance d(Xi, Xj) be-
tween them is less than rn. The resulting graph is denoted as G = G(n, rn, f)
and called a random geometric graph (RGG). Let CG denote the component
of G containing the largest number of nodes. In Ganesan (2013), we have
proved that if nr2n −→ ∞, then with high probability (i.e. with probabil-
ity tending to one as n → ∞), the largest component CG contains at least
n− ne−βnr2n nodes, for some constant β > 0.
In this paper we study the number of edges in the longest cycle in the
random graph G. Let LCn denote the length of the longest cycle in Gn =
G(n, rn, f). We have the following result.
Theorem 3. Suppose
nr2n −→∞ (1.13)
as n→∞. There are constants δ1, δ2 > 0 such that
P
(
LCn ≥ n− ne−δ1nr2n
)
≥ 1− e−δ2nr2n (1.14)
for all n large. Suppose that f is uniform and
nr2n = log n+ 7 log log n+ ωn (1.15)
where ωn →∞ as n→∞. We have
P(LCn = n) ≥ 1− Ce−ωn (1.16)
for all n large and for some constant C > 0.
The first result (1.14) obtains estimates on the length of long cycles for
the subconnective case where nr2n −→ ∞. This extends previous results (see
Diaz et al (2007), Balogh et al (2011) and references therein) which have
primarily studied Hamiltonian cycles in RGGs in the connectivity regime. In
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fact, as a corollary of our proof technique, we also obtain (1.16) stating that
slightly above the connectivity regime, the random geometric graph contains
a Hamiltonian cycle with high probability.
The paper is organized as follows. In Section 2, we prove Theorem 1 and
obtain Corollary 2 as a Corollary. In Section 3, we prove estimate (1.14) in
Theorem 3. Finally, in Section 4, we prove estimate (1.16) in Theorem 3.
2 Proof of Theorem 1
Let G denote the random graph G(n, pn) and let P (G) be the (random)
longest path in G. If there is more than one choice, we choose one according
to some predetermined order, e.g., lexicographic ordering. Both the esti-
mates (1.5) and (1.7) follow from the below estimate. We have
sup
1≤i≤n
P (i /∈ P (G)) ≤ 2 exp (−β1β2np2n) (2.1)
for all n large.
To prove (2.1), we need a preliminary estimate. Fix 1 ≤ i ≤ n and let Gi
denote the random induced subgraph formed by the vertices {1, . . . , n}\{i}.
Fix δ > 0 small and let Ai denote the event that every vertex in the graph Gi
has degree at least
t0 := β2npn (2.2)
for all n large. Here β2 ≤ 1 is as in (1.2). Using Chernoff bounds, we have
the following estimate for the event Ai.
sup
1≤i≤n
P(Aci) ≤ an := n exp (−q(δ)β2npn) (2.3)
for all n large, where q(δ) > 0 satisfies
e−q(δ) = min
(
eδ
(1 + δ)1+δ
,
e−δ
(1− δ)1−δ
)
. (2.4)
Proof of (2.3): We use the following Chernoff bound. Let {Xj}1≤j≤m be
independent Bernoulli random variables with
P(Xj = 1) = pj = 1− P(Xj = 0).
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We have the following estimate. Fix α > 0. If
Tm =
m∑
j=1
Xj
and µm = ETm, then
P (|Tm − µm| ≥ µmα) ≤ 2 exp (−q(α)µm) (2.5)
for all m ≥ 1, where q(α) is as in (2.4). The above result follows using
Chernoff bounds (for a proof, we refer to the Wikipedia link
https : //en.wikipedia.org/wiki/Chernoff bound).
Let E(j) denote the event that vertex j has at least t0 neighbours in the
random graph Gi so that Ai =
⋂n
j=1,j 6=iE(j) and
P(Aci) ≤
∑
j 6=i
P(Ec(j)) (2.6)
Fixing j 6= i, we estimate each Ec(j) separately. Let
µn(j) =
j−1∑
k=2
p(j, k) +
n∑
k=j+1
p(j, k) (2.7)
be the mean number of neighbours of vertex j in the graph Gi. Using (1.1),
we have
µn(j) ≥ β3(n− 1)pn − 1 (2.8)
for all n ≥ N1. Here N1 ≥ 1 does not depend on i or j.We recall that β2 < β3
(see (1.2)) and so choosing δ > 0 small so that β3(1− δ) > β2, we have
µn(j)(1− δ) ≥ (β3(n− 1)pn − 1)(1− δ) ≥ β2npn = t0 (2.9)
for all n ≥ N2 large, where the final equality follows from (2.2). Here N2 =
N2(β2, β3, δ) does not depend in i or j.
Using the estimate (2.5) with m = n− 2, µm = µn(j) and α = δ, we have
P(Ec(j)) ≤ exp (−q(δ)µn(j)) ≤ exp (−q(δ)β2npn) . (2.10)
for all n ≥ N2. Here N2 ≥ 1 is as in (2.9). Using (2.10) in (2.6), we have
P(Aci) ≤ n exp (−q(δ)β2npn) (2.11)
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for all n ≥ N2. Since N2 does not depend on i, this proves (2.3).
We use (2.3) to prove (2.1).
Proof of (2.1): We have
P (i /∈ P (G)) = P
(
{i /∈ P (G)}
⋂
Ai
)
+ P
(
{i /∈ P (G)}
⋂
Aci
)
≤ P
(
{i /∈ P (G)}
⋂
Ai
)
+ P(Aci)
≤ P
(
{i /∈ P (G)}
⋂
Ai
)
+ an (2.12)
where the sequence an is as defined in (2.3).
Suppose now that the event {i /∈ P (G)}⋂Ai occurs. Since the vertex i
does not belong to P (G), the longest path in the graph Gi is also P (G); i.e.,
the path P (Gi) = P (G). We therefore have
P
(
{i /∈ P (G)}
⋂
Ai
)
= P
(
{i /∈ P (G)}
⋂
Ai
⋂
{P (Gi) = P (G)}
)
=
∑
π
P
(
{P (G) = π}
⋂
{i /∈ π}
⋂
Ai
⋂
{P (Gi) = π}
)
(2.13)
where the summation is taken over all paths π formed by the vertices {1, . . . , n}\
{i}.
For a fixed path π = (π(1), . . . , π(f)), we let f = #π denote the number
of vertices of π and let π(1) denote the least endvertex of π; i.e., π(1) <
π(f). For a fixed π, suppose that the event in the brackets in the right
hand side of (2.13) occurs. Let N(π(1)) denote the set of neighbours of the
endvertex π(1) in the graph Gi. We therefore have
P
(
{P (G) = π}
⋂
{i /∈ π}
⋂
Ai
⋂
{P (Gi) = π}
)
=
∑
S
P
(
{P (G) = π}
⋂
{i /∈ π}
⋂
Ai
⋂
T (π, S)
)
(2.14)
where the event
T (π, S) = {P (Gi) = π}
⋂
{N(π(1)) = S} (2.15)
and the summation is over all subsets of {1, . . . , n} \ {i}. Fix a set S and
suppose that the event within the brackets of the final term in (2.14) occurs.
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Figure 1: The longest path P (G) in G is π = (2, 3, 4, 5, 6, 7). The ver-
tex π(1) = 2 and the neighbour set N(π(1)) = S = {3, 5}. Since 1 /∈ P (G),
the vertex 1 cannot be adjacent any vertex in the set R = {2, 4}. If for ex-
ample 1 were adjacent to 4, then we would have a longer path in G formed
by (1, 4, 3, 2, 5, 6, 7).
We have the following properties.
(a1) All the neighbours of the endvertex π(1) belong to the path π; in other
words, the set
S = {π(j1), . . . , π(jt)}
for some indices 1 ≤ j1 ≤ . . . ≤ jt ≤ f.
(a2) The set S contains t ≥ t0 vertices, where t0 is as defined in (2.2).
(a3) The vertex i is not adjacent to any of the vertices in the set
R = {π(j1 − 1), . . . , π(jt − 1)}.
The property (a3) is illustrated in Figure 1 where n = 7 and the longest
path in the random graph G is given by path P (G) = π = (2, 3, 4, 5, 6, 7).
The vertex 1 /∈ P (G) = π and π(1) = 2 and N(π(1)) = S = {3, 5}. The
vertex 1 is not adjacent to any vertex in the set R = {2, 4}. If for example 1
were adjacent to 4, then (1, 4, 3, 2, 5, 6, 7) would form a longer path in G.
Proof of (a1) − (a3): The property (a1) is true since π is the longest path
in the graph Gi. If π(1) contains a neighbour z /∈ π in the graph Gi,
then (z, π(1), . . . , π(f)) would form a longer path in Gi. The property (a2) is
true since the event Ai occurs (see paragraph preceding (2.2)) and so every
vertex in Gi has at least t0 neighbours in Gi.
8
To prove (a3), we use the fact that the event {P (G) = π}∩{i /∈ π} occurs.
So the vertex i is not adjacent to any of the vertices in the set R. Because,
otherwise, we would obtain a path of longer length in G. For example, if i
was adjacent to π(j1 − 1), then
(i, π(j1 − 1), π(j1 − 2), . . . , π(1), π(j1), π(j1 + 1), . . . , π(f))
would form a path in G containing one more edge than π; i.e., f edges. This
contradicts the fact that the event {P (G) = π} occurs and so every path
in G has at most f − 1 edges.
From property (a2) above we have that the set R contains at least t0
vertices and so define V (S) to be the event that the vertex i is not adjacent
to any of the vertices in {π(j1 − 1), . . . , π(jt0−1)}. From property (a3), we
therefore have
P
(
{P (G) = π}
⋂
{i /∈ π}
⋂
Ai
⋂
T (π, S)
)
≤ P
(
T (π, S)
⋂
V (S)
)
= P (T (π, S))P(V (S)). (2.16)
The equality (2.16) is true as follows. We recall that the event T (π, S)
(see (2.15)) depends only on the state of edges with vertices in the graph Gi
and from the definition above, the event V (S) depends on the state of edges
containing i as an endvertex. Therefore the events T (π, S) and V (S) are
independent.
For a fixed set S we have the following estimate for the event V (S).
Letting β1, β2 > 0 be as in (1.2) we have
P(V (S)) ≤ vn := exp
(−β1β2np2n) (2.17)
for all n ≥ N large. Here N = N(β1, β2) does not depend on the choice of S.
Proof of (2.17): Since the set R contains
#R ≥ t ≥ t0 = β2npn
vertices (see (2.2)), we have using (1.2) that
P(V (S)) ≤
∏
j∈R
(1− p(i, j)) ≤ exp
(
−
∑
j∈R
p(i, j)
)
≤ exp (−β1β2np2n)
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for all n large.
Substituting (2.17) into (2.16) and using (2.14) we get
P
(
{P (G) = π}
⋂
{i /∈ π}
⋂
Ai
⋂
{P (Gi) = π}
)
≤
∑
S
P (T (π, S)) vn (2.18)
and substituting the above into (2.13) gives
P
(
{i /∈ P (G)}
⋂
Ai
)
≤
(∑
π
∑
S
P (T (π, S))
)
vn.
The events T (π, S) are disjoint for distinct pairs (π, S) and so we have
P
(
{i /∈ P (G)}
⋂
Ai
)
≤ vn. (2.19)
Substituting the above into (2.12), we have
P (i /∈ P (G)) ≤ vn + an (2.20)
≤ exp (−β1β2np2n)+ n exp (−q(δ)β2npn)
≤ 2 exp (−β1β2np2n) (2.21)
for all n large. To see that the final estimate is true, it is enough to see that
β1β2np
2
n < q(δ)β2npn − logn
for all n large. Equivalently, it is enough to see that
β1β2pn < q(δ)β2 − log n
npn
for all n large, which is true since pn → 0 and lognnpn −→ 0 as n→∞ (see (1.3)).
This proves (2.21).
Using (2.1), we obtain (1.5) and (1.7) as follows. Let
XO = XO(G) :=
n∑
j=1
1(j /∈ P (G))
10
denote the set of vertices not belonging to the longest path P (G) in G. We
have from the estimate (2.1) that
EXO ≤ 2ne−β1β2np2n. (2.22)
This proves (1.4) and using Markov inequality, we have
P
(
XO ≥ 2n exp
(−β1β2(1− δ)np2n)) ≤ exp (−β1β2δnp2n)
for any 0 < δ < 1. This proves (1.5).
To prove (1.7), we assume that np2n = M logn for some constant M >
(β1β2)
−1. We then obtain from (2.22) that
EXO ≤ 2ne−β1β2np2n ≤ 2
nM1−1
where M1 = Mβ1β2 > 1. This proves (1.6) and again using Markov inequal-
ity, we have
P(XO ≥ 1) ≤ EXO ≤ 2
nM1−1
.
This proves (1.7).
Proof of Corollary 2: Here (1.1) and (1.2) are satisfied with β3 = β1 = 1.
And so the estimate for the sequences an and vn in (2.3) and (2.17) hold
with β1 = β2 = 1.
3 Proof of (1.14) in Theorem 3
For integer n ≥ 1, let
Kn :=
⌈
log n
nr2n
⌉
(3.23)
where ⌈x⌉ refers to the smallest integer strictly larger than x. We need the
following estimate for future use. For all n large, we have
1√
n
≤ rn ≤ Knrn ≤ K2nrn ≤ max
(
4
(log n)2.5√
n
, rn
)
−→ 0 (3.24)
as n→∞ where the final convergence follows from (1.13). We use (1.13) to
get that nr2n ≥ 1 for all n large. This proves the first inequality. The second
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and the third inequalities are obtained using Kn ≥ 1 for all n ≥ 1.We obtain
the final inequality as follows. If nr2n ≤ logn, then rn ≤
√
logn
n
and we use
nr2n ≥ 1 to get that Kn = ⌈ lognnr2n ⌉ ≤ 2 logn for all n large. This implies that
K2nrn ≤ 4 (logn)
2.5
√
n
. If nr2n ≥ log n, we have Kn = 1 and so K2nrn = rn.
Construction of the backbone
Tile the unit square S into disjoint squares {Sj} each of size ǫ1rn × ǫ1rn.
Here ǫ1 = ǫ1(n) ∈
(
1
4
, 1
5
)
so that 1
ǫ1rn
is an integer. We choose ǫ1 as above
so that the following condition holds: If Si1 and Si2 are two squares which
share a corner, then every node in Si1 is connected to every node in Si2 by
an edge.
Divide the unit square S into a set of horizontal rectangles RH each of
size 1 × MKnǫ1rn and also vertically into a set of rectangles RV , each of
size MKnǫ1rn × 1. If (MKnǫ1rn)−1 is an integer, we obtain a perfect tiling
as in Figure 3(a) of Ganesan (2013). Otherwise we start the tiling from
the bottom until we reach close to the top and add another 1 ×MKnǫ1rn
rectangle sharing the top edge with S. Thus the two top most rectangles in
the tiling overlap as in Figure 3(b) of Ganesan (2013).
For convenience, we reproduce both the figures here in Figure 2. We
do an similar tiling for the vertical rectangles in RV . If R ∈ RH ∪ RV ,
then R contains exactly MKn
1
ǫ1rn
squares from {Sj} and the total number
of rectangles in RH ∪ RV is
#(RH ∪ RV ) ≤ 2[(MKnǫ1rn)−1] + 2 ≤ 2
MKnǫ1rn
+ 2 ≤ C1
√
n (3.25)
for some constant C1 > 0. As before [x] ≤ x is the largest integer less than or
equal to x. The final estimate is obtained using the first inequality in (3.24).
A square Sj is said to be dense if it contains at least 8 vertices and sparse
otherwise. A dense unoriented plus connected left right crossing is a set of
distinct dense ǫ1rn × ǫ1rn squares (Y1, . . . , YD) ⊆ {Sj} contained in R satis-
fying the following properties.
(x1) The square Y1 intersects the left side of R and is plus adjacent (i.e.,
shares an edge) with Y2,
(x2) The square YD intersects the right side of R and is plus adjacent
with YD−1 and
(x3) For every i, 2 ≤ i ≤ D − 1, the square Yi is plus adjacent with Yi−1
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Figure 2: Figures 3(a) and 3(b) of Ganesan (2013); replace ∆ with ǫ−12 here.
If (MKnǫ2rn)
−1 is not an integer, we start the tiling from the bottom and
the two topmost rectangles overlap as above.
and Yi+1.
We have an analogous definition for star connected left right crossing by re-
placing plus adjacent above with star adjacent (i.e., sharing a corner). We
refer to Ganesan (2015) for more on star and plus connected components.
For R ∈ RH , let Fn(R) be the event that the horizontally long rectan-
gle R ∈ RH contains an unoriented dense plus connected left right crossing
of ǫ1rn× ǫ1rn squares belonging to {Sj}. Analogously, for R ∈ RV , we define
Fn(R) to be the event that R contains an unoriented plus connected occupied
top bottom crossing. We have the following estimate. If R ∈ RH ∪RV , then
P(Fn(R)) ≥ 1− 1
n10
(3.26)
if M ≥ 1 is sufficiently large.
Proof of (3.26): If a plus connected dense top bottom crossing does not occur
in R, then there must exist a star connected sparse left right crossing. Fix
any unoriented star connected left right crossing L1 = (t1, . . . , tl) containing
l squares. Since the bottom edge of R has lengthMKnǫ1rn, we have that l ≥
MKn and since the left edge of R has length 1 there are (ǫ1rn)
−1 possibilities
for the square t1 that starts from the left edge of R. For a fixed square t1,
there are at most 8l choices for L1. For any fixed L1, we have the following
estimate
P(ti is sparse for 1 ≤ i ≤ l) ≤ e−θlnr2n (3.27)
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for all n large and for some constant θ > 0. To see (3.27), we argue as follows.
We have
P
(
l⋂
i=1
{ti is sparse }
)
= P
(
n⋂
j=1
{Xj /∈ ∪iti}
)
= P (X1 /∈ ∪iti)n (3.28)
where we recall that Xi is the i
th random node placed in the unit square S
according to the density f. In the above, ∪iti is the union of the squares ti
and is a subset of the unit square S. The total area under the squares ∪iti
is lǫ21r
2
n and so we have
P (X1 /∈ ∪iti) = 1−
∫
∪iti
f(x)dx ≤ 1− lǫ21r2n inf
x∈S
f(x) ≤ 1− θlr2n,
where θ := 1
16
infx∈S f(x) > 0 (see (1.12)). The final inequality follows using
ǫ1 ≥ 14 (see the paragraph following (3.23)). Substituting into (3.28) gives
P (ti is sparse for 1 ≤ i ≤ l) ≤ (1− θlr2n)n ≤ e−lθnr
2
n ≤ e−θlnr2n (3.29)
where we use 1− x ≤ e−x for all x > 0 in obtaining the second estimate.
Let LRV denote the event that R contains a star connected sparse left
right crossing. Using (3.27), we have
P(LRV ) ≤ MKn
∑
l≥MKn
8le−θlnr
2
n
≤ MKn 8e
−θMKnnr2n
1− 8e−θnr2n
≤ 16MKne−θMKnnr2n
for all n large. The final estimate is true since nr2n →∞ and so 1−8e−θnr2n ≥ 12
for all n large. Using Knnr
2
n ≥ logn (see (3.23)), we have that
P(LRV ) ≤ 16MKne−θM logn ≤ 32M logne−θM logn ≤ 1
n9
provided M > 0 is large. The middle estimate above is true since nr2n ≥ 1
and so Kn ≤ 2 logn for all n large. Since one of the events Fn(R) or LRV
must always occur, this proves (3.26).
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Fix M ≥ 1 as in (3.26) and set
Fn :=
⋂
R∈RH∪RV
Fn(R). (3.30)
We have that
P(Fn) ≥ 1−#(RH ∪ RV ) 1
n10
≥ 1− C1
√
n
1
n10
≥ 1− 1
n9
(3.31)
for all n large. The second inequality follows from (3.25). We note that
if Fn occurs, we obtain a backbone of crossings containing vertices close
to all sides of S. In Figure 2, the wavy lines correspond to the backbone.
By considering lowermost occupied left right crossings of rectangles in RH
and leftmost top bottom crossings of rectangles in RV , we obtain a unique
backbone of crossings which we call B.
By construction, any two vertices in star adjacent dense squares of the
backbone B are connected by an edge and so the set of all vertices belonging
to the squares in B form a connected component of the graph G which we
denote by CG.
Estimating sizes of small components
Let CG denote the component of the graph G belonging to the backbone B
as defined in the previous subsection. Letting
XO =
∑
C 6=CG
#C = n−#CG (3.32)
denote the sum of sizes of all other components and arguing as in the proof
of Lemma 3 of Ganesan (2013), we have that
EXO ≤ ne−2βnr2n (3.33)
for some constant β > 0 and for all n large. We give a proof below for com-
pleteness.
Proof of (3.33): LetM > 0 be the constant as in the definition of the event Fn
(see (3.30)). For A ∈ {Sj}, let U2MKn(A) be the 2MKnǫ1rn × 2MKnǫ1rn
square with centre closest to the centre of A and containing exactly (2MKn)
2
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squares in {Sj}. If there is more than one choice, we fix one according to a
deterministic rule. For example, the centre with the least x−coordinate and
the least y−coordinate.
By construction of the backbone, if C 6= CG is a component of the
graph G, then there is a square A = A(C) ∈ {Sj} such that C is contained
in the bigger square U2MKn(A). We therefore estimate the sizes of all com-
ponents other than CG as follows. We define the random variable X(A) as
follows. Let C(A) be the star connected dense component containing A. We
have that C(A) = ∅ if A itself is sparse. If A is dense, then let V (A) be the
event that every square in C(A) is contained in the bigger square W2MKn(A).
Letting N(Sj) denote the number of vertices in the square Sj ⊂ {Sk},
define
X(A) =
∑
Sj∈C(A)
N(Sj)1(V (A)) (3.34)
to be the total number of vertices contained in the component C(A). From
the first statement in the previous paragraph, the term
YO =
∑
A∈{Sk}
X(A) (3.35)
is an upper bound for XO defined in (3.32). For a fixed A ∈ {Sj}, we have
the following estimate.
EX(A) ≤ nr2ne−β1nr
2
n (3.36)
for some constant β1 > 0 and for all n large.
Proof of (3.36): Suppose that the event V (A) occurs and the component C(A)
contains k squares. From the estimate (7) of Ganesan (2013), we have
P
(
{#C(A) = k}
⋂
V (A)
)
≤ ke−θ1nr2n
√
k (3.37)
for some constant θ1 > 0 and for all n ≥ N1. Here θ1 and N1 do not depend
on k. Proceeding as in the analysis following (7) of Ganesan (2013), we then
obtain (3.36).
For completeness we give a proof of (3.37).
Proof of (3.37): We write Suppose C(A) contains k squares. We use The-
orem 1 of Ganesan (2015) and obtain that the outermost boundary ∂A of
C(A) is a connected union of cycles ∪hi=1Hi each consisting only of boundary
edges; i.e., edges either contained in the boundary of the unit square S or
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edges present in the interior of S and adjacent to one sparse and one dense
square of C(A).Moreover, there is a circuit Π consisting of the edges of C(A).
By a circuit of edges, we mean a sequence of distinct edges (e1, . . . , ek) such
that the following three statements hold: The edge ei shares one endvertex
with ei+1 and one endvertex with ei−1 for all 2 ≤ i ≤ k − 1. The edge ek
shares one endvertex with e1 and one endvertex with ek−1 and the edge e1
shares one endvertex with ek and one endvertex with e2.
We have the following properties regarding the circuit Π.
(l1) If #Π denote the (random) number of edges in Π, we have that
√
k
4
≤
#Π ≤ 4k.
(l2) If Nvac denotes the number of distinct sparse squares sharing a edge with
some occupied square of C(A), we have that Nvac ≥ #Π8 .
(l3) Every edge in Π is contained in the larger square U2MKn(A).
Proof of (l1)− (l3): The property (l3) is true by definition. For the upper
bound in property (l1), we use the fact that each occupied square contains
four edges and every edge in Π is adjacent to some occupied square of C(A).
To see the lower bound, we suppose ni squares of C(A) is contained in the
interior of the cycle Hi, 1 ≤ i ≤ h so that
∑h
i=1 ni = k. The final equality is
true since every square of C(A) is contained in the interior of some cycle, by
Theorem 1 of Ganesan (2015).
If cycle Hi contains li edges, we must then have that ni ≤ 16l2i . To see
this fix any vertex v ∈ Hi. All the ǫ1rn×ǫ1rn squares contained in the interior
of Hi are contained in interior of the bigger 4liǫ1rn × 4liǫ1rn square centred
at v. Therefore the total number of squares ni is at most 16l
2
i . Summing
over i gives
k =
h∑
i=1
ni ≤ 16
h∑
i=1
l2i ≤ 16
(
h∑
i=1
li
)2
= 16 (#Π)2 .
This implies that #Π ≥
√
k
4
.
To see (l2) is true, we suppose as above that the cycle Hi of the outermost
boundary contains li edges, 1 ≤ i ≤ h. We write li = li,1 + li,2, where li,1 is
the number of edges of Hi contained in the boundary of the unit square S.
Suppose edge e ∈ Hi touches the left edge of S and suppose (xe, ye) is the
centre of the segment formed by the edge e. The cycle Hi cuts the line y = ye
at some unique edge e1 = e1(e) contained in the interior of R
left
T . Thus
li,2 ≥ li,1 and so 2li,2 ≥ li. Summing over i gives 2
∑h
i=1 li,2 ≥ #Π.
17
The term
∑h
i=1 li,2 denotes the number of edges of Π contained in the
interior of the unit square S. Every such edge obtained is adjacent to a
sparse square and an occupied square of C(A). Since each sparse square has
four edges, the number of distinct sparse squares attached to some edge of Π
is Nvac ≥ #Π8 .
Using properties (l1)− (l2) we have for a fixed k ≥ 1 that
P ({#C(A) = k} ∩ V (A)) =
∑
π:
√
k
4
≤#π≤4k
P ({#C(A) = k} ∩ V (A) ∩ {Π = π})
(3.38)
where the summation is over all circuits π surrounding the square A, and
contained in the larger square U2MKn(A) (see property (l3). For a realiza-
tion Π = π with #π = l, the set of sparse ǫ1rn × ǫ1rn squares containing
some edge of π and lying in the exterior of every cycle of π, is fixed. Letting
ti = ti(π), 1 ≤ i ≤ nvac be the set of such sparse squares, we have
P ({#C(A) = k} ∩ V (A) ∩ {Π = π}) ≤ P
(
nvac⋂
i=1
{ti is sparse }
)
. (3.39)
Using the estimate (3.27) in (3.38) gives
P ({#C(A) = k} ∩ V (A)) ≤
∑
√
k
4
≤l≤4k
∑
π:#π=l
e−θ3lnr
2
n
≤
∑
√
k
4
≤l≤4k
l.8le−θlnr
2
n
≤ 4k
∑
√
k
4
≤l≤4k
8le−θlnr
2
n (3.40)
The middle inequality is obtained using the fact that the number of circuits
of length l surrouding A is at most l.8l. To see this is true, we draw axes
parallel to the sides of A such that one corner of the square A is the origin.
The circuit π intersects the X−axis at some point g(π). The number of
choices for g(π) is at most l and for each fixed choice of g(π), the number of
choices for π is at most 8l. This proves (3.40).
From (3.40), we have
P ({#C(A) = k} ∩ V (A)) ≤ 4k
1− 8e−θnr2n
(
8.e−θnr
2
n
)√k/4
≤ k.e−θ1nr2n
√
k
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for all n ≥ N1. Here 0 < θ1 < θ is fixed and N1 ≥ 1 does not depend on k.
The final estimate is obtained using nr2n →∞ as n→∞.
By our choice of ǫ1 ∈
(
1
4
, 1
5
)
in the first paragraph of this proof, the
number of squares in {Sj} is 1ǫ2
1
r2n
≤ 25
r2n
and so we have from (3.35) that
EYO ≤ 25ne−β1nr2n ≤ ne−β2nr2n
for a fixed constant 0 < β2 < β1 and for all n large. The final inequality is
true since nr2n →∞ as n→∞. Since XO ≤ YO, we obtain (3.33).
Using Markov inequality and (3.32), we have
P
(
XO ≥ ne−βnr2n
)
≤ e−βnr2n (3.41)
for all n large. Let Fn be the event (see (3.30)) that a backbone of dense
crossings occur in the unit square S. Defining the event
En = Fn
⋂
{XO ≤ ne−βnr2n} (3.42)
we have from (3.31) that
P(En) ≥ 1− 1
n9
− e−βnr2n ≥ 1− e−β1nr2n (3.43)
for all n large and for some constant β1 > 0. If En occurs, then the compo-
nent CG belonging to the backbone B contains at least n− ne−βnr2n vertices
and is therefore the largest component.
Forming the long cycle using the backbone
Suppose that the event En defined in (3.42) occurs. From (3.43), we have
that the largest component CG contains at least n − ne−βnr2n vertices with
probability at least 1 − e−β1nr2n . Moreover every node of the component CG
belongs to some dense square in the backbone B. Letting B = {Yi, 1 ≤ i ≤ t},
we inductively obtain a cycle of edges in the graph G containing all vertices
of CG.
Consider a sequence of star connected components Bi, 1 ≤ i ≤ t such
that B1 = {W1} = {Y1},Bt = B and for 1 ≤ i ≤ t − 1, the component Bi+1
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contains one more square Wi+1 ⊂ {Yj} than Bi. The square Wi+1 is star
adjacent to some square Wl ∈ Bi. Thus Bi = ∪1≤j≤iWj and for 1 ≤ i ≤ t,
let ηi be a cycle containing all the vertices present in the square Wi.
We set τ1 = η1 and iteratively construct cycles τi, 1 ≤ i ≤ t, using {ηi}1≤i≤t.
The final cycle τt is then the desired long cycle. For 1 ≤ i ≤ t, we have the
following properties for the cycle τi = (g1, . . . , gw) where each gi is an edge.
(b1) All edges of {ηj}1≤j≤i not removed so far in the iteration process belong
to the cycle τi.
(b1) LetWi+1 = Bi+1 \Bi be adjacent to some square Wl ∈ Bi. Here 1 ≤ l ≤ i
and there exists an edge gl ∈ ηl ∩ τi.
Proof of (b1)− (b2) for i = 1: The square Wl contains at least 8 vertices and
so (b1)− (b2) is true.
Using properties (b1)− (b2), we form the new cycle τi+1 as follows. Let ul
and vl be the endvertices of edge gl which belong to the dense square Wl.
We recall that ηi+1 is a cycle of edges containing all the vertices in the
square Wi+1. Remove one edge from ηi+1 and let a and b be the endvertices
of resulting path Pi+1.
The vertices a and ul belong to star adjacent squares in {Sj} and are
therefore connected by an edge. Similarly the vertices b and vl are also
connected by an edge. We then merge the path τi \ {gl} with the path Pi+1
to get the new cycle
τi+1 = (τi \ {gl}) ∪ Pi+1. (3.44)
This is illustrated for i = l = 1 in Figure 3, where the cycle τ1 = η1 contained
in the squareW1 is given by the wavy path cdyc with cd denoting the edge g1.
The cycle η2 = axba and the path P2 = axb. The new cycle τ2 = cydbxac.
The cycle τ2 contains all the vertices in the component B2 and also satisfies
properties (b1) − (b2). We continue this process iteratively and the cycle τi
obtained at the end of iteration i also satisfies properties (b1)− (b2).
Proof of (b1)− (b2) for i ≥ 2: The proof of (b1) is true by construction. To
prove (b2), we argue as follows. At the end of each iteration at most one edge
is removed from each cycle ηj , 1 ≤ j ≤ t. The squareWl star adjacent toWi+1
contains at least 8 vertices and so the corresponding cycle ηl containing all
the vertices of Wl has at least 8 edges. There are exactly 8 squares star
adjacent to Wl and since Wi+1 ∈ Bi+1 \ Bi is also star adjancent to Wl, at
most 7 squares in Bi are star adjacent to Wl. This means that at most 7
edges from ηl have been removed so far in the iterative process above.
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Figure 3: Merging the cycle τ1 = cydc contained in the square W1 and the
cycle η2 = axba contained in the square W2.
4 Proof of (1.16) in Theorem 3
The proof is analogous as in the previous case with some minor modifications.
Suppose
nr2n = log n+ 7 log log n+ ωn
where ωn →∞ and ωnlog logn → 0 as n→∞.
Divide S into squares {Sj} of side length tn, where
8nt2n = log n+ 7 log log n+ ωn − δn (4.45)
and δn ∈ (1, 2) is such that 1tn is an integer. The number tn is slightly less
than rn
2
√
2
and so if squares Sj1 and Sj2 share a corner, then every vertex
in Sj1 is joined to every vertex in Sj2 by an edge. For a fixed square Sj, we
say that Sj is dense if it contains at least 8 vertices and sparse otherwise.
Let E(j) be the event that Sj is sparse. If Sj1 , . . . , Sjq are fixed squares, q
not depending on n, then
P
(
q⋂
i=1
E(ji)
)
≤ C(logn)
8− 7q
8
nq/8
exp
(
−qωn
8
)
(4.46)
for some constant C = C(q) > 0 and for all n large.
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Proof of (4.46): We have
P
(
q⋂
i=1
E(ji)
)
=
8∑
k=0
(
n
k
)
(qt2n)
k(1− qt2n)n−k
≤
8∑
k=0
(qnt2n)
k(1− qt2n)n−k
≤ 1
(1− qt2n)8
8∑
k=0
(qnt2n)
k(1− qt2n)n
≤ 1
(1− qt2n)8
8∑
k=0
(qnt2n)
ke−qnt
2
n . (4.47)
The first inequality is obtained using
(
n
k
) ≤ nk and the final inequality is
obtained using the inequality 1 − x < e−x and the fact that tn < 1 for all n
large (see (4.45)).
From (4.45), we in fact have that tn → 0 as n → ∞ and so for a fixed q
not depending on n, we have that (1 − qt2n)−8 ≤ 2 for all n large and so we
have from (4.47) that
P
(
q⋂
i=1
E(ji)
)
≤ 2
8∑
k=0
(qnt2n)
ke−qnt
2
n . (4.48)
From the definition (4.45), we also have that qnt2n ≤ q log n for all n large
and so from (4.48) we have
P(Ej) ≤ 18(q log n)8e−qnt2n
=
18q8(logn)8
nq/8(log n)7q/8
exp
(
−qωn
8
+
qδn
8
)
≤ C1(log n)
8− 7q
8
nq/8
exp
(
−qωn
8
)
(4.49)
for all n large and for some constant C1 > 0. The middle equality is obtained
by substituting the expression for nt2n from (4.45) and the final estimate is
obtained using the fact that δn ∈ (1, 2).
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Constructing the backbone
As in the previous section, divide S into disjoint 1×Mtn horizontal rectangles
and call the resulting set of rectangles as RH . Similarly divide S intoMtn×1
vertical rectangles and call the resulting set RV . Assume that the tiling of S
into rectangles in RH ∪RV is either as in Figure 2(a) or as in Figure 2(b) so
that the number of rectangles in RH ∪RV is at most
2
Mtn
+ 2 ≤ 2
M
√
8n
log n
+ 2 ≤ √n (4.50)
for all n large. The middle inequality is obtained using 8nt2n ≥ log n (see (4.45)).
For R ∈ RH , let Fn(R) be the event that the horizontally long rectan-
gle R ∈ RH contains an unoriented dense plus connected left right crossing
of tn × tn squares belonging to {Sj}. Analogously, for R ∈ RV , we define
Fn(R) to be the event that R contains an unoriented plus connected occu-
pied top bottom crossing. Analogous to the proof of (3.26), we have that if
R ∈ RH ∪ RV , then
P(Fn(R)) ≥ 1− 1
n10
if M ≥ 1 is a constant sufficiently large. Fixing such an M and setting
Fn :=
⋂
R∈RH∪RV
Fn(R), (4.51)
we have that
P(Fn) ≥ 1−#(RH ∪ RV ) 1
n10
≥ 1−√n 1
n10
≥ 1− 1
n9
(4.52)
for all n large. The second inequality follows from (4.50). We note that
if Fn occurs, we obtain a backbone of crossings containing vertices close
to all sides of S. In Figure 2, the wavy lines correspond to the backbone.
By considering lowermost occupied left right crossings of rectangles in RH
and leftmost top bottom crossings of rectangles in RV , we obtain a unique
backbone of crossings which we call B.
Finding isolated dense components
Suppose that the event Fn defined in (4.51) occurs and let B be the corre-
sponding backbone constructed above. For a square A ∈ {Sj}, let C(A) be
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the star connected dense component containing A. Define
I(A) = Fn
⋂
{C(A) 6= B}
⋂
{A is dense} (4.53)
to be the event that the dense component containing A is not the back-
bone B. The existence of the backbone is guaranteed by the occurrence of
the event Fn. Let
In =
⋃
A∈{Sj}
I(A) (4.54)
be the event that there exists a dense component that is not equal to the
backbone B.
We have
P(In) ≤ Ce−ωn (4.55)
for some constant C > 0 and for all n large. Here ωn −→∞ is as in (1.15).
Proof of (4.55): We evaluate the probability of the event In by estimat-
ing the size of each isolated dense component C(A). We have some notations
first. Let L = (A1, . . . , At) be a sequence of distinct squares in {Sj}. We say
that L is a plus connected S−cycle if the following conditions are satisfied.
(a) For 1 ≤ i ≤ t − 1, the square Ai is plus adjacent (i.e., shares an edge)
with the square Ai+1.
(b) The square At is plus adjacent to At−1 and A1.
Let S(1+2tn) be the larger square with same centre as the unit square S
and of side length 1 + 2tn. The set of squares obtained by tiling S(1 + 2tn)
into tn × tn squares is {Sj} ∪ {Qj}wj=1 where (Q1, . . . , Qw) is an S−cycle of
squares lying in the exterior of S and intersecting S. We define every square
in {Qj} to be sparse.
Fix A ∈ {Sj} and suppose that the event I(A) occurs; i.e., there is a
backbone B containing dense squares and the dense component C(A) con-
taining A is not B. By construction of the backbone B, every square in C(A)
is contained in the 2Mtn × 2Mtn bigger square U2M(A). Here M ≥ 1 is
the constant in (4.51) and as in the proof of (3.33), the square U2M (A) is
the 2Mtn×2Mtn square with centre closest to the centre of A and containing
exactly (2M)2 squares in {Sj}.
From Theorem 1 of Ganesan (2015), we have that there is a plus con-
nected S−cycle Lcyc = (R1, . . . , RT ) of sparse squares in {Sj} ∪ {Qj} sur-
rounding C(A). Since C(A) is contained in U2M(A) (see previous paragraph),
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we have the following property.
Every square of Lcyc is contained in the 3Mtn × 3Mtn square U3M (A).
(4.56)
We consider three cases below depending on where the square A is located.
Case I : The square A intersects one of the corners of the unit square S. Fix
a realization Lcyc = π where π = (Sj1, . . . , Sjw) is a deterministic S−cycle
surrounding the square A and contained in the bigger 3Mtn × 3Mtn square
U3M(A). Let TA denote the set of all such plus connected S−cycles. We have
that
#TA ≤
(3M)2∑
w=1
w.8w (4.57)
Proof of (4.57): Fix a π ∈ TA containing w squares. Consider axes parallel
to the sides of the square A with origin denoted by one of the corners of A.
Let g(π) ⊂ {Sj} be the square intersecting the positive X−axis. There are
at most w choices for g(π) since there are at most w squares in π. For each
fixed choice of g(π), there are at most 8w choices for the S−cycle π. Thus
there are at most w.8w choices for the cycle π.
From (4.56), we also have that every square in π is contained within
the 3Mtn × 3Mtn square U3M(A) and so w ≤ (3M)2. This proves (4.57).
Every square in the S−cycle π is sparse and at least three squares of π
must lie in the interior of the unit square S. Let Si1 , Si2 and Si3 be the sparse
squares with least such indices. Recalling from (4.46) that E(ij) denotes the
event that Sij is sparse, we have
P (I(A)) ≤
∑
π∈TA
P
(
{Lcyc = π}
⋂ 3⋂
j=1
E(ij)
)
≤
∑
π∈TA
P
(
3⋂
j=1
E(ij)
)
≤
∑
π∈TA
D0
(logn)43/8
n3/8
exp
(
−3ωn
8
)
(4.58)
≤ D (logn)
43/8
n3/8
exp
(
−3ωn
8
)
. (4.59)
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The estimate (4.58) follows from (4.46) by setting q = 3 and D0 > 0 is the
constant in (4.46). In (4.59), the constant D =
∑(3M)2
w=1 w.8
wD0 and the esti-
mate (4.59) follows from (4.57).
Case II : The square A does not intersect any corner of the unit square S
but is within a distance of 3tn from the boundary of S.
In this case at least 5 squares in the S−cycle Lcyc lie in the interior of the
unit square S. Arguing as in Case (I) above and using (4.46) with q = 5, we
have
P (I(A)) ≤ D (logn)
29/8
n5/8
exp
(
−5ωn
8
)
(4.60)
for some constant D > 0.
Case III : The square A is at a distance of 3tn away from the boundary
of S.
In this case at least 8 squares in the S−cycle Lcyc lie in the interior of the
unit square S. Arguing as in Case (I) above and using (4.46) with q = 8, we
have
P (I(A)) ≤ D logn
n
e−ωn (4.61)
for some constant D > 0.
Let Nj be the number of squares satisfying Case (j) for j ∈ {I, II, III}.
We have that
NI = 4, NII ≤
√
n and NIII ≤ 8n
log n
. (4.62)
Proof of (4.62): The first estimate on NI is true since there are four corners
of S. For NII , we have that the number of squares intersecting the boundary
of S and contained in the interior of S is at most 4
tn
. Therefore the number
of squares at a distance of at most 3tn from the boundary of S is at most
12
tn
≤ 12
√
8n
log n
≤ √n
for all n large. The middle inequality follows since 8nt2n ≥ logn for all n
large (see (4.45)).
Similarly, the final estimate on NIII is true since the total number of
squares in {Sj} contained in the interior of S is 1t2n ≤
8n
logn
.
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Using (4.62), we have from (4.54), (4.59), (4.60) and (4.61) that
P (In) ≤ D (logn)
43/8
n3/8
exp
(
−3ωn
8
)
+
√
nD
(logn)29/8
n5/8
exp
(
−5ωn
8
)
+
8n
log n
D
logn
n
e−ωn. (4.63)
We have that
(logn)43/8
n3/8
exp
(
−3ωn
8
)
≤ e−ωn (4.64)
and √
n
(log n)29/8
n5/8
exp
(
−5ωn
8
)
≤ e−ωn (4.65)
for all n large.
Proof of (4.64) and (4.65): We prove (4.64) and the proof of (4.65) is anal-
ogous. To prove (4.64), it is enough to see that
exp
(
5ωn
8
)
≤ n
3/8
(log n)43/8
or equivalently that
5ωn
8
≤ 3
8
log n− 43
8
log log n
which is true for all n large since ωn
log logn
−→ 0 as n→∞.
Using (4.64) and (4.65) into (4.63) gives (4.55).
Isolated sparse squares
Let A ∈ {Sj} be any square and let J(A) be the event that all the squares
star adjacent to A and contained in the unit square S are sparse. Defining
Jn =
⋃
A∈{Sj}
J(A) (4.66)
we have that
P(Jn) ≤ Ce−ωn (4.67)
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for some constant C > 0 and for all n large. In particular if the event Jcn
occurs, then every sparse square is star adjacent to some dense square.
Proof of (4.67): To estimate the probability of the event Jn, we consider
cases I, II and III as in the previous subsection. In case I there are three
squares star adjacent to A and contained in the unit square. Using (4.46)
with q = 3, we therefore have
P(J(A)) ≤ D0 (log n)
43/8
n3/8
exp
(
−3ωn
8
)
for Case I. (4.68)
Here D0 > 0 is as in (4.46). Similarly for case (II), there are at least 5
squares star adjacent to A. Choosing exactly 5 such squares and using (4.46)
with q = 5, we have
P(J(A)) ≤ D0 (log n)
29/8
n5/8
exp
(
−5ωn
8
)
for Case II. (4.69)
Finally, for case (III), there are 8 squares star adjacent to A and so us-
ing (4.46) with q = 8, we have
P(J(A)) ≤ D0 log n
n
e−ωn for Case III. (4.70)
As before, let Nj be the number of squares in {Sk} satisfying Case (j) for j ∈
{I, II, III}. Using the estimates for NI , NII and NIII in (4.62), we have
from (4.68), (4.69) and (4.70) that
P (Jn) ≤ 4D0 (log n)
43/8
n3/8
exp
(
−5ωn
8
)
+
√
nD0
(logn)29/8
n5/8
exp
(
−3ωn
8
)
+
8n
log n
D0
log n
n
e−ωn
≤ De−ωn (4.71)
for all n large and some constant D > 0. The estimate (4.71) is obtained
using estimates (4.64) and (4.65). This proves (4.67).
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Constructing the Hamiltonian cycle
Define the event
Hn = Fn
⋂
Icn
⋂
Jcn (4.72)
where Fn is as defined in (4.51), the events In and Jn are as in (4.54)
and (4.66), respectively. From (4.52), (4.55) and (4.67), we have that
P(Hn) ≥ 1− 1
n9
− 2De−ωn ≥ 1− 3De−ωn (4.73)
for all n large. The final estimate is true since ωn
log logn
−→ 0 as n → ∞. If
the event Hn occurs, then there is a backbone B containing dense squares.
The backbone B is a dense star connected component and since the event Icn
occurs, there is no other dense star connected component. Also since Jcn also
occurs, every sparse square is star adjacent to some dense square in B.
We obtain the desired Hamiltonian cycle as in the case of long cycles in
Section 3. Let B = {Wi}1≤i≤t be the set of dense squares in the backbone B
and for 1 ≤ i ≤ t, let ηi be a cycle of edges containing all vertices in the
square Wi. As in the proof of (1.14) in Theorem 3, we obtain the cycle τ(B)
containing all vertices of B.
We now iteratively expand the cycle χ0 := τ(B) by considering sparse
squares attached to dense squares in B. More precisely, let {Z1, . . . , Zb} ⊂
{Sj} be the set of all sparse squares. For 1 ≤ j ≤ b, let ξj, 1 ≤ j ≤ b be
any path containing all vertices in the square Zj. We iteratively construct a
sequence of cycles {χi}1≤i≤b using the paths {ξj}1≤j≤b.
Fix 1 ≤ j ≤ b. The cycle χj−1 satisfies the following properties.
(c1) The cycle χj−1 contains all edges from ξi, 1 ≤ i ≤ j − 1 and all edges
from τ(B) not removed so far in the iteration process.
(c2) The square Zj is star adjacent to some dense square Wj ∈ B. There is
at least one edge gj ∈ χj−1 ∩ T (B) having both endvertices in Wj .
Proof of (c1)− (c2) for i = 0: Since Zj /∈ B is star adjacent to Wj, at most 7
squares of B are star adjacent to Wj . But the square Wj contains at least 8
vertices and so the cycle ηj contained in Wj contains at least 8 edges. In
each iteration in the proof of (1.14) in Theorem 3, at most one edge from
each cycle ηj was removed and so there is at least one edge of ηj belonging
to τ(B).
We remove the edge gj from the cycle χj−1 to get a path χj−1 \ {gj} with
endvertices aj and bj contained in the square Wj. Similarly, let cj and dj
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denote the endvertices of the path ξj contained in the square Zj. Since Zj is
star adjacent toWj , the vertices aj and cj are joined by an edge. Similarly bj
and dj are joined by an edge. We then merge the two paths to get the cycle
χj = (χj−1 \ {gj})
⋃
ξj.
As above, the new cycle χj also satisfies properties (c1) − (c2). We then
repeat the above procedure until all the paths {ξj}1≤j≤b have been merged.
The above procedure continues for b steps and the final cycle χb is the desired
Hamiltonian cycle.
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