Internet of Things (IoT) is a key enabler for many industrial applications. Through the IoT, the safety risk analysis and early warning management of the underground mining can effectively reduce the frequency of accidents and failures, to save the loss of personnel and property. Therefore, the safety warning of underground mining based on IoT is of great significance. However, underground industrial IoT requires the deployment of a large number of energy-constrained sensors and sensing units, and the wireless signals they send are lost due to data collisions, consuming node energy and reducing energy efficiency. Therefore, real-time reliable transmission of sensing data under energy-constrained conditions is critical for construction safety warnings in harsh industrial monitoring environments. Existing transmission schemes such as Wireless Hart, WiFi, etc., due to high energy consumption, cannot be directly applied to underground mining monitoring environments with energy-efficient requirements. Moreover, the competition-based ZigBee transmission protocol with low power consumption cannot guarantee the realtime reliable transmission of packets. Aiming at the real-time and reliability problems of data transmission under energy-limited conditions, a multi-radio multi-channel deterministic transmission scheme based on time slot division is proposed in this paper. Firstly, for the tree hybrid topology of monitoring networks, a joint multi-channel multi-slots scheduling problem is formulated, which is proved NP-Hard. Then, based on the greedy strategy, a lightweight pseudopolynomial time transmission scheduling scheme is proposed. It is also proved that under the premise that this problem can be scheduled, the heuristic algorithm can obtain the optimal result under the tree hybrid topology. Finally, a lot of practical experiments were conducted to verify the performance of the transmission scheme. The experimental results illustrate that compared with the traditional transmission scheme, the proposal has lower packet loss rate and transmission delay, which effectively reduces the energy consumption of the sensing devices.
I. INTRODUCTION
The Internet of Things (IoT) is widely used in medicine [1] , urban management [2] and other fields [3] , [4] . Furthermore, it is also a key enabler for many industrial applications [5] . In underground mining, miners have to carry out high-risk
The associate editor coordinating the review of this manuscript and approving it for publication was Jun Wu . work under extreme conditions, and many people die every year because of mining accidents. Therefore, safety warnings in underground mining are of great significance, and IoT technology is a good choice. However, unlike other industrial applications, the IoT in underground mining is a green IoT application that needs to meet the energy consumption requirements of devices. Therefore, some industrial IoT technologies, such as WirelessHART [6] , Wi-Fi, etc., cannot be VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ applied in mines because of their high energy consumption. As a low-energy wireless standard, ZigBee is ideal for energy-efficient green IoT applications [7] . The closed space and the irregular tunnel structure in underground mining make the IoT data transmission very difficult. Therefore, many existing studies are aimed at the data transmission and safety warnings when using the IoT in underground structures. Bo et al. [8] proposed an underground mine monitoring system using the IoT, which was based on the proper integration of wireless Sensor Networks (WSNs) with a Controller Area Network (CAN) for the remote monitoring of mine safety. It periodically detected the data and sent the data to the terminal for decision making. It generated an alarm signal and controlled the equipment in the mine in case of abnormal data. Zhao et al. [9] developed a new type of underground coal mining roof safety control monitoring system. Compared with traditional monitoring equipment, the system had the advantages of better accuracy and reliability and realized the continuous online monitoring of roof activity in underground coal mining. Xia et al. [10] proposed an energy balanced routing protocol based on unequal clustering for safety monitoring using underground WSNs. Akkaş [11] studied the possibilities and limitations of the WSNs that can be used in a coal mining environment and provided an assessment of the bit error rate of the modeled channel based on the type and depth of coal. Moridi et al. [12] developed an underground mining monitoring system that combined a ZigBee network and a GIS (Geographic Information System). The ZigBee node was deployed in an underground mine to sense various environmental parameters, and the miners' evacuation information was sent to the ground monitoring center when it occurred.
Most of the current research on safety monitoring in underground mining is based on existing IoT technologies, such as ZigBee. However, since the ZigBee protocol uses a competition-based mechanism at the MAC(Media Access Control) layer, such as CSMA/CA (Carrier Sense Multiple Access with Collision Avoid), it faces some challenges. First, the competition-based mechanism cannot guarantee the data transmission reliability. When the amount of data is large, it has a higher packet loss rate. Second, the competition-based mechanism cannot guarantee real-time data transmissions. Therefore, increasingly more studies tend to use a time slot scheduling mechanism to achieve wireless data transmission. The main reasons are as follows.
• The time slot scheduling mechanism controls the access of the wireless channel by allocating time slots for each data flow. Therefore, the packet loss rate of the data transmission is small. In addition, for each datum the time slot scheduling mechanism only needs one data transmission; therefore, compared with the competitionbased mechanism, it has lower energy consumption.
• The time slot scheduling mechanism can guarantee realtime data transmission because it can schedule the time slot for a data flow according to its priority. Moreover, under the premise of the same amount of traffic, it requires shorter transmission time compared with the competition-based mechanism; therefore, its energy consumption is lower. In this paper, a multichannel transmission scheme in the green IoT for underground mining is proposed. The main contributions of this paper are as follows:
1) A tree hybrid topology based on the structure of the IoT in underground mining is proposed, and a multichannel multi-radio time slot co-scheduling problem (MMCS) is formulated, which is proved to be an NP-Hard problem. 2) A greedy algorithm (G-Schedule) for the MMCS is proposed, which has pseudo polynomial time. A special tree topology is defined according to the wireless interference in underground mining. In this special topology, we prove that the G-Schedule algorithm can get an optimal scheduling result when the MMCS is schedulable. 3) Experiments are carried out to validate the feasibility of the G-Schedule algorithm. TI CC2530 is selected as the experimental platform, and the packet loss rate and average delay are validated using different numbers of base stations and different data acquisition periods. Compared to the traditional method, the G-Schedule has a lower packet loss rate and average delay, which effectively reduces the energy consumption of the sensing devices. The rest of the paper is organized as follows. Section II discusses the related work of this paper. Section III formulates the system model as a multi-channel multi-radio time slot coscheduling problem (MMCS) and proves that this problem is NP-Hard. Section IV introduces the process of the greedy algorithm (G-Schedule) and proves that it is optimal when the MMCS is schedulable. Section V carries out the experiments and validates the performance using the packet loss rate and average delay of the G-Schedule compared to those of the traditional scheme. Section VI concludes the work of this paper.
II. RELATED WORK
At present, the main technologies of the Industrial IoT include WirelessHART, WIA-PA [13] , [14] and so on. However, the above technologies do not meet the expected energy consumption requirements [15] , [16] . Therefore, in an underground mining construction environment, the WSN technologies with lower energy consumption have become the first choice. The 2.4 GHz-based IEEE 802.15.4 [17] protocol is the most widely used basic protocol at present. It avoids data collision using a competition-based mechanism (such as CSMA/CA) and provides the GTS (guaranteed time slot) scheme to ensure the reliable transmission of key data.
At present, energy-efficient IoT technology is a popular research issue [18] , [19] . To achieve higher real time performance and reliability, many studies are based on the MAC protocol of IEEE 802.15.4, such as Zig-Bee [20] , which is widely used in the field to achieve low energy consumption.
The research on the MAC protocol is mainly carried out from two aspects: one is the improvements based on the time slot scheduling, and the other is the improvements based on a competition-based scheme. The time slot scheduling scheme is a method for transmitting and receiving multiple independent signals on a single transmission channel, and it has strong anti-noise and anti-interference abilities. Pawar et al. [21] analyzed the possibility of an attack on the cluster-based MAC protocol and proposed a solution to reduce or avoid the impact of an attack in the cluster-based TDMA scheduling MAC. To reduce the impact of a CH attack, the idea of Secure-Green Conflict Free (S-GCF) was proposed, and it allocates secure time slots to the CH and reduces the impact of a CH attack. The algorithm has good performance with respect to its energy consumption, throughput and delay. Wu et al. [22] propose a fog-computingenabled cognitive network function virtualization approach for an information-centric future Internet. Ning et al. [23] construct an intelligent offloading framework for 5G vehicular networks by jointly utilizing the licensed cellular spectrum and unlicensed channels. Alvi et al. [24] proposed bitmapaided TDMA-based MAC protocols for layered wireless networks, which were called BS-MAC and BESTMAC. They handle the adaptive traffic loads of all network members in an efficient manner. Based on the theories and methods of the shortest job first algorithm and Knapsack algorithm, the network delay is minimized, and the link utilization is improved. Sony et al. [25] proposed a modified LEACH protocol for small network areas and a modified LEACH protocol for large network areas based on the low energy adaptive cluster hierarchy (LEACH), which improved the limited available energy problem in wireless sensor networks. This protocol has a longer lifetime. Biazi et al. [26] proposed a new technology based on TDMA, which focuses on minimizing the energy consumption, dynamically adjusting the monitoring time slots of sensors according to environmental changes, reducing the energy consumption and maximizing the transmission life. Ahmad et al. [27] proposed a distributed realtime TDMA scheduling algorithm for tree-topology wireless sensor networks. Based on the theories and methods of the distributed algorithm and graph theory algorithm, the lifetime of the network is prolonged by maximizing the sleeping time of nodes. Kaur and Kumar [28] proposed a centralized TDMA scheduling-based MAC protocol called Energy Traffic Priority Scheduling MAC (ETPS-MAC), which adopts a priority scheduling algorithm and considers both the energy factor and traffic load when allocating priority. The clustering mechanism based on rank extends the network lifetime by minimizing the distance between cluster headers and base stations. Compared to the existing MAC protocols based on TDMA, the ETPS-MAC protocol has some advantages with respect to its energy consumption, transmission delay, data throughput and message complexity. Gholami and Rahmani [29] proposed an adaptive distributed TDMA scheduling protocol (AD-TDMA) for slot allocation in a WSN, which saves energy by providing nodes with appropriate wake-up sleep state scheduling. The protocol can flexibly deal with the dynamic changes of the fault nodes and network topology and significantly reduce the end-to-end delay and energy consumption in the sensor nodes. Esteves et al. [30] proposed a cooperative energy harvesting MAC protocol (CEH-mac) that automatically adapts to energy harvesting (EH) conditions in wireless body area networks (WBAN), sets the idle time using EH information, and allows relay nodes to charge their batteries during the idle time to complete the cooperative phase. The protocol makes significant improvements in the throughput latency and energy efficiency. Yoo et al. [31] proposed a reliable slot broadcasting protocol. By using the tree topology to assign different broadcast slots to each node, the information collisions are reduced, the reliability is further improved, and the energy consumption problem in industrial monitoring and control applications is solved. The competition-based mechanism is usually widely used in network resource scheduling, and many scholars have made improvements on this basis. Sharma et al. [32] proposed a multichannel core group-based media access control (MC2-MAC) protocol in which multiple channels prevent collisions by reducing the number of competing nodes and utilize multiple channels to enable sink nodes to communicate with multiple nodes simultaneously. This method optimizes the communication performance of sensors deployed in different regions. Akbar et al. [33] proposed an energy efficient predetermined directional MAC algorithm (DTRAMA) for sensor networks, which is based on the TRAMA with some modifications. The DTRAMA introduces spatial reuse checking into the TRAMA to allow sleep nodes to schedule transmissions. By improving the packet transfer rate and packet delay, the DTRAMA effectively utilizes the spatial multiplexing of directional antennas. Wei et al. [34] proposed a belief state space based underwater acoustic sensor network MAC protocol (BSPMDP-MAC). According to the joint probability distribution of the historical observations and the action information of the channel occupancy, the sensor receiving node will obtain the decision strategy sequence of the sensor transmitting node competing for channel usage rights. According to the decision policy sequence, the transmitting end will alternately transmit data to the receiving end in the allocated time slot, and the receiving end will perceive the trust state and access action in the next cycle according to the current predicted channel occupation. The problem of spatiotemporal uncertainty caused by the narrow channel bandwidth and long transmission delay of an underwater acoustic sensor network is solved when nodes use the channel, and the collisions between data can be reduced. Mai and Pham [35] proposed two novel MAC protocols based on the bandwidth allocation and adaptive rate theory and methods to improve the uplink transmission performance of integrated free space optical/passive optical networks (FSO/PONs). This protocol is clearly superior to the traditional protocol with a fixed bandwidth allocation/fixed rate. Rajasekaran and Nagarajan [36] proposed a time adaptive hybrid MAC protocol (TAHMAC) to improve the lifetime and reduce energy consumption of wireless sensor networks. The protocol is selected among CSMA/CA, TDMA and hybrid modes according to the network traffic. TAHMAC effectively reduces the collisions between data, and it has good performance with respect to the energy efficiency, delay and throughput. Toledo et al. [37] proposed an adaptive optimization mechanism for CSMA/CA MAC protocols based on the Bayesian state estimation, which adjusts the parameters of the IEEE 802.11 DCF protocol based on the sequential Monte Carlo method and uses the predicted distribution of the number of competing terminals. Katila et al. [38] proposed a novel centralized resource scheduling algorithm called the neighbor perceived proportional fairness (N-PF) and a new packet length adaptive algorithm called the channel perceived (CA) packet length adaptive algorithm. The N-PF algorithm considers the uplink channel state conditions and the number of unscheduled nodes adjacent to each scheduling node in the aggregate scheduling metric in order to maximize the probability of packet transmission success. This scheme can achieve significant gains in network throughput without compromising the fairness.
III. SYSTEM MODEL AND PROBLEM FORMULATION A. SYSTEM MODEL
A mining construction environment is divided into two categories: open pit and underground mining. Open pit mining is usually used for coal mines and uses equipment and workers to carry out the mining work on the ground. Underground mining is generally used for metal mines, such as gold mines. It requires workers (which we call miners) to enter an underground tunnel; uses blasting, excavation and other methods to perform mining work; and requires a constant focus on environmental changes. Generally, open pit mining is relatively safe compared to underground mining, and so the research of this paper is focused on underground mining. Different from coal mines, metal mines, such as gold mines, usually have different distributional characteristics, which require miners to carry out tunnel excavations according to the veins. Therefore, the IIoT in underground mining is designed based on the structure of the tunnels in underground mining, as shown in Fig. 1 . Fig. 1(a) is the figure of a typical tunnel structure in underground mining. The miners enter the tunnel through the entrance and then excavate according to the veins. If a new vein is found, then the excavation work is divided into two parts, which need new miners to carry out the new work. Therefore, all the tunnels in underground mining form a tree-based topological structure. According to the tunnels' structure, the network topology of the IIoT in underground mining is shown in Fig. 1 (b). To acquire data in underground mining, a large number of sensors are deployed in tunnels, and these sensors are divided into different types, such as temperature, gas, ventilation and so on. Furthermore, in order to position the miners, wireless positioning sensors are used, which periodically send positioning data. Different types of sensors have different data acquisition periods. Sensors periodically collect environmental data and then transmit it to the base station. As a sink node, the base station receives the sensors' data, and then transmits them to the neighboring base station one by one. Finally, the data arrive at the base station of the tunnel entrance, which forwards the data to the control terminal on the ground. The base stations are deployed according to the tunnels' structure, which is a treebased topology. One base station and the sensors belonging to it form a star-based topology. Wired links are used between base stations, and wireless links are used between base stations and sensors. Therefore, the whole network structure of the IIoT in underground mining is a hybrid tree topology.
B. PROBLEM FORMULATION
In underground mining, different base stations form a tree topology, and a star topology is formed with one base station and sensors. A base station and sensors form a wireless cell, and in one cell, all sensors may lose data due to the wireless interference among them. In addition, if the base stations are too close together, the sensors in different wireless cells may also interfere with each other. To ensure the redundancy of the wireless data, the distance between two base stations will not be very large in the same tunnel, which makes wireless interference inevitable. Fortunately, many wireless protocols, such as ZigBee, provide multiple channels, which allow interfering sensors to select different channels to transmit data at the same time. In this paper, a multichannel multiradio time slot coscheduling scheme is designed to avoid wireless data loss. The base station schedules the time slots according to the workloads of the sensors, and the sensors transmit the data when their time slot arrives.
Assume that there are N (N ∈ N + ) base stations forming a tree topology in underground mining. For base station i ∈ N + (0 i N − 1), Fra(i) denotes the parent base station node, Chi(i) represents the set of base stations of child nodes, Lay(i) denotes the level number of the tree. Suppose the base station ID at the tunnel entrance is 0, and Lay(0) = 0. If we want to schedule time slots between different base stations, we have to analyze the wireless interference of the base stations and sensors. There are two cases that may cause wireless interference in underground mining.
Case1: Because all the sensors in the same wireless cell have the same base station as the receiving end, any two sensors may lose data that are transmitted in same time slot and on same channel. Therefore, we denote one base station and some sensors belonging to it as an interference cell. Case2: Data collisions can also occur if sensors are in different interference cells. For any two sensors belonging to different base stations transmitting data in the same time slot and on the same channel, it is possible to lose data if the distance between the two sensors is relatively small. In case 1, the base station performs timeslot scheduling for all sensors belonging to it. In case 2, in order to avoid transmitting data in the same time slot and on the same channel, the base station needs to identify the set of base stations that cause interference for it. For any base station
base station ı has interference with i} as the set of base stations causing wireless radio interference with base station i. Obviously, ∀i, j ∈ N + , we have i ∈ Col(j) ⇔ j ∈ Col(i). We define interference set as Def. 1:
, d(i, j) denotes distance of base station i and j. Suppose the effetive range of wireless transmission is κ, iff Ineq. (1) holds, base station j belongs to the interference set of i, that is j ∈ Col(i).
Suppose the workload of all sensors of one base station is T (T ∈ N+) in a superframe, and Wld(i) denotes the workload of base station i(0 i N − 1). Aussming that each base station has the same number of channels, which is represented by F(F ∈ N + ). There are T time slots in a superframe, and suppose we can transmit a data(that is one of peice of workload) with a time slot on a channel. So Wld(i) timeslots are required for base station i to complete data transmission. In this paper, given N , Fra, Chi, Lay, Col, Wld, T and F, we denote MMCS(N , Fra, Chi, Lay, Col, Wld, T , F) as the multi-channel multi-radio time slot co-scheduling problem.
A timeslot scheduling table is returned form MMCS, which is represented by a three-dimensional array
In order to avoid wireless interference, any two base stations in same interference set can not transmit data in the same time and on the same channel.
In Eq. 2, Active means that this time slot and channel has been assigned for transmitting data. Idle means that this time slot and channel has not been assigned for any base station. Forbidden means that this time slot and channel has been assigned for another base station, so this base station can not transmit data at this time and channel. The multi-channel multi-radio time slot co-scheduling problem is defined as:
Definition 2 (Multi-Channel Multi-Radio Time Slot Co-Scheduling Problem): Given F channels and T time slots, for N base stations, multi-channel multi-radio time slot coscheduling problem is claimed success iff both of following two conditions hold. C1: Any two base stations can not transmit data in the same time slot and on the same channel. That is,
C2: In order to transmit all data in a superframe, all base station's workload must be scheduled in T ×F timeslots. That is,
where count(x)
MMCS is a complex TDMA scheduling problem, and in this paper, we give the following theorem.
Theorem 1: Whether the MMCS is schedulable is an NP-Hard problem.
To prove Theorem 1, we use the method of reducibility to reduce a known NP-Hard problem to an MMCS. Reducibility means that, for two problems A and B, if the input of A can be changed to the input of B using a reduction principle (which must be completed in polynomial time) and they have the same output, then we say that A can be reduced to B. That is, we can solve problem A using the method of B. Now, we need to find a known NP-Hard problem that can be reduced to an MMCS. In [39] , a well-known scheduling problem is proposed, which is named the Graph Coloring Problem (GCP).
Definition 3 (Graph Coloring Problem(GCP)): Give an undirected graph G = (V , E), where V is the set of vertex and E is the set of edges. There are M ∈ N + colors can be selected in this problem. The target of GCP is determining whether there existing a scheduling result such that the colors of any adjacent vertex are different. That is, GCP is schedulable iff both of the two following conditions hold.
C2: ∀i ∈ V , r[i] denotes the result of whether vertex i is colored. 1 means colored, and 0 means not. count(x) is the number of set x, We have,
The GCP problem has been proved to be an NP-Complete problem (which is both an NP and NP-Hard problem). Let us prove that the GCP(G, M ) problem can be reduced to an MMCS(N , Fra, Chi, Lay, Col, Wld, T , F) problem.
Proof: Np-Hard proof of MMCS problem Let ∀i ∈ N + (0 i N − 1), Wld(i) = 1, Lay(i) = 0, F = 1. G = (N , Fra, Chi, Lay, Col) represent a special graph(Tree is a special case of graph). So a case of MMCS problem can be expresse as MMCS (G , 1, T , 1) . We define a recuctibility princile for changing the input of GCP to the input of MMCS :
1) The number of base stations G equals the number of vertexs G. For G and G , let N = V . 2) The structure of G is defined according to graph G.
Therefore, if G has any two vertexs i, j ∈ V , subject to
3) The number of time slots in MMCS equals the number of colors in GCP. So let F = 1, T = M , that is F × 1 = M . Obviously, step 1) to 3) can be finished in polynomial time. We need to prove that if MMCS and GCP problem are schedulable, they can get the same output.
Suppose there is a scheduling result g which make GCP schedulable, and we construct a scheduling result s according to g, ∀i, j, m(i, j ∈ V and 0 m M − 1), s satisfying the following two conditions: 
Therefore all schedulable s of MMCS , a scheduling g from s can make GCP schedulable.
Because MMCS can reduced from a NP-Complete problem GCP, and more general problem MMCS is NP-Hard. Theorem. 1 hold.
D. HYBRID TREE TOPOLOGY
The MMCS has been proven to be an NP-Hard problem, so it is difficult to get an optimal scheduling result in polynomial time. However, in this paper, a hybrid tree topology is proposed, and it has some characteristics that make the MMCS problem simple.
As shown in Fig. 2(a) , since the base stations are deployed one by one as the depth of the tunnel in underground mining increases, the wireless interference of two base stations decreases as the distance between them increases. Furthermore, all base stations on the same layer are deployed in different tunnels, which results in little interference between them. Suppose there is no radio interference between any two base stations in different tunnels. (Fortunately, this assumption is feasible in underground mining because usually the walls between tunnels are thick enough that the wireless signal cannot pass through.) Therefore, we define the tree topology in this paper in Def. 4. Fig. 2(b) shows the wireless interference cell including the base station and sensors. In one cell, all sensors transmit data to a base station, which results in radio interference. Therefore, one base station must carry out time slot scheduling for the sensors in the same cell. If two base stations are in the same interference set (defined in Def. 1), then they need to perform time slot scheduling for all sensors of the two base stations. Therefore, in this paper, the multi-channel multiradio time slot scheduling of a hybrid tree topology is divided into two parts: base station to base station (B2B) and base station to sensors (B2S).
Definition 4 (Tree Topology): N base stations formed a tree topology, iff both of the following three conditions hold( For base station i(i ∈ N + , 0 i N − 1), Fra (i) represents the set of all base stations which can form a tree with i as a root node). C1: ∀i, j ∈ N + (where i = j and 0 i N − 1, 0 j N − 1), there is no base station k, subject to k ∈ Chi(i) and k ∈ Chi(j) C2: ∀i, j, k ∈ N + (where 0 i ≤ N −1, 0 j N −1, 0 k N − 1, and k ∈ Fra (i), j ∈ Fra (k)), we have if k / ∈ Col(i) and k / ∈ Col(j), then i / ∈ Col(j). if i ∈ Col(j), then k ∈ Col(i) and k ∈ Col(j). C3 ∀i, j ∈ N + (where 0 i N − 1, 0 j N − 1,and i = j), if i / ∈ Fra (j) and j / ∈ Fra (i), then i / ∈ Col(j).
IV. OPTIMAL GREEDY TIME SLOT CO-SCHEDULING ALGORITHM
As shown in Theorem 1, the MMCS proposed in the paper is an NP-Hard problem, and so it is difficult to find a schedulable result in polynomial time. In this paper, a greedy solution is proposed for the time slot scheduling of the MMCS.
A. ALGORITHM DESCRIPTION
We divide the greedy time slot co-scheduling algorithm (G-Schedule) MMCS into two parts: B2B and B2S. The B2B (Base station to Base station) algorithm is mainly used to schedule the multi-channel time slots for multi-radio base stations based on the tree topology. As shown in Fig. 1(b) , a wired link is used to transmit data between two base stations. Therefore, the B2B scheduling algorithm starts from the base station at the entrance of the main tunnel (numbered 0), and the channels and timeslots are allocated to base stations according to the workload. All base stations are traversed according to the number and level of base stations. Starting from level 0, all base stations at each level are scheduled according to number of base stations in ascending order. Clearly, the greedy algorithm cannot guarantee returning a schedulable result, but it can achieve local optimal scheduling. (We will prove that it is an optimal scheduling in a special tree topology designed in Def. 4). The process of the B2B greedy algorithm is shown in Fig. 3 . There are 6 steps.
1) According to Fig. 1, construct Fig. 3 shows a case of a B2B greedy algorithm for multichannel multi-radio time slot co-scheduling. There are 3 base stations, and T and F are set the 3. The workloads of the 3 base stations are 3, 4 and 5, respectively. Suppose that all base stations on the same level are subject to Fra(1) = 0 and Fra(2) = 1. Adjacent base stations are in the same interference set. There are 3 loops in this greedy algorithm case, one for each base station for time slot scheduling. All time slots are set as ''active'' before the scheduling loops begin. In the first loop, base station 0 is allocated 3 time slots, which are at the 1-st to the 3-rd time slots on the 1-st channel. At the same time, it sets these same time slots to ''forbidden'' for base stations 1 and 2. In the second loop, base station 1 requires 4 time slots, but it cannot be allocated the 1-st to the 3-rd time slots on 1-st channel, which have been set to ''forbidden''. Therefore, base station 1 has to be allocated the 1-st to the 3-rd time slots on 2-nd channel and 1-st time slot on the 3-rd channel. Similarly, these four time slots will be set to ''forbidden'' for base stations 0 and 2. The last loop will allocate 5 time slots for base station 2 at the 1-st to the 3-rd time slots on the 1-st channel and 2-nd and 3-rd time slots on the 3-rd channel. The pseudocode of the B2B greedy algorithm is shown in Algorithm 1.
The B2S (Base station to Sensors) algorithm is mainly used to schedule the time slots for all the sensors of one base station. Time slot scheduling is performed by the base station, which allocates time slots to sensors according to the sensors' workloads. A base station's workload is the sum of all sensors' workloads. Therefore, in the B2B greedy algorithm, when a base station is allocated time slots, it will start the B2S algorithm. The process of the B2S algorithm is as follows. N ) ) + 1; // total number of tree levels. 4: for (int l = 0; l < L; l + +) do // start of L-loop. 5: for (int i = 0; i < N ; i + +) do // start of N -loop. 6: if (Lay(i) == l and Wld(i) > 0) then // If1:ith level's traversing. 7: for (int t = 0; t < T ; t + +) do // start of T -loop. 8: if (Wld(i) 0) then // If2:there is no workload to be shceduled. 9: break; 10: end if // end of If2 11: for (int f = 0; f < F; f + +) do //start of F-loop 12: if (Wld(i) 0) then // If3:there is no workload to be shceduled. 13: break; 14: end if // end of If3. 15 Wld(i) = Wld(i) − 1; 18: end if //end of If4. 19: for (int j = 0; j < N ; j + +) do // start of Col(i)-loop. 20: if (j ∈ Col(i)) then // If5:i and j has radio interference. 21: 
s[j][t][f ] = −1;

22:
end if // end of If5. 23: end for // end of Col(i)-loop. 24: end for // end of F-loop 25: end for // end of T -loop 26: if (Wld(i) > 0) then // If6: having workload not to be scheduled, claim failure. 27: return NULL; 28: end if // end of If6. 29: end if // end of If1. 30: end for // end of N -loop. 31 : end for // end of L-loop. 32 5: for (int j = 0; j < J ; j + +) do // start of J -loop. 6: int l = snr(j); 7: for (int t = 0; t < T ; t + +) do // start of T -loop. 8: if (l 0) then // If1: having no workload. 9: break; 10: end if // end of If1. 11: for (int f = 0; f < F; f + +) do // start of F-loop. 12: if (l 0) then // If2: having no workload. 13: break; 14: end if // end of If2. 15 end if // end of If3. 20: end for // end of F-loop. 21: end for // end of T -loop 22: if (l > 0) then // If4: claim failure. 23: return NULL; 24: end if // end of If4. 25 : end for // end of J -loop. 26 : if (cnt < Wld(I )) then // If5:calim failure. 27: return NULL; 28: end if // end of If5. 29 MMCS is a NP-Hard problem, so a pseudo-polynomial G-Schedule algorithm is a good method to solve it.
Although the MMCS problem is difficult to obtain an optimal method in polynomial time, under the special topology(See in Def. 4) of this paper, the optimal result can be obtained if MMCS is schedulable. We have the following theorem.
Theorem 2: If MMCS problem is schedulable, then G-Schedule algorithm will return the optimal scheduling result. That is,given any scheduling result s of G-Schedule, satisfying that MMCS is schedulable. Suppose the total time slots required for s is ξ . There is no other scheduling result using ξ time slots, subject to ξ < ξ , making MMCS schedulable.
We use induction to prove Theorem. 2, the process shown in Fig. 4 . l is the total number of levels of tree topology(See in Def. 4). We need to prove Theorem. 1 when l = 1, K , and K + 1. t(l) is denoted as the total time slots required for scheduling of the tree with l levels. 1) 1) When l = 1, there is one base station numbered 0, apparently, t(1) = Wld(0). Suppose there is a schedulable number of time slots t , subject to t < t (1) . ( ) ( ) means t < Wld(0), and according to C1: of Def. 2, ( ) cannot hold. Therefore, when l = 1, Theorem. 2 holds. 2) Assuming that induction holds when l = K (where K ∈ N + and K > 1). i.e. t(K ) is the minimum number of time slots, which make MMCS schedulable. (♣) 3) When l = K + 1, the number of base stations in the K + 1 levels is variable, which is represented with j = 1, 2, . . . . At the same time, suppose the base station i is the first one in (K +1)-th level. See in Fig. 1 , the base stations on the same level are numbered from small to large, so base station i + M is the M + 1-th base station in the (K + 1)-th level. we need to prove Theorem. 2 when l = K + 1 by another induction: 1) a) When j = 1, the workload of the base station i is Wld(i), and suppose Fra(i) =  , the relationship of i and  is divided into two cases: Case1: i / ∈ Col( ) Base station i and  can transmit data on the same channel with the same time slots. And according to definition of tree topology(See in Def. 4), we have ∀ı(where ı < i), i / ∈ Col(ı). So i can transmit data at any time slot and on any channel, and we have t(K + 1) = max(Wld(i), t(K )). Assuming that there is a t < t(K + 1) such that MMCS is schedulable, i.e. t < max(Wld(i), t(K ).( ) If Wld(i) < t(K ), then t < t(K ), which makes (♣) can not hold. So ( ) can not hold. If Wld(i) t(K ), then t < Wld(i), which violates the C2 of Def. 2, making MMCS unschedulable. So ( ) can not hold. VOLUME 8, 2020 ⇒ t in assumption ( ) does not exist. Therefore,t(K + 1) is the optimal result in this case. Case2: i ∈ Col( ) Base station i and  can not send data at the same timeslot and on the same channel. The total count of workload of all base stations, which has interference with i is 0 ı i∧ı∈Col(i) Wld(ı). Therefore, total t(K ) − 0 ı i∧ı∈Col(i) Wld(ı) time slots are idle for base station i. Let ς = t(K ) − 0 ı i∧ı∈Col(i) Wld(ı), we have If ς Wld(i), we have
If ς < Wld(i), then
Suppose there is a t < t(K + 1) that makes MMCS schedulable.(♠) See in Eq. (7) and (8): Therefore, (♠) cannot hold. And t(K + 1) is optimal scheduling result in this case. b) Suppose when j = M , t(K + 1) is the optimal scheduling result of schedulable MMCS. c) When j = M + 1, new base station i + M has the same cases with the base station i(when j = 1). Firstly, according to the definition of tree topology(see in Def. 4), the base station i+M and i + M − 1 don't have radio interference(because they are in different tunnels). Secondly, the base station i + M is a child node of the K -th level. Therefore, we can prove it by using method of 1)(when j = 1). We can conclude that when j = M + 1, t(K + 1) is the optiomal scheduling result of MMCS if it is schedulable.(♣♣) 4) (♣♣) and (♣) ⇒ Theorem. 2 hold.
V. EXPERIMENT ANALYSIS
To test the performance of the method proposed in this paper, we use TI CC2530 to construct the experimental platform, which can perform embedded programs. CC2530 is a true system-on-chip (SoC) solution for IEEE 802.15.4. It enables robust network nodes to be built with very low total bill-of-material costs. The CC2530 combines the excellent performance of a leading RF transceiver with an industry standard enhanced 8051 MCU, in-system programmable flash memory, 8 KB of RAM, and many other powerful features. In addition, CC2530 supports the ZigBee protocol, in which ZigBee program development can be implemented through TI's Z-Stack protocol stack. The main comparison algorithm in this paper is CSMA/CA, which is an IEEE 802.15.4 MAC protocol. However, the Z-Stack can increase the data transmission time because of the addition of the network layer, which affects the truth of the experimental result. Therefore, the TI MAC protocol stack, which only includes the MAC layer and the physical layer of IEEE 802.15.4, is used in this paper to implement the G-Schedule and CSMA/CA algorithms. In this experiment, a CC2530 is used as a sensor, and there are 50 sensors, which are deployed in 5 base stations. A cc2530 and a computer act as a base station, in which the CC2530 is responsible for transmitting and receiving wireless data, and the computer receives the data from CC2530 through a USB cable. In addition, two computers are connected by a wired link through which the computers can synchronize all sensors' clocks. Though the synchronization offset still exists when using a wired link, this offset can be tolerated when we set one time slot to 10 ms. As shown in Fig. 5 , there are 5 base stations in this paper, and each base station includes 10 sensors. In one room, one or two base stations are deployed, and they can be in the same interference set. Different rooms have no interference, such as the different tunnels in underground mining. (This is because the walls and corridors between different rooms can prevent wireless data transmissions, and we set a lower RF power to ensure that any two rooms cannot transmit wireless data to each other.)
The experimental parameters are shown in Table. 1. The total number of base stations is set to 1, 2, 3, 4 and 5. The number of channels in one base station is 2 (we use 14 and 15 IEEE 802.15.4 channels on CC2530, which can avoid Wi-Fi data collisions as much as possible). The total amount of data for one sensor is 100, and the sensor's acquisition period is set to 100 ms, 300 ms, 600 ms and 900 ms, respectively. Thirty total experiments are carried out in one experiment scheme (for example, 5 base stations and a 100 ms data acquisition period). After the experimental results are collected, the abnormal data are removed, and 20 data are selected for the experimental analysis using a boxplot.
Since the current research on the MAC layer protocol of the industrial Internet of things is mainly on the improvement of the TDMA or CSMA/CA algorithm, the two algorithms are compared: The G-Schedule proposed in this paper and the CSMA/CA of IEEE 802.15.4. To measure their performances, the packet loss rate and average delay are analyzed in this experiment. Fig. 6 gives the results of the comparison analysis of packet loss rate of the G-Schedule and CSMA/CA algorithms. (a) to (d) are the experimental results on the packet loss rates in different data acquisition periods. In each case, the packet loss rates of the two algorithms are analyzed using different numbers of base stations (1, 2, 3, 4, and 5 base stations are tested, respectively). In the same acquisition period, the number of base stations has a significant impact on the packet loss rate, and as the number of base stations increases, the packet loss rates of the two algorithms also increase. This increase occurs because the large amount of data will increase the probability of a wireless data collision, which results in data loss. Especially for the CSMA/CA algorithm, when the number of base stations is large, the packet loss rate is high. Because collision detection and random backoff schemes are adopted to avoid wireless collisions in the CSMA/CA algorithm, more backoffs will occur when the amount of data is large. Once the number of backoffs exceeds the limit (we set 3 trials in this experiment), it will lead to packet loss. However, the G-Schedule algorithm proposed in this paper has a low packet loss rate, mainly because the TDMA is used, which can avoid wireless data collisions. Theoretically, there is no packet loss in the G-Schedule algorithm because all the workloads have been allocated time slots and no data will be transmitted if its time slot does not arrive. Unfortunately, in practice, the packet loss rate is not zero, and there are two reasons: the clock offset due to inaccurate synchronization (because of the less accurate crystal oscillator of the CC2530 or the synchronous message transmission delay), and other wireless interference sources (such as Wi-Fi). However, the packet loss rate of the G-Schedule algorithm is lower than that of CSMA/CA, and it is about 0.5% on average. Furthermore, the G-Schedule algorithm is less affected by the number of base stations, which shows that the G-Schedule algorithm is more appropriate in large-scale underground mining construction environments.
In addition to the comparative analysis of the G-Schedule and CSMA/CA algorithms using different numbers of base stations, the packet loss rates in different data acquisition periods are also analyzed in this paper. As shown in Fig. 6(a) , (b), (c) and (d), the effect of the data acquisition period on the packet loss rate is also obvious because the acquisition period determines the amount of data in a wireless network at one time. Especially for the CSMA/CA algorithm, if the data acquisition period is too short, data loss may occur before the data have been sent (still waiting for the channel to be idle). Because its waiting time is too long, the data of the next acquisition period are arriving and waiting to be sent, which leads to aborted data transmissions. As shown in (a) to (d), as the length of the acquisition period increases, the packet loss rates of the G-Schedule and CSMA/CA algorithms decrease. However, compared to CSMA/CA, the G-Schedule algorithm can still have a lower packet loss rate when the acquisition period is small. (Of course, if the acquisition period is less than the number of time slots required for scheduling its workload, packet loss will occur, which means that the G-Schedule algorithm is unschedulable.). To analyze the real-time performance of the algorithm, this paper compares the average delays of the G-Schedule and CSMA/CA algorithms. The delay herein refers to the duration from the data being generated to the data being received by the base station. Since there is packet loss in the data transmission in this paper, the lost data is processed according to the maximum delay (acquisition period), and the average delay of 100 packets sent by each sensor is calculated. Since there may be clock synchronization errors in different base stations, there is also an error in the delay calculation from the sensor to the base station. To minimize the error, the following formula is used to calculate the delay:
where t e represents the time when the data are sent to the wireless network; t s represents the time when the data are generated, and ξ represents the delay interference parameter (Since the difference between the distances of the base stations and the sensors in underground mining is small, all sensors' data transmission times are about the equal, and for this reason, we set a random parameter to replace the transmission delay of the sensor to the base station. In this experiment, ξ = 10ms) Fig. 7 shows the average delay comparison of the two algorithms. We still perform the delay analysis with different numbers of base stations for the G-Schedule and CSMA/CA algorithms. As the number of base stations increases, the amount of data in the wireless network increases. Therefore, the data are prone to collisions, which result in the delay increasing. The trend of CSMA/CA is more obvious because the delay of the CSMA/CA algorithm is mainly due to the backoffs caused by data collisions. Therefore, the algorithm will experience a large delay in the case of a large amount of data. The G-Schedule algorithm also generates delays, and there are two main reasons for its delays: data transmission collisions and time slot scheduling waiting time. The greedy algorithm is adopted in this paper, which decreases the average delay, but some sensors have larger delays due to the possibility of waiting for their time slots. However, overall, the G-Schedule algorithm has a lower average delay and is less affected by the amount of data. In an environment with a large amount of data, the G-Schedule algorithm has less delay than the CSMA/CA algorithm. This paper also tests the average delay for different data acquisition periods. As shown in Figs. 7(a) to (d), as the length of the transmission period increases, the average delay of both algorithms decreases, and the change trend of CSMA/CA algorithm is more obvious. It means that the acquisition period has a greater impact on the delay of the algorithm. The experimental results show that the G-schedule algorithm and the CSMA/CA algorithm have smaller delays when the acquisition period is larger, and the G-Schedule algorithm has less delay when the transmission period is smaller.
VI. CONCLUSION
We study the transmission scheme of a green IoT in underground mining and formulate it as a multi-channel multiradio time slot co-scheduling problem MMCS. In this paper, the MMCS has been proven to be a NP-Hard problem, and a greedy algorithm called the G-Schedule algorithm is proposed and includes base station to base station and base station to sensor time slot scheduling. The G-Schedule algorithm is a pseudo polynomial time algorithm, and it can return an optimal scheduling result if the MMCS is schedulable. Last, the experimental environment is built based on the CC2530 hardware platform. The packet loss rate and delay are analyzed. The experimental results show that in the largescale sensor network of underground mining, the proposed G-Schedule algorithm has a smaller packet loss rate and lower average delay compared to the traditional scheme, which can effectively reduce the energy consumption.
