Introduction: The health care industry is rich in data and information. Web technologies, such as search engines and social media, have provided an opportunity for the management of user generated data in real time in the form of infodemiology studies. The aim of this study was to investigate infodemiology studies 
Introduction
Internet usage has been increasing in the present day with almost a third of the world's population relying on it, as reported in 2017. According to The International Telecommunication Union (2017) report, the number of young Internet users has increased in developed and developing countries to 94% and 67% in 2017, respectively. The Internet has changed the ways in which people search for health information. Some studies have shown that 177 million Americans use social media platforms and Internet queries to determine their medical condition or that of others (Casey, 2016; Jacobs, Amuta & Jeon, 2017) . Recently, social media and other Web based data sources have been used to spread awareness on the outbreak of diseases (Brownstein, Freifeld, Reis & Mandl, 2008; Paul & Drezde, 2011; Signorini, Segre & Polgreen, 2011) .
With the advent of the Web 2.0 paradigm, the Internet is being used as a means for the distribution of personal health information rather than simply as an information source. Also, with the advent of the Web 2.0 technologies, huge amounts of content are produced daily by users in the form of web pages, blogs and social networks (Chew & Eysenbach, 2010; Paul & Drezde, 2011; Santos & Matos, 2014; Scanfeld, Scanfeld & Larson, 2010) .
This user generated content (UGC) or consumer created content (UCC) includes personal experiences, health information and knowledge (Bruns, 2016; Neiburger, 2010; Wyrwoll, 2014) . Exploration, mining and analysis of user generated content (UGC) provide an image of the information seeking behaviour of people and tracking them over time can lead to the identification of the changes in their behaviour (Eysenbach, 2006) .
Information and communication technologies have affected every aspect of the modern society enabling people to share and exchange knowledge. Interaction through social media and online communications helps people to make intelligent decisions (Wang, Zeng, Carley & Mao, 2007) .
Internet researchers and developers have emphasised on the development of Health 2.0 or Medicine 2.0 (using Web 2.0 technologies for health or medicine). In this era of Health 2.0, patients share their health care experiences with other patients through Web technologies (Eysenbach, 2008) .
Recent studies suggest that the information obtained from social media platforms, such as Twitter and Facebook, can be considered as supplements for epidemiological studies and traditional surveillance (Aslam et al., 2014; Yang, Horneffer & DiLisio, 2013) . The information generated by social media regarding health care can be used for content analysis tracking in real time, knowledge translation as well as for the awareness of health policymakers (Eysenbach, 2006) .
Google Trends is a particularly useful tool for the monitoring of Internet related activities concerning a particular topic, especially epidemics of infectious diseases over time. Google Trends offers several valuable insights into the people's health information seeking behaviour (Alicino et al., 2015; Ginsberg et al., 2009; Siri et al., 2016) .
According to Statista (2017) , Twitter is one of the most popular microblogging platforms with more than 328 million active users. Twitter is considered as a rich data source for performing public health surveillance. It offers an unprecedented opportunity for studying the people's information seeking behaviour (Kwak, Lee, Park & Moon, 2010; Paul & Drezde, 2011) .
The Internet and social media platforms are considered as channels for the distribution and determination of health information in infodemiology. Although social media are potentially powerful tools for engaging and enabling users searching for relevant health information but the trustworthiness of the user generated content produced in them is questionable (Zhao & Zhang, 2017) . As stated by Rutsaert, Pieniak, Regan, McConnon and Verbeke (2013) , the main barrier preventing consumers from using social media as an information channel is trustworthiness.
The access to Internet data and its dissemination has created a new research field called infodemiology or the science of distribution and determination of health information in an electronic medium. The word 'infodemiology' was first used by Eysenbach in 2002 . Although it was used for the first time for the identification of misinformation, it has been revealed that Internet queries could be used for predicting the influenza pandemic too. Eysenbach described the relationship between the flu related searches on Google and flu incidence data, and suggested that such an approach is better as it is faster than traditional epidemiologic surveillances. Since then, the term 'infodemiology' has been used to analyse the relationship between health information demands (through Web queries analysis) and health information supply (via social media data analysis). Using infodemiology with the aim of disease surveillance is called infoveillance (Eysenbach, 2002 (Eysenbach, , 2006 (Eysenbach, , 2009 .
Infodemiology is a new and emerging branch of science that deals with the occurrence, distribution and analysis of electronic health information to raise awareness in people on disease patterns. One of the main characteristics of infodemiology is the collection and analysis of data in real time (Culotta, 2010) .
Infodemiology is useful in the field of public health and a wide range of other areas that include scientometrics 2.0 (The Pew Internet Project's Research, 2013) . The research previously conducted showed that this methodology is valid for the identification of public health challenges (KochWeser, Bradshaw, Gualtieri & Gallagher, 2010) . The real-time nature of this methodology means the results are fast while having a significant effect on the health policy. As people use the Internet and social media as information and news (McCully, Don & Updegraff, 2013; The Pew Internet Project's Research, 2014) , these platforms can be seen as a new source of health data for public health surveillance (Eysenbach, 2002; Heaivilin, Gerbert, Page & Gibbs, 2011; Mysl ın, Zhu, Chapman & Conway, 2013; Somaiya, 2014) , tracking health behaviours, attitudes (Cole-Lewis et al., 2015; Collier, Son & Nguyen, 2011; Kim et al., 2015; Sanders-Jackson, Brown & Prochaska, 2015; Zhang et al., 2013) and measuring the psychological traits of the community (Chan, Lopez & Sarkar, 2015; Eichstaedt et al., 2015) .
The present study is the first attempt to systematically map the published literature on infodemiology studies. Therefore, a scoping review seemed the most appropriate research design (Levac, Colquhoun & O'Brien, 2010; Pham et al., 2014) . The objective of this study was to conduct a scoping review of infodemiology studies conducted from 2002 onwards, as no such study has yet been carried out. Categorisation of infodemiology studies, based on developed, developing and in transition countries, is another concern of this review.
Methods
This scoping review was conducted in accordance with the PRISMA guidelines ( Table 1) .
The objective of this scoping review was to provide a descriptive overview of infodemiology studies without critically appraising individual studies, or synthesising evidence from different studies, then systematically map, and compare them based on developed, developing and in transition countries where they were performed. We identified the relevant studies by searching Scopus, Science Direct, Web of knowledge, Wiley, Springer, PubMed and Google Scholar, using a comprehensive search strategy. Our search was limited to 2002 onwards, as this is when the term infodemiology was first coined.
The search terms used were infodemiology, infoveillance, and e-epidemiology. No proximity operators or stop words were used. Boolean operators and free-text searching were used. The references of some articles were checked to identify relevant studies. The inclusion criteria for the research are as follows: (1) they should be in English language, (2) the publication year should be between 2002 and 2016, and (3) the infodemiology studies should be in the field of health care. The exclusion criteria were if they were in other languages or intended to present a model in infodemiology (Table 2) .
A total of 1165 potential studies were identified for inclusion. At first, to avoid selection bias, the title and abstract of each identified study were assessed by the first reviewer (KZ) blinded to authors, affiliations and the publishing journal. Then, the titles and abstracts of the retrieved studies were independently reviewed by the second reviewer (MA). Finally, 95 studies met the inclusion criteria for the full-text review. The 39 studies that did not meet our inclusion criteria were excluded.
The 56 infodemiology studies that met our inclusion criteria and avoided the exclusion criteria were included in this review. To conduct these studies, the Web (1.0 & 2.0) tools were used. As our main aim was doing a scoping review of infodemiology studies during the 14 years, studies with no substantial use of the Web (1.0 & 2.0) tools were also included. Such studies usually relate to the initial days of inception of infodemiology when their authors called them infodemiology studies. They were based on the evaluation of hospital websites, identifying health information seeking behaviour and designing the information mining system. At first, we examined all of the 56 articles included in this study and categorised them into two main groups based on the Web (1.0 & 2.0) tools that were used to conduct them. These two main groups were demand based and supply based infodemiology studies. The 'demand based studies' are those that were done using Web (1.0) tools, such as Google Trends and search engines queries. The 'supply based studies' were done using Web (2.0) tools such as Twitter, blogs, wikis, and online forums. The third group comprised of studies conducted using both Web (2.0) and Web (1.0) tools simultaneously; we called these studies 'demand + supply studies'. The last group is 'other studies' in which no Web tools were used (Table 3) .
Thereafter, a subanalysis of studies was conducted to extract further detail by topic domain, study aim, data sources, the journal in which each article was published, number of citations, search terms utilised, the country, analysis type and findings. These variables which were quoted from Nuti et al.'s systematic review (2014) were selected and defined in Table 4 .
The data were extracted from the studies using the instrument presented in Table 3 . Both authors performed data extractions, and disagreements between them were resolved by consensus. However, our primary aim for reporting these variables was not to state the reproducibility of the studies; it was to further analyse their content and provide the reader with an overview of how researchers are using Web tools to conduct the studies, if possible.
We tried to explain the variables for the demand based, supply based, demand + supply based studies. In the cases where the studies did not have the variables or they were not reported, such as in 'other studies', we used 'N/A', which means 'not available'. We also tried to do a subgroup analysis in addition to performing data extraction for the main groups of studies. Efforts were made to capture the variables based on the aim of the study, and the analysis type was examined for every study included in this review.
Results
According to the inclusion and exclusion criteria of the 56 articles included in the review, the selection process of the studies and the reasons for withdrawal of articles are shown in the PRISMA flow chart (Fig. 1) . Data extracted from the articles are shown in Table 5 .
All studies included in this review are original articles (100%). The results of this research indicate that the first studies, which were called infodemiology, were about the quality assessment of hospitals' websites (Kind, Wheeler, Robinson & Cabana, 2004; Liu, Bao, Liu & Wang, 2011) . The other contexts that stand in the form of infodemiology studies include describing and assessing the Internet resources of patients in a specific field, designing the information mining system on specific topics (Chen, Chai, Zhang & Wang, 2014) and studying the information seeking behaviour.
Although some contemporary studies address both the demand based and supply based approaches (Bragazzi, Dini, Toletone, Brigo & Durando, 2016a; Bragazzi, Watad, et al., 2016; Brigo & Erro, 2016; Lampos, Yom-Tov, Pebody & Cox, 2015; Nagar et al., 2014; Santos & Matos, 2014) . The last group is categorised as 'other studies' in which no Web tools were used Kim, Jung, Jung & Hur, 2014; Kind et al., 2004; Liu et al., 2011; Showghi & Williams, 2012) . The findings of the study indicates that out of the 56 papers included in the review, 27 articles (48.2%) were demand based studies, 18 (32.1%) were supply based studies, 6 (10.8%) were demand + supply studies, and the remaining 5 (8.9%) papers belonged to 'other studies' (Chart 1).
The publication rate of the demand based studies (27 papers) in comparison with the supply based studies (18 papers) was 3-2. It appears that the demand based studies had an increasing publication rate except in 2015, during which the publication rate remained stable. The publication rate of supply based studies remained stable in 2016. The results also showed that the articles were related to 13 countries in total.
Based on The United Nations' country classification (United Nations, 2014), the findings indicated that 46 (82%) articles were related to developed countries, as shown in Table 5 , while seven (12.5%) were related to developing countries (Chan, Ho & Lam, 2013; Chen et al., 2014; Kim et al., 2014; Liu et al., 2011; Ocampo, Chunara & Brownstein, 2013; Wang et al., 2007; Wong et al., 2013) . Three demand based articles (5%) belong to Russia as a country in transition (Domnich et al., 2014; Zheluk, Quinn, Hercz & Gillespie, 2013; Zheluk, Quinn & Meylakhs, 2014) .
The list of developed countries that participated and the number of their papers are as follows: the United States (21), Italy (13), UK (5), Canada (4), Austria (1), Japan (1) and Portugal (1). The most supply based studies belong to USA with 12 papers (44%). The most demand based studies belong to Italy with nine papers (33%).
The list of developing countries that participated and the number of their papers is as follows: China (3) Hong Kong (1), South Korea (1), Thailand (1) and Taiwan (1) (Chart 2).
The Journal of Medical Internet Research was the most common journal publishing infodemiology studies, in total 25 (45%) of the 56 studies. Meanwhile, 37% of the demand based Cross-sectional analysis Using UGC for comparisons across different locations at a single time period or both 8
Primary findings
The main findings of the paper were abstracted studies (10 articles), 67% of the supply based studies (12 papers), 17% of demand + supply studies (1 article), and 40% of the 'other studies' (2 papers) were published in the Journal of Medical Internet Research. The median of the number of citations for each article was 33.6. Of course, the supply based studies with 61.7 (59%) citations per article had the maximum rate of citations of all the other groups. The demand based studies with 24 (34%) citations per article had the second closest rate of citations. The topic that was covered most in the supply and demand based studies was influenza. Generally, 12 (21%) of the articles were related to 'flu' (Aslam et al., 2014; Chew & Eysenbach, 2010; Eysenbach, 2006; Fung et al., 2013; Hill et al., 2011; Lampos et al., 2015; Liang & Scammon, 2013; Nagar et al., 2014; Nagel et al., 2013; Santos & Matos, 2014; Tilston, Eames, Paolotti, Ealden & Edmunds, 2010; Yom-Tov, Johansson-Cox, Lampos & Hayward, 2015) .
In the demand based studies, the highest topic frequency after flu was on multiple sclerosis (Bragazzi, 2013; Brigo, Lochner, Tezzon & Nardone, 2014) and suicide (Solano et al., 2016; Wong et al., 2013 ). In the supply based studies, the highest topic frequency after flu was on prescription drug abuse (Hanson, Cannon, Burton & Giraud-Carrier, 2013; Katsuki, Mackey & Cuomo, 2015) and e-cigarettes (Hua, Alfi & Talbot, 2013; Kim et al., 2015) . The findings also showed that most articles have a descriptive aim (n=33 (60%)), some papers have a surveillance aim (n=20 (34%)), and the least studies have a casual inference aim (n=3 (6%)) (Chart 3). According to Table 5 , Google Trends (17 articles, 63%) was the most used data source in demand based studies. Although in the supply based studies, Twitter (13 articles, 72%) was the most used data source (Aslam et al., 2014; Burton, Tanner, Giraud-Carrier, West & Barnes, 2012; Chew & Eysenbach, 2010; Fung et al., 2013; Hanson et al., 2013; Kamenova, Reshef & Caulfield, 2014; Katsuki et al., 2015; Kim et al., 2015; Mishori, Oberoi Singh, Levy & Newport, 2014; Nagel et al., 2013; Nascimento et al., 2014; Yin, Fabbri, Rosenbloom & Malin, 2015; YomTov et al., 2015; Zhang et al., 2013) .
Even in the demand + supply studies, the most used data sources were Google Trends and Twitter. The analysis types most used in the studies were the time series analysis with a frequency rate of 55% and cross-sectional analysis with 20% frequency rate. Both analysis types were simultaneously used in 25% of the studies (Chart 4).
With respect to the validation, 33% (nine articles) of the demand based studies made comparisons against comparison data sets to validate their output (Bragazzi, Bacigaluppi, Robba, Siri, et al., 2016; Bragazzi, Barberis, et al., 2016; Domnich et al., 2014; Eysenbach, 2006; Mnadla et al., 2016; Ocampo et al., 2013; Siri et al., 2016; Wang, Chen, Yu & Chen, 2015; Yom-Tov & Gabrilovich, 2013) .
The examples of the comparison/real world datasets include Canada's national statistical agency website, WHO -Regional Office for South-East Asia website, Ironman official website, Centers for Diseases Control and prevention website, IZSAM G.Caporale Teramo website and the EpiCentro website of the Higher Institute of Health (ISS).
Discussion
The term 'infodemiology' was first used for analysing the demand side of whatever is published in the Web, and then, it was used in the supply side for analysing the people's needs and monitoring their health information seeking behaviour.
In this scoping review of infodemiology studies, it was found that the Web (1.0 & 2.0) tools are utilised widely by researchers in different topics. Pelat, Turbelin, Bar-Hen, Flahault and Valleron (2009) demonstrated that the use of search queries for disease detection could be applied to different diseases. Like Bernardo et al. (2013) findings, the most disease commonly evaluated using infodemiology approaches was flu. In accordance with Bernardo et al. (2013) , the demand based studies were generated using Web 1.0 tools, whereas Web 2.0 tools were used for the supply based studies.
Although there was an increase in the publication of infodemiology studies over time, both the demand based studies and supply based studies remained stable in 2015 and 2016, respectively. The demand based studies were the most published; however, the supply based studies were cited more often in comparison with the other three groups. A subanalysis of the studies based on some defined variables showed that the median citation rate (34 per article) is more than the average for all the scientific articles (7.64 per article) (Nagar et al., 2014) and other infodemiology studies (Nuti et al., 2014) .
The high citation rate of a few studies included in the review could be the reason (Eysenbach, 2006; Wyrwoll, 2014) . Almost half the studies were demand based, and the data source most used was Google Trends. Most of the demand based studies were conducted in developed countries using Google Trends; the highest numbers were conducted in Italy.
Until 2009, researchers believed that using Google Trends is effective only in developed countries for doing disease surveillances (Carneiro & Mylonakis, 2009 ). Around 2009, some researchers from South-East Asian countries, Latin America, Russia and China indicated that conducting researches about the search patterns can be considered as a valid and reliable method to perform disease surveillances in developing countries (Ayers et al., 2012; Ritterman, Osborne & Klein, 2009) . Although in some developing countries, the scientific interests and skills of the researchers help in overcoming the resource intensive and challenging data collection of infodemiology studies, but regarding our finding, as shown in Table 5 , most infodemiology studies were conducted in developed countries.
The results of the present study showed that Twitter was the most used data source in the supply based studies. Most of the supply based studies used Twitter and were performed in developed countries; at the top of them was USA. According to Bernardo et al. (2013) , Google Trends and Twitter were the most data sources used, and this is in accordance with our findings. In confirmation with our findings, some data sources like Facebook or news aggregates were used at least (Aramaki, Maskawa & Morita, 2011; Olson, Konty, Paladini, Viboud & Simonsen, 2013) .
Some of the demand + supply based studies in this review used Web 1.0, Web 2.0 technologies spontaneously for disease surveillance, but none of them used Web technologies alongside epidemiological data, as used by Sharpe, Hopkins, Cook and Striley (2016) and Woo et al. (2016) .
The data collection techniques used in the studies included in this review consisted of aggregating data from Web 1.0, Web 2.0 technologies or epidemiological data. This is in confirmation of Wongkoblap, Vadillo and Curcin (2017) ; however, they directly collected data from Facebook participants. One reason for this might be that getting data from Facebook requires users' consent and Facebook does not allow access to interactions between users. None of the studies included in this review used a direct data collection technique. It might be, in the case of supply based studies, because Web 2.0 technologies like Twitter provide API's that allow developers to get information about followers and followees.
The Web tools used for conducting infodemiology studies have some limitations. The first limitation of these Web tools, such as Google Trends or Twitter, is that they track only the segment of population that uses and surfs the Web and monitors their health information behaviour (Alicino et al., 2015; Bragazzi, Dini, Toletone, Brigo & Durando, 2016b; Bragazzi, Barberis, et al., 2016; Bragazzi, Watad, et al., 2016; Nuti et al., 2014) . However, as mentioned in other studies, the major limitation of these Web tools, especially Google Trends, is the lack of detailed information on the method used for the search and analysis of new big data streams (Alicino et al., 2015; Bragazzi, Barberis, et al., 2016; Bragazzi et al., 2016b; Nuti et al., 2014) .
Twitter also has another limitation: it is almost US centric. Over 67 million Twitter users are in the United States (Aslam, 2017) . Hence, it poses limitations on the mining of health information from other countries. The ban of the use of Twitter in some developing countries could be another limitation. This issue deprived the affected developing countries from the benefits provided by infodemiology studies.
The first strength point of the study is its scoping review methodology because it is the first attempt to systematically map the published literature on infodemiology studies. The other strength of this scoping review includes a broad search of the literature using multiple databases. Each article was reviewed by two independent reviewers who met at regular intervals to resolve conflicts.
The present study also has some limitations. Firstly, although we tried to do a comprehensive search in the databases, it is possible that there were some studies that we could not retrieve and include in the review; limiting our search to English language may have excluded some of the studies in other languages.
The other limitation was the classification of the studies based on their aim and analysis type; in this case, both authors tried to resolve their disagreements by consensus. The fourth limitation is that although more demand and supply based studies in the review were carried out using Google Trends and Twitter, there were other data sources such as online forums, Wikipedia trends, YouTube, search and engine queries, which were used in the studies with a lower frequency rate. We reported these Web tools in Table 4 , but it seems that reporting and analysing the benefits and limitations for each of these data sources may cause the scattering of the results. This exceeds the scope of this discussion.
Infodemiology studies are observational in nature and do not involve individual research participants, so the conventional tools fit for assessing their bias cannot be used (Nuti et al., 2014; Stroup et al., 2000; Viswanathan et al., 2012) . In this review, 3 kinds of biases were considered. The first bias of this review which was unavoidable was the language bias as the inclusion and exclusion criteria considered only the studies in English language in this review.
The selection bias was the second bias which we tried to address in this study. For avoiding the selection bias, the title and abstract of each identified study were assessed by the first reviewer (KZ) blinded to authors, affiliations and the publishing journal. Then, the second reviewer independently assessed the title and abstracts of the studies.
The third bias of this review was the publication bias as the numbers of studies that reported positive findings were more than those that reported neutral or negative findings. Hence, the present study had a positive publication bias; it was in accordance with the other studies (Nuti et al., 2014) . Almost 37% of the demand based surveillance studies validated the Google Trends output against the real world (comparison) data sets. In both the demand based and supply based studies, different search terms and search dates were used, but no rational for these selections was provided to further understand the search method and increase the face validity of the review; this was in line with the findings of Nuti et al., (2014) .
For enhancing the transparency of such infodemiology studies, researchers can get a screenshot from the raw data. The corporations responsible for Web tools such as Google Inc. can provide some precise instructions and guidelines regarding the capabilities of their tools, their changes over time and the standard methodologies for conducting infodemiology studies. Some cooperation between the researchers at the universities and Web tools corporations for the benchmarking of the best practices could be another useful step in this area.
Although our aim was not to investigate the reproducibility of the studies, but it seems that the search methodologies were not documented completely by the researchers. Having no methodological standards or guidelines for the use of Web tools in infodemiology studies and for a proper reporting of their use may be the reason for the incomplete documentation. It seems that Research-Embedded Health Librarians (REHLs) can best express the role of health information professionals in this regard (Greyson, Surette, Dennett & Chatterley, 2013; Henderson, 2014) .
As part of a team of researchers, REHLs worked alongside the infodemiology research team from the inception of the research process by providing not only tailored, intensive information services to infodemiology research teams within which they are integrated but also supported evidence based practice and knowledge syntheses, such as systematic reviews and scoping reviews on infodemiology studies; conducting scoping reviews on infodemiology will result to identifying potential research gaps and conducting systematic reviews will result to summing up the best available research on infodemiology methodologies. Therefore, methodological standards or guidelines for the use of Web tools in the infodemiology studies will be produced.
A more proactive role might be conducting infodemiology studies by health information specialists themselves; therefore, opportunities must be available for health librarians to structure individual training efforts to develop new knowledge, skills and expertise in taking on infodemiology studies. It is important also for health information specialists to set up personal goals and a continuing professional development plan to gain new knowledge, skills and abilities to take on infodemiology studies (Lawton & Burns, 2015) . Therefore, they should consider a baseline of competency areas such as data mining when drawing up personal professional development plans. Health information specialists in emerging roles need to keep their skills up to date to remain competitive and reply to the changing requirements of their profession. It is worth mentioning that using infodemiology approaches for mining peer generated contents on social media, being aware of peers' information needs in real time and replying to their information needs with evidence based, reliable and appropriate information will cause peers' professional empowerment and profession empowerment.
New opportunities and challenges are emerging for health information specialists as informationists for providing evidence based and reliable health information in real time in infodemiology studies too. As health information has the ability to influence health outcomes Keselman, Browne & Kaufman, 2008; Zhao & Zhang, 2017) , the delivery of high quality and appropriately targeted consumer health information is central to any achievement of health literacy. The health literacy of the population will promote understanding, decision-making and the application of knowledge and health advocacy by health information specialists (Smith & Duman, 2009 ).
According to international trends of health science librarianship in some developed, developing and countries in transition (Lappa et al., 2012; Murphy & Jargin, 2017; Wales, Bruch, Foster, Gorman & Peters, 2014; Xie, Chan, Lam & Chiu, 2014) , formal education courses in health information science do not focus on data mining; therefore, fundamental revision of the curricula seems to be required to include the baseline competencies for conducting infodemiology studies.
On the other hand, professional library associations representing health librarians need to hold up data mining courses for those interested graduates and develop education policies that include specific competencies for conducting infodemiology studies. These associations should consider collaborating internationally to formulate education policies and standards tailored specifically to conduct infodemiology studies by health information specialists (Viswanathan et al., 2012) .
Conducting infodemiology studies using the other Web tools, trying to run more studies using the Web 2.0 tools in developing countries, conducting practical workshops on data mining, text mining and infodemiology are suggestions for the future.
Conclusion
To our knowledge, this is the first study to investigate infodemiology studies from the inception of the infodemiology concept back in 2002. The initial infodemiology studies pertain to the quality assessment of the hospital's websites. Most studies belong to developed countries, based on flu, and published in the Journal of Medical Internet Research. The publication rate of demand based studies was 3-2, in comparison with supply based studies. The most used data source in the demand based and the supply based studies were Google Trends and Twitter, respectively.
Although the contribution of developing countries to infodemiology studies has been negligible, this methodology can be a potential for these countries; Web technologies have provided new challenges and opportunities for health information specialists for analysing UGC by data mining methods in real time, providing evidence based, reliable and appropriate heath information for health information consumers and health literacy promotion.
