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ANALYSIS OF THE RESIDUAL TYPE AND THE RECOVERY TYPE A
POSTERIORI ERROR ESTIMATORS FOR A CONSISTENT
ATOMISTIC-TO-CONTINUUM COUPLING METHOD IN 1D
HAO WANG AND SIYAO YANG
Abstract. We consider the a posteriori error estimation for an atomistic-to-continuum cou-
pling scheme for a generic one-dimensional many-body next-nearest-neighbour interaction
model in 1D. We derive and rigorously prove the efficiency of the residual type estimator.
We prove the equivalence between the residual type and the gradient recovery type estima-
tor in the continuum region and propose a (novel) hybrid a a posteriori error estimator by
combining the two types of estimators. Our numerical experiments illustrate the optimal con-
vergence rate of the adaptive algorithms using these estimators whose efficiency factors are
also presented.
1. Introduction
Atomistic-to-continuum coupling methods (a/c methods) are a class of multiscale methods
for coupling an atomistic description of a solid to a matching continuum elasticity model. Such
methods combine the accuracy of the atomistic simulation and the efficiency of the continuum
model in the way that the atomistic model is applied in the region where localized crystal
defects, such as vacancies, dislocations and defects, may happen and the continuum model is
used in the elastic far field together with finite element discretization to reduce the degree of
freedom. We refer to [20, 34, 11, 13, 31, 32, 28, 29] for the construction of such methods and
[17, 18, 23] for the reviews.
Numerical analysis for the a/c methods has been an important research field in the computa-
tional mathematics community and considerable effort has been given to the a priori analysis
[14, 15, 25, 9, 19, 21, 26, 22, 24] where the issue of model error which is committed by the
artificial coupling interface between different models has been extensively discussed. However,
the problems of a posteriori error control and adaptivity for the coupling methods has attracted
comparatively little attention. First noticable results on the a posteriori error analysis were
given in [1, 2, 3, 30] where the goal-oriented a posteriori error estimator have been derived for
the original energy-based quasicontinuum method [20]. Such approach requires the use of the
solutions of dual problems which may cause additional cost of computation. Moreover, since
the original energy-based quasicontinuum method exhibits large model error on the coupling
interface, the size of the atomistic region tends to be larger than needed and thus further in-
crease the computational effort. The residual based a posteriori error estimate, which is the first
approach employed in the current work, is first derived in [25] for a coarse-grained atomistic
model. However, since no coupling of different models occurs, the coarse-grained scheme in [25]
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is essentially different from the a/c methods we analyze. A recent advance in this direction is
the a posteriori error estimates for consistent energy-based coupling methods in one- and two-
dimensional settings [27] and [37] in which a posteriori error estimators are derived through a
residual based approach which is similar to [25] with the coupling feature of a/c method being
kept.
In the computational material science community, adaptivity has always been used with a/c
coupling methods since the methods were developed. One of the most commonly used a pos-
teriori error estimators is the gradient recovery error estimator which was first developed for
second order elliptic equations in [38] and appeared in a/c literature in [33]. The advantage
of the gradient average error estimator lies in its simplicity and consequently low cost of com-
putation especially in higher dimensions. However, no rigorous justification of using gradient
recovery estimator for a/c method has been given.
The present work attempts to bridge the gap between theoretical analysis and computational
practice.
The first goal of the present work can be considered as an extension of the analysis in
[27] where we derive the residual based error estimator for the geometry reconstruction based
atomistic-to-continuum coupling (GRAC) method [28, 29] which can be applied to many-body
finite range interaction models. In addition to that, we prove the efficiency of the residual based
error estimator which essentially shows that such error estimator, up to a computable constant,
provides a local lower bound for the true error.
The second goal of the present work is to construct and analyze the gradient recovery type
a posteriori error estimator for a/c method which is much more widely used in computational
practice. We prove the equivalence between the gradient recovery type error estimator and
the residual based error estimator in the continuum region. In addition, to fully reflect the
influence of the interface, we formulate the so called hybrid type a posteriori error estimator
by combing the recovery type and the residual type error estimators.
We restrict our analysis to a 1D periodic many-body next-nearest-neighbour interaction
atomistic system in order to present our idea in a simple setting. Although in a 1D setting, the
technicality and subtlety of the analysis makes the present work nontrivial which we consider
as a valuable step towards the analysis in higher dimensional cases.
1.1. Outline. In 2, we formulate the atomistic model and its GRAC approximation. We define
the weak problems according to the formulations of the two different models. We also introduce
the notation that is used throughout the derivation and the analysis.
In 3, we establish the residual based a posteriori error estimator for the GRAC method and
in Section 4, we prove the efficiency of the residual based a posteriori error estimator.
In 5, we construct and analyze the gradient recovery a posteriori error estimator [36] for the
a/c method we consider and formulate the hybrid a posteriori error estimator which preserves
certain good properties.
In 6, we describe the mesh refinement algorithms according to different a posteriori error
estimators and present numerical examples to illustrate the convergence of these algorithms.
2. The Atomistic Model and its GRAC approximation
2.1. Atomistic model. We consider a model problem in the domain Ω = (−1, 1] containing
2N atoms, with the set of indices of the lattice sites L := {−N + 1,−N + 2, . . . , N − 1, N}
and the periodic extentions Ω♯ = R and L♯ = Z. Let ε = 1/N be the lattice spacing, and let
F > 0 be a macroscopic deformation gradient. Following previous works [9, 21, 26, 27] and
to avoid unnecessary diffculties with boundaries, we impose periodic and mean zero boundary
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conditions on the space of displacements and define
Uε := {u : L♯ → RZ : vℓ+2N = vℓ and
N∑
ℓ=−N+1
vℓ = 0}. (2.1)
The corresponding admissible set of deformations is defined by
Yε :=
{
y : L♯ → RZ : yℓ = εFℓ+ vℓ, v ∈ Uε
}
. (2.2)
For a map y ∈ Yε, we define the finite difference operators
D1yℓ := (yℓ+1 − yℓ)/ε,D2yℓ := (yℓ+2 − yℓ)/ε,
D−1yℓ := (yℓ−1 − yℓ)/ε,D−2yℓ := (yℓ−2 − yℓ)/ε, (2.3)
and Dyℓ := (D1yℓ,D2yℓ,D−1yℓ,D−2yℓ). Note D±1yℓ are essentially the forward and backward
finite differences and denote the rescaled nearest-neghbour distances whereas D±2yℓ denote the
rescaled next-nearest-neighbour distances.
We assume that the atomistic system is modeled by a next-nearest-neighbor many-body site
energy, which include models such as the Embedded Atom Method (EAM) [8, 35], and the
internal energy in one period under y ∈ Yε is
Ea(y) := ε
∑
ℓ∈L
V (Dyℓ), (2.4)
where V ∈ C3((0,+∞]4;R).
We include a periodic dead load f ∈ Uε in the model to create a nontrivial deformation
that mimics the influence of a dislocation or a defect which may appear in higher dimensional
cases. The external energy (per period) under a given deformation is defined by −〈f, y〉ε :=
−ε∑ℓ∈L fℓyℓ and the total energy (per period) under a deformation y ∈ Y is then given by
Ea(y) := Ea(y)− 〈f, y〉ε, (2.5)
and the solution we seek for the atomistic problem is
ya ∈ argminEa(Y). (2.6)
The following proposition characterizes the first optimality condition of the atomistic problem
(2.6).
Proposition 1. Let ya be a solution to the atomistic problem (2.6) and assume minℓDy
a
ℓ > 0.
Suppose further that V is differentiable at ya. Then ya satisfies the following variational problem
〈δEa(y), v〉 := ε
∑
ℓ∈L
σaℓ (y)v
′
ℓ = ε
∑
ℓ∈L
fℓvℓ = 〈f, v〉ε ∀v ∈ Uε, (2.7)
where v′ℓ := D1vℓ and the atomistic stress tensor σ
a
ℓ (ya) is given by
σaℓ (y) :=∂1V (Dyℓ−1)− ∂−1V (Dyℓ)
+ ∂2V (Dyℓ−2) + ∂2V (Dyℓ−1)− ∂−2V (Dyℓ)− ∂−2V (Dyℓ+1), (2.8)
where ∂iV (g) := ∂V (g)/∂(gi) for g := (g1, g2, g−1, g−2) ∈ R+4.
2.2. Atomistic-to-continuum Coupling. We adopt the geometry reconstruction based atomistic-
to-continuum coupling (GRAC) method as our coupling model. This coupling method was first
proposed in [11] for 2D many-body system with flat coupling interfaces and was extended in
[28, 29] for general interfaces. We use the same idea to construct our A/C coupling model for
our 1D system.
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2.2.1. The interface energy. To formulate the coupling method, we first decompose the lattice
L into A,I and C, where A denotes the set of lattice sites inside which full atomistic accuracy
is required, I denotes the set of interface lattice sites such that
I := {l ∈ L \ A|l+ j ∈ A, j = 1, 2,−1,−2}, (2.9)
and C := L\(A∪I) then denotes the remaining lattice sites. The coupling energy in one period
(without coarse-graining) for a y ∈ Yε is then given by
Eac(y) = ε
∑
ℓ∈A
V (Dyℓ) + ε
∑
ℓ∈I
V iℓ (Dyℓ) + ε
∑
ℓ∈C
V c(Dyℓ), (2.10)
where V c is the continuum site energy which is obtained by Cauchy-Born rule [6, 5] and in our
case is defined by
V c(Dyℓ) = V (D1yℓ, 2D1yℓ,D−1yℓ, 2D−1yℓ). (2.11)
V i is the reconstructed interface site energy such that the so called patch test conditions are
satisfied, i.e., ∀ℓ ∈ I and F ∈ R
V iℓ (Dy
F
ℓ ) = V (Dy
F
ℓ ), and f
ac
ℓ (y
F ) :=
∂Eac
∂yℓ
(yF ) = 0, (2.12)
where yFℓ = εFℓ is a uniform deformation under the deformation gradient F . The interface site
energy we use in the present work is defined by
V iℓ (Dy) =
{
V (D1yℓ,D2yℓ,D−1yℓ, 2D−1yℓ), if ℓ+ j ∈ A j = 1, 2,
V (D1yℓ, 2D1yℓ,D−1yℓ,D−2yℓ), if ℓ+ j ∈ A j = −1,−2, (2.13)
and one may easily check that (2.13) satisfies (2.12).
Remark 1. The construction of V i is not unique. The general form of an interface energy is
V iℓ (Dy) = V (DyℓCℓ), where the coefficient matrix Cℓ is given by
Cℓ =

Cℓ,1,1 Cℓ,2,1 Cℓ,3,1 Cℓ,4,1
Cℓ,1,2 Cℓ,2,2 Cℓ,3,2 Cℓ,4,2
Cℓ,1,−1 Cℓ,2,−1 Cℓ,3,−1 Cℓ,4,−1
Cℓ,1,−2 Cℓ,2,−2 Cℓ,3,−2 Cℓ,4,−2
 ,
where the Cℓ,i,j are the reconstruction parameters which are chosen so that (2.12) is satisfied.
We adopt the current form of V i simply because it reduces to the QNL method [34, 26] if V
consists only pair potentials. However, we need to note that our analysis does not depend on the
method we choose. We refer to [11, 28, 29, 22] for detail of the geometry reconstruction-based
atomistic-to-continuum coupling methods and [31, 32, 16, 13] for different approaches. 
2.2.2. The coupling energy with coarse-graining. We proceed with the decomposition of the
computational domain Ω into the atomistic region Ωa, the interface region Ωi and the continuum
region Ωc according to A, I and C respectively and apply a continuum model to transform the
coupling energy from a pointwise summation rule to an integral form in the continuum region
and coarse grain the continuum region by the finite element method to further reduce the
number of degrees of freedom.
To make the above statement rigorous, we partition Ω by choosing a small number, say K,
lattice sites as the finite element nodes and constructing the mesh Th = {Tk}Kk=1 on Ω with the
following properties.
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(T1) With slight abuse of notation, the indices of the nodes are identified with the indices
of the lattice sites by ℓ : {1, . . . ,K} → L such that ℓk := ℓ(k) is the index of the lattice
site which is also the k’th node in Th. We thus have Tk := [xk−1, xk] and xk = εℓk for
all k = 1, . . . K. The length of Tk is given by hTk := |Tk| = xk − xk−1. The number of
atoms in a given element Tk is represented by NTk where NTk =
hTk
ε .
(T2) Only one atomistic region Ωa exists in Ω which is given by Ωa := (εℓK1 , εℓK2) for some
1 < K1 < K2 < K and A = {ℓK1+1, ℓK1+2, . . . , ℓK2−1} which implies that Th has the
atomistic resolution in Ωa, i.e., every lattice site in A is a finite element node in Th.
(T3) The interface region is defined to be Ωi := [εℓK1−1, εℓK1 ] ∪ [εℓK2 , εℓK2+1] and I =
{ℓK1−1, ℓK1 , ℓK2 , ℓK2+1}.
(T4) The continuum region Ωc = Ω\(Ωa∪Ωi) is defined by Ωc := [−εN, εℓK1−1)∪(εℓK2+1, εN ]
and C = {1, . . . , ℓK1−2, ℓK2+2, . . . , ℓK}.
(T5) The first element adjacent to the interface in the continuum region has length ε which
implies that the first atom outside the atomistic and interface region is a node of Th.
The structure of the mesh is illustrated in Fig. 1.
Figure 1. mesh strategy for the model problem
We also define T ♯h and Ω
♯
ac to be periodic extensions of Th and Ωac for ac ∈ {a, i, c} such that
xk+K = 2 + xk for all k ∈ Z and Ω♯ac := (Ωac + 2Z). The set of the indices of the nodes in Th
in different regions are defined by K a := {K1 +1, ...,K2 − 1}, K i := {K1− 1,K1,K2,K2 +1}
and K c := {1, . . . ,K1 − 2,K2 + 2, . . . ,K} respectively and we define K ac := K c ∪K a ∪K i.
The coarse-grained space of displacement is defined to be
Uh :=
{
uh ∈ P1(Th) : uh(x+ 1) = uh(x) and
∫
Ω
uh(x) dx = 0
}
, (2.14)
and the coarse-grained admissible set of deformation
Yh := {yh ∈ P1(Th) : yh − Fx ∈ Uh} , (2.15)
where P1(Th) denotes the space of continuous piecewise affine functions with respect to Th.
Remark 2. Note that we have changed our solution sets from sets of pointwise defined func-
tions to those of continuous piecewise affine functions. We emphasize that the two definitions
are equivalent given the values of the function on the nodes and we therefore take the two point
of views liberally for functions in Ucp and Ycp for cp ∈ {ε, h}. Another observation is that
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Uh ⊂ Uε and Yh ⊂ Yε which results from the constrain that all nodes in Th are on the lattice
sites. Such property will exclude the nonconformity of the solutions spaces to enable us to keep
the presentation simple and focus on the main issues. 
Having the finite element discretization, we are able to transform the coupling energy from a
summation rule (2.10) to an integral form. We first define the Cauchy-Born energy functional
for a given y ∈W 1,∞(Ω;R)
Ec(y) :=
∫
Ω
W (∇y) dx, (2.16)
whereW (F ) := V (F, 2F,−F,−2F ) ∈ C3(0,+∞) is the Cauchy-Born stored energy density [28].
Let vor(ℓ) be the Voronoi cell (see [29]) associated with ℓ (obviously |vor(ℓ)| ≡ ε). For ℓ ∈ Ωi,
we choose a modified interface site potential V iℓ and the effective cell v
i
ℓ = vor(ℓ) associated
with ℓ and define the effective volume associated with ℓ as ωiℓ := |viℓ|. In addition, for each
element T ∈ Th we define the effective volume ωT := |T\
⋃
ℓ∈Ωi v
i
ℓ|. Letting yhℓ := yh(εℓ) we
redefine the A/C coupling energy for yh ∈ Yh to be
Eac(y) = ε
∑
ℓ∈A
V (Dyhℓ ) + ε
∑
ℓ∈I
ωiℓV
i
ℓ (Dy
h
ℓ ) +
∑
T∈Th
ωTW (∇yh|T )
= ε
∑
ℓ∈A
V (Dyhℓ ) + ε
∑
ℓ∈I
V iℓ (Dy
h
ℓ ) +
∫
Ωc\
⋃
ℓ∈Ωi
vi
ℓ
W (∇yh|T )dx. (2.17)
Remark 3. In a pointwise summation rule (2.10), the energy is associated with the Voronoi
cell of an atom whereas in an integral form the energy is locally defined. Since the interface
energy is associated with the interface atoms, certain amount of energy should be subtracted
from the energy of the adjacent continuum element and hence the effective volumes appear in
the formulation (2.17) as an correction to keep the total energy consistent. By (T5) we let the
lengths of elements adjacent to the interface to be ε, i.e., ωTK1−1 = ωTK2+2 =
1
2ε, which keeps
the correction local and simplifies our analysis. 
2.2.3. Total energy and its variation. Given f ∈ Uε and yh ∈ Yh, we define the external energy
to be −〈f, yh〉ε := −ε
∑N
ℓ=−N+1 fℓy
h
ℓ . Upon defining the set of indices of lattice sites inside and
on the right boundary of the element Tk by
LTk := {ℓk−1 + 1, . . . , ℓk}, (2.18)
and the indication function χ(T ; ℓ) such that
χ(T ; ℓ) =
{
1, ℓ ∈ LT ,
0, otherwise,
(2.19)
we are able to associate the external energy with the nodal values of yh (see the proof in
Appendix B.2)
− 〈f, yh〉ε = −
∑
k∈K ac
εf¯ky
h
ℓk
, (2.20)
where the nodewise force f¯k is defined by
f¯k =

fℓk , k ∈ K a ∪K i,∑
ℓ∈LTk
ℓ−ℓk−1
ℓk−ℓk−1 fℓ, k = K1 − 2,∑
ℓ∈LTk∪{K2+2}(1−
ℓ−ℓk
ℓk+1−ℓk )fℓ, k = K2 + 2,∑
ℓ∈LTk∪LTk+1 [
ℓ−ℓk−1
ℓk−ℓk−1χ(Tk; ℓ) + (
ℓk+1−ℓ
ℓk+1−ℓk )χ(Tk+1; ℓ)]fℓ, otherwise.
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The total energy for the coupling model with coarse graining is given by
Eac(yh) := Eac(yh)− 〈f, yh〉ε, (2.21)
and we wish to compute
yac ∈ argminEac(Yh). (2.22)
The following proposition characterizes the first optimality condition of the a/c coupling
problem (2.22).
Proposition 2. Let yac be a solution to the a/c coupling problem (2.22) and assume
mink(∇yh|Tk) > 0. Suppose further that V is differentiable at yac. Then there exists a unique
elementwise a/c coupling stress tensor σ¯ack (yh) whose detailed formulation is given in A.2, such
that yac satisfies the following variational problem
〈δEac(yh), vh〉 :=
∑
k∈K ac
hTk σ¯
ac
k (yh)∇vh|Tk =
∑
k∈K ac
f¯kv
h
ℓk
= 〈f, vh〉ε ∀vh ∈ Uh. (2.23)
Moreover, using the identity which is a consequence of the 1D setting of our problem
∇vh|T = ε
hT
∑
ℓ∈LT
Dvℓ, (2.24)
we have the equivalent form for the first variation of the coupling model associated with the
lattice
〈δEac(yh), vh〉 =
∑
k∈K ac
hTk σ¯
ac
k (yh)∇vh|Tk = ε
∑
ℓ∈L
σacℓ (yh)Dv
h
ℓ ∀vh ∈ Uh, (2.25)
where
σacℓ (yh) =
{
σ¯ack (yh), k ∈ K a ∪K i ∪ {K2 + 2} and ℓ = ℓk,
W ′(∇yh|Tk), k ∈ K c \ {K2 + 2} and ℓ ∈ LTk .
(2.26)
Remark 4. We do not approximate the external energy by a quadrature rule to avoid substan-
tial technical difficulty for the analysis of the efficiency. However, We note that the use of a quad-
rature rule (for example the trapezium rule where 〈f, yh〉ε is approximated by
∑
k∈K ac fℓky
h
ℓk
)
has only marginal effect in the error estimates which is negligible in computation. We refer to
Section 3.3 and 3.4 of [27] for a thorough discussion. 
2.3. Notation and Assumptions. Before we give the detailed analysis, we fix some notation
and list the assumptions that will be commonly used in the rest of the paper. Further notation
will be defined as the analysis proceeds.
2.3.1. Notation for lattice functions. Let D be a subset of Z. For a vector v ∈ RZ, we define
‖v‖ℓpε(D) :=
{ (∑
ℓ∈D ε|vℓ|p
)1/p
, 1 ≤ p <∞,
maxℓ∈D |vℓ|, p =∞.
If the label D is omitted, we understand this to mean D = {−N + 1, . . . , N}.
We define the first order discrete derivatives v′ℓ := (vℓ − vℓ−1)/ε for v ∈ Uεand equip the
space Uε with the discrete Sobolev norm
‖v‖U1,2 := ‖v′‖ℓpε for v ∈ Uε.
The norm on the dual space (Uε)∗ is defined by
‖T‖U−1,2 := sup
v∈Uε
‖v‖
U1,2
=1
T [v].
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2.3.2. Sets of indices of nodes and elements. We define the set which contains the indices of
the elements in the continuum region that are not adjacent to the interface region as
K
c
Th
:= K c \ {K2 + 2}; (2.27)
the set which contains the indices of elements in the continuum region that are ’further inside’
the continuum region as
K˚
c
Th
:= K cTh \ {K1 − 2,K2 + 3}; (2.28)
and the set which contains the indices of the nodes that are not adjacent to the interface nodes
as
K˚
c := K c \ {K1 − 2,K2 + 2}. (2.29)
2.3.3. Assumptions on the interaction potential. We make the following assumptions on the
second order partial derivatives of the interaction potential V . Such assumptions play important
roles in proving the equivalence of the error estimator based on residuals and that based on
gradient recovery and they essentially reflect the feature of nearest neighbour dominating.
Let E ⊂ R be the closed interval such that
inf
k∈K c∪K i∪{K1+1}
∇yac|Tk = inf E and sup
k∈K c∪K i∪{K1+1}
∇yac|Tk = supE. (2.30)
Let g := (g1, g2, g3, g4) for gi ∈ R and E×4 := E × 2E ×−E ×−2E. Upon defining
SNNN1 :={±(1,−1),±(2, 2)}, (2.31)
SNNN2 :={±(1, 2),±(2, 1),±(−2, 1),±(−1, 2)}, (2.32)
SNNN3 :={±(2,−2)}, (2.33)
we make the following assumption which is tested a posteriorily for some typical potentials in
Section 6.2 and illustrated in Figure 4.
Assumption 1. The second order derivatives of V satisfy
sup
g∈E×4,
(i,j)∈SNNN1
|∂ijV (g)| ≤ 1
50
inf
g∈E×4,
i=±1
|∂iiV (g)| := 1
50
mNN2
≤ 1
50
sup
g∈E×4,
i=±1
|∂iiV (g)| := 1
50
MNN2 , (2.34)
sup
g∈E×4,
(i,j)∈SNNN2
|∂ijV (g)| ≤ 1
10
inf
g∈E×4,
(i,j)∈SNNN1
|∂iiV (g)|,
and sup
g∈E×4,
(i,j)∈SNNN3
|∂ijV (g)| ≤ 1
10
inf
g∈E×4,
(i,j)∈SNNN2
|∂ijV (g)|. (2.35)
We also assume that
∂iiV (g) > 0, i = ±1, and ∂jjV (g) < 0, j = ±2 ∀g ∈ E×4. (2.36)
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3. Residual based error estimator
In this section, we will derive the residual based a posteriori error estimator for the GRAC
method for the many-body next-nearest-neighbour system. Such error estimator has been
derived for the QNL and ACC method for pair potential systems in [21] and [27] respectively.
Though the analysis is similar, we nevertheless include it here for the completeness and will
quote related results in the previous works when necessary.
We first insert the QC solution yac into the weak formulation of the atomistic problem to
obtain the residual. Using the identity (2) and letting vh := Ihv ∈ Uh to be the pointwise
interpolant of v ∈ Uε such that vhℓk = vℓk , we obtain the residual operator R ∈ (Uε)∗ such that
R[v] :=〈δEa(yac), v〉 − 〈f, v〉ε
=
[〈δEa(yac), v〉 − 〈f, v〉]− [〈δEac(yac), vh〉 − 〈f, vh〉]
=
[〈δEa(yac), v〉 − 〈δEac(yac), v〉]
+
[〈δEac(yac), v〉 − 〈δEac(yac), vh〉+ 〈f, v〉ε − 〈f, vh〉ε],
= : Rmo[v] +Rcg[v], (3.1)
where we separate the residual operator into Rmo and Rcg which correspond to the model
residual and the corse-graining residual respectively. We then estimate Rmo and Rcg separately.
3.1. Model Residual. We begin our analysis for the model residual by defining
Rmoℓ := σ
a
ℓ (yac)− σacℓ (yac), (3.2)
which corresponds to the discrepancy of the stress tensors of different models. We estimate the
model residual in the following theorem.
Theorem 3. Let yh ∈ Yh such that mink∇yh|Tk > 0. With the assumption that the size of
the element whose index is in K c
Th
to be larger than or equal to 6ε, which is purely for the sake
of the simplicity of presentation, the model residual is estimated by
‖Rmo‖U−1,2 ≤
{ ∑
k∈K c
(ηmok )
2
} 1
2 ≡
{ ∑
k∈K c
Th
(ηmoTk )
2
} 1
2
=: ηmo, (3.3)
where the nodewise upper bound of the model residual is given by
ηmok =

{
ε
∑ℓk+3
ℓ=ℓk−2
(
Rmoℓ
)2} 12
, k ∈ K˚ c,{
ε
∑ℓk+4
ℓ=ℓk−2(R
mo
ℓ )
2
} 1
2
, k = K1 − 2,{
ε
∑ℓk+3
ℓ=ℓk−3(R
mo
ℓ )
2
} 1
2
, k = K2 + 2,
(3.4)
and the elementwise upper bound of the model residual is given by
ηmoTk =

{
1
2ε
[∑ℓk−1+3
ℓ=ℓk−1−2(R
mo
ℓ )
2 +
∑ℓk+3
ℓ=ℓk−2(R
mo
ℓ )
2
]} 12
, k ∈ K˚ c
Th
,{
1
2ε
[∑ℓk−1+3
ℓ=ℓk−1−2(R
mo
ℓ )
2
]
+ (ηmok )
2
} 1
2
, k = K1 − 2,{
(ηmok−1)
2 + 12ε
[∑ℓk+3
ℓ=ℓk−2(R
mo
ℓ )
2
]} 12
, k = K2 + 3.
(3.5)
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Remark 5.
(1) ηmo is a reminiscent of the flux (or stress) jump terms that occur in the classical residual
based error estimator for elliptic equations, but has a different origin: it results from
the model approximation rather than just the finite element discretization.
(2) ηmok ’s are often used in the analysis, whereas η
mo
Tk
’s are used in computation for the
adaptivity of the mesh. We also note that the residual on the interface is included in
the second element in the continuum region as a result of our mesh structure and not
being able to further refine the elements whose sizes are equal to the lattice spacing ε.

Proof. By 2.7 and 2.25, we have:
Rmo[v] = ε
∑
ℓ∈L
(σaℓ (yac)− σacℓ (yac))v′ℓ = ε
∑
ℓ∈L
Rmoℓ v
′
ℓ. (3.6)
We notice that Rmoℓ ≡ 0 in the ’central atomistic region’ when ℓ = ℓK1 + 3, . . . , ℓK2 − 2 and
inside each finite element Tk when ℓ ∈ LTk \ {ℓk−1 + 1, ℓk−1 +2, ℓk−1 + 3} ∪ {ℓk − 2, ℓk − 1, ℓk}.
Therefore, by Cauchy-Schwarz inequality, we have
Rmo[v] =
∑
k∈K˚ c
ε
ℓk+3∑
ℓ=ℓk−2
Rmoℓ v
′
ℓ + ε
ℓK1+2∑
ℓ=ℓK1−2−2
Rmoℓ v
′
ℓ + ε
ℓK2+2+3∑
ℓ=ℓK2−1
Rmoℓ v
′
ℓ
≤
{ ∑
k∈K˚ c
ε
ℓk+3∑
ℓ=ℓk−2
(Rmoℓ )
2 + ε
ℓK1+2∑
ℓ=ℓK1−2−2
(Rmoℓ )
2 + ε
ℓK2+2+3∑
ℓ=ℓK2−1
(Rmoℓ )
2
} 1
2 ‖v′‖ℓ2ε . (3.7)
Regrouping the residuals with respect to nodes and elements, we obtain the stated results. 
3.2. Coarse-graining Residual. We then consider the coarse-graining residual
Rcg[v] = 〈δEac(yac), v〉 − 〈δEac(yac), vh〉+ 〈f, v〉ε − 〈f, vh〉ε, (3.8)
whose estimate is given in the following theorem.
Theorem 4. Let yh ∈ Yh such that mink∇yh|Tk > 0; then
‖Rcg‖U−1,2 ≤
{ ∑
k∈K c
Th
(ηcgTk)
2 +
1
2
∑
k∈K c
Th
h2Tk(‖f − f¯Tk‖ℓ2ε(LTk ))
2
} 1
2
=
{ ∑
k∈K c
(ηcgk )
2 +
1
2
∑
k∈K c
Th
h2Tk(‖f − f¯Tk‖ℓ2ε(LTk ))
2
} 1
2 (3.9)
where f¯Tk ∈ R is a certain average of f on Tk and
(ηcgTk)
2 := (
1√
2
hTk‖f¯Tk‖ℓ2ε(LTk ))
2 =
1
2
h2Tkε
∑
ℓ∈LTk
(f¯Tk)
2,
(3.10)
and
ηcgk =

√
2
2
√
(ηcgTk)
2 + (ηcgTk+1)
2, k ∈ K˚ c,
√
2
2 η
cg
TK1−2
, k = K1 − 2,√
2
2 η
cg
TK2+3
, k = K2 + 2.
(3.11)
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We also define (ηcg)2 :=
∑
k∈K c
Th
(ηcgTk)
2 =
∑
k∈K c(η
cg
k )
2 for later usage.
Proof. By the identity in (2.25) we have
〈δEac(yac), v〉 = 〈δEac(yac), vh〉. (3.12)
We thus only have to analyze the coarse-graining residual of the external force
Rcg[v] = ε
∑
ℓ∈C
fℓ(vℓ − vhℓ ) ≤
∑
k∈K c
Th
{
ε
∑
ℓ∈LTk
f2ℓ
} 1
2
{
ε
∑
ℓ∈LTk
(vℓ − vhℓ )2
} 1
2
≤
{∑
K c
Th
(
1
2
hTk‖f‖ℓ2ε(LTk ))
2
} 1
2
‖v′‖ℓ2ε , (3.13)
where the discrete Poincare´ inequality ‖v − Iεvh‖ℓ2ε(LTk ) ≤
1
2hTk‖v′‖ℓ2ε(LTk ) has been applied
(c.f. [25]). Upon introducing f¯Tk and applying the triangle inequality and the inequality of
arithmetic means, we obtain the stated result. 
Remark 6. We postpone our choice of f¯Tk to Section 6 so that it adapts to the external load
we apply in our numerical experiments to make the data oscillation hTk‖f − f¯Tk‖ℓε(LTk ) be a
higher order term compare with ηk which will be proved in Appendix B.5 (see also Remark 1.7
of [36]). 
3.3. Stability and error estimate. We need an a posteriori stability condition to give the
residual based a posteriori error estimator. However, such condition has been derived and
discussed in depth in [27, 12, 37] whose detailed formulation is of little relevance to the problem
we consider. Therefore, here we just assume there exists an a posteriori stability constant ca
which depends on the computed solution yh such that
ca(yh)‖y′a − y′ac‖2ℓ2ε ≤〈δEa(yac), yac − ya〉 − 〈δEa(ya), yac − ya〉
=〈δEa(yac), yac − ya〉 − 〈f, yac − ya〉ε
=R[yac − ya]. (3.14)
Consequently, we have the a posteriori error estimate
‖y′a − y′ac‖ℓ2ε ≤
1
ca(yh)
{
(ηmo)2 + (ηcg)2 +
1
2
∑
k∈K c
Th
h2Tk(‖f − f¯Tk‖ℓ2ε(LTk ))
2
]} 1
2 . (3.15)
4. Efficiency of The Residual Based Error Estimator
In this section, we will show the residual based error estimator, up to a constant and data
oscillation, provides a lower bound for the true error locally.
4.1. Efficiency of the coarse-graining residual. We begin with the efficiency of the coarse-
graining residual. The analysis closely follows that for the efficiency of the residual based error
estimator for Poisson equation (c.f. [36, Chapter 1.2]). However, we need to make certain
modifications and assumptions due to the discrete and the nonlocal features of our problem.
We first consider the elements whose sizes are greater than or equal to 8ε. We define the
discrete element bubble function bTk ∈ Uε (c.f. Chapter 1.1 in [36]) by
bTkℓ :=
{
4λTk,1ℓ λ
Tk ,2
ℓ , ℓ ∈ {ℓk−1 + 4, . . . , ℓk − 3},
0, otherwise,
(4.1)
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where λTk,1ℓ =
ℓk−3−ℓ
ℓk−ℓk−1−6 and λ
Tk,2
ℓ =
ℓ−ℓk−1−3
ℓk−ℓk−1−6 . We note that the support of b
Tk is only on
’shrunken’ Tk that contains the set of atoms
L˚Tk := {ℓk−1 + 4, . . . , ℓk − 3}, (4.2)
and such retraction of the bubble function guarantees the efficiency estimate holds precisely in
Tk which will commented after the proof of 6. We first introduce the properties of b
Tk whose
proofs are given in Appendix B.1.
Proposition 5. The following estimates hold for be the discrete element bubble function bTk
defined in (4.1) :
|bTkℓ | ≤ 1,∀ℓ ∈ L˚Tk , (4.3)
‖(bTk)′‖ℓ2ε(L˚Tk ) = C1
√
1− ( ε
h˚Tk
)2(˚hTk)
− 1
2 ≤ C1(˚hTk)−
1
2 , (4.4)
‖bTk‖ℓ2ε(L˚Tk ) = C2
√
1− ( ε
h˚Tk
)4(˚hTk )
1
2 ≤ C2(˚hTk)
1
2 , (4.5)
ε
∑
ℓ∈L˚Tk
bTkℓ =
2
3
[1− ( ε
h˚Tk
)2 ]˚hTk ≥
1
2
h˚Tk , (4.6)
where h˚Tk = hTk − 6ε, C1 = 4√3 and C2 =
4√
30
.
We then obtain the local efficiency estimates of the coarse-graining residual using the prop-
erties of bT in the following theorem.
Theorem 6. Suppose the length of the element Tk is greater than or equal to 8ε, i.e., hTk ≥ 8ε.
We have the following efficiency estimate
ηcgTk =
hTk√
2
‖f¯Tk‖ℓ2ε(LTk ) ≤ C
cg
1 D
3
2
Tk
‖y′a − y′ac‖ℓ2ε(LTk ) + C
cg
2 DTkhTk‖f − f¯Tk‖ℓ2ε(LTk ), (4.7)
where
DTk :=
hTk
h˚Tk
, Ccg1 = 3
√
2C1M
NN
2 = 4
√
6MNN2 and C
cg
2 =
√
2C2 =
4√
15
, (4.8)
in which MNN2 is defined in (2.34).
Proof. Let wTk = f¯Tkb
Tk ∈ Uε be the specifically constructed test function. Multiplying f¯Tk by
wTk and sum over LTk , we have
ε
ℓk∑
ℓ=ℓk−1+1
f¯Tkw
Tk
ℓ
=ε
ℓk∑
ℓ=ℓk−1+1
fℓw
Tk
ℓ + ε
ℓk∑
ℓ=ℓk−1+1
(f¯Tk − fℓ)wTkℓ
=ε
ℓk∑
ℓ=ℓk−1+1
fℓw
Tk
ℓ − ε
ℓk∑
ℓ=ℓk−1+1
σacℓ (yac)(w
Tk)′ℓ + ε
ℓk∑
ℓ=ℓk−1+1
(f¯Tk − fℓ)wTkℓ , (4.9)
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where we have used the property of wTk that it vanishes near the element boundary and σacℓ (yac)
does not change inside each element so that
ℓk∑
ℓ=ℓk−1+1
σacℓ (yac)(w
Tk )′ℓ = σ¯
ac
k (yac)(w
Tk
ℓk−3 − w
Tk
ℓk−1+4
) = 0.
Applying the weak formulation of the atomistic problem (2.7) to the first term on the right
hand side of (4.9) and using 5 and the fact that L˚Tk ⊂ LTk , we obtain by Cauchy-Schwarz
inequality
ε
ℓk∑
ℓ=ℓk−1+1
f¯Tkw
Tk
=ε
ℓk∑
ℓ=ℓk−1+1
[σaℓ (ya)− σacℓ (yac)](wTk )′ℓ + ε
ℓk∑
ℓ=ℓk−1+1
(f¯Tk − fℓ)wTkℓ
≤|f¯Tk |{‖σa(ya)− σac(yac)‖ℓ2ε(L˚Tk )‖b
Tk ′‖ℓ2ε(L˚Tk ) + ‖f − f¯Tk‖ℓ2ε(L˚Tk )‖b
Tk‖ℓ2ε(L˚Tk )}
≤‖f¯Tk‖ℓ2ε(LTk )
{
C1(˚hTkhTk)
− 1
2‖σa(ya)− σac(yac)‖ℓ2ε(L˚Tk ) + C2‖f − f¯Tk‖ℓ2ε(LTk )
}
. (4.10)
On the other hand, by (4.6) we have the stability of the left hand side of (4.9) such that
ε
ℓk∑
ℓ=ℓk−1+1
f¯Tkw
Tk
ℓ = |f¯Tk |2ε
ℓk∑
ℓ=ℓk−1+1
bTk(ℓ) ≥
h˚Tk
2hTk
‖f¯Tk‖2ℓ2ε(LTk ). (4.11)
Consequently
‖f¯Tk‖ℓ2ε(LTk ) ≤ 2C1D
1
2
Tk
h˚−1Tk ‖σa(ya)− σac(yac)‖ℓ2ε(L˚Tk ) + 2C2DTk‖f − f¯Tk‖ℓ2ε(LTk ). (4.12)
Fianlly, by the definitions of σaℓ (y) in (2.8) and σ
ac
ℓ (yac) in (2.26) and 1 for the interaction
potential, we obtain by algebraic manipulations that
‖σa(ya)− σac(yac)‖ℓ2ε(L˚Tk ) ≤ 3M
NN
2 ‖y′ − y′h‖ℓ2ε(LTk ). (4.13)
Combining (4.12) and (4.13), we obtain the results stated in the theorem. 
The final steps of the proof implies why bTk has a ’shrunken’ support. Suppose bTk has
support on whole LTk . We will then have ‖σa(ya) − σac(yac)‖ℓ2ε(LTk ) on the right hand side of
(4.12). Since the definition of σa(y) is nonlocal, we will inevitably encouter the error terms
y′ℓ− y′h|Tk in the estimate comparable to (4.13), where ℓ ∈ {ℓk−1− j}4j=1∪{ℓk+ j}3j=1 is outside
LTk . Such error is of no interest to us but we will not be able to get rid of it unless making
the assumption of the closeness between the y′a around LTk and y′ac|Tk which may not hold
especially if the element is large.
To complete the efficiency estimate of the coarse-graining residual, we need to consider the
’small’ elements (the elements whose sizes are smaller than 8ε) which typically gather around the
atomistic region. The idea for tacking this issue is simple: we just glue several ’small’ elements
together to make a whole piece whose size is large enough to carry out similar analysis as in
the proof of Theorem 6. In that case, the efficiency holds in the form that
(
∑
T
(ηcgTk)
2)
1
2 .
(∑
T
‖y′a − y′ac‖2ℓ2ε(LTk ) +
∑
T
h2Tk‖f − f¯Tk‖2ℓ2ε(LTk )
) 1
2 . (4.14)
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However, we need to note that such estimate is no longer elementwise local as opposed to similar
estimate for Poisson equation. We also note that the requirement for the minimum length of
an element should be 4ε, which should not be difficult for the mesh generation, to include the
error contribution on that element. We will not pursue the precise formulation further to limit
the length of the current work but move on the the discussion for the model residual.
4.2. Efficiency of the model residual. We proceed with the analysis for the efficiency of the
model residual. Because of the complexity of the interface, we will analyze the model residuals
on the nodes in K˚ c and those on the nodes in K c \ K˚ c separately.
4.2.1. Away from the interface. We define ω˜k := Tk ∪ Tk+1 be the union of the elements on
either side of the k’th node and |D| refers to the cardinality of a given countable set D. The
following sets are also defined for later use:
L˚ω˜k := {ℓk−1 + 4, ..., ℓk+1 − 3} and LΛck := {ℓk − 3, ..., ℓk + 3}, (4.15)
which contain the indices of lattice in the ’centre’ of ω˜k and the indices near the boundary of
Tk and Tk+1. We then have the following estimate for the efficiency of the model residual.
Lemma 7. Let NT := |LT |. For k ∈ K˚ c, we have
ε[(Rmoℓk )
2 + (Rmoℓk+1)
2] ≤ ηmok
{ ∑
T⊂ω˜k
Cmo1 (T )‖y′a − y′ac‖ℓ2ε(LT )
+ε
∑
T⊂ω˜k
Cmo2 (T )‖f − f¯T ‖ℓ2ε(LT )
}
, (4.16)
where
Cmo1 (T ) =
4
√
2Ccg1
N
3/2
T
D
3
2
T + 6M
NN
2 = (
32
√
3
N
3/2
T
D
3
2
T + 6)M
NN
2 ,
Cmo2 (T ) =(
4
√
2Ccg2
N
1/2
T
DT + 2) =
32√
30N
1/2
T
DT + 2. (4.17)
Proof. For any w ∈ Uε whose support is LΛc
k
, we have by Abel transform that
ε
∑
ℓ∈LΛc
k
σaℓ (yac)w
′
ℓ =
ℓk−1∑
ℓ=ℓk−3
(Rmoℓ −Rmoℓ+1)wℓ + (σaℓk(yac)− σaℓk+1(yac))wℓk
+
ℓk+3∑
ℓ=ℓk+1
(Rmoℓ −Rmoℓ+1)wℓ. (4.18)
In particular, we define the edge test function wEk ∈ Uε by
wEkℓ =

−ε(Rmoℓ +Rmoℓ+1), ℓk − 3 ≤ ℓ ≤ ℓk − 1,
ε(Rmoℓ +R
mo
ℓ+1), ℓk + 1 ≤ ℓ ≤ ℓk + 3,
0, otherwise .
Recall the definition of the model residual Rmo that
Rmoℓ =

σaℓ (yac)− σacℓ (yac) = σaℓ (yac)−W ′(∇yac|Tk), ℓ = ℓk − 2, ℓk − 1, ℓk,
σaℓ (yac)− σacℓ (yac) = σaℓ (yac)−W ′(∇yac|Tk+1), ℓ = ℓk + 1, ℓk, ℓk + 2,
0, otherwise ,
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we obtain by telescoping that
ε
∑
ℓ∈LΛc
k
σaℓ (yac)(w
Ek)′ℓ = ε[(R
mo
ℓk
)2 + (Rmoℓk+1)
2]. (4.19)
We then add and subtract ε
∑
ℓ∈L fℓ and apply the weak formulation of the atomistic problem
(2.7) to obtain
ε[(Rmoℓk )
2 + (Rmoℓk+1)
2] = ε
∑
ℓ∈LΛc
k
σaℓ (yac)(w
Ek)′ℓ − ε
∑
ℓ∈L
fℓw
Ek
ℓ + ε
∑
ℓ∈LΛc
k
fℓw
Ek
ℓ
= ε
∑
ℓ∈LΛc
k
fℓw
Ek
ℓ + ε
∑
ℓ∈LΛc
k
[σaℓ (yac)− σaℓ (ya)](wEk)′ℓ. (4.20)
For the first term of the right hand side of (4.20), by Cauchy-Schwarz inequality we have
ε
∑
ℓ∈LΛc
k
fℓw
Ek
ℓ ≤ ‖f‖ℓ2ε(LΛc
k
)‖wEk‖ℓ2ε(LΛc
k
)
≤
∑
T⊂ω˜k
(‖f¯T ‖ℓ2ε(LΛc
k
∩LT ) + ‖f − f¯T‖ℓ2ε(LΛc
k
∩LT ))‖wEk‖ℓ2ε(LΛc
k
). (4.21)
Using Rℓ = 0 when ℓ ∈ L˚Tk and the inequality of arithmetic means, we can further estimate
‖wEk‖ℓ2ε(LΛc
k
) by
‖wEk‖ℓ2ε(LΛc
k
) =
[
ε
∑
ℓ∈LΛc
k
\{ℓk}
ε2(Rmoℓ +R
mo
ℓ+1)
2
] 1
2 ≤ 2εηmok . (4.22)
For the terms inside the bracket of (4.21), we apply (4.7) to obtain
‖f¯T ‖ℓ2ε(LΛc
k
∩LT ) + ‖f − f¯T ‖ℓ2ε(LΛc
k
∩LT )
≤( |LΛck ∩ LT ||LT | ) 12 [
√
2Ccg1
hT
D
3
2
T ‖y′a − y′ac‖ℓ2ε(LT ) +
√
2Ccg2 DT ‖f − f¯T‖ℓ2ε(LT )]
+ ‖f − f¯T ‖ℓ2ε(LΛc
k
∩LT )
≤2
√
2Ccg1√
NThT
D
3
2
T ‖y′a − y′ac‖ℓ2ε(LT ) + (
2
√
2Ccg2√
NT
DT + 1)‖f − f¯T‖ℓ2ε(LT ), (4.23)
where Ccg1 and C
cg
2 are defined in (4.8). Note that in the last step of the analysis above,
we have used the fact that |LΛc
k
∩ LT | ≤ 4, and we have overestimated the high-order term
‖f − f¯T‖ℓ2ε(LΛc
k
∩LT ) by ‖f − f¯T ‖ℓ2ε(LT ) for the simplification of presentation.
For the second term on the right hand side of (4.20), we can use similar analysis as in (4.13)
and the definition of wEkto obtain
ε
∑
ℓ∈LΛc
k
[σaℓ (yac)− σaℓ (ya)]wEkℓ ≤‖σa(yac)− σa(ya)‖ℓ2ε(LΛc
k
)‖(wEk )′‖ℓ2ε(LΛc
k
)
≤3MNN2 ‖y′a − y′ac‖ℓ2ε(LΛc
k
)‖(wEk)′‖ℓ2ε(LΛc
k
),
≤6MNN2 ‖y′a − y′ac‖ℓ2ε(Lω˜k )η
mo
k (4.24)
Again, we overestimate ‖y′a−y′ac‖ℓ2ε(LΛc
k
) by ‖y′a−y′ac‖ℓ2ε(Lω˜k ) in the last step in order to keep the
presentation consistent. Combining (4.22) (4.23) and (4.24), we obtain the stated results. 
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Similar to 7 we have the following results:
Lemma 8. For each k ∈ K˚ c, we have
ε[(Rmoℓk−1)
2+(Rmoℓk+2)
2]
≤ ηmok
{ ∑
T⊂ω˜k
Cmo1 (T )‖y′a − y′ac‖ℓ2ε(LT ) + ε
∑
T⊂ω˜k
Cmo2 (T )‖f − f¯T ‖ℓ2ε(LT )
}
, (4.25)
and
ε[(Rmoℓk−2)
2+(Rmoℓk+3)
2]
≤ ηmok
{ ∑
T⊂ω˜k
Cmo1 (T )‖y′a − y′ac‖ℓ2ε(LT ) + ε
∑
T⊂ω˜k
Cmo2 (T )‖f − f¯T ‖ℓ2ε(LT )
}
. (4.26)
where Cmo1 (T ) and C
mo
2 (T ) are defined in (4.17).
Proof. The proof of 8 is essentially an analogy to that of 7 with the only modifications that the
edge test function wEk is defined as
wEkℓ =

−ε(Rmoℓ +Rmoℓ+1), ℓk − 3 ≤ ℓ ≤ ℓk − 2,
ε(Rmoℓ +R
mo
ℓ+1), ℓk + 2 ≤ ℓ ≤ ℓk + 3,
0, otherwise ,
for the proof of (4.25) and
wEkℓ =

−ε(Rmoℓ +Rmoℓ+1), ℓ = ℓk − 3,
ε(Rmoℓ +R
mo
ℓ+1), ℓ = ℓk + 3,
0, otherwise ,
for the proof of (4.26). 
The local efficiency of the model residual is then given by the following theorem.
Theorem 9. For each k ∈ K˚ c, we have
ηmok ≤ 3
∑
T⊂ω˜k
Cmo1 (T )‖y′a − y′ac‖ℓ2ε(LT ) + 3ε
∑
T⊂ω˜k
Cmo2 (T )‖f − f¯T ‖ℓ2ε(LT ), (4.27)
where Cmo1 (T ) and C
mo
2 (T ) are defined in (4.17).
Proof. By the identity ηmok =
{
ε
∑ℓk+3
ℓ=ℓk−2
(
Rmoℓ
)2} 12
, 7 and 8. The following theorem is then
immediately obtained. 
4.2.2. Near the interface. The efficiency estimate for the model residual near interfaces ηmoK1−2
and ηmoK2+2 is different from that inside the continuum region due to both the complexity of the
formulation of Rmoℓ at the interfaces and the wider support of η
mo
K1−2 and η
mo
K2+2
. We hence give
a special treatment to ηmoK1−2 and η
mo
K2+2
. For simplicity we only give the analysis in detail to
ηmoK1−2 and the analysis for η
mo
K2+2
is analogous.
We begin by separating ηmoK1−2 into two parts:
ηmoK1−2 = {(ηmoΛc,i)2 + (ηmoΛa,i)2}
1
2 , (4.28)
where
ηmoΛc,i = (ε
ℓK1−2∑
ℓ=ℓK1−2−2
(Rmoℓ )
2)
1
2 and ηmoΛa,i = (ε
ℓK1+2∑
ℓ=ℓK1−1
(Rmoℓ )
2)
1
2 .
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The efficiency of ηmo
Λc,i
is presented in the following theorem whose proof is the same as that
of ηmok inside the continuum region with the only modification of w
Ek which has support only
on the left of the interface atom ℓK1−2, and is thus omitted.
Theorem 10. With the definitions of sets of lattice indices
LleftΛa,i := {ℓk}K1+2k=K1−1 and LleftΛi := LTK1−2 ∪ LleftΛa,i ,
we have
ηmoΛc,i ≤ 3Cmo1 (TK1−2)‖y′a − y′ac‖ℓ2ε(LleftΛi ) + 3εC
mo
2 (TK1−2)‖f − fTK1−2‖ℓ2ε(LleftΛi ). (4.29)
We then turn our attention to ηmo
Λa,i
, whose efficiency is given by the following theorem.
Theorem 11. The efficiency of the model residual on the interface ηmo
Λa,i
is given by
ηmoΛa,i ≤ 3MNN2 ‖y′a − y′ac‖ℓ2ε(LleftΛi ). (4.30)
Proof. We first construct the interface test function wint ∈ Uε satisfying
wintℓ =
{
ε
∑ℓ
j=ℓK1−1
Rmoj , ℓ ∈ {ℓK1−1, ..., ℓK1+2},
0, otherwise .
Noticing that
(wint)′ℓ =

Rmoℓ , ℓ ∈ {ℓK1−1, ..., ℓK1+2},
−∑ℓK1+2ℓ=ℓK1−1 Rmoℓ , ℓ = ℓK1+3,
0, otherwise ,
we consequently have
ε
ℓK1+2∑
ℓ=ℓK1−1
Rmoℓ (w
int)′ℓ = ε
ℓK1+2∑
ℓ=ℓK1−1
(Rmoℓ )
2 = (ηmoΛa,i)
2. (4.31)
The key observation is that Th and Tε coinside at the interface and atomistic region which
implies that f¯Tk = fℓk when k ∈ {K1 − 1, ...,K1 + 3}. Together with the definition of Rmo, the
following identity holds
ε
ℓK1+2∑
ℓ=ℓK1−1
Rmoℓ (w
int)′ℓ
=ε
∑
ℓ∈L
Rmoℓ (w
int)′ℓ
=ε
∑
k∈K ac
(σaℓk(yac)− σ¯ack (yac))(wint)′ℓ + ε
K1+3∑
k=K1−1
(f¯Tk − fℓk)wintℓk
=ε
∑
ℓ∈L
(
σaℓk(yac)(w
int)′ℓ − fℓwintℓ
)
+ ε
∑
k∈K ac
(
f¯Tkw
int
ℓk
− σ¯ack (yac)(wint)′ℓk
)
, (4.32)
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where σ¯ack (yac) is defined in (A.1). By the weak formula of a/c coupling model problem (2),
the second term in (4.32) vanishes, and by the atomistic problem (2.7) and (4.31),
(ηmoΛa,i)
2 = ε
ℓK1+2∑
ℓ=ℓK1−1
(σaℓk(yac)− σaℓ (ya)) ≤‖σa(yac)− σa(ya)‖ℓ2ε(LleftΛi )‖(w
int)′‖ℓ2ε(LleftΛi )
≤3MNN2 ηmoΛa,i‖y′a − y′ac‖ℓ2ε(LleftΛi ), (4.33)
which reveals the stated result by dividing both sides by ηmo
Λa,i
. 
Combining (4.29) and (4.30), the efficiency of ηmoK1−2 is given by
ηmoK1−2 ≤ 3(Cmo1 (TK1−2) +MNN2 )‖y′a − y′ac‖ℓ2ε(LleftΛi )
+3εCmo2 (TK1−2)‖f − fTK1−2‖ℓ2ε(LleftΛi ). (4.34)
We also present the efficiency estimate for ηmoK2+2 as
ηmoK2+2 ≤ 3(Cmo1 (TK2+3) +MNN2 )‖y′a − y′ac‖ℓ2ε(LrightΛi )
+3εCmo2 (TK2+3)‖f − fTK2+3‖ℓ2ε(LrightΛi ), (4.35)
where Lright
Λi
:= LTK2+3 ∪ {ℓk}
K2+2
k=K2−1, for the completeness of our analysis.
Remark 7. The proof of the efficiency of the model residual is subtle and is novel to the best
knowledge of the authors. It is different from that of the gradient jump residual in Poisson
equation (c.f. [36, Lemma 1.3 and Equation 1.24]), which is because of the different origins of
the two residuals. The key of the proofs is the construction of the continuum edge test function
wEk and the interface edge test function wint which essentially incorporate the change of models
as well as the discreteness of the underlying problems. 
4.3. Comments for the Efficiency of the Residual Based A Posteriori Error Esti-
mator. Having the local efficiency of the residual is given in 6, 9 10 and 11, the following
comments can be made to help better understand our results.
We note that to establish the efficiency of the error estimator, we need to divide the stability
constant ca(yac) on both sides of the estimate. By a detailed a posteriori stability estimate, c.f.
[27, 12], we have that MNN2 /ca(yac) is of O(1). Combining the above theorems, we conclude
that the residual based error estimator locally provides a lower bound for the true error in the
sense that
1
ca(yac)
{
(ηmoTk )
2 + (ηcgTk)
2
} 1
2 ≤ C
{ k+1∑
j=k−1
‖y′a − y′ac‖ℓ2ε(LTj ) +
k+1∑
j=k−1
hTj‖f − f¯T ‖ℓ2ε(LTj )
}
, (4.36)
with certain modification at the a/c interface and C only depends on the mesh regularity but
(almost) not on yac. The estimates of the constants may be sharper if we specify the interaction
potential. However, we decide to keep the generic formulation of V so that our analysis can be
applied to a large class of energy-based a/c method as long as it preserves the basic structure
of the variational formulation.
We do not expect the so-called asymptotic exactness to hold (which means the error estimator
asymptotically equals to the true error as mesh size tends to zero [4]) in our problem. This is
due to the generic formulation of our atomistic model which is nonlinear, nonlocal and discrete
and introduces even larger discrepancy with the coupling problem for the stress tensors as the
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mesh is refined towards the underline lattice. However, since the model adaptivity is imposed
when the mesh size becomes small, we observe an efficiency factor (error estimator divided by
the actual error) being almost constant in our numerical experiments, c.f. Fig. 3 in Section 6.
5. The hybrid error estimator for A/C coupling method
Having established the efficiency of the residual based error estimator, we turn our attention
to the gradient recovery type of a posteriori error estimator which is popular in the engineering
and scientific computing community. Such popularity is due to the simplicity of implementation
of the gradient recovery estimator which only depends on the computed solution but not any
a priori knowledge of the external load. The gradient recovery estimator was first introduced
in [38] for the adaptive finite element solution for Poisson equation in 2D and the application
of the gradient recovery estimator in a/c coupling problem dates back to [33].
In the present section, we first derive the classical gradient recovery error estimator with
ajustment to the underline coupling method and prove its equivalence with the coarse-graining
residual and the model residual respectively in the continuum region. We then combine the
classical gradient recovery error estimator in the continuum region and our model residual
on the interface together to give a new a posteriori error estimator which only depends the
computed solution yac (or uac).
5.1. Construction of the classical gradient recovery error estimator. To derive the
gradient recovery error estimator, we first define a mesh-dependent scalar product (·, ·)h on
P1(Th) by
(vh, wh)h :=
∑
k∈K c∪{K1−1}
hTk
2
{ ∑
ℓ∈NTk
vh|Tk(εℓ)wh|Tk(εℓ)
}
, ∀vh, wh ∈ P1(Th), (5.1)
where ψ|Tk(x) := limt→x;t∈Tk ψ(t) and NT denotes the indices of the two nodes associated with
the element T . With the definition hω˜k :=
hTk+hTk+1
2 , we can rewrite (5.1) in the nodewise form
(vh, wh)h :=
∑
k∈K c
hω˜kv
h
ℓk
whℓk +
ε
2
∑
k∈{K1−1,K2+1}
vhℓkw
h
ℓk
, ∀vh, wh ∈ P1(Th). (5.2)
We define Guh ∈ Uh by
(Guh, vh)h = (∇uh, vh)h, ∀vh ∈ P1(Th). (5.3)
By (5.2) and (5.3), the nodal values of Guac are given by
Guacℓk =

∑
p∈{k,k+1}
hp
hp+hp+1
∇uac|Tp , k ∈ K c,
∇uac|Tk , k = K1 − 1,
∇uac|Tk+1 , k = K2 + 1.
(5.4)
The operator G can be extended to y ∈ Yh with the same definition as in (5.4).
The gradient recovery error estimator is then defined by
(ηz)2 :=
∑
k∈K c
Th
(ηzTk)
2, (5.5)
with the elementwise contribution
ηzTk =

‖Guac −∇uac‖ℓ2ε(LTk ) ≡ ‖Gyac −∇yac‖ℓ2ε(LTk ), k ∈ K˚
c
Th
,
‖Guac −∇uac‖ℓ2ε(∪4j=0LTk+i) ≡ ‖Gyac −∇yac‖ℓ2ε(∪1j=0LTk+i), k = K1 − 2,
‖Guac −∇uac‖ℓ2ε(∪4j=0LTk−i) ≡ ‖Gyac −∇yac‖ℓ2ε(∪1j=0LTk−i ), k = K2 + 3.
(5.6)
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The identity holds by yac − ya = uac − ua as ucp(x) = ycp(x)− Fx, cp ∈ {a, ac}.
Using (5.3) (5.1) and (5.2), we can derive an equivalent nodewise formulation of the gradient
recovery estimator, which will be used in the analysis, is given by
(Guac −∇uac, Guac −∇uac)h
=(∇uac,∇uac)h − (Guac, Guac)h
=
∑
k∈K c
∑
T⊂ω˜k
|T |
2
(∇uac|T )2 + ε
2
(∇uac|TK1−1)2 +
ε
2
(∇uac|TK2+2)2
−
∑
k∈K c
1
4hω˜k
( ∑
T⊂ω˜k
|T |∇uac|T
)2
+
ε
2
(∇uac|TK1−1)2 +
ε
2
(∇uac|TK2+2)2
=
∑
k∈K c
[
(
hTkhTk+1
4hω˜k
)
1
2
∣∣∇uac|Tk+1 −∇uac|Tk ∣∣]2
≡
∑
k∈K c
(
hTkhTk+1
4hω˜k
)
∣∣∇yac|Tk+1 −∇yac|Tk ∣∣2 =: ∑
k∈K c
(ηzk)
2, (5.7)
It can be shown that (see Appendix B.3)
1
2
(ηz)2 ≤
∑
k∈K c
(ηzk)
2 ≤ 3(ηz)2. (5.8)
Remark 8.
(1) The definition of the gradient recovery operator G is identical to the that for Poisson
equation in the continuum region (c.f. Chapter 1.5 [36]) but is modified near the
interface since the solution in the atomistic region does not contribute to the residual
based error estimator.
(2) Since the values of Guac (or Gyac) is not specified in the atomistic region and the
interface region, we simply understand Guac (or Gyac) as one of the elements in Uh (or
Yh) that satisfy (5.4).
(3) As we did for the residual based estimator, we include all the interface influence in the
second elements in the continuum region as shown in the last two cases in (5.6).

5.2. Equivalence of the coarse graining residual and the gradient recovery error
estimator. We prove the equivalence of the gradient recovery error estimator and the coarse-
graining residual. With the help of the definition of the nodewise contribution of the gradient
recovery estimator, we first present the following lemma showing the equivalence of the jumps
of the stress tensor and the coarse-graining residual:
Lemma 12. Let f¯ω˜k be an weighted average of the external force on ω˜k defined by
f¯ω˜k =

sgn
(
hTk f¯Tk+hTk+1 f¯Tk+1
hTk+hTk+1
)
hTk |f¯Tk |+hTk+1 |f¯Tk+1 |
hTk+hTk+1
, k ∈ K˚ c,
f¯Tk , k = K1 − 2,
f¯Tk+1 , k = K2 + 2.
(5.9)
Assume the mesh is regular such that there exists a κ ∈ (12 , 1) satisfying
κ ≤ hω˜k
hTk
and κ ≤ hω˜k
hTk+1
, ∀k ∈ K c. (5.10)
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Suppose further that the data oscillation satisfies
h2ω˜k‖f − f¯ω˜k‖2ℓ2ε(Lω˜k ) ≤ min
(κ
4
,
κ2
(2κ− 1)2
)
(ηcgk )
2, k ∈ K c. (5.11)
By the definition of ηcgk in (3.11), the following equivalence holds:
κ
4
(ηcgk )
2 ≤ hω˜k |σack (yac)− σack+1(yac)|2 ≤
9κ2
(2κ − 1)2 (η
cg
k )
2, ∀k ∈ K c. (5.12)
Proof. We first construct the discrete edge bubble function bEk ∈ Uh such that
bEkℓ =

ℓ−ℓk−1
ℓk−ℓk−1 , ℓ ∈ LTk ,
ℓk+1−ℓ
ℓk+1−ℓk , ℓ ∈ LTk+1 ,
0, otherwise ,
(5.13)
whose support is ω˜k. By the weak formulation of the coupling problem (2) and the definition
of bEk , we have
σack (yac)− σack+1(yac) =
∑
k∈K ac
hTkσ
ac
k (yac)∇bEk |Tk = ε
∑
ℓ∈Lω˜k
fℓb
Ek
ℓ . (5.14)
We first prove the lower bound estimate in (5.12). We rewrite (5.14) as
ε
∑
ℓ∈Lω˜k
f¯ω˜kb
Ek
ℓ = σ
ac
k (yac)− σack+1(yac) + ε
∑
ℓ∈Lω˜k
(f¯ω˜k − fℓ)bEkℓ . (5.15)
For k ∈ K˚ c, the square of the left hand side of (5.15) times hω˜k can be estimated by
hω˜k
(
ε
∑
ℓ∈Lω˜k
f¯ω˜kbk(ℓ)
)2
=hω˜k
(hTk |f¯Tk |+ hTk+1 |f¯Tk+1 |
hTk + hTk+1
hω˜k
)2
≥1
2
(hω˜k
hTk
h2Tk‖f¯Tk‖2ℓ2ε(LTk ) +
hω˜k
hTk
h2Tk+1‖f¯Tk+1‖2ℓ2ε(LTk+1 )
)
≥ κ(ηcgk )2, (5.16)
where ηcgk is defined in (3.11). Applying Cauch-Schwarz inequality and inequality of the arith-
metic mean to the right hand side of (5.15), we have
κ(ηcgk )
2 ≤ 2hω˜k
{
|σack (yac)− σack+1(yac)|2 + hω˜k‖f − f¯ω˜k‖2ℓ2ε(Lω˜k )
}
. (5.17)
Similar analysis applies to k = K1 − 2,K2 + 2 with a light modification according to the
definition of ηcgk at the two nodes. Using assumption (5.11), we obtain the lower bound.
For the upper bound in (5.12), we use Cauchy Schwarz inequility and the triangle inequality
to obtain
hω˜k |σack (yac)− σack+1(yac)|2 =hω˜k |ε
∑
ℓ∈Lω˜k
fℓb
Ek
ℓ |2
≤h2ω˜k
(
‖f¯ω˜k‖2ℓ2ε(Lω˜k ) + ‖f − f¯ω˜k‖
2
ℓ2ε(Lω˜k )
)
. (5.18)
The upper bound holds simply by the assumption (5.11) and the mesh regularity
hω˜k
hTk
≤ κ
2κ− 1 ,
hω˜k
hTk+1
≤ κ
2κ− 1 . (5.19)
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
We then prove the equivalence of the gradient recovery error estimator and the jump of the
stress tensor which is given by the following lemma.
Lemma 13. Suppose the gradient jumps on the interface satisfy the following inequality
max
K left∈{K1−1,K1}
Kright∈{K2,K2+1}
{|
∇yac|T
Kleft
−∇yac|T
Kleft+1
∇yac|TK1−2 −∇yac|TK1−1
|, |
∇yac|T
Kright
−∇yac|T
Kright+1
∇yac|TK2+2 −∇yac|TK2+3
|} ≤ 3. (5.20)
Then for k ∈ K c, we have the following equivalence
9
(
mNN2
)2
(ηzk)
2 ≤ hω˜k |σack (yac)− σack+1(yac)|2 ≤ 25
(
MNN2 )
2 κ
2
(2κ− 1)2 (η
z
k)
2. (5.21)
where mNN2 and M
NN
2 are defined in (2.34).
Proof. By the definition of σack for k ∈ K˚ c and the mean value theorem we have
σack (yac)− σack+1(yac) =W ′(∇yh|Tk)−W ′(∇yh|Tk+1) =W ′′(ξk)(∇yac|Tk −∇yac|Tk+1), (5.22)
where ξk ∈ conv(∇yac|Tk ,∇yac|Tk+1) and
W ′′(F ) =2∂1,1V (~F ) + 8∂2,2V (~F )− 2∂1,−1V (~F ) + 4∂1,2V (~F )
− 4∂2,−1V (~F ) + 4∂−1,−2V (~F )− 4∂1,−2V (~F )− 8∂2,−2V (~F ), (5.23)
with ~F := (F, 2F,−F,−2F ). Here we have used the symmetry that ∂1,1V (~F ) = ∂−1,−1V (~F )
and ∂2,2V (~F ) = ∂−2,−2V (~F ), and the differentiability of V so that ∂jiV (~ζ) = ∂ijV (~ζ). Then
by the definition of ηzk we obtain
4W ′′(ξk)2(ηzk)
2 ≤ hω˜k |σack (yac)−σack+1(yac)|2
=4W ′′(ξk)
h2ω˜k
hTkhTk+1
(ηzk)
2 ≤ 4κ
2
(2κ − 1)2W
′′(ξk)2(ηzk)
2.
Applying the 1 we establish the estimate (5.21) for k ∈ K˚ c. The analysis for k = K1−2,K2+2
are similar but more involved because of the different formulation of σac on the interface. To
limit the length of the present work, we put it in Appendix B.4 where (5.20) is used. 
Combining 12 with 13 and using (5.8), we have the following equivalence
Theorem 14. The following equivalence holds for the coarse-graining residual and the gradient
recovery error estimator that
Cz−cgηz ≤ ηcg ≤ Cz−cgηz, (5.24)
where ηcg and ηz are defined in (3.9) and (5.5) respectively and the constants are given by
Cz−cg =
(2κ− 1)mNN2√
2κ
and C
cg−z
=
10
√
3κMNN2
2κ− 1 . (5.25)
Remark 9. The proof of the equivalence between the coarse-graining residual and the gradient
revery error estimator essentially follows a similar line as that in [7]. In order for the estimate
to hold, we expect that the data oscillation hω˜k‖f − f¯ω˜k‖ℓ2ε(Lω˜k ) is of higher order compared
with ηcgk which is proved in Appendix B.5. 
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5.3. Equivalence of the gradient recovery error estimator and the modified model
residual. We prove the equivalence of the gradient recovery error estimator and a modification
of the model residual, which will be defined in the next theorem, in the continuum region.
Theorem 15. Let k ∈ K˚ c and Nω˜k :=
|LTk∪LTk+1 |
2 . The following equivalence holds that
Cz−moηzk ≤ N
1
2
ω˜k
(ηmok ) ≤ Cz−moηzk, (5.26)
where ηmok and η
z
k are defined in (3.4) and (5.7) respectively and the constants are given by
Cz−mo =
κ
2
mNNN2 and C
z−mo
=
6κ
2κ− 1M
NNN
2 . (5.27)
Proof. By the definition of ηmok and η
z
k, we have
Nω˜k(η
mo
k )
2 = hω˜k
ℓk+3∑
ℓ=ℓk−2
(Rmoℓ )
2 and (ηzk)
2 = (
hTkhTk+1
4hω˜k
)
∣∣∇yac|Tk+1 −∇yac|Tk ∣∣2, (5.28)
from which we easily expect the equivalence of the two by the definitions of Rmoℓ in (3.2) and
the stress tensors σaℓ and σ
ac
ℓ in (2.8) and (2.26). However, the proof is then rather tedious
which consists of a load of multi variable Taylor expansion and a subtle discussion of signs and
magnitudes of second order partial derivatives of V . Therefore, we leave detail to Appendix
B.6. 
5.4. The hybrid error estimator for a/c coupling method. Having established the equiv-
alence of the classical gradient recovery error estimator and the coarse-graining and the model
residual, we are ready to propose the hybrid a posteriori error estimator for our a/c coupling
method, which, in an elementwise form, is given by
ηhybridTk =

{[
Cz−cgηzTk
]2
+ (C
z−mo)2
2
[
N˜−1k−1(η
z
k−1)
2 + N˜−1k (η
z
k)
2
]} 1
2 , k ∈ K˚ c
Th
,{[
Cz−cgηzTk
]2
+ 12N˜
−1
k−1(C
z−moηzk−1)
2 + (ηmok )
2
} 1
2 , k = K1 − 2,{[
Cz−cgηzTk
]2
+ (ηmok−1)
2 + 12N˜
−1
k (C
z−moηzk)
2
} 1
2 , k = K2 + 3,
(5.29)
where ca(yh) is the a posteriori stability constant and
Cz−cg =
Cz−cg + Cz−cg
2
and Cz−mo =
Cz−mo + Cz−mo
2
. (5.30)
There are several comments we need to give at this moment.
First of all, the reason for which we use the hybrid error estimator instead of the gradient
recovery error estimator is that the gradient recovery estimator may not correctly reflect the
influence of the model error at the interface which may be a more serious problem in higher
dimensions [37]. The idea behind the hybrid estimator is that we use a certain multiple of the
gradient recovery estimator to approximate the residual based error estimator in the continuum
region while keeping the residual based estimator on the interface whose effectiveness and
efficiency have been proved.
Second, the computational cost of the hybrid error estimator is only of O(K) for any generic
external load f as opposed to O(N) for the residual based counterpart (we need to first compute
‖f‖ℓ2ε(LTk ) to obtain any type of average f¯Tk which essentially increase the computational cost).
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Third, the constants Cz−cg, Cz−cg, Cz−mo and Cz−mo are unknown because of the generic
constants MNN2 ,m
NN
2 ,M
NNN
2 and m
NNN
2 . In practice, we estimate these generic constants a
posteriorily to be
MNN2 = sup
ℓ∈C∪I,
i=±1
|∂iiV (Dyhℓ )|, mNN2 = inf
ℓ∈C∪I,
i=±1
|∂iiV (Dyhℓ )|,
MNNN2 = sup
ℓ∈C∪I,
(i,j)∈SNNN1
|∂ijV (Dyhℓ )|, mNNN2 = inf
ℓ∈C∪I,
(i,j)∈SNNN1
|∂ijV (Dyhℓ )|. (5.31)
where SNNN1 ,SNNN2 and SNNN3 are defined by (2.31), (2.32) and (2.33) respectively. We note
that the computation cost of these constants is again of O(K). The constants Cz−cg and Cz−mo
are then chosen as the average of the related constants as a result of the equivalence relations
(5.24) and (5.26).
6. Numerical Experiments
In this section, we present numerical experiments to illustrate the results of our analysis. We
will propose an adaptive mesh refinement algorithm using the two different error estimators
derived earlier, and show numerically that both estimators lead to an optimal convergence rate
in terms of the number of degrees of freedom as we expect. In addition, we show the efficiency
factors of the two estimators remain in a satisfactory level which is within our estimate.
With certain adjustments, the problem we consider here follows that in [27] which is a typical
testing case in 1D. We fix our computational domain Ω = [−1/2 − 10−4, 1/2 + 10−4], F = 1,
N = 2L, and let V be the site energy given by an EAM model as
V (Dyℓ) =
1
2
∑
i∈{1,2};j∈{−1,−2}
(φ(Diyℓ) + φ(−Djyℓ))
+ F˜
( ∑
i∈{1,2};j∈{−1,−2}
[
ψ(Diyℓ) + ψ(−Djyℓ)
])
,
where φ(r) = e−2a(r−1) − 2e−a(r−1), ψ(r) = e−br and F˜ (ρ) = c[(ρ − ρ0)2 + (ρ − ρ0)4], with the
parameter a = 4.4, b = 3, c = 5, ρ0 = 6e
−b. We defined the external force fℓ to be
fℓ =
 −0.4(1 +
1
2εℓ), for −L ≤ ℓ < 0,
0.4( 12εℓ − 1), for 0 < ℓ ≤ L,
0, for ℓ ∈ {−(L+ 5), . . . ,−(L+ 1), L+ 1, . . . , L+ 5}.
Note that f behaves essentially like |x|−1, which is a typical decay rate for elastic fields
generated by localized defects in 2D/3D which may be not be created by local perturbations
in our 1D model and other reasons for which the external force is such defined can be found
in detail in [27, Section 6]. The adjustment we make here is that we leave the force zero on
either boundaries of our computational domain for a purely technical reason that, according to
our mesh structure introduced immediately in 6.1, the data oscillation hω˜k‖f − f¯ω˜k‖2ℓ2ε(Lω˜k ) of
higher order compared with ηcg which is shown in Appendix B.5.
6.1. Adaptive algorithm. We first define the error estimators according to which we drive
the mesh refinement. The element error estimators for the residual based algorithm are given
by (cf. (3.5) and (3.10))
(ρresTk )
2 :=
1
ca(yh)
{
(ηmoTk )
2 + (ηcgTk)
2, if k ∈ K c
Th
,
0, otherwise.
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Figure 2. Relative errors in the deformation gradient plotted against the num-
ber of degrees of freedom for two types of mesh refinements.
The element error estimators for the hybrid based algorithm are given by (cf. 5.29)
ρhybridk :=
1
ca(yh)
{
ηhybridTk , if k ∈ K cTh ,
0, otherwise.
Here we define the averaging force f¯Tk to be
f¯Tk := sgn(f |Tk)h−1Tk ‖f‖L2(Tk). (6.1)
Note that f¯Tk is well-defined since we may assume that the sign of f keeps the same on any
element Tk for the force in our experiment.
In the following algorithm, let ρTk ∈ {ρresTk , ρ
hybrid
Tk
}. Our algorithm is based on established
ideas from the adaptive finite element literature [10].
Algorithm 1 (A posteriori mesh refinement).
(1) Add the nodes 0,±ε, . . . ,±3ε,±Lε,±(L + 5)ε to the mesh. Keep the elements T1 :=
[−(L+ 5)ε,−Lε] and TK := [Lε, (L+ 5)ε] fixed in subsequent meshes.
(2) Compute: Compute the QC solution on the current mesh, compute the estimators ρTk .
(3) Mark: Choose a minimal subset M⊂ {1, . . . ,K} of indices such that
∑
k∈M
ρ2Tk ≥
1
2
K∑
k=1
ρ2Tk . (6.2)
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Figure 3. Efficiency factors plotted against the number of degrees of freedom
for two types of mesh refinements.
(4) Refine: Bisect all elements T hk with indices belonging to M. If an element that needs
to be refined is adjacent to the atomistic region, merge this element into the atomistic
region and create a new atomistic to continuum interface.
(5) If the resulting mesh reaches a prescibed maximal number of degrees of freedom, stop
algorithm; otherwise, go to Step (2).

6.2. Numerical Results. We summarize the results of the computations with meshes gener-
ated by the adaptive algorithm with both the residual based and the hybrid error estimators.
In addition, we plot the ratios between the maximum and minimum values of different groups
of the second-order derivatives ∂ijV to support the assumptions we proposed 1.
(1) In 2 we display the relative errors for the two types of mesh generation algorithms.
The differences between the results produced by the two algorithms is negligible. We
observe the convergence rates close to (#DoF)−1 for both algorithms as expected.
(2) The efficiency indicators (estimate divided by the actual error) are displayed in 3, from
which we observe that both the residual based error estimator and the hybrid error
estimator possess good efficiency throughout the computations. The hybrid estimator
has a slightly larger efficiency factor because of the estimated constants Cz−cg and
Cz−mo defined in (5.30) whose actual values are difficult (if not impossible) to track.
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(3) 4 displays the ratios of second-order derivatives ∂ijV and ∂ijΦ
a. In particular, we define
R1V := inf
ℓ∈L,
i=±1
|∂iiV (yacℓ )|/ sup
ℓ∈L,
(i,j)∈SNNN1
|∂ijV (yacℓ )|, (6.3)
R2V := inf
ℓ∈L,
(i,j)∈SNNN1
|∂iiV (yacℓ )|/ sup
ℓ∈L,
(i,j)∈SNNN2
|∂ijV (yacℓ )|, (6.4)
R3V := inf
ℓ∈L,
(i,j)∈SNNN2
|∂iiV (yacℓ )|/ sup
ℓ∈L,
(i,j)∈SNNN3
|∂ijV (yacℓ )|, (6.5)
where where SNNN1 ,SNNN2 and SNNN3 are defined by (2.31), (2.32) and (2.33). We find
that the nearest-neighbour derivatives |∂11V (g)| and |∂33V (g)| are significantly larger
than other types of derivatives in terms of the absolute value which essentially reflects
the nearest-neighbor dominant feature of our interaction potential.
(4) In 4, we also test the assumption for two pair potential cases as RMΦ and R
LJ
Φ , which are
defined by
RMΦ := inf
ℓ∈L,
i=±1
|∂iiΦM(yacℓ )|/ sup
ℓ∈L,
(i,j)∈SNNN1
|∂ijΦM(yacℓ )|, (6.6)
and
RLJΦ := inf
ℓ∈L,
i=±1
|∂iiΦLJ(yacℓ )|/ sup
ℓ∈L,
(i,j)∈SNNN1
|∂ijΦLJ(yacℓ )|, (6.7)
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where ΦM and ΦLJ respectively denote Morse potential and Lennard-Jones potential.
The explicit form of these two types of potential are given by
Φγℓ (y) =
1
2
[φγ(y′ℓ+1) + φ
γ(y′ℓ) + φ
γ(y′ℓ+1 + y
′
ℓ+2) + φ
γ(y′ℓ−1 + y
′
ℓ)], γ ∈ {M,LJ}, (6.8)
and
φM(r) = e−10(r−1) − 2e−5(r−1), (6.9)
φLJ(r) = r−12 − 2r−6. (6.10)
We note that for pair potentials all the cross derivative terms vanish and only one
ratio is related which is essentially equivalent to R1V in 6.3 for the many-body case.
We can conclude that both a posteriori error indicators can be used to select meshes that are
quasi-optimal at least for our model problem (also c.f. [27, Section 6 Figure 1] for the discussion
of quasi-optimality).
7. Conclusion
We have derived and analyzed two different types of a posteriori error estimators for the
GRAC a/c coupling method in 1D. The residual based error estimator is proved to be efficient
that provides both the upper bound globally and the lower bound (up to some generic constants)
locally for the true error between the solution of the coupling model and the atomistic model.
Our analysis applies to generic energy-based a/c methods and interaction potentials. We then
analyzed the gradient recovery type error estimator which is easy to implement and hence is
widely used in computational material science and engineering community. We proved the
equivalence between the residual based and (a modified) gradient recovery error estimators in
the continuum region. However, in order to keep the error estimator sharp on the interface which
is important in the adaptive solution of our coupling model, we combine the two types of error
estimators to propose a hybrid error estimator. Our numerical experiments then indicate that
both estimators give the correct convergence rate and illustrate the efficiency of the estimators.
We conclude by pointing out the merit of the extension of our analysis to higher dimensional
problems. The residual based a posteriori error estimate for GRAC model in 2D has been
proposed in [37] where the complexity of implementation is encountered. One particular diffi-
culty is the implementation and the computation of the model error along each finite element
boundary which requires the tracing of discrepancy of the geometry of the underline lattice and
the coarse-grained mesh. However, our analysis of the efficiency of the residual based estimator
and derivation of the hybrid estimator essentially imply that influence of the model error in the
continuum region may be marginal compared with the coarse-graining error, especially on the
large elements. We believe that similar phenomenon appears in higher dimensions and can be
rigorously proved with careful (but maybe much more involved) consideration, for which our 1D
analysis provides a valuable stepping-stone. Moreover, the hybrid error estimator may also be
extended to higher dimensions where the effect of the interface plays much more important role
in adaptivity (c.f. [37]) and can be used for more efficient but reliable application of adaptive
atomistic-to-continuum coupling methods.
Appendix A. Detailed Formulations by Some Symbols
A.1. Details on the deformation gradient Dyh. We write out the specific form of Dyh.
Inside the continuum region where k ∈ K˚ c, we define the deformation gradient Dyhℓ , whose
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support index is {ℓk−1 + 2, ..., ℓk + 1}, by
Dyhℓ =

(y′h|Tk , y′h|Tk + y′h|Tk+1 ,−y′h|Tk ,−2y′h|Tk), ℓ = ℓk − 1,
(y′h|Tk+1 , 2y′h|Tk+1 ,−y′h|Tk ,−2y′h|Tk), ℓ = ℓk,
(y′h|Tk+1 , 2y′h|Tk+1 ,−y′h|Tk+1 ,−y′h|Tk − y′h|Tk+1), ℓ = ℓk + 1,
(y′h|Tk , 2y′h|Tk ,−y′h|Tk ,−2y′h|Tk), otherwise.
Around the interface, we have
Dyhℓ =
{
(y′h|TK1−1 , y′h|TK1−1 + y′h|TK1 ,−y′h|TK1−2 ,−2y′h|TK1−2), ℓ = ℓK1−2,
(y′h|TK2+3 , 2y′h|TK2+3 ,−y′h|TK2+2 ,−y′h|TK2+1 − y′h|TK2+2), ℓ = ℓK2+2.
Finally, for the atoms inside the atomistic region where k = K1 − 1, . . . ,K2 +1, the formula
of Dyh is simply given by
Dyhℓk = (y
′
h|Tk+1 , y′h|Tk+1 + y′h|Tk+2 ,−y′h|Tk ,−y′h|Tk−1 − y′h|Tk).
A.2. Details on the stress tensors of the coupling model σ¯ack (yh). Upon defining
∂jV
i
−(Dyℓ) := ∂jV (D1yℓ,D2yℓ,D−1yℓ, 2D−1yℓ),
∂jV
i
+(Dyℓ) := ∂jV (D1yℓ, 2D1yℓ,D−1yℓ,D−2yℓ),
the elementwise stress tensors of the coupling model σ¯ack (yh) is given by
σ¯ack (yh) =

σaℓk(yh), k ∈ K˜ a,
W ′(y′h|Tk), k ∈ K˜ c,
1
2W
′(y′h|Tk)− ∂−1V i−(Dyhℓk)− 2∂−2V i−(Dyhℓk), k = K1 − 1,
∂1V
i−(Dyhℓk−1)− ∂−1V i−(Dyhℓk)
+∂2V
i−(Dyhℓk−1)− 2∂−2V i−(Dyhℓk)− ∂−2V (Dyhℓk+1), k = K1,
∂1V
i−(Dyhℓk−1)− ∂−1V (Dyhℓk) + ∂2V i−(Dyhℓk−2)
+∂2V
i−(Dyhℓk−1)− ∂−2V (Dyhℓk)− ∂−2V (Dyhℓk+1), k = K1 + 1,
∂1V (Dy
h
ℓk−1
)− ∂−1V (Dyhℓk) + ∂2V i−(Dyhℓk−2)
+∂2V (Dy
h
ℓk−1
)− ∂−2V (Dyhℓk)− ∂−2V (Dyhℓk+1), k = K1 + 2,
∂1V (Dy
h
ℓk−1
)− ∂−1V (Dyhℓk) + ∂2V (Dyhℓk−1)
+∂2V (Dy
h
ℓk−2
)− ∂−2V (Dyhℓk)− ∂−2V +i (Dyhℓk+1), k = K2 − 1,
∂1V (Dy
h
ℓk−1
)− ∂−1V i+(Dyhℓk) + ∂2V (Dyhℓk−1)
+∂2V (Dy
h
ℓk−2
)− ∂−2V i+(Dyhℓk)− ∂−2V i+(Dyhℓk+1), k = K2,
∂1V
i
+(Dy
h
ℓk−1
)− ∂−1V i+(Dyhℓk)
+∂2V (Dy
h
ℓk−2
) + 2∂2V
i
+(Dy
h
ℓk−1
)− ∂−2V i+(Dyhℓk), k = K2 + 1,
1
2W
′(y′h|Tk) + ∂1V i+(Dyhℓk−1) + 2∂2V i+(Dyhℓk−1), k = K2 + 2.
(A.1)
where ~F := (F, 2F,−F,−2F ), W ′(F ) := ∑j=±1(−1) j−12 [∂jV (~F ) + 2∂2×jV (~F )] and σaℓk(yh) is
given in (2.8).
Appendix B. Proofs for Some Auxiliary Results
B.1. Proof for propositions (4.4)(4.5)(4.6). Here, we give the proof for the two propositions
(4.4)(4.5)(4.6) and estimate the values of C1, C2 and C3.
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Proof. In the following proof, we use the symbols ℓk1 = ℓk−1+3 and ℓk2 = ℓk−3 for simplification.
For proposition (4.4). We can compute the discrete derivative bTkℓ
′
as
bTkℓ
′
=
{
4
h2
Tk
(xk1 + x
k
2 + ε− 2εℓ), ℓ = ℓk1 + 1, . . . , ℓk2 ,
0, otherwise .
Therefore, we have
‖bTk ′‖2
ℓ2ε(L˚Tk )
=
16ε3
h˚4Tk
ℓk2∑
ℓ=ℓk1+1
[4ℓ2 + 4(ℓk1 + ℓ
k
2 + 1)ℓ+ (ℓ
k
1 + ℓ
k
2 + 1)
2]. (B.1)
Apply the following facts:
n∑
i=1
i =
i(i+ 1)
2
; (B.2)
n∑
i=1
i2 =
i(i+ 1)(2i + 1)
6
, (B.3)
and then we have
‖bTk ′‖2
ℓ2ε(L˚Tk )
=
16
3
[1− ( ε
h˚Tk
)2]h−1Tk , (B.4)
which leads us to the result (4.4).
For proposition (4.5). Similarly we compute
‖bTk‖2
ℓ2ε(L˚Tk )
=
16ε5
h˚4Tk
ℓk2∑
ℓ=ℓk1+1
{ℓ4−2(ℓk1+ℓk2)ℓ3+[(ℓk1)2+4ℓk1ℓk2+(ℓk2)2]ℓ2−2ℓk1ℓk2(ℓk1+ℓk2)ℓ+(ℓk1)2(ℓk2)2}.
(B.5)
By the facts
n∑
i=1
i3 =
1
4
i2(i+ 1)2; (B.6)
n∑
i=1
i4 =
i(i+ 1)(2i + 1)(3i2 + 3i− 1)
30
, (B.7)
together with (B.2) and (B.3), we have
‖bTk ′‖2
ℓ2ε(L˚Tk )
=
8
15
[1− ( ε
h˚Tk
)4 ]˚hTk , (B.8)
and the result (4.5) can then be directly obtained by taking square root on both sides of the
equation above.
For proposition (4.6). We directly calculate that
ε
ℓk2∑
ℓ=ℓk1+1
bTkℓ =
4ε3
h˚2Tk
ℓk2∑
ℓ=ℓk1+1
[−ℓ2 + (ℓk1 + ℓk2)ℓ− ℓk1ℓk2 ]. (B.9)
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Again by (B.2) and (B.3), we have
ε
ℓk2∑
ℓ=ℓk1+1
bTkℓ =
2
3
[1− ( ε
h˚Tk
)2 ]˚hTk , (B.10)
which gives us proposition (4.6). 
B.2. Proof for (2.20).
Proof. We write the inner product 〈f, yh〉ε as
〈f, yh〉ε = ε
∑
ℓ∈C\{ℓK2+2}
fℓy
h
ℓ + ε
ℓK2+2∑
ℓ=ℓK1−1
fℓy
h
ℓ , (B.11)
where
ε
∑
ℓ∈C\{ℓK2+2}
fℓy
h
ℓ
=ε
∑
k∈K c\{K2+2}
∑
ℓ∈LTk
[yℓk−1 +
yℓk − yℓk−1
hTk
(ℓ− ℓk−1)ε]fℓ
=ε
∑
k∈K c\{K2+2}
∑
ℓ∈LTk
ℓ− ℓk−1
hTk
εfℓyℓk + ε
∑
k∈K c\{K2+2}
∑
ℓ∈LTk+1
(1− ℓ− ℓk
hTk+1
ε)fℓyℓk
=ε
∑
k∈K˚ c
{
ε
∑
ℓ∈LTk
ℓ− ℓk−1
hTk
εfℓ +
∑
ℓ∈LTk+1
(1− ℓ− ℓk
hTk+1
ε)fℓ
}
yℓk
+ε
∑
ℓ∈LTK1−2
ℓ− ℓK1−3
hK1−2
εfℓyℓK1−2 + ε
∑
ℓ∈LTK2+3
(1− ℓ− ℓK2+2
hK2+3
ε)fℓyℓK2+2 , (B.12)
and
ε
ℓK2+2∑
ℓ=ℓK1−1
fℓy
h
ℓ = ε
K2+2∑
k=K1−1
fℓky
h
ℓk
. (B.13)
Combining (B.12) and (B.13), we can write (B.11) into the form of
〈f, yh〉ε =
∑
k∈K ac
εf¯ky
h
ℓk
,
where the projected force f¯k has been given in (2.20).

B.3. Proof for (5.8).
Proof. To prove (5.8), we only need to show that: for any vh ∈ Uh, we have
(vh, vh)h ∼ ‖vh‖2ℓ2ε(C∪I\{ℓK2}). (B.14)
The right part of (B.14) can be easily computed as
‖vh‖2ℓ2ε(C∪I\{ℓK2}) = A
N +BN ,
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where
AN :=
∑
k∈K c
Th
{hTk
3
[(vhℓk)
2 + vhℓkv
h
ℓk−1
+ (vhℓk−1)
2] +
ε
2
[(vhℓk)
2 − (vhℓk−1)2] +
ε2
3hTk
[vhℓk − vhℓk−1 ]2
}
,
BN :=
ε
2
∑
k∈{K1−2,K2+2}
(vhℓk)
2 + ε
∑
k∈{K1−1,K2+1}
(vhℓk)
2,
while the left part
(vh, vh)h = A
IP +BIP ,
where
AIP :=
1
2
∑
k∈K c
Th
hTk [(v
h
ℓk
)2 + (vhℓk−1)
2],
BIP :=
ε
2
∑
k∈{K1−2,K1−1,K2+1,K2+2}
(vhℓk)
2.
By using the fact that hTk ≥ ε and the mean value inequality, we have
AN ≤1
2
∑
k∈K c
Th
(hTk +
ε2
3hTk
)[(vhℓk)
2 + (vhℓk−1)
2]
≤2
3
∑
k∈K c
Th
hTk [(v
h
ℓk
)2 + (vhℓk−1)
2] =
4
3
AIP (B.15)
and
AN ≥ 1
6
∑
k∈K c
Th
hTk [(v
h
ℓk
)2 + (vhℓk−1)
2] =
1
3
AIP . (B.16)
Combining (B.15) with (B.16), we have
3
4
AN ≤ AIP ≤ 3AN .
On the other hand, it is straightforward that
1
2
BN ≤ BIP ≤ BN .
Therefore, we obtain the equivalence as
1
2
‖vh‖2ℓ2ε(C∪I\{ℓK2}) ≤ (vh, vh)h ≤ 3‖vh‖
2
ℓ2ε(C∪I\{ℓK2})

B.4. Proof for the interface case in lemma 13.
Proof. By the definition of σacK1−2(yac) and σ
ac
K1−1(yac) and the mean value theorem, we have
σacK1−2(yac)− σacK1−1(yac) = [
1
2
W ′′(ξK1−2) + ∂−1,−1V (~ζ−1,−1)− ∂−1,1V (~ζ−1,1)
− 2∂−1,2V (~ζ−1,2) + ∂−1,−2V (~ζ−1,−2)− 2∂−2,1V (~ζ−2,1)− 4∂−2,2V (~ζ−2,2) + 2∂−2,−1V (~ζ−2,−1)
+ 2∂−2,−2V (~ζ−2,−2)](y′h|TK1−2 − y′h|TK1−1) + [−∂−1,1V (~ζ−1,1)− 2∂−1,2V (~ζ−1,2)
− 2∂−2,1V (~ζ−2,1)− 4∂−2,2V (~ζ−2,2)](y′h|TK1−1 − y′h|TK1 )
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+ [−∂−1,2V (~ζ−12)− 2∂−2,2V (~ζ−2,2)](y′h|TK1 − y′h|TK1+1), (B.17)
where ξK1−2, (ζij)m ∈
⋃
k∈{K1−2,K1−1,K1} conv(∇yh|Tk ,∇yh|Tk+1). Now we apply the assump-
tion 1 and by the similar analysis as that in the proof for lemma 13, we obtain
9
4
[∂1,1V (~ξK1−2) + ∂3,3V (
~ξ
K1−2)]
2(ηzK1−2)
2 ≤ h˜K1−2|σacK1−2(yac)− σacK1−1(yac)|2
≤( 5κ
4κ− 2)
2[∂1,1V (~ξK1−2) + ∂3,3V (
~ξ
K1−2)]
2(ηzK1−2)
2.
(B.18)
Note that here ∂1,1V (~ξK1−2) + ∂3,3V (
~ξ
K1−2) > 0 by (2.36). Again we apply the assumption
1, then we observe that the equivalence (5.21) still holds when k = K1 − 2.
The analysis for the interface case k = K2 + 2 is almost same and thus we omit its proof
here. 
B.5. Proof for the statement in Remark 9. We show that the oscillated term hTk‖f −
f¯Tk‖ℓ2ε(LTk ) and h˜Tk‖f − f¯ω˜k‖ℓ2ε(Lω˜k ) are both high-order compared with ηcg, where f¯Tk :=
sgn(f |Tk)
‖f‖
L2(Tk)√
hTk
and the definition of f¯ω˜k has been given in lemma 12.
Proof. For the term h2Tk‖f − f¯Tk‖2ℓ2ε(LTk ).
We first consider the case where f > 0 and thus f¯Tk > 0 by its definition. Upon introducing
eℓ := |fℓ − f¯Tk |, we have
f¯Tkeℓ ≤ eℓ(fℓ + f¯Tk) = |f2ℓ − f2Tk | =
1
hTk
|
∫
Tk
(f2ℓ − f2)dx|. (B.19)
Now, we expand f(x) at the point (εℓk−1 + εj):
f(x) = fℓk−1+j + f
′(ξ(j))[x− (εℓk−1 + εj)] for some ξ(j) ∈ Tk,
which is immediately followed by
1
hTk
|
∫
Tk
(f2ℓk−1+j − f2)dx| =|f ′(η
(j)
1 )fℓk−1+j(hTk − 2εj) +
1
3
[f ′(η(j)2 )]
2(h2k − 3εjhTk + 3ε2j2)|
≤M2k (|hTk − 2εj|+
1
3
|h2k − 3εjhTk + 3ε2j2|)
for j = 1, 2, . . . , |LTk |, where η(j)1 , η(j)2 ∈ Tk and Mk := max{maxy∈Tk |f(y)|,maxy∈Tk |f ′(y)|}.
It is easy to check that |hTk −2εj| ≤ hTk and 14h2k ≤ |h2k−3εjhTk +3ε2j2| ≤ h2k, thus we further
have
1
hTk
|
∫
Tk
(f2ℓk−1+j − f2)dx| ≤M2k (
1
3
h2k + hTk). (B.20)
Plugging (B.20) into (B.19) will give us
eℓk−1+j ≤
M2k
f¯Tk
(
1
3
h2k + hTk)
and therefore the oscillated term h2Tk‖f− f¯Tk‖2ℓ2ε(LTk ) is indeed a high-order term compared with
(ηcgTk)
2 = 12h
3
k(f¯Tk)
2 since
h2Tk‖f − f¯Tk‖2ℓ2ε(LTk ) = h
2
kε
|LTk |∑
j=1
e2ℓk−1+j ≤ (
M2k
f¯Tk
)2(h5Tk +
2
3
h6k +
1
9
h7k).
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We omit the proof for the case f < 0 where we simply apply the similar analysis, then we
can reach to the conclusion that h2Tk‖f − f¯Tk‖2ℓ2ε(LTk ) ∼ o((η
cg
Tk
)2).
For the term h˜2Tk‖f − f¯ω˜k‖2ℓ2ε(Lω˜k ).
We consider k ∈ K c\{K}, that is, we do not consider the node on the periodic boundary of
the chain. In this way, sgn(f¯Tk) = sgn(f¯Tk+1) = sgn(f |ω˜k).
Due to the fact that the formula of f¯ω˜k inside the continuum region is different from that
near the interface, we first given the proof for k ∈ K˚ c. Similar as the analysis for the oscillated
term h2Tk‖f − f¯Tk‖2ℓ2ε(LTk ), we first consider the case where f |ω˜k > 0 and therefore both f¯Tk and
f¯Tk+1 are positive. By the definition of f¯ω˜k and η
cg
k for k ∈ K˚ c,
h˜2Tk‖f − f¯ω˜k‖2ℓ2ε(Lω˜k ) =h˜
2
Tk
‖ hTk
2hω˜k
(f − f¯Tk) +
hTk+1
2hω˜k
(f − f¯Tk+1)‖2ℓ2ε(Lω˜k )
≤2h2ω˜k [‖
hTk
2hω˜k
(f − f¯Tk)‖2ℓ2ε(Lω˜k ) + ‖
hTk+1
2hω˜k
(f − f¯Tk+1)‖2ℓ2ε(Lω˜k )]
=
1
2
h2Tk
∑
T⊂ω˜k
‖f − f¯Tk‖2ℓ2ε(LT ) +
1
2
h2Tk+1
∑
T⊂ω˜k
‖f − f¯Tk+1‖2ℓ2ε(LT )
=
1
2
h2k‖f − f¯Tk‖2ℓ2ε(LTk+1) +
1
2
h2k+1‖f − f¯Tk+1‖2ℓ2ε(LTk ) + o((η
cg
k )
2),
where we have applied the previous conclusion h2Tk‖f − f¯Tk‖2ℓ2ε(LTk ) ∼ o((η
cg
Tk
)2). Now we only
need to show that
1
2
h2k‖f − f¯Tk‖2ℓ2ε(LTk+1 ) +
1
2
h2k+1‖f − f¯Tk+1‖2ℓ2ε(LTk ) ∼ o((η
cg
k )
2). (B.21)
For the term 12h
2
k‖f − f¯Tk‖2ℓ2ε(LTk+1 ), we expand f(x) at the point (εℓk + ℓj):
f(x) = fℓk+j + f
′(ζ(j))[x− (εℓk + εj)] for some ζ(j) ∈ Tk+1,
and then we mimic the the previous process and obtain the similar result as
1
hTk
|
∫
Tk
(f2ℓk+j − f2)dx| ≤M ′k
2
(|hTk − 2εj| +
1
3
|h2k − 3εjhTk + 3ε2j2|),
for j = 1, 2, . . . , |LTk+1 |, where M ′k := max{maxy∈Tk+1 |f(y)|,maxy∈Tk+1 |f ′(y)|}. Note that
|hTk − 2εj| ≤ hTk + hTk+1 and 14h2k ≤ |h2k − 3εjhTk + 3ε2j2| ≤ 3(hTk + hTk+1)2, we obtain
eℓk+j ≤
M ′k
2
f¯Tk
(4h˜2k + 2hω˜k).
Therefore,
1
2
h2Tk‖f − f¯Tk‖2ℓ2ε(LTk+1 ) =
1
2
h2kε
|LTk+1 |∑
j=1
e2ℓk+j ≤2h2TkhTk+1(
M ′k
2
f¯Tk
)2(2h2ω˜k + hω˜k)
2
≤ 2
κ3
(
M ′k
2
f¯Tk
)2(h5ω˜k + 4h
6
ω˜k
+ 4h7ω˜k). (B.22)
Note that the last step in (B.22) is a direct application of the mesh regularity assumption
(5.10). The mesh regularity further gives us
(ηcgk )
2 =
1
2
[(ηcgTk)
2 + (ηcgTk+1)
2] =
1
4
[h3k(f¯Tk)
2 + h3k+1(f¯Tk+1)
2]
ANALYSIS OF A POSTERIORI ERROR ESTIMATORS FOR AN A/C COUPLING METHOD 35
≥1
4
(
2κ − 1
κ
)3h3ω˜k [(f¯Tk)
2 + (f¯Tk+1)
2] (B.23)
for each k ∈ K˚ c. Comparing (B.22) with (B.23) leads us to the result 12h2k‖f − f¯Tk‖2ℓ2ε(LTk+1 ) ∼
o((ηcgk )
2). Without the detailed proof, we also give the conclusion 12h
2
k+1‖f − f¯Tk+1‖2ℓ2ε(LTk ) ∼
o((ηcgk )
2) by a similar analysis. Therefore, we have now obtained (B.21) and thus finish the
proof for the case f |ω˜k > 0. Again, we omit the proof for the case f |ω˜k < 0 since the process is
almost the same.
The analysis above contains the proof the special interface case, where the formula of f¯ω˜k is
slightly different. In order to prevent the proof from being too tedious, we do not bother with
the interface case proof. 
B.6. Detailed proof for Theorem 15.
Type of derivatives Sign maxg∈E×4 | · | ming∈E×4 | · |
∂1,1V (g) ∂−1,−1V (g) + 24.7302 22.6129
∂1,−1V (g) ∂−1,1V (g) − 0.27510 0.26670
∂22V (g) ∂−2,−2V (g) − 0.21399 0.20367
∂12V (g) ∂21V (g) + 0.01374 0.01310
∂1,−2V (g) ∂−2,1V (g) − 0.01374 0.01310
∂2,−1V (g) ∂−1,2V (g) − 0.01374 0.01310
∂−1,−2V (g) ∂−2,−1V (g) + 0.01374 0.01310
∂2,−2V (g) ∂−2,2V (g) − 0.00069 0.00064
Table 1. Range of the absolute value of the second-order derivative ∂ijV (g)
where g ∈ E×4 (the definition of the set E×4 can be found in Section 2.3); “+”
(“−”) indicates that the corresponding values are positive (negative).
Proof. We first look at one of the gradient jump terms. For the term Rmoℓ , applying the mean
value theorem allows us to obtain that
Rmoℓk−2 = σ
a
ℓk−2(y
ac)− σacℓk−2(yac) = ∂−2V (y′h|Tk , 2y′h|Tk ,−y′h|Tk ,−2y′h|Tk)
−∂−2V (y′h|Tk , y′h|Tk + y′h|Tk+1 ,−y′h|Tk ,−2y′h|Tk)
= −∂−2,2V (y′h|Tk , 2ξ,−y′h|Tk ,−2y′h|Tk)(y′h|Tk+1 − y′h|Tk), (B.24)
for some ξ ∈ conv(∇yh|Tk ,∇yh|Tk+1).
In order for simplification, we let the symbol ∂−2,2V (~ζ
−2,2
ℓk−2) denote the partial derivative
in (B.24), where ~ζ−2,2ℓk−2 can be regraded as a vector (ζ
−2,2
ℓk−2,1, 2ζ
−2,2
ℓk−2,2,−ζ
−2,2
ℓk−2,3,−2ζ
−2,2
ℓk−2,4) and
ζ−2,2ℓk−2,j ∈ conv(∇yh|Tk ,∇yh|Tk+1). Therefore, we similarly can define other ∂ijV (~ζ
ij
ℓ ) and thus
by the formulas of σaℓ (y
ac) and σacℓk (y
ac) respectively given in (2.8) and (2.26) we have
Rmoℓk−2 = −∂−2,2V (~ζ
−2,2
ℓk−2)(y
′
h|Tk+1 − y′h|Tk);
Rmoℓk−1 = −[∂−1,2V (~ζ
−1,2
ℓk−1) + ∂−2,2V (
~ζ−2,2ℓk−1) + 2∂−2,2V (
~ξ−2,2ℓk−1) + ∂−2,1V (
~ζ−2,1ℓk−1)](y
′
h|Tk+1 − y′h|Tk);
Rmoℓk = [∂1,2V (
~ζ1,2ℓk ) + ∂2,2V (
~ζ2,2ℓk )− ∂−1,1V (~ζ
−1,1
ℓk
)− 2∂−1,2V (~ζ−1,2ℓk )
−∂−2,1V (~ζ−2,1ℓk )− ∂−2,1V (~ξ
−2,1
ℓk
)− 2∂−2,2V (~ζ−2,2ℓk )− 2∂−2,2V (~ξ
−2,2
ℓk
)
36 HAO WANG AND SIYAO YANG
+∂−2,−1V (~ζ
−2,−1
ℓk
) + ∂−2,−2V (~ζ
−2,−2
ℓk
)](y′h|Tk+1 − y′h|Tk);
Rmoℓk+1 = [∂1,−1V (
~ζ1,−1ℓk+1) + 2∂1,−2V (
~ζ1,−2ℓk+1)− ∂21V (~ζ
21
ℓk+1
)− ∂22V (~ζ22ℓk+1)
+∂2,−1V (~ζ
2,−1
ℓk+1
) + ∂2,−1V (~ξ
2,−1
ℓk+1
) + 2∂2,−2V (~ζ
2,−2
ℓk+1
) + 2∂2,−2V (~ξ
2,−2
ℓk+1
)
−∂−1,−2V (~ζ−1,−2ℓk+1 )− ∂−2,−2V (~ζ
−2,−2
ℓk+1
)](y′h|Tk+1 − y′h|Tk);
Rmoℓk+2 = [∂1,−2V (
~ζ1,−2ℓk+2) + ∂2,−2V (
~ζ2,−2ℓk+2) + 2∂2,−2V (
~ξ2,−2ℓk+2) + ∂2,−1V (
~ζ2,−1ℓk+2)](y
′
h|Tk+1 − y′h|Tk);
Rmoℓk+3 = ∂2,−2V (
~ζ2,−2ℓk+3)(y
′
h|Tk+1 − y′h|Tk), (B.25)
where ~ηijℓ := (η
ij
ℓ,1, 2η
ij
ℓ,2,−ηijℓ,3,−2ηijℓ,4) ∈ R1×4, η ∈ {ζ, ξ} and ~ηijℓ,m ∈ conv(∇yh|Tk ,∇yh|Tk+1) for
m = ±1,±2. In general, a type of multi-body potential has the following property in terms of
its second-order derivative:
sgn(∂ijV (~η
ij
ℓ )) =
{
1, (i, j) = ±(1, 1),±(1, 2),
−1, otherwise,
for every ℓ ∈ C. This property can be confirmed by Tab 1 where we have calculated the values
of each second-order derivative for a certain type of multi-body potential.
Once we obtain the sign of the derivatives, we can estimate each gradient jump term Rmoℓ
with the help of the assumption 1 as
0 ≤|Rmoℓk−2|, |Rmoℓk+3| ≤
1
100
mNNN2 |∇yh|Tk+1 −∇yh|Tk |;
1
5
mNNN2 |∇yh|Tk+1 −∇yh|Tk | ≤|Rmoℓk−1|, |Rmoℓk+1| ≤
23
100
MNNN2 |∇yh|Tk+1 −∇yh|Tk |;
0 ≤|Rmoℓk |, |Rmoℓk+1| ≤ 2MNNN2 |∇yh|Tk+1 −∇yh|Tk |.
Further calculation combining the mesh regularity assumption (5.10) (5.19) and the definition
of ηzk in (5.7) gives us the result in theorem 15.

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