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Аннотация. В 2000 г. Н. Сендриер показал, что если для линейного [n, k, d]-кода C(⊆ Fnq )
длины n и размерности k с кодовым расстоянием d группа автоморфизмов PAut(C) этого кода
тривиальна, то может быть построен детерминированный алгоритм расщепления носителя, поз-
воляющий для кода D, перестановочно-эквивалентного коду C, найти такую перестановку σ, что
σ(C) = D. Этот алгоритм, в частности, может быть применен для осуществления атаки на ключ
кодовой криптосистемы типа Мак-Элиса на коде C. Целью настоящей работы является построение
и анализ алгоритма расщепления носителя для кода Flq⊗C, индуцированного кодом C, l ∈ N. Так
как группа автоморфизмов PAut(Flq ⊗C) нетривиальна даже в случае, когда группа автоморфиз-
мов базового кода C тривиальна, то это позволяет предположить потенциально высокую стойкость
криптосистемы типа Мак-Элиса на коде Flq⊗C к атаке на основе расщепления носителя. В работе
строится алгоритм расщепления носителя для кода Flq ⊗ C и сравнивается эффективность этого
алгоритма с имеющейся атакой на ключ криптосистемы типа Мак-Элиса на основе кода Flq ⊗ C.
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1. Введение
В постквантовую эпоху кодовые криптосистемы типа Мак-Элиса [1] рассматри-
ваются как возможные альтернативы тем асимметричным криптосистемам, стой-
кость которых в настоящее время основана на сложности факторизации больших
целых чисел или на сложности дискретного логарифмирования в конечной груп-
пе [2]. Необходимым условием построения криптосистем типа Мак-Элиса на основе
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линейных кодов является существование для этих кодов эффективных (полиноми-
альных) алгоритмов декодирования. Однако это условие не является достаточным.
В частности, например, для кодов Рида–Соломона и кодов Рида–Маллера имеются
быстрые алгоритмы декодирования [3], однако, как показано в [4] и [5], соответ-
ствующие криптосистемы типа Мак-Элиса на этих кодах не являются стойкими
к атакам на ключ (к структурным атакам). Результаты исследования стойкости
криптосистем типа Мак-Элиса показывают, что чем более код похож по струк-
туре на случайный код, тем сложнее анализ соответствующей криптосистемы ти-
па Мак-Элиса. Одним из возможных способов построения стойкой криптосистемы
типа Мак-Элиса является поиск или построение кода, для которого, с одной
стороны, имеется эффективный декодер, а с другой стороны, который похож на
случайный.
В [6] показано, что если для базового кода C существует эффективный мажо-
ритарный декодер, то для индуцированного кода Flq ⊗ C, l ∈ N, также может быть
построен эффективный мажоритарный декодер. В связи с этим в [7] предложена
криптосистема типа Мак-Элиса на основе индуцированного кода Flq ⊗ C. При этом
установлено, что если криптосистема типа Мак-Элиса на основе базового кода C
является нестойкой к атакам на ключ, то атакующий хотя и может построить ата-
ку на ключ для соответствующей криптосистемы на основе индуцированного кода
Flq⊗C, однако эта атака не будет эффективной при тщательном подборе параметров
индуцированного кода.
Целью настоящей работы является построение алгоритма расщепления носите-
ля для индуцированных кодов и оценка эффективности его применения при на-
хождении секретного ключа кодовой криптосистемы типа Мак-Элиса на основе
индуцированного кода Flq ⊗ C. Работа имеет следующую структуру. Второй раз-
дел содержит необходимые сведения о кодах, об алгоритме расщепления носителя
и предварительные результаты об индуцированных кодах. Также здесь строится
алгоритм расщепления носителя для индуцированных кодов. В третьем разделе
рассматривается применение этого алгоритма для нахождения секретной переста-
новки криптосистемы типа Мак-Элиса на индуцированном коде, сравнивается эф-
фективность построенного алгоритма с эффективностью алгоритма из работы [7].
Дополнительно рассматривается возможное применение индуцированных кодов в
алгоритме идентификации.
2. Алгоритм расщепления носителя
для индуцированных кодов
2.1. Предварительные сведения
Пусть Fq — поле Галуа мощности q, где q — степень простого числа. Для вектора
x из пространства Fnq размерности n определим вес wt(x) как мощность множества
ненулевых координат вектора x. В пространстве Fnq рассмотрим [n, k, d]-код C раз-
мерности k, длины n с кодовым расстоянием d. Пусть G(C) – порождающая матрица
кода, C ⊆ Fnq . Коды C и D размерности k и длины n называются перестановочно-
эквивалентными, если существует такая перестановка σ из группы симметрической
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группы Sn, действующей на элементах множества In = {1, ..., n}, что
D = {(c1, ..., cn)|(cσ−1(1), ..., cσ−1(n)) ∈ C}.
В этом случае будет использоваться принятое обозначение D = σ(C). Далее нам по-
надобятся определения инварианта и сигнатуры из [8]. Для некоторого подмноже-
ства J(⊆ In) символом CJ обозначим множество векторов, полученных из векторов
кода C путем зануления координат с номерами из J . Пусть Ln – множество всех
кодов длины n, L = ⋃n>0Ln. Отображение V : L → E называется инвариантом
над множеством E, если для любых двух перестановочно-эквивалентных кодов C
и D выполняется равенство: V(C) = V(D). Сигнатурой над множеством F назы-
вается отображение S : Ln × In → F , такое, что для любой перестановки σ(∈ Sn)
и любого кода C ∈ Ln выполняется равенство: S(C, i) = S(σ(C), σ(i)). Далее мы
будем рассматривать только сигнатуры, которые построены на основе инварианта
по следующему правилу:
S(C, i) = V(Ci), (1)
где Ci = C{i}. Дискриминантом кода C называется такая сигнатура S, для которой
существуют такие i и j из In, что S(C, i) 6= S(C, j). Тогда полным дискриминантом
для кода C называется такая сигнатура S, что S(C, i) 6= S(C, j) для всех разных i
и j из In. Приведем в виде леммы известный факт.
Лемма 1. Пусть C — [n, k, d]-код, σ ∈ Sn, D = σ(C). Равенство D = γ(C) выпол-
няется тогда и только тогда, когда γ ∈ σPAut(C), где σPAut(C) — фактор-класс
из фактор-множества Sn/PAut(C).
Доказательство. Очевидно, что если γ ∈ σPAut(C), то D = γ(C). Докажем в
обратную сторону. Предположим, что выполняется равенство D = γ(C), но γ 6∈
σPAut(C). Так как γ(C) = σ(C), то γ−1σ ∈ PAut(C). Отсюда получаем, что имеет
место представление γ−1 = φσ−1, φ ∈ PAut(C). Следовательно, γ ∈ σPAut(C).
Рассмотрим алгоритм SSA, который с помощью дискриминанта S находит та-
кую перестановку σ′ для двух перестановочно-эквивалентных кодов C и D = σ(C),
что D = σ′(C). Заметим, что в общем случае σ 6= σ′, однако, в силу леммы 1,
σ′−1σ ∈ PAut(C). Перестановку σ′, возвращаемую алгоритмом SSA, будем называть
подходящей. Если S — полный дискриминант, то σ = σ′, при этом перестановка σ
будет найдена на первой итерации цикла этого алгоритма. Как следует из утвер-
ждения 8 работы [8], для кода C полный дискриминант существует тогда и только
тогда, когда группа автоморфизмов PAut(C) кода C тривиальна. Отметим, что ко-
ды с тривиальной группой автоморфизмов существуют (см., например, [9]).
В [8] отмечено, что даже если существует полный дискриминант кода C, его
вычисление может оказаться вычислительно сложным, поэтому в [8] предложена
техника, которая может позволить построить вычислительно простые полные дис-
криминанты на основе неполных дискриминантов. Так как, в соответствии с (1),
рассматриваются только сигнатуры, основанные на инвариантах, то необходимо,
чтобы инварианты были также вычислительно простыми.
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Исходные параметры: C ∈ Ln , D = σ(C), S
Результат: σ′ : D = σ′(C)
1. Вычислить D = (S(D, i))ni=1
2. Вычислить C = (S(, i))ni=1
3. Σ = ∅, exit = false;
до тех пор, пока exit! = true выполнять
Выбрать σ′ из Sn \ Σ
если σ′(C) 6= D тогда








Примером просто вычислимого инварианта для кодов малой размерности явля-
ется отображение VW : L → Z[X], ставящее в соответствие коду C его нумератор
весов W(C) = ∑ni=0WiX i, где Wi — число векторов веса i в коде C, Z[X] — мно-
жество полиномов от одной переменной с коэффициентами из Z. На основе этого
инварианта может быть построена сигнатура SW : Ln×In → Z[X], определенная по
правилу: SW (C, i) = VW (Ci) =W(Ci). Заметим, что сложность вычисления инвари-
анта VW (Ci) растет неполиномиально с ростом размерности кода Ci. Поэтому в [8]
дискриминант строится на основе вычисления нумератора весов остова кода. Под
остовом (hull) кода C в [8] понимается пересечение кода C с его дуальным кодом
C⊥:
H(C) = C ∩ C⊥. (2)
Выбор этой характеристики кода обоснован тем, что размерность остова в среднем
существенно меньше размерности кода C, что позволяет эффективно вычислять ну-
мераторы и строить простые для вычисления дискриминанты даже в случае боль-
шой размерности кода C.
2.2. Индуцированные коды и их свойства
Пусть Ci — [ni, ki, di]-код с порождающей матрицей G(Ci) и проверочной матри-
цей H(Ci), i = 1, 2. Под декартовым произведением C1 × C2 кодов C1 и C2 будем
понимать множество вида
C1 × C2 = {(a ‖ b) : a ∈ C1,b ∈ C2},
где a ‖ b – конкатенация векторов a и b. Легко проверить, что порождающая и
проверочная матрицы кода C1 × C2 могут быть представлены в виде
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где Oa×b — нулевая (a× b)-матрица. Из определения (2) следует, что
H(C1 × C2) = H(C1)×H(C2). (3)





(i) – нумератор кода Ci,
i = 1, 2. Тогда нумератор кода C1 × C2 имеет вид
W(C1 × C2) =W(C1) · W(C2).
Доказательство. Каждый кодовый вектор c из C1 × C2 представим в виде конка-
тенации (a ‖ b) двух векторов a и b из C1 и C2 соответственно. Найдем количество
векторов веса j (0 ≤ j ≤ n1+n2) в коде C1×C2. Для этого рассмотрим всевозможные
упорядоченные пары (j1, j2) неотрицательных целых чисел таких, что j1 + j2 = j.
Для каждой такой пары (j1, j2) в коде C1 × C2 имеется множество из W (1)j1 ·W (2)j2
векторов веса j. Для различных пар эти множества не пересекаются. Поэтому в






векторов веса j. Отсюда следует









Xj =W(C1) · W(C2).
Под тензорным произведением A ⊗ B матриц A = (ai,j)i=1,m;j=1,l и B будем по-
нимать матрицу вида
A⊗B =
a1,1B . . . a1,lB. . . . . . . . .
am,1B . . . am,lB
 .
Пусть C – [n, k, d]-код с порождающей матрицей G(C), El – единичная матрица
порядка l. Подпространство, порожденное строками матрицы El ⊗ G(C), обозна-
чим Flq ⊗C и, в соответствии с [7], будем называть индуцированным кодом (кодом,
который индуцирован кодом C). Порождающая матрица этого кода G(Flq ⊗ C) =
El ⊗G(C) имеет блочный вид
G(Flq ⊗ C) =

G(C) Ok×n . . . Ok×n
Ok×n G(C) . . . Ok×n
. . . . . . . . . . . .





где в каждой блочной строке l− 1 нулевых матриц Ok×n и одна матрица G(C). Так
как
Flq ⊗ C = C × ...× C︸ ︷︷ ︸
l раз
,
то из леммы 2 вытекает
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Следствие 1. Пусть C – [n, k]-код с порождающей матрицей G(C) и W(C) –
нумератор кода C. Тогда
1) W(Flq ⊗ C) =W(C) · ... · W(C)︸ ︷︷ ︸
l раз
;
2) ∀i ∈ {1, ..., ln}∃j ∈ {1, ..., n}: W((Flq ⊗ C)i) =W(Cj) · W(C) · ... · W(C)︸ ︷︷ ︸
l−1 раз
.
Также получаем, что проверочная матрица кода Flq ⊗ C имеет вид H(Flq ⊗ C) =
El⊗H(C), где H(C) – проверочная матрица кода C, а из (3) следует, что остов кода
Flq ⊗ C имеет вид
H(Flq ⊗ C) = Flq ⊗H(C). (5)
Рассмотрим индуцированный код Flq⊗C, l ∈ N. Группа автоморфизмов PAut(Flq⊗
C) этого кода нетривиальна. Действительно, порождающая матрица кода Flq ⊗ C
имеет блочно-диагональный вид (4) и при любой перестановке блоков этой матрицы
получается порождающая матрица того же кода. Перестановка блочных столбцов
этой матрицы эквивалентна перестановке блочных строк. Всего имеется l! таких
перестановок блочных столбцов. Поэтому мощность группы автоморфизмов кода
Flq ⊗ C не менее l!. Отсюда справедлива следующая
Лемма 3. Группа автоморфизмов PAut(Flq ⊗C) кода Flq ⊗C содержит подгруппу
G(Flq ⊗ C), изоморфную группе Sl.
Отметим, что каждый элемент группы G(Flq ⊗ C) имеет вид( 1 ... n ... (l−1)n+1 ... ln
(σ(1)−1)n+1 ... σ(1)n ... (σ(l)−1)n+1 ... σ(l)n
)
, σ ∈ Sl. (6)
Пусть Ii,n = {i, i + n, . . . , i + (l − 1) · n}, где i ∈ {1, . . . , n}, S(Ii,n) — подгруппа
группы Sln, перестановки из которой переставляют только элементы множества Ii,n,
а элементы из множества {1, ..., ln} \ Ii,n оставляют на месте. Рассмотрим группу
Q = S(I1,n)× S(I2,n)× · · · × S(In,n) ⊂ Sln, |Q| = (l!)n. Несложно проверить, что
G(Flq ⊗ C) ⊆ PAut(Flq ⊗ C) ∩Q. (7)
Напомним, что орбитой элемента i ∈ {1, ..., ln} под действием подгруппы G ⊆ Sln
называется множество {g(i) : g ∈ G}. Тогда Ii,n, i = 1, ..., n, — это орбиты, образу-
ющиеся под действием подгруппы G(Flq ⊗C) на элементах множества {1, ..., ln}. Из
(7) вытекает следующая вспомогательная
Лемма 4. Длина каждой орбиты, образующейся под действием группы PAut(Flq⊗
C) на элементы множества {1, ..., ln}, кратна l.
2.3. Алгоритм расщепления носителя
Выше было отмечено, что для двух перестановочно-эквивалентных кодов с полным
дискриминантом S для нахождения подходящей перестановки потребуется не более
одной итерации внутреннего цикла алгоритма SSA. Из леммы 3 следует, что для
кода Flq ⊗C не существует полного дискриминанта, так как группа автоморфизмов
этого кода нетривиальна. Рассмотрим задачу построения для кодов Flq ⊗ C и D =
σ(Flq⊗C) алгоритма нахождения такой подходящей перестановки σ′, что σ′(Flq⊗C) =
D.
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Лемма 5. Пусть C – [n, k, d]-код. Тогда для i = 1, ..., n и любой сигнатуры S,
определенной по правилу (1), имеет место равенство
S(F2q ⊗ C, i) = S(F2q ⊗ C, i+ n). (8)
Доказательство. По определению (1), S(F2q ⊗ C, i) = V((F2q ⊗ C)i). Пусть V((F2q ⊗
C)i) 6= V((F2q ⊗ C)i+n) Для любой перестановки pi из определения инварианта по-
лучаем: V((F2q ⊗ C)i) = V(pi((F2q ⊗ C)i)). Рассмотрим произвольную нетривиальную
перестановку pi ∈ G(F2q ⊗ C). Получаем
V((F2q ⊗ C)i) = V(pi( (F2q ⊗ C)i ) ) = V(pi(F2q ⊗ C)pi(i)) = V((F2q ⊗ C)pi(i)).
Так как pi — нетривиальная перестановка, то из вида (6) элементов группы G(F2q⊗C)
для l = 2 получим: pi(i) = i+ n. Пришли к противоречию.
Учитывая представление (6), из леммы 5 вытекает
Следствие 2. Для кода Flq⊗C и i ∈ {1, ..., n} имеем: S(Flq⊗C, i) = S(Flq⊗C, i+n·k),
для всех k = {0, . . . , l − 1}.
Таким образом, любая сигнатура для кода Flq⊗C, определенная по правилу (1),
имеет не более n различных значений. Заметим, что чем больше значений имеет
сигнатура для кода, тем меньше в среднем потребуется циклов алгоритма SSA для
нахождения подходящей перестановки.
Лемма 6. Если G(Flq ⊗ C) ⊂ PAut(Flq ⊗ C), то любая сигнатура для кода C, опре-
деленная по правилу (1), имеет менее n значений.
Доказательство. Из следствия 2 получаем, что любая сигнатура для кода Flq ⊗
C, определенная по правилу (1), имеет не более n различных значений. Отсюда и
из утверждения 8 работы [8] следует, что под действием группы PAut(Flq ⊗ C) на
множестве {1, ..., ln} образуется не более n различных орбит. Пусть σ ∈ PAut(Flq ⊗
C) \ G(F2q ⊗C), тогда существует такой элемент i ∈ {1, ..., n}, что σ(i) 6= i+ n · k для
некоторого k ∈ {0, . . . , l−1}. Поэтому из леммы 4 получаем, что, как минимум, одна
из орбит имеет длину не мнее 2l. Следовательно, под действием группы PAut(Flq ⊗
C) образуется не более n − 1 орбит. Из утверждения 8 работы [8] получаем, что
сигнатура имеет не более n− 1 различных значений.
Следствие 3. Пусть сигнатура S определена в соответствии с правилом (1).
Если S для кода Flq⊗C имеет n различных значений, то PAut(Flq⊗C) = G(Flq⊗C).
Пример 1. Рассмотрим код C1 × C2 и найдем нумератор весов кода (C1 × C2)i,
когда i ∈ {1, ..., n1 + n2}. Если i ≤ n1, то W((C1 × C2)i) = W(C1i ) · W(C2); если
n1 < i ≤ n1 + n2, то W((C1 × C2)i) =W(C1) · W(C2i−n1). Тогда




1, при 1 ≤ i ≤ n1
2, при n1 + 1 ≤ i ≤ n1 + n2 ,
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b = {1, 2} \ {a}. В случае C1 = C2 = C получаем: C1 × C2 = F2q ⊗ C, поэтому




i, при 1 ≤ i ≤ n
i− n, при n < i ≤ 2n.
Если C — такой [n, k]-код, что SW — его полный дискриминант, то, как непо-
средственно вытекает из следствия 1 и из обобщения формулы (10) на случай
l ≥ 2, сигнатура SW для кода Flq ⊗ C имеет n различных значений. Из следствия
3 тогда вытекает, что в этом случае группа автоморфизмов кода Flq ⊗ C имеет
простое описание.
Лемма 7. Пусть S — сигнатура, определенная по правилу (1). Тогда для любого
pi ∈ Q выполняются равенства:
1) S(Flq ⊗ C, i) = S(Flq ⊗ C, pi(i)), i = 1, ..., ln;
2) (S(Flq ⊗ C, i))lni=1 = (S(Flq ⊗ C, pi(i)))lni=1;
3) (S(Flq ⊗ C, i))lni=1 = pi((S(Flq ⊗ C, i))lni=1).
Доказательство. Доказательство равенства 1) вытекает из следствия 2; равенство 2)
следует из 1). Докажем утверждение 3). Из 2) следует
(S(Flq ⊗ C, i))lni=1 = (S(Flq ⊗ C, pi(i)))lni=1
= (S(Flq ⊗ C, j))lnpi−1(j)=1 = pi((S(Flq ⊗ C, j))lnj=1).
Так как pi — произвольная перестановка из группы Q, то утверждение доказано.
Символом σQ обозначим фактор-класс {σpi : pi ∈ Q} фактор-множества Snl/Q.
Лемма 8. Если сигнатура S для кода Flq ⊗ C определена по правилу (1) и имеет
n различных значений, D = σ(Flq ⊗ C) и
(S(D, i))lni=1 = γ((S(Flq ⊗ C, i))lni=1), (11)
то σ ∈ γQ.
Доказательство. Из утверждения 3) леммы 7 и условия (11) получаем, что для
любого pi ∈ Q выполняются равенства
(S(D, i))lni=1 = γ((S(Flq ⊗ C, i))lni=1) = γpi((S(Flq ⊗ C, i))lni=1).
Так как, по условию, сигнатура имеет максимальное количество различных значе-
ний – n, то σ ∈ γQ по построению группы Q (Q — максимальная в этом случае
подгруппа, не меняющая порядка элементов в наборе (S(Flq ⊗ C, i))lni=1).
Пусть Q/G(Flq ⊗ C) = {Gi}xi=0 — фактор-множество группы Q по подгруппе
G(Flq⊗C), x+1 = |Q|/|G(Flq ⊗ C)| = (l!)n/l! = (l!)n−1. Пусть также Ω = {ω0, . . . , ωx} —
трансверсаль фактор-множества Q/G(Flq⊗C), или множество представителей клас-
сов смежности, Gi = ωiG(Flq ⊗ C), i = 0, ..., x. Одним из возможных алгоритмов
построения множества Q является алгоритм MakeRepresentatives.
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Исходные параметры: Q, G(Flq ⊗ C)
Результат: Ω — множество представителей классов фактор-множества
Q/G(Flq ⊗ C)
1. Ω = ∅
2. до тех пор, пока |Ω| < (l!)n−1 выполнять
Случайно сгенерировать перестановку pi′ ∈ Q
если pi′ 6∈ G(Flq ⊗ C) и pi′−1σ 6∈ G(Flq ⊗ C) ∀σ ∈ Ω тогда





Теорема 1. Пусть C — [n, k]-код, D = σ(Flq⊗C), S — сигнатура, определенная по
правилу (1) и имеющая n различных значений для кода Flq ⊗ C, Ω — трансверсаль
фактор-множества Q/G(Flq ⊗C). Тогда существует алгоритм с вычислительной
сложностью O(|Ω|), который находит подходящую перестановку σ′ такую, что
D = σ′(Flq ⊗ C).
Доказательство. Пусть (S(D, i))lni=1 = γ((S(Flq⊗C, i))lni=1). Такая перестановка γ мо-
жет быть найдена простым вычислением сигнатур кодов D и C. Тогда из леммы 8
получаем, что σ ∈ γQ. Из леммы 1 видим, что подходящей перестановкой, перево-
дящей код Flq ⊗ C в код D, является перестановка вида σpi, где pi ∈ PAut(Flq ⊗ C).
Так как сигнатура имеет n различных значений, то из следствия 3 получаем, что
PAut(Flq ⊗ C) = G(Flq ⊗ C). Отсюда получаем, что подходящая перестановка может
быть найдена путем перебора элементов трансверсали Ω. Таким образом, для на-
хождения подходящей перестановки достаточно выполнить алгоритм SSAForTensor,
сложность которого O(|Ω|), так как в этом алгоритме осуществляется перебор по
трансверсали Ω.
Исходные параметры: Flq ⊗ C ∈ Lln, D = σ(Flq ⊗ C), S, Ω
Результат: σ′ : σ′(Flq ⊗ C) = D
1. Вычислить D = (S(D, i))lni=1.
2. Вычислить C = (S(Flq ⊗ C, i))lni=1.
3. Найти подходящую перестановку γ такую, что γ(C) = D.
4. для каждого ω ∈ Ω выполнять







Отметим, что в теореме 1 при оценке сложности алгоритма SSAForTensor учи-
тывается только мощность трансверсали, но не учитывается сложность вычисления
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сигнатур (шаги 1 и 2), сложность проверки совпадения двух кодов (шаг 4), а также
сложность построения трансверсали Ω, используемой в качестве входного парамет-
ра. Совпадение двух кодов можно проверить, умножив порождающую матрицу кода
(γω)−1(D) на проверочную матрицу H(Flq ⊗ C) кода Flq ⊗ C. Таким образом, слож-
ность этой проверки полиномиально зависит от ln, т.е. эта проверка может быть
выполнена эффективным способом. В то же время построение эффективно вычис-
лимых сигнатур является отдельной задачей [8]. В частности, в [8] для построения
эффективных сигнатур применяется нумератор остова кода, который с большой
вероятностью имеет малую размерность. Из (5) следует, что размерность остова
для индуцированного кода увеличивается в l раз по сравнению с остовом базового
кода. Это в свою очередь может существенно замедлить подсчет нумераторов его
проекций в общем случае и усложнит вычисление сигнатур, так как для вычисле-
ния нужно перебрать все векторы проекции остова для всех координат. Построение
трансверсали Ω также представляется сложной задачей при достаточно больших
значениях ln. Например, предложенный алгоритм MakeRepresentatives имеет непо-
линомиальную от ln сложность, хотя и может выполняться заранее.
Тем не менее, если для кода Flq ⊗ C имеется эффективно вычисляемая сигна-
тура, определенная по правилу (1) и имеющая n различных значений, а также
имеется трансверсаль Ω, то при нахождении подходящей перестановки алгоритм
SSAForTensor будет эффективнее алгоритма SSA. Это обусловлено тем, что алго-
ритм SSA выполняет поиск подходящей перестановки по всему классу смежности
σQ, а алгоритм SSAForTensor выполняет поиск только по множеству σΩ, мощность
которого в l! меньше |σQ|, так как |Q|/|Ω| = |G(Flq ⊗ C)| = l!.
3. Применение индуцированных кодов
в криптографии
3.1. Криптосистема типа Мак-Элиса
на основе индуцированных кодов
Рассмотрим криптосистему типа Мак-Элиса на основе [ln, lk, d]-кода Flq⊗C, где C —
[n, k, d]-код с порождающей матрицей G(C). В этой криптосистеме открытый ключ
kpub — это пара (G˜, t = b(d− 1)/2c), а секретный ключ ksec — пара матриц (S, P ), где
S – случайная невырожденная (lk × lk)-матрица, P – случайная перестановочная
(ln × ln)-матрица, причем G˜ = S · (El ⊗ G(C)) · P , где El — единичная матрица
размера l × l. Правило шифрования произвольного сообщения s(∈ Flkq ) имеет вид
z = sG˜+ e, (12)
где e ∈ Flnq и wt(e) ≤ t.
При расшифровании используется правило s = DecC(zP−1)S−1, где DecFlq⊗C :
Flnq → Flkq — декодер кода Flq ⊗ C, гарантированно исправляющий t и менее ошибок
и восстанавливающий вектор s. Криптосистему Мак-Элиса на коде Flq⊗C обозначим
McE(Flq ⊗ C).
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Так как код с порождающей матрицей G˜ и код Flq⊗C являются перестановочно-
эквивалентными, то, как следует, например, из [4], для взлома McE(Flq ⊗C), доста-
точно найти такую пару матриц (S ′, P ′), что S ′(El ⊗ G(C))P ′ = G˜ и перестановка,
соответствующая перестановочной матрице P ′−1P , принадлежит PAut(Flq ⊗ C).
В [7] показано, что если криптосистема Мак-Элиса McE(C) на основе базового
кода C является нестойкой к атакам на ключ, то существует алгоритм нахожде-
ния подходящей перестановочной матрицы (подходящей перестановки) для крип-
тосистемы McE(Flq ⊗ C), сложность выполнения которого оценивается величиной
O( (nl)!
(n!)ll!





















· el · ll·(n−1). (13)
Кроме того, для нахождения подходящей перестановки, в случае существования
дискриминанта для кода Flq ⊗C, может быть применен алгоритм SSA. Рассмотрим
наиболее выгодные, с точки зрения атакующего, условия, когда для кода Flq⊗C из-
вестна эффективно вычисляемая сигнатура S, имеющая n различных значений для
кода Flq⊗C, а также построена трансверсаль Ω фактор-множества Q/G(Flq⊗C). Та-
ким образом, выполняются условия теоремы 1, и поэтому вместо алгоритма SSA ата-
кующим может быть применен алгоритм SSAForTensor. Из теоремы 1 получаем, что
стойкость криптосистемы McE(Flq ⊗ C) оценивается величиной O(|Ω|) = O((l!)n−1).














Заметим, что (13) и(14) — это оценки на мощности множеств ключей, по ко-
торым перебором осуществялется поиск подходящих перестановок соответственно
алгоритмом из [7] и алгоритмом SSAForTensor. В настоящее время, согласно [10],
считается вычислительно не осуществимым перебор по ключевому множеству мощ-
ности 2128 и более. Для наглядного сравнения оценок (13) и (14) рассмотрим пример,
когда для построения индуцированного кода Flq⊗C используется двоичный [n, k, d]-
код C Рида–Маллера, n ∈ {8, 16, 32, 64, 128, 256}, q = 2.
В таблицах 2 и 1 приведены результаты вычисления величины log2K для атаки
на криптосистему McE(Fl2 ⊗ C), l ∈ {2, 3, 4, 5, 6, 7, 8, 9}, где для таблицы 1 значение
K вычисляется в соответствии с (13), а для таблицы 2 – в соответствии с (14). В таб-
лицах 1 и 2 выделены ячейки, соответствующие тем параметрам индуцированного
кода Fl2⊗C, для которых сложность перебора не менее 2128. Сравнение соответству-
ющих значений из таблиц показывает, что атака на основе алгоритма расщепления
носителя SSAForTensor существенно эффективнее атаки, описанной в [7], однако
при подборе параметров n и l эта атака может быть также неосуществимой.
В [11] показано, что применение индуцированных кодов в криптосистемах типа
Мак-Элиса приводит к ослаблению стойкости этой системы к атакам на шифро-
грамму на основе метода декодирования по информационным совокупностям. При-
емлемая стойкость к таким атакам достигается при больших длинах кода. Это свя-
зано с тем, что размерность и длина индуцированных кодов увеличиваются в l раз,
Косолапов Ю.В., Шигаев А.Н.
Об алгоритме расщепления носителя для индуцированных кодов 287








l / n 8 16 32 64 128 256
2 12.73 28.23 59.73 123.23 250.73 506.23
3 30.63 67.67 142.75 293.90 597.22 >1024
4 51.96 114.46 240.96 495.46 1006 >1024
5 75.85 166.72 350.48 719.99 >1024 >1024
6 101.77 223.34 469 962.81 >1024 >1024
7 129.37 283.59 595.01 >1024 >1024 >1024
8 158.43 346.93 727.43 >1024 >1024 >1024
9 188.75 412.99 865.46 >1024 >1024 >1024
Таблица 2. Значения величины log2(((l)!)n−1).
Table 2. Values of log2(((l)!)n−1).
l / n 8 16 32 64 128 256
2 7 15 31 63 127 255
3 18.09 38.77 80.13 162.85 328.29 659.16
4 32.09 68.77 142.13 288.85 582.29 >1024
5 48.34 103.60 214.11 435.13 877.17 >1024
6 66.44 142.37 294.24 597.98 >1024 >1024
7 86.09 184.48 381.27 774.85 >1024 >1024
8 107.09 229.48 474.27 963.84 >1024 >1024
9 129.28 277.03 572.54 >1024 >1024 >1024
однако кодовое расстояние не меняется. Тем не менее, применение криптосистемы
McE(Fl2 ⊗ C) возможно в тех случаях, когда при шифровании добавляются векто-
ры ошибок веса, большего, чем может исправить декодер DecFl2⊗C . Например, в [7]
предложен протокол выработки общего секретного ключа на основе построенной
криптосистемы. В следующем подразделе предлагается еще одно применение инду-
цированных кодов: применение в криптографических протоколах идентификации.
3.2. Протокол идентификации на основе
индуцированных кодов
В [12] М. Жиро построил протокол идентификации на основе сложности нахож-
дения перестановки для двух перестановочно-эквивалентных кодов над бинарным
полем. Приведем этот протокол для случая Fq. Пусть H — это (N−K×N)-матрица
над полем Fq, общая для всех пользователей протокола. Каждый пользователь P
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выбирает случайно вектор e небольшого веса w и вычисляет He> = s>. Вектор s яв-
ляется публичным идентификатором пользователя P . В случае, когда проверяющая
сторона V намерена провести аутентификацию пользователя P , то есть проверить,
что аутентифицируемый пользователь знает вектор e, выполняется 3-шаговый про-
токол.
Шаг 1: P случайно и равновероятно выбирает перестановочную
(N ×N)-матрицу P и невырожденную (N −K ×N −K)-матрицу S,
вычисляет H˜ = SHP , s′ = Ss и отправляет V матрицу H˜ и вектор s′.
Шаг 2: V случайно и равновероятно выбирает бит c ∈ {0, 1} и посылает его
P .
Шаг 3а: Если c = 0, то P передает матрицы S и P стороне V , которая
проверяет, что SHP = H˜ и s′ = Ss.
Шаг 3б: Если c = 1, то P передает e′ = P−1e стороне V , которая проверяет,
что wt(e′) = w и H˜e′ = s.
Этот протокол выполняетсяm раз, где параметр безопасностиm выбирается так,
чтобы вероятность 1/2m мошенничества доказывающей стороны была менее напе-
ред заданного порога. Оценим коммуникационную сложность этого протокола. На
Шаге 1 доказывающая сторона передает (N−K)(N+1) log2 q бит данных. На втором
шаге проверящая сторона передает один бит. Количество передаваемых данных на
Шаге 3 зависит от значения бита c: при c = 0 передается (N −K)2 log2 q +N log2N
бит, а при c = 1 передается N log2 q бит. Учитывая, что значение бита c выбира-






m(N −K) log2 q +N(log2N +m/2 log2 q) +m бит. (15)
В [13] отмечено, что если матрица H выбирается случайно, то протокол Жиро
не является стойким. В то же время отмечено, что возможно применение кодов, для
которых остов имеет большую размерность, так как сложность вычисления сигна-
туры SW , предложенной в [8], зависит нелинейно от размерности остова. К таким
кодам, например, относятся индуцированные коды вида Flq⊗C, так как размерность
остова таких кодов, как следует из (5), в l раз больше размерности остова базового
кода C. Если не учитывать сложность вычисления сигнатуры (т.е. полагать, что
сигнатура вычисляется эффективно), то, как следует из таблицы 2, для реализации
протокола Жиро может быть использован такой код Flq ⊗ C на основе кода Рида–
Маллера, для которого значение ячейки в таблице 2 больше 128. Учитывая, что
коммуникационная сложность (15) растет с ростом N = ln, следует выбирать те
параметры индуцированного кода, для которого ln принимает наименьшее из допу-
стимых значений. В рассмотренном в предыдущем подразделе примере минимально
допустимое значение ln равно 72 = 9 · 8.
Косолапов Ю.В., Шигаев А.Н.
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Abstract. In the paper, the analysis of the stability of the McEliece-type cryptosystem on induced
codes for key attacks is examined. In particular, a model is considered when the automorphism group
is trivial for the base code C, on the basis of which the induced code Flq ⊗ C is constructed. In this
case, as shown by N. Sendrier in 2000, there exists such a mapping, called a complete discriminant, by
means of which a secret permutation that is part of the secret key of a McEliece-type cryptosystem can
be effectively found. The automorphism group of the code Flq ⊗ C is nontrivial, therefore there is no
complete discriminant for this code. This suggests a potentially high resistance of the McEliece-type
cryptosystem on the code Flq ⊗ C. The algorithm for splitting the support for the code Flq ⊗ C is
constructed and the efficiency of this algorithm is compared with the existing attack on the key of the
McElice type cryptosystem based on the code Flq ⊗ C.
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