Standard methods for color correction involve the use of a diagonal-matrix transformation. Zaidi proposes the use of a two-parameter affine model; we show that this offers no improvement in terms of accuracy over the diagonal model, especially if a sharpening transformation is also used.
INTRODUCTION
In Ref. 1, Zaidi proposes the use of a two-parameter affine model as a vehicle for transforming sensor outputs from a scene into illumination-independent color descriptors. The idea of mapping raw cone signals to color descriptors is motivated in part by the problem of object recognition in varying illuminations. An algorithm that uses the color of an object as a recognition aid is not useful in different illuminations unless these descriptors can be found with some degree of accuracy, since the raw sensor data may be very different in these various conditions. In Zaidi's model, the sensor responses are combined into a luminance channel and two color channels in MacLeod-Boynton 2 chromaticity space. These are referred to as the rg and yv coordinates. To account for changes in illumination, these coordinates are transformed into illumination-independent color descriptors with an affine transformation that involves a scaling of one coordinate and a translation of the other. This is an interesting approach, which we will examine to see whether it offers any improvements over the performance of the more standard diagonal-matrix transform (DMT). Zaidi's model accounts for illumination change by a two-parameter affine transformation. Using two parameters, instead of the three parameters implicit in a typical von Kries scaling of the cone signals, is an interesting approach, but the affine model is not the only twoparameter model available. We consider as an alternative a two-parameter diagonal model and find it to model illumination change more accurately than Zaidi's affine model, especially when used in conjunction with a technique known as spectral sharpening.
A. Color Constancy
Color constancy can be defined as the operation of mapping responses from surfaces under an arbitrary illuminant to illumination-independent color descriptors. These descriptors are generally the response vectors of the sensors, such as the cones, under a canonical illumination.
Most existing color-constancy algorithms attempt to determine chromaticity information about the illumination in an input scene for which the only known information is the sensor responses for each point (or color patch) in that scene. The problem of finding this chromaticity information will not be dealt with here. Instead, we will be concerned with the task of transforming these sensor response vectors into descriptors once this information is already known. A standard method for doing this has been the use of a DMT; in other words, the response of each sensor is adjusted independently by a multiplicative scaling as suggested by von Kries (see Ref.
3).
B. Spectral Sharpening
Spectral sharpening 4 is the construction of new sensor sensitivities as linear combinations of the original sensors, such as the cones, by applying a 3 ϫ 3 ''sharpening'' matrix. Many existing color-constancy algorithms use a DMT to map sensor response vectors to surface descriptors; however, the ability of a DMT to map these vectors to descriptors accurately is dependent on the spectral sensitivity functions of the sensors used. The aim behind sharpening is to produce sensors more optimal for use with a DMT. The process is called sharpening, from the intuition that narrow-band sensors will produce better results.
There are several ways to derive the sharpening matrix. In this paper we use the data-based method, where an optimal matrix T is found for use with a DMT over a data set of reflectances and test illuminants. This method is outlined in detail in Ref. 4 
The idea of sharpening is to improve the error by transforming W c and W e by a 3 ϫ 3 sharpening matrix T:
In Ref. 4 it is shown that to optimize D and T in the leastsquares sense, T is calculated as
where
is the eigenvector decomposition of W c ͓W e ͔ ϩ and ϩ denotes the Moore-Penrose inverse; i.e., A ϩ ϭ A t ͓AA t ͔ Ϫ1 . For data-based sharpening we choose a set of n surface reflectances and a pair of test and canonical illuminants i and j and then solve for T ij . This value of T ij is of course optimized for these particular illuminants; however, it often gives good results for other illuminant pairs as well.
In this communication we generate sharpening matrices for each pair of illuminants and then choose one of these sharpening matrices that gives good global results for all pairs of illuminants in our database.
ILLUMINANT DATABASE
Six different test illuminants were used for this experiment. Illuminants were chosen that exhibited a wide chromaticity variation from one another while still being ''reasonable'' in the sense that similar illuminants might be found in the real world. The six illuminants are 
REFLECTANCE DATABASE
The database of reflectances used contains 1995 different entries, each consisting of 101 data points. These data give the amount of light of a particular wavelength reflected from some reflectant surface, expressed as a fraction of the incident light. The surfaces are sampled at 4-nm intervals throughout the visible spectrum (from 380 to 780 nm). The database consists of 120 Dupont paint chips, 170 natural objects, the 24 Macbeth color-checker patches and 1269 Munsell chips, 5 the 350 surfaces in the Krinov data set, 6 and 57 additional surfaces measured by us.
EXPERIMENT
In this experiment we calculate the long-, middle-, and short-wavelength-sensitive (L-, M-, and S-) cone responses for each of the reflectances in our database under a given test illuminant. We then try to predict what the responses would be for the same set of reflectances under a different target illuminant, given the chromaticities of the two illuminants. We also calculate what the actual cone responses would be under the target illuminant and compare these values with our predictions in order to evaluate the method of prediction. The process is repeated each pair of illuminants in our database.
For each source illuminant, the sensor responses for the reflectant patches are given by
which is approximated by
where E(), S(), and R i () are the illumination, the surface reflectance, and the sensor sensitivities, respectively, and the sum is taken over the visible spectrum, 380-780 nm, at 4-nm intervals. p is the threedimensional response vector with one value for each cone; i.e.,
The sensor sensitivities used were the cone fundamentals derived by Vos and Walraven. 7 The cone response vectors for the two illuminants are found by
which is then used to find the chromaticities of the illuminants in (l, m) space, where l and m are given by
Using only this information, we predict the canonical chromaticities of the patches, using the three following methods.
A. Affine Model
In Zaidi's method, the chromaticities in the MacLeodBoynton rg -yv space are calculated as follows:
To predict the chromaticities in the target illuminant, the s a coordinate is scaled by , and the l a coordinate is shifted by :
We wish to find and , which, when applied to each of the chromaticities of the reflectances under the source il- luminant, yield a good approximation (s a Ј , l a Ј) to the chromaticities of the same reflectances under the target illuminant. We do not know the actual chromaticities in the target illuminant, but we do know that the chromaticity of a ''perfect reflector'' or ''ideal white'' in the target illuminant will be that of the illuminant itself. We calculate the values of and such that when applied to an ideal white under the source illuminant, the resultant rg -yv chromaticity is the same as that of the ideal white under the target illuminant:
To apply the transformation to the reflectant patches, we can calculate the equivalent transformation in (L, M, S) space:
Here we take L ϩ M ϩ S ϭ 1; the values will be scaled later to account for luminance.
solving Eqs. (17)-(19) for SЈ, LЈ, and MЈ gives
This transformation provides a mapping from an input image to an output image, where the input image can be seen as the cone responses from a collection of surface under a source illuminant and the output image is the set of predicted cone responses of the same surfaces under the target illuminant.
B. Diagonal Model
In contrast to the affine model, the DMT performs a multiplicative scaling on each of the raw L,M,S channels independently. In the standard DMT, each of the three sensors is scaled by a constant value:
These values are calculated such that when applied to an ideal white under the source illuminant, the resulting chromaticity is the same as that of the ideal white under the target illuminant:
Note that although we have three coefficients, we are really working in two dimensions, since l ϩ m ϩ s ϭ 1. It can also be seen that a, b, and c are functions of only two parameters, l and m, since the chromaticity coordinates of the canonical illuminant, lЈ and mЈ, are constant. Therefore having three coefficients does not in fact give the diagonal model an inherent advantage over the twoparameter affine model, since all three coefficients are functions of the same two parameters.
C. Diagonal Model with Sharpening
Like the diagonal model, the DMT with sharpening involves the independent scaling of three coordinates, but where the standard DMT operates on raw cone response vectors, this model first applies a linear transformation. Sharpening is applied to the (L, M, S) coordinates with a 3 ϫ 3 sharpening matrix T [Eqs. (3) and (4)]: 
It should be noted that sharpening adds no extra free parameters to the diagonal model. The nine components of the sharpening matrix are a fixed attribute of the modelthe same sharpening matrix is used for all illuminants and all images. The sharpening matrix is not something that is changed to suit the circumstances. If the sharpening matrix were allowed to change, then the diagonal model with sharpening would effectively become a nineparameter least-squares fit, which clearly would be more accurate than Zaidi's two-parameter affine model. It is not possible to perform such a nine-parameter fit, because all that is known in the case of illumination modeling are the two parameters represented by the chromaticity of the illumination. There are insufficient data to solve for nine parameters. Sharpening simply optimizes the effectiveness of the available two parameters; it does not introduce new ones.
D. Error Metric
To determine how well a transformation works, we convert the predicted chromaticities of the patches, as well as the actual values, to L*a*b* coordinates 8 via XYZ coordinates. Converting from LMS to XYZ requires a linear transformation. 9 The actual LMS coordinates of the re-flectances in the target illuminant are calculated by using the spectral information of the illuminant, as in Eq. (6) . In this experiment we are comparing to what degree of accuracy each method can predict chromaticities, and so we ignore luminance information. This is done by scaling the predicted values for each patch to match the actual luminance of that patch under the target illuminant. In other words, we scale each XYZ triple by Y actual /Y, where Y actual is the actual value of Y for that patch under the target illuminant, as calculated with spectral information. We are assuming that each method can predict luminance information perfectly, allowing us to compare their performance at predicting chromaticities independent of luminance.
The XYZ values are then converted to L*a*b* space, and the ⌬E (Euclidean distance in L*a*b* space) error is calculated between each predicted/actual pair. Since we have scaled by Y actual /Y, there is no error in the L coordinates, so we are effectively calculating errors in a twodimensional chromaticity space. The error for a given transformation and source/target illuminant pair is the arithmetic mean of ⌬E errors for each surface. Table 3 shows the mean ⌬E error for the three different methods under each of the 30 possible illumination changes. The mean over all the illumination changes is also shown for each method at the bottom of the table. For each change in illumination the method that gives the best results, i.e., the lowest mean ⌬E error, is shown by bold text.
RESULTS
The sharpening matrix used was T 4,3 , and so sharpening has an inherent advantage with this pair of illuminants. Because of this, results for this pair of illuminants are not calculated into the global mean and are shown only at the bottom of Table 1.
CONCLUSIONS
In this experiment we have examined several methods of predicting cone response vectors under a target illuminant, given the vectors under a source illuminant and the chromaticities of the two illuminants. We assessed the performance of these methods based on how closely the predicted vectors matched the actual vectors. The results in Table 3 clearly show that if accuracy in predicting colors under a different illuminant is the goal, the twoparameter affine transformation offers no advantage over the two-parameter diagonal-matrix transform (DMT) or the DMT with sharpening. In no case did the affine transformation outperform both the DMT and the DMT with sharpening, although in 7 out of 30 cases it outperformed the DMT. 
