Introduction
Path Analysis is the statistical technique used to examine causal relationships between two or more variables, and it is based upon a linear equation system. It could also be said to be a method for the decomposition and interpretation of relationships among variables in linear causal models using multiple regression or correlation procedures. It also aids in quantitative understanding of population genetics (Wright, 1921) . However, little use was made of this technique until it was introduced to the social sciences by Duncan [2] Since then it has proved to be a useful approach in quantifying and interpreting causal theory. Path analysis is used mainly in an attempt to understand comparative strengths of direct and indirect relationships among a set of variables. In this way, it is unique from other linear equation models: In path analysis mediating pathways can be examined, and pathways in path models represent hypotheses of researchers, and can never be statistically tested for directionality [3] Path analysis is a subset of Structural Equation Modeling; a multivariate procedure which, as defined by Ullman [4] , "allows examination of a set of relationships between one or more independent variables, either continuous or discrete, and one or more dependent variables, either continuous or discrete. In statistics, it is used to describe the direct dependencies among a set of variables, as such, its model is equivalent to any form of multivariate analysis. It is used in solving the problem of causal interpretation and provides information about indirect and direct effects on a dependent variable. It allows scientists to use their knowledge of the system under consideration by sequentially ordering the variables in a linear causal model which represents the causal processes assumed to operate among the variables in nature. However, it must be emphasized that path analysis is dependent on the availability of sufficient knowledge of the subject matter to construct realistic causal models and that the direction of assumed causal effects is determined entirely from an understanding of the processes under study. Hence, this study is interested in modeling Global warming, using Carbon dioxide (CO 2 ) emission as a surrogate. Carbon dioxide (CO 2 ) is recognized as a significant contributor to global warming and climatic change and it is the primary greenhouse gas emitted through human activities. In 2011, CO 2 accounted for about 84% of all U.S. greenhouse gas emissions from human activities [5] . It has been observed that due to rapid industrialization, energy demand and consequently CO 2 emission; owing to increased use of fossil fuels are expected to increase [6] . Though, CO 2 emissions come from a variety of natural sources but human-related emissions are responsible for the increase that has occurred in the atmosphere since the industrial revolution. [7] . Industrial activities, which includes manufacturing is among the major sources of CO 2 emission [5] . In this study, CO 2 emission and variables believed to be contributing to CO 2 emission were considered. We call these variables contributing variables.
II. Methodology
Using data collected from [8] on list of countries by their CO 2 emission and data on contributing variables collected from [9] ; the method of Path analysis were applied. The data are shown on From TABLE 1 above, the data were classified as exogenous (independent) and endogenous (dependent) variables. In path analysis the exogenous variables are those that are predetermined, that is, whose total variation is assumed to be caused by variables outside the set under consideration. No attempt is made to explain their variability. Endogenous variables are those whose variation is assumed to be determined by some linear combination of the variables under consideration; all are ultimately determined by the exogenous variables in the system. The endogenous variables requires the construction of a linear causal model, written as a set of structural equations representing the causal processes assumed to operate among the variables in nature. It is assumed that each relationship in the model is linear and that the model is recursive, implying that there are no reciprocal effects or feedback loops. The model used in this study is represented in Fig.1 below in a simplified form.
Figure1. path diagram of the exogenous and endogenous variables
Each endogenous variable enters the pathway sequentially from left to right. Once entered, each variable is assumed to have an effect on every other endogenous variable added subsequent to it. Each disturbance variable represents all the unmeasured and residual causes of an individual endogenous variable which are not explicitly identified in the model; the disturbance variables are assumed to be uncorrelated with each other and with the exogenous variable. One of the important applications of path analysis is the analysis of correlation into various components. Within a given causal model it is possible to determine what part of a correlation between two variables is due to the direct effect of a cause and what part is due to indirect effects through other variables. It involve a technique for dealing with a complex system of interrelated variables, which, from the theoretical point of view and prior knowledge, are considered as affecting the behaviour of some other variables. Its primary role, is therefore, not merely to provide a format for presenting conventional calculations for predictive purposes as does regression analysis, but to render an interpretation for a complex system of relationships. In Path analysis the ordering of the independent variables is not arbitrary, but is determined by the theoretical considerations that generated the model under study. The Variables are defined according to assumed causes. In view of these, the following relationships were generated among the selected variables based on the assumed theoretical causal relationship.
= F( , , , , ) = F( , , , , ) , F( , , , ) , = F( , ) Where B 65 is the total effect of on b 65 is the direct effect of (independent variable) on (dependent variable).
To develop the Path model, it requires the correlation coefficients as contained in TABLE 2 below; Table 2 . Correlation Analysis of CO 2 Emission and Contributing Variables.
The interpretation of the results of path analysis in this study was based on the methods of Alwin & Hauser [10] and Duncan [11] .A zero-order correlation coefficient expresses the degree of linear relationship between two variables and it can be regarded as a measure of their total association, made up of 3 distinct components: (a) Direct effect being that effect not transmitted via intervening variables but remaining when all other variables have been held constant -measured by the path coefficient; (b) Indirect effects being those effects mediated through intervening variables, each given by the product of the path coefficients in the appropriate indirect pathways; (c) 'Spurious' correlations being those correlations due to joint dependence on an antecedent variable (i.e. common 'cause') and to correlated exogenous variables. Based on these interpretations, the following path model applies; Figure 2 path model of global warming In the model above, the exogenous variables ( , , and ) are modeled as being correlated and as having direct effects on (the dependent or 'endogenous variable. In most real models, the endogenous variables are also affected by factors outside the model (including measurement error). The effects of such extraneous variables are depicted by the 'e' or 'error' terms in the model as shown in figure 2 above. Also, from: (3) -(6), the total effects are decomposed into direct and indirect effect, but in: (7) the total effect is just direct on . This is implies that the effect of GDP is direct on CO 2 emission. This is understandable since the GDP of any country is measured by all the economic activities that goes on in that country which in turn amounts to their level of CO 2 emission that contributes to global warming. It is pertinent to mention that was not included in the model because the result of the analysis indicates that it is not a good predictor.
III. Conclusion
The Path model developed in Fig.2 above based on this study could be used to estimate global warming since all the variables considered have an average of 80% effect on CO 2 emission which is used as a surrogate of global warming. According to the correlation analysis on significant at 5% significant level. This indicates that based on this study, the variation in CO 2 emission could be traceable to these variables. According to path analysis result, the correlation coefficient of 0.892, 0.935, 0.986 and 0.908 respectively were due to direct effect of the selected variables on CO 2 emission which causes global warming, while 0.799, 0.972 and 0.884 respectively were due to indirect effect of the selected variables on global warming. The highest percentage for the direct effect was due to industrial output ( ) with 0.986, which shows that global warming increases with increase in industrial activities. As a matter of fact one would not advocate for reduction in industrial activities in other to reduce global warming rather an alternative approach should be thought of. Therefore this study suggests that industries should adopt a symbiotic method of operation by also engaging in activities that requires the use of CO 2 .
