Simple examples are used to introduce and examine a Heisenberg picture of symmetries of open quantum dynamics that can be described by unitary operators.
I. INTRODUCTION
Symmetries have not played as big a role in open quantum dynamics as in the complete quantum dynamics of a closed system. One reason may be that structures where we might see symmetries are changed. The Schrödinger picture can look quite different for the open quantum dynamics of a subsystem. [1] [2] [3] [4] [5] [6] [7] There may be no Schrödinger equation, no wave function or state vector, because the state of the subsystem can be a mixed state described by a density matrix, not a pure state described by a state vector, even when the the state of the entire system that contains the subsystem is a pure state described by a state vector and the dynamics of the entire system is described by a Schrödinger equation. The state of the subsystem can change between more or less pure or mixed as a pure state of the entire system changes in time. The time dependence of the density matrix for the subsystem may be described by a Gorini-Kossakowski-Sudarshan/Lindblad equation [8, 9] when necessary assumptions are satisfied or approximations are made. Completely positive maps of density matrices [10, 11] may be used when the density matrix for the entire system is a product of the density matrix for the subsystem and a density matrix for the rest of the entire system and, since that condition changes in time, maps with various different properties [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] also may be brought in, further developing the basic picture [23] [24] [25] of quantum dynamics as linear maps of density matrices.
The open dynamics of a subsystem does not look so different in the Heisenberg picture.
The operators that represent the physical quantities of the subsystem are changed in time the same as for any other physical quantities of the entire system. The dynamics for the subsystem is seen simply by looking only at changes for the physical quantities of the subsystem. We will take this point of view here to look at symmetries of open quantum dynamics that can be described by unitary symmetry operators. This lets us use a framework that is the same for the symmetries of the dynamics of the entire system. It helps us see which symmetries come in only with the open dynamics for the subsystem, not as symmetries of the dynamics of the entire system. It also helps us see which symmetries depend only on the dynamics and which depend also on correlations, or absence of correlations, between the subsystem and the rest of the entire system or on the state of the rest of the entire system. It gives us exact equations and lets us avoid concerns about approximations used to write equations of motion for density matrices in the Schrödinger picture.
In the quantum mechanics of an entire closed system, a unitary operator U describes a symmetry for the quantum dynamics generated by a Hamiltonian operator H if U commutes with H. This is for a quantum system that is closed, which means there is no need to consider that it might interact with anything else. An open quantum system is a subsystem S of a larger system and interacts with the subsystem R that is the remainder, or rest of the larger system (which could be a reservoir). We will consider the open dynamics for S that is the result of the dynamics generated by a Hamiltonian operator H in the entire system of S In Section II, we assume that Eq.(1.1) holds for all the states of the entire system of S and R. The symmetries of the open dynamics of S apply to all the states of S and do not depend on the states of R or on correlations, or absence of correlations, between S and R.
We call these independent symmetries. We find that, at least in simple examples, this often implies that U commutes with H; then there are no independent symmetries for the open dynamics of S beyond those that are symmetries for the entire dynamics of S and R.
In Section IV, we assume at first that there are no correlations between the states of S and R and we assume that Eq.(1.1) holds for all the states of S but only for particular states of R. Then, to complete Section IV, we admit correlations between S and R and assume that Eq.(1.1) holds for all the states of S but only for particular states of R and particular correlations between the states of S and R. In that section, the symmetries of the open dynamics of S apply to all the states of S but do depend on the state of R and on correlations, or absence of correlations, between S and R. We call these dependent symmetries. This is a new kind of symmetry, different from that of the dynamics of an entire closed system. We consider only a few examples. Further results from collaboration are being reported separately. [26] The symmetries are generally not related to constants of the motion for the open dynamics of the subsystem. this is discussed in Section III.
We follow common physics practice and write a product of operators for separate systems, for example a product of Pauli matrices Σ and Ξ for the two qubits considered in Section II.A, simply as ΣΞ, not Σ ⊗ Ξ. Occasionally we insert a ⊗ for emphasis or clarity.
II. INDEPENDENT SYMMETRIES
Here we consider symmetries of the open dynamics of S that do not depend on the states of R or on correlations, or absence of correlations, between S and R. Throughout this section, we assume that Eq.(1.1) holds for all W for all the states of the entire system of S and R combined, and for all the Q for the physical quantities of S, which means that
for all the Q for S, and for any time t. The expression of the symmetry is that the overall changes of the operators Q for S are the same whether the symmetry transformation is before or after the dynamics. Multiplying both sides of this Eq.(2.1) on the left by U and on the right by U † gives
This expresses the symmetry in another way: the changes in time of the operators Q for S are the same for the dynamics generated by UHU † as for the dynamics generated by H.
The changes in time of the operators Q for S may be different in the dynamics generated by U † HU; this is shown by the example in Section II.E. The dynamics generated by U † HU does give the same changes in time of the operators Q for S as the dynamics generated by hold for all Q and W for the entire system, so Eq.(2.1) holds for all the Q for the physical quantities of the entire system and
holds for all the density matrices W for the states of the entire system. This shows that if U describes a symmetry for an entire system, then U † also does, whether U commutes with 
Since the dynamics is for the entire system of S and R combined, a change in the density matrix for S is generally obtained by calculating the change of the density matrix W for the entire system and taking the trace for R at the end. The density matrix for the entire system, not just the density matrix for S, is needed at the start.
The only situation that gives our framework for symmetries a place in the Schrödinger picture is when there are no initial correlations between S and R so the density matrix W for the entire system is a product ρ S ρ R of density matrices ρ S for S and ρ R for R. Then the dynamics changes ρ S in time t to
with a map Φ that is completely positive. From Eq.(2.5) for U an operator U S that is only for S, we have
which expresses the symmetry in terms of the map of the density matrices for S. A different choice of ρ R in Eq.(2.6) defines a different map Φ, but it is not changed when W is changed to U S W U † S . Other kinds of maps [12-16, 18, 22] can be used when there are initial correlations between S and R. Each map applies to a set of density matrices for S. Different maps are defined by different correlations between S and R as well as by different states of R. Changing W to U S W U † S can change the correlations and change the map, so Eq.(2.5) is generally not an expression of the symmetry in terms of the map that describes the change in time of the density matrices for S. Symmetries that depend on correlations generally cannot readily be seen in the Schrödinger picture.
A symmetry of the open dynamics of S can imply properties of the dynamics, for the entire system of S and R, that are not implied by the symmetries of the dynamics of the entire system. This is shown by an example worked out in Section II.F.
By multiplying both sides on the right by e −itH U, we see that
for all t. Conversely, this Eq.(2.9) for all t implies that Eq.(2.1) holds for all t and all Q for S if the R(t) commute with all the Q for S. By multiplying both sides of Eq.(2.1) on the left by Ue −itH and on the right by U † e itH we see that the R(t) for all t commute with all the Q for S.
Theorem 1. The R(t) for all real t commute with e isH Qe −isH for all the Q for S and all real s.
Proof. From Eq.(2.9) we get
and we see that, since all the Q for S commute with both R(s + t) and R(s), they must commute with e −isH R(t)e isH which means that every R(t) commutes with e isH Qe −isH for every s for all the Q for S. This completes the proof of Theorem 1. The operators required to commute with the R(t) as a result of Theorem 1 have to be worked out specifically case by case. In some cases, H commutes with the R(t). Then Eq.(2.11) implies that 
Since the spectrum of UHU † is the same as the spectrum of H, this says that the spectrum of H is the same as the spectrum of H + G. For operators on a finite-dimensional space, this implies that G is zero. This completes the proof of Theorem 2.
In some cases, R(t) commutes with all the operators for the entire system of S and R. Then R(t) must be a multiple of the identity operator for all t. If the spectrum of H has a lower bound, this brings us to the conclusion, again, that U commutes with H.
Theorem 3. If R(t) is a multiple of the identity operator for all t, and the spectrum of H has a lower bound, then U commutes with H.
Proof. Eq.(2.12) implies that R(t) = e −itr with r a real number, and then Eq.(2.9) implies that
Since the spectrum of UHU † is the same as the spectrum of H, this says that the spectrum of H is the same as the spectrum of H + r, which implies that r is zero if the spectrum of H has a lower bound. This completes the proof of Theorem 3.
An example worked out in Section II.G shows that the assumption that the R(t) are multiples of the identity operator is necessary for this theorem. An example worked out in Section II.E shows that the assumption that the spectrum of H has a lower bound also is necessary for this theorem.
Now we can prove the statements that were left unproved in the Introduction. They are based on the assumption that Eq.(1.1) holds for all W and all Q for the entire system of S and R. This implies that Eq.(2.1) holds for all the Q for the entire system of S and R.
Then the R(t) commute with all the Q for the entire system of S and R, so the R(t) must be multiples of the identity operator, and Theorem 3 implies that U commutes with H if the spectrum of H has a lower bound.
Without the assumption that the spectrum of H has a lower bound, we still get Having completed the Introduction, we go back to independent symmetries of the open dynamics of S, and consider simple examples.
A. One and one qubits example
Let S be a qubit described by Pauli matrices Σ 1 , Σ 2 , Σ 3 and R a qubit described by We write the Hamiltonian as
with real numbers α j , β j , γ j . Any Hamiltonian can be put in this form [27] by rotations of the Σ j and Ξ k that change
The R(t) commute with Σ 1 , Σ 2 , Σ 3 . By calculating the three commutators [Σ j , H] and multiplying each by each of the two Σ k for k = j, we see that Theorem 1 implies that the R(t) commute with
19) 20) which implies that the R(t) commute with
If any two of γ 1 , γ 2 , γ 3 are not zero, the R(t) must commute with Ξ 1 , Ξ 2 , Ξ 3 so, since they also commute with Σ 1 , Σ 2 , Σ 3 , the R(t) must be multiples of the identity operator and either Theorem 2 or Theorem 3 implies that U commutes with H.
If γ 1 , γ 2 , γ 3 are all zero, there is no interaction between S and R. Then the dynamics in S is generated just by the Hamiltonian 1 2 3 j=1 α j Σ j for S independently of the dynamics generated by 1 2 3 j=1 β j Ξ j for R. We will not consider this case. We choose a representative of the three cases where just one of γ 1 , γ 2 , γ 3 is not zero and consider the case where γ 1 and γ 2 are zero and γ 3 is not zero. Then the R(t) commute with Ξ 3 . Since they also commute with Σ 1 , Σ 2 , Σ 3 , they must be functions of Ξ 3 , so
with complex numbers a 0 (t) and a 3 (t) for each t. is a multiple of the identity operator, or β 1 and β 2 are zero. Either way, R(t) commutes with H for each t and Theorem 2 implies that U commutes with H. This completes the proof that in this example there are no independent symmetries of the open dynamics of S that are not also symmetries of the entire dynamics of S and R.
B. One and two qubits example
A minimal expansion of the preceding example will make room for different results. Let S remain a single qubit described by Pauli matrices Σ 1 , Σ 2 , Σ 3 but now let R be two qubits described by Pauli matrices Ξ 1 , Ξ 2 , Ξ 3 and Π 1 , Π 2 , Π 3 .
No new symmetries
We consider two different example Hamiltonians. The first is
The R(t) commute with Σ 1 , Σ 2 , Σ 3 . By calculating the commutator [Σ 2 , H] and multiplying by Σ 1 , we see that Theorem 1 implies that the R(t) commute with Ξ 3 + Π 3 , so the R(t)
commute with H and Theorem 2 implies that U commutes with H.
Many new symmetries
Still looking for different results, we consider another Hamiltonian,
Now, for example, U = Π 1 describes one of many independent symmetries of the open dynamics of S that are not also symmetries of the entire dynamics of S and R. We can see that Eq.(2.1) is satisfied very simply for this H and U and Q a Σ j because on the left side one Π 1 commutes with Σ j and cancels out with the other Π 1 , leaving
because the Ξ 3 Π 3 commutes with everything else, and on the right side one Π 1 anticommutes with the two Ξ 3 Π 3 and commutes with everything else as it moves through and cancels out with the other Π 1 , leaving
So, since U = Π 1 does not commute with H, it describes an independent symmetry of the open dynamics of S that is not a symmetry of the entire dynamics of S and R.
C. One and many angular momenta example
It can still happen that U must commute with H when S and R are both large systems and when the part of each that interacts with the other is small. Here is an example.
Suppose there are operators J 1 , J 2 , J 3 for S that have angular-momentum commutation
We do not assume that these operators involve all of S or even a large part of S. We do assume that the state-vector space for S is finite dimensional. Suppose R has two sets of angular-momentum operators,
, so each set has angularmomentum commutation relations the same as Eq.(2.26) for the J, and the K commute with the L. We do not assume that the operators K and L describe all of R. We do assume that the state-vector space for R is finite dimensional. We will see that the example can easily be extended by putting more angular-momentum operators in with the K and L.
We work with the operators 27) which have commutation relations
and with the same combinations and commutation relations for the K and L. Let
The R(t) commute with J 1 , J 2 , J 3 and all the other operators for S. From the commutators
we see that Theorem 1 implies that the R(t) commute with
so the R(t) commute with H and Theorem 2 implies that U commutes with H.
The same result may be obtained when more angular-momentum operators are added to the chain with the K and L. If M + , M − , M 3 are added and 
so the R(t) still commute with H and again Theorem 2 implies that U commutes with H.
D. One and one oscillators example with lower bound
Let S be an oscillator described by raising and lowering operators A and A † and R an oscillator described by raising and lowering operators B and B † so 
The R(t) commute with A and A † . From the commutators
we see that Theorem 1 implies that the R(t) commute with B and B † . Then the R(t) must be multiples of the identity operator and, since the spectrum of H does have a lower bound, Theorem 3 implies that U commutes with H. In this example, there are no independent
symmetries of the open dynamics of S that are not also symmetries of the entire dynamics of S and R.
E. One and one oscillators example without lower bound
If the terms without interactions are removed from the Hamiltonian, the spectrum of the Hamiltonian loses its lower bound. We get an example that shows that the assumption that the spectrum of H has a lower bound is necessary for Theorem 3.
Again, let S be an oscillator described by A and A † and R an oscillator described by B
and B † , with Eqs.(2.33) and (2.34), but now let
From the commutators
we see that Theorem 1 implies that the R(t) commute with B and B † and conclude that the R(t) must be multiples of the identity operator, the same as in the preceding example.
Then the R(t) satisfy Eq.(2.12), so R(t) = e −itr with r a real number, and Eq.(2.9) implies that
To find a U, let for density matrices W for all the states of the entire system of S and R combined, which
implies that
In particular, if Q is a unitary symmetry operator, or an Hermitian operator that is a generator of a one-parameter group of symmetry operators, for independent symmetries, we would say that Q can represent a constant of the motion for the open dynamics of S only if Q commutes with H, which means that it describes a symmetry for the dynamics of the entire system of S and R combined.
On the other hand, if we think about constants of the motion the same way we think about dependent symmetries, we could say that an operator Q for S represents a quantity that is a constant of the motion for the open dynamics of S if it is constant for all possible initial states of S but only for particular states of R or correlations, or absence of correlations, between S and R. We could say it is a dependent constant of the motion. We will see an example in Section III.A of an Hermitian operator that is a generator of a one-parameter group of unitary operators that describe dependent symmetries but does not represent a dependent constant of the motion. More examples are being considered. [26] IV. DEPENDENT SYMMETRIES Now we consider dependent symmetries. At first, we assume there are no correlations between S and R and consider symmetries of the open dynamics of S that depend on the state of R. We assume that the density matrix for S and R is a product W = ρ S ρ R with ρ S a density matrix for S and ρ R a density matrix for R. The mean value for a product of operators A for S and B for R is
We assume that Eq.(1.1) holds for all ρ S but only for particular ρ R . The symmetries of the open dynamics of S apply to all the states of S but depend on the state of R. Then
for all the Q for S, and for any time t, but only for particular ρ R . The changes for S are the same whether the symmetry transformation is before or after the dynamics.
Suppose U is an operator U S that is just for S; it does not involve R. Then multiplying both sides of Eq.(4.2) on the left by U and on the right by U † gives
The changes in time for S are the same for the dynamics generated by U S HU † S as for the dynamics generated by H.
We know, from looking at independent symmetries, that generally the changes in time for S may be different in the dynamics generated by U † HU than in the dynamics generated by H. They are not different when U is an operator U R that is just for R. Then U and U † cancel out of the left side of Eq.(4.2) and can be inserted on the right side to give 4) showing that the changes in time for S are the same in the dynamics generated by U † R HU R as in the dynamics generated by H. Also, when U is an operator U R that is just for R, canceling U and U † out of the left side of Eq.(4.2) and moving U to an equivalent position in the trace on the right side gives
The changes in time for S are the same for the state represented by U R ρ R U † R as for the state represented by ρ R .
Suppose U 1 and U 2 are operators for S; they do not involve R. If U 1 and U 2 represent dependent symmetries for the open dynamics generated by H and for the state of R represented by ρ R , then so does U 1 U 2 , because Eq.(4.2) for U 1 U 2 is implied by its holding successively for U 1 and then U 2 . Whether a set of dependent symmetries represented by operators U for S generates a group depends on whether the U † operators represent dependent symmetries for the same H and the same state of R.
Properties of the open dynamics often can be seen from a symmetry without working with the dynamics. Suppose U is again an operator U S that is just for S; it does not involve R. If U S represents a dependent symmetry for the open dynamics generated by H and for the state of R represented by ρ R , and if there are operators Q and Q k for S and numbers
then Eq.(4.2) implies that To consider symmetries that also depend on correlations between S and R, we just assume that Eq.(1.1) holds for density matrices W that describe all the states of S but only particular correlations between S and R and particular states of R. The changes for S made by U and the dynamics generated by H are seen in the changes of the mean values of basic operators Q for S calculated with those W . This is illustrated in the example that follows.
A. One and one qubits example
Let S be a qubit described by Pauli matrices Σ 1 , Σ 2 , Σ 3 and R a qubit described by Pauli matrices Ξ 1 , Ξ 2 , Ξ 3 , as in Section II.A. Let = Σ 1 cos γ 2 t cos γ 3 t + Ξ 1 sin γ 2 t sin γ 3 t −Σ 2 Ξ 3 cos γ 2 t sin γ 3 t + Σ 3 Ξ 2 sin γ 2 t cos γ 3 t (4.9) using the algebra of Pauli matrices, and similarly
10) To admit correlations between S and R, we ask whether Eq.(1.1) holds when Q is Σ 1 , Σ 2 , Σ 3 , for density matrices W for all the states of S but only for particular correlations These observations are a beginning. Further examples and applications should be explored with hope that some can be put to significant use. One step being reported separately is a collaboration looking at more examples of dependent symmetries. [26] 
