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Abstract: Pachinko Allocation Model, Latent Dirichlet Allocation and other topic models are popular tools used in text 
modeling and also increasingly in image processing field, especially for object recognition and image retrieval tasks. We 
present in this paper the experiment on which we are working under the domain of image indexing and retrieval. This 
experiment consists on using Pachinko Allocation Model (PAM) with local image features extracted by Scale Invariant 
Feature Transform (SIFT) technique in content-image retrieval task. The experiment is a part from our work which focuses on 
the use of Pachinko Allocation Model with local, global, and a fusion of local/global features of images in image indexing and 
retrieval field. 
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1. Introduction 
The problem of managing a huge quantity of 
information including images is occurred due to the 
expansion of computer science and multimedia, 
retrieval tasks become more and more difficult with 
insufficient results for users. Many models have been 
proposed in the field of image retrieval, among them 
topic models which have been originally developed in 
the context of text modeling. Topic models try to find 
and use latent (hidden) semantic spaces that are more 
accurate to model documents in the context of retrieval 
tasks and overcome problems such as synonymy and 
polysemy due to count vector representation of 
documents, instead, each document is generally 
assumed to consist of multiple hidden topics that are 
responsible of generating words in the document. The 
use of topic models in image retrieval remains to the 
fact that they allow us explicitly to represent an image 
as a mixture of topics i.e., as a mixture of one or more 
object/object parts. 
     Latent semantic analysis LSA [3] was the 
first model to apply in image indexing and retrieval, in 
[6] they use LSA to construct an image search engine 
on the web called ImageRover, LSA uses a Singular 
Value Decomposition (SVD) for mapping into the 
semantic space. The pLSA [4] is the probabilistic 
variant of LSA. Instead of using SVD, it assumes a 
probabilistic model where each document is 
represented by a mixture of topics (hidden topics), each  
 
 
 
 
topic denotes a distribution over the discrete words 
(visual words in image retrieval context). 
 
     Latent Dirichlet Allocation LDA [1] is a 
generative probabilistic model which is similar to 
pLSA. The main difference is that topic probabilities 
can be easily assigned to new documents which not 
the case for pLSA. Correlated Topic Model CTM [2] 
is another topic model which is similar to LDA but 
with some differences concerning topic proportions. 
Pachinko Allocation Model (PAM) [11] is a topic 
model which has been used for object recognition 
tasks [8], and it mainly differs from previous models 
by the possibility of capturing correlation between 
topics. pLSA, LDA, and CTM have been studied and 
compared in [5] which represent an important 
reference in the use of topic models in both object 
recognition and retrieval tasks, another important 
point of [5] is that his work focus on the use of topic 
models in real-world noisy databases and for this 
purpose she used a database consist of more than 
240,000 images which have been downloaded from 
the public Flickr repository. 
     We will try in this experiment to study the 
Pachinko Allocation Model (PAM) in the context of 
image retrieval task using local features of images 
extracted by Scale Invariant Feature Transform (SIFT) 
technique, note that PAM was absent from [5]. Paper 
overview is as follow. We will first present the 
technique used for extracting features from images,  
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then we will speak about the appropriate representation 
of these feature in order to use them in topic models. 
PAM will be presented in the 3rd section. 
 
2. Image Features Extraction 
We work in this experiment on local features 
like in [5], those features are calculated at interest 
points in images, we use DoG (Difference of Gaussian) 
detector to detect such interest points and their 
associated regions. The DoG is scale-invariant region 
detector which first detects a set of interest points, then 
it filters this set to preserve only points that are stable 
under a certain amount of additive noise. Firstly, key 
points (interest points) are identifying by scanning the 
image over location and scale. It detects localization 
and scale of key points as scale-space extrema of the 
function 𝐷(𝑥,𝑦,𝜎), which is the difference-of-Gaussian 
function convolved with the input image 𝐼(𝑥, 𝑦) : 
𝐷(𝑥,𝑦,𝜎) = �𝐺(𝑥,𝑦,𝑘𝜎) − 𝐺(𝑥,𝑦,𝜎)� ∗ 𝐼(𝑥, 𝑦) 
Where k indicates a constant multiplicative factor and 
𝐺(𝑥,𝑦,𝜎𝑖) = 12𝜋𝜎𝑖2 𝑒−(𝑥2+𝑦2)/2𝜎𝑖2 
is a Gaussian kernel. 
 
Figure 1: Detection of Extrema in Scale-Space by Comparing a 
Pixel(x) to Its Neighbours (◦) in the Current and Adjacent Scales [8]. 
 
Local 3D extrema of D(.) are detected by 
comparing each pixel to its 26 neighbours, 8 neighbours 
in the current scale space level and 9 from both above 
and below space levels (see Figure 1). A point is 
selected only if it is larger or smaller than any of these 
neighbours. Then to accurately determine location and 
scale, a detailed model is ﬁtted to each candidate 
location. The function value D(𝑥�) at the extremum  𝑥�, is 
used for rejecting unstable extrema with low contrast. 
All extrema with a value of |D(𝑥�)| less than a certain 
threshold (determined empirically through experiments) 
are discarded. However, to ensure stability it is not 
sufficient to reject interest point candidates with low 
contrast, but also points with unstable localization along 
edges must be eliminated. That is done by discarding 
interest points that have a ratio of principal curvatures 
greater than a certain threshold, as interest points on 
edges will have a large principal curvature across the 
edge but a small one perpendicular to it [5]. 
 
 
Figure 2: 2x2 Descriptor Array Computed from an 8x8 Set 
of Samples [8]. 
 
     Computation of features for key points 
detected by DoG detector is realized with the Scale 
Invariant Feature Transform SIFT [8]. First, an 
orientation, scale, and location are assigned to key 
points. The scale and location are determined by DoG 
detector, while one or more orientation are assigned to 
the key point based on the dominant gradient 
orientation of the local image patch surrounding the 
interest point. Dominant gradient directions are 
identiﬁed by selecting peaks within an orientation 
histogram. This histogram is formed from the 
gradients’ angles of sample points within a region 
around the key point, weighted by each gradient's 
magnitudes. For each dominant orientation an interest 
point is created with that orientation, i.e., multiple 
interest points might be created for the same location 
and scale, but with different orientations [5].The 
descriptor is formed from a vector containing the 
values of all the orientation histogram entries, 
corresponding to the lengths of the arrows on the right 
side of Figure 2. The Figure 2 shows a 2x2 array of 
orientation histograms, however 4x4 array of 
histograms is used with 8 orientation bins in each, that 
means 4x4x8=128 element feature vector for each key 
point [8]. Finally, the vector is normalized to ensure 
invariance to illumination conditions. SIFT features 
are also invariant to small geometric distortions and 
translations due to location quantization [5]. 
 
Figure 3: Stages of Key Points Selection [8]. 
 
Since we have calculated the local features for 
images, we need to define an appropriate 
representation to use with topic models. Thus, an 
equivalent to word as elementary parts in documents 
has to be found for images known as visual words. 
SIFT descriptors extracted are high dimensional and 
their entries are continuous, thus a vector quantization 
is applied to derive discrete visual words. We apply k-
means clustering on SIFT features vectors of each 
image and we keep the mean (cluster’s centroid) of 
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resulting clusters as a visual word and the dimension of 
its cluster as the term frequency. We need also to 
cluster again all the centroids extracted by the first 
clustering in order to construct the corpus vocabulary 
and thus a bag-of-words model can be derived. Next, 
Pachinko Allocation Model will be presented. 
 
3. Pachinko Allocation Model 
The Pachinko Allocation Model (PAM) [11] is 
a probabilistic topic model which uses a Discrete 
Acyclic Graph (DAG) structure to present and learn 
possibly sparse topic correlations. In PAM, the concept 
of topics is extended to be distribution not only over 
words, but also over other topics. PAM connects words 
in V and topics in T with an arbitrary DAG, where topic 
nodes occupy the interior levels and the leaves are 
words. Graphical model of PAM is presented in figure 
4. 
 
Figure 4: Graphical Model of PAM 
To generate a document in PAM model we follow 
the process: 
• Sample𝜃𝑡1
(𝑑),𝜃𝑡2(𝑑), … ,𝜃𝑡𝑠(𝑑)  from 
𝑔1(𝛼1),𝑔2(𝛼2), … ,𝑔𝑠(𝛼𝑠), where 𝜃𝑡𝑖(𝑑) is a 
multinomial distribution of topic ti  over its 
children. 
• For each word w in the document,  
- Sample a topic path 𝑧𝑤  of length 
𝐿𝑤: < 𝑧𝑤1, 𝑧𝑤2, … , 𝑧𝑤𝐿𝑤 >. 𝑧𝑤1   is 
always the root and  𝑧𝑤2  through     
𝑧𝑤𝐿𝑤  are topic nodes in topics T.  𝑧𝑤𝑖   
is a child of 𝑧𝑤(𝑖−1) and it is sampled 
according to the multinomial 
distribution  𝜃𝑧𝑤(𝑖−1)(𝑑)   .  
- Sample the word w from   𝜃𝑧𝑤𝐿𝑤
(𝑑)    .  
The joint probability of generating a document d is: 
𝑃�𝑑, 𝑧(𝑑),𝜃(𝑑)�𝛼� = �𝑃�𝜃𝑡𝑖(𝑑)�𝛼𝑖�𝑠
𝑖=1
 
× �(�𝑃�𝑧𝑤𝑖�𝜃𝑧𝑤(𝑖−1)(𝑑) � 𝑃(𝑤|𝜃𝑧𝑤𝐿𝑤(𝑑)𝐿𝑤
𝑖=2
)
𝑤
 
 
And a marginal probability of document d is: 
 
𝑃(𝑑|𝛼)= ��𝑃�𝜃𝑡𝑖(𝑑)�𝛼𝑖�         𝑠
𝑖=1×  ��(�𝑃(𝑧𝑤𝑖|𝜃𝑧𝑤(𝑖−1)(𝑑) )𝐿𝑤
𝑖=2
𝑃(𝑤|𝜃𝑧𝑤𝐿𝑤(𝑑) ))
𝑧𝑤𝑤
𝑑𝜃(𝑑) 
 
Four level PAM is often used, and it differs 
from PAM which allows arbitrary DAGs to model 
topic correlations. PAM has been used in [7] under the 
context of object recognition task. 
 
Figure 5: Model structure for four topic models [11]. 
 
4. Similarity Measures 
For similarity measurement, we can calculate 
the cosine between topic distributions of images da 
and db .The cosine cos(a,b) between two vectors a and 
b (representing topic mixtures of da and db) is defined 
by: 
𝐜𝐨𝐬(𝒂,𝒃) = 𝒂.𝒃
‖𝒂‖.‖𝒃‖ 
 
Thus, similarity is deﬁned as the cosine of the 
angle between the two vectors in the topic space. We 
can also use the L1 distance defined by: 
 
𝑳𝟏(𝒂,𝒃) = �|𝒂𝒌 − 𝒃𝒌|𝑲
𝒌=𝟏
 
  
5. State of the Experiment 
We have completed the extraction of local 
image features using DoG/SIFT method and also 
the construction of the visual words 
representation, the package of [9] was used for 
this phase of the experiment. Actually, we are 
applying the Pachinko Allocation Model on the 
extracted data. For the experiment, we are using 
986 images from a subset of Corel image 
database [10], images are dispersed on 10 classes: 
butterfly (100 images), mountain (99), space 
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(100), sunset (100), flowers (99), forest/trees 
(100), people (101), cars (100), boats (100), 
water/river (87). For those 986 images, we have 
used 6 visual      words per image, and a 
vocabulary of 400 visual words. 
 
6. Conclusion 
The experiment is a part from our work which 
focuses on the use of Pachinko Allocation Model with 
local, global, and a fusion of local/global features of 
images in image indexing and retrieval field. We are 
trying to complete this experiment and to continue with 
the two other parts of the work in order to provide a 
frame comparison between their results which are 
useful in Content-Based Image Retrieval systems 
(CBIR), the comparison will offer the possibility of 
judging the most appropriate approach to apply and 
also an evaluation of features fusion influence on 
results. The work will be compared also with other 
topic models which have been used in image retrieval 
field. 
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