We introduce a hybrid quantum classical neural network that can be trained to generate quantum states. The quantum neural network consists of quantum and classical layers. The fully connected quantum layer will be implemented by a quantum circuit for possible speedup over classical methods with linear quantum operation and the classical layer will be implemented by the usual classical nonlinear activation functions. To demonstrate the power of the proposed new construction, we present results of using the quantum-classical hybrid neural network to generate eigenstates of simple molecules, complex entangled ground states and ground states of the transverse Ising Hamiltonian with varying local fields and spin-spin couplings. The approach achieved high accurate results and can be generalized for creating quantum states of complex systems.
Quantum computing has shown its great potential in advancing quantum chemistry research [1] . Many quantum algorithms have been proposed to solve quantum chemistry problems [2, 3, 4] , such as Phase Estimation Algorithm [5, 6, 7, 8] to calculate eigenstate energies of simple molecules, the Variational Quantum Eigensolver [9, 10, 11] to solve electronic structure problems and quantum algorithms for open quantum dynamics [12] . In the meantime, using quantum computing techniques to perform machine learning tasks [13] has also received much attention recently including quantum data classification [14, 15] , quantum generative learning [16, 17] , and quantum neural network approximating non-linear functions [18] . So far, applying the various quantum machine learning techniques to quantum chemistry is a natural extension [19, 20] . However, previous studies focused solely on quantum circuits with only a few non-linear functions, which are introduced by data encoding [18, 21] or approximating non-linear by measurements [22] . In the meantime, non-linearity is the most important part for the classical neural network for that it makes the multi-layer neural network does not work as a single layer [23] and make neural networks able to produce complex results [24, 25, 22] . The lack of non-linear function makes quantum neural network unable to beat classical neural network.
To solve this problem, here we introduce a new structure of quantum-classical hybrid neural network by combining quantum computing and classical computing to introduce non-linear activation function in quantum neural network. In this paper, we first give a detailed description of the whole structure of the quantumclassical hybrid neural network. We also present numerical simulations by using the new construction to generate ground states of different quantum systems. The generated quantum states are very accurate, which demonstrate the potential of the proposed quantum-classical hybrid neural network to solve quantum chemistry problems. function, with non-linear activation functions connected at the end, as shown in the left part of Figure 1 . In this work, we replace the linear function part by a quantum circuit as shown in the right side of Figure  1 to take advantage of possible speedup in quantum computation. In the meantime we keep the classical non-linear function part as the activation functions. In this neural network setup, the quantum circuit can be viewed as a quantum layer and the classical activation functions can be viewed as a classical layer. The input data is first encoded into quantum states and we perform linear calculations in the quantum layer. The output of the quantum layer will be used as the input of the classical layer. The classical layer will process the input through the non-linear activation functions. The two steps can be repeated several times to construct a hybrid multi-layers neural network. In our construction, the quantum layer is enabled by parameterized quantum circuits (PQC) [26] . The classical layer is enabled by simple non-linear functions. We will give construction details about the two layers in following sections.
Figure 1:
Classical neural network consists of fully connected layer and an activation function. In the construction of the quantum-classical hybrid neural network, we replace the fully connected layer by a quantum circuit.
Quantum Layer
The quantum layer is enabled by a PQC or variational quantum circuit consisting of parameterized quantum gates, which allow the PQC to be optimized by adjusting the parameters to achieve accurate results. PQC has been widely used in many areas of quantum computing and quantum machine learning, such in Variantional Quantum Eigensolver (VQE) [11] , quantum autoencoder [19] and quantum generative learning [16] . In the following section, we will provide details of constructing the PQC including encoding classical data into quantum circuits and optimizing parameterized quantum gates.
Data Encoding
To implement PQC, the first step is to encode the input classical data into a quantum state. Encoding classical data into quantum states can be mainly divided into two categories: amplitude encoding and variational encoding [21] . Amplitude encoding is to normalize an array of classical data into a vector and then use quantum gates to prepare the normalized vector as a quantum state. For example, for an array of data {a 1 , a 2 , ...a N }, the amplitude encoding first normalizes the array to a unit vector |input
i . Then, choose a set of quantum gates G to prepare the data vector |input = G|0 . Amplitude encoding will save the number of qubits for that an N length array of data will only need log N qubits to encode it. However, it will require O(N ) circuit depth to prepare the quantum states [27, 28] , which is not suitable for nowadays Noisy Intermediate-Scale Quantum (NISQ) [29] quantum device.
On the other hand, variational encoding has been proposed to reduce the depth of quantum circuits [18, 21, 28, 30] . Variational encoding is to prepare a set of quantum gates with parameters set to the input data and then initial state |0 with these gates. For an array of data {a 1 , a 2 , ...a N }, an example of variational encoding is to prepare the gate G as:
where g i is a set of single qubit quantum gates on qubits i and f i is a classical function to encode a i as the parameter of g i . The encoded state would be G|0 . In the variational encoding the depth of the circuit needed to encode the data would be O(1) [28] for that, the number of quantum gates to initialize the quantum state is always fixed, which makes variational encoding more suitable for NISQ devices. Furthermore, recently it has been shown how the variational encoding may help to introduce non-linearity feature in quantum circuit [21, 31] . Variational encoding can only be implemented at beginning of the quantum circuits but connections between PQC need to be non-linear to make multiple PQC not work as a single PQC and complex enough. To enable non-linear connections we introduce classical non-linear functions as connections between PQC. In numerically experiments, we will be using the variational encoding to perform the simulation and discuss implementing the quantum circuits on NISQ device.
Parameterized Quantum Circuit
Parameterized Quantum Circuit, also known as variational quantum circuit [10, 26] , is a quantum circuit consisting of parameterized gates with fixed depth. This is the main part of the quantum layer to perform the calculation. The parameterized gates consist of one-qubits rotation gates (R X , R Y and R Z ) as well as two-qubits basic gates (CN OT ). R X (θ), R Y (θ) and R Z (θ) are the rotation Pauli gates:
where σ x , σ y and σ z are Pauli matrices. Some more complicated gates may also be used in PQC like universal single qubit gates U or controlled universal single qubit gates CU , which can also be decomposed into quantum gates R X , R Y , R Z and CN OT [32] . Here we just consider PQC consisting of R X , R Y and R Z and CN OT . In general, PQC can be written as:
where U (θ) is the set of universal gates consisting of PQC and m is the number of quantum gates consisting of PQC. θ is the set of parameters {θ 1 , θ 2 ....θ n } and |ψ is the input quantum state. For each unitary gate U i , it may be CN OT which does not require a parameter or R X , R Y and R Z which requires a parameter θ j from {θ 1 , θ 2 ....θ n }. The operation of U can be modified by changing parameters θ. Thus, the output state can be optimized to the required states by changed parameters θ. By optimizing parameters used in U (θ), PQC tries to approximate arbitrary wanted quantum states.
To optimize parameters in PQC, gradient based optimized algorithm for quantum computation has been proposed recently [33, 18] . Gradient based optimizing algorithm is more efficient to find global minimum, as well as avoids trapping in local minimum by cooperating with advanced gradient based optimizing algorithm like Adam [34] . Recently, a measurement based exact gradient calculation on the quantum computer [18, 35] has been proposed . By changing the parameters, the quantum gradient can be calculated by parameter shifts (details in the Appendix B). In the following sections, we will be using gradient based optimization to perform the numerical experiments.
Classical Layer
The classical layer in our constructions of the quantum-classical hybrid neural network is to serve as an activation function connecting the quantum layers. Classical layer also consists of two parts. The first part is to transform the output state of the quantum layer into the classical inputs of the classical layer. In our numerical experiments, this is enabled by measured expectation values of operators on each qubit of the PQC, for example, σ i z of each qubit i as the inputs for the classical layer. The second part is to use classic non-linear function as the activation function to introduce non-linearity in the quantum-classical hybrid neural network. The activation function is very important in classical machine learning since it introduce non-linearity to give the neural network the power to simulate complex functions. The activation fucntion for the classical layer is chosen to be a simple one in our numerical experiments to avoid complex calculation when implementing on NISQ devices.
Numerical Experiments
To demonstrate the power of the new proposed quantum-classical hybrid neural network, we present results of using the quantum-classical hybrid neural network to generate eigenstates for different quantum chemistry problems. The input for the generative learning are the coefficients of the terms in the Hamiltonian and the output is the generated states which approximate the exact states of the Hamiltonian. The whole procedure is first to train the neural network with some sets of coefficients and corresponding exact states. Then we test the neural network to generate states with other sets of coefficients.
Constructions of the Quantum Layer
The quantum layer consists of two parts, the data encoding part and quantum computation part. We choose to use the variational encoding to decrease the depth of the quantum circuit in order to be implemented on the NISQ devices. For each qubit i, the input state is initialized as The quantum computation part is to use a simple PQC consisting of R X , R Z and CN OT gates. The construction of the PQC is illustrated in the green part of Figure 2 . To achieve better entanglement between all the qubits [36] , the PQC are repeated twice. The optimization of partametes {w i } are based on quauntum gradients with measurements [18] implemented by PennyLane [37] .
Constructions of the Classical Layer
The classical layer also consists of two parts. The first part is transforming the output states from the quantum layer to be used as the inputs for the new layer and using non-linearity activation functions. The inputs of the classical layer {b i } is chosen as the measured expectation value of each qubit of operator σ i z , where b i = σ i z . For the second part, activation function, we choose a simple non-linear function of the form tanh:
where c i are the output of the classical layer. The final generated state has different size from the input data while the quantum circuit has to keep outputs with same size as input. To solve this problem, at the end of the quantum classical hybrid neural network, we add another classical fully connected layer to output generated states with different size:
where {d j } are the final output, {c i } are the output of the classical layer and {w ji } are adjustable weights for this fully connected layer. The construction is illustrated in Figure 3 .
Constructions of the Quantum-Classical Hybrid Neural Network
To increase the power of the proposed neural network, one way is to repeat the quantum-classical combination for several times as shown in Figure 2 . The outputs of the classical layer will be reused as the inputs of the quantum layers. The initialization of the quantum states is the same for each quantum layer. The final generated quantum state is calculated by a fully connected layer as shown in Figure 3 . In our numerical simulations, we used different number of repetition for the quantum-classical combination and compare the generated results for different number of repetitions. The input of the hybrid quantum classic neural network is the coefficients of the different terms in the Hamiltonian and the final output is the generated ground state for the corresponding Hamiltonian. The cost function is chosen as:
The quantum-classic neural network is implemented by PennyLane [37] . We use Adam optimizer [34] based on quantum gradient and classical gradient calculated by PennyLane [37] to optimize the parameters.
Complexity analysis of the quantum-classical hybrid neural network
The depth of the data encoding part in the quantum layer is constant which would give the scaling of quantum gates as O(n) where n is the number of qubits. The scaling of quantum gates for each qubits in PQC is also constant which gives the complexity O(n). At the same time, the complexity of the classical layer is O(n) if we use Equation (4) as the activation function. The final fully connected layer would give complexity as n 2 . Because the number of qubits is equal to the number of inputs, if only consider repeating constant times for quantum and classical layers, the complexity for the quantum part is O(N ) and for the classical part is O(N 2 ) where N is the size of input.
Electronic Structure Simulations
The first application of the proposed quantum-classical hybrid neural network is generating states of the H 2 molecule Hamiltonian. The H 2 Hamiltonian in second quantization is giving by:
where b ij and b ijkl are the one-electron and two-electron integral, which are calculated by orbital integrals. Then we transform the Fermionic operators a † and a into set of Pauli matrices using binary code transformation [38] to save two qubits in the simulations. All the transformation are done using OpenFermion [39] . The final form of the H 2 Hamiltonian is giving by:
Where I is the identity matrix, σ x and σ z are Pauli matrices. {a i } are coefficients of the different terms and can be calculated as a function of the inter-nuclear distance R. In the current simulation, {a i } are the inputs for the neural network and the output will be generated ground states for H 2 molecule. We simulated the quantum-classical neural network by PennyLane [37] and optimized by the gradient based Adam [34] . The simulation only takes into statistical error with sampling size of 10 6 . We first train the neural network with 23 sets of coefficients and associated exact states corresponding to different bond lengths. Then we test the trained neural network to generate states with other 92 sets of coefficients corresponding to different bond lengths.
We present results with different number of layers to show that by increasing the number of layers one increases the accuracy of the generated states. We present the expectation value of the Hamiltonian ψ|H|ψ ψ|ψ calculated by the generated state and the exact ground state using different layers. By increasing the repetitions from 1 to 2, the accuracy is increased As shown in Figure 4 . Also, to demonstrate our construction network, we used the trained neural network on IBM quantum computer by Qiskit [40] to show how results would be on NISQ devices. We do calculation on ibm 5 yorktown -ibmqx2 chip with sampling number 1024. We also do simulation using properties of ibmq 5 yorktown -ibmqx2 chip as the noise model with sampling number 10 6 . We do not do training on NISQ for that the noise is still too much to make the optimization converge to minimum. The implemented circuit is given in Apppendix.B. The results are shown in Figure 5 Next, we present the results of generating the lowest four energy states of our H 2 molecule Hamiltonian equation (8) , in addition to the ground state energy curve, we obtianed the three lowest excited states. One should note that the first excited and second excited states for our H 2 Hamiltonian would be 1 √ 2 (|01 − |10 ) and 1 √ 2 (|01 + |10 ) respectively for bond lengths varying from 0.3 to 2.6 Angstrom. The generation of each energy level is calculated separately, by taking some sets of coefficients and associated states with different bond length and same energy level we trained the neural network and test the trained neural network to generate other state with different bond length and same energy level. The inputs are coefficients {a i } and outputs are generated states for same energy level. The results are shown in Figure 6 
Entangled Ground State
To further show the power of the proposed quantum classical hybrid neural network, here we present results of generated the entangled ground states of the following Hamiltonian [41, 42] :
This Hamiltonian is to describe two electronic spins with exchange coupling constant J and effective transverse magnetic field B [3, 41, 42] . γ is the degree of anisotropy. In the basis set {|00 , |10 , |01 , |11 }, the eigenvectors and corresponding eigenvalues can be written as [41, 42] :
where α = 4B 2 + J 2 γ 2 .
We present the expectation value of the Hamiltonian ψ|H|ψ ψ|ψ calculated by the generated state and ground states by two repetitions of the combination of one quantum layer and one classical layer. We set γ = 1 then the Hamiltonian becomes H = −Jσ 1
The inputs are coefficients of terms in the Hamiltonian equation (9) and outputs are generated ground states. We first train the neural network with 20 sets of coefficients and associated exact ground states corresponding to different J. Then we test the trained neural network to generate states with other 80 sets of coefficients corresponding to different J. The optimization uses Adam [34] . It can be seen from the Figure 7 our quantum-classical hybrid neural network also has the power to generate highly entangled ground states.
(a) Expectation values of the generated (normalized) and exact ground states (diagonalization).
(b) Errors between expectation values of the generated (normalized) and exact ground states (diagonalization) Figure 7 : Results with B = 0.001 a.u., J = −0.821R 5/2 e −2R [41, 42, 43] and γ = 1 where R is the distance between two electronic spins.
Transverse Ising Hamiltonian
Here we present results of generated ground states of the one dimensional nearest-neighbour transverse Ising Hamiltonian with free boundary conditions as a function of varying the scaled local field h:
The expectation values of the Hamiltonian ψ|H|ψ ψ|ψ are calculated by the generated state are compared with the exact ground states by two repetitions of the combination of one quantum layer and one classical layer. The inputs are coefficients of terms in the Hamiltonian equation (11) and outputs are generated ground states. We first train the neural network with 20 sets of coefficients and associated exact ground states corresponding to different h. Then we test the trained neural network to generate states with other 80 sets of coefficients corresponding to different h. We can generate the ground states of the transverse Ising Hamiltonian with the coefficient h varying from 0 to 2. Results are shown in Figure 8 of the quantum classical neural network calculations compared with the exact diagaonalization as a function of h for 3, 4 and 5 spins transverse Ising Hamiltonian. The generated ground states are generated by parameters optimized by Adam [34] . It can be seen from Figure 8 our quantum-classical hybrid neural network also has the power to generate ground states for 1d-transverse Ising Hamiltonian. Furthermore, we also present here results of generated ground states of the transverse Ising Hamiltonian with different coupling parameters for σ i z σ i+1 z terms:
σ i x (12) Figure 9 : Expectation values of the generated (normalized) and exact ground states (diagonalization) for transverse Ising Hamiltonian with different coefficients of σ i z σ i+1 z terms.
Conclusion
In this paper, we proposed to combine quantum computation and classical computation to introduce nonlinear feature in a hybrid quantum neural network. We show several numerical experiments of the new constructions of quantum-classical hybrid neural network to generate quantum states for different Hamiltonians. We have shown that the new structure has the power to generate ground and excited states for simple molecules, complex entangled ground states and ground states of the transverse Ising Hamiltonian.
Considering recent advancements in both quantum computing and machine learning, the combination of the two techniques -quantum machine learning -is expected to be a promising application of quantum computer in the near future. Our proposed hybrid scheme is general , accurate and can be implemented on the current quantum devices.
Also we know U j ( π 2 ) = e −iπPj /4 = 1 √ 2 (I − iP j ) and U j (− π 2 ) = e iπPj /4 = 1 √ 2 (I + iP j ) we have [18] :
Thus the quantum gradient with respect to θ k of the expectation value can be written as [18, 35] :
Thus by changing the parameter we can get the gradient by the measurement results.
Appendix.B
An example circuit for each quantum layer implemented by IBM Qiskit [40] for the H 2 molecule has the form: 
Appendix.C
In this section, we present the norm of the difference between the generated states and exact states which is calculated by ||Generated − |Exact |.
For H 2 , Figure 11 shows the results using 1 and 2 repetitions of the combination of one quantum layer and one classical layer.
(a) Norms of the difference between the generated states and exact states by one repetition.
(b) Norms of the difference between the generated states and exact states by two repetition. Figure 11 : Norms of the difference between the generated ground states and exact ground states for the H2.
For the entangled ground state, Figure 12 shows norms of the difference between the generated states and exact states Figure 12 : Norms of the difference between the generated states and exact states for the entangled ground state.
For the transverse Ising Hamiltonian, Figure 13 shows norms of the difference between the generated states and exact states with different spins. Figure 13 : Norms of the difference between the generated states and exact states with different spins. 
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