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Abstract

Forsyth, Carolyn M. Ph.D. The University of Memphis. August 2014. Predicting
Learning: A Fine-Grained Analysis of Learning within a Serious Game. Major Professor:
Arthur Graesser, Ph.D.
The dissertation investigates predictors of shallow versus deep learning within a
serious game known as Operation ARA. This game uses a myriad of pedagogical features
including multiple-choice tests, adaptive natural language tutorial conversations, casebased reasoning, and an E-text to engage students. Students are expected to learn about
11 topics of research methodology across three distinct modules that target factual
information, application of reasoning to specific cases, and question generation. The first
goal of this dissertation is to blend Evidence-Centered Design (ECD) and educational
data mining (EDM) in an effort to identify and discover the best predictors of shallow
versus deep level learning. In line with ECD, time-honored constructs of time-on-task,
discrimination, generation, and scaffolding were selected as constructs because there is a
large research history supporting their importance to learning. The first study included
192 college students who participated in a pretest-interaction-posttest study. These data
were used to discover the best predictors of learning across the training experiences. The
second study (N = 81) confirmed that varying types of knowledge (shallow vs. deep) are
acquired across the different training modules of the game in an ablation experiment that
manipulated the presence or absence of a module. Results revealed distinctly different
patterns of predictors of deep versus shallow learning for students across the training
environments of the game. Specifically, more interactivity may be important for
environments contributing to shallow learning whereas generation and discrimination
may be more important in training environments supporting deeper learning. However, in
iii

certain training environments the positive impact of generation may be at the price of
decreased discrimination.
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Predicting Learning: A Fine-Grained Analysis of Learning within a Serious Game
One of the major goals of computer-based learning sciences is to predict learning
from behaviors and events in technology-based environments. Accomplishing this goal
requires a mix of two schools of thought. First, Evidence-Centered Design (ECD;
Mislevy, Almond, & Lucas, 2003) proposes an accurate linking between theoreticallygrounded constructs and observable measures. Second, educational data mining (EDM;
Baker & Yacef, 2009) suggests appropriate statistical modeling to discover phenomenon
occurring in educational settings. The goal of this dissertation is to pursue the ECD and
EDM approaches to understand learning in a complex learning environment.
Researchers are now able to gain access to extremely large data sets with the
emergence of educational technologies in ecologically valid settings. Scientists are no
longer restricted to a handful of measurements collected with painstaking attention. With
the abundance of data, our challenge now becomes correctly capturing and analyzing the
resulting measurements. Educational data mining has met this challenge by discovering
new methods of analyzing large sets of educational data (Baker & Yacef, 2009). Across
the last five years, the field has grown dramatically as more and more researchers
recognize the need for specific statistical modeling to account for the unique nature of
data collected within educational settings (Baker, 2010, 2012; Pavlik & Anderson, 2008).
The current investigation predicts student learning events using statistical modeling and
assesses whether the inferences made from these data accurately reflect targeted
fundamental constructs. We incorporate the lessons of Evidence-Centered Design (ECD)
to interpret data in a meaningful way that aligns the data to theory.
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The main idea of ECD is to take substantial care in linking theoretically-grounded
constructs to observable measurements of human interaction (Messick, 1994; Mislevy et
al., 2003). Inferring the meaning of the observable to the unobservable requires an
extensive effort to ensure the tasks measured are relevant to the specific skill under
investigation. In order to ensure the link between the measures and skills, the gathered
information must be at the correct unit of analysis and reflect the original skill under
investigation. Through ECD, the establishment of measurement validity allows
researchers to explore large datasets using statistical techniques offered by the EDM
community to make predictions about future behaviors.
The current investigation uses ECD and EDM techniques to discover and define
the theoretically-grounded constructs that best predict shallow vs. deep level learning,
taking into account prior-knowledge levels of the student in a serious game environment
known as Operation ARA. The differences between deep and shallow knowledge in
different training activities within the game are then confirmed with a classic empirical
design. The dissertation begins with an explanation of deep and shallow level learning,
followed by an overview of Operation ARA. The theory and empirical research about
time-honored constructs in the learning and cognitive sciences literature are subsequently
reviewed to make meaningful predictions about constructs related to learning within
Operation ARA. Next, two experiments are reported that use the ARA learning
environment. Finally, the dissertation concludes by explaining the results of these two
experiments to reconstruct the best predictors of deep versus shallow level learning at a
fine-grained level with ECD, and educational data mining techniques.
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Shallow vs. Deep Level Learning
Shallow vs. deep-level knowledge are predicted to be acquired in different ways
(Forsyth et al., 2013; Graesser, Ozuru, & Sullins, 2009; Koedinger, Corbett, & Perfetti,
2012). For example, spending more time memorizing definitions and formulae or
increasing time-on-task (Taraban, Rynearson, & Stalcup, 2001) may help students
acquire shallow knowledge that may be represented in verbatim recall. However, this
may not translate into deeper knowledge that requires students to discriminate between
multiple alternates (Anderson, Corbett, Koedinger, & Pelletier, 1995; VanLehn et al.,
2007), to actively generate explanations (Cepeda, Pashler, Vul, Wixted, & Rohrer, 2006;
McNamara & Healy, 2000; Schmidt & Bjork, 1992), or to ask good questions (Graesser
et al., 2009). For example, the concept of “control group” in research specifies the need
for the researcher to have a control group in order to identify the value of one or more
treatment conditions. However, not all studies use control groups per se (e.g., correlation
designs), and the adequacy of the control group, if included, depends on the hypothesis
under investigation and other pragmatic factors (e.g., number of participants, suitability
of quasi-experimental designs). Therefore, learning a definition of a concept, like control
group, may not be adequate in learning the nuances in which they exist in the real world.
Tutorial conversations that provide immediate feedback and scaffolding to the learner
may contribute to both shallow and deeper-level understanding, depending on a myriad
of factors including the context, scaffolding level (such as hints and prompts), and topic
of conversation (Anderson et al.,1995; Graesser, Conley, & Olney, 2012; Millis et al.,
2011). The contrast between didactic factual recall versus conceptual applications of
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principles may be captured by the complexity required to articulate a correct answer to a
question (Graesser et al., 2009).
In early research on memory, depth of processing was defined as the degree to
which a meaningful representation of material is encoded and stored in memory and also
to the processes that encode these representations (Craik & Lockart, 1972). Information is
encoded at varying levels of representation that span perception, encoding in short-term
memory, and storage in long-term memory. At the most shallow level, the stimuli is
simply recognized for its basic physical characteristics, such as lines brightness,
orthographic code, or associated phonological code. At an intermediate level, the
language is encoded at lexical levels (i.e., basic definitions of words), nuances of words
(i.e., emotions, connotations), and syntactic patterns. At a deeper level, the meaning of
sentences and stimulus sets at a semantic level are encoded, including imagery and
themes. Long-term memory tends to store deeper levels of representation, but that really
depends on how the person allocates their attention among multiple levels of processing
during the encoding and study phase.
Researchers in the field of discourse processes have divided depth of processing
into multiple levels of understanding on a continuum from surface code, to the explicit
textbase, to the mental model (or situation model), and then on to the more global
rhetorical structure and pragmatic communication (Graesser & McNamara, 2011;
Graesser, Millis, & Zwaan, 1997; Graesser et al., 2009; Kintsch, 1998; Perfetti, Britt, &
George, 1995; Snow, 2002). These discourse components are ordered in depth aligning to
mental representations. The surface code simply requires one to interpret symbols, words,
and the syntactic composition. Explicit information in the textbase requires the learner to
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construct a shallow-level of understanding of a sentence with few if any inferences. For
example, acquiring explicit knowledge may only require a student to understand
definitions of terms and explicit clauses expressed in the text. Conversely, a situation
(mental) model requires one to make inferences, apply the information, and make
judgments about specific claims expressed in the materials. Consider an expository text
explaining how to assemble an object, for example. The explicit information might
include the names of the various parts of the object, whereas the information needed to
create a mental model would include the spatial, causal and functional relationships
among the objects that are often inferred rather than explicitly stated. The rhetorical
structure is how the discourse is structured and is related to genre. The level of pragmatic
communication corresponds to the overall points or themes of the discourse. Aside from
these levels, comprehension is influenced by prior-knowledge because explicit material
must first be understood before progressing to deeper levels that construct mental models.
This dissertation concentrates primarily on the acquisition of explicit textbase
information versus a deep mental model as a gauge of shallow vs. deep learning,
respectively.
Capturing these levels of depth and associated mental representations has long
been of interest to cognitive scientists. Taxonomies of question classification have been
developed by researchers and educators from multiple disciplines to accomplish this goal
(Bloom, 1956; Dillon, 1988; Graesser & Person, 1994; Mosenthal, 1996). Question
taxonomies help differentiate types of questions on a scale from concrete to abstract,
shallow to deep, or explicit knowledge to deep mental model levels. Although many
different mappings between questions, mental representations, and cognitive processes
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exist (Goldman, Duschl, Ellenbogen, Williams, & Tzou, 2003; Graesser et al., 2009;
Reder, 1987; Rouet, 2006; Singer, 2003), Bloom’s taxonomy (1956) continues to have a
reasonably sound foundation on depth. Specifically, explicit information corresponds to
recognition-oriented questions exemplified in yes/no or multiple-choice questions. Short
answer questions are considered recall-oriented and correspond to intermediate-level
knowledge. At the more extreme deep end of the spectrum, understanding may be
indicated by high performance on explanations, justifications, and applications of
knowledge. For example, consider a case-based test question in which a student analyzes
an actual scientific case while learning research methodology. Their goal is to identify
and explain the flaws in a study. In answering such a question, students must apply their
knowledge of the topic beyond the level of the explicit content (Graesser et al., 2009;
Millis et al., 2011).
There is a gap in the literature as it pertains to the best predictors of deep versus
shallow level learning. Many alternatives serve as good candidates. Perhaps it is the
interactive and adaptive scaffolding provided by an advanced learning environment (such
as a human or automated tutor) that is the most important factor related to deep-level
learning. Alternatively, perhaps it is the degree of accurate discrimination between
multiple alternatives or the amount (generation) of the student contributions that are the
better predictors of learning. Then again, it may simply be the amount of time spent on a
task that is the best predictor of shallow or deep-level learning. In this dissertation, these
intervention, discourse, and performance features will be explored as predictors of deep
and shallow learning in a serious game known as Operation ARA (Halpern et al., 2012;
Millis et al., 2011).
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Overview of Operation ARA
Millis and colleagues (2011) created Operation ARA (previously known as
OperationARIES!) with the hopes of increasing students’ knowledge of research
methodology in a dynamic, adaptive and engaging environment. In order to accomplish
this challenging goal, both game-like and pedagogical aspects are included in Operation
ARA. Game-like features include competition, score-points, and an over-arching
narrative about aliens conquering the world. Students are required to learn about good
science in order to detect these alien invaders that propagate bad science and save the
world from total destruction. The pedagogical features include reading an E-Text,
answering multiple-choice questions, critiques of cases exhibiting bad science, and
natural language conversations with animated tutorial pedagogical agents. The
combination of pedagogical and game-like features within the game contribute to
learning gains in studies adopting a pretest-interaction-posttest design (Cohen’s d of 0.801.04, Halpern et al., 2012). Although it is likely that both the game-like and pedagogical
features have distinct contributions to the learning gains of ARA, the focus of this
investigation is largely on the pedagogical features.
The internal architecture of Operation ARA is based on AutoTutor , an Intelligent
Tutoring System (ITS) that has taught topics such as computer literacy and physics
(Graesser, Jeon, & Dufty, 2008; Graesser et al., 2012; Graesser et al., 2004; VanLehn et
al., 2007). The ITS has shown considerable learning gains over reading a textbook and
other control conditions (Graesser et al., 2004; VanLehn et al., 2007). AutoTutor uses
natural language conversations between a human student and a pedagogical teacher agent
in order to interactively co-construct answers to deep questions requiring explanations.
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The conversational structure of AutoTutor was based on a fine-grained analysis of
human-to-human expert tutoring sessions (Graesser, Chipman, Haynes, & Olney, 1995;
Graesser & Person, 1994; Person & Graesser, 1999) and is referred to as ExpectationMisconception tailored dialog. The basic premise is that for each main question asked,
there is an expected answer (typically 3-7 sentences) that the human student is supposed
to articulate. An example main question may be “What is an explanation of a control
group in research methodology?”. The artificial teacher agent helps the student to
articulate this answer using multiple types of scaffolding such as pumps (i.e., “um..
anything else”), hints with broad clues, timely feedback (i.e., “good job!” or “no, not
quite”), misconception correction, and prompts for a specific word or phrase. A
misconception correction would be provided when a student articulates a misconception
such as “A control group is the group that receives the intervention of interest”. A hint
may be “As you consider the definition of a control group, think about how the control
group differs from the experimental group. What makes the control group different?”. A
prompt is a hint that only requires a student to give a single word or phrase answer such
as “A control group is the group that typically does not receive what_______?” . More
details on these conversations are provided in the Methods section.
In order to discover the appropriate scaffolding provided by the artificial agent,
the human answer must be accurately analyzed and matched to the pre-defined
expectation (or misconception). This natural language processing is accomplished
through a combination of latent semantic analysis (LSA, Landauer, McNamara, Dennis,
& Kintsch, 2007) and regular expressions (Jurafsky & Martin, 2008).
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Latent semantic analyses is a statistical pattern matching algorithm that
determines the functional meaning of words within a given discourse segment based on a
large corpus of texts. The central idea is that the meaning of a word is determined by
other words surrounding it. For example, the word “pencil” is associated with other
words that have a similar functional context such as “pen”, “crayon” or “writing”. LSA
computes the semantic similarity between the given word or discourse segment on 300500 weighted dimensions based on co-occurrence statistics. Weighted values are based
on frequency and distinctiveness of the word across contexts. For example, in the
discourse segment “a hypothesis is a prediction about the relationship between two
variables,” the word “the” is extremely frequent in documents and would be assigned a
lower weighting than a rare word such as “hypothesis” or “prediction”. In AutoTutor,
LSA is used for computing the similarity between student verbalizations and expected
good answers. The semantic match scores increase (from approximately 0 to 1) to the
extent that the weighted values of dimensions of the words in the two descriptions are
similar.
Regular expressions are used in conjunction with LSA to evaluate the similarity
between the human input and the expected answer. Within AutoTutor, regular
expressions define the 2-5 most important key words, phrases, and syntactic
compositions in a sentence that represents the meaning of the sentence expectation or
misconceptions. For example, consider the expectation in Operation ARA, “Researchers
use the information from the sample to make inferences about the population, so the
sample has to have the same characteristics as the population.” The important words in
this statement are “information”, “sample”, “inference,” “population”, and
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“characteristics”. The regular expressions take into account the structured combinations
and groupings of these words, thus allowing for a variety of different articulations to be
appropriately matched to the expectation. The students’ verbal input is compared with the
regular expressions in order to assess its meaning similarity. This method in conjunction
with LSA is quite successful in accurately computing semantic matches between human
input and expectations or misconceptions in Operation ARA. In fact, this method is not
only comparable, but not significantly different from expert human raters in systematic
assessments of the accuracy of computer-based evaluation of student contributions (Cai
et al., 2011).
Operation ARA extends the conversational framework of AutoTutor by
incorporating multiple pedagogical agents as well as the previously mentioned game-like
features. These multi-party conversations with the artificial agents allow for more
dynamic and adaptive conversations with the human student. Both an artificial teacher
agent and an artificial student agent teach research methodology to the human student via
three-way tutorial conversations (called trialogs). These tutorial interactions occur across
three modules of Operation ARA (i.e., Cadet Training, Proving Ground, and Active
Duty) where students learn 11 topics of research methodology as seen in Table 1.
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Table 1
11 Topics of ARA
Chapter

Description

Hypotheses, Theories & Variables
Reliability, Accuracy& Precision
DV: Objective Scoring
Control Groups
Random Assignment
Experimenter Bias
Subject Bias
Sample Size, Attrition &Mortality

The basic components of the Experimental Method
Explains the difference between these three constructs
The difference between objective vs. subjective scoring
The definition and importance of control groups
The definition and importance of random assignment
Types of experimenter bias including conflict of Interest
Demand characteristics and small vs. large sample sizes
Number of participants and drop- out rates
Samples with characteristics representative of the
population
Discriminating between a relationship and a true
experiment
The importance of replication in generalization

Representative Sample
Correlation vs. Causation
Generalization

In the Cadet Training Module, students learn the basic didactic information about
the 11 topics via an E-text, multiple-choice questions and natural language tutorial
conversations between a human student and two artificial agents, a teacher agent and a
student agent. The students are asked to answer multiple-choice questions because these
questions serve not only as a gauge of prior-knowledge but also aid in learning through
repeated testing (Roediger, McDaniel, & McDermott, 2006). After completing the
questions, the student has an opportunity to read the E-text to obtain more information
about the core concepts. The student is then tested again and proceeds to dynamic
conversations based on performance on the multiple-choice questions during training.
There are three types of tutorial conversations (i.e., vicarious learning, normal tutoring
and teachable agent). Students with low-prior knowledge on a concept as indicated by
performance on the multiple-choice questions during training simply watch the artificial
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teacher agent teach the artificial student agent with minimal interaction in the vicarious
learning mode. Previous research suggests that students with low-prior knowledge learn
from vicarious learning because these students do not have enough information about the
concepts to ask good questions or contribute meaningful information (Driscoll, Craig,
Gholson, Ventura, & Hu, 2003). However, tutorial interactivity may be more helpful for
other students (Jackson & Graesser, 2006). Therefore, students with an intermediate level
of prior knowledge interact with either normal tutoring or teachable agent mode. The
normal tutoring mode is when the artificial teacher agent teaches the human student. The
teachable agent mode is where the human student teaches the artificial student agent with
the help of the artificial teacher agent. After completing this module about the factual
information, students progress to the Proving Ground module where they must apply
their knowledge.
In the second module, the Proving Ground module, the student must apply the
information learned in the Cadet Training module by identifying flaws in research cases.
The application of knowledge about the 11 core concepts should help the student
integrate the shallow information acquired in the Cadet Training module and create a
more meaningful representation and deeper understanding of the material (Millis et al.,
2011). In this module, students compete against an artificial agent to identify flaws in
research cases. The student is offered scaffolding in multiple forms including a hint list
that contains all of the potential flaws such as “the dependent variable is not valid” or
“premature generalization of results”, access to the E-text, game score points indicating
performance, and additional help from the artificial teacher agent when needed. After
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completing the Proving Ground module, students continue to the most challenging
module, the Active Duty module.
In the Active Duty module, learners must actively generate questions about
abstracts of research cases. The human student is presented an abstract of a research case.
Then the student must generate questions to discover more information about the
particular study. Finally, the student must judge whether or not the research case is
flawed based off of the provided answers to the questions. This module requires the
student to recall potential flaws without the help of a hint list. Students must also actively
construct questions which is important for deeper level learning (Graesser et al., 2009).
The Active Duty module offers the student scaffolding in the form of feedback on the
questions asked, access to an E-text, and computer-generated questions when the student
is unable to generate a good question. More procedural detailed information about these
three modules will be provided in the Methods section.
Thousands of measures are collected across the chapters, questions, and other
learning activities. This dissertation incorporates pedagogical principles in the learning
sciences to choose the measures that may have the most meaningful relationships with
shallow vs. and deep learning for students with varying levels of prior-knowledge in the
multi-faceted learning environment.
Constructs Predicting Learning
Cognitive psychologists have identified several performance metrics as well as
cognitive and discourse constructs that predict shallow to deep level learning in complex
learning environments for students with varying levels of prior-knowledge (Koedinger,
Corbett, & Perfetti, 2012; Pashler et al., 2007; Taraban, Rynearson, & Stalcup, 2001;
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VanLehn et al., 2007). As discussed earlier, shallow learning includes comprehension of
explicit information about facts whereas deep learning requires a mental model that can
be applied to reasoning about cases. Separate constructs may correlate with shallow vs.
deep learning at varying depths of processing. Evidence-Centered Design (Messick,
1994; Mislevy et al., 2003) assumes that each of these hypothetical constructs is carefully
aligned to the measurements within the experimental or correlational design. For this
reason, the goal is to identify general constructs with theoretical underpinnings and
empirical evidence for predicting learning on varying levels and depth of processing.
The four constructs explored in this dissertation are time-on-task, generation,
discrimination, and scaffolding. These four constructs are prevalent in the literature and
have substantial empirical support. There are variations in measurement of these
constructs which depend on the subject matter, type of task, and unit of analysis (i.e.,
time a student spent reading a text book page on Research Methods vs. the entire time
spent interacting in a class). With such variations, the nature of the interaction within the
current context of Operation ARA must be made explicitly clear.
Each construct is defined as either learner-controlled, stimulus-controlled, or
interaction controlled. Within each phase of ARA (Cadet Training, Proving Ground, and
Active Duty), the three types of control (i.e., learner-, stimulus-, or interaction-controlled)
are specified for each cognitive construct (i.e., time-on-task, generation, discrimination,
and scaffolding). Learner-controlled means that the student has complete control over the
specific construct. Consider the student reading a text book alone. The time spent reading
would be entirely controlled by the student so the activity is learner-controlled. In another
scenario, a teacher may request the student to complete a set of multiple-choice items on
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an exam. The external stimulus (i.e., the teacher in this case) is driving the activity of
discriminating between multiple options, thus making this scenario stimulus-controlled.
Finally, consider a struggling student participating in tutorial session with an expert
teacher. Perhaps the teacher will interact with the student and only require the learner to
participate in the conversation and complete activities until he or she is able to answer
questions correctly. In this scenario, the conversation and amount of tutoring is guided by
both the stimulus (the teacher) and the learner, thus making control a product of the
interaction itself (i.e. interaction-controlled). In the following review of the literature,
these three types of control are specified for each construct of time-on-task, generation,
and discrimination, and scaffolding as it pertains to Operation ARA. The specific
computations and measures for each construct, as measured in Operation ARA, are
discussed in the Methods section.
Time-on-task. In cognitive psychology and educational research, the time a
student spends on any particular academic activity is referred to as time-on-task (Babcock
& Marks, 2010; Chickering & Gamson, 1987; Taraban et al., 2001). This aspect of
learning is largely learner-controlled in Operation ARA because the student is not forced
to spend a set amount of time in measured activities such as reading an E-text. However,
other activities may be interaction-controlled, such as the time spent having a tutorial
conversation. Regardless of control, the consensus from the existing literature is that the
more time spent studying or practicing a topic, then the higher the learning gains.
It is intuitively obvious that time-on-task should predict learning, but there are
several theoretical treatments of this construct and it is beyond the scope of this
dissertation to assess them all. One theoretical explanation for this construct is the SAM
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model (Semantic Associative Memory, Raaijmakers & Shiffrin, 1981) suggesting a
network of semantic associations in short-term and long-term memory that are activated
during learning. The process is composed of students perceiving and encoding material in
the immediate context into short-term memory and then potentially integrating and
storing these concepts with other information in long-term memory. It appears that these
components of perception, encoding and storage all perform better when there is more
time-on-task. It makes sense that time is needed to perceive, encode, and potentially
integrate and store information in long-term memory,
Varying degrees of time may be needed depending on the learner’s priorknowledge and ability to handle the novelty of the information and the depth of
processing that varies on a shallow to deep-level continuum (Craik & Lockhart, 1972;
Raijmakers & Shiffrin, 1981). Encoding and storage requires connecting novel
information with previous knowledge to create a semantically rich conceptualization of
the new concept. These processes take time. Acquiring a deep understanding may involve
incorporating the novel stimuli with other concepts encoded in short-term memory as
well as information stored in long-term memory.
The empirical literature both supports and refutes the hypothesis that higher
amounts of time spent working on academic related activities is related to higher learning
gains. Specifically, several studies have consistently shown a positive relationship
between learning and time spent on task (Babcock & Marks, 2010; Chickering &
Gamson, 1987; Taraban & Rynearson, 1998; Taraban et al., 2001). Taraban and
Rynearson (1998) asked participants to interact with computer training about education in
two separate conditions. In the first condition, participants received additional lecture
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training in an education course whereas those in the second condition did not. Results
revealed that students performed better 70% of the time with increased time-on-task. In a
later study (Taraban et al., 2001), participants completed a course on cognition with
multiple elements, including computer-based training and lectures. The results of this
study corroborated the previous findings and showed an impact of time-on-task on
learning gains when measured with multiple-choice, short answer, and essay tests.
Roediger and colleagues reported that not only does time on training increase learning
gains but also time spent simply taking tests. Specifically, students who spend time on
iterative tests on material, usually 3-4, significantly outperform students who do not
(Roediger & Butler, 2011; Roediger et al., 2006). In all of these studies, the effects of
increased time-on-task are positively correlated with learning gains.
There have been a few exceptions where negative or zero learning gains were
discovered (Hakstian, 1971; Smeaton & Keogh, 1999). Hakstian (1971) conducted a
series of studies in which participants completed an education course. In the first study,
the amount of time spent studying the course material was determined by self-report. The
results of this study suggest a negative correlation between time-on-task and measures
reflecting shallow learning (multiple-choice and short answer questions) and no
correlation at all on measures of deeper-level learning (i.e., essay questions). However,
during a second, more objective study conducted in a laboratory, the results were quite
different. Specifically, a positive correlation was found between time-on-task and shallow
learning (multiple-choice questions), but no correlation between time-on-task and deep
learning (essay questions). During an early computer-based study, Smeaton and Keogh
(1999) investigated the time spent on computer based lectures about databases and found
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no correlation with learning. However, this study had some questionable features. The
time-on-task was measured in a variety of ways all focusing on the number of times a
presentation was played. It is unclear whether or not students were paying attention to the
videos because no interaction was recorded, thus making the actual time spent studying
the material unclear. From these two previous studies, the negative or absence of a
relationship with learning has only been seen under questionable circumstances. In light
of these conflicting studies, nevertheless, Taraban and colleagues argue that sensitive
measures are required to discover the fine-grained differences in learning (Taraban, Suar,
& Oliver, 2013).
Because time-on-task is often positively skewed, one way to accurately measure
time-on-task is computing the logarithm or the square root of the original measure of the
time spent during the academic activity of interest. This transformation accounts for
diminishing returns for time-on-task established in the memory literature (e.g., Pavlik,
2007). By taking the logarithm, this relationship is honored by decreasing the relative
importance of longer time values. This also changes the positively skewed time
distributions into more normal form. The transformation is important to accurately align
the measures with the theoretical constructs keeping in line with ECD.
Time-on-task can be measured in multiple ways within Operation ARA. It can be
measured as the time spent on reading texts, reading multiple-choice tests, deciphering
cases, or asking questions. These varying activities allow the control to be either learner-,
stimulus-, or interaction-controlled, depending on the task. It is suspected that variations
of this effect will be found between the modules, topics, and test questions that focus on
shallow vs. deep-level learning.
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Generation. Generation can be defined as the amount of words produced by the
student in their self-explanations, questions, and ideas articulated during learning. This
construct is learner-controlled because it is up to the student on supplying words,
explanations or questions to the conversation. However, it may also be interactioncontrolled when a tutor offers feedback, hints, or prompts to a student, as in Operation
ARA. That is, the amount of generation produced by the student may be impacted by the
amount of scaffolding received. Regardless of control, beneficial effects of word
generation over passively reading have been found to increase deep learning (Chi, Siler,
Jeong, Yamauchi, & Haussman, 2001; VanLehn et al., 2007). Multiple theories have
been proposed to explain this effect (Donaldson & Bass, 1980, Einstein & Hunt, 1980;
Hirshman & Bjork, 1988; Slamecka & Graf, 1978). Generation is also related to deeplevel semantic processing (for a review, see McNamara, 1992); participants must process
the meaning of the words, stimuli, or texts at a deep level rather than simply rehearsing
them at a shallow level.
The similarity theory (Hunt & McDaniel, 1993), as well as the previously
mentioned semantic associative memory (SAM) model (Raaijmakers & Shiffrin, 1981)
explains the generation effect by postulating a network of semantic associations that get
activated during learning, with concepts activating semantically similar concepts in the
network. It follows from this model that the semantic similarity of items both in the
immediate context and in long-term memory, associated with prior-knowledge, improves
long-term retention and the generation of information (Raaijmakers & Shiffrin, 1981).
The active generation of information is facilitated by the conceptual similarity of
material, but sometimes at the expense of discriminating important distinctions and
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contrasts. Moreover, generation of information increases with greater organization of
material (Mandler, 1968) and greater depth of processing (Craik & Lockhart, 1972).
These theories make the prediction that variations in the generation effect will
occur depending on the student’s prior knowledge of a particular topic. Consider a
student who has previously learned the topic of “random assignment” and is now
presented with novel but similar concepts, such as “control groups” and “causality”. The
prior-knowledge about “random assignment” should help the learner better understand
and generate information about new concepts such as “control groups” or “causality”.
Generation of explanations and questions about the novel information will ideally
facilitate an accurate and detailed mental model of these concepts, but there is no
guarantee that the generation will facilitate discrimination. Recall memory may be better
when the items are semantically similar, but possibly at a cost of discrimination;
discrimination is better for unrelated items than semantically related items (Begg, 1978;
Epstein, Phillips, & Johnson, 1975; Hunt & McDaniel, 1993). The construct of
discrimination is addressed in detail in the next subsection.
Early literature in the verbal and memory era support the hypothesis that the
generation effect is related to students creating semantically rich representations of
similar or related constructs. In early experiments, Graf (1980) conducted 4 experiments
where he instructed two groups to generate sentences based on two separate stimuli. One
group was given a complete sentence to generate and the other group was simply given
four words and told to generate a sentence. A between-subjects factor was meaningless
versus meaningful sentences. Graf found that across four experiments, differing in
number of trials and test type (cued recall vs. word-pair recognition), participants were
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better able to recall sentences that made meaningful sense than those that were
anomalous. Interestingly, in Graf’s 5th experiment, the generation effect was not
replicated when participants were tested on only single words from the sentences rather
than the whole sentence. It is important to note that across all 5 experiments, the stimulus
words were presented in a listed order leading some critics to suggest that Graf’s findings
in the first 4 experiments were simply memorization of word order rather than conveying
the need for semantic understanding. However, later studies suggest that order does not
hinder generation but meaningful associations between words facilitate the generation
effect (Nairne, Reigler, & Serra, 1991).
Gardner and Hampton (1985) performed three experiments showing the effects of
generation on semantically similar items. In the first experiment, the generation effect
was maintained in experiments using meaningful bigrams and numbers. However, in the
third experiment, the researchers compared actual word phrases. There were three
conditions. The first condition was a control condition in which the participants simply
read lists of familiar and unfamiliar word pairs. The second group generated noun phrases
that were unfamiliar, such as “tomato cake”, whereas the third group generated
meaningful phrases such as “cheese cake”. A significant effect for generation was found
with the group generating meaningful phrases. The group that generated phrases such as
“cheese cake” had higher recall than those in the other two conditions. This evidence
suggests generation of semantically similar words relate to higher recall.
The impact of generation on learning has been found in complex learning
experiences when students are prompted to provide deeper explanations and answers to
questions. Words and ideas that are generated are incorporated into a coherent mental
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model, whether the content is in association with prior-knowledge or with other presented
information. Effects of students generating words or ideas have positively predicted
learning during natural language tutorial conversations with agents (VanLehn et al.,
2007) as well as in human-to-human tutoring (Chi et al., 2001). This phenomenon has
been found across domains including biology (Chi et al., 2001), conceptual physics
(Katz, Connelly, & Allbritton, 2003; Rosé, Bhembe, Siler, Srivastava, & VanLehn,
2003), electrical engineering (Core, Moore, & Zinn, 2003), and research methods
(Forsyth et al., 2010). Across these studies, the number of words produced by students
can be measured at different units of analysis and grain sizes, such as number of words
produced per utterance (Katz et al., 2003; Rosé et al., 2003), total number of words
produced on a given topic (Core et al., 2003) and the number of words produced in the
initial answer to a question (Forsyth et al., 2012). The logarithm or square root of the
measurement is often taken to account for diminishing returns with more verbose
students.
It is important to acknowledge that the generation effect may not occur in some
conditions. For example, Metcalfe and Kornell (2007) conducted an experiment in order
to compare the effects of generation and passive reading while students were learning
vocabulary. In one experiment, large effects for generation were found in both sixth
grade students and college students (Metcalfe & Kornell, 2007). However, the authors
were unable to replicate the findings on three separate attempts. With the vast array of
empirical evidence suggesting the power of the generation effect, Metcalfe and Kornell
posited that the failure to replicate the findings were due to inadequate control groups
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rather than the absence of the effect itself. These conclusions speak to the over-whelming
consensus of the existence of the positive relationship between generation and learning.
In the current investigation, tutorial conversations in Operation ARA allow
students to participate in their own learning by actively contributing to the pedagogical
conversations with the animated agents. It is predicted that a deeper and more coherent
mental representation of the material will be constructed to the extent that students
generate more words, explanations and questions. As pointed out by deWinstanley,
Bjork, and Bjork (1996), the generation effect requires very sensitive outcome measures.
Depth of processing corresponding to shallow vs. deep learning may have an impact on
the measure. Therefore, it is important to take into account the learning context as well as
the assessments used when evaluating the generation effect (deWinstanley, Bjork, &
Bjork, 1996). Differences on the topic level may also exist according to the similarity
theory. The researcher’s expectation is that students will learn more from generating
explanations about related topics (Hunt & McDaniel, 1993) but possibly at the price of
lowering discrimination.
Discrimination. Discrimination can be described as separating the signal from
the noise, or identifying a correct answer when provided with multiple alternatives. This
construct will be referred to largely as interaction-controlled because it is controlled by
both the stimulus and the learner. The construct is stimulus-controlled to the extent that
the materials present information that conveys or highlights distinctions between
concepts. The construct is learner-controlled to the extent that the student correctly
generates distinctions between closely related items. For example, consider a multiplechoice question requiring the learner to choose one of the available options to reflect the
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meaning of a dependent variable. The options may be a) predictor variable, b) outcome
measure, c) validity, and d) none of the above. A discriminating student would not be
confused by the distractor items of “predictor” or “validity”, but correctly identify
“outcome measure” as the correct answer. Similarly, when a student is asked an openended question, the student will supply more correct than incorrect answers to the extent
that discrimination is higher.
The theoretical underpinnings of this construct have been captured in the
previously mentioned SAM model (Raaijmakers & Shiffrin, 1981) as well as other
models in traditional verbal learning and memory paradigms that focus on the
distinctiveness versus similarity of information (Hunt & McDaniel, 1993; Medin,
Goldstone, & Gentner, 1993). Hunt and McDaniel (1993) suggest that distinctive items
are more likely to be remembered in tasks that rely on recognition (corresponding to
shallow knowledge) rather than recall of information (corresponding to deep-level
knowledge), whereas similarity enhances performance in tasks that emphasize recall over
recognition. However, the conceptual organization of the content must be specified for
accurate predictions of performance in these memory paradigms. As previously
mentioned, the novelty of the information is also important in this paradigm.
Discrimination has been studied by researchers in other fields beyond traditional
verbal and memory research. For example, Winston (1981) had a theory in artificial
intelligence and machine learning that attempted to more rigorously specify the
representations that support deep discriminations in complex learning. He introduced the
notion of a near miss, an alternative that is almost, but not quite correct and that can be
used to make a fine distinction between correct and incorrect alternatives. He suggests
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that learning can be sped up by the ability to discriminate between very similar items and
focusing on subtle contrasts. Specifically, experts already know how to make these finegrained discriminations. Learners should become more like experts by repeated exposure
to the nuances of a difficult topic. Consider the above example. Perhaps a student is only
aware that a dependent variable is a variable in a hypothesis, and chooses “predictor
variable”, whereas the expert teacher recognizes that it is actually the “outcome measure”
rather than any variable. A knowledgeable student will be able to understand that
“outcome measure” and “dependent variable” are the same whereas a less knowledgeable
student may be unable to make the connection between the two. These aspects of deeplevel understanding can be captured not only by a student correctly accepting additional
correct answers but also rejecting close but not identical options (near misses). Teaching
systems with these fine-grained discriminations have greatly improved the accuracy of
machine learning algorithms (McClure, Friedman, & Forbus, 2010; Winston, 1981). In
essence, the prediction is that students will learn faster when students are asked to
distinguish between options that are similar but do not have identical meanings.
Other studies have reported that human students can obtain a deep-level
conceptualization of difficult concepts through tasks that require them to discriminate
between multiple alternatives (Anderson et al., 1995; VanLehn et al., 2007). Training that
encourages discrimination correlates with outcome measures in different tutoring
environments, including those with natural language conversations in a computer
environment (Forsyth et al., 2012; Van Lehn et al., 2007), intelligent tutoring systems
(Anderson et al., 1995), and human-to-human tutoring (Graesser et al., 2012). There is
large variation across applicable tasks and domains (Graesser et al., 2012) as well as
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means of computing discrimination scores (Macmillan & Kaplan, 1985; Smith, 1995;
Stanislaw & Todorav, 1999; Swets & Pickett, 1982).
Discrimination has been calculated in multiple ways with signal detection theory.
Green and Swets (1966) introduced this theory to psychology in the context of auditory
perception, but the methodology and measurement assumptions have been borrowed by
other areas of psychology, such as recognition memory and decision making, and also
other disciplines, such as electronics and meteorology (Marcum, 1947; Peterson, Birdsall,
& Fox, 1954). Psychologists have used the theory in studies beyond perception and
cognition, such as jury selection and medical diagnoses (Hutchinson, 1981; Swets, 1973;
Swets, 1988). The goal is to measure discrimination in the judgment of an important
signal from the noise of unimportant signals. This theory specifies measures of sensitivity
(classic discrimination) and response bias (or the probability that one option is selected
more often than another). There are four cells with presentation and decision options in
signal detection theory: hits, misses, false alarms, and correct rejections. A hit rate is the
probability of the human saying yes when the correct answer is yes, whereas a miss is the
probability of the human saying no when the correct answer is yes; it follows that the
miss rate is 1 minus the hit rate. A false alarm rate is the probability of the human saying
yes when the correct answer is no, whereas a correct rejection is the probability of the
human saying no when the correct answer is no; it follows that the correct rejection rate is
1 minus the false alarm rate. For example, in the Proving Ground Module of ARA, a hit
would be when a student correctly identifies a flaw in a study whereas a miss occurs
when a student fails to identify the particular flaw. A false alarm occurs when the student
claims that there is a flaw with a study when the study has no flaw. A correct rejection
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occurs when the student correctly claims there is no flaw with a study that has no flaw.
Various computations using hits and false alarms from interactions with ARA are
explored as predictors of learning in the current investigation.
Scaffolding. Scaffolding describes the amount of hints or help offered to a
student during the learning process. In the current environment of Operation ARA, the
scaffolding is controlled by both the tutor and the learner, so it is interaction-controlled.
Specifically, this construct is often stimulus-controlled as the artificial agents are offering
help during the pedagogical natural language conversations. However, scaffolding may
also be learner-controlled because the scaffolding depends on student performance or the
student may have the opportunity to choose scaffolding facilities, such as using a hint list
or reading an E-text. Students have control over generating high quality contributions that
result in different distributions of hints and prompts by the tutoring system, thus making
the construct interaction-controlled.
Scaffolding is allegedly more helpful than lecture alone (Swanson, 1992; Wood &
Middleton, 1975; Wood, Wood, & Middleton, 1978). These effects are found in both
human-to-human tutoring studies and artificial environments (Aleven, Ogden, Popescu,
Torrey, & Koedinger, 2004; VanLehn et al., 2007). These findings are compatible with
the interaction hypothesis which predicts that higher levels of adaptive interaction with a
student yields higher learning gains (VanLehn et al, 2007). Students learn more when
they interact with tutors with varying expertise (Cohen, Kulik, & Kulik, 1982; Fantuzzo,
King, & Heller, 1992; Rogoff, 1990).
Feedback plays an important role in scaffolding (Corbett & Anderson, 1989;
Epstein et al., 2002; Moreno, 2004; Pridemore & Klein, 1995; Schute, 2008). Feedback
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can come in many forms, most commonly as positive, negative or neutral. There are other
types as well, such as immediate feedback, simply alerting the student that an error has
been made, or giving feedback upon request. Anderson and colleagues (1995) compared
these three types of feedback and found that any of them was better than no feedback at
all. Further experiments by Anderson, Conrad, and Corbett (1989) tested the hypothesis
that it is important to tell students why the error occurred. In that experiment, feedback
was manipulated in a comparison where one group received elaborative feedback that
explained the error whereas others were only alerted that the error existed. Results
indicated that 66% of the students who received a detailed explanation for the error were
able to correct it on a first attempt, whereas the error notification group was only able to
correct the error 33% of the time. However, in these experiments the error correction was
not highly context specific and the forgetting rate was high. The forgetting rate may be
reduced by replacing the generic elaborative feedback with more context specific
feedback (McKendree, 1990). The correct amount, type, and nature of feedback are not
yet fully understood in the learning sciences because there are large variations across
individual differences and types of tasks (Shute, 2008).
The context of this dissertation includes dynamic conversations that moderate the
amount and type of feedback, depending on the students’ knowledge level manifested in
the AutoTutor conversational framework. The investigation focuses on the scaffolding
provided within the Expectation-Misconception tailored dialog delivered in the
previously described AutoTutor. The tutorial dialogue includes both the stimuluscontrolled scaffolding and the learner-controlled contributions. Therefore, this adaptive
scaffolding procedure is interaction-controlled within Operation ARA. Several studies
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suggest that stimulus-controlled scaffolding plays the largest role in student learning
(Anderson et al., 1995; Chi et al., 200l; Merrill, Reiser, Ranney, & Trafton, 1992).
However, these studies focused largely on feedback alone rather than an adaptive multidimensional framework of tutorial conversation. The question remains whether it is the
nature of the teacher’s scaffolding (i.e., stimulus-controlled) or the generation of the
student information (i.e., learner-controlled) that leads to deep learning in an adaptive
complex conversation, such as Expectation-Misconception tailored dialog embedded in
AutoTutor.
Expectation-Misconception tailored dialog is adaptive and provides both feedback
and conceptual guidance in its scaffolding. Throughout the learning process, students are
given positive, neutral, and negative feedback (i.e., “Good”, “O.k., “That’s not correct”,
respectively) in response to student input. This AutoTutor framework also has the tutor
generate dialog advancers with a pump  hint  prompt  assertion cycle. For
example, a main question may be “Why it is that you can't make a causal inference when
you do a correlational study”. When the student is only able to provide a partial answer,
the system offers a pump, “Could you at least try to give me an answer? That way, we’ll
have something as a starting place to work from.” When the human student is still unable
to correctly answer the question, the artificial agent provides the student with a hint or a
broad clue such as “As you consider the reason that causal inferences are not appropriate
when doing correlational research, be sure to think about how participants are assigned to
groups in true experiments. Now try to answer the question.” In the case that the correct
answer is still not articulated, then the artificial agent provides a prompt, “Causal
inferences can really only be made in true experiments when participants are assigned to

29

groups how_________?”. Then AutoTutor provides the correct answer, “when
participants are assigned to groups randomly.” This process occurs iteratively until all
relevant words are successfully articulated. This process adapts to each student’s
particular performance profiles (Graesser et al., 2012; Graesser et al., 2004; Jackson &
Graesser, 2006).
Several studies examining AutoTutor suggest that it is the conceptual content
covered in the conversation that correlates with deep conceptual learning. That is, the
content of the conversation is more important than the medium of presentation, i.e.,
presenting the messages in print versus voice, or with versus without the talking head
(Graesser et al., 2003).
Jackson and Graesser (2006) conducted a correlational study in which students
completed a pretest, interacted with AutoTutor and then completed a posttest. The study
investigated the tutor’s ability to scaffold students and correctly identify the student’s
level of prior knowledge. Results suggest that high-prior knowledge students receive
more hints (i.e., broad clues), rather than prompts (requiring a single word or phrase) and
assertions (statement of the correct answer), whereas low-knowledge students received
more prompts and assertions because these students were unable to answer the question
with hints alone. Examples of these scaffolding metrics as they apply to Operation ARA
can be found in Appendix C. Jackson and Graesser’s findings confirmed that AutoTutor
correctly assesses student contributions and provides adaptive scaffolding. Jackson and
Graesser also reported that more knowledgeable students received more positive short
feedback and less negative short feedback than the less knowledgeable students. This
result also confirms that AutoTutor provides adaptive scaffolding. The adaptive
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scaffolding presumably improves student learning over and above a rigid non-adaptive
presentation of the tutor’s dialog moves. However, more evidence is needed to support
this important prediction.
The ideal amount of scaffolding to achieve high learning gains is still unknown
within AutoTutor. Perhaps people who articulate the correct answer after a hint will have
higher learning gains. It is also possible that students who articulate the correct answer
before any scaffolding will have higher learning gains. Recent literature emerging from
emotions research suggests that it may be better to allow students time to autonomously
discover solutions to problems rather than offering immediate help. The basic idea is that
by allowing students to conquer impasses independently, deep thought and attention must
be employed. This process may help students obtain a deep mental representation of the
inner workings of the problem at hand (for a comprehensive analysis see D’Mello &
Graesser, 2012). Alternatively, it is also possible that students may need high levels of
scaffolding to avoid frustration during deep learning.
In Operation ARA, students receive help via multiple channels. In the Cadet
Training Module, they are offered help in dynamic natural language conversations
including pumps, hints, prompts, and finally assertions. As previously mentioned, low
prior-knowledge students may simply watch an artificial teacher agent tutor an artificial
student agent with minimal interaction in vicarious learning mode. The reasoning behind
this particular pedagogical mode is that less knowledgeable students may not know
enough information to make meaningful contributions to the tutorial conversation
(Driscoll et al., 2003). However, students with an intermediate level of prior-knowledge
participate in the tutorial conversations. In the Proving Ground Module, students receive
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help through the E-Text, a hint list and game score points that adapt to the student’s
performance. Finally in the Active Duty Module, the learner receives help through
negative, neutral, and positive-neutral feedback, access to the E-text, and game score
points. These different types of scaffolding are explored as predictors of deep versus
shallow knowledge.
There is evidence that time-on-task, generation, discrimination, and scaffolding
are all related to learning on shallow to deep levels and presumably show variations
depending on the prior-knowledge of the student (Koedinger et al., 2012; Pashler et al.,
2007; Taraban et al., 2001; VanLehn et al., 2007). These findings have been substantiated
across many domains, environments and units of analyses. Operation ARA provides a
rich environment that has distinct learning modules teaching factual versus applied
information, thereby allowing for investigations between learning modules. Within these
modules, there are a number of different tasks as well. For example, the Cadet Training
module alone includes multiple-choice questions, an E-text, and natural language
conversations. Task variety allows for varying gradients of measurement and types of
calculations of these metrics to be performed.
The goal of this dissertation is to discover theoretically-grounded measures within
the training experiences of Operation ARA that predict shallow and deep learning. This
goal is achieved by two separate experiments. The goal of Experiment 1 is to discover the
best predictors of shallow vs. deep learning across the entirety of the game (all three
modules) on the by-module and by-topic basis taking into account the prior-knowledge
levels of the students. The experiment provided massive log files that contain over 6,700
measures. Multiple measures for each construct were investigated to discover the best
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predictors of shallow vs. deep learning on a fine-grained level within the training
experiences. In line with Evidence-Centered Design (Messick, 1994; Mislevy et al.,
2003), the measurements chosen as potential predictors are tightly tied to the theory and
empirical evidence substantiating the importance of the four constructs. Educational data
mining techniques were used to conduct these analyses as well as to verify the best
predictors of shallow vs. deep learning across the entirety of the game. The goal of
Experiment 2 is to confirm that the factual versus applied training modules of ARA (i.e.,
Cadet Training and Proving Ground, respectively) lead to differences in shallow vs. deep
learning using a factorial design with manipulated modules.
Experiment 1: Methods
Participants
Participants included 462 students enrolled across 12 sections of research methods
courses with 11 different instructors of an undergraduate Psychology course at Northern
Illinois University. On the average, there were 41 students per section (range: 15 to 55).
All of the courses were taught by graduate students and supervised by the same
psychology professor. Students were expected to complete the game as part of the course
curriculum, but they were not required to sign informed consents in compliance with the
Institutional Review Board. Unfortunately, 190 participants could not be included in the
study because the instructor forgot to pass out informed consents. An additional 42
participants were removed because of missing pretests or posttests. The data was further
screened and revealed 38 participants to have extremely fast response times on either the
pretest or the posttests (less than 5 sec. per question, on the average, which corresponds
to an unduly fast reading rate of 13 words per sec.). These participants were also
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excluded. The final number of participants was N = 192 across 11 classrooms and 9
instructors.
Design
The study used a pretest-interaction-posttest design in which all students
interacted with the training modules of Operation ARA. There were two versions of the
assessments (A and B) serving as either a pretest or a posttest to avoid instrumentation
effects. First the participants completed the pretest and then interacted with Operation
ARA. During interaction, students completed all three modules of Operation ARA (i.e.,
Cadet Training, Proving Ground, and Active Duty module). Upon completion of the
game, the participants took the posttest.
Procedure
After signing an informed consent, participants first completed one version of the
assessment as a pretest. Next, the students interacted with the three modules of Operation
ARA (i.e., Cadet Training, Proving Ground, and Active Duty). Upon interaction, student
first completed the Cadet training module by answering multiple-choice questions,
reading an E-text, and participating in adaptive natural language tutorial conversations.
Next, the participants interacted with the Proving Ground module where they identified
flaws in research cases while competing against another artificial agent. Finally, the
students generated questions in the Active Duty module of Operation ARA. In this
module, students were presented with an abstract of a research case and were required to
generate questions about the case. When given the answers, participants had to make a
final judgment about whether or not the case was flawed. After completing the
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interaction, students completed the posttest. The Materials section describes the
interactions in more detail.
Materials
Agent-human interaction. As previously mentioned, Operation ARA is a serious
game that teaches students 11 topics of research methodology using natural language
conversations (trialogs) between a human student and two or more artificial agents.
Throughout the interaction, a storyline is presented about aliens conquering the world and
propagating it with bad science. The goal of the human student is to learn proper science
so that he or she can detect the aliens and save the world. Both the narrative and the
topics are presented across three distinct modules (i.e., Cadet Training, Proving Ground,
and Active Duty), each focusing on the factual information, application or questiongeneration, respectively.
In the Cadet Training Module, students learn the basic didactic information about
the 11 topics. The content is presented via an E-text, multiple-choice questions and
natural language conversations between the human student and two artificial agents.
These two “talking heads” include a teacher agent, “Dr. Quinn,” and a student agent
named “Glass”. During a typical interaction with the system, the human student answers
three multiple-choice questions, referred to as first wave multiple-choice questions during
training, about the definition, function and the example of the given topic. An example
can be found in Appendix A. Next, the student has a choice to either read the E-Text or
complete three additional multiple-choice questions on the sub-topics, referred to as
second wave multiple-choice questions. If the student does not answer all three second
wave multiple-choice questions correctly, then the E-text is presented again before
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continuing on. If the student answers all three second-wave multiple-choice questions
during training correctly, then the student advances to the next phase of the tutorial
interaction. The next phase includes natural language tutorial conversations. These
dynamic natural language conversations are based on performance on the six multiplechoice questions presented during training. See Appendix B for a visual depiction of the
design.
The pedagogical mode used by the agents during these conversations is
dynamically adapted to the prior-knowledge level of the student, as indicated by
performance on the multiple-choice questions during training. The three types of
pedagogical modes include vicarious learning, normal tutoring, and teachable agent.
Examples are provided in Appendix C. If a student is unable to answer both of the two
questions addressing the definition of a topic (including first wave and second wave
multiple-choice questions), then the student participates in a vicarious learning
conversation with the agents. During this conversation, the artificial teacher agent teaches
the student agent with only one verification question addressed to the human student.
This question is simply, “Do you think that Glass [the artificial student agent] is right?”.
However, if the human student performs on an intermediate level (1 out of two of the
multiple-choice questions during training), he or she receives a normal tutoring or
teachable agent conversation. In the normal tutoring mode, Dr. Quinn scaffolds the
human student with hint->prompt-> assertion cycles. If the human student articulates a
misconception, then the artificial student agent re-articulates the misconception and is
corrected by Dr.Quinn, the teacher agent, thus reducing the negative feedback delivered
to the human student. In the teachable agent mode, the human student teaches the

36

artificial student agent, Glass. However, if the human student is unable to articulate the
correct answer, the teacher agent aids the human student by providing scaffolding
methods such as hints, prompts, and assertions. The reason for amalgamating these two
modes is that there did not appear to be a large difference between these two modes in the
original desktop version of the game (Millis et al., 2011). This also allowed students with
high-prior knowledge to simply proceed to the next sub-topic (i.e., definition, importance,
or example) without participating in a tutorial conversation, thus focusing the instruction
on the topics the student may be struggling with.
Within Cadet Training, these tutorial conversations use scaffolding methods based
on the previously mentioned Expectation-Misconception tailored dialog. The tutoring
method goes in the following sequence of discourse moves. The artificial teacher agent
poses a main question such as “What is the meaning of replication?” with the expected
answer of “repeating the experiment with similar methodology and different
participants”. When a student generates a partial answer, then the artificial tutorial agents
provides a pump, such as (anything else?), in an attempt to draw out a more complete
answer. If the human student is still unable to articulate the correct answer, the agents
provide a hint or broad clue such as “It has something to do with repeating a study”. If
the expectation is still not met, the artificial pedagogical agent provides a prompt to
extract from the student a single word or phrase as an answer. An example of a prompt
would be “During methodology, the participants are different whereas the methodology is
what?”. Finally, the artificial agent articulates the correct answer in an assertion,
“Replication is when an experiment is repeated with different participants but similar
methodology”. These pump-> hint->prompt->assertion processes are performed in
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multiple cycles within each tutorial conversation, thereby aiding the student in correctly
articulating the expected answer to the main question. See Appendix C for an annotated
example.
After learning the factual information during these conversations in the first
module, the students progressed to the second module (the Proving Ground module). In
the Proving Ground module, students actively applied the knowledge acquired during the
Cadet Training Module. There are three artificial agents within this module (i.e., Tracy,
Dr. Quinn, and Broth). The human student competes for score points against the
competitive artificial student agent, Tracy. They take turns choosing cases and
identifying potential flaws. An example flaw is “the dependent variable is not valid”, or
“correlation was confused with causation”. If the student is unable to articulate the
correct flaw, then Dr.Quinn, the teacher agent, provides scaffolding including hints,
prompts, and assertions. There is a third artificial agent, Broth, who serves as a
navigational guide and provides narrative commentary. See Appendix D for an example.
Throughout an interaction in the Proving Ground Module, four different types of
scaffolding occur. These include a “no flaw” button, scaffolding from the artificial
teacher agent, a hint list, and game score points. The E-text is also available to the
student. During a typical interaction with the game, the human student chooses a case
from a list of potential topics. Next, the student reads the case and must type a flaw or say
that there are no more flaws in the case by pressing the “no flaw” button. If the student is
unable to articulate a flaw or presses the “no flaw” button when flaws exist in the case,
then the next turn goes to Tracy, the competing peer artificial agent. The algorithm
behind the game ensures that the competing artificial agent will not win the game. This is
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necessary so that the human student can progress to a third module where the student
actively generates questions, the Active Duty module. With this in mind, during turntaking in the competition, it is unlikely that the artificial competing agent will
immediately provide a correct answer. When Tracy articulates this incorrect answer or
misconception, then Dr. Quinn provides a correction. For example, perhaps Tracy says
that there was no control group in a study when in fact there was. Dr. Quinn provides
negative feedback such as “No, you are incorrect.” followed by a correction such as “In
this study, the group of participants that did not receive the manipulation are in the
control group”. After Tracy receives a correction, it is the human student’s turn to
identify a flaw. If the human student is unable to articulate a correct flaw, then Tracy
takes another turn and also incorrectly identifies a flaw. At this time, Dr. Quinn provides
hints and prompts in order to help the human student articulate the correct answer. At any
point, the human student can purchase a list of potential flaws for score points as well as
access the E-text. This process occurs iteratively through turn-taking between the human
and the artificial agent until no more flaws are found within a case. Throughout the
interaction, students are shown score points that indicate his or her performance with
higher score points indicated better performance. During a typical interaction, the human
player must assess approximately 10 cases before progressing to the final module, the
Active Duty module.
The third module, the Active Duty module, requires students to actively generate
questions about research abstracts. The premise of this module is that a potential alien has
been captured and it is the human student’s job to interrogate the suspect in order to
discover if the research is flawed, thus making the suspect an alien. The human student is
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only presented with an abstract of the research case. Next the student must ask questions
such as “Was there a control group?” and correctly evaluate the answer of the suspect.
The question is then repeated by the artificial “interrogator” agent, “Scott”, to model a
good question. If the student’s question is recognized by the system as an expected
question based on the language processing match score, Scott responds with neutralpositive feedback such as “O.k.” and then asks the student’s question. If the student’s
question matches one that has been previously answered, then Scott responds with
somewhat negative feedback (e.g., “Let me ask a different question”). However, if the
system is uncertain whether or not the student is asking a good question (i.e. it does not
match an expectation nor a covered answer), Scott will provide neutral feedback (e.g.
“I’m not sure I understand. Let me ask this question instead”). This module requires the
skill of question generation as well as deep-level discrimination of the researcher’s
answer. For example, a question may be posed to a researcher about an abstract that
suggests that music helps plants grow. Suppose the question is “How was the dependent
variable measured?”. The answer may be contextually specific to the case and may not
only answer the question at hand, but also other un-answered questions such as “How
was the independent variable operationally defined?”. For example, an answer to this
question may be “We measured the amount of music with concealed microphones in the
plant vases, which recorded the number of minutes music was heard over a month. The
growth of plants was measured using the Plant Welfare Measure that recorded leaf color,
stem and branch turgor.” In this one answer, the human student needs to understand that
not only was the dependent variable operationally defined but so was the independent
variable. After questioning the suspected alien, the human student must make a final
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judgment of whether or not the research is flawed or not. Throughout the interaction,
students are shown score points indicating his or her performance in the game. An
example case can be found in Appendix E.
Assessments of learning gains. There were two versions of the assessments (version
A and version B). Both versions included a total of 22 multiple-choice questions. There
were two questions assigned to each topic including a definition and applied question.
Reliability was established using over 200 participants recruited through Amazon
Mechanical Turk. Therefore, the researchers are certain that the two versions were
equivalent for each concept with scores for each item on each test significantly
correlating (r >.7). No floor or ceiling effects were detected. Example questions can be
found in Appendix F.
Measures
Proportional learning gains. Proportional learning gains were used as a measure
of learning because the formula adjusts for prior-knowledge [(posttest-pretest)/1pretest)]. In the current analyses, the test scores were separated into the shallow vs. deep
questions. The shallow questions were the definitional-oriented multiple-choice questions
whereas the deep questions were the applied multiple-choice questions in which students
answered questions on research cases. This resulted is 1 test question for the pretest and
1 question for the posttest, which is simply not enough to calculate proportional learning
gains for individual topics. The formula for proportional learning gains can result in
extreme negative values when there are a low number of items, thus reducing the
reliability of the metric. Therefore, in the current data set (N = 192), the 11 topics were
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grouped into 2 topic clusters so that proportional learning gains could be accurately
computed without drastically reducing the total number of observations.
The two topic clusters were identified in a previous study using a similar pretestinteraction-posttest design (N = 46), (Forsyth et al., 2013). The topic clusters were based
on “learnability,” which was determined using the average of the proportional learning
gains formula of [(Posttest- Pretest)/ (1-Pretest)]/2. The resulting value reveals the ease
learning for the topic or the “learnability”. The correlation matrix of learnability was then
analyzed with Multi-Dimensional Scaling (ASCAL algorithm) revealing two interesting
topic clusters, namely “Experimental” and “Sampling”. The “Experimental” cluster
includes topics such as control groups and random assignment whereas the “Sampling”
cluster includes topics such as representative samples and subject bias. The previous
analysis indicated these topic clusters (i.e., experimental vs. sampling) to be predictive of
behaviors for students of different motivational levels on different cognitive constructs
(i.e., time on task, generation, and discrimination) within the game. These results suggest
that the clusters are accurate depictions of topic clusters within Operation ARA. In the
current study, by using these two clusters, the 11 observations per participants can be
reduced to 2 groups. After establishing the topic clusters, the proportional learning gains
were calculated for each group of topics (experimental and sampling) and each group of
test items individually (i.e., shallow vs. deep questions).
Constructs. Multiple measurements were investigated for each construct (i.e.,
time-on-task, generation, discrimination, scaffolding) and for each module (i.e., Cadet
Training, Proving Ground module, and Active Duty module) on a by-topic level. In total,
there were 66 candidate measures representing the constructs across the three modules. A
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full list of these measures can be found in Appendix G. Additional analyses were used to
discover the best candidate predictors.
Analyses and Results
Multiple types of analyses were conducted to discover the best predictors of
shallow vs. deep level learning across the three modules and two topic clusters. The goal
was to discover the best two predictors of learning for each construct (time-on-task,
generation, discrimination, scaffolding) on a fine-grained level. Before performing any
analyses, the measures were transformed using the Winsorizing method to ensure no
outliers would skew the data. This method ensures that all outliers that are beyond 3
standard deviations above or below the mean of the z-score of the given measure are
transformed to reflect endpoint scores. The data file was structured where each
participant had 4 rows of measurements (i.e., shallow depth & experimental topics,
shallow depth & sampling topics, deep depth & experimental topics, deep depth &
sampling topics) resulting in a total of 768 units of analysis for the 192 participants. Next,
all of the measures for the time-honored constructs were correlated with the proportional
learning gains. Although the assumption of independence was violated, the goal of the
correlations was to simply serve as a criterion for selecting predictor variables that move
on to follow-up analyses.
The initial correlations revealed a significant Pearson correlation between the
depth (shallow vs. deep) and the PLG (r (768) = -.23, p <.001) with higher proportional
learning gains for shallow learning (M = 0.43) than deep learning (M = .11). Although
point-biserial correlations are used for correlating categorical and continuous variables,
the Pearson correlation was used in all cases so that comparisons with proportional
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learning gains could intuitively be seen across the varying metrics (categorical and
continuous metrics with the continuous proportional learning gains value). Pearson
correlations revealed a significant negative correlation between pretest scores and
proportional learning gains (r (768) = -.29, p <.001), and a medium-sized correlation
between depth (shallow vs. deep) and pretest scores (r (768) = -.16, p <.001) with
shallow test items corresponding to higher pretest scores than deep test items. Clearly,
differences in the proportional learning gains existed between test items designed to
capture shallow versus deep knowledge and the prior-knowledge of the students as
predicted by the literature. However, no other correlates including topic cluster
(experimental vs. sampling) reached the necessary threshold of significance (r >|.19|) to
withstand additional analyses as these correlations violated the assumption of
independence. The threshold of (r >|.19|) was determined based on the critical value to
achieve high statistical significance (p >.01) for Pearson correlations with 192
independent participants. A full list of these correlations can be found in Appendix H.
The participants were split into three groups of high, medium and low priorknowledge based on the upper, middle and lower percentiles (three roughly equal splits)
of pretest scores across the observations on the item depth (shallow vs. deep) crossed
with topic cluster (experimental versus sampling) for further analysis. Therefore, one
participant could potentially be in the low prior-knowledge group for shallow test
questions about sampling topics and the high prior-knowledge group for deep test
questions about the experimental topics. Grouping the participants in the three priorknowledge bins (low, medium, and high), with each bin segregated into equal groups of
acquired shallow vs. deep level learning, was one way of grouping the participants. It
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should be noted the student’s initial prior knowledge is very different than their learning.
It may be that an intervention particularly helps low knowledge students (the poor get
mainstreamed), but another possibility is that the higher knowledge students get catalyzed
from an intervention (the rich get richer). Therefore, in the current analysis the resulting
groups included 191 participants and 219 units of analyses in the first group (low priorknowledge), 180 participants and 318 units of analyses in the second group (medium
prior-knowledge) and 191 participants and 231 units of analyses in the third group (high
prior-knowledge). Even though the participants were put into three bins, the amount of
deep and shallow knowledge acquired varied vastly between groups. Pearson correlations
were performed between the 66 measures and proportional learning gains after
segregating the 3 bins of participants (low, medium and high prior-knowledge), depth of
learning (shallow vs. deep), and two topic clusters (experimental vs. sampling).
From the above sets of correlations, the two best predictors for each construct
(time-on-task, generation, discrimination, and scaffolding) were selected from the three
interventions. Two measures were chosen for each construct and each module to maintain
an equal number of measures for each training experience for further analyses. These
measures were chosen for each training module (i.e., Cadet Training, Proving Ground,
and Active Duty) based on three criteria:
1. Magnitude of measure: the sum of the absolute values of the correlations
2. Sensitivity of the measure: statistical significance
3. Reliability of the Measure: A qualitative judgment of the consistency of the

measure across cells and whether there were missing observations
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The criterion of magnitude and sensitivity are more in-line with EDM because statistical
techniques are used for assessment of learning metrics, whereas reliability is more
aligned with ECD because this specific qualitative evaluation accounts for the nature of
the process metric within the context of the game. Based on these three criteria, two
measures were selected for each of the constructs (time-on-task, generation,
discrimination, and scaffolding) across the three training modules (Cadet Training,
Proving Ground, and Active Duty), yielding 12 pairs of measures in total. An equal
number of measures for the 4 by 3 = 12 cells was needed so one could have a fair
assessment of the relative impact of the 4 constructs and 3 modules on learning gains in
subsequent analyses. A full list of the means and standard deviations for each of the
chosen metrics can be found in Appendix I.
Tables 2, 3, and 4 summarize the results in the correlational analyses for the
metrics from the Cadet Training, Proving Ground, and Active Duty modules,
respectively. The two measures representing the 4 constructs (i.e., time-on-task,
generation, discrimination, and scaffolding) are correlated with proportional learning
gains on a fine-grained level including depth (shallow vs. deep), topic cluster
(experimental (E) vs. sampling (S)) and prior-knowledge level (low, medium or high).
The results of these analyses are depicted qualitatively in the tables. The directionality of
the correlation is indicated by a plus or a minus sign. Statistical significance is indicated
by duplicate signs within a cell; two signs indicate statistical significance whereas one
sign indicates a non-significant correlation in a particular direction. A true 0 correlation is
empty. The sum of the absolute values of the correlations is also presented in each table.
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In the Cadet Training module, different measures were selected for each construct
of time-on-task, generation, discrimination and scaffolding. For time on-task, the final
selected measures were total time spent on multiple-choice questions per topic during
training and the logarithm of the total time spent per chapter in the Cadet Training
module. For generation, the selected measures were the total amount of words generated
on the main question per topic and the square root of this measure. For discrimination,
the two selected measures were the average performance score on both the first and
second-wave multiple-choice questions and the average score on the first-wave multiplechoice questions during training. For scaffolding, the standardized scaffolding score (0-1)
represented the amount of scaffolding as one goes from pumps to hints to prompts to
assertions on a unidimensional measure (0-1). The second selected measure for
scaffolding was whether or not the student ever received vicarious learning as a tutorial
conversational mode (0 or 1). The signs of the correlations for these measures can be seen
in Table 2.
In Table 2, a few salient patterns exist. First, generation is positively correlated
with learning gains. Of the 24 correlations, 19 have a positive direction, which is
statistically significant according to a Wilcoxon sign test (Z = -4.55, p < .001). Second,
20 of the 24 signs for scaffolding are negative, which is significant according to a
Wilcoxon sign test (Z = -4.11, p <.01). This result indicates that learning gains were
lower for the students who needed more scaffolding. Third, there was a mixture of
positive and negative signs for time-on-task and discrimination scores.
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Table 2
Summary of Correlations for Cadet Training

Time

Gen

Disc

Scaff

Measure
Main
Question
Overall
Answer to
Main
Question
Answer to
Main ? SQ
MC
performance
MC pretest
Scaffold (0-1)
Vicarious
Learning

Low
Medium
Prior-knowledge
Prior-knowledge
Shallow Deep
Shallow
Deep
E
S
E S E
S
E
S

High
Prior-knowledge
Shallow
Deep
E
S
E S

--

-

--

-

+

-

+

-

+

-

-

-

1.83

+

-

+
+

+
++

+
+

++
+

+

+
+

+
+

+
-

+
+

+

1.43
1.25

+

-

+

++

+

+

+

+

+

-

+

-

1.20

-

-

-

+

-

--

+

+

-

-

-

+

1.76

-+
++

-

+

-

--

-

+
--

+
-

-

-

-

+
+
-

1.75
1.78
1.51

In the Proving Ground module, separate measures were constructed for each
construct of time-on-task, generation, discrimination and scaffolding. For time-on-task,
the top two predictors were the logarithm of the time spent per case and the raw total time
spent per case. The two measures for generation were the raw score and the square root
of the words articulated per case. The two best predictors for discrimination were the
simple discrimination score (hits-false alarms) and the D’ or the standardized version of
this measure. The two chosen constructs for scaffolding were the score points in the
Proving Ground module and the number of times students hit the “no flaw” button. The
students can always see their score points that designate the current performance level
with higher score points indicating better performance. Scaffolding techniques provided
by the artificial teacher agent may help the student increase score points. However,
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Sum

falsely hitting the “no flaw” button or requesting the hint list costs the student score
points. A student should only hit the “no flaw” button one time per case. Hitting the “no
flaw” button more than once indicates that the student assumed that there were no more
flaws when more flaws existed or alternatively needed additional help. Regardless of
motive, pressing this button early results in the student receiving additional help via
watching the competing agent Tracy give an incorrect answer and then receiving more
scaffolding from the artificial teacher agent. The equal distribution of flaws per case
distributed to students should ensure that this metric is reliable within Operation ARA. It
is important to note that whether or not students requested the hint list was more
predictive, but only 23/192 students ever hit the hint button, thus making this measure
unreliable. Table 3 shows the summary data for the Proving Ground module.

Table 3
Summary of Correlations for Proving Ground

Measure
Time Time
TimeL
Gen Words/Case
Words/CaseSQ
Hits-False
Disc Alarms
D’
Scaff Score points
No Flaw

Low Priorknowledge
Shallow Deep
E S
E S

Medium Priorknowledge
Shallow Deep
E S
E S

High Priorknowledge
Shallow
Deep
E
S
E S Sum

---

-

-

++
++

-

+
+

+
+
+
+

+
+
+
+

++
++

++
++

+
+

+
+
+
+

1.05
1.10
1.90
1.80

+
+
-

+
+
++
+

+
+
-

--+
-

+
-

--

+

+
+
-

+
+

--+
-

+
+

+
+
+
+

1.99
2.30
1.63
1.10
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A few patterns can be seen in the correlations between the chosen metrics and the
proportional learning gains in Table 3. First, time-on-task had negative signs in 12 out of
12 cases for shallow questions but there was an even split of signs for deep questions.
Second, generation had positive signs in 18 out of 24 cases, which is significant
according to a sign test (Z = -4.01, p <.001). Third, there was a mixture of positive and
negative signs for the discrimination and scaffolding scores.
In the Active Duty module, separate measures were constructed for each construct
of time-on-task, generation, discrimination and scaffolding. For time-on-task, the top two
predictors were the raw score of the time spent on cases where participants made an
incorrect final judgment and the time spent on the cases where the participants made a
correct final judgment. For generation, the top two predictors were the square root and
raw score of the words the human student articulated per case. For discrimination, the
two best predictors were the simple discrimination score (hits-false alarms) and the D’ or
the standardized version of this measure. Finally, in the Active Duty module the amount
of negative feedback and the amount of neutral-positive feedback the students received
were chosen as scaffolding metrics. As the reader may recall, negative feedback is
provided when the student asks a question that has already been previously answered.
Conversely, neutral-positive feedback is provided when the student asks an expected
good question. Table 4 shows the summary data for the Active Duty module.
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Table 4
Summary of Correlations in Active Duty

Measure
Time Incorrect Case
Correct Case
Gen Words/Case
Words/CaseSQ
Disc HitsFalseAlarms
D’
Scaff Negative
Feedback
Positive
Feedback

Low Priorknowledge
Shallow Deep
E S
E S

Medium Priorknowledge
Shallow Deep
E S
E S

High Priorknowledge
Shallow Deep
E
S E
S Sum

+
+
+

-+
+
+
++

+
+
+

+
+
+
+

+
+
+
+
+
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+
+
+

+

+
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+
+

+
+
+
-

+
-

+
+
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-

+

-

-

-

-

+

+

++

-

1.25

A few patterns can be seen from the summary data in Table 4. First, discrimination
seems to be most important in this module across the varying levels of prior-knowledge,
topics and depth. Specifically, 19 of the 24 correlations for discrimination were positive
which is significant according to a Wilcoxon sign test (Z = -4.65, p <.001). Second,
generation had 13 positive signs and 11 negative suggesting a roughly equal split. Third,
there was a mixture of positive and negative signs for scaffolding and time-on-task.
Comparing constructs. All of the scores for each measure were standardized using
z-scores and composite metrics were calculated for each construct (i.e., time-on-task,
discrimination, generation, and scaffolding) for each module (Cadet Training, Proving
Ground, and Active Duty). In total, this is 12 composite scores per participant. For each
participant, these 12 scores were computed for two levels of test depth (shallow versus
deep) crossed with two topic clusters (experimental versus sampling). The participants
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were split into 3 groups based on low, medium and high percentiles of prior knowledge
(N = 64, N = 62, N = 66 respectively).
Ultimately, 3x2x2 mixed between-within ANOVA’s and also ANCOVA’s were
conducted on the proportional learning gain scores. Initially, linear mixed effects models
were conducted to assess the 4 potential nested factors of participant, classroom,
instructor, and counterbalance form. All four of these factors accounted for less than 1%
of the variance of the proportional learning gains (R2=.005). Therefore, a 3X2X2 mixed
ANOVA was used to assess how learning gains varied as a function of prior-knowledge
(low, medium and high), test depth (shallow versus deep), and topic cluster (experimental
versus sample). Test depth and topic cluster were within-subjects variables whereas priorknowledge was a between-subjects variable. Following this ANOVA, a series of
ANCOVA’s were conducted that assessed the impact on learning gains of the 12
standardized, composite, learning process metrics (i.e., time-on-task, discrimination,
generation, and scaffolding) for each module (Cadet Training, Proving Ground, and
Active Duty) . Appendix J presents means and standard deviations of the composite
process metrics in the full breakdown of cells that cross prior knowledge, test depth, topic
cluster, and module.
Depth, topic, and prior knowledge ANOVA. Table 5 presents mean learning
gains as a function of prior knowledge, test depth, and topic cluster.
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Table 5
Proportional Learning Gains as a Function of Prior-knowledge, Test Depth, and Topic
Cluster
Prior-knowledge
Low
N = 64

Medium
N = 62

High
N = 66

Depth
Topic
Shallow Experimental
Sampling
Deep
Experimental
Sampling
Shallow Experimental
Sampling
Deep
Experimental
Sampling
Shallow Experimental
Sampling
Deep
Experimental
Sampling

Mean PLG
0.37
0.54
0.24
0.27
0.38
0.54
0.14
0.11
0.23
0.52
0.01
-0.10

SD
0.60
0.68
0.68
0.45
0.71
0.64
0.81
0.67
0.69
0.56
0.69
0.83

A mixed ANOVA was conducted with depth and topic as within-subjects variables and
prior-knowledge group as a between-subjects variable. There was a significant main
effect for depth, (F (1,191) = 49.60, MSe =.40, p <.001, partial η2 = .208). As expected,
the learning gain scores were significantly higher for shallow than deep test items, with
main effect means of 0.43 and 0.11, respectively. There was a marginally significant
effect for topic cluster, (F ( 1,191) = 3.16, MSe = .43 p =.08, partial η2 = .016), with
means slightly higher for sampling than experimental topics, 0.31 and 0.23, respectively.
There was a significant main effect of prior-knowledge among the three groups,
(F (2,190) = 4.29, MSe =.56 p <.05, partial η2 = .043). The mean proportional learning
gains for low, medium, versus high prior-knowledge were 0.35, 0.29, and 0.17,
respectively. Post hoc comparisons tests indicted low scorers had significantly higher
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learning gains than those with high pretest scores, but medium participants did not
significantly differ from these two extremes.
When interactions between these factors were analyzed, there was one significant
two-way interaction. There was a significant interaction between test depth and topic,
(F (1,191) = 6.50, MSe = .44, p <.05, partial η2 = .033). The mean learning gains were
particularly high for the shallow tests on the sampling topics (M = 0.53), followed by the
shallow tests on the experimental topics (M = 0.33), whereas the deep tests had low
learning gains for both sampling (M = .09) and experimental topics (M = .13). Results
showed a non-significant 3-way interaction between depth (shallow vs. deep), topic
(experimental vs. sampling) and prior-knowledge group, (F (2,190) = .74, MSe = .44, p
=.48, partial η2 = .008). Although there was a non-significant test depth by prior
knowledge interaction (F (1,191) = 2.14, MSe = .40, p = .12, partial η2 =.022), the pattern
of means does suggest that shallow tests did not show changes as a function of prior
knowledge, whereas learning gains for the deep tests scores were sensitive to prior
knowledge (i.e., lower prior knowledge yielding higher scores).
Assessing learning process constructs. We expected that the learning process
variables would shed some light on the learning gains. A series of ANCOVA’s were
conducted for each of the 12 composite learning process constructs to discover whether
they were significant predictors of learning gains. For each analyses, the within-subjects
factors included test depth (shallow vs. deep) and topic cluster (experimental vs.
sampling), whereas prior-knowledge group was the between-subjects variable, with the
particular composite measure of interest as a covariate. We conducted 12 mixed betweenwithin ANCOVA’s, one for each of the 12 learning process measures. Pearson
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correlations were also performed to discover the nature of the relationship between each
covariate and learning when/ there was a significant effect for the covariate.
After running a model for each of the 12 constructs, none of the measures had a
significant interaction with depth (shallow vs. deep), topic (experimental vs. sampling)
nor the interaction between the two. Surprisingly, none of the covariates displayed
significant interactions with prior-knowledge on learning gains. However, 5 of the
composite measures were discovered to have significant effects on learning: generation
and scaffolding in Cadet Training, generation and discrimination in the Proving Ground
module, and discrimination in the Active Duty module. Specifically, generation in the
Cadet Training module was a marginally significant covariate, (F (1,191) = 2.08, MSe =
.55, p =.054, partial η2 = .02) and positively related to learning (r (192) = .157, p <.05).
Generation was expected to positively correlate with learning in accordance with SAM
model (Raaijmakers & Shiffrin, 1981). Scaffolding in the Cadet Training module had a
significant effect (F (1,191) = 12.30, MSe = .53, p <.05, partial η2 = .06), with the amount
of scaffolding being negatively related to learning (r (192) = -.184, p <.05). At first these
findings appeared baffling especially because there was no interaction with priorknowledge. In fact, correlational patterns revealed scaffolding to have a strong negative
correlation with learning for low-prior knowledge students (r (192) = -.238, p <.05), an
even greater negative correlation for students with an intermediate level of priorknowledge (r = -.344, p =.006), and a marginally significant negative correlation with
learning for students with high prior-knowledge (r (192) = -.173, p =.082). However,
both metrics for scaffolding included in the composite metric assigned the highest value
to the presence of the vicarious learning tutorial conversations. These conversations occur
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when the artificial teacher agent teaches the artificial student agent with minimal
interaction from the human student. Therefore, these findings may actually suggest that
greater interactivity may be positively correlated with learning. However, this hypothesis
cannot be tested because the metric for scaffolding that did not include vicarious learning
was not chosen because it was judged to be unreliable due to missing observations. In the
Proving Ground module, there was a significant effect of the composite metric for
generation, (F (1,191) = 5.67, MSe = .55, p <.05, partial η2 = .029) with a positive
relationship to learning (r (192) = .133, p <.05). There was also a significant effect for
discrimination in the Proving Ground module on learning, (F (1,191) = 7.03, MSe = .54, p
<.05, partial η2= .036), which was negatively related to learning (r (192) = -.153, p <.03).
The trade-off between generation and discrimination in the Proving Ground module is
consistent with the notion that these two constructs involve very different aspects of
performance, following the model of Hunt and McDaniel (1993). There was a significant
effect for discrimination in the Active Duty module, (F (1,191) = 10.61, MSe = .53, p
=.001, partial η2 = .053) with a positive relationship to learning (r (192) = .175, p<.05).
This finding is expected as previous research suggests that discrimination has a positive
relationship with learning especially for difficult tasks (Anderson et al., 1995; VanLehn
et al., 2007).
Table 6 shows Pearson correlations between the 5 learning process constructs that
ended up having significant effects on learning gains. The analyses reveal a moderate
amount of covariance between the five composite metrics. For example, generation in the
Cadet Training module is significantly positively correlated with generation in the
Proving Ground module (r (192) =.284, p<.01). Generation in the Proving Ground
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module is highly significantly correlated with discrimination in the Active Duty module
(r (192) =.226, p <.01). Many of the other metrics representing generation,
discrimination, and scaffolding are correlated with each other across the three modules
suggesting many relationships between the five significant predictors.

Table 6
Correlations Between and Within Measured Constructs
Measure CTGen CTScaff PGGen PGDisc ADDisc

PLG

CTGeneration

1

.173*

.284**

-0.067

-0.026

.157*

CTScaffolding

.173*

1

-.150*

.175*

-.177*

-.184*

PGGeneration

.284**

-.150*

1

-0.098

.226**

0.133

PGDiscrimination

-0.067

.175*

-0.098

1

-0.069

-.153*

ADDiscrimination

-0.026

-.177*

.226**

-0.069

1

.175*

Finally, a full model was constructed with depth and topic as within-subjects
factors and prior-knowledge as the between-subjects factor with all 12 composite metrics
as covariates. In this model, prior knowledge maintained a high significant main effect,
(F (1,191) = 9.51, MSe = .50, p<.001, partial η2 = .097), with a negative relationship to
learning (r = -.204, p <. 01). This means that students with low prior-knowledge achieved
higher learning gains, whereas high prior-knowledge students achieved lower learning
gains. This model also revealed scaffolding in the Cadet Training to have a significant
main effect, (F (1,191) = 9.89, MSe = .50, p <.05, partial η2 = .052), showing a negative
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correlation with learning (r (192) = -.184, p<.05). However, scaffolding in the Cadet
Training module had a marginally significant interaction with depth
(F (1,191) = 3.54, MSe = .40, p =.062, partial η2= .02), such that scaffolding had a
stronger negative relationship with deep learning (r (192) = -.161, p =.025) than shallow
learning (r (192) =-.119, p <.05). Discrimination in the Proving Ground module had only
a marginally significant main effect, (F (1,191) = 3.17, MSe = .50, p=.077, partial η2 =
.018), whereas discrimination in Active Duty had a significant main effect, (F (1,191) =
5.75, MSe =.50, p <.05, partial η2= .031). Interestingly, discrimination in the Proving
Ground module had a negative relationship with learning (r (192) = -.153, p <.05)
whereas discrimination had a positive relationship with learning in the Active Duty
module (r (192) = .175, p <.05). It is possible that perhaps the discrepancy between these
results and the previous finding was because the Active Duty module was very
demanding and better learners rose to the top.
Conclusions
Predictors of deep and shallow learning were isolated using Evidence-Centered
Design and educational data mining methods in this experiment. Specifically, 66
candidate measures tied to four time-honored constructs (time-on-task, generation,
discrimination, and scaffolding) were narrowed down to the top 12 by a systematic
investigation of the measures based on magnitude, sensitivity and reliability. The
accurate linking of the measures to the theoretical constructs was confirmed by the
discovery of 5 significant predictors of learning. The predictors were not discovered a
priori but rather through the systematic linking of measurements to theoretical constructs
suggesting an appropriate application of ECD. These five predictors included generation
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and scaffolding in the Cadet Training Module, generation and discrimination in the
Proving Ground module and discrimination in the Active Duty module. The nature of the
relationship with learning varied across the five metrics. Generation in the Cadet Training
module was positively related to learning, whereas scaffolding was negatively related to
learning. Generation was positively correlated with learning in the Proving Ground
module but at the expense of discrimination as predicted as a possibility. Finally,
discrimination in the Active Duty module was positively correlated with learning. Timeon-task did not predict learning in any of the three modules.
The finding of the negative relationship between scaffolding in the Cadet Training
module and learning perhaps can be explained by the composite metric assigning the
highest value to vicarious learning mode. Perhaps greater interactivity with the other
types of trialogs would actually be positively correlated to learning. Scaffolding is
defined in the context of Operation ARA as interaction-controlled. However, if the
findings are due to the presence of the vicarious learning mode, the student only has
control over his or her performance on the multiple-choice questions but cannot directly
choose a conversational mode. Therefore, Operation ARA could respond in a different
manner to performance on multiple-choice questions if greater interactivity really is
important to learning. However, further experimentation would be needed to make this
claim.
All of the findings in relation to discrimination and generation can be explained
by the SAM model (Raaijmakers & Shiffrin, 1981) and other relevant previous research
(Hunt & McDaniel, 1993) which will be discussed in the Discussion section. These are
important predictors for discussion as both are interaction-controlled (meaning by the
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learner and Operation ARA). Therefore, there are some adjustments that could potentially
be made to Operation ARA to help students based on these results. These implications
will also be discussed in the discussions section. No interactions with topic, test depth,
nor prior-knowledge were discovered across these five constructs.
Interestingly, when all of the covariates were entered into a single model, there
were only three survivors. Specifically, scaffolding in the Cadet Training module had the
strongest effect of the covariates, with a marginally significant interaction with depth
(shallow vs. deep learning); there was a stronger negative relationship to deep rather than
shallow learning. This is in line with the hypothesis that the negative relationship is likely
due to the presence of the vicarious learning mode and therefore the lack of interactivity
which may correspond to deeper learning. Scaffolding had the effect with the highest
magnitude and was followed by discrimination in the Active Duty module. This finding
might suggest that the student has achieved mastery through training in the previous two
modules thus helping the student to make fine-grained discriminations (Raaijmakers &
Shiffrin, 1981). Discrimination in the Proving Ground module was only marginally
significant and had a negative relationship to learning. Perhaps the negative relationship
is because of the positive effects of generation found in the individual models and the
possibility of a trade-off between the two (Hunt & McDaniel, 1993). However,
generation no longer maintained significance in the full model with all of the covariates
so this hypothesis cannot be verified. Finally, the number one predictor of learning
beyond any of the measures was prior-knowledge with a negative relationship to learning
suggesting students with less prior-knowledge obtained higher learning gains. The reader
may recall that the measure of learning gains was proportional learning gains which
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should account for prior-knowledge. However, the mathematical formula clearly cannot
account for all prior-knowledge. Therefore, the findings of prior-knowledge predicting
learning are still valid. These findings make sense as learners with low prior-knowledge
have more room to grow whereas high prior-knowledge students have less room to grow.
The effect was even stronger with the covariates even though no significant interactions
between the covariates and prior-knowledge existed. There were no interactions with
topic nor depth by topic interactions. However, there was a main effect for topic and
depth. All of these results will be discussed in greater detail in the Discussions section.
There are several major limitations of this study. The first is that the individual
effects of each module could not be perfectly isolated in the pretest-intervention-posttest
design. The second is the nature of the pretest and posttest assessments themselves. All of
the test questions were exclusively multiple-choice. According to Bloom’s taxonomy,
most multiple-choice questions are aligned with recognition processes and shallow
knowledge. Recall and short answer questions would edge into deeper levels of
cognition. Finally, application of knowledge through case-based reasoning would assess
the deepest level of understanding.
A follow-up experiment was conducted to assess the effects of all of the activities
within the Cadet Training and Proving Ground modules in a between-subjects design
with assessments corresponding to Bloom’s taxonomy. The prediction is that the Cadet
Training module, which primarily teaches factual information, would yield learning gains
reflected in comparatively shallow multiple-choice tests. The Proving Ground module,
which requires application of science principles to cases, would lead to deeper knowledge
that is tapped by recall-oriented short-answer tests. Finally, the combination of both
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modules would lead to the deepest level of knowledge reflected in far-transfer case-based
reasoning tests.
Experiment 2: Methods
Participants
The study included 81 (N = 81) undergraduate students enrolled in an
Introductory Psychology Course at the University of Memphis. Students were required to
participate and earned 10% of their course grade as compensation. Although all students
were required to participate, these students were not required to sign an informed
consent. The data of students who completed the informed consents were used in the
analyses.
Design
The design of the experiment included a between-subjects pretest-interventionposttest design. There were two versions of the tests, which were counterbalanced across
participants. The entire experiment lasted approximately 3 months over the course of an
academic semester. Students were randomly assigned to either one of 3 experimental
conditions or the control group. All students completed one version of the test serving as
a pretest within the first week of the semester, followed by the alternate version of the
test after completion of the intervention. The interventions were comprised of the
presence versus absence of the factual Cadet Training module and the presence versus
absence of the applied Proving Ground module within Operation ARA. Thus, these two
modules were presented alone, in combination with each other, or not at all. The four
conditions were presented in an ablation study, where each module was systematically
removed. These four conditions are explained in detail in the Procedure section. After
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completing the pretest, participants in the experimental conditions interacted with
Operation ARA before taking the posttest. Students in the control condition first took the
pretest and then completed the posttest at a later date.
Procedure
After signing an informed consent, participants were randomly assigned to 1 of 2
groups to complete the pretest. Two versions of the assessment (A and B) served as a
pretest and a posttest to avoid instrumentation effects. All students first completed a
version (A or B) of the pretest that covered the topics of research methodology on an
online external survey program. Upon completion of the pretest, students were randomly
assigned to one of four conditions of interaction with Operation ARA. These four
conditions included:
1. Pretest-> Cadet Training->Posttest
2. Pretest-> Proving Ground-> Posttest
3. Pretest-> Cadet Training + Proving Ground-> Posttest
4. Pretest->Posttest
As previously mentioned, Operation ARA has a storyline embedded within the
tutorial context. The current ablation study requires some of the participants to begin
interaction with the game in the middle of this storyline. Therefore, participants who
immediately began in the Proving Ground module were given an introduction to explain
the storyline so that the game would make sense.
After completing interaction with the game, the participants completed a version
of the posttest (A or B) on the same online survey program. The experiment was
conducted online and allowed for completion either at home or at various computer labs
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on campus. Depending on the experimental condition to which the students were
randomly assigned, the interaction with the game took anywhere from 2.5 hrs. to 5 hrs. to
complete. Variability in the time frame existed not only between conditions but for total
completion time that reflected the students’ performance.
We knew that students learned from interacting with Operation ARA (Halpern et
al., 2012), but we were unsure as to what condition would lead to the highest learning
gains. In order to satisfy requirements of the Institutional Review Board at the University
of Memphis, all of the students were required to complete the remaining modules of the
game after the posttest. For example, a student in the “Cadet Training only” condition
would need to complete the posttest and then interact with the Proving Ground module
for full course credit.
Materials
Assessments of learning gains. There were two separate versions of the
assessments serving as a pretest and a posttest. Each test was comprised of multiplechoice, short-answer, and case-based assessments. There were 21 multiple choice
questions, 21 short-answer and 8 case-based questions per test. The case-based questions
required students to read a research case and then answer four questions per case. There
were two cases per test yielding a total of 8 questions per assessment. These types of
questions map nicely onto Bloom’s Taxonomy. See Appendix K for examples of
multiple-choice, short-answer, and case-based questions. The learning gains were
calculated as proportional posttest- proportional pretest. This formula was used rather
than proportional learning gains as in the previous analysis. The reason is that the
proportional learning gains formula can result in extreme negative values when there are
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a small number of test items such as in the case-based reasoning questions. Extreme
negative learning gains would not likely be an issue for the multiple-choice and short
answer questions. However, the learning gains scores were used for each type of
assessment question (i.e., multiple-choice, short-answer and case-based assessment) to
accurately compare the three types of test questions. The performance on the multiplechoice questions were scored on a 0 (incorrect) to 1.0 (correct) scale. The performance on
the short-answer and case studies questions were scored on scale of 0 (incorrect), .5
(partially correct), and 1(correct) by an automated grader using regular expressions
(Jurafsky & Martin, 2008). The automatic grader was compared to two human expert
graders, who achieved inter-rater reliability between themselves on a by-question basis (r
>.70).The automated grader was then validated through comparison to the expert raters (r
>.70) on a by-question basis. The individual scores for each question were averaged for
each participant.
Analyses
Before conducting any analysis, the means, standard deviations and effects were
investigated for each type of learning gains (i.e. multiple-choice corresponding to
shallow, short-answer corresponding to deep learning, and case-based reasoning
corresponding to the deepest level of learning) for each condition (i.e. Cadet Training,
Proving Ground, Cadet Training plus Proving Ground, and the control). The findings
suggested that students interacting with the Cadet Training module only had the highest
shallow learning gains as indicated by the multiple-choice questions as expected.
Students who interacted with both the Cadet Training module and the Proving Ground
module had the highest learning gains on the cased-based questions as expected.
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However, the condition where students interacted with the Proving Ground module only
did not yield very high learning gains on the short answer questions. As expected, the
control condition yielded low learning gains on all of the assessment questions. A full list
of means, standard deviations, and effect sizes from pretest to posttest for each condition
and assessment question can be seen in Table 7.

Table 7
Means, Standard Deviations, and Effect Sizes of Learning by Condition and Question
Type
Condition
Cadet Training
N=17
Proving Ground
N=21
CadetTraining+Proving
Ground
N=21
Control
N=22

Assessment
Multiple-choice

Means
0.13

SD
0.20

Cohen's d
0.89

Short-answer
Case-based
Multiple-choice

-0.02
0.08
0.00

0.19
0.24
0.10

-0.10
0.44
0.00

Short-answer
Case-based
Multiple-choice

0.01
0.08
0.03

0.15
0.10
0.16

0.06
0.64
0.23

Short-answer
Case-based
Multiple-choice
Short-answer
Case-based

0.06
0.14
-0.02
0.03
0.02

0.21
0.20
0.13
0.14
0.15

0.37
0.86
-0.08
0.18
0.24

After inspecting the means, the three original hypotheses were tested by planned
comparisons. The first hypothesis was that the Cadet Training module would lead to
greater learning gains on the multiple-choice questions that correspond to shallow
knowledge because the training session teaches factual information only whereas the
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Proving Ground module teaches applied information. Using contrast coefficients, the
Cadet Training Only module and Cadet Training with Proving Ground conditions were
compared against the Proving Ground only and Control conditions. The mean multiplechoice learning gains corresponding to shallow knowledge for conditions with the Cadet
Training module was .08 and .-.01 for conditions without it. The contrast was statistically
significant (t (77) = 2.64, p <.01) with a medium effect size of .60 (Cohen’s d = .60).
Next, the second hypothesis was tested. This hypothesis predicted the Proving
Ground module would lead to greater scores than the Cadet Training on the short answer
questions, a deeper level of knowledge. Using contrast coefficients, the Proving Ground
module and the Cadet Training plus Proving Ground conditions were compared to the
Cadet Training only and control conditions. For the short-answer questions, the mean
learning gains for conditions with the Proving Ground module was .04 and .01 for
conditions without it. The contrast comparisons revealed a non-significant difference,
(t (77) =.88, p =.19).
Finally, the third hypothesis was tested that predicted the group who received
both the Cadet Training and Proving Ground would perform better on the case-based
questions than any other group. The mean learning gains were .14 for the condition
including both the Cadet Training and Proving Ground modules, and .06 for the other
groups. The contrast comparison between the condition with both modules and the three
other groups (i.e., Cadet Training only, Proving Ground only, and Control) was
significant, t (77) = 1.66, p =.05, with a small effect, Cohen’s d = .38. A follow up
analysis was conducted to assess whether these findings were additive or interactive.
Specifically, a 2X2 mixed between-within ANOVA was conducted with multiple-choice
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learning gains and case-based reasoning learning gains as the within subjects variables
and the presence or absence of the 2 modules (i.e., Training and Proving Ground) as
between subjects variables. The interaction between the presence of both modules (Cadet
Training and Proving Ground) was non-significant, (F (1,80) = 1.64, MSe = .023, p =
.204, partial η2 =.021) suggesting that this effect was additive rather than interactive. No
additional interactions between the tests and interventions were discovered. Therefore,
the training involved in the two modules of the Cadet Training and Proving Ground
modules had an additive rather than interactive effect on deep-level learning as indicated
by the deep-level reasoning questions.
Conclusions
These analyses revealed effects of different types of training on learning.
Specifically, the Cadet Training module which emphasized didactic learning significantly
affected shallow learning as assessed by multiple choice questions. Though statistically
non-significant, the Proving Ground module which emphasizes application leaned toward
the predicted impact on deeper learning, as assessed by short answer questions. This
module was more difficult because it requires a deeper-level understanding of the core
concepts taught within Operation ARA. Participants who received both the Cadet
Training and Proving Ground module performed better on the case-based reasoning
questions representing the deepest-level of understanding (Graesser et al., 2009). These
results suggest that students must complete the training of both the Cadet Training and
Proving Ground modules to achieve a deep level understanding of the topics of research
methodology taught in the game.
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Discussion
Across the two experiments, differences between types of training environments
and shallow vs. deep learning were investigated. The results from Experiment 2 revealed
differences between different types of learning for the training modules teaching factual
versus applied knowledge. Specifically, the Cadet Training module teaches students
shallow knowledge whereas the Proving Ground module teaches deeper-level knowledge.
However, a student must complete both the Cadet Training and Proving Ground modules
to achieve the deepest level of knowledge as measured by case-based reasoning
questions. In the Cadet Training module students learn through a variety of different
training activities such as reading an E-text, answering multiple-choice questions and
having tutorial conversations. In the Proving Ground module, students learn by
identifying flaws in research cases. This empirical investigation shows that the two
different modules and the combination of the two lead to different types of learning.
However, the empirical investigation alone does not show a link between specific
learning activities within the modules and learning which was discovered in Experiment
1.
Evidence-Centered Design (Mislevy et al., 2003) and educational data mining
(Baker & Yacef, 2009) techniques were blended to discover predictors of learning in
Operation ARA across all three modules (Cadet Training, Proving Ground, and Active
Duty) in Experiment 1. First, 66 candidate measures were investigated to represent the
time-honored constructs of learning including time-on-task, generation, discrimination,
and scaffolding within the game context. In line with ECD (Messick, 1994; Mislevy et
al., 2003), these measures were initially chosen because of the close ties between the
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theoretical underpinnings of the constructs (i.e., time-on-task, generation, discrimination,
and scaffolding) and the tasks within the game. Next, these measures were systematically
narrowed down to 8 measures representing the four constructs (2 per construct) for each
of the three modules (Cadet Training, Proving Ground and Active Duty) of Operation
ARA resulting in a total of 24 measures. The measures were chosen taking into account
variations in depth of learning (shallow vs. deep), topic cluster (experimental vs.
sampling) and prior-knowledge (low, medium, and high) using specific criteria derived
from educational data mining techniques as well as a qualitative judgment of reliability
more in line with ECD. Specifically, all of the potential candidates were correlated with
learning. The candidate measures were chosen based on the magnitude of the correlation
with learning, the sensitivity based on the statistical significance of the correlation with
learning, and a qualitative judgment about the reliability of the metric. Both statistical
techniques and qualitative judgments were used to choose the best potential predictors
highlighting the blending of Evidence-Centered Design with educational data mining.
After deriving the measures, the 2 measures per construct (time-on-task, generation,
discrimination, and scaffolding) were transformed into composite metrics (Cadet
Training, Proving Ground, and Active Duty) resulting in 12 composite scores
representing the 4 constructs in each of the three modules. These scores were then
investigated as predictors of learning across varying levels of depth (shallow vs. deep),
topic clusters (experimental vs. sampling), and prior-knowledge levels (low, medium, and
high) with statistical analyses.
Statistical analyses of variance and covariance revealed how learning varied as a
function of prior-knowledge (low, medium, and high), test depth (shallow vs. deep), topic
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cluster (experimental vs. sampling), and the learning process composite scores. These
analyses revealed a significant effect of depth on learning where greater shallow learning
occurred rather than deep learning across the entirety of the game. In light of the results
of Experiment 2, it would be expected that students would achieve a deeper-level
understanding of the 11 concepts after interacting with all 3 training modules. One
explanation for these findings was the lack of test sensitivity in Experiment 1. It may also
be the case that acquiring shallow knowledge simply requires less effort than deep
learning and this is the reason for these findings. Another possibility is that the Active
Duty module actually had a negative effect on deep learning. However, a full ablation
study including all potential combinations of the three modules would be needed to test
this hypothesis.
In addition to the significant effect for depth, there was also a marginally
significant effect for topic cluster revealing the sampling topics to contribute more to
higher learning gains than the experimental topics. Differences between learning gains
and topics were expected based on previous research with the desktop version of the
game (Forsyth et al., 2012). There was also a significant interaction between depth
(shallow vs. deep) and topic cluster (experimental vs. sampling). The highest learning
gains were on the shallow tests and the sampling topics, followed by shallow tests and
experimental topics, then deep tests and sampling topics, and finally deep tests and
experimental topics. The interaction indicates the strong impact of test depth (shallow vs.
deep) as well as the variations between the experimental vs. sampling topics. These
findings are supported by predictions that similar concepts may be encoded at varying
levels of depth of processing as the student is incorporating the material into a deeper
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mental model composed of a network of semantic associations (Craik & Lockhart, 1972;
Hunt & McDaniel, 1993; Raijmakers & Shiffrin, 1981). However, this prediction also
makes the assumption that depth (shallow vs. deep), topic cluster (experimental vs.
sampling) and prior-knowledge would have a significant interaction which was not
discovered in these data. Perhaps the reason for the lack of these findings is that the
students simply did not have enough prior-knowledge about the topics when beginning
the training experiences. Although the interactions were not significant, prior-knowledge
did have a significant main effect on learning. The means indicated that low priorknowledge students achieved the highest learning gains whereas the high priorknowledge students achieved the least learning gains, and students having a mediumlevel of prior-knowledge achieving intermediate learning gains. These findings are
supported by previous research suggesting that students with low prior-knowledge gain
the most knowledge from interaction with Intelligent Tutoring Systems (Graesser et al.,
2012).
Independent models testing the effects of each of the 12 learning processes
metrics as a covariate of depth, topic and prior-knowledge as a function of learning
yielded five significant predictors. These five significant predictors represent 3 of the
four constructs (time-on-task, generation, discrimination, and scaffolding) across the
three modules of Operation ARA (Cadet Training, Proving Ground, and Active Duty)
confirming the validity of the chosen metrics. Specifically, generation and scaffolding in
the Cadet Training module, discrimination and generation in the Proving Ground module
and discrimination in the Active duty module were significant predictors of learning.
None of the covariates had significant interactions with depth, topic or prior-knowledge.
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Generation was positively related to learning in the Cadet Training module
teaching factual information. The SAM model (Raijjmakers & Shiffrin, 1981) makes the
prediction that generation aids students in creating a meaningful network of associations
between semantically similar information in long-term memory as well as the immediate
context. Essentially, the model suggests that the generation effect is explained by the
student constructing a mental representation of the presented material by generating
information about functional relationships and explanations of the concepts. This would
explain the positive relationship between generation and learning in the Cadet Training
module.
Within the context of this module of Operation ARA, generation is considered
interaction-controlled. The learner clearly has control over the number of words he or she
chooses to articulate. However, scaffolding techniques such as varying pedagogical
modes including vicarious learning certainly affect the number of opportunities the
student has to contribute words, ideas, and explanations. It is important to acknowledge
that changes could potentially be made within Operation ARA to allow students more
opportunities to articulate answers and make contributions to the conversations. For
example, perhaps students should be required to participate in interactive conversations
only so that more opportunities arise for the students to articulate answers. The impact of
the scaffolding metrics may shed more light on this potential implication.
Scaffolding in the Cadet Training module had a negative relationship with
learning which was much less intuitive than the generation effect within this module. The
two metrics within the composite measure for scaffolding assigned the highest value to
the presence of the pedagogical mode of vicarious learning. As the reader may recall,
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vicarious learning is when the artificial teacher agent teaches the student agent with
minimal interaction from the human student. The hypothesis behind the creation of this
tutoring mode is that low prior-knowledge students do not have enough information to
ask good questions nor make meaningful contributions to the tutorial conversations
(Driscoll et al., 2003). There is a competing hypothesis known as the interaction
hypothesis (VanLehn et al., 2007) suggesting that increased interaction with an
Intelligent Tutoring System yields higher learning gains. Perhaps interactivity is more
important to learning than the adaptive pedagogical mode of vicarious learning. The lack
of an interaction between prior-knowledge and the scaffolding metric would support this
hypothesis. However, this hypothesis was not tested due to the lack of reliability in the
metric representing interactivity negating the vicarious learning pedagogical mode.
Scaffolding, especially the vicarious learning conversational mode, within
Operation ARA is considered interaction-controlled. It is learner-controlled to the extent
that the students receive this pedagogical mode based on their provided answers to the
multiple-choice questions. However, scaffolding is also stimulus-controlled because the
underlying algorithm of the game ensures that students who exemplify low priorknowledge on the multiple-choice questions receive the vicarious learning pedagogical
mode. Therefore, it is possible to decrease the presence of this mode or remove it
entirely. However, before making any drastic alterations to Operation ARA, a causal link
should be established between the vicarious learning mode and decreased learning gains.
An experiment could be conducted that directly manipulates the conversational modes to
uncover whether or not a causal link exists between the pedagogical modes and learning
gains. For example, students of varying levels of prior-knowledge could be randomly
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assigned to three groups after completing a pretest. The first group of students could
receive vicarious learning only, whereas another group participates only in interactive
conversations such as normal tutoring or teachable agent. Finally, a third group could
serve as a control and simply read the E-Text. Upon completion, all three groups could
complete a posttest to assess learning gains throughout the game. A causal link could be
made between increased interactivity and learning if such a study indicated a significant
difference between the three groups and a strong positive relationship between interactive
conversations and learning. An empirical study such as this could help clearly define the
relationship between scaffolding and learning within Operation ARA.
Both generation and discrimination were found to have an impact on learning in
the Proving Ground module. Specifically, generation had a positive correlation whereas
discrimination had a negative correlation with learning. The aforementioned semantic
associative memory model (SAM) model (Raaijmakers & Shiffrin, 1981) and the
similarity theory (Hunt & McDaniel, 1993) explain these effects by postulating a network
of semantic associations that get activated during learning, with concepts activating
semantically similar concepts in the network. Generation of content aids the learning
process by helping students construct meaningful connections between semantically
similar information in the immediate context and that stored in long-term memory. A rich
semantic network should allow the student to make fine-grained distinctions between
multiple alternatives. Although both generation and discrimination can be explained by
the SAM model, there is no guarantee that generation will actually lead to better
discrimination (Hunt & McDaniel, 1993). In fact, generation can be better for recall of
information when items are semantically similar but this may be at the expense of
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discrimination which is better for unrelated items (Begg, 1978; Einstein & Hunt, 1980;
Epstein et al., 1975; Hunt & McDaniel, 1993). However, there were no interactions with
topic cluster so it is difficult to decipher if this is the case. Still yet, it is the most
reasonable explanation for the trade-off between generation and discrimination in the
Proving Ground module.
Both generation and discrimination are considered interaction-controlled within
the Proving Ground module. Generation is learner-controlled because students have the
ability to decide how much they would like to contribute to the conversations. Generation
is stimulus-controlled in that better student performance may allow the student more
opportunities to articulate answers. With the clear positive relationship between
generation and learning, perhaps students could be given even more opportunities to
generate words and explanations within Operation ARA. For example, perhaps students
could be asked to explain their reasoning for every single articulated flaw. However, the
increased generation may be at the price of discrimination.
Discrimination is stimulus-controlled to the extent that the cases present
information that conveys or highlights distinctions between concepts. The construct is
learner-controlled to the extent that the student correctly generates distinctions between
closely related items. To increase discrimination, perhaps the presented research cases
within the Proving Ground module could more clearly delineate differences between
seemingly similar concepts. However, this may be a very risky alteration. As previously
mentioned, generation is positively correlated with learning within this module whereas
discrimination is negatively correlated with learning. It may also be the case that the best
solution is to simply increase opportunities for students to generate answers as students
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are still constructing a mental model in this intermediate training experience. Any
changes within Operation ARA must consider the potential trade-off between generation
and discrimination. Therefore, any changes within Operation ARA such as altering the
research cases or offering students more opportunities to speak should be tested
empirically and iteratively to ensure positive learning gains before releasing a new
version of the game.
In the Active duty module, discrimination was found to have an impact on
learning. Specifically, it is positively correlated with learning. The reader may recall that
in the Active Duty training experience, students are presented with an abstract of a
research case rather than a complete case as in the Proving Ground module. The student
must generate questions about the case and judge the quality of the answer likely
requiring a deep understanding of the concepts of research methodology taught in
Operation ARA. The ability to accurately discriminate between multiple alternatives in
such a demanding context may represent a more complete semantic network and thus
mental representation of the material as proposed by the SAM model (Raaijmakers &
Shiffrin, 1981).Winston’s theory of near misses (1981) as well as previous empirical
findings (Anderson et al., 1995) also explains these findings. The claim is that experts
are capable of making fine-grained discriminations whereas novices are not. Assuming
the student now has a more complete mental representation, this theory substantiates
these findings as well. The results from experiment 1 confirming that interaction with
both the Cadet Training and Proving Ground modules lead to deep-level learning would
suggest that this is the case.
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Discrimination within the Active Duty module is interaction-controlled. It is
learner-controlled because the learner asks the questions about the research abstract and
evaluates the answers. However, the provided responses and type of abstract presented
are stimulus-controlled. Perhaps providing answers that include a multitude of similar
concepts may require students to make more fine-grained distinctions and aid learning.
For example, the student may ask “Can you make a causal claim about this study?”. The
answer could be “ Well, we had an experimental and a control group. Then participants
picked which group they wanted to be in.” This example makes it clear that a control
group existed whereas random assignment did not. Therefore, only one of the
requirements to meet causality was satisfied (control group) but not the other (random
assignment). Currently, these types of answers exist for some questions, but are not quite
this fine-grained for others. Increasing the number of answers requiring students to
discriminate between similar concepts in the Active Duty module may help increase
learning gains.
Finally, a full model including all of the potential composite metrics revealed the
3 most important predictors of learning as a function of depth, topic, and priorknowledge. Once again, these three components of depth, topic and prior-knowledge had
significant main effects. In fact, the number one predictor of learning beyond any of the
measures was prior-knowledge with low prior-knowledge students achieving higher
learning gains and high prior-knowledge students achieving lower learning gains. This
makes sense as the low prior-knowledge students had more information that they could
acquire than the high prior-knowledge students. Prior-knowledge is clearly important.
Perhaps embedding a more sensitive student model that represents the student’s
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knowledge of any particular topic throughout the entirety of the game may be helpful to
learning in Operation ARA. However, analyses of learning sequences on a moment-tomoment basis would need to be conducted to assess the impact on learning that such a
model might contribute.
In the full model, 3 of the process metrics were discovered to be the best
predictors of learning (i.e. scaffolding in the Cadet Training module, discrimination in the
Active Duty module, and discrimination in the Proving Ground module). Scaffolding in
the Cadet Training module had the strongest effect of the covariates with a marginally
significant interaction with depth (shallow vs. deep learning) with a stronger negative
relationship to deep rather than shallow learning. This makes sense as scaffolding is
hypothesized to be heavily influenced by the presence of the vicarious learning mode
thus decreasing interaction with the human student which may aid in deeper learning
(VanLehn et al., 2007). Scaffolding in the Cadet Training module had the highest
magnitude and was followed by discrimination in the Active Duty module. As previously
mentioned, discrimination in this module is extremely difficult and likely aids learning
because the student now has a mental representation of the material and is able to make
fine-grained distinctions between similar concepts (Hunt & McDaniel, 1993).
Discrimination in the Proving Ground module was only marginally significant and had a
negative relationship to learning. This negative relationship is likely because of the
positive effects of generation found in the individual models. Remember, greater learning
through generation may come at the price of decreased discrimination (Hunt &
McDaniel, 1993). There were no interactions with topic nor depth by topic interactions
either. However there was a main effect for topic and depth. The lack of strong
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statistically significant findings for interactions between depth by learning process
metrics is likely due to the lack of test sensitivity which was addressed in Experiment 2.
Many implications can be gleaned from these findings. Specifically, perhaps the
presence of the vicarious learning mode should be decreased or removed from the
system. However, a follow-up experiment directly manipulating the varying pedagogical
modes of the Cadet Training module is needed to verify this claim. Generation was
important for learning in the Cadet Training and Proving Ground modules in the
individual models. Although generation did not sustain significance in a complete model,
perhaps this is simply because of its covariance with discrimination in the Proving
Ground module. Changes such as increasing student opportunities to speak and altering
the cases presented may be helpful. However, iterative testing and empirical
investigations comparing previous versions and altered versions of the game would need
to be conducted. Discrimination was positively correlated with learning in the Active
Duty module. In this module, students must judge an answer provided to a question
provided by the student about research methodology. The answers to the questions could
be changed to require students to disentangle related concepts. However, it is important
to test any changes in the context of the entire game. Students may be building a mental
model in the Proving Ground module that is necessary for the important relationship
between discrimination and learning in the Active Duty module. This possibility is
indicated not only by the significant effect of generation discovered in the individual
models in the first experiment but also the deep-level learning gains resulting from
student interaction with the Cadet Training and Proving Ground modules in the second
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experiment. More experimentation is needed to verify that any changes are optimal for
learning within Operation ARA.
Time-on-task was not significantly related to learning in any of the modules.
Multiple reasons may exist for the lack of this finding. One potential reason is the natural
language conversations embedded within Operation ARA. Perhaps other constructs such
as scaffolding, generation, and discrimination are simply more important than time-ontask in systems with tutorial dialog. However, this claim cannot be confirmed without
comparing the exact same content of Operation ARA to another system without natural
language conversations. Another possibility is that the domain of research methodology
is extremely difficult and requires students to construct a deeper mental model which is
associated with constructs such as scaffolding, generation and discrimination. This makes
sense as time-on-task is associated with shallow learning (Hakstein, 1971). However,
this claim cannot be made without a direct comparison between two versions of
Operation ARA, one teaching research methodology and another teaching a different
domain. Within the context of a new system or domain, the same approach of blending
Evidence-Centered Design with educational data mining could be used to evaluate the
most important predictors of learning within another context.
Across the two experiments in this investigation, significant predictors of learning
were discovered and training activities leading to deep versus shallow knowledge were
confirmed. The significant predictors of learning were discovered through EvidenceCentered Design and educational data mining methods. It is important to note that the
significant learning processes metrics were not discovered a priori but rather chosen
based on specific criterion linking the measures to theory which is a unique contribution
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of this dissertation. The discovery of significant predictors suggests an appropriate
application of Evidence-Centered Design (Mislevy et al., 2003) with EDM. Finally, an
empirical, between-subjects study was used to confirm the causal relationship between
training activities and shallow vs. deep learning. Therefore, the overall goal of blending
Evidence-Centered Design with educational data mining to discover the best predictors of
learning was achieved as indicated by the findings of the two experiments.
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Appendix A: Multiple-Choice Questions
Definitional multiple-choice question.
A control group is:
(a) A group of participants that does not participate in the experiment.
(b) A group of participants that receives the experimental treatment.
(c) A group of participants that does not receive the dependent variable
(d) A group of participants that does not receive the experimental treatment.
Importance multiple-choice question.
When creating control and experimental groups, experimenters should ___________.
(a) treat them as similarly as possible so that any differences can be attributed to the
manipulation of the IV.
(b) treat them as similarly as possible so that any differences can be attributed to
performance as measured by the DV.
(c) make sure that the control group receives little or no interaction with the
experimenter, whereas the experimental group does.
(d) make sure that both groups participate in the experiment in exactly the same
manner, except that the control group does not do the experimental task.
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Experimental multiple-choice question.
Which is NOT a good example of an appropriate control group?
(a) A biologist wants to assess the impact of a fertilizer on plant growth. She plants
seeds from the same sample in similar types of soil; the experimental group gets
the fertilizer, and the control group does not.
(b) A biologist wants to assess the impact of a fertilizer on plant growth. She plants
seeds from the same sample in different types of soil; in addition, the
experimental group gets the fertilizer, and the control group does not.
(c) An educational psychologist wants to assess the impact of a reading
comprehension intervention on course performance. The experimental group
receives the intervention, and the control group receives normal reading
instruction.
(d) An educational psychologist wants to assess the impact of a reading
comprehension intervention on course performance. Participants assigned to the
experimental and control groups are selected from the same classes.
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Appendix B: Flow Chart of Cadet Training
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Appendix C: Example Tutorial Conversations
Vicarious learning tutorial conversation.
Student Agent: You know, I'm having a little trouble with this concept.
Teacher Agent: Take a minute to try to give your own definition of a representative
sample. (Main Question)
Student Agent: Representative samples are samples that include all members of the
population as participants in the study.
Teacher Agent: No. (Negative Feedback)
Teacher Agent: Think about this. Keep in mind that your goal is to define the term
representative sample. As you do this, think about how a sample is related to its
population. How do you think they are related? (Hint)
Student Agent: Representative samples are a lot like the populations that they come
from.
Teacher Agent: {Player}, what is your opinion? Do you think that {Student Agent} now
understands what is meant by a representative sample? Please answer "Yes" or "No."
(Verification)
Human Response: yes
Teacher Agent: I agree with you, {Player}. (Positive Feedback)
Teacher Agent: A representative sample is a sample that has characteristics that match
those of the population. (Assertion)

100

Normal tutoring conversation.
Teacher Agent: Why is it that using a really large sample, such as 1000 participants per
group, isn't always ideal? (Main Question)
Student agent: it might have too many participants
Teacher Agent: OK, what else can you say? (Pump)
Human: the sample is too large to be an accurate representation
Student Agent: I do not understand.
Teacher Agent: All right.This might help. As you consider why it is that really large
samples aren't always ideal, think about the types of results that are typical of studies that
use really large samples. This should help you answer the question. (Hint)
HumanResponse: the large sample won’t have enough variations
Student Agent: That is not clear to me.
Teacher Agent: OK. (Neutral Feedback)
Teacher Agent: I think you can get this. As in this example with an extremely large
sample size, meaningless results may look significantly what? (Prompt)
HumanResponse: different
Teacher Agent: Good job! (Positive Feedback)
Teacher Agent: Significantly different. (Prompt Completion)
Teacher Agent: Group differences that are statistically significant. I bet you know the
answer to this. As in this example with an extremely large sample size, a statistically
significant difference may be what? (Prompt 2)
Human Response: im not sure
Teacher Agent: O.k. (Neutral Feedback)
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Teacher Agent: It may not be meaningful (Prompt Completion 2)
Teacher Agent: Samples that are really large are likely to result in statistically
significant differences between groups, but the group averages are not likely to be all that
different or meaningful. (Assertion)

Teachable agent conversation.
Student Agent : Wow, I thought this would be simple, but I'm having some trouble.
{Player}, do you have any idea what it means for a study to have random assignment?
(Main Question)
Human Response: random assignment is to get a fair chance to be in the control group
or experiment
Student Agent: OK (Neutral Feedback)
Teacher Agent: What else? (Pump)
Human Response: random assignment is to get a fair chance to be in the control group
or experiment
Student Agent: That is not clear to me. I feel like the definition of random assignment
must have something to do with the word random. What do you think the connection is?
(Hint)
Human Response: random groups of people
Student Response: I do not understand. I think that random assignment is talking about a
procedure in which participants have some kind of chance of being in either group. What
kind of chance? (Prompt)
Human Response: yes an equal chance
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Teacher Agent: Excellent! (Positive Feedback)
Teacher Agent: An equal chance. (Prompt Completion)
Student Agent: Now I see. Random assignment refers to a procedure in which
participants have an equal chance of being in the control and experimental groups. For
example, a researcher might flip a coin to decide which group the participants will be
assigned to. (Assertion)
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Appendix D: Proving Ground Module Cases
Example Case
Aggression is a behavioral response that many people show on a regular basis. Often
times, people perceive that men are more aggressive than women, perhaps because this is
what is portrayed most often in the media. Knowing that both men and women are
capable of having aggressive tendencies, Dr. Maye, a member of a research institution
which focuses on aggression, wanted to find out if one gender is really more aggressive
than the other.
To conduct his experiment, he placed an ad in a newspaper and asked for volunteers to
participate in a study that was going to explore gender differences in aggression. All
interested people were asked to report to the institution conducting the research. Twentyfive men and twenty-five women volunteered to participate in the study. When they
arrived at the study, they were exposed to multiple situations that were supposed to elicit
aggression (an accomplice posing as a participant was used to provoke the actual
participants). After they were put in this situation, the participants were given the
opportunity to write a message to the person who provoked them. The messages that
participants wrote were coded by two independent researchers who were not aware of the
participant’s gender. The messages were coded on a 7-point scale for the degree of verbal
aggressiveness that was used. The results showed that women provided more aggressive
messages than men. In a follow-up study, the researchers found the same results-women
were found to be more aggressive than men. The researchers used these results to draw
the conclusion that, contrary to popular belief, women are actually more aggressive than
men.
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Example Exchange
Teacher Agent: OK. Let us start. The following study concerns differences in aggression
in males and females. Please enter the flaws you find, if any. Press the "No More Flaws
button" if you think there are no flaws in the experiment.
Artificial Opponent Tracy: The control group is a flaw; they only used people who
would do this study, and there were no controls.
Teacher Agent: I think you meant the following: Poor or missing comparison group.
Please confirm your answer below.
Artificial Opponent Tracy: <Confirms Answer>
Teacher Agent: That isn't the answer. (Negative Feedback)
Teacher Agent: Males are being compared to females, so there is a comparison group.
(Assertion)
Broth: You lost 30 points.
Broth: {Human Player}, your turn.
Human Player: sample size.
Teacher Agent: O.k. You lost 30 points. Tracy your turn.
Artificial Opponent Tracy: Dumb. There are no more flaws. (Hits no more flaws
button)
Teacher Agent: That is not correct.( Negative Feedback)
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Teacher Agent: 25 males and 25 females is a good sample size for this study.
(Assertion)
Broth: {Player}, you just lost 30 points.
Tracy: Dumb. Of course there is a problem with
Teacher Agent: Let us try together to find the remaining 3 flaws.
Teacher Agent: What can you say about the fact that the newspaper ad informed
possible participants of the intent of the study? (Hint)
Human Player: study became biased.
Teacher Agent: OK. (Neutral Feedback)
Teacher Agent: If participants can influence results because of theirown expectations
regarding the experiment, this is what type of bias? (Prompt)
Human Response: experimenter bias
Teacher Agent: OK. (Neutral Feedback)
Broth: {Player}, you just lost 25 points.
Teacher Agent: Tracy, please answer this question.
Tracy: Subject bias. (Correct Answer)
Teacher Agent: Well done!! (Positive Feedback)
Teacher Agent: Subject bias (Prompt Completion)
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Teacher Agent: This study has subject bias because the volunteers knew they were
signing up for a study on gender differences in aggression. (Assertion)
Teacher Agent: Let us try together to find the remaining 2 flaws.What flaw is associated
with how Dr. Maye chose participants for this study? (Hint 2)
Artificial Opponent Tracy: He got angry people which is what he wanted to study.
Teacher Agent: I see. (Neutral Feedback).
Teacher Agent: If this study only included participants who were interested in answering
an advertisement, this would be a poor selection of the what? (Prompt B)
Artificial Opponent Tracy: Variables
Teacher Agent: O.k. (Neutral Feedback)
Broth: Tracy, you just lost 25 points.
Teacher Agent: {Player} please answer this question.
Human Response: sampling
Teacher Agent: Poor sample selection. (Prompt Completion)
Teacher Agent: This study has a problem with poor sample selection because they
recruited people interested in participating in an aggression study. (Assertion)
Teacher Agent: Let us try together to find the remaining flaws.
Teacher Agent: Considering that verbal aggressiveness is simply one type of aggressive
behavior, what can you say about the dependent measure used here? (Hint C)
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Human Response: It is not valid.
Teacher Agent: Well done!! (Positive Feedback)
Teacher Agent: Verbal aggression is only one form of aggression. This form alone is not
a valid measure of the complete sense of aggression. (Assertion)
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Appendix E: Active Duty Example
Abstract.

Example Exchange
AgentTalk_Interrogator: Hi {Player} Dr. Walsh has come here from Glue
International to answer our questions. Let us start. (Opening)
AgentTalk_Interrogator: Let me start with asking you about the hypothesis of your
study. (Agent models a good question),
AgentTalk_Researcher: The hypothesis of course was that glue made with lignin would
be stronger than glue made without it. Lignin is the chemical in plants that gives them
structure and the ability to stand up after being knocked down by wind. I thought that this
chemical would give traditional glue added strength since it strengthens plants. (Answer)
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AgentTalk_Interrogator: {Player}, give me a question to ask.
Human Player: how did you test your hypothesis? (Bad question)
AgentTalk_Interrogator: Ok.
AgentTalk_Interrogator: Let me ask this instead. (Neutral-Negative Feedback). Could
you or the volunteers have influenced the data in any way? (Good question yet to be
answered)
AgentTalk_Researcher: I don't think so. It was a little funny when the volunteers got
tired from making so many judgments. They were rubbing their hands and arms and
laughing, especially towards the end. (Answer)
AgentTalk_Interrogator:

I see. (Acknowledgement of Answer)

AgentTalk_Interrogator:

{Player} give me a question to ask.

Human Player: was there any subject bias? (Good Question)
AgentTalk_Interrogator: O.k. {Researcher}, Could you or the volunteers have
influenced the data in any way? (neutral positive feedback and re-articulated
question)
AgentTalk_Researcher: I don't think so. It was a little funny when the volunteers got
tired from making so many judgments. They were rubbing their hands and arms and
laughing, especially towards the end. (Answer)
AgentTalk_Interrogator:

I see.

AgentTalk_Interrogator: {Player} give me a question to ask or when you are ready,
press the final judgment button.
Human Player: Clicks Final Judgment Button.
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Summary shown in text: This study had a few flaws. One of the big problems is that the
researcher failed to use a control group when the point was to show that lion glue was
stronger than other glues. In addition, there is a problem with instrumentation. The raters
seemed to have gotten tired, and it's likely that they became less accurate in their
assessments. With this in mind, the raters could have been biased to score things a certain
way as time went on because they were getting tired. Finally, the researcher doesn't seem
to think replication is necessary for this study. This is a problem. (Summary)
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Appendix F: Test Questions (Experiment 1)
Multiple- choice Definitional
Researchers often use a research design technique that ensures that all participants have
an equal chance of being in any of the groups in order to decrease the influence of
participant characteristics on the data. The term for this technique is
a. random sampling
b. random assignment
c. use of a control group
d. attrition
Multiple-choice Applied
Ms. Muddlehead designed a study to determine whether high doses of Vitamin Q
enhance creativity in children. She used a large random sample of children in her study.
The children took a standardized creativity test to establish a baseline, then took 50,000
IU of Vitamin Q, and then after a short delay, took the same creativity test a second time.
She was happy to find that the children scored higher on the creativity test after they took
Vitamin Q. One problem with this study is that
a. It lacked a control group.
b. It used standardized tests of creativity which may be biased.
c. The children may be taking other vitamins.
d. There are no obvious or major flaws.
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Appendix G. All Candidate Measures
All of the 66 measures are presented on a by-module basis (i.e. Cadet Training, Proving
Ground, Active Duty) for each of the 4 constructs (time-on-task, generation,
discrimination, scaffolding) with text and a corresponding table.

Table G1.
Candidate Measures in Cadet Training module
Construct
Time on Task1
Time on Task2
Time on Task3
Time on Task4
Generation1
Generation2
Generation 3
Discrimination1
Discrimination2
Discrimination3
Scaffolding1
Scaffolding2
Scaffolding 3

Cadet Training
Reading Time per page E-text (raw and log)
Time on Conversation (raw and log)
Time spent on MC questions (raw and log)
Time spent Overall (raw and log
Words per conversation/Scaffold (raw and SQRT)
Number of Words per Main Question (raw and SQRT)
Number of Words Overall (raw and SQRT)
MC Performance
Post- Pre
Pretestavg and Posttest avg
Point correct answer was stated (0-1)
Point correct answer was stated without VL
Vicarious learning (dichotomous)

As seen in Table G1, the 21 candidate measures for the Cadet Training module
included 6 measures for time on task because all measures included the raw score as well
as the logarithm (1 + ln) to account for zeros. The measures included reading time per
page of the E-text, time spent during the tutorial conversations, time spent overall, and
time spent on both sets of multiple choice questions during training. For generation, the
measures included the total number of words overall divided by the number of
scaffolding moves (i.e. pumps, hints, prompts), the number of words produced after the
main question, and the overall number of words produced per chapter as well as the
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square root of these values. For discrimination, the measures included the performance
score of the students responses on the multiple-choice questions, the posttest (second
wave multiple-choice questions) minus the pretest (first wave multiple-choice questions
during training, as well as the average pretest (first wave multiple-choice questions) and
average posttest score (second wave multiple-choice questions). The measures
representing scaffolding included a measure of the overall amount of scaffolding the
student received during tutorial conversations. Specifically, if the student answered the
main question correctly, then the score is 0. However, if the student never answers the
main question correctly and is given an assertion, then the score is 1. Varying levels exist
between 0 and 1 depending on when the correct answer is stated (i.e. pump=.25, hint=.5,
prompt=.75, never = 1). The second measure was this score without vicarious learning,
The final scaffolding metric was a binary score of whether or not the student received the
pedagogical tutorial conversation of vicarious learning (0=absent, 1=present).

Table G2.
Proving Ground Measures of Constructs
Construct
Time on Task1
Time on Task2
Time on Task3
Generation1
Generation2
Generation 3
Discrimination1
Discrimination2
Discrimination3
Scaffolding1
Scaffolding2
Scaffolding 3
Scaffolding 4

Proving Ground
Time on Hint List (raw and log)
Total Time(raw and log)
Time minus hint (raw and log)
Words per utterance/Scaffolding moves (raw and SQRT)
Words per main question (raw and SQRT)
Words Overall per case (raw and SQRT)
Hits-False Alarms
A prime
D-Prime
# of conversational scaffolding moves
# of times accessed hint list (continuous and dichotomous)
# of times student pressed no flaws button
score points
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As seen in Table G2, the 20 candidate measures for the Proving Ground module
included measures for time-on-task, generation, discrimination, and scaffolding. For time
on task, the measures included time spent on the hint list, the total time spent per case,
and the total time minus the hint list as well as the logarithm of these three values. For
generation, the measures included the number of words produced divided by the number
of hints and prompts, the number of words produced in the initial response, and the total
number of words per case as well as the square root of these values. For discrimination,
the measures included hits-false alarms or classic discrimination, the standardized version
of this measure (D’) as well as A’ which takes into account the distribution of each hit
and false alarm measured by the area under a receiver operating curve. The measures for
scaffolding included the number of hints and prompts provided and how many times the
student accessed the hint list (continuous and dichotomous). The dichotomous measure of
access to the hint list was a binary measure of whether or not a student asked for the hint
list (0 or 1). Very few students ever requested the hint list making this an unreliable
measure. Another measure is the number of times the “no flaw” button was pressed.
Within this module, the student should only hit the “no flaw button” one time and
deviations from this may mean that the student is saying that there are no more flaws in a
case when there are more flaws or simply seeking the help that is provided by falsely
pressing the “no flaw” button. The equal distribution of flaws per case distributed to
students should ensure that this metric is reliable within Operation ARA. The final metric
was the score points within the game that dynamically adapt with the students’
performance. The student is always aware of his or her score points, thus these serve as a
type of feedback to the student.
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Table G3.
Candidate for Constructs in Active Duty
Construct
Time on Task1
Time on Task2
Time on Task3
Generation1
Generation2
Generation 3
Discrimination1
Discrimination2
Discrimination3
Scaffolding1
Scaffolding2
Scaffolding 3
Scaffolding 4

Active Duty
Time on Cases judged Correctly (raw and log)
Time on cases judged Incorrectly (raw and log)
Total Time (raw and log)
# of words/total questions human asked (raw and SQRT)
# of words in first question (raw and SQRT)
Words Overall per case (raw and SQRT)
Hits-False Alarms
A Prime
D Prime
Total Feedback Neut+ Neg (raw and proportion)
Total Feedback
# of neg/pos/neutral feedback (raw and proportion)
score points

As seen in Table G3, the 25 candidate measures for the Active Duty module
included measures for each construct of time-on-task, generation, discrimination, and
scaffolding. For time-on-task, the measures included time spent on cases where the
human made a correct final judgment, time spent on cases where the human made an
incorrect final judgment and the overall time the student spent per case and the logarithm
of these three values. For generation, the measures included the number of words
produced by the human student with positive neutral feedback meaning that the question
was considered a good question. The other measures included the number of words
produced in the initial question produced by the student and the number of words per
case overall. For all 3 of these measures for generation, both the raw and square root were
considered candidates. For discrimination, the measures included hits-false alarms or
classic discrimination, the standardized version of this measure (D’) as well as A’ which
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takes into account the distribution of each hit and false alarm measured by the area under
a receiver operating curve. In the Active Duty module, there were multiple measures for
scaffolding. The first was the score points which serve as a type of feedback as they
dynamically adapt to the student’s performance. The second is the type of feedback the
student receives after asking a question. There are three types of feedback in this module
(neutral, negative, and neutral-positive). The neutral and negative both indicate that the
question was not recognized as a good question by the system and therefore a different
question was asked. Therefore the sum of these two measures was considered as a
candidate. Neutral and negative feedback were also considered as individual candidates.
The positive-neutral feedback indicated the student asked a good question and was
considered as a candidate. The total amount of feedback was considered as well as the
proportional amount of feedback for each of the candidate measures (i.e. neutral,
negative, neutral plus negative, and neutral-positive feedback).
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Appendix H: Correlations with PLG By Topic Cluster
It is important to note that although some of the learning metrics appear significant, none
meet the threshold of (r >|.19)| which would be necessary for violating the assumption of
independence with 192 participants.

Measure
Pretest
CT Reading Time per Page
CTTotalTime
CT Total Time Conversation
CT_Time spent MC
CT_ReadingTime Log
CTTotalTimeLog
CTTimeConversationLog
CTTime on MC Log
CT #Words/Scaffolding
CTWords_after_MQ
CTWords Overall
CT #Words/ScaffoldingSQRT
CTWords_after_MQSQRT
CTWordsOverallSQRT
CT_PerformanceMC?
CTMCPostminusPre
CT_MC_pretext
CT_MC_Posttext
CTScaffolding (0-1)
CTScaffoldingw/oVL
CT_VicariousLearning
PG_TimeOnHint
PG Time/Case
PGTimeminushint
PGTimeonhintlog
PGTimeoldLog
PGTimeminushintLog
PG_Words/Scaffolding
PG Words per main ?
PG_Words/Case
PG_Words/ScaffoldingSQRT

Experimental Sampling
PLG Overall PLG
PLG
-.289**
-.359**
-.208**
-.018
.062
-.096
.080*
.052
.111*
.027
-.016
.055
-.042
.007
-.095
.000
.066
-.067
.070
.030
.109*
.010
.002
.001
-.007
.024
-.043
.087*
.061
.094
.046
.054
.038
.086*
.051
.103*
.083*
.060
.088
.029
.042
.015
.083*
.055
.093
-.035
-.042
-.027
.029
.053
-.001
-.075*
-.111*
-.033
-.010
-.004
-.018
-.035
-.032
-.069
.058
.129
.004
-.074*
-.069
-.099
-.042
-.070
-.021
.023
.003
.008
.027
.009
.010
-.039
-.061
-.023
.016
-.010
.003
.021
-.001
.005
.046
.095
.001
.033
.075
-.003
.086*
.015
.163**
.046
.096
.003
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PGWords per main ? SQRT
PGWords/Case
PGHits-False Alarms
PG D'
PG A'
PG_#scaffolding moves
PG_hint list (continuous)
PG_hint_list(dichotomous)
PG_# times hit no flaw
PG Score
AD Time on Incorrect Cases
AD Time on Correct Cases
ADTime/Case
ADTime on Incorrect log
ADTime on Correct log
ADTime/Case Log
AD_#words/# questions
AD_#words on first ?
AD words/case
AD#words/#questions SQRT
AD_#words on first ? SQRT
AD_#of words/case SQRT
AD_hits-false alarms
AD_D'
AD_A'
AD_Negative Feedback
AD_Neutral Feedback
AD_Neutral-Positive Fdbk
ADTotalFeedback
ADNegativeFdbk (Prop)
ADNeutralFdbk (Prop)
ADNeut-Pos Fdbk(Prop)
AD_neutral+negative fdbk
ADNeutral+Negative
Fdbk(prop)
AD_Scorepoints

.036
.084*
-.067
-.082*
.019
-.008
.025
.001
-.034
.045
-.063
.049
-.037
-.064
.050
-.024
.016
.006
-.032
.028
.022
-.018
.069
.078*
.070
.065
.004
.038
.035
.059
.015
.029
.027

.087
.014
-.104*
-.117*
-.044
.045
.008
-.017
-.016
.040
-.014
.035
-.011
-.024
.033
-.007
.029
.004
-.059
.031
.012
-.055
.085
.072
.069
.066
.021
.049
.050
.050
-.013
.048
.042

-.010
.159**
-.052
-.110*
.060
-.050
.052
.021
-.052
.057
-.108*
.065
-.002
-.094
.059
.009
.016
.022
.090
.036
.041
.097
.034
.056
.059
.077
.003
.026
.036
.070
.049
.005
.031

.040
.011

.011
.022

.077
.016
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Appendix I: Cell Means for Raw Scores
Below are the means and standard deviations for the raw measure of the learning
processes metrics for each cell of the 3 levels of prior knowledge, 2 levels of depth, and 2
levels of topic clusters.

PriorKnowledge
Low
N=64

Depth
Topic
Measure
Shallow Experimental CT_MC Question Time
CTTotalTimeLog
CT#words in answer to
MQ
CT#Words in answer to
MQ log
CT_MC pretext
CT_MC performance
CTVicarious Learning
(0=absent, 1=present)
CT_Scaffolding
PGTimeLog
PGTime
PGWords/Case
PGWords/CaseSQRT
PG D'
PG (hits-false alarms)
PG_NoFlaw
PG_Scorepoints
ADTimeon Incorrect
Cases
ADTimeon Correct
cases
ADWords/Case
ADWords/Case SQRT
AD_ D'
AD (hits-false alarms)
AD_neutralpositive
feedback
AD_negativeFeedback
CT_MC Question Time
Sampling
CTTotalTimeLog
CT#words in answer to
MQ
CT#Words in answer to
MQ log
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Mean
31.37
6.68

SD
46.43
0.48

9.06

4.77

2.89
0.14
0.35

0.86
0.12
0.15

0.64
0.44
3.33
29.46
15.03
3.75
-0.34
0.30
0.10
-3.50

0.48
0.18
0.33
9.27
7.62
0.99
1.47
0.12
0.17
8.77

3.26

2.71

34.04
17.84
4.12
-0.31
0.02

42.66
7.02
0.92
0.60
0.06

0.09
0.30
28.43
6.74

0.16
0.25
41.55
0.53

9.06

4.77

2.89

0.86

Deep

CT_MC pretext
CT_MC performance
CTVicarious Learning
(0=absent, 1=present)
CT_Scaffolding
PGTimeLog
PGTime
PGWords/Case
PGWords/CaseSQRT
PG D'
PG (hits-false alarms)
PG_NoFlaw
PG_Scorepoints
ADTimeon Incorrect
Cases
ADTimeon Correct
cases
ADWords/Case
ADWords/Case SQRT
AD_ D'
AD (hits-false alarms)
AD_neutralpositive
feedback
AD_negativeFeedback
Experimental CT_MC Question Time
CTTotalTimeLog
CT#words in answer to
MQ
CT#Words in answer to
MQ log
CT_MC pretext
CT_MC performance
CTVicarious Learning
(0=absent, 1=present)
CT_Scaffolding
PGTimeLog
PGTime
PGWords/Case
PGWords/CaseSQRT
PG D'
PG (hits-false alarms)
PG_NoFlaw
PG_Scorepoints
ADTimeon Incorrect
Cases
ADTimeon Correct
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0.13
0.33

0.10
0.13

0.77
0.48
3.53
34.92
13.51
3.57
0.86
0.35
0.12
-4.18

0.43
0.15
0.23
7.93
6.59
0.90
1.20
0.08
0.17
6.67

3.53

2.56

32.24
10.14
3.07
-0.01
0.04

34.97
4.77
0.83
0.75
0.08

0.08
0.17
31.37
6.68

0.16
0.24
46.43
0.48

9.50

4.54

2.967
0.14
0.35

0.84
0.12
0.15

0.64
0.44
3.33
29.46
15.03
3.75
-0.34
0.30
0.10
-3.50

0.48
0.18
0.33
9.27
7.62
0.99
1.47
0.12
0.17
8.77

3.26
34.04

2.71
42.66

Medium
N=62

cases
ADWords/Case
ADWords/Case SQRT
AD_ D'
AD (hits-false alarms)
AD_neutralpositive
feedback
AD_negativeFeedback
CT_MC Question Time
Sampling
CTTotalTimeLog
CT#words in answer to
MQ
CT#Words in answer to
MQ log
CT_MC pretext
CT_MC performance
CTVicarious Learning
(0=absent, 1=present)
CT_Scaffolding
PGTimeLog
PGTime
PGWords/Case
PGWords/CaseSQRT
PG D'
PG (hits-false alarms)
PG_NoFlaw
PG_Scorepoints
ADTimeon Incorrect
Cases
ADTimeon Correct
cases
ADWords/Case
ADWords/Case SQRT
AD_ D'
AD (hits-false alarms)
AD_neutralpositive
feedback
AD_negativeFeedback
Shallow Experimental CT_MC Question Time
CTTotalTimeLog
CT#words in answer to
MQ
CT#Words in answer to
MQ log
CT_MC pretext
CT_MC performance
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17.84
4.12
-0.31
0.02

7.02
0.92
0.60
0.06

0.09
0.20
28.43
6.74

0.16
0.25
41.55
0.53

9.50

4.54

2.97
0.13
0.33

0.84
0.10
0.13

0.77
0.48
3.53
34.92
13.51
3.57
0.86
0.35
0.12
-4.18

0.43
0.15
0.23
7.93
6.59
0.90
1.20
0.08
0.17
6.67

3.53

2.56

32.24
10.14
3.07
-0.01
0.04

34.97
4.77
0.83
0.75
0.08

0.08
0.17
37.19
6.67

0.16
0.24
52.51
0.58

7.08

4.78

2.51
0.13
0.32

0.89
0.11
0.16

Sampling

CTVicarious Learning
(0=absent, 1=present)
CT_Scaffolding
PGTimeLog
PGTime
PGWords/Case
PGWords/CaseSQRT
PG D'
PG (hits-false alarms)
PG_NoFlaw
PG_Scorepoints
ADTimeon Incorrect
Cases
ADTimeon Correct
cases
ADWords/Case
ADWords/Case SQRT
AD_ D'
AD (hits-false alarms)
AD_neutralpositive
feedback
AD_negativeFeedback
CT_MC Question Time
CTTotalTimeLog
CT#words in answer to
MQ
CT#Words in answer to
MQ log
CT_MC pretext
CT_MC performance
CTVicarious Learning
(0=absent, 1=present)
CT_Scaffolding
PGTimeLog
PGTime
PGWords/Case
PGWords/CaseSQRT
PG D'
PG (hits-false alarms)
PG_NoFlaw
PG_Scorepoints
ADTimeon Incorrect
Cases
ADTimeon Correct
cases
ADWords/Case
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0.65
0.34
3.17
24.99
14.31
3.68
-0.76
0.23
0.12
0.50

0.48
0.15
0.32
8.23
6.58
0.87
1.30
0.10
0.19
10.93

4.03

2.87

37.66
19.51
4.36
-0.28
0.02

41.16
5.73
0.69
0.56
0.05

0.15
0.24
37.19
6.65

0.26
0.27
50.46
0.53

7.08

4.78

2.51
0.15
0.35

0.89
0.10
0.13

0.73
0.42
3.42
31.54
14.47
3.69
0.68
0.34
0.10
-0.47

0.45
0.15
0.27
8.15
6.86
0.93
1.53
0.09
0.15
8.69

3.50

2.42

37.47
10.50

35.50
4.78

Deep

ADWords/Case SQRT
AD_ D'
AD (hits-false alarms)
AD_neutralpositive
feedback
AD_negativeFeedback
Experimental CT_MC Question Time
CTTotalTimeLog
CT#words in answer to
MQ
CT#Words in answer to
MQ log
CT_MC pretext
CT_MC performance
CTVicarious Learning
(0=absent, 1=present)
CT_Scaffolding
PGTimeLog
PGTime
PGWords/Case
PGWords/CaseSQRT
PG D'
PG (hits-false alarms)
PG_NoFlaw
PG_Scorepoints
ADTimeon Incorrect
Cases
ADTimeon Correct
cases
ADWords/Case
ADWords/Case SQRT
AD_ D'
AD (hits-false alarms)
AD_neutralpositive
feedback
AD_negativeFeedback
CT_MC Question Time
Sampling
CTTotalTimeLog
CT#words in answer to
MQ
CT#Words in answer to
MQ log
CT_MC pretext
CT_MC performance
CTVicarious Learning
(0=absent, 1=present)
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3.15
0.35
0.08

0.78
0.78
0.09

0.13
0.13
37.19
6.67

0.20
0.19
52.51
0.58

8.83

5.17

2.84
0.13
0.32

0.87
0.11
0.16

0.65
0.34
3.17
24.99
14.31
3.68
-0.76
0.27
0.12
0.50

0.48
0.15
0.32
8.23
6.58
0.87
1.30
0.10
0.19
10.93

4.03

2.87

37.66
19.51
4.36
-0.28
0.02

41.16
5.73
0.69
0.56
0.05

0.15
0.24
37.19
6.65

0.26
0.27
50.46
0.53

8.83

5.17

2.84
0.15
0.35

0.87
0.10
0.13

0.73

0.45

High
N = 66

CT_Scaffolding
PGTimeLog
PGTime
PGWords/Case
PGWords/CaseSQRT
PG D'
PG (hits-false alarms)
PG_NoFlaw
PG_Scorepoints
ADTimeon Incorrect
Cases
ADTimeon Correct
cases
ADWords/Case
ADWords/Case SQRT
AD_ D'
AD (hits-false alarms)
AD_neutralpositive
feedback
AD_negativeFeedback
Shallow Experimental CT_MC Question Time
CTTotalTimeLog
CT#words in answer to
MQ
CT#Words in answer to
MQ log
CT_MC pretext
CT_MC performance
CTVicarious Learning
(0=absent, 1=present)
CT_Scaffolding
PGTimeLog
PGTime
PGWords/Case
PGWords/CaseSQRT
PG D'
PG (hits-false alarms)
PG_NoFlaw
PG_Scorepoints
ADTimeon Incorrect
Cases
ADTimeon Correct
cases
ADWords/Case
ADWords/Case SQRT
AD_ D'
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0.42
3.42
31.54
14.47
3.69
0.68
0.34
0.10
-0.47

0.15
0.27
8.15
6.86
0.93
1.53
0.09
0.15
8.69

3.50

2.42

37.47
10.50
3.15
0.35
0.08

35.50
4.78
0.78
0.78
0.09

0.13
0.13
47.08
6.62

0.20
0.19
63.94
0.51

6.99

4.41

2.48
0.15
0.35

0.93
0.12
0.16

0.48
0.33
3.28
27.83
15.95
3.92
-0.57
0.30
0.09
-1.03

0.50
0.15
0.31
8.77
6.03
0.79
1.38
0.11
0.19
10.62

3.51

2.71

31.83
19.98
4.41
-0.13

38.19
5.85
0.71
0.67

Deep

AD (hits-false alarms)
AD_neutralpositive
feedback
AD_negativeFeedback
CT_MC Question Time
Sampling
CTTotalTimeLog
CT#words in answer to
MQ
CT#Words in answer to
MQ log
CT_MC pretext
CT_MC performance
CTVicarious Learning
(0=absent, 1=present)
CT_Scaffolding
PGTimeLog
PGTime
PGWords/Case
PGWords/CaseSQRT
PG D'
PG (hits-false alarms)
PG_NoFlaw
PG_Scorepoints
ADTimeon Incorrect
Cases
ADTimeon Correct
cases
ADWords/Case
ADWords/Case SQRT
AD_ D'
AD (hits-false alarms)
AD_neutralpositive
feedback
AD_negativeFeedback
Experimental CT_MC Question Time
CTTotalTimeLog
CT#words in answer to
MQ
CT#Words in answer to
MQ log
CT_MC pretext
CT_MC performance
CTVicarious Learning
(0=absent, 1=present)
CT_Scaffolding
PGTimeLog
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0.03

0.06

0.10
0.17
50.39
6.67

0.18
0.23
63.18
0.42

6.99

4.41

2.48
0.14
0.35

0.93
0.09
0.13

0.67
0.41
3.45
32.72
16.39
3.97
0.14
0.31
0.08
-1.34

0.48
0.14
0.26
8.53
6.35
0.78
1.43
0.09
0.15
9.08

3.18

2.52

36.30
11.60
3.32
0.47
0.09

34.97
4.79
0.77
0.83
0.08

0.13
0.17
47.08
6.62

0.20
0.22
63.94
0.51

9.22

4.29

2.95
0.15
0.35

0.74
0.12
0.16

0.48
0.33
3.28

0.50
0.15
0.31

Sampling

PGTime
PGWords/Case
PGWords/CaseSQRT
PG D'
PG (hits-false alarms)
PG_NoFlaw
PG_Scorepoints
ADTimeon Incorrect
Cases
ADTimeon Correct
cases
ADWords/Case
ADWords/Case SQRT
AD_ D'
AD (hits-false alarms)
AD_neutralpositive
feedback
AD_negativeFeedback
CT_MC Question Time
CTTotalTimeLog
CT#words in answer to
MQ
CT#Words in answer to
MQ log
CT_MC pretext
CT_MC performance
CTVicarious Learning
(0=absent, 1=present)
CT_Scaffolding
PGTimeLog
PGTime
PGWords/Case
PGWords/CaseSQRT
PG D'
PG (hits-false alarms)
PG_NoFlaw
PG_Scorepoints
ADTimeon Incorrect
Cases
ADTimeon Correct
cases
ADWords/Case
ADWords/Case SQRT
AD_ D'
AD (hits-false alarms)
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27.83
15.95
3.92
-0.57
0.30
0.09
-1.03

8.77
6.03
0.79
1.38
0.11
0.19
10.62

3.51

2.71

31.83
19.98
4.41
-0.13
0.03

38.19
5.85
0.71
0.67
0.06

0.10
0.17
50.39
6.67

0.18
0.23
63.18
0.42

9.22

4.29

2.95
0.14
0.35

0.74
0.09
0.13

0.67
0.41
3.45
32.72
16.39
3.97
0.14
0.31
0.08
-1.34

0.48
0.14
0.26
8.53
6.35
0.78
1.43
0.09
0.15
9.08

3.18

2.52

36.30
11.60
3.32
0.47
0.09
0.13

34.97
4.79
0.77
0.83
0.08
0.20

AD_neutralpositive
feedback
AD_negativeFeedback
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0.17

0.22

Appendix J: Cell Means of Learning Composite Metrics

Priorknowledge
Low
N=64

Depth
Topic
Measure
Shallow Experimental CTTime
CTGeneration
CTDiscrimination
CTScaffolding
PGTime
PGGeneration
PGDiscrimination
PGScaffolding
ADTime
ADGeneration
ADDiscrimination
ADScaffolding
CTTime
Sampling
CTGeneration
CTDiscrimination
CTScaffolding
PGTime
PGGeneration
PGDiscrimination
PGScaffolding
ADTime
ADGeneration
ADDiscrimination
ADScaffolding
Deep
Experimental CTTime
CTGeneration
CTDiscrimination
CTScaffolding
PGTime
PGGeneration
PGDiscrimination
PGScaffolding
ADTime
ADGeneration
ADDiscrimination
ADScaffolding
CTTime
Sampling
CTGeneration
CTDiscrimination
CTScaffolding
PGTime
129

M
-0.06
0.13
0.01
0.19
-0.10
-0.003
-0.14
-0.10
-0.06
0.40
-0.40
-0.01
-0.03
0.13
-0.09
0.36
0.52
-0.22
0.45
-0.09
-0.03
-0.69
-0.08
-0.10
-0.06
0.22
0.01
0.10
-0.10
-0.004
-0.14
-0.10
-0.06
0.40
-0.39
-0.01
-0.03
0.22
-0.09
0.36
0.52

SD
0.60
0.99
0.998
0.86
1.04
1.12
1.03
0.47
0.99
0.98
0.76
0.74
0.67
0.99
0.86
0.73
0.80
0.995
0.77
0.43
0.86
0.77
1.01
0.73
0.60
0.95
0.998
0.86
1.04
1.12
1.03
0.47
0.99
0.98
0.76
0.74
0.67
0.95
0.86
0.73
0.80

Medium
N=62

PGGeneration
PGDiscrimination
PGScaffolding
ADTime
ADGeneration
ADDiscrimination
ADScaffolding
Shallow Experimental CTTime
CTGeneration
CTDiscrimination
CTScaffolding
PGTime
PGGeneration
PGDiscrimination
PGScaffolding
ADTime
ADGeneration
ADDiscrimination
ADScaffolding
CTTime
Sampling
CTGeneration
CTDiscrimination
CTScaffolding
PGTime
PGGeneration
PGDiscrimination
PGScaffolding
ADTime
ADGeneration
ADDiscrimination
ADScaffolding
Deep
Experimental CTTime
CTGeneration
CTDiscrimination
CTScaffolding
PGTime
PGGeneration
PGDiscrimination
PGScaffolding
ADTime
ADGeneration
ADDiscrimination
ADScaffolding
CTTime
Sampling
CTGeneration
CTDiscrimination
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-0.22
0.45
-0.09
-0.03
-0.69
-0.08
-0.10
-0.02
-0.29
-0.11
-0.21
-0.60
-0.10
-0.46
0.17
0.14
0.65
-0.35
0.22
-0.03
-0.29
0.09
0.12
0.16
-0.08
0.35
0.07
0.03
-0.62
0.45
-0.07
-0.02
0.08
-0.11
-0.21
-0.60
-0.10
-0.46
0.17
0.14
0.65
-0.35
0.22
-0.03
0.08
0.09

0.995
0.77
0.43
0.86
0.77
1.01
0.73
0.76
1.01
0.95
0.83
0.96
0.98
0.90
0.84
0.98
0.77
0.69
1.06
0.70
1.01
0.87
0.66
0.89
1.03
0.94
0.63
0.83
0.74
1.06
0.79
0.76
1.04
0.95
0.83
0.96
0.98
0.90
0.84
0.98
0.77
0.69
1.06
0.70
1.04
0.87

High
N=66

CTScaffolding
PGTime
PGGeneration
PGDiscrimination
PGScaffolding
ADTime
ADGeneration
ADDiscrimination
ADScaffolding
Shallow Experimental CTTime
CTGeneration
CTDiscrimination
CTScaffolding
PGTime
PGGeneration
PGDiscrimination
PGScaffolding
ADTime
ADGeneration
ADDiscrimination
ADScaffolding
CTTime
Sampling
CTGeneration
CTDiscrimination
CTScaffolding
PGTime
PGGeneration
PGDiscrimination
PGScaffolding
ADTime
ADGeneration
ADDiscrimination
ADScaffolding
Deep
Experimental CTTime
CTGeneration
CTDiscrimination
CTScaffolding
PGTime
PGGeneration
PGDiscrimination
PGScaffolding
ADTime
ADGeneration
ADDiscrimination
ADScaffolding
CTTime
Sampling
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0.12
0.16
-0.08
0.35
0.07
0.03
-0.62
0.45
-0.07
0.02
-0.32
0.08
-0.41
-0.27
0.16
-0.25
0.02
-0.04
0.71
-0.21
-0.05
0.11
-0.32
0.01
0.04
0.28
0.22
0.05
-0.06
-0.04
-0.46
0.57
0.02
0.02
0.18
0.09
-0.41
-0.27
0.16
-0.25
0.02
-0.04
0.71
-0.22
-0.05
0.11

0.66
0.89
1.03
0.94
0.63
0.83
0.74
1.06
0.79
0.80
0.99
1.05
0.81
0.98
0.89
0.97
0.83
0.93
0.79
0.82
0.81
0.74
0.99
0.80
0.78
0.89
0.91
0.89
0.69
0.90
0.74
1.06
0.82
0.80
0.87
1.05
0.81
0.98
0.89
0.97
0.83
0.93
0.79
0.82
0.81
0.75

CTGeneration
CTDiscrimination
CTScaffolding
PGTime
PGGeneration
PGDiscrimination
PGScaffolding
ADTime
ADGeneration
ADDiscrimination
ADScaffolding
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0.18
0.01
0.04
0.28
0.22
0.05
-0.06
-0.04
-0.46
0.57
0.02

0.87
0.80
0.78
0.89
0.91
0.89
0.69
0.90
0.74
1.06
0.82

Appendix K: Test Questions (Experiment 2)
Multiple choice question.
You have just received a new digital tape measure. When you measure the same board
four times, you find the measure fluctuates from 4 to 8 inches. Your new tape measure
can be said to be low in:
a. Reactivity
b. Validity
c. Reliability
d. Externality
Short answer question.
A researcher wants to test whether vitamin C decreases colds, so he has participants take
vitamin C tablets everyday for 6 months and then measures their cold history. Describe a
suitable control group for this study.
What does the term “construct validity” mean?
Case-based reasoning question.
Dr. Pandora has just published the results of her recent memory improvement study
involving two groups of rats with 40 rats randomly assigned to each group. In the control
group, rats were fed standard rat food pellets, but the experimental group was fed pellets
that contained rat food and special herbs (previous research has shown that rats cannot
tell the difference between the two types of pellets). Feeding continued in this way for
two months, but the animals were otherwise treated the same during this time. After 2
months, all rats were trained to run through the same maze until they made it to the end
four times. Memory was measured based on changes in maze completion times across the
four completed trials. On the first trial, the two groups of rats performed about the same;
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however, the experimental group ran progressively faster with later trials. The control rats
did not show this increase in maze completion time over the trials. Dr. Pandora reports
that this increase in maze completion time for the herb rats was due to their better
memory of the maze, and this allowed them to go faster. The researcher concluded that
the herbal supplement increases memory and could be used to improve the memories of
Alzheimer’s patients.
Answer the Following Questions
1. Identify the Independent Variable:
2. Identify the Dependent Variable:
3. Identify the Confounding Variable
4. Propose a method to “unconfound” the experiment (if necessary)
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