Image sensors are typically characterized by slow sampling rates, which limit their efficacy in signal reconstruction applications. Their integrative nature though produces image blur when the exposure window is long enough to capture relative motion of the observed object relative to the sensor. Image blur contains more information on the observed dynamics than the typically used centroids, i.e., time averages of the motion within the exposure window. Parameters characterizing the observed motion, such as the signal derivatives at specified sampling instants, can be used for signal reconstruction through the derivative sampling extension of the known sampling theorem. Using slow image based sensors as derivative samplers allows for reconstruction of faster signals, overcoming Nyquist limitations. In this manuscript, we present an algorithm to extract values of a signal and its derivatives from blurred image measurements at specified sampling instants, i.e. the center of the exposure windows, show its application in two signal reconstruction numerical examples and provide a numerical study on the sensitivity of the extracted values to significant problem parameters.
Introduction
Typical image sensors consist of an array of CMOS or CCD * elements. With the development of image sensors with higher pixel densities and sensitivities coupled with lower costs [1, 2] , there has been increased application of image based sensors for feedback measurements in dynamical systems [3, 4] .
These image sensors integrate the amount of photons impinging on each sensor element over the exposure period. Because of the integrative nature of the image sensors, high speed motion results in image blur. A fundamental limitation of these sensors is their slow update rate [5] , typically at less than 100Hz for CCD and less than 500Hz for CMOS. Faster (>500Hz) cameras with adequate resolutions are expensive and buffer the images preventing their use in real-time feedback control.
When analyzing a blurred image measurement, typically only the time averaged image feature of interest, or centroid, (within the exposure window) is used for analysis, and the blur is neglected. These centroids obtained at the slow update rate of the image sensor are then used as measurements of the samples of the observed motion, which can be reconstructed by using the sampling theorem, first formalized by Shannon [6] in the form: Theorem 1. If a function f (t) contains no frequencies higher than W cps, it is completely determined by giving its ordinates at a series of points spaced 1/2W apart.
The sampling interval T N = 1/2W was named after Nyquist, for his great contributions to the field [7] . Equivalent forms of the same result were obtained by Whittaker [8] and Kotel'nikov [9] , and the theorem is therefore referred to as the Whittaker, Kotel'nikov, Shannon (WKS) sampling theorem.
The WKS theorem prescribes limits to the frequency content of the reconstructed signal based on the sampling period. However, the image blur contains more information on the dynamics of the observed feature than the centroid provides [10] [11] [12] , which can be exploited to address this sampling limitation. In essence, 1 Copyright c 2014 by ASME we treat the image sensor as a temporal to spatial (pixel domain) transformation. By inverting this transformation, while imposing additional constraints to ensure uniqueness, additional properties of the observed dynamics are extracted from the image blur. Amongst the many extensions to the sampling theorem proposed in the last decades [13, 14] , of special interest to us is the result obtained by Papoulis [15] which generalizes the WKS theorem to reconstruct f (t) from samples of the responses of m linear systems receiving f (t) as input, taken at a rate m times slower than Nyquist. A particular case of this result is the reconstruction of the f (t) signal from the knowledge of its derivatives at the sampling instants.
The contribution of this paper lies in recognizing the additional information on the observed dynamics contained in image blur and exploiting it for signal reconstruction. The objective is extracting motion parameters, i.e. function derivatives at specified instants from blurred images and using Papoulis's [15] result to reconstruct the signal.
Several algorithms have been proposed to extract the blur kernel from blurred images. While these algorithms are effective for image restoration [16] [17] [18] [19] [20] , they are inadequate for accurate dynamics reconstruction since they focus primarily on determining the deblurred image, but not the motion profile.
Optical flow methods [21] also bear similarity to our approach in that they extract motion information based on local gradient information of consecutive images [22] . Extension to using a single blurred image has also recently been proposed [23, 24] . These methods differ from our approach in that our goal is to extract specific motion parameters needed in signal reconstruction from a single blurred image instead of estimating the displacement field of features from a succession of sharp images. We pose the problem as a minimization to extract temporal signal information (specifically, time derivatives of the signal) based on a spatial error metric. To illustrate the approach we consider simple problems of reconstructing a sine wave by sampling it at lower than Nyquist frequency.
The paper is organized as follows: a model of the image sensor is first briefly recalled followed by the formulation of the reconstruction problem and its exisiting solution based on image centroids. We then introduce the derivative sampling extension to the WKS theorem and describe how to sample derivatives of the observed signal from the integrative image sensor measurement. We then discuss a few simple but significant numerical examples, before providing a numerical study on the sensitivity of the sampled derivatives to a number of relevant problem parameters. Concluding remarks are then formulated and proof of local convergence of the proposed method is finally provided in appendix.
The Integrative Image Sensor
In this section, a model of the image sensor is briefly recalled. A more in depth description can be found in [10] .
Image Sensor Modeling
We let: η ∈ N := (η x , η y )|η ∈ [(0, 0), (η x max , η y max )] with η ∈ ℜ 2 parameterize the spatial dimension (pixel domain) N . We define Y y (·) ∈ N to be the output of the image sensor, a 2D piecewise continuous therefore bounded intensity map (image), generated by the observed dynamics within the exposure time y(·), i.e., t ∈ T := [T a , T a + T e ], and y(·) ∈ L 2 (T ). T a is the activation instant of the image sensor. It is noted that y(·) here is a signal as seen by the image sensor, therefore including a constant scaling factor relating units of motion and pixels. Fig. 1 shows the relationship between the main timing parameters involved in the operation of an integrative image sensor. The image mea- 
To simplify notation, we will hereafter include only all or part of the subscripts of C and superscripts of Y if necessary. Note that Ψ(η − y(t)) is simply the image kernel centered at y(t). In the ideal case the image kernel can be assumed to be a point centered at the origin, Ψ(·) = δ (·). Experimentally, the image kernel may be determined by holding y(t) at zero, and Ψ is then approximately Y (η)/T e . The effect of noise may be reduced by averaging Y over multiple exposures. Fig. 2 shows an example of the relationship between the time-domain output y(·) and the pixel domain image C Ψ (·).
Problem Formulation
Let y(·) be a continuously differentiable, up to the M th derivative, band-limited time signal such that its Fourier trans- 
i.e. the fast signal within the j th exposure window. The camera transformation C is defined in (1). Fig. 3 shows a block diagram of the formulated problem. 
Existing Solution
The existing solution to the proposed signal reconstruction problem consists of approximating the time signal samples y(t j ), where t j ∈ [ jT s , jT s + T e ] is the j th sampling instant, as the first moment of the intensity distributions Y j , and then using the WKS sampling theorem [13] to reconstruct y(t). The first moment of the j th intensity distribution m (1) ( j), i.e., its center of gravity or centroid, is given by:
When the exposure window T e is small the approximation er-
2 T e , where y (1) (·) is the first time derivative of the signal. It is known from the WKS theorem that by sampling at a rate T s it is possible to completely reconstruct the time signal (y(t)) having frequency content up to W W KS = 1 2T s through the cardinal series:
Therefore, when using the first moments of the images, the
where
be the amplitude error due to the inaccurate measurements of the samples, if y(t) is measured fast enough (i.e., W W KS ≥ W ), then e(t) is bounded by [25] :
. where E e = ∞ ∞ e 2 (t)dt is the energy of the error.
Image Sensor Derivative Sampling
In this section, we present an algorithm for extracting timederivatives of the signal at specified time instant, the center of the exposure windows, from the image blur. We then use Papoulis extension of the WKS theorem to reconstruct the signal from these M sampled derivatives.
Extension of the WKS theorem to derivative sampling
An extension to the WKS theorem allows for unique reconstruction of signal y by using the samples of the responses of LTI systems receiving y as input [15] . As a particular case, it is possible to exploit the knowledge of the values of the signal derivatives, in addition to its values, at each of the sampling points, i.e., collecting the values y (m) ( jT s ), m = 0, . . . , M for j = −∞, . . . , ∞ in order to reconstruct a signal with frequency content W > W W KS . The reconstructed signal expression is then given by [26, 27] :
is the maximum sampling period that allows the reconstruction.
The ξ coefficients: 
can be expressed in terms of generalized Bernoulli numbers and some values can be found in [27] . The integrative nature of image sensors is well suited for measuring the derivatives of a signal. The question therefore becomes how to model the signal y within the exposure windows in order to accomplish the task, which is discussed in the next section.
Image Blur Based Derivative Sampler
In the context of this paper, we intend to determine the values of the signal and its first M derivatives, i.e., y (m) ( jT s ), m = 0, . . . , M for j = −∞, . . . , ∞, by minimizing the spatial (i.e. in the pixel domain N ) image prediction error for each measurement. In order to do so we choose to model the signal within each j th exposure window as a truncated Taylor expansion around the center of the exposure window, i.e.:
2 being the center of each exposure window and clearly R − 1 ≥ M. The set of measured samples of the function and its derivatives:
for j = −∞, . . . , ∞, will then be that which minimizes, at each j, the image prediction error, i.e.:
2 , subject to:
where · is an appropriate norm, e.g., the 2-norm, and τ and t j are defined as above. The Taylor expansion order R is a degree of freedom that can be chosen based on the trade-off between derivatives measurements accuracy on one side and increase in computational cost on the other. Intuitively increasing the exposure window (T e ) of the image sensor will make the sampled derivatives (Dŷ(t j )) less sensitive to measurement noise but in order to maintain a good signal approximation more terms in the Taylor expansion will have to be considered, thus increasing the computational cost of solving (6) . We observe that while the motion within the exposure windowsỹ j (τ) in (6) is approximated through a Taylor expansion, for its simplicity and intuitive relation to the signal derivatives, alternative parametrizations could be used.
Local Convexity of the Cost Function
Let:
The nonlinear least square problem (6) can be studied locally by considering the first order Taylor expansion of C (·)(η) in a neighbour of
Letting:
be the projection of the image kernel variation on the i th base component, then the predicted image gradient ∇xC : ℜ 1×R → ℜ, ∀η ∈ N can be expressed as:
Letting moreover η max = η x max · η y max be the total number of pixels in an image measurement, the non linear least square problem (6) of minimization of the 2-norm of the pixel-by-pixel resid-
can be localized through a linear approximation:
. . .
4 Copyright c 2014 by ASME where, dropping the j pedix:
. . . . . .
There exists a solution to (10) when the columns of A are linearly independent. Restricting the study to R = 2 and Φ(τ) = [1 τ] (i.e., sampling function and its first derivative by approximating the signal within the exposure window with a Taylor expansion), we can state the following:
Theorem 2 (Local Convexity for R = 2). Problem (6) with R = 2 is locally convex if there exists one point ω 1 , such that F( jω 1 ) = 0, where:
is the spatial Fourier transformation of the image kernel variation Ψ(·) = ∂ ∂ y Ψ(·) with respect to the motion y(τ) = x 0 + x 1 τ.
Proof. Proof is provided in appendix.
Local convexity implies that convergence to the true solution can be achieved thorugh any iterative gradient based solver provided that "sufficiently close" initial conditions are chosen.
Remark 2.
The general idea underlying the above condition is that the image kernel Ψ must contain sufficient spatial diversity in order to extract parameters of motion from image blur. As an example, an image kernel that has constant intensities over the whole pixel domain (in the direction of motion) will not satisfy the above condition, as no motion will be perceivable from blur.
Sensitivity Analysis
Letx be the solution to the least square problem (10) and x P the solution to the perturbed version of it such thatĀ = A + δ A andb = b + δ b, with δ A = ε A A and δ B = ε B B . Furthermore let κ = A · A + be the spectral condition number of A, with (·) + denoting the pseudoinverse of (·) and · the 2-norm. From [28] , if κε A < 1 and rank(A) = rank(Ā) an upper bound to the solution error can be found and expressed as:
whereκ = κ 1−κε A and r = b − Ax is the unperturbed solution residual. In the context of our problem δ b represents the image sensor measurement noise, while δ A is a function of the image kernel modelling inaccuracies.
Simulation Results
In this section two examples will be discussed. In the first one the proposed method is applied to reconstruct the one dimensional sinusoidal path of a "dot" sampled at slower than Nyquist rate, making the point for image blur derivative sampling and giving some insight on the aliasing phenomena, i.e., different time signals that generate an identical image. In the second example the proposed method is applied to reconstruct the two dimensional path of a non symmetric object, such as a triangle, showing that there are circumstances in which assuming "close enough" initial conditions to solve the minimization problem (6) is possible through some simple image pre-processing.
One dimensional example
We apply the proposed method to a simple yet significant numerical example, where image measurements are from an ideal integrative sensor (Y y j j (·) = C j (y j ), ∀ j). We let y(t) = A sin(2π f t + φ ) be a sine wave with f = W = 30 Hz. The sampling frequency, characteristic of image sensors, is chosen to be f s = 1 T s = 40 Hz, and the exposure window T e = 0.6 ms. The image kernel Ψ was chosen to be a Gaussian function: Ψ(η) = ae − 1 2 (η−η 0 ) T Σ −1 (η−η 0 ) where η 0 is the center of the Gaussian, a is the height of the peak, and Σ is the 2×2 covariance matrix. According to the WKS theorem, with the chosen f s it is not possible to reconstruct the y(t), as W W KS = f s 2 = 20 Hz < W . When measuring the, e.g., first derivative (M = 1) of the signal along with its function value though, the maximum reconstructible frequency becomes W M=1 = M+1 2T s = 40Hz > W , and therefore reconstruction of y(t) is possible. Fig. 4 shows the erroneous aliased reconstruction, y 0 (t), of y(t) due to under-sampling and the proper reconstruction y 1 (t) obtained by considering the first derivative values at the sampling points as well. The reconstructions y 0 (t), y 1 (t) andŷ(t) are computed by applying (3) and (4) with J = 100. Fig. 5 shows the reconstructionŷ(t) obtained by using the image sensor measured samplesŷ(t j ),ŷ (1) (t j ), determined from (6) with R − 1 = M. In Fig. 6 a representation is shown of the cost function J(ỹ,ỹ (1) FIGURE 4 . Detail of reconstructions. The sampling frequency f s is insufficient to allow reconstruction (y 0 (t)) when only the function values y(t j ) are considered at the sampling instants. When using the information on the first derivative as well though, the reconstruction (y 1 (t)) is barely distinguishable from the real signal y(t).
cost function presents two global minima at (y true , ±y
true ) which is in agreement with the ill-posedness of the inversion of the camera transform (1) . The cost function is locally convex around both solutions though and close enough initial estimates will allow any iterative solver of (6) to converge to the true one. It is moreover noted that the basins of attraction of the true and alias solution are the positive and negative semiplanes respectively, therefore the sole knowledge of the sign of the first derivative would provide a good enough initial condition for any iterative solver to converge to the true solution.
The consistently good measurements of the signal and its first derivative at the sampling instants provided by the image sensor produce a good reconstruction, a detail of which is shown in Fig. 5(b) .
Two dimensional example
In this other numerical example we apply the proposed method to a triangular image kernel Ψ(·) shown in Fig. 8(a) moving in the plane with y u (t) = A sin(2π f u t + φ u ) and y v (t) = A sin(2π f v t + φ v ). The sampling frequency is chosen as in the first example and the signal frequencies f u = 10 Hz and f v = 30 Hz (W W KS = 20 Hz). As in the above we compare the first moment based reconstructionŷ 0 (t) and the blur inferred derivatives based reconstructionŷ(t) respectively computed through (3) and (4) . The orientation of the principal axis of the blurred image, an example of which is given in Fig. 8(b) , can be easily determined through the image covariance matrix obtained from second order central moments [29] . Assuming then that the motion is in the direction of the tip of the image kernel (as would be, e.g., for an aeroplane or a rocket), the signs of its first derivative can be assumed and the aliases therefore avoided. Fig. 9(a) shows the comparison between the planar path y(u, v) and the reconstructionŷ(u, v) obtained from a sequence of J = 50 image y (1) ×y true measurements. Fig. 9(b) highlights a detail of the reconstruction where the truncation errors are minimized, and shows the path re- 
true ) and (b) Cost function J(y true ,ỹ (1) ). There are two global minima at (y true , ±y (1) true ), which identify a true and an alias solution.
construction, corresponding to the same time interval, obtained through measuring only the first moments. Logically this undersampled reconstruction crosses the real signal at the sampling instants, but does not take into account the dynamics information encoded in the image blur. , with J = 50, in (4) are minimized. The undersampled reconstructionŷ 0 (·) obtained by using only the first moments of the intensity distributions intersects the real path y(·) at the sampling instants but fails to capture the underlying signal dynamics encoded in the motion blur. The sampling instants t j = jT s are marked with circles while the path underlying the exposure windows is highlighted in red.
Effect of Exposure Window, Measurement Noise and Image Resolution on the Sampled Derivatives
In this section we show the results of a numerical study on the effects of different problem parameters, such as the exposure window T e , image resolution and measurement noise on the sampled function and first derivative, for the first example discussed above. In each case J = 50 measurements are averaged and the algebraic means and standard deviationsε (i) , σ i , i = 1, 2, are represented along with the minimum and maximum values ε Copyright c 2014 by ASME
age measurements along with their standard deviations σ i and the minimum and maximum errors ε
min/max as the exposure window is increased. It is interesting to note the convergent divergent trend of the errors. At shorter exposure windows less blur will be available and the image will resemble just a "dot". The information of motion (i.e., the derivatives in this case) are encoded in the image blur, therefore "enough" should be considered in order to get better results. Moreover, even if not shown in Fig. 10 , intuitively measurements with lower exposure windows deliver derivative samples that are more susceptible to measurement noise and poor image resolution issues. Of course, as the exposure window increases a first order Taylor expansion is no longer an adequate representation of the underlying signal and the reconstruction errors consequently increase. 
Image Resolution
Given an exposure window, as the image resolution increases more pixels are spanned by the camera transformation C (·) receiving as input the same motion y. We parametrize the image resolution through a magnification coefficient M, the effect of which on the intensity distribution is shown in Fig. 11 for a sample measurement. More information on the magnification coefficient can be found in [10] . Especially when lower exposure windows are used, the effect of the resolution on the sampled derivatives plays a crucial role. Clearly higher resolutions deliver better estimates of the derivatives, as the cost function (6) becomes smoother and its sensitivity increases. For example, Fig. 7 shows the cost function evolution withŷ (1) when a very high resolution is available. That same function with much lower resolution would appear as in Fig. 12 . By choosing an ex- FIGURE 12 . Lower pixel resolution causes the cost function (6) to be less smooth and sensitive to variations in higher order derivative samples, naturally inducing a less precise and accurate estimate compared to higher resolutions. Fig. 7 shows the same cost function when higher resolutions are employed.
posure window of T e = 0.7 ms (i.e., the worst case from Fig. 10 ) with no measurement noise, the estimation errors evolution for the function and its first derivative by increasing the resolution, ceteris paribus, is reported in Fig. 13 .
Measurement Noise
The measurement noise is a pixel domain, additive, zero mean normal distribution with standard deviation defined as a p percentage of the maximum light intensity measured on every image. The images are thresholded before being used to determine the derivative samples, i.e., all the intensity values under a certain threshold are set to zero. The threshold value for each image is chosen to be two standard deviations. For a given resolution and exposure window of T e = 1.5 ms, Fig. 14 shows the evolution of the reconstruction error, ceteris paribus, as a function of p. As expected the first derivative is significantly more sensitive to measurement noise than the function sample, and the average error increases approximately linearly with the noise. 
Conclusions and Future Work
In this paper we show that an integrative image sensor can be used to reconstruct a band-limited time signal by sampling it at lower than Nyquist frequency. The value of the signal and its derivatives at the sampling instants are extracted from the image measurement by modeling the time signal as a truncated Taylor expansion around the center of the exposure window, and by minimizing the predicted spatial intensity distribution error at each measurement. These measured values are then used to reconstruct the signal through the derivative sampling extension of the WKS theorem. Our ongoing research involves developing a more comprehensive theoretical framework describing, e.g., disambiguation of aliases. We moreover intend to investigate the use of different bases in the modeling ofỹ(t) and the effect of over-parameterization on the accuracy of the derivatives measurements.
