In this manuscript, we present a combined experimental and computational technique that can identify the heterogeneous elastic properties of planar soft tissues. By combining inverse membrane analysis, digital image correlation, and bulge inflation tests, we are able to identify a tissue's mechanical properties locally. To show how the proposed method could be implemented, we quantified the heterogeneous material properties of a human ascending thoracic aortic aneurysm (ATAA). The ATAA was inflated at a constant rate using a bulge inflation device until it ruptured. Every 3 kPa images were taken using a stereo digital image correlation system. From the images, the three dimensional displacement of the sample surface was determined. A deforming NURBS mesh was derived from the displacement data and the local strains were computed. The wall stresses at each pressure increment were determined using inverse membrane analysis. The local material properties of the ATAA were then identified using the pointwise stress and strain data. To show that it is necessary to consider the heterogeneous distribution of the mechanical properties in the ATAA, three different forward finite element simulations using pointwise, elementwise, and homogeneous material properties were compared. The forward finite element predictions revealed that heterogeneous nature of the ATAA must be
Introduction
Most soft biological tissues are heterogeneous, nonlinear, and anisotropic. Yet, these heterogeneous tissues are often modeled as homogeneous. For some tissues the assumption of homogeneity is justified but, frequently the assumption of homogeneity is simply convenient. The identification of the heterogeneous material properties can be particularly important when attempting to understand the interaction between disease progression or tissue repair and a tissue's mechanical properties. In, for example, aneurysm rupture and growth, the identification of a tissue's heterogeneous properties is essential. In aortic aneurysms, spatial variations in the mechanical properties occur naturally due to local remodeling of the vessel wall Wilson et al., 2012 ). This regional variation in the mechanical behavior has a direct effect on the wall stress, which is the most popular biomechanical factor for assessing aneurysm rupture risk (Vorp, 2007) . Furthermore, studying how the spatial distribution of the mechanical properties evolves as the aneurysm geometry and composition change could provide significant insight into the growth and remodeling process. Although the heterogeneous nature of aortic aneurysms is recognized, only a few investigators have characterized the spatial variation in mechanical properties (Choudhury et al., 2009; Haskett et al., 2010; Iliopoulos et al., 2009; Ní Annaidh et al., 2012; Romo et al., 2014) .
The primary barrier to investigating the heterogeneous nature of soft tissues is the difficulty developing experimental protocols that can accurately capture the spatial variation in mechanical properties. Conventional testing approaches, such as uniaxial and biaxial tensile tests, rely on the assumption of uniformity of the stress and strain in the center of the specimen. The most popular strategy for studying heterogeneity in soft tissues involves dividing the tissue into multiple test samples and characterizing the homogeneous response of each sample using uniaxial or biaxial tests. With this approach the regional heterogeneity of a tissue can be studied at a spatial resolution of centimeters. Using uniaxial or biaxial tests to study spatial variation in the material properties has two significant limitations: It requires the heterogeneity to be rather large sized and a significant number of samples.
The objective of this manuscript is to advance our ability to characterize heterogeneities in soft tissues in vitro. With this in mind, we restrict ourselves to planar soft tissues that can be modeled as membranes. From the mechanics perspective, membranes are thin structures that offer little resistance to bending. Many soft tissues can be modeled as membranes such as aneurysms, the bladder, skin, and the sclera in the eye (Humphrey, 2003; Myers et al., 2010; Tonge et al., 2013) . Recently, there have been significant computational and theoretical developments in the formulation of inverse approaches to describe the finite deformation of membranes Lu et al., 2008; Zhao et al., 2009) . To characterize the heterogeneous distribution of material properties in planar biological tissues we exploit these developments and the unique properties of membranes.
There are three primary components to the material characterization: bulge inflation tests, stereo digital image correlation (DIC), and inverse membrane analysis. By coupling bulge inflation tests with DIC to obtain full-field displacement measurements, we are able to compute the strain locally, as opposed to globally with traditional experimental protocols. The inverse membrane formulation capitalizes on a unique property of the membrane equilibrium equations, static determinacy, that allows the stress field to be identified without prior knowledge of the membrane's material properties (Genovese et al., 2014; Lu et al., 2008; Romo et al., 2014) . A straight-forward pointwise characterization of a membrane's elastic properties can then be completed using the local stress-strain data from the inverse membrane analysis and the DIC measurements (Genovese et al., 2014; Lu and Zhao, 2009; Zhao et al., 2009 Zhao et al., , 2011a . In this manuscript, we describe a protocol for the pointwise identification of anisotropic material properties in planar soft tissues. The method is applied to a human ascending thoracic aortic aneurysm (ATAA). The ATAA was subjected to a bulge inflation test and the displacement and pressure data collected are used as inputs to the inverse membrane method. The wall stresses were calculated using an inverse membrane formulation with a NURBS representation (Hughes et al., 2005; Lu et al., 2008) . Using the computed full field stress-strain data, the pointwise distribution of the mechanical properties for the ATAA specimens were identified. To substantiate the claim that a pointwise resolution is necessary to characterize the mechanical properties of the ATAA a forward finite element analysis was performed using homogeneous, elementwise, and pointwise distributions of the mechanical properties and the resulting errors in the predicted displacement, strain, and stress are reported.
Methods

Experimental Protocol
An unruptured ATAA section was collected from a patient undergoing elective surgery to replace his ATAA with a graft in accordance with a protocol approved by the Institutional Review Board of the University Hospi-tal Center of St. Etienne. After retrieval, the specimen was placed in saline solution and stored at 4 • C until testing, which occurred within 48 hours of the surgery. Immediately prior to testing, the ATAA was cut into a square specimen approximately 45 x 45 mm. Any fatty deposits were removed from the surface of the tissue to ensure that during mechanical testing the tissue did not slip in the clamps. An average thickness was found for the sample by measuring the thickness of the tissue at a minimum of 5 locations.
The specimen was clamped in the bulge inflation device, Fig. 1 , so that the luminal side of the tissue faced outward. Then a speckle pattern was applied to the luminal surface using black spray paint. The sample was inflated using a syringe pump driven at 2 mL/min to infuse water into the cavity behind the sample. During the test, the pressure was measured using a digital manometer (WIKA, DG-10). Images of the inflating specimen were collected using a commercial DIC system (GOM, 5M LT) composed of two 8-bit CCD cameras equipped with 50 mm lenses (resolution: 1624 x 1236 px). The cameras were positioned 50 cm apart at an angle of 30 • with an aperture of f /11. This produced a depth of field of 15.4 mm which was sufficient to capture the deformation of the tissue up to failure. Images of the deforming sample were collected every 3 kPa until the sample ruptured.
After rupture, the collected images were analyzed using the commercial correlation software ARAMIS -(GOM, v. 6.2.0) to determine the three dimensional displacement of the tissue surface. For the image analysis, a facet size of 21 px and a facet step of 5 px were chosen based on the speckle pattern dot size, distribution, and contrast. The selected parameters produced a cloud of approximately 15,000 points where the three displacement values were calculated.
A preliminary study was performed to estimate the displacement and strain noise floor for the DIC measurements. Four samples were inflated to 0, 3, 15, 30, 45, and 60 kPa and a baseline stage was captured and 1 s later another stage was captured under the same loading conditions. The baseline image was correlated with the second stage to determine the displacement at every point i. The error, l, was calculated at each image point (Myers et al., 2010) 
where r x i , r y i , and r z i are the components of displacement in the second image and R x i , R y i , and R z i are the components of displacement in the baseline image. The mean displacement error for a typical aortic specimen was 5 µm, with a maximum error that was always less than 30 µm. To estimate the lowest strain error possible for the DIC configuration, the mean value of the strain was calculated for the 0 kPa case (Reu, 2014) . The strain floor was found to be 0.6%.
Geometric Reconstruction
A deforming NURBS mesh was extracted by morphing a NURBS template to the DIC point clouds. The template was a circular domain with a diameter slightly less than that of the point cloud in the first pressure state. The NURBS surface was parameterized as a single patch containing clamped knots of 20 divisions in each parametric direction, with 22×22 control points. Since NURBS control points, in general, do not fall on the surface they describe, they cannot be directly derived from the DIC clouds. Instead, the positions of the Gauss points were obtained first using a moving least-square method (Belytschko et al., 1996) . For each Gauss point, a set of nearest image points in the DIC point cloud were identified based on their distance to the Gauss point in the first pressure state. The radius of the neighboring region was automatically adjusted so that it contained at least 6 image points. The position of each Gauss point, y g , was computed using an affine interpolation
where y j is the position vector for each image point in the neighborhood, Ω g , and w i is the weighting function taken to be the inverse of the distance from y j to the Gauss point. Using the same weights calculated in the first stage, the Gauss points in every pressure stage were identified. A global least squares problem was then formulated to compute the best-fit positions of the control points. The NURBS surface was represented as
where N i are the NURBS basis functions, Q i are the control points, and the pair of knot variables, (u 1 , u 2 ), represent a material point. The position of a modeled Gauss point is then given by
The control points were obtained by minimizing a weighted sum of x g −y g 2 over all Gauss points. This procedure was applied to each pressure state.
To assess the accuracy of the constructed NURBS mesh the distance deviation between the NURBS surface and the DIC point cloud was calculated. For each image point, y i , its closest projection point on the NURBS surface, x i , was computed (Lu, 2011) . Points whose closest projection laid outside the NURBS domain were discarded. Using the remaining points the distance deviation was calculated
where n is the number of DIC cloud points inside the NURBS domain.
Data Analysis
Strain Surface strains were computed with the aid of the NURBS curvilinear coordinate system. The surface coordinates, u α , (α, β = 1, 2) induce a set of convected basis vectors (a 1 , a 2 ) where a α = ∂x ∂uα and x(u 1 , u 2 ) is the NURBS representation given in Eq. 3. The reciprocal basis a 1 , a 2 are computed such that a α · a β = δ β α . In the reference configuration, the basis vectors are denoted by (A 1 , A 2 ) and A 1 , A 2 .
The surface deformation gradient tensor is
It then follows that the surface Cauchy-Green deformation tensor, C, and the Green-Lagrangian strain tensor, E, are given by
The physical components of C and E are computed by constructing a local orthonormal basis (G 1 , G 2 ) in the tangent plane spanned by (A 1 , A 2 ). The physical components of the Cauchy-Green deformation tensor, C ij , and Green-Lagrangian strain tensor,
Wall Stress For an inverse membrane boundary value problem the deformed configurations and boundary conditions are given as inputs to the finite element model and the wall stress is calculated. The balance equation that governs static equilibrium is (Green and Adkins, 1970; Lu et al., 2008 )
where a is det [a α · a β ], t is the Cauchy wall tension, p is the applied internal pressure, n is an outward facing unit normal, and ( ) ,β indicates ∂ ∂ u β . Note that the Cauchy wall tension t is directly related to the Cauchy stress, σ, through the current thickness of the membrane, h, via t αβ = hσ αβ = t βα . If the thickness distribution is known for every element (or indeed every Gauss point) in the mesh the local Cauchy stress can be ascertained. Using our current experimental method the thickness distribution of the tissue cannot be measured accurately. To avoid introducing errors into the stress calculation due to imprecise thickness values we have elected to use the wall tension to describe the stress state of the tissue.
The weak form of the boundary value problem reads
where δx is any admissible variation to the current configuration Ω. The details of the finite element procedure for solving Eq. 9 were presented in Lu et al. (2008) . Briefly, the Cauchy wall tension is regarded as a function of the inverse deformation gradient. The weak form subsequently yields a set of nonlinear algebraic equations for the positions of control points in the reference configuration. While solving for the reference configuration the tension field in the current state is determined. An auxiliary material model is needed to perform the inverse analysis. The material model influences the predicted undeformed configuration; however, due to the static determinacy of Eq. 8, the influence on the wall tension is expected to be weak (Lu et al., 2008 Miller and Lu, 2013) . As in a previous study (Genovese et al., 2014) , a neo-Hookean model was implemented. For computational efficiency, the stiffness parameter of the model was set to unrealistically high values to ensure a robust convergence.
To facilitate the inverse analysis, the control points on the outermost edge of the mesh were fixed. Since the DIC point cloud does not include the edge where the specimen was fixed to the clamp, the applied boundary conditions are only approximate. Applying any displacement based constraint in the inverse membrane analysis creates a boundary region in the solution where the stresses are inaccurate (Lu et al., 2008) . To minimize the influence of boundary effect, the outer ring of elements were deemed to be the boundary region and excluded from further analyses. By a retrospective comparison with the forward analysis reported later (Sec. 3.4) the size of the boundary region was confirmed.
Material Property Identification Using inverse membrane analysis, the stress was calculated at every Gauss point. Combining the stress data with the local surface strains calculated from Eqs. 5 -7, the stress-strain response at every Gauss point in the mesh is known. The local material properties at each Gauss point were then identified by fitting the local stress-strain response to a hyperelastic surface energy density. A two-dimensional version of the strain energy density proposed by Gasser, Ogden, and Holzapfel (GOH) (2006) was used:
where I 1 = tr C and I 2 = det C are the principal invariants of the Cauchy-Green deformation tensor and I κ = C : (κI + (1 − 2κ) M⊗M) is a compound invariant consisting of isotropic and anisotropic contributions.
In the compound invariant I κ , the unit vector M = cos θ G 1 + sin θ G 2 defines the preferred orientation of the collagen fibers in the reference configuration while κ characterizes the dispersion of the collagen fibers. The dispersion parameter, κ, varies from 0 to 1 2 . When κ = 0 all of the collagen fibers are perfectly aligned in the direction of M and when the distribution of collagen fibers has no preferential direction (isotropic), κ = 1 2 . In Eq. 10, the parameters µ 1 and µ 2 are the effective stiffnesses of the matrix and collagen fibers, respectively, both having dimensions of force per unit length. The parameter γ is a non-dimensional parameter that governs the tissue's strain stiffening response.
The second Piola-Kirchhoff wall tension, S, is written as
Substituting Eq. 10 into Eq. 11 one finds
noting that the second Piola-Kirchoff wall tension is related to the Cauchy wall tension via t = 1 √ I2 F S F T . The values of the model parameters µ 1 , µ 2 , γ, κ, and θ were determined by minimizing the sum of the squares difference between the stress computed from the inverse membrane analysis and those computed using Eq. 12. The nonlinear minimization was solved in MATLAB (MathWorks, v. 7.14) where the model parameters were constrained such that: µ 1 , µ 2 , γ > 0, 0 ≤ θ ≤ π, and 0 ≤ κ ≤ 1 2 . To ensure that the minimization routine converged to a global minimum, three sets of initial guesses were used. Since the parameters θ and κ are tightly bound, the upper bound, lower bound, and middle value were used. For the parameters µ 1 , µ 2 , and γ random values between 0.01 and 5 were generated. The parameter identification was relatively unaffected by changes to the initial guess and consistently converged to the same solution.
Forward Validation The pointwise wall tensions and property distributions were validated using forward finite element analysis. This was accomplished by mapping the pointwise mechanical properties back to the NURBS mesh and simulating the inflation process. The configuration at a pressure of 3 kPa was taken as the reference configuration. The applied pressure was assumed to balance the weight of the tissue in this configuration rendering it stress-free. Since the material parameters in the perimeter ring of elements were not identified, these elements were excluded from the forward analysis. Displacement boundary conditions, derived from the experimental DIC data, were applied to these elements. The wall tensions, strains, and displacements calculated in the forward analysis were compared to the DIC displacements, the DIC strains computed on the NURBS mesh, and the stresses from the inverse analysis. The relative error was computed at every Gauss point and averaged over the computational domain. To illustrate the influence of assuming pointwise heterogeneous properties, two additional forward validations were performed using an elementwise and a homogeneous distribution of mechanical properties. To identify the elementwise material properties the nonlinear minimization described earlier was applied to each of the interior elements. For the homogeneous case, all of the pointwise material properties were averaged to identify one set of material properties. The forward validations for the elementwise and the homogeneous cases were performed using the same method described for the pointwise case.
Results
A bulge inflation test to failure was performed on an ATAA collected from a male patient who was 55 years old. The diameter of the aneurysm as determined by pre-surgical CT scan was 55 mm. The sample ruptured at 117 kPa. However, it must be noted that, in terms of the stress it induces the pressure applied in the test is not equivalent to a blood pressure, for example, 15 kPa measured by the pressure sensor is not equivalent to a blood pressure of 15 kPa (113 mmHg) due to the new shape of the specimen. The pressure and DIC data collected during the bulge inflation test were used to generate a deforming NURBS mesh and identify the local stress-strain response during the inflation test. Using the pointwise stress-strain data, the spatial distribution of the mechanical properties was identified.
Geometric Reconstruction
Using the experimental DIC point cloud a deforming NURBS mesh was generated of the ATAA sample. Figure 2 shows the extracted NURBS mesh at a pressure of 117 kPa superimposed on the experimental DIC point cloud at the same pressure. Using Eq. 4 the distance deviation for each pressure stage was computed. As shown in Fig. 2 , the overall the distance deviations are very small, however the values are significantly larger at low pressures. The distance deviation rapidly decreases as the tissue is inflated and stabilizes by 30 kPa. Figure 3 shows the distributions of the magnitude of the Cauchy wall tension, t, and Green-Lagrangian strain, E, at an applied pressure of 30 kPa (Fig. 3a,b ) and 75 kPa ( Fig. 3c,d) . The distribution of wall tension and strain remained similar throughout the inflation of the specimen. Components of the Cauchy wall tension and Green Lagrange strain at the center of each element in the computational domain are provided in an on-line supplementary data file.
Local Stress and Strain Response
In general, at each Gauss point both the normal strains and the planar shear strains were non-zero. To facilitate plotting of the local stress-strain response, the axes of principal strain were identified and the local stresses and strains were rotated into the principal strain axes. In Fig. 4 , the three components of the wall tension in the principal strain axes,t 11 ,t 12 , andt 22 are plotted against the principal stretches λ 1 and λ 2 . As expected, the local stress-strain response shows the non-linear stiffening behavior that is common in arteries. In a small region where rupture eventually occurred the ATAA appears to yield (Fig. 4c ). The locations of this localized yielding correspond to strain concentrations in zone where rupture initiates (Fig. 7c ).
Material Property Identification
The proposed model for the elastic behavior of the ATAA was able to fit the bulge inflation data well (0.81 < R 2 < 0.99). Lower values of the correlation coefficient were located in the small zone where rupture eventually occurred. Excluding this region the minimum value of R 2 was 0.96. The experimental data (points) and model fits (lines) for three Gauss points are shown in Fig. 4 . The distributions of the material parameters are plotted in Fig. 5 and they clearly display a heterogeneous distribution. The parameter µ 1 displayed the sharpest changes in value while the parameters µ 2 , κ, and γ changed more gradually. Not surprisingly, the values of µ 2 are an order of magnitude larger than µ 1 reflecting the difference in stiffness between the collagen fibers and matrix. The values of κ are approximately 0.5 in the center indicating that the tissue as a whole is only moderately anisotropic. The non-uniform distribution of κ suggests that there are regional differences in the fiber organization. In Fig. 5e , the angle θ that defines the primary orientation of the collagen fibers is plotted. Note that θ is defined locally relative to the local basis vector G 1 which is parallel to the horizontal meshlines. Keep in mind that when the value of κ is approximately 0.5, the fiber orientation θ is irrelevant since there is no preferred fiber direction. The algorithmic mean and standard deviation for each of the material parameters are recorded in Table 1 .
Forward Validation
Using the pointwise material properties excellent agreement was achieved between the forward finite element prediction and the experimental results. In Fig. 6 , the predicted and reconstructed geometries at four pressures are presented. While there are visible deviations at low pressure (Fig. 6a) , the configurations at higher Fig. 4 Local wall tension versus stretch curves at three different locations. Note that the curves have been rotated into their principal strain state to facilitate plotting. pressures are indistinguishable ( Fig. 6b-d) . The predicted magnitude of the wall tension and strain were also very similar to their corresponding experimental results, as illustrated in Fig. 7 . The quality of the forward prediction is summarized in Table 2 where the average percent error for the wall tension, strain, and displacement are presented at 8 pressures. The highest errors between the forward predictions and experimental data occur at low pressures. The errors then rapidly decline, stabilizing at approximately 60 kPa reflecting the good agreement seen in Figs. 6 and 7. As expected, the smallest errors were found in the displacement predictions. These errors in the displacement then lead to the larger errors observed in the wall tension and strain. Similar results were found using elementwise material properties as shown in Table 3 . Although the errors in displacement, wall tension, and strain are elevated compared to the pointwise case, the mean error for displacement, wall tension, and strain were all below 6% when the error stabilized. The small magnitude of the errors confirm that the material property distributions were accurately identified.
When the homogeneous material properties given in Table 1 were used, the forward simulation produced large displacement errors, which in turn, generated large errors in the strain and wall tension. The average displacement error for the homogeneous case was approximately 10% when the error stabilized and the resulting average strain and wall tension errors were on the order of 20%. The large errors that result from assuming homogeneous material properties suggest that the spatial variation in the material parameters must be accounted for in order to accurately replicate the behavior of the ATAA. 
Discussion
In this manuscript, we have presented a novel method to identify the pointwise heterogeneous distribution of material properties in soft tissues. The feasibility of the method was demonstrated using a human ATAA. However, in practice, this method could be used to characterize a variety of thin soft tissues such as skin, aortic valves, or the bladder. By combining DIC, bulge inflation testing, and inverse membrane analysis we are able to obtain the stress-strain response locally, at every Gauss point. Using this local stress-strain data the elastic properties were identified. Specifically for the ATAA a modified form of the GOH model was fitted to the local stress-strain curves to identify the heterogeneous distribution of the material properties. A forward validation was also performed to show that a heterogeneous distribution of the material properties must be used to accurately describe the response of the ATAA.
In previous studies using bulge inflation tests, the membrane stresses were frequently identified using the Laplace equation which requires that the membrane is axisymmetric. Investigators assumed that the tissue deformed into either a spherical cap (Mohan and Melvin, 1983) or an elliptical cap (Coudrillier et al., 2012; Marra et al., 2006) so that the Laplace equation could be used. However, during our bulge inflation tests, the ATAA did not maintain an axisymmetric shape but, instead, deformed into a prolate dome without any pronounced symmetry (Fig. 6d ). For membranes with no marked symmetry, the Laplace equations cannot provide accurate estimations of the stress and the numerical approach presented in this manuscript is necessary.
The protocol presented, in particular the inverse membrane analysis, is quite sensitive to the quality of the displacement data . The accuracy of the stress reconstruction depends heavily on local changes in the surface curvature which are calculated from the DIC displacement data. Numerical derivatives are performed on the displacement data to calculate the strain so, any noise in the displacement data is transferred to and amplified in the strain data. When the surface is non-smooth, having small local undulations, the accuracy of the stress and strain reconstruction is also compromised. To overcome these possible accuracy issues, we have employed a stereoscopic DIC system where we have estimated that the displacement measurements are accurate to 30 µm (Eq. 1) and second order NURBS elements. The NURBS approach uses isogeometric analysis and results in an intrinsically smooth method to describe the geometry (Hughes et al., 2005) , which, in turn, produces smooth stress and strain data. In Fig. 2 , the higher distance deviations in the geometric reconstruction (Eq. 4) at pressures below 30 kPa are believed occur due to a non-smooth surface geometry. As the ATAA is inflated, the specimen surface becomes smooth. Reflecting this change in the geometry the mean distance deviation gradually declines and stabilizes around 30 kPa. The results of the forward validation (Figs. 6 -7) confirm that the displacement, strain, and stress were correctly identified using our protocol.
In general the quality of the fits performed using the GOH model were very good but at the low pressures the fits were sometimes poor as seen in Fig. 4 . Several factors contributed to the decreased accuracy at low pressures. First, the assumption that the configuration at 3 kPa is stress-free is debatable. The flattening of the ATAA sample from its cylindrical state and the inversion so that the lumen faced out could conceivably lead the assumed reference state to be stressed. Second, by defining the objective function as the sum of the squares difference between the stresses computed from the inverse simulation and the model stresses automatically assigns equal weight to each state, in effect skewing the fits toward the high stress terms. Consequently poor fits at low values of stress and strain do not significantly change the overall value of the objective function. The introduction of a non-uniformly weighted objective function could improve the fits by assigning higher weights to stress-strain points at low pressures.
The material properties identified for the ATAA are highly heterogeneous as evidenced by Fig. 5 . The values of the parameters µ 1 , µ 2 , γ, and κ ranged from 0.002-0.04 N/mm, 0.15-0.65 N/mm, 1.00-2.50, and 0.30-0.46, respectively. The map of the dispersion parameter, κ, in Fig. 5d suggests that the ATAA is regionally anisotropic. This finding may explain the conflicting reports in the literature on the whether the thoracic aorta shows directional dependence (Choudhury et al., 2009; Okamoto et al., 2002; Pham et al., 2013; Zhou and Fung, 1997) . Figure 5d reveals that the degree of anisotropy observed is location dependent. This observation could be confirmed by studying of the microstructural organization of the ATAA using histology to independently quantify the values of the structural parameters κ and θ.
To show that it is necessary to consider the heterogeneous distribution of the mechanical properties, we performed three different forward finite element simulations using pointwise, elementwise, and homogeneous material properties. In Tables 2 -3, the errors in displacement, wall tension, and strain for the pointwise and elementwise cases are given. It is clear that homogenization leads to increased errors in the forward finite element simulations. While the errors in the final stage for the elementwise case were 5 times greater than for the pointwise case, the mean errors for displacement, strain, and wall tension were only 0.84±0.93%, 4.72±5.72%, and 5.49±5.70% respectively. Note that in this case, the use of elementwise properties still requires that the heterogeneities of the material parameters are known at a spatial resolution of 1 mm. For the homogeneous case the mean displacement error by the final stage had only decreased to 7.49%. Large displacement errors (> 5%) compromise the stress calculations as discussed earlier. Our results suggest that assumption of homogeneity for the ATAA may inhibit researchers' ability to accurately recreate physiologic stresses and strains in finite element simulations.
Although the primary aim of this method is to identify the local elastic response of soft tissues, it is also an apt method for the identification of rupture properties. For our study case of the ATAA, the most commonly used method to estimate the rupture stress is uniaxial tensile testing (Iliopoulos et al., 2009; Sokolis et al., 2012; Vorp et al., 2003 ). Yet it is well known that the in vivo loading experienced by arterial tissues is much better approximated by biaxial tests (Marra et al., 2006) . By design, our approach can easily identify the rupture stress in a non-uniform two-dimensional stress environment, and therefore, the rupture stresses calculated are believed to be more accurate than those identified from uniaxial tests. In addition, our method leaves open the possibility of evaluating the mode of rupture by characterizing how the initial tear propagates in the tissue.
There are, however, several limitations to our method. First, this protocol is only valid for membranes. From the standpoint of mechanics, a membrane is a solid structure where the thickness is small compared to the other dimensions and the structure's resistance to bending is small. At low pressures (p < 20 kPa), the membrane condition may be compromised due to a relatively small length to thickness ratio when the specimen is only slightly inflated. It is also possible that the bending effects in the ATAA may not be negligible at low pressures where bending is dominant mode of deformation. The nonlinear elastic behavior of the ATAA may amplify the role bending plays in the stress-strain response. Indeed, this may be one of the causes of the large errors that were found in the forward validation at low pressures. Second, only a limited variety of deformations can be produced using a bulge inflation test. For a bulge inflation test one does not prescribe a biaxial deformation or stress state instead, a pressure is specified and the resulting deformation recorded. Therefore it is unclear if the parameters from the bulge inflation test can be used to predict the response of the ATAA in uniaxial tension, for example. Finally, we only considered three types of material property distributions: pointwise, elementwise, and homogeneous. To truly identify the spatial resolution necessary to accurately describe the heterogeneous properties of the ATAA other levels of refinement should be considered. Despite these limitations, our approach provides a novel method that can characterize the complex heterogeneity observed in soft tissues.
In conclusion, we have developed a protocol for characterizing the heterogeneous mechanical properties of thin planar tissues. The true strength of this combined experimental and computational approach is that the method is unaffected by the complexity of the heterogeneity or the nonlinear elastic behavior of the sample. Although the method was applied to the ATAA in the feasibility study, the method could be widely applied to a variety of planar soft tissues. In the future, we plan to conduct a large population study on the ATAA. This study would combine our method with local structural analysis such as histology or multi-photon microscopy to relate the microstructural organization of the tissue to the distribution of the mechanical properties. The additional structural data is necessary to move from merely measuring the heterogeneous nature of the material properties to uncovering the links that exist between the measured properties and the underlying microstructure. We also plan to use the heterogeneous properties from the population study to quantify the influence that material heterogeneity has on the predicted peak wall stress in patient specific finite element models. Furthermore, this method could be transferred to a clinical setting in the future to estimate the material properties of soft tissues in vivo. When coupled with an appropriate imaging modality (e.g. 4D MRI) the evolution of the material properties as the ATAA enlarges could be measured on a patient-to-patient basis as a part of the surveillance routine.
