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Abstract. In this paper, the fractional order Hegselmann–Krause type
model with leadership is studied. We seek an optimal control strategy for
the system to reach a consensus in such a way that the control mechanism
is included in the leader dynamics. Necessary optimality conditions are
obtained by the use of a fractional counterpart of Pontryagin Maximum
Principle. The effectiveness of the proposed control strategy is illustrated
by numerical examples.
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1 Introduction
In recent years consensus algorithms for multi-agent systems have been widely
discussed in the literature, due to their potential applications in biology [2,24],
physics [25,27] and engineering areas [10,14,19,21]. The main idea of a consensus
algorithm is to drive a team of agents to reach an agreement on a common goal
(e.g. positions, velocity, opinion) by interacting with their neighbours. Consensus
algorithms are based on nearest-neighbour rules [6,7,10,21], bounded confidence
[4,8,9,20] or a virtual leader [3,23,28]. The virtual leader is an agent whose motion
is independent of all the other agents, and thus is followed by all the other ones.
If a consensus is not achieved, one can apply an optimal control strategy to
the system to enforce convergence. For example, in [5] a mathematical model
of sparse control was designed in order to attain a consensus. A similar control
strategy was proposed in [18] to address a consensus problem in the fractional
Cucker–Smale model. In this paper, inspired by [26], we propose a different
approach. Namely, we introduce the virtual leader to the system and apply
a control function to the leader. This control should steer asymptotically the
system to consensus in the most economical way. Therefore, in the cost functional
we minimize the transient state deviation and a control effort. Following [26], we
call this control strategy non-invasive.
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The rest of the paper is organized as follows. In Section 2, we recall neces-
sary concepts and facts on fractional operators and fractional optimal control
problems. For a deeper discussion of the fractional calculus and its applications
we refer the reader to [1,11,12,13,15,16,17,22] and references therein. Main re-
sults are then stated and proved in Section 3, where we show the existence of
optimal controls for the fractional Hegselmann–Krause type model with leader-
ship and the necessary optimality conditions. In Section 4, simulation results are
presented in order to demonstrate the validity of the proposed control strategy.
2 Preliminaries
In this section, we give notations and essential facts that will be used in the
sequel.
Let [a, b] ⊂ R be any bounded interval. For α > 0 and f ∈ L1([a, b];Rn) we
define the left and the right Riemann–Liouville fractional integrals Iαa+ and I
α
b−
by
Iαa+[f ](t) :=
1
Γ (α)
t∫
a
f(τ)
(t− τ)1−α
dτ, t ∈ [a, b] a.e.
Iαb−[f ](t) :=
1
Γ (α)
b∫
t
f(τ)
(τ − t)1−α
dτ, t ∈ [a, b] a.e.
Now, let us define
Iαa+(L
p([a, b];Rn)) :=
{
f : [a, b]→ Rn : ∃g∈Lp([a,b];Rn)f = I
α
a+[g]
}
and
Iαb−(L
p([a, b];Rn)) :=
{
f : [a, b]→ Rn : ∃g∈Lp([a,b];Rn)f = I
α
b−[g]
}
.
For α ∈ (0, 1) the left Riemann–Liouville fractional derivatives Dαa+ are defined
for functions Iαa+f ∈ AC([a, b];R
n) by
Dαa+[f ](t) :=
d
dt
Iαa+[f ](t), t ∈ [a, b] a.e.
Similarly, for α ∈ (0, 1) the right Riemann–Liouville fractional derivatives Dαb−
are defined for functions Iαb−f ∈ AC([a, b];R
n) by
Dαb−[f ](t) :=
d
dt
Iαb−[f ](t), t ∈ [a, b] a.e.
Consider the following fractional optimal control problem:
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Dαa+[y](t) = g(t, y(t), u(t)), t ∈ [a, b] a.e., (1)
I1−αa+ [y](a) = y0, (2)
u(t) ∈M ⊂ Rm, t ∈ [a, b], (3)
J (y, u) =
b∫
a
f(t, y(t), u(t)) dt→ min, (4)
where f : [a, b]× Rn ×M → R, g : [a, b]× Rn ×M → Rn and α ∈ (0, 1).
Definition 1. Suppose that
UM :=
{
u ∈ L1([a, b];Rm) : u(t) ∈M, t ∈ [a, b]
}
.
A pair (y∗, u∗) ∈ I
α
a+(L
p)× UM is said to be locally optimal solution to problem
(1)–(4), if y∗, corresponding to u∗, solves (1)–(2) and there is a neighborhood V
of y∗ in I
α
a+(L
p) such that
J (y∗, u∗) ≤ J (y, u)
for every pair (y, u) ∈ V × UM satisfying (1)–(2).
Let ‖·‖ denote the Euclidean norm. The following theorem is a fractional
counterpart of Pontryagin Maximum Principle.
Theorem 1. [cf. Theorem 8 and Theorem 9, [13]] Let α ∈ (0, 1) and 1 ≤ p <
1
1−α . We assume that M is compact and the following assumptions are satisfied:
1. g ∈ C1 with respect to y ∈ Rn and
(a) t 7→ g(t, y, u) is measurable on [a, b] for all y ∈ Rn, u ∈M , u 7→ g(t, y, u)
is continuous on M for t ∈ [a, b] a.e. and all y ∈ Rn;
(b) there exists L > 0 such that
‖g(t, y1, u)− g(t, y2, u)‖ ≤ L ‖y1 − y2‖
for t ∈ [a, b] a.e. and all y1, y2 ∈ R
n, u ∈M ;
(c) there exist r ∈ Lp([a, b];R) and γ ≥ 0 such that
‖g(t, 0, u)‖ ≤ r(t) + γ ‖u‖
for t ∈ [a, b] a.e. and all u ∈M ;
2. t 7→ f(t, y, u) is measurable on [a, b] for all y ∈ Rn, u ∈M and u 7→ f(t, y, u)
is continuous on M for a.e. t ∈ [a, b] and all y ∈ Rn;
3. f ∈ C1 with respect to y ∈ Rn and there exist a¯1 ∈ L
1([a, b],R+0 ), a¯2 ∈
Lp
′
([a, b],R+0 )
(
1
p
+ 1
p′
= 1
)
, C¯1, C¯2 ≥ 0 such that
‖f(t, y, u)‖ ≤ a¯1(t) + C¯1 ‖y‖
p
, (5)∥∥∥∥ ∂∂yf(t, y, u)
∥∥∥∥ ≤ a¯2(t) + C¯2 ‖y‖p−1 , (6)
for a.e. t ∈ [a, b] and all y ∈ Rn, u ∈M ;
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4. t 7→
∂
∂y
g(t, y, u), t 7→
∂
∂y
f(t, y, u) are measurable on [a, b] for all y ∈ Rn,
u ∈M ;
5. u 7→
∂
∂y
g(t, y, u), u 7→
∂
∂y
f(t, y, u) are continuous on M for a.e. t ∈ [a, b]
and all y ∈ Rn;
6. for a.e. t ∈ [a, b] and all y ∈ Rn the set
Z˜ :=
{
(f(t, y, u), g(t, y, u)) ∈ Rn+1, u ∈M
}
(7)
is convex.
If the pair
(y∗, u∗) ∈
(
Iαa+(L
p) +
{
d
(t− a)1−α
; d ∈ Rn
})
× UM
is a locally optimal solution to problem (1)–(4), then there exists a function
λ ∈ Iαb−(L
p′), such that
Dαb−[λ](t) =
∂
∂y
g(t, y∗(t), u∗(t))
Tλ(t) +
∂
∂y
f(t, y∗(t), u∗(t)) (8)
for a.e. t ∈ [a, b] and
I1−αb− [λ](b) = 0. (9)
Moreover,
f(t, y∗(t), u∗(t)) + λ(t)g(t, y∗(t), u∗(t)) = min
u∈M
{f(t, y∗(t), u) + λ(t)g(t, y∗(t), u)}
(10)
for a.e. t ∈ [a, b].
Let g(t, y, u) = A(t)y(t) + B(t)u(t), where A : [a, b] → Rn×n, B : [a, b] →
R
n×m. Then the following theorem, proved in [12], ensures the existence of an
optimal solution to problem (1)–(4).
Theorem 2. [cf. Theorem 19, [12]] Suppose that 1 < p < 11−α and
1. M is convex and compact;
2. t 7→ f(t, y, u) is measurable on [a, b] for all y ∈ Rn and u ∈M ;
3. (y, u) 7→ f(t, y, u) is continuous on Rn ×M for a.e. t ∈ [a, b];
4. u 7→ f(t, y, u) is convex on M for a.e. t ∈ [a, b] and all y ∈ Rn;
5. A,B are essentially bounded on [a, b];
6. there exists a summable function ψ1 : [a, b] → R
+
0 and a constant c1 ≥ 0
such that
f(t, y, u) ≥ −ψ1(t)− c1 ‖y‖
for a.e. t ∈ [a, b] and all y ∈ Rn, u ∈M .
Then problem (1)–(4) possesses an optimal solution
(y0, u0) ∈
(
Iαa+(L
p) +
{
d
(t− a)1−α
; d ∈ Rn
})
× UM .
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3 Optimal control of the fractional Hegselmann–Krause
type model with leadership
In this section we investigate the fractional optimal control problem with the
Hegselmann–Krause type dynamics and leadership. The agents’ and the leader’s
opinions are denoted by xi, i = 1, . . . , N , N > 1, and x0, respectively, and are
represented by the state of the system x = (x0, x1, . . . , xN ) ∈ R
(N+1)d.
Let α ∈ (0, 1) and x : [0, T ]→ R(N+1)d. The control is an integrable function
t 7→ u(t) ∈ Rd such that
u(t) ∈M :=
{
u(t) ∈ Rd : ‖u‖ld
2
≤ K
}
,
where ‖·‖ld
2
denotes the Euclidean norm in Rd. Consider the problem of finding
trajectory solution to the system

Dα0+[x0](t) = u(t),
Dα0+[xi](t) =
N∑
j=1
aij(xj(t)− xi(t)) + ci(x0(t)− xi(t)),
(11)
i = 1, . . . , N , initialized at I1−α0+ [xj ](0) = xj0 ∈ R
d, j = 0, 1, . . . , N . In system
(11), the term
N∑
j=1
aij(xj(t)−xi(t)) comes from the classical Hegselmann–Krause
model. The weights aij ≥ 0 quantify the way that the agents influence each other.
The second term ci(x0(t) − xi(t)) describes the influence of the leader on the
ith agent at the time t. In the case when the leader state is available to agent i
the value of ci is positive, otherwise ci = 0. System (11) can be written in the
matrix form as follows:
Dα0+[x](t) = Ax(t) +Bu(t),
with x = (x0, x1, . . . , xN )
T , u = (u0, . . . , . . . , 0)
T ,
A =


0d 0d · · · 0d
c1Id s1Id · · · a1NId
· · · · · ·
. . . · · ·
cNId aN1Id · · · sNId


, B =


1d
0d
· · ·
0d

 ,
where si = −
(∑
j 6=i aij + ci
)
, i = 1, ..., N , Id is the identity and 0d is the null
matrix.
A solution to (11) has to minimize the following cost functional
T∫
0
[
1
2N2
N∑
i,j=1
‖xi(t)− xj(t)‖
2
ld
2
+
1
2
N∑
i=1
‖x0(t)− xi(t)‖
2
ld
2
+
ν
2
‖u‖
2
ld
2
]
dt, (12)
where ν > 0 is a weight constant.
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3.1 Existence of solutions
In this part of the text we discuss the question of existence of solutions to optimal
control problem (11)–(12).
Theorem 3. If 1 < p < 11−α , then the Hegselmann–Krause fractional optimal
control problem (11)–(12) has an optimal solution (x∗, u∗) in the set(
Iα0+
(
Lp([0, T ]; (Rd)N+1
)
+
{ c
t1−α
; c ∈ (Rd)N+1
})
× UM ,
where
UM =
{
u ∈ L1
(
[0, T ];Rd
)
: u(t) ∈M, t ∈ [0, T ]
}
.
Proof. In order to obtain the desired result, it is enough to show that assump-
tions of Theorem 2 are satisfied. First, let us note that setM is compact (as it is
closed and bounded) and let us define maps g : [0, T ]×(Rd)N+1×M → (Rd)N+1,
g(t, x(t), u(t)) :=

u(t)N∑
j=1
aij(xj(t)− xi(t)) + ci(x0(t)− xi(t))


i=1,...,N
(13)
and f : [0, T ]× (Rd)N+1 ×M → R,
f(t, x(t), u(t)) :=
1
2N2
N∑
i,j=1
‖xi(t)− xj(t)‖
2
ld
2
+
1
2
N∑
i=1
‖x0(t)− xi(t)‖
2
ld
2
+
ν
2
‖u‖2ld
2
.
(14)
It is easy to see that function f is measurable w.r.t. t, continuous w.r.t. (x, u)
and convex w.r.t. u. Moreover, because A and B are matrices with constant
coefficients, they are essentially bounded on [0, T ]. Finally, let us note that
f(t, x, u) =
1
2N2
N∑
i,j=1
‖xi(t)− xj(t)‖
2
ld
2
+
1
2
N∑
i=1
‖x0(t)− xi(t)‖
2
ld
2
+
ν
2
‖u‖
2
ld
2
≥
ν
2
‖u‖
2
ld
2
,
so choosing ψ1(t) = −
ν
2 ‖u‖
2
ld
2
and c1 = 0, we see that the last assumption of
Theorem 2 is satisfied.
3.2 Necessary optimality conditions
In this section, in order to prove necessary optimality conditions for problem
(11)–(12), we show that assumptions of Theorem 1 are fulfilled. Let functions
f and g be defined in the same way as in the proof of Theorem 3. First, let us
note that in [13] the author showed that under certain assumptions fractional
optimal control problem (1)–(4) satisfies the Smooth Convex Extremum Princi-
ple (SCEP) (see, e.g., Theorem 3 of [13]) and as a consequence he obtained the
Fractional Pontryagin Maximum Principle (Theorem 1, see Theorems 8 and 9 of
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[13]). Among other things, it was shown that if for a.e. t ∈ [a, b] and all y ∈ Rn
the set Z˜ (defined by (7)) is convex, then the convexity assumption in SCEP
is satisfied. In the case of problem (11)–(12) we have that for all u1, u2 ∈ UM ,
x ∈ Iα0+
(
L2([0, T ]; (Rd)N+1)
)
+
{ c
t1−α
; c ∈ (Rd)N+1
}
and θ ∈ [0, 1] the following
hold:
θf(t, x, u1) + (1− θ)f(t, x, u2) ≥ f(t, x, θu1 + (1− θ)u2),
θg(t, x, u1) + (1− θ)g(t, x, u2) = g(t, x, θu1 + (1− θ)u2)
with θu1 + (1 − θ)u2 ∈ UM , by convexity of M . Therefore, the convexity as-
sumption in SCEP is fulfilled. One can easily check that f , g are continuously
differentiable with respect to x ∈ (Rd)N+1 for a.a. t ∈ [0, T ] and all u ∈ Rd
and that t 7→ g(t, x(t), u(t)), t 7→ f(t, x(t), u(t)) are measurable on [0,T], also
u 7→ f(t, x(t), u(t)) is continuous on M . Moreover, x 7→ g(t, x, u) is Lipschitz,
u 7→ g(t, x, u) is continuous and
‖g(t, 0, u)‖
l
N+1
1
−ld
2
= ‖u‖
l
N+1
1
−ld
2
.
Choosing r(t) = 0 and γ = 1 we conclude that assumption 1 of Theorem 1 is
satisfied. Note that
∂f
∂x
=


Nx0 −
N∑
i=1
xi
2
N
(x1 −
1
N
N∑
j=1
xj) + (x1 − x0)
...
2
N
(xN −
1
N
N∑
j=1
xj) + (xN − x0)


(15)
and system (11) is linear. Therefore, t 7→ ∂f
∂x
(t, x, u), t 7→ ∂g
∂x
(t, x, u) are measur-
able on [0, T ] and u 7→ ∂f
∂x
(t, x, u), u 7→ ∂g
∂x
(t, x, u) are continuous on M . Finally,
let us check assumption 3 of Theorem 1. Observe that
|f(t, x, u)| ≤
1
2N2
N∑
i,j=1
(
‖xi‖
2
ld
2
+ 2 ‖xi‖ld
2
‖xj‖ld
2
+ ‖xj‖
2
ld
2
)
+
1
2
N∑
i=1
(
‖x0‖
2
ld
2
+ 2 ‖x0‖ld
2
‖xi‖ld
2
+ ‖xi‖
2
ld
2
)
+
ν
2
‖u‖
2
ld
2
=
(
1
N
+
1
2
) N∑
i=1
‖xi‖
2
ld
2
+
(
1
N2
N∑
i=1
‖xi‖ld
2
+ ‖x0‖ld
2
)
N∑
i=1
‖xi‖ld
2
+
N
2
‖x0‖
2
ld
2
+
ν
2
‖u‖
2
ld
2
≤
N∑
i=0
‖xi‖
2
ld
2
+
(
N∑
i=0
‖xi‖ld
2
)(
N∑
i=1
‖xi‖ld
2
)
+
ν
2
‖u‖
2
ld
2
≤
N∑
i=1
‖xi‖
2
ld
2
+
(
N∑
i=0
‖xi‖ld
2
)2
+
ν
2
‖u‖2ld
2
≤
ν
2
‖u‖2ld
2
+ 2 ‖x‖2
l
N+1
1
−ld
2
,
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and∥∥∥∥∂f∂x (t, x, u)
∥∥∥∥
l
N+1
1
−ld
2
= ‖Nx0−
N∑
i=1
xi‖ld
2
+
N∑
i=1
‖
2
N
(xi−
1
N
N∑
j=1
xj)+(xi−x0)‖ld
2
≤ N‖x0‖ld
2
+
N∑
i=1
‖xi‖ld
2
+
(
2
N
+ 1
) N∑
i=1
‖xi‖ld
2
+
2
N2
N∑
i=1
‖
N∑
j=1
xj‖ld
2
+
N∑
i=1
‖x0‖ld
2
≤ (2 +
4
N
)
N∑
i=0
‖xi‖ld
2
+ 2N‖x0‖ld
2
≤ 2N ‖x‖
l
N+1
1
−ld
2
.
Choosing a1(t) =
ν
2 ‖u‖
2
ld
2
, a2(t) = 0 and C1 = 2, C2 = 2N we get desired
inequalities. Consequently, all assumptions of Theorem 1 are satisfied and we
obtain the following theorem.
Theorem 4. For α ∈
(
1
2 , 1
)
, if
(x∗, u∗) ∈
(
Iα0+
(
L2([0, T ]; (Rd)N+1)
)
+
{ c
t1−α
; c ∈ (Rd)N+1
})
× UM
is a locally optimal solution to problem (11)–(12), then there exists a function
λ ∈ IαT−
(
L2([0, T ]; (Rd)N+1)
)
such that
DαT−[λ](t) = A
Tλ(t) +
∂
∂x
f(t, x∗(t), u∗(t))
for a.e. t ∈ [0, T ] and
I1−αT− [λ](T ) = 0,
where ∂f
∂x
is given by (15). Furthermore,
f(t, x∗(t), u∗(t)) + λ(t)g(t, x∗(t), u∗(t))
= min
u∈M
{f(t, x∗(t), u) + λ(t)g(t, x∗(t), u)} (16)
for a.e. t ∈ [0, T ], where f and g are given by (14) and (13), respectively.
4 Illustrative examples
In this section, two numerical examples are given to verify the effectiveness of
the proposed control strategy.
Example 1. Let us consider the following system

Dα0+[x0](t) = u(t),
Dα0+[x1](t) = x2(t)− x1(t) + x0(t)− x1(t),
Dα0+[x2](t) = x1(t)− x2(t),
Dα0+[x3](t) = x4(t)− x3(t) + x0(t)− x3(t),
Dα0+[x4](t) = x3(t)− x4(t),
I1−α0+ [xj ](0) = xj0 ∈ R, j = 0, 1, 2, 3, 4
(17)
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where u(t) ∈M := {u(t) ∈ R : |u(t)| ≤ 1}. In this case, all agents are connected
with each other through the leader x0 (see Figure 1). Without the presence of the
leader, the set {x1, x2} does not interact with the set {x3, x4} and the dynamic
is described by the system

Dα0+[x1](t) = x2(t)− x1(t),
Dα0+[x2](t) = x1(t)− x2(t),
Dα0+[x3](t) = x4(t)− x3(t),
Dα0+[x4](t) = x3(t)− x4(t)),
I1−α0+ [xj ](0) = xj0 ∈ R, j = 1, 2, 3, 4.
(18)
Fig. 1. Model with leader and control.
Let us consider the functional
T∫
0
[
1
32
4∑
i,j=1
(xi(t)− xj(t))
2 +
1
2
4∑
i=1
(x0(t)− xi(t))
2 + u2(t)
]
dt. (19)
One can easily check that problem of minimizing (19) subject to (17) satisfies
assumptions of Theorem 4. Let (x∗, u∗) be a solution to problem (17)–(19), then
there exists a function λ ∈ IαT−
(
L2([0, T ];R5)
)
such that the triple (x∗, u∗, λ)
satisfies the system
DαT−[λ](t) = A
Tλ(t) +


4x∗0 −
4∑
i=1
x∗i
1
2 (x∗1 −
1
4
4∑
i=1
x∗i) + (x∗1 − x∗0)
1
2 (x∗2 −
1
4
4∑
i=1
x∗i) + (x∗2 − x∗0)
1
2 (x∗3 −
1
4
4∑
i=1
x∗i) + (x∗3 − x∗0)
1
2 (x∗4 −
1
4
4∑
i=1
x∗i) + (x∗4 − x∗0)


(20)
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with
I1−αT− [λ](T ) = 0.
Furthermore,
F (x∗(t), u∗(t), λ(t)) = min
u∈M
F (x∗(t), u, λ(t)), for a.e. t ∈ [0, T ],
where
F (v, u, λ) :=
1
32
4∑
i,j=1
(xi − xj)
2 +
1
2
4∑
i=1
(x0 − xi)
2 + u2 + λ0u
+ λ1(x0 − 2x1 + x2) + λ2(x1 − x2) + λ3(x0 − 2x3 + x4) + λ4(x3 − x4).
Note that variables x do not influence on the point, where the minimum of F is
attained, but only on its value. Therefore, an optimal control u∗ must be such
that
u2∗(t) + λ0(t)u(t) = min
u∈M
{u2(t) + λ0(t)u(t)}
for a.e. t ∈ [0, T ]. Hence
u∗(t) =


1 if λ0(t) ≤ −2,
−λ0(t)2 if − 2 < λ0(t) < 2,
−1 if λ0(t) ≥ 2,
where u∗, λ satisfy equations (17), (20), and condition I
1−α
T− [λ](T ) = 0 holds.
Figures below show solutions to systems with and without leader and control,
for the fractional orders α = 0.6 (Figure 2) and α = 0.9 (Figure 3). We see that,
with the presence of the leader and control, the system converges to a consensus
faster. The effectiveness of the control strategy is verified.
Example 2. For our second example, consider a system given by three agents
and the leader: 

Dα0+[x0](t) = u(t),
Dα0+[x1](t) = x2(t)− x1(t),
Dα0+[x2](t) = x1(t)− x2(t),
Dα0+[x3](t) = x0(t)− x3(t),
I1−α0+ [xj ](0) = xj0 ∈ R, j = 0, 1, 2, 3
(21)
where u(t) ∈ M := {u(t) ∈ R : |u(t)| ≤ 10} (Figure 4). In this model, agent x3
does not interact with agents x1 and x2, independently of the leader presence.
The objective is to minimize the functional
T∫
0
[
1
18
3∑
i,j=1
(xi(t)− xj(t))
2 +
1
2
3∑
i=1
(x0(t)− xi(t))
2 + u2(t)
]
dt,
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Fig. 2. Without (left) and with (right) leader and control, for α = 0.6.
subject to system (21). Considering the augmented function
F (v, u, λ) :=
1
18
3∑
i,j=1
(xi − xj)
2 +
1
2
3∑
i=1
(x0 − xi)
2 + u2 + λ0u
+ λ1(−x1 + x2) + λ2(x1 − x2) + λ3(x0 − x3),
we deduce that the optimal control u∗ is given by the formula
u∗(t) =


1 if λ0(t) ≤ −20,
−λ0(t)2 if − 20 < λ0(t) < 20,
−1 if λ0(t) ≥ 20.
In figures below we present plots of agents’ trajectories, with respect to the
orders α = 0.6 (Figure 5) and α = 0.9 (Figure 6). Again, because of the presence
of the leader and control a consensus is reached faster. This demonstrates the
effectiveness of the applied control strategy.
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Fig. 3. Without (left) and with (right) leader and control, for α = 0.9.
Fig. 4. Model with leader and control.
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