Abstract-Surrogate-based method (SBM) is used to train a support vector machine (SVM) for discriminating between the elements of two classes of input points. The key idea to develop the algorithm is to replace the minimization of the cost function at each iteration by the minimization of a surrogate function, leading to a guaranteed decrease in the cost function. SBM simultaneously update all of points, which is very different from Platt's sequential minimal optimization (SMO) and Joachims' SVM light. The former handles one point at a time and the latter handles a small number of points at a time. In contrast to the sequential methods, SBM is easy to parallelize. The proposed algorithm has some favorable properties, including the monotonic decrease of the cost function, the self-constraining in the feasible region, and the absence of a predetermined step size and any additional parameter. This paper theoretically proves that the iteration sequence will converge to a sole global solution. Encouraging numerical results are presented on data sets, and SBM provides a performance comparable with that of other commonly used methods as concerns convergence speed and computational cost.
I. INTRODUCTION
Support vector machines (SVMs) are receiving in-creasing attention in recent years, which achieve a linear or nonlinear separating surface to separate points belonging to two given sets. The essence of SVM is a quadratic programming problem, and the basic problem is how to solve the quadratic programming accurately and quickly. The problems have close connection with optimal theory in mathematical programming. SVM is an important example that optimization theory applies in data mining. Before giving a detailed discussion, We now describe our notation. All vectors are column vectors unless otherwise specified. For a matrix or vector, the transpose ' will denote the transpose. We denote e as a vector of ones in a real space of arbitrary dimension. The identity matrix of arbitrary dimension is denoted by E. When the two classes of points in the training set is needed to separate by a linear hyper plane, it is natural to use the hyperplane that separates the two groups of points in the training set by the largest margin. Denote the training data set in the ndimensional real space RN by the M × N matrix A, where every row of A represents an point. We classify M points in two classes as specified by a given M ×M diagonal matrix D with +1s or -1s along its diagonal. Denote w is the normal to the hyperplane 
It can be noted that the original and dual problems are not positive definite in general, which may lead to many solution. Also, there is too many constraints including an equality constraint and bound constraints, which must consume special computational cost to handle such as SMO and SVM light. O. L. Mangasarian et al change the 1-norm of y to a 2-norm squared which makes the constraint y ≥ 0 redundant and append the term 2  to   . This leads to a variant strong convex SVM model:
The dual of this problem is:
Now we obtain a reformulated SVM with only nonnegative constraints. The dual variables u may directly determine the separating surface ) , Figure 1 . shows the diagrammatic sketch of surrogate. There are two simple and important properties for the constructed surrogate functions, which will be useful for the algorithm derivation. 
We will give a whole derivation idea: our object is to create the surrogate function which is easy to minimize. As following, we will replace the minimization of the original cost function by minimizing at each iteration the surrogate function to obtain a new update. Moreover, by the definition above, the minimization of surrogate ensures the decrease of the original cost function.
Regardless of linear and non-linear SVM, let
,we simply the notion as:
Then we can construct the surrogate for F(u).
The key parts are to construct the surrogates for the following function.
As can be seen, they have a similar form, so that we only give a detailed derivation for the first one. 
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It can be verified that
. By the convexity of F(X), we view the two coefficients with value 1/2 as the combination coefficients. It then shows that
We respectively construct surrogates for
then we obtain the surrogate as following:
Take the first one as an example, it can be verified that
If considering Jensen's inequality and the convex combination coefficients
is proven by the following inequality:
Thus we conclude that the surrogate of F 1 (u) is
As can be seen, the variables of
are separable, so that its minimization is equivalent to some independent optimization problems of quadratic function with one unknown variable. So they are very easy to solve by a simple formula.
B. Surrogate for
We can construct the surrogate by the similar method. Let
, where C + and C − are two non-negative row vectors, and let 2 2 / ( ), / ( )
then we obtain the surrogate for F 2 (u). Note that we ignore the subscript i because D e C   is a row vector, which has no effect on the derivation process.
then it is the surrogate of ) (u F .
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We can minimize it by taking the partial derivative and set to zero:
The partial derivative
is a linear equation with one unknown variable, which is easy to solve. Then we obtain the following updating algorithm:
, where e is a column vector consisting of 1s and D is a diagonal matrix consisting of 1 or −1, and denoting
we obtain a simple special example:
The formula is very flexible and easy to implement, which we will give the MATLAB code for it. 
We entertain a important and reasonable assumptions.
Assumption 1:
For the iteration sequence } { t X , we assume that the algorithm starts from a positive image.
The assumption forces the iterations to be positive, but the limit may be zero. Now, We begin to prove the global convergence. First, we give several useful lemmas. Proof: This is Theorem 28.1 from Ostrowski. The reader is kindly referred to this paper for the proof . 
Proof:
We assume that u * is the sole minimum, then expand F on u * by Taylor series.
Lemma 3:
The sequence. 
Proof: Take into account that
Lemma 5: At each iteration, we know that 
It is easy to verify the correctness of (32) means that an accumulation point must correspond to a subset of Ω . The number of subsets of Ω is finite, so the number of accumulation points is also finite. In Theorem 1, we prove that every accumulation point meets the first KT condition, by which the full sequence convergence is provided in Theorem 2. Naturally, the limit of } { t X satisfies the first KT condition.
As below, we will show that the second KT condition is satisfied. 
IV. SIMULATION
The experiments were performed on HP Compaq PC with3.00 GHz Core i5 CPU and 4 GB memory. The algorithms were implemented in MATLAB 7.0. All of the algorithms were initiated by the same vector e for a fair comparison.
A. Verification Testing
First of all, two classical SVM algorithms lib-SVM and SVM experiment 3:In order to study the impact of data dispersion degree to the classification efficiency, we made the third proof test. By adjusting parts of the data generator parameters, data sets with different discrete degree were obtained. As the name implies, the greater discrete degree, the more scattered data. The experimental results are shown below: 
B. Application Testing
By Verification testing, we can see that SBM has a better performance in large-scale data classification. This section is mainly to research in the field of practical application. The data we use is 10 years (1999-2008) of clinical care at 130 US hospitals, which includes over 50 features representing patient and hospital outcomes. After data processing, we kept the information that reflect patients characteristics. Then we use libSVM, SVM light and SBM to classify the processed data and obtain the following result: From the results above,we can get that the new algorithm shows a high classification efficiency in the practical application.
V. CONCLUSION
This paper mainly introduces a new kind of SVM algorithm:Surrogate-based SVM method (SBM).By theoretical derivation, we find that SBM has many favorable properties and it is easy to parallelize. We choose classical SVM algorithms lib-SVM and SVM light as comparison. After simulation of different perspectives, the algorithm we proposed showed a strong advantage in large-scale classification. SBM not only makes classification accuracy stable, but also greatly reduces the classification time.
