The procedure we used to select a SLM for MMI with StreamCat covariates:
In steps 3 and 4 we used ML to estimate the SLM since this allowed use of the AIC; however, REML was used to estimate the final model in step 5. For the reduced rank method we used 300 knots evenly spaced across the CONUS. In preliminary analyses, we also found that approximately 100 knots were necessary for parameter estimates to coverage using optim(), and that with 300 knots the cross-validation RMSPE was only sightly less than the full-rank model. Also note that the reduced rank method was only used to speed-up estimation during covariate selection (steps 3 and 4) since the final SLM (step 5) was estimated with the full-rank covariance matrix.
To deal with potential collinearity issues, we used the findCorrelation() function from the caret package of Kuhn (2016) to reduce the pairwise correlations between covariates below a threshold of 0.75. This function screened out 100 of the 209 StreamCat covariates before application of the stepwise selection procedure described above. Thus, to fit the initial LM in step 1 we used 109 StreamCat covariates as well as the ecoregion dummy variables. Note that for the LASSO model we did not initially screen out correlated covariates, and so all 209 covariates were used when estimating a LASSO model with the glmnet package. Figure S1: Covariate selection for the SLM with transformations (step 4). The initial SLM was estimated with the 66 covariates that were selected for the LM (step 3). The covariates with the largest absolute t-statistics were then removed one at a time until the AIC increased significantly. The selected SLM contained 48 covariates and had an AIC of 15679.99. Note that the model with 50 covariates attained the minimum AIC value of 15678.3, however models with an AIC difference within 2 points are not significantly different (Burnham and Anderson, 2002) ; thus, due to the large number of covariates, we selected the more parsimonious model.
S2 Random Forest Regression Kriging Computations
Let Y −Ŷ RF = e = (e(s 1 ), · · · , e(s n )) be a random vector of residuals, whereŶ RF are the RF predictions of Y . Assume that E(e(s i )) = 0 and cov(e) = Σ; also assume an exponential covariance model such that the (i, j) entry of Σ is given by C(s i , s j ) = σ 2 z exp(− s i − s j /α) + I(i = j)σ 2 , where θ = (σ , σ z , α) are unknown parameters (nugget, partial sill, and range). Then, for a given realization of the residuals, the negative log-likelihood is given by l(θ) = 0.5{n log(2π) + log(|Σ|) + e Σ −1 e}. ML estimatesθ are found by minimizing the negative log-likelihood with respect to θ. Note that, in practice, we use the RF out-of-bag predictions from the randomForest package (Liaw and Wiener, 2002) to compute the vector of predicted values,Ŷ RF , at observed locations s 1 , · · · , s n . Also, note that we use the full-rank covariance matrix for ML estimation.
Once ML estimates for the covariance parameters are obtained, spatial predictions for the residuals can be computed using simple kriging (Cressie, 1993, p. 110; Cressie and Wikle, 2011, pp. 136-139) . Under the zero-mean assumption, the simple-kriging predictor of the residual at a new location s 0 is given byê(s 0 ) = c Σ −1 e, where c = (C(s 0 , s 1 ), · · · , C(s 0 , s n )). The simple-kriging variance (minimized mean-square-prediction error) is also given by var(ê(s Tables   Table S1 : Regression coefficient summary for the SLM with transformations. Estimated Box-Cox transformations parameters λ 1 (exponent) and λ 2 (shifting) are also shown. Note that transformed covariates were standardized before fitting the model (subtracted mean and divided by standard deviation). Top 5 covariates, ranked in terms of absolute t-statistics, are in bold face. 
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