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Abstract
We consider the homogenization of Hamilton–Jacobi equations and degenerate Bellman equations in stationary, ergodic,
unbounded environments. We prove that, as the microscopic scale tends to zero, the equation averages to a deterministic
Hamilton–Jacobi equation and study some properties of the effective Hamiltonian. We discover a connection between the effective
Hamiltonian and an eikonal-type equation in exterior domains. In particular, we obtain a new formula for the effective Hamiltonian.
To prove the results we introduce a new strategy to obtain almost sure homogenization, completing a program proposed by Lions
and Souganidis that previously yielded homogenization in probability. The class of problems we study is strongly motivated by
Sznitman’s study of the quenched large deviations of Brownian motion interacting with a Poissonian potential, but applies to a
general class of problems which are not amenable to probabilistic tools.
© 2011 Elsevier Masson SAS. All rights reserved.
Résumé
On considère la question de l’homogénéisation des équations de Hamilton–Jacobi et équations de Bellman dégénérées dans un
environnement stationnaire, ergodique et non borné. On démontre que, lorsque l’échelle microscopique tend vers zéro, l’équa-
tion s’homogénéise en une équation de Hamilton–Jacobi déterministe, on étudie certaines propriétés de l’Hamiltonien effectif.
On établit une relation entre l’Hamiltonien effectif et une équation de type eikonal dans un domaine extérieur. En particulier, on
obtient une nouvelle formule pour le hamiltonien effectif. Pour démontrer ces résultats, on introduit une nouvelle stratégie pour
obtenir de l’homogénéisation presque sure, complétant ainsi un programme proposé par Lions et Souganidis qui fournissait des
résultats d’homogénéisation en probabilité. La classe de problèmes qu’on étudie est fortement motivée par l’étude de Sznitman des
grandes déviations avec extinction pour le mouvement Brownien interagissant avec un potentiel de Poisson, mais s’applique à une
classe générale de problèmes qui ne se prêtent pas à l’utilisation d’outils probabilistes.
© 2011 Elsevier Masson SAS. All rights reserved.
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The primary goal of this paper is the study of the behavior, as ε → 0, of the solution uε = uε(x, t,ω) of the initial
value problem ⎧⎨⎩uεt − ε tr
(
A
(
x
ε
,ω
)
D2uε
)
+H
(
Duε,
x
ε
,ω
)
= 0 in Rd ×R+,
uε = u0 on Rd × {0}.
(1.1)
Here A = A(y,ω) and H = H(p,y,ω) are random processes as they depend on ω, an element of an underlying
probability space (Ω,F ,P), and the initial datum u0 is a bounded, uniformly continuous function on Rd . Precise
notation and hypotheses on the coefficients are given in the following section, but we mention here that the diffusion
matrix A is degenerate elliptic and the Hamiltonian H is convex in p and, in general, unbounded from below, both in
y for fixed (p,ω) and in ω for fixed (p, y). The random coefficients A and H are required to be stationary and
ergodic, and, furthermore, the unboundedness of H is controlled by a random variable which is assumed to be
strongly mixing.
Model equations satisfying our hypotheses include the viscous Hamilton–Jacobi equation
uεt − εuε +
∣∣Duε∣∣γ − V(x
ε
,ω
)
= 0, (1.2)
and the first-order Hamilton–Jacobi equation
uεt +
∣∣Duε∣∣γ − V(x
ε
,ω
)
= 0, (1.3)
where γ > 1 and V is, for example, a Poissonian potential.
The first of the main results (Theorem 1, which is stated in Section 3) of the paper is the identification of a
deterministic effective nonlinearity H = H(p) combined with the assertion that, as ε → 0, the solutions uε of (1.1)
converge, locally uniformly in (x, t) and almost surely in ω, to a deterministic function u = u(x, t), the unique solution
of the initial-value problem {
ut +H(Du) = 0 in Rd ×R+,
u = u0 on Rd × {0}. (1.4)
To obtain almost sure convergence, we study the asymptotic behavior of the special problem⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−ε tr
(
A
(
x
ε
,ω
)
D2mεμ
)
+H
(
p +Dmεμ,
x
ε
,ω
)
= μ in Rd \Dε,
mεμ = 0 on ∂Dε,
0 lim inf|x|→∞ |x|
−1mεμ(x,ω)
(1.5)
where, depending on some parameters in the equation (e.g., the growth of H ), either Dε = {0} or Dε = Bε .
The problem (1.5), which we call the metric problem, is of independent interest. We prove that it has a unique solution
for each μ>H(p) and no solution for μ<H(p), thereby characterizing the effective Hamiltonian H in a new way.
We also provide a new characterization of the minH . The functions mεμ possess a subadditivity property sufficient to
apply the subadditive ergodic theorem and obtain, in the limit ε → 0, the almost sure convergence of mεμ to the unique
solution mμ of ⎧⎪⎪⎨⎪⎪⎩
H(p +Dmμ) = μ in Rd \ {0},
mμ(0) = 0,
0 lim inf|y|→∞ |y|
−1mμ(y).
(1.6)
It turns out that the almost sure behavior of the solutions uε of (1.1) are controlled by mεμ and the characterization of
minH , and this allows us to deduce the convergence of uε almost surely.
462 S.N. Armstrong, P.E. Souganidis / J. Math. Pures Appl. 97 (2012) 460–504There has been much recent interest in the homogenization of partial differential equations in stationary ergodic
random environments. While the linear case was settled long ago by Papanicolaou and Varadhan [24,25] and
Kozlov [17], and general variational problems were studied by Dal Maso and Modica [7,8] (see also Zhikov, Kozlov,
and Oleı˘nik [35]), it was only relatively recently that nonlinear problems were considered (in bounded environments).
Results for stochastic homogenization of Hamilton–Jacobi equations were first obtained by Souganidis [30] (see
also Rezakhanlou and Tarver [27]), and for viscous Hamilton–Jacobi equations by Lions and Souganidis [22] and
Kosygina, Rezakhanlou, and Varadhan [15]. The homogenization of these equations in spatio-temporal media was
studied by Kosygina and Varadhan [16] and Schwab [29]. Davini and Siconolfi [11] also proved, using some
connections to Mather theory, some interesting results for Hamilton–Jacobi equations in bounded environments. We
also mention the work of Caffarelli, Souganidis and Wang [4] on the stochastic homogenization of uniformly elliptic
equations of second-order, Caffarelli and Souganidis [3] who obtained a rate of convergence for the latter in strongly
mixing environments, and Schwab [28] on the homogenization of nonlocal equations. A new proof of the results of
[15,22,27,30], which yields only convergence in probability but does not rely on formulae, has recently been found by
Lions and Souganidis [23]. We adapt the approach of [23] to our setting and upgrade the convergence to almost sure,
using the “metric problem” introduced in Section 6.
As far as unbounded environments are concerned, Sznitman [31,33,32,34] studied the behavior of Brownian
motions in the presence of Poissonian obstacles and obtained very elegant and complete results concerning the
asymptotic behavior and large deviations of such processes, both in the quenched and annealed settings. Although
the results of Sznitman were not stated in terms of homogenization theory, some of them may be formulated in terms
of the stochastic homogenization of (1.2) for γ = 2. Part of our work can be seen as an extension of Sznitman’s
results to more general equations, including degenerate Bellman equations and Hamilton–Jacobi equations, as well
as to more general random environments. In particular, we consider equations which cannot be written as a linear
Schrödinger equation via the Hopf–Cole transformation, and general mixing rather than i.i.d. environments.
More recently, and after this paper was accepted, Rassoul-Agha, Seppäläinen and Yilmaz posted a paper [26] to
the arXiv which considers quenched free energy and large deviations for a random walk in a random (unbounded)
potential. This corresponds to a “discrete” version of the work of Sznitman, but with more general potentials, and to
ours, in the case γ = 2. The potential in [26] is assumed to satisfy a strong mixing condition in order to compensate
for its unboundedness, which is very similar (although not identical) to some of our hypotheses below.
We remark that problems depending on the macroscopic variable x such as⎧⎨⎩uεt − ε tr
(
A
(
x,
x
ε
,ω
)
D2uε
)
+H
(
Duε, x,
x
ε
,ω
)
= 0 in Rd ×R+,
uε = u0 on Rd × {0},
(1.7)
can be handled by the methods in this paper, leading to an effective equation depending also on x. This requires
proving a continuous dependence estimate (which is more sophisticated than Proposition 4.7), so that we can work
with a countable number of subsets of Ω . This can be achieved by combining standard viscosity theoretic arguments
(cf. [6]) with our Lemma 4.12. However, for clarity, we confine our attention in this paper to (1.1), and pursue such
generalizations in a future work.
While in this work we focus on equations such as (1.2) and (1.3) with V unbounded, our proof strategy can
be applied to viscous and non-viscous Hamilton–Jacobi equations with other kinds of “degenerate coercivity”.
For example, with minor modifications, our techniques can handle equations such as
uεt − εδuε + a
(
x
ε
,ω
)∣∣Duε∣∣γ = 1, (1.8)
where δ ∈ {0,1}, and the function a(y,ω) > 0 is stationary ergodic, but not necessarily bounded below. This lack
of coercivity can be compensated for by adding a strong mixing hypothesis to a as well as the assumption that a
large moment of a−1 is bounded, hypotheses which are similar to those imposed on V in our model equations (1.2)
and (1.3). The problem (1.8) with δ = 0 corresponds to a continuum model for first passage percolation, where the
medium imposes a cost a−1(y,ω) to travel near y, which may be arbitrarily large. See Kesten [14].
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to equations of the general form
uε − ε tr
(
A
(
x,
x
ε
,ω
)
D2uε
)
+H
(
Duε, x,
x
ε
,ω
)
= 0 in U (1.9)
for a domain U with appropriate boundary conditions.
The paper is organized as follows. In the next section, we review the notation, introduce the precise assumptions,
and consider some motivating examples. In Section 3 we state the main result and give an overview of its proof, which
is completed in Section 7. A key ingredient of the proof is the study of the macroscopic (cell) problem, which is
the content of Section 4. The effective Hamiltonian is identified and its basic properties are studied in Section 5. In
Section 6 we consider the metric problem (1.5) and obtain almost sure homogenization with the help of the subadditive
ergodic theorem. In Section 8 we compare our results for (1.2) and γ = 2 with those of Sznitman, explain some of
the connections to probability theory, and give a new characterization of H in terms of the solvability metric problem.
Several auxiliary lemmata are recorded in Appendix A.
2. Preliminaries
We briefly review the notation and state precisely the assumptions on (1.1) before discussing some motivating
examples.
2.1. Notation and conventions
The symbols C and c denote positive constants, which may vary from line to line and, unless otherwise indicated,
do not depend on ω. We work in the d-dimensional Euclidean space Rd with d  1, and we write R+ := (0,∞). The
sets of rational numbers and positive integers are denoted respectively by Q and N, while Mm×d , and Sd ⊆ Md×d
are respectively the sets of m-by-d matrices and d-by-d symmetric matrices. If v,w ∈ Rd , then v ⊗w ∈ Sd is the
symmetric tensor product which is the matrix with entries 12 (viwj + vjwi). For y ∈ Rd , we denote the Euclidean
norm of y by |y|, while if M ∈ Md×d , Mt is the transpose of M , tr(M) is the trace of M , and we write
|M| := tr(MtM)1/2. The identity matrix is Id . If U ⊆ Rd , then |U | is the Lebesgue measure of U . Open balls are
written B(y, r) := {x ∈ Rd : |x − y| < r}, and we set Br := B(0, r). The distance between two subsets U,V ⊆ Rd is
denoted by dist(U,V ) = inf{|x − y|: x ∈ U, y ∈ V }. If U ⊆ Rd is open, then USC(U), LSC(U) and BUC(U) are
the sets of upper semicontinuous, lower semicontinuous and bounded and uniformly continuous functions U → R,
respectively. If f :U → R is integrable, then −∫ Uf dy is the average of f over U . If f :U → R is measurable,
then we set oscU f := ess supU f − ess infU f . The Borel σ -field on Rd is denoted by B(Rd). If s, t ∈ R, we write
s ∧ t := min{s, t}.
We emphasize that, throughout this paper, all differential inequalities involving functions not known to be smooth
are assumed to be satisfied in the viscosity sense. Wherever we refer to “standard viscosity solution theory” in support
of a claim, the details can always be found in the standard reference [6].
We abbreviate the phrase almost surely in ω by “a.s. in ω.” To keep the bookkeeping simple, Ω1 ⊇ Ω2 ⊇ Ω3 ⊇ · · ·
is a decreasing sequence of subsets of Ω of full probability used to keep track of almost sure statements. Roughly,
Ωj is the subset of Ω of full probability on which all the almost sure statements appearing in the paper prior to the
introduction of Ωj hold.
2.2. The random medium
The random environment is described by a probability space (Ω,F ,P). A particular “medium” is an element
ω ∈ Ω . The probability space is endowed with an ergodic group (τy)y∈Rd of F -measurable, measure-preserving
transformations τy :Ω → Ω . Here ergodic means that, if D ⊆ Ω is such that τz(D) = D for every z ∈ Rd , then
either P[D] = 0 or P[D] = 1. An F -measurable process f on Rd ×Ω is said to be stationary if the law of f (y, ·) is
independent of y. This is quantified in terms of τ by the requirement that
f (y, τzω) = f (y + z,ω) for every y, z ∈ Rd .
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function on Rd ×Ω , then f (y,ω)= f (0, τyω).
The expectation of a random variable f with respect to P is written Ef , and we denote the variance of f by
Var(f ) := E(f 2) − (Ef )2. If E ∈ F , then 1E is the indicator random variable for E; i.e., 1E(ω) = 1 if ω ∈ E, and
1E(ω)= 0 otherwise.
Many times in this paper, we rely on the following multiparameter ergodic theorem, a proof of which can be found
in Becker [2].
Proposition 2.1. Suppose that f :Rd ×Ω → R is stationary and E|f (0, ·)| < ∞. Then there is a subset Ω˜ ⊆ Ω such
that P[Ω˜] = 1 and, for each bounded domain V ⊆ Rd and ω ∈ Ω˜ ,
lim
t→∞ −
∫
tV
f (y,ω)dy = Ef.
We also make use of a subadditive ergodic theorem, the statement of which requires some additional notation. Let
I denote the class of subsets of [0,∞) which consist of finite unions of intervals of the form [a, b). Let {σt }t0 be a
semigroup of measure-preserving transformations on Ω . A continuous subadditive process on (Ω,F ,P) with respect
to σy is a map
Q : I → L1(Ω,P)
which satisfies the following three conditions:
(i) Q(I)(σtω)= Q(t + I )(ω) for each t > 0, I ∈ I and a.s. in ω.
(ii) There exists a constant C > 0 such that, for each I ∈ I ,
E
∣∣Q(I)∣∣ C|I |.
(iii) If I1, . . . , Ik ∈ I are disjoint and I =⋃j Ij , then
Q(I)
k∑
j=1
Q(Ij ).
A proof of the following version of the subadditive ergodic theorem can be found in Akcoglu and Krengel [1].
Proposition 2.2. Suppose that Q is a continuous subadditive process. Then there is a random variable a(ω) such that
1
t
Q
([0, t))(ω)→ a(ω) a.s. in ω.
If, in addition, {σt }t>0 is ergodic, then a is constant.
2.3. Assumptions on the coefficients
The following hypotheses are in force throughout this article. The environment is given by a probability space
(Ω,P,F), and
τy :Ω → Ω is an ergodic group of measure-preserving transformations (2.1)
as described above.
The following hypotheses we impose on the matrix A and the Hamiltonian H are taken to hold for every ω ∈ Ω ,
rather than almost surely in ω, since we lose no generality by initially removing an event of probability zero. We
require A and H to be functions
A :Rd ×Ω → R and H :Rd ×Rd ×Ω → R,
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(y,ω) 
→ A(y,ω) and (y,ω) 
→ H(p,y,ω) are stationary. (2.2)
We assume that, for each ω ∈ Ω ,
A(·,ω) ∈ C1,1loc
(
Rd ;Sd), (2.3)
and that A has the form A = ΣΣt , where
Σ(y,ω) ∈ Md×m satisfies ∥∥Σ(·,ω)∥∥
C0,1(Rd )  C. (2.4)
As far as the Hamiltonian H is concerned, we assume that, for each (y,ω) ∈ Rd ×Ω ,
p 
→ H(p,y,ω) is convex, (2.5)
and that there exists 1 < γ < ∞ such that, for every (p, y,ω) ∈ Rd ×Rd ×Ω ,
H(p,y,ω) C
(
1 + |p|γ ). (2.6)
The coercivity and Lipschitz regularity in y of the Hamiltonian H are governed by a nonnegative stationary process
V = V (y,ω), as follows. We assume that there exist constants c0,C0 > 0 such that, for every (p, y,ω) ∈ Rd ×Rd ×Ω ,
H(p,y,ω) c0|p|γ − V (y,ω)−C0, (2.7)
and we require that, for every (p1, y1), (p2, y2) ∈ Rd ×Rd and ω ∈ Ω ,∣∣H(p1, y1,ω)−H(p2, y2,ω)∣∣ C((1 + |p1| + |p2|)γ−1|p1 − p2| + ( sup
[y1,y2]
V (·,ω)
)
|y1 − y2|
)
. (2.8)
For fixed positive constants α,β > 0, satisfying
α > d and β > d + 4d
2
γ α
, (2.9)
the process V = V (y,ω) 0 is assumed to possess the following two properties:
E
[
sup
y∈B1
V (y, ·)α
]
< ∞, (2.10)
and
V is strongly mixing with respect to τ with an algebraic rate of β. (2.11)
The mixing condition is an assumption on the rate of decay of the correlation between the random variables V (y,ω)
and V (z,ω) as |y − z| becomes large. To state this precisely, for each open set U ⊆ Rd , we denote by G(U) the
σ -algebra generated by the sets {ω: V (ω,y) ∈ [0, a)} ranging over y ∈ U and a > 0. The assumption (2.11) is then
written precisely as
sup
{∣∣P(E ∩ F)− P(E)P(F )∣∣: dist(U,V ) r, E ∈ G(U), F ∈ G(V )} Crβ. (2.12)
Observe that our hypotheses in the case of the model equations (1.2) and (1.3) allow the potential V to be un-
bounded from above, but require it to be bounded from below. There is a very good reason for this; see Remark 5.8
below.
We emphasize that the assumptions (2.1)–(2.10), and (2.12) are in force throughout this article.
As usual, measurability is a burdensome issue. To avoid an overly pedantic presentation, we are going to suppress
demonstrations of the measurability of the various functions and processes we encounter in this paper. For the benefit
of the concerned reader, however, we sketch here a proof that all of our random variables are measurable. First,
the functions of which we need to check the measurability solve equations with random coefficients for which we
have uniqueness. In fact, these solutions depend continuously on the coefficients, and the coefficients are measurable
functions of ω combined with the other variables. Therefore, as continuous functions of measurable functions, they
are measurable.
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2.4. Cloud point potentials
We present a simple example of a model equation that fits our framework. Take H to be a Hamiltonian of the form
H(p,y,ω)= H˜ (p)− V (y,ω)
where H˜ is an appropriate deterministic function, for instance H˜ (p) = |p|γ with γ  1, and V is a stationary potential
satisfying (2.10) and (2.11).
We construct some examples of unbounded potentials by first specifying a random process which generates a cloud
of points (see Fig. 1), and then attach to each point a smooth nonnegative function of compact support. We first briefly
recall the notion of a point process on Rd , referring to the books [9,10] for more details.
Consider the set Ω of locally finite, simple pure point measures on Rd . An element of Ω has the form
ω =
∞∑
j=1
δyj , (2.13)
where the points yj are distinct and the set {yj } ∩ BR is finite for each R > 0. Here δy denotes the Dirac measure
at y ∈ Rd . Let F be the σ -field generated by the maps ω 
→ ω(U) ranging over all U ∈ B(Rd). It follows that
E + y := {ω(· − y): ω ∈ E} ∈ F for any E ∈ F .
Fix a smooth W ∈ C(Rd ; R¯+) with compact support such that W(0) = 1 and define V (y,ω), for each ω ∈ Ω of
the form (2.13), by
V (y,ω) :=
∫
Rd
W(y − z) dω(z) =
∞∑
j=1
W(y − yj ). (2.14)
The law of V is inherited from the probability measure P we attach to the measurable space (Ω,F). The canonical
choice of the probability measure P is to take it to be the Poisson law Pν which is characterized uniquely by the
properties:
(i) for every U ∈ B(Rd), Eν[ω(U)] = ν|U |,
(ii) if k ∈ N and U1, . . . ,Uk ∈ B(Rd) are disjoint, then the random variables ω 
→ ω(Uj ) are independent, and
(iii) Pν[E] = Pν[E + y] for each E ∈ F .
Under Pν , the canonical process ω is called a Poisson point process with intensity ν. It is easy to see that, with respect
to Pν , the potential V given by (2.14) is unbounded in ω but satisfies (2.10) and (2.11) for any α,β > 0. In fact, it
follows from (ii) that V (y, ·) and V (z, ·) are independent, provided that |y − z| > diam(supp(W)).
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hypotheses, and the reader is invited to consult [9,10] for many more. We mention one other type, a cluster process,
in which cluster center points are chosen according to a Poisson law and around each cluster center point a certain
(possibly random) number of points are placed according to a predetermined distribution. For instance, in Fig. 1 we
have placed a Poisson number of points around each cluster center point according to a Gaussian distribution. If
the clusters are not uniformly bounded, that is, points may land arbitrarily far from their cluster center with positive
probability, then the process will not be i.i.d. but may be strongly mixing. While mixing conditions are difficult to
check in practice, sufficient conditions for a cluster point process to satisfy a mixing condition such as (2.12) can be
found in Laslett [18]. Likewise, if the function W in (2.14) has unbounded support, then the potential V is not i.i.d.
but may nonetheless satisfy strong mixing hypothesis, depending on the rate of decay of W(y) for large |y|.
3. The main results and proof overview
With the hypotheses stated in the previous section in force, we now state the two main results.
Theorem 1. There exist H :Rd → R and Ω0 ⊆ Ω of full probability such that, for each ω ∈ Ω0 and u0 ∈ BUC(Rd),
the unique solution uε = uε(·,ω) of (1.1) given in Proposition 7.2 converges locally uniformly in Rd ×R+, as ε → 0,
to the unique solution u of (1.4) which belongs to BUC(Rd × [0, T ]) for every T > 0.
Theorem 2. There exists a subset Ω0 ⊆ Ω of full probability such that, for each ω ∈ Ω0 and μ > H(p), with
H :Rd → R as in Theorem 1, the unique solution mεμ = mεμ(·,ω) of (1.5) given in Proposition 6.2 converges, as
ε → 0, locally uniformly in Rd \ {0} to the unique solution mμ of (1.6). Moreover, H(p) is the unique constant such
that (1.6) has a unique solution for all μ>H(p) and no solution if μ<H(p).
The effective nonlinearity H is identified in Proposition 5.1 below. Some of its basic properties are summarized in
Proposition 5.5. We remark that these properties yield that (1.4) has a unique bounded uniformly continuous solution
on Rd × [0, T ] for any T > 0. The well-posedness of (1.1) is discussed briefly in Section 7.
As the proofs of Theorems 1 and 2 are rather lengthy and involved, we devote the remainder of this section to
summarizing the primary obstacles and main ideas needed to overcome them. To simplify our exposition, we consider
the time-independent problem
uε − ε tr
(
A
(
x
ε
,ω
)
D2uε
)
+H
(
Duε,
x
ε
,ω
)
= 0 in Rd . (3.1)
Assume that uε admits the asymptotic expansion
uε(x,ω)= u(x)+ εw
(
x
ε
,ω
)
+O(ε2). (3.2)
Inserting this into (3.1) and performing a formal computation, we arrive at
u− tr(A(y,ω)D2yw)+H(Dxu+Dyw,y,ω)= 0. (3.3)
If the expression on the left of (3.3) is independent of (y,ω), then we obtain an equation for u. That is, we suppose
that, for each p ∈ Rd , there exists a constant H = H(p) and a function w = w(y,ω) such that
− tr(A(y,ω)D2yw)+H(p +Dyw,y,ω)= H(p) a.s. in ω. (3.4)
Substituting into (3.3), we thereby obtain the effective equation
u+H(Du) = 0 in Rd . (3.5)
Returning to (3.2), we see that the convergence uε → u locally uniformly in Rd , as ε → 0, is formally equivalent to
εw(x
ε
,ω)→ 0, that is, w must be strictly sublinear at infinity:
|y|−1w(y,ω)→ 0 as |y| → ∞ a.s. in ω. (3.6)
The PDE approach to homogenization lies in reversing this analysis: it is hoped that by studying the macroscopic
problem (3.4), one can justify the convergence of uε to the solution u of the effective equation (3.5). A solution w
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oscillations in the analysis of (3.1), as predicted by the asymptotic expansion (3.2). The effective Hamiltonian H is
thereby identified via a compatibility condition, namely, the solvability of (3.4) subject to condition (3.6).
In the periodic setting, (3.4) is typically referred to as the cell problem since it suffices to solve the equation on the
unit cube (a single cell) with periodic boundary conditions. In this case, the condition (3.6) is obviously redundant
since periodic functions are bounded.
Solving the macroscopic problem requires considering an approximate problem, which typically is
δvδ − tr(A(y,ω)D2yvδ)+H (p +Dyvδ, y,ω)= 0. (3.7)
Here δ > 0 and p ∈ Rd are fixed. The auxiliary macroscopic problem (3.7) is not merely an ad hoc approximation to
(3.4). Indeed, rescaling the latter by setting uε(y) := ε−1uε(εy)− p · y and substituting y = x/ε for the fast variable
in (3.4), one obtains (3.1) with δ = ε.
In the case that V is bounded, the fact that (3.7) is proper (i.e., strictly increasing in its dependence on vδ) permits
one to obtain, from standard viscosity solution theory, a unique bounded solution vδ ∈ BUC(Rd) satisfying∥∥δvδ∥∥
L∞(Rd ) +
∥∥Dvδ∥∥
L∞(Rd )  C. (3.8)
The stationarity of vδ is immediate from uniqueness. We then define wδ(y,ω) := vδ(y,ω)− vδ(0,ω) and attempt to
pass to the limits −δvδ(0,ω) → H and wδ(y,ω)→ w(y,ω) as δ → 0, in the hope of obtaining (3.4) from (3.7). The
uniqueness of H then follows from an application of the comparison principle.
A periodic environment possesses sufficient compactness to make this argument rigorous, and, as previously
mentioned, (3.6) comes for free since the limit function w is periodic and thus bounded.
To avoid messy measurability issues, in the random setting we must pass to limits in the variables (y,ω) together.
Unfortunately we possess insufficient compactness in ω to accomplish this without further ado. What is more, un-
like the periodic case, we cannot obtain (3.6) from (3.8). These are not merely technical issues. In fact, Lions and
Souganidis [21] have shown that correctors do not exist in the general stationary ergodic case.
Hence in the random setting we must concede our attempt to solve the macroscopic problem (3.4) and instead return
to the auxiliary problem (3.7). To obtain the homogenization result, it turns out to be sufficient to find a (necessarily
unique) deterministic constant H such that, almost surely, the sequence δvδ converges to −H uniformly in balls of
radius ∼ 1/δ as δ → 0. In Proposition 7.1 we show that, for every r > 0,
lim sup
δ→0
sup
y∈Br/δ
∣∣δvδ(y,ω)+H ∣∣= 0 a.s. in ω. (3.9)
An important idea in the proof of (3.9), recently introduced in [23], is the observation that to homogenize it is
nearly enough to construct a subcorrector w of (3.3), i.e., a subsolution of (3.3) which is strictly sublinear at infinity.
The subcorrector can be constructed by passing to weak limits in (3.7) along a subsequence δj → 0 and using the
convexity of H . It then follows from the ergodic theorem and the stationarity of the gradients Dvδ and their weak
limit that w satisfies (3.6). The comparison principle permits us to compare w with the full sequence vδ . Combined
with some elementary measure theory this yields that
E
∣∣δvδ(0, ·)+H ∣∣→ 0 as δ → 0. (3.10)
Of course, this yields almost sure convergence along some subsequence – and eventually homogenization almost
surely – but only along this particular subsequence.
Obtaining (3.9) from (3.10) along the full sequence δ → 0, without relying on explicit formulae, is nontrivial and
requires some additional estimates and, more importantly, some new ideas.
We begin with the estimates. The first controls the oscillation of δvδ in balls of radius ∼ 1/δ. We show that there
exists a deterministic constant C > 0, depending on |p|, such that, for each y ∈ Rd and r > 0,
lim sup
δ→0
osc
B(y/δ,r/δ)
δvδ(·,ω) Cr a.s. in ω. (3.11)
The second controls the size of δvδ on balls of radius ∼ 1/δ, so that for each y ∈ Rd ,
sup lim sup osc
B(y/δ,R/δ)
δvδ(·,ω) C a.s. in ω. (3.12)R>0 δ→0
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bounded V , we have global Lipschitz estimates on vδ and L∞-bounds on the δvδ . Therefore (3.11) and (3.12) are
immediate. In the unbounded setting, as we will see, proving (3.11) and (3.12) is a more delicate matter.
The next step to obtain (3.9) is to prove that
δvδ(0,ω) → −H a.s. in ω. (3.13)
Once this is done, and we describe how it is proved below, we can get the convergence in balls of radius ∼ 1/δ instead
of just at the origin by relying again on (3.11), a second application of the ergodic theorem and some elementary
measure theory.
Proving (3.13) requires studying the behavior, as ε → 0, of the solutions mεμ of the metric problem (1.5).
Incidentally, that μ > H(p) is necessary and sufficient for the well-posedness of (1.5) is itself another new result
in the theory of viscosity solutions. As mentioned in the introduction, we use the subadditive ergodic theorem to
conclude, after some work, that the functions mεμ converge a.s. in ω and locally uniformly in Rd to solutions mμ
of (1.6), for every μ > H(p). With this in place, we can prove (3.13), using a new reverse perturbed test function
argument: if (3.13) does not hold along a subsequence, then the convergence of the mεμ must fail for every p ∈ Rd for
which H(p) = μ. This argument works for all p for which H(p) > minH , since we need μ>H(q) for some q ∈ Rd
for the existence of the functions mεμ. To conclude we need a separate argument for the case H(p) = minH . For this
we prove a new characterization of minH which involves constructing subsolutions of (3.7) which are permitted to
grow linearly instead of strictly sublinearly at infinity.
Several additional difficulties arise in unbounded environments. Their resolution has new and interesting impli-
cations for the theory of viscosity solutions. Firstly, obtaining stationary solutions vδ of the auxiliary problem (3.7)
as well as the “metric problem” is nontrivial, as we see later. In particular, we cannot expect (3.7) to have bounded
solutions, and we must also prove a comparison principle which as far as we know is new in the context of viscosity
solutions. Secondly, and this is a more serious problem, it is necessary, as already explained earlier, to have an inde-
pendent of δ control over the modulus of continuity of vδ . We show in Lemma 4.10 that the mixing hypothesis on V
yields control of the oscillation of δvδ on balls of radius ∼ 1/δ. Finally, the absence of uniform Lipschitz estimates on
vδ causes an additional difficulty in the proof of (3.10), using the comparison principle. This is overcome by relying
again on the convexity of H .
4. The auxiliary macroscopic problem
We study here the auxiliary macroscopic problem (3.7) setting the stage for the definition of H in the next
section. The main goal is to show that (3.7) has a unique (and therefore stationary) solution vδ , and that the function
x 
→ δvδ(x/δ) is uniformly Lipschitz on scales of order O(1) as δ → 0. If V is bounded, this is straightforward:
a unique bounded solution vδ exists for each δ > 0, and we can easily obtain global Lipschitz estimates which are
uniform in δ; see [22].
The unbounded setting presents difficulties requiring us to utilize hypotheses (2.9), (2.10) and (2.11) on the poten-
tial V . Firstly, we cannot expect solutions vδ of (3.7) to be bounded from above. This complicates the well-posedness
of (3.7), and, in particular, leads to difficulties with uniqueness, which we handle by using the convexity of H .
Secondly, the unboundedness of V means that global Lipschitz estimates on vδ and L∞ bounds on δvδ cannot
hold, and therefore obtaining (3.11) and (3.12) is a nontrivial matter. To deal with this difficulty, we use the mixing
condition (2.11) and some probability. We proceed by obtaining a local estimate on |Dvδ| in terms of V using
Bernstein’s method. By Morrey’s inequality, this reduces the issue to controlling the average of a power of V on
large balls. The latter is precisely what a mixing condition allows us to estimate.
Finally, since we may only make countable intersects of subsets of Ω , the proof of the homogenization theorem
requires an estimate for the dependence of vδ on the parameter p in (3.7). This is dealt with in Lemma 4.7, a by-product
of which is the continuity of effective Hamiltonian H , as we will see in Section 5. In the case of general x-dependent
problems like (1.7), this issue becomes much more complicated to resolve in the unbounded environment and requires
a strengthening of the hypothesis on V ; in particular we must take α and β to be much larger than in (2.9).
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We prove that, a.s. in ω, (3.7) has a unique bounded from below solution on Rd . The first issue is to obtain strictly
sublinear decay on subsolutions of (3.7).
The following lemma provides a local upper bound (depending on ω) for subsolutions of (3.7). The proof is based
on a barrier construction, following [19,22].
Lemma 4.1. Fix δ > 0 and (p,ω) ∈ Rd ×Ω . There exists a deterministic constant C > 0, independent of δ, such that
if v ∈ USC(B¯1) is a subsolution of (3.7) in B1, then
sup
y∈B1/2
δv(y) sup
y∈B1
V (y,ω)+C(1 + δ). (4.1)
Proof. We construct a simple barrier. To the extent that we rely on (2.7), we may assume that γ  2. Indeed, if (2.7)
holds for γ > 2, then, for every (p, y,ω),
H(p,y,ω) c0|p|2 − V (y,ω)− (c1 + c0).
With a, b 0 to be selected below and η := 2−γ
γ−1 , consider the smooth function w ∈ C∞(B1) defined by
w(y) :=
{
a + b(1 − |y|2)−η if γ < 2,
a − b log(1 − |y|2) if γ = 2. (4.2)
It follows that ∣∣Dw(y)∣∣γ  cbγ |y|γ (1 − |y|2)−(η+2),
and
tr
(
A(y,ω)D2w
)
 Cb
(
1 − |y|2)−(η+2)  Cb(|y|γ (1 − |y|2)−(η+2) +C).
Inserting w into the left side of (3.7) yields
δw − tr(A(y,ω)D2w)+H(p +Dw,y,ω)

(
aδ −C(b + 1)− V (y,ω))+ (cbγ −Cb)|y|γ (1 − |y|2)−(η+2)  0 in B1,
provided that b > 0 is chosen sufficiently large in terms of the constants in (2.4) and (2.7), and that a is taken to be
the random variable
a(ω) := 1
δ
(
sup
y∈B1
V (y,ω)+C(b + 1)
)
.
Since w is smooth, it follows from the definition of viscosity subsolution that v −w cannot have a local maximum at
any point in the set {v > w}. Since w(y) → +∞ as |y| → 1, we deduce that {v > w} is empty and, therefore, v w
in B1. The bound (4.1) now follows. 
The hypothesis α > d is needed to show that V (·,ω) is strictly sublinear at infinity, a.s. in ω. In light of Lemma 4.1,
this ensures that any subsolution of (3.7) is bounded from above, a.s. in ω, by a function growing strictly sublinearly
at infinity. The latter fact is needed to obtain a comparison principle for (3.7).
Lemma 4.2. There exist a set Ω1 ⊆ Ω of full probability and constants σ < 1 and C1 > 0, such that, for all ω ∈ Ω1,
lim sup
R→∞
R−σ sup
y∈BR
V (y,ω) = 0. (4.3)
Proof. Using the stationarity of V and (2.10) and by covering BR with at most CRd balls of radius 1, we see that, for
any μ> 0,
P
[
sup V (y, ·) μ
]
 CRdμ−α. (4.4)y∈BR
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P
[
sup
y∈B2k
V (y, ·) 2σkε
]
 Cε2(d−σα)k. (4.5)
Since d − σα < 0, we obtain
∞∑
k=1
P
[
sup
y∈B2k
V (y, ·) 2σkε
]
 Cε
∞∑
k=1
2(d−σα)k < ∞.
Applying the Borel–Cantelli lemma, we get
lim sup
R→∞
R−σ sup
y∈BR
V (y,ω) 2σ lim sup
k→∞
2−σk sup
y∈B2k
V (y,ω) 2σ ε a.s. in ω.
Disposing of ε > 0 yields (4.3) for all ω in a set of full probability. 
The following is an immediate consequence of Lemmata 4.1 and 4.2.
Corollary 4.3. Fix δ > 0, p ∈ Rd , ω ∈ Ω1, and d/α < σ < 1. If v ∈ USC(Rd) is a subsolution of (3.7) in Rd , then
lim sup
|y|→∞
|y|−σ v(y) 0. (4.6)
Due to the unboundedness of H , we cannot apply standard comparison results from the theory of viscosity solutions
to (3.7). However, the previous corollary, the convexity of H and the one-sided bound (2.6) suffice to prove the
following comparison principle.
Lemma 4.4. Fix δ > 0, p ∈ Rd and ω ∈ Ω1. Suppose that u ∈ USC(Rd) and v ∈ LSC(Rd) are, respectively, a subso-
lution and supersolution of (3.7) in Rd . Assume also that
lim inf|y|→∞
v(y)
|y|  0. (4.7)
Then u v in Rd .
Proof. It follows from Corollary 4.3 that, for all ω ∈ Ω1,
lim sup
|y|→∞
u(y)
|y|  0.
Since (p,ω) play no further role in the argument, we omit them for the rest of the proof. Define the auxiliary function
ϕ(y) := −(1 + |y|2) 12 . (4.8)
it is immediate that |Dϕ| + |D2ϕ| C, hence, using (2.4) and (2.6), we have∣∣tr(A(y,ω)D2ϕ)∣∣+H(p +Dϕ,y,ω) C. (4.9)
Fix ε > 0 and define the function
uˆε(y) := (1 − ε)u(y)+ ε
(
ϕ(y)− k),
where k > 0 is taken sufficiently large (depending on δ) that ϕ − k is a subsolution of (3.7) in Rd . Formally, using
the convexity of H , we see that the function uˆε is a subsolution of (3.7). This is made rigorous in the viscosity sense
by appealing to Lemma A.1, or by a more direct argument using that ϕ − k is smooth. Owing to (4.6), (4.7), and the
definition of ϕ, we have
lim inf
v(y)− uˆε(y)  ε,|y|→∞ |y|
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uˆε  v in Rd .
We obtain the result upon sending ε → 0. 
We next demonstrate the well-posedness of the auxiliary macroscopic problem (3.7), following the general Perron
method outlined, for example, in [6].
Proposition 4.5. For each fixed p ∈ Rd and ω ∈ Ω1, there exists a unique solution vδ = vδ(·,ω;p) ∈ C(Rd) of (3.7),
which is stationary and such that, for some C > 0,
δvδ(·,ω;p)−C(1 + |p|γ ). (4.10)
Proof. Observe that by (2.6), the constant function −Cδ−1(1 + |p|)γ is a subsolution of (3.7). It is easy to check
using (4.3) that, for sufficiently large k depending on δ, the function (1 + |y|2)1/2 + k is a supersolution of (3.7).
Define
vδ(y,ω) := sup{w(y): w ∈ USC(Rd) is a subsolution of (3.7) in Rd}.
Since ω ∈ Ω1, Lemma 4.4 yields that vδ  (1+|y|2)1/2 + k in Rd . Thus vδ(y,ω) is well-defined and finite. It follows
(see [6, Lemma 4.2]) that (vδ)∗ is a viscosity subsolution of (3.7), where (vδ)∗ denotes the upper semicontinuous
envelope of vδ . Since ω ∈ Ω1, we deduce that (vδ)∗(y) satisfies
lim sup
|y|→∞
(vδ)∗(y)
|y|  0.
If the lower semicontinuous envelope (vδ)∗ of vδ failed to be a supersolution of (3.7), then this would violate the
definition of vδ , see [6, Lemma 4.4]. Clearly (4.10) holds by definition, and therefore we may apply Lemma 4.4 to
conclude that (vδ)∗  (vδ)∗. Therefore vδ = (vδ)∗ = (vδ)∗ and so vδ ∈ C(Rd) is a solution of (3.7). Uniqueness is
immediate from Lemma 4.4, and stationarity follows from uniqueness. 
We conclude this subsection with a continuous dependence estimate, asserting that, a.s. in ω, if p1 and p2 are
close, then δvδ(·,ω;p1) and δvδ(·,ω;p2) are close in an appropriate sense. Once we have homogenization, this is
equivalent to showing that H is continuous. We address this point now rather than later due to technical difficulties we
encounter in the homogenization proof. In particular, we must obtain a single subset of full probability on which (3.9)
holds for all p ∈ Rd . To accomplish this, we first obtain (3.9), a.s. in ω, for each rational p and then intersect the
respective subsets of Ω . This yields a subset of Ω of full probability on which the limit (3.9) holds for all rational p.
To argue that, in fact, (3.9) holds for all ω in this subset and all p ∈ Rd requires such a continuous dependence
estimate. For exactly the same reason, we also need the following result in the next subsection, where we obtain a
single set of full probability on which the estimate (3.11) holds for all p.
The continuous dependence estimate is Lemma 4.7, below. It is based on the following preliminary lemma, which
will also be useful to us later.
Lemma 4.6. Fix λ > 0 and p ∈ Rd , and define wδ(y,ω) := λvδ(y,ω;p). If λ < 1, then wδ satisfies, for any q ∈ Rd ,
δwδ − tr(A(y,ω)D2wδ)+H (q +Dwδ,y,ω) (1 − λ)H(q − λp
1 − λ ,y,ω
)
in Rd . (4.11)
Likewise, if λ > 1, then for any q ∈ Rd ,
δwδ − tr(A(y,ω)D2wδ)+H (q +Dwδ,y,ω) (1 − λ)H(q − λp
1 − λ ,y,ω
)
in Rd . (4.12)
Proof. Writing wδ in the form
wδ(y) = λvδ(y,ω;p)= λ((q − p) · y + vδ(y,ω;p))+ (1 − λ)(λ(q − p) · y)
1 − λ
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H
(
q +Dwδ(y), y,ω) λH (p +Dvδ(y,ω;p))+ (1 − λ)H(q − λp
1 − λ ,y,ω
)
.
Therefore, formally we have
δwδ − tr(A(y,ω)D2wδ)+H (q +Dwδ,y,ω)− (1 − λ)H(q − λp
1 − λ ,y,ω
)
 λ
(
δvδ(y,ω;p)− tr(A(y,ω)D2vδ(y,ω;p))+H (p +Dvδ(y,ω;p), y,ω))= 0.
This inequality is easy to confirm in the viscosity sense by performing an analogous calculation with smooth test
functions. We have proved (4.11).
The proof of (4.12) is similar. Expressing vδ(·;p) in terms of wδ as
vδ(y,ω;p)= λ−1((p − q) · y +wδ(y))+ (1 − λ−1)(λ(q − p)
1 − λ · y
)
,
we use again the convexity of H to find that, formally,
H
(
p +Dvδ(y,ω;p)) λ−1H (q +Dwδ(y))+ (1 − λ−1)H(q − λp
1 − λ ,y,ω
)
.
From this we formally obtain (4.12). The derivation is once again made rigorous with smooth test functions. 
Lemma 4.7. There exists C > 0 such that, for each δ > 0, p1,p2 ∈ Rd and ω ∈ Ω1,
sup
y∈Rd
∣∣δvδ(y,ω;p1)− δvδ(y,ω;p2)∣∣ C(1 + |p1| + |p2|)γ−1|p1 − p2|. (4.13)
Proof. Fix δ > 0, ω ∈ Ω1, and, for i = 1,2, write vδi (y,ω) := vδ(y,ω;pi). For 0 < λ< 1 to be selected below define
wδ(y) := λvδ2(y,ω). According to Lemma 4.6, wδ satisfies the inequality
δwδ − tr(A(y,ω)D2wδ)+H (p1 +Dwδ,y,ω) (1 − λ)H(p1 − λp21 − λ ,y,ω
)
in Rd .
Set λ := 1 − (1 + |p1| + |p2|)−1|p1 − p2|. It follows that
|p1 − λp2|
1 − λ =
|(1 + |p1| + |p2|)(p1 − p2)+ |p1 − p2|p2|
|p1 − p2|  1 + |p1| + 2|p2|.
Thus by (2.6),
(1 − λ)H
(
p1 − λp2
1 − λ ,y,ω
)
 C |p1 − p2|
1 + |p1| + |p2|
(
1 + |p1| + |p2|
)γ = C(1 + |p1| + |p2|)γ−1|p1 − p2|. (4.14)
Therefore, w˜δ(y) := wδ(y)− δ−1C(1 + |p1| + |p2|)γ−1|p1 − p2| is a subsolution of
δw˜δ − tr(A(y,ω)D2w˜δ)+H (p1 +Dw˜δ, y,ω) 0 in Rd .
Applying Lemma 4.4, we obtain
w˜δ  vδ1 in Rd .
Rearranging some terms and using the definition of λ and (4.10) yields that, in Rd ,
vδ2 − vδ1 = (λ− 1)vδ2 + w˜δ − vδ1 + δ−1C
(
1 + |p1| + |p2|
)γ−1|p1 − p2|
 δ−1C
(
1 + |p2|γ
)
(1 − λ)+ δ−1C(1 + |p1| + |p2|)γ−1|p1 − p2|
 δ−1C
(
1 + |p1| + |p2|
)γ−1|p1 − p2|.
Now we repeat the argument reversing the roles of p1 and p2 to obtain (4.13). 
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We obtain important estimates controlling the oscillation of δvδ in balls of radius ∼ 1/δ, which plays a critical
role in the proof of (3.9). If V is bounded uniformly in ω, it is easy to obtain estimates which are independent of δ.
Indeed, Lemma 4.1 and Proposition 4.5 provide an L∞ bound for δvδ while Lemma 4.8 below provides uniform,
global Lipschitz estimates for vδ , and there is nothing more to show. In the unbounded setting, the situation is subtle.
The mixing hypothesis together with Morrey’s inequality and the ergodic theorem is needed to obtain the required
estimate.
The idea is as follows. First, we use Bernstein’s method to get a local Lipschitz estimate on vδ in terms of the
nearby behavior of V . Next, we use the mixing hypothesis to control the average of an appropriate power V over large
balls, thereby providing us with some control over the average of |Dvδ|q on large balls, for some q > d . We then
apply Morrey’s inequality, which yields an estimate on the oscillation of δvδ on balls of radius ∼ 1/δ, centered at the
origin. A supplementary argument using Egoroff’s theorem combined with the ergodic theorem upgrades the latter
estimate to the one we need, which is contained in Lemma 4.10, below.
We begin with the local Lipschitz estimate on vδ .
Lemma 4.8. Fix δ > 0 and (p,ω) ∈ Rd ×Ω . There exists, an independent of δ, C = C(|p|) > 0 such that any solution
v ∈ C(B¯1) of (3.7) in B1 is Lipschitz on B1/2, and
ess sup
y∈B1/2
∣∣Dv(y)∣∣γ  C(1 + sup
y∈B1
V (y,ω)
)
. (4.15)
Proof. The estimate follows by the Bernstein method. By performing a routine regularization, smoothing the coef-
ficients and adding, if necessary, a small viscosity term, we may assume that v is smooth. Next we adapt here the
arguments of [19,22].
Let 0 < θ < 1 be chosen below and select a cutoff function ϕ ∈ C∞(B1) satisfying
0 ϕ  1, ϕ ≡ 1 on B 1
2
, ϕ ≡ 0 in B1 \B 3
4
, |Dϕ|2  Cϕ1+θ and ∣∣D2ϕ∣∣ Cϕθ . (4.16)
For example, we may take ϕ = ξ2/(1−θ), where ξ ∈ C∞(B1) is any smooth function satisfying the first three condition
of (4.16).
Define z := |Dv|2 and ξ := ϕ|Dv|2 = ϕz, and compute
Dξ = zDϕ + 2ϕD2vDv, D2ξ = zD2ϕ + 2Dϕ ⊗ (D2vDv)+ ϕ(D3vDv +D2vD2v). (4.17)
Differentiating (3.7) with respect to y and multiplying by ϕDv yields
δξ − ϕDv · tr(DyA(y,ω)D2v +A(y,ω)DyD2v)+ ϕDpH(p +Dv,y,ω) ·D2vDv
+ ϕDv ·DyH(p +Dv,y,ω)= 0. (4.18)
Combining (4.17) and (4.18) and performing some computation, we find that, at any point y0 at which ξ achieves a
positive local maximum,
2δξ − 2ϕ tr(DyAD2v) ·Dv + tr(A(zD2ϕ + 2ϕ−1zDϕ ⊗Dϕ + 2ϕD2vD2v))
− zDpH(p +Dv,y0) ·Dϕ + 2ϕDyH(p +Dv,y0) ·Dv  0. (4.19)
Writing M := D2v(y0) and q := Dv(y0) and using (2.8), we obtain
ϕ tr
(
AM2
)
 ϕ|q|∣∣tr(DyAM)∣∣+C|A||q|2∣∣D2ϕ∣∣+C|A||Dϕ|2ϕ−1|q|2
+C|q|2|p + q|ν−1|Dϕ| +C|q|ϕV (y0,ω). (4.20)
The Cauchy–Schwarz inequality in the form(
tr(AM)
)2  C|A| tr(AM2), (4.21)
and (2.4) imply that
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tr(DyAM)
)2 = (2 tr(DyΣΣtM))2  4|DyΣ |2 tr(AM2) C tr(AM2).
This inequality, (4.16), another use of (4.21) and some elementary inequalities yield
ϕ
(
tr(AM)
)2  Cϕ tr(AM2) Cϕθ |q|2 +C|q|2|p + q|ν−1ϕ(1+θ)/2 +C|q|ϕV (y0,ω). (4.22)
By squaring Eq. (3.7) and using (4.22), we obtain, at y = y0,
ϕ
(
δv +H(p + q, y0)
)2  Cϕθ |q|2 +C|q|2|p + q|ν−1ϕ(1+θ)/2 +C|q|ϕ sup
y∈B1
V (y,ω).
The inequality above, (2.7) and (4.1) yield
ϕ|q|2γ  Cϕ
(
1 + sup
y∈B1
V (y,ω)
)2 +Cϕθ |q|2 +C|q|γ+1ϕ(1+θ)/2,
for a constant C > 0 depending as well on an upper bound for |p|. Setting θ := 1/γ , we find(
ϕθ |q|2)γ  Cϕ(1 + sup
y∈B1
V (y,ω)
)2 +Cϕθ |q|2 +C(ϕθ |q|2)(1+γ )/2.
Therefore,
ξγ = (ϕ|q|2)γ  C +C(1 + sup
y∈B1
V (y,ω)
)2
.
The bound (4.15) follows. 
From Lemma 4.8 we see immediately that vδ(·,ω;p) ∈ W 1,∞loc (Rd) for each ω ∈ Ω1 and p ∈ Rd , with |Dvδ|
controlled locally by V and an upper bound for |p|.
The purpose of the mixing hypothesis is to prove the following estimate which, in light of Lemma 4.1, give some
control over the average of |Dvδ|q in large balls.
Lemma 4.9. There exist a set Ω2 ⊆ Ω1 of full probability and constants q > d and C2 > 0 such that, for every ω ∈ Ω2,
lim sup
R→∞
(
−
∫
BR
sup
B(y,1)
V (·,ω)q/γ dy
)1/q
 C2. (4.23)
Before we present the proof of Lemma 4.9, we briefly describe the general idea of how the mixing condition is
used to prove (4.23). For convenience, it is better to consider a cube QK instead of the ball BR . Here K is large integer
and QK is the cube of side length 2K centered at the origin. The idea is then to subdivide QK into smaller cubes,
which are obtained by two successive partitions of QK . The smaller cubes are collected into groups in such a way
that within each group, the cubes are sufficiently separated so that we may apply the mixing condition. This provides
some decay on the probability that the average of supB(y,1) |V (·,ω)|q/γ is large on the union of each group.
Proof of Lemma 4.9. Let K and N be positive integers such that K is a multiple of N . Partition QK into
M := (K/N)d subcubes Q1, . . . ,QM of side length 2N . Partition each of the cubes Qi into L := Nd subcubes
Qi1, . . . ,QiL of side length 2, in such a way that Qij has the same position in Qi as does Q1j relative to Q1. That is,
the translation that takes Qi to Q1 also takes Qij to Q1j (the partitions are illustrated in Fig. 2). If N  5, this ensures
that, for each 1 i, j M and 1 k  L, we have
dist
(
Qik,Qjk
)
 2(N − √2)N + 2. (4.24)
Observe that
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−
∫
QK
sup
B(y,1)
∣∣V (·,ω)∣∣q/γ dy = (2K)−d L∑
j=1
M∑
i=1
∫
Qij
sup
B(y,1)
∣∣V (·,ω)∣∣q/γ dy
 (2K)−dL max
1jL
(
M∑
i=1
sup
Q˜ij
∣∣V (·,ω)∣∣q/γ)
= 2−d max
1jL
(
1
M
M∑
i=1
sup
Q˜ij
∣∣V (·,ω)∣∣q/γ), (4.25)
where Q˜ij := {y ∈ Rd : dist(Qij , y)  1} is the set of points within a unit distance of Qij . Note that
diam(Q˜ij ) 2 + 2√d , and by (4.24),
dist
(
Q˜ik, Q˜jk
)
N. (4.26)
Fix 1 J  L and define the random variable
gi(ω) := sup
Q˜iJ
(∣∣V (·,ω)∣∣q/γ ∧Kqσ/γ ),
with d/α < σ < 1 to be selected below. Lemma A.2, the mixing hypothesis (2.12) and (4.26) imply that, for each
1 i, j M , ∣∣E[gigj ] −E[gi]E[gj ]∣∣ CK2qσ/γ N−β.
Lemma A.3 yields the estimates
E
(
1
M
M∑
j=1
gj
)2
 C
(
1 +K2qσ/γ N−β)
and
Var
(
1
M
M∑
j=1
gj
)
 1
M
Var(gj )+CK2qσ/γ N−β  C
(
K−dNd +K2qσ/γ N−β).
According to (2.9), it is possible to choose s ∈ Q such that 0 < s < 1/2, q > d and d/α < σ < 1 such that s(β − d) >
2σq/γ . Selecting N = Ks (we show below that this is possible), and
ε := min{(1 − s)d, sβ − 2σq/γ }> sd > 0,
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E
(
1
M
M∑
j=1
gj
)2
 C and Var
(
1
M
M∑
j=1
gj
)
 CK−ε.
It follows by Chebyshev’s inequality (see Remark A.4) that, for some C > 0,
P
[
1
M
M∑
j=1
gj > t
]

(
t2 −C)−1K−ε  CK−ε for all t > 2C.
Recalling (4.25) and the choice of N , we see that, for each t > 2C,
P
[(
−
∫
QK
sup
B(y,1)
∣∣V (·,ω)∣∣q/γ ∧Rqσ/γ dy)1/q > t]
 P
[
max
1jL
(
1
M
M∑
i=1
sup
Q˜ij
∣∣V (·,ω)∣∣q/γ ∧Rqσ/γ)>Ctq]
 LP
[
1
M
M∑
j=1
gj > Ct
q
]
 CLK−ε  CKsd−ε.
Writing h(y) := supB(y,1) |V (·,ω)|q/γ , in view of (4.5), we see that for all t > C,
P
[(
−
∫
QK
h(y)dy
)1/q
> t
]
 P
[(
−
∫
QK
h(y)∧Rqσ/γ dy
)1/q
> t
]
+ P
[
max
y∈QK
h(y) >Kqσ/γ
]
 CKsd−ε +CKd−σα.
Observe that the exponents sd−ε and d−σα are negative. The above applies to any K ∈ N for which Ks is an integer
which divides K . In particular we can take K = 2m for any positive integer m such that ms ∈ N. Writing s = a/b for
a, b ∈ N and applying the Borel–Cantelli lemma to the estimate above, we obtain
lim sup
n→∞
(
−
∫
Q2nb
h(y) dy
)1/q
 C a.s. in ω.
Now (4.23) follows, since for large R > 0, the positive integers k := log2b (R/
√
d ) and  := log2b R satisfy
Q2kb ⊆ BR ⊆ Q2b and |Q2b | C|BR| C|Q2kb |. Thus
−
∫
Q2kb
h(y) dy  C −
∫
BR
h(y)dy  C −
∫
Q2b
h(y) dy. 
In the next lemma, we prove (3.11). The inequalities (4.15), (4.23), and Morrey’s inequality provides an estimate
on the oscillation of δvδ in the ball Br/δ . A supplementary argument combining the ergodic theorem and Egoroff’s
theorem extends this to the balls of the form B(y/δ, r/δ).
Lemma 4.10. There exist a set Ω3 ⊆ Ω2 of full probability and a constant C = C(k) > 0, such that, for each y ∈ Rd ,
r > 0, |p| < k and ω ∈ Ω3,
lim sup
δ→0
osc
B(y/δ,r/δ)
δvδ(·,ω) Cr. (4.27)
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lim sup
δ→0
sup
y∈Br/δ
∣∣δvδ(y,ω)− δvδ(0,ω)∣∣ C lim sup
δ→0
r
(
−
∫
Br/δ
∣∣Dvδ(y,ω)∣∣q dy)1/q
 Cr lim sup
δ→0
(
−
∫
Br/δ
sup
B(y,1)
V (·,ω)q/γ dy
)1/q
 Cr, (4.28)
and (4.27) holds for y = 0. Note that C depends also on an upper bound for |p|.
To obtain the full (4.27), we combine (4.28), Egoroff’s theorem and the ergodic theorem. Fix r, s > 0. According
to Egoroff’s theorem, for each η > 0, there exists Dη ⊆ Ω2 with P[Dη]  1 − η such that, for each ω ∈ Dη and
δ = δ(η) > 0 sufficiently small,
osc
B(0,(r(1+η)/δ)
δvδ(·,ω) 2C(1 + 2η)r. (4.29)
The ergodic theorem yields Eη ⊆ Ω such that P[Eη] = 1 and, for all ω ∈ Eη,
lim
R→∞ −
∫
BR
1Dη(τzω)dz = P[Dη] 1 − η. (4.30)
Fix y ∈ Rd such that |y| s. It follows from (4.30) that, if δ = δ(η, s) > 0 is sufficiently small and ω ∈ Eη, then∣∣{z ∈ B2|y|: τz/δω ∈ Dη}∣∣ (1 − 2η)|B2|y||. (4.31)
Define
Ωr,s :=
∞⋂
j=1
∞⋃
k=j
(D2−k ∩E2−k ),
and observe that P[Ωr,s] = 1. Fix a positive integer j , ω ∈ Ωr,s and set ε := 2−j > 0. By making j larger, if necessary,
we may assume that ω ∈ Dε ∩ Eε . For all δ > 0 sufficiently small, depending on ω, k and j , (4.31) holds with
η = ε. This implies that we can find z ∈ B2|y| such that τz/δω ∈ Dε and |z − y| Cε|y|, due to the fact that the ball
B(y,Cε|y|) is too large to lie in the complement of {z ∈ Rd : τz/δω ∈ Dε}. Then B(y/δ, r/δ) ⊆ B(z/δ, (r+Cε|y|)/δ).
By shrinking δ > 0, again depending on ω, s and j , we may assume that (4.29) holds for η = Cε|y|. For such δ, we
have
osc
B(y/δ,r/δ)
δvδ(·,ω) osc
B(z/δ,r(1+Cε|y|)/δ)
δvδ(·,ω) = osc
B(0,r(1+Cε|y|)/δ)
δvδ(·, τz/δω) 2C(1 + 2Cεs)r.
Sending first δ → 0 and then j → ∞ so that ε → 0, we deduce that, for every |y| s and ω ∈ Ωr,s ,
lim sup
δ→0
osc
B(y/δ,r/δ)
δvδ(·,ω) 2Cr. (4.32)
Now define
Ω3 :=
⋂
r∈Q+
⋂
s∈N
Ωr,s .
Observe that P[Ω3] = 1 and (4.32) holds for every rational r > 0, y ∈ Rd and ω ∈ Ω3. By the monotonicity of the
quantity on the left side of (4.32) in r , the inequality (4.32) must then hold for all r > 0, y ∈ Rd and ω ∈ Ω3.
So far, we have obtained (4.27) only for a fixed p ∈ Rd , that is, Ω3 depends on p. To complete the proof, we
replace Ω3 by the intersection of such sets over all p ∈ Qd . An appeal to Lemma 4.7 then completes the proof. 
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p ∈ Rd , r > 0 and ω ∈ Ω3,
sup
R>0
lim sup
δ→0
sup
y∈BR
1
r
osc
B(y/δ,r/δ)
δvδ(·,ω) C(|p|). (4.33)
We can do even better by observing that
r 
→ sup
y∈BR−r
1
r
osc
B(y/δ,r/δ)
δvδ(·,ω) is decreasing,
from which it follows that, for every ω ∈ Ω3 and p ∈ Rd ,
sup
s,R>0
lim sup
δ→0
sup
y∈BR
sup
srR
1
r
osc
B(y/δ,r/δ)
δvδ(·,ω) C(|p|). (4.34)
The estimate (4.27) will typically be applied for r > 0 very small. In certain situations we control of the oscillation
of δvδ in BR/δ for large R, but require something better than CR. In bounded environments, of course, the quantity
δvδ is (essentially) bounded in Rd × Ω . In the next lemma we prove that, roughly speaking, this is also true in our
unbounded setting in balls of radius ∼ 1/δ as δ → 0. The arguments strongly use the mixing condition (again) as well
as our previous oscillation bound (4.34).
Lemma 4.12. There exist a set Ω4 ⊆ Ω3 of full probability and a constant C = C(k) > 0, such that, for each |p| < k
and ω ∈ Ω4,
sup
R>0
lim sup
δ→0
osc
BR/δ
δvδ(·,ω) C. (4.35)
Proof. It suffices to control maxBR/δ δvδ(·,ω), since by (4.10), δvδ(·,ω) is bounded from below uniformly in δ and
a.s. in ω.
We first estimate the quantity P[infy∈Br/δ supz∈B(y,1) V (z, ·)  t] for r > 0, where t > 0 is selected below. Find
points y1, . . . , ykδ ∈ Br such that kδ ≈ | log δ| and |yi − yj | > rδ for i = j , where rδ ≈ k−1/dδ r . For any t > 0,
P
[
inf
y∈Br/δ
sup
z∈B(y,1)
V (z, ·) t
]
 P
[
min
1ikδ
sup
z∈B(yi/δ,1)
V (z, ·) t
]
.
By the mixing hypothesis, the quantity on the right is at most
P
[
sup
z∈B(y,1)
V (z, ·) t
]kδ +C(kδ − 1)( rδ
δ
− 2
)−β
.
Choosing t > 0 so that P[supz∈B(y,1) V (z, ·) t] 12 , we obtain, for some suitably small κ > 0,
P
[
inf
y∈Br/δ
sup
z∈B(y,1)
V (z, ·) t
]
 2−kδ +Ck1+β/dδ r−βδβ  C
(
1 + r−β)δκ . (4.36)
Fix 0 < r < R and choose z1, . . . , z ∈ BR with  ≈ (R/r)d such that BR ⊆⋃i=1 B(zi, r/2). According to (4.36),
the stationarity of V and with t > 0 chosen as above, we have
P
[
sup
z∈BR
inf
y∈B(z/δ,r/δ) supx∈B(y,1)
V (x, ·) t
]
 P
[
sup
1i
inf
y∈B(zi/δ,r/2δ)
sup
x∈B(y,1)
V (x, ·) t
]
 P
[
inf
y∈Br/δ
sup
z∈B(y,1)
V (z, ·) t
]
 C
(
1 + r−β)δκ .
Therefore, by the Borel–Cantelli lemma, along the diadic sequence δj := 2−j ,
lim sup
j→∞
max
z∈BR/δ
inf
y∈B(z,r/δj )
sup
x∈B(y,1)
V (x,ω) t a.s. in ω. (4.37)
j
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lim sup
δ→0
max
z∈BR/δ
inf
y∈B(z,r/δ) supx∈B(y,1)
V (x,ω) t a.s. in ω. (4.38)
Combining this inequality and (4.1) we obtain, for a constant C depending on the appropriate quantities,
lim sup
δ→0
sup
y∈BR/δ
inf
y∈B(z,r/δ) δv
δ(y,ω) C a.s. in ω.
The last inequality and (4.34) imply that
lim sup
δ→0
sup
y∈BR/δ
δvδ(y,ω) C(1 +Cr) a.s. in ω.
We send r → 0 to obtain the result. 
Remark 4.13. The estimate (4.35) permits us to generalize our homogenization result to equations of the form (1.7),
with coefficients which depend also on the macroscopic variable x. The difficulty in generalizing to such equations
lies in obtaining a continuous dependence result stating that δvδ(0,ω;p1, x1) is close to δvδ(0,ω;p2, x2) provided
that |p1 − p2| + |x1 − x2| is small, at least in the limit as δ → 0 (and this must hold a.s. in ω). While we do not give
details here, it is precisely (4.35) that permits us to obtain such a continuous dependence estimate using the classical
viscosity solution-theoretic comparison machinery.
5. The effective Hamiltonian
Here we define the effective Hamiltonian H and explore some of its basic properties. In the process, we perform
much of the work for the proof of Theorem 1.
5.1. Construction of the effective Hamiltonian H
The first step in the proof of Theorem 1, formulated in the following proposition, is the identification of the effective
Hamiltonian H . The argument is based on the method recently introduced in [23], although substantial modifications
are necessary in the unbounded setting, as discussed above.
Proposition 5.1. There exist Ω5 ⊆ Ω4 of full probability and a continuous function H :Rd → R such that, for every
R > 0, p ∈ Rd , and ω ∈ Ω5,
lim
δ→0E
[
sup
y∈BR/δ
∣∣δvδ(y,ω;p)+H(p)∣∣]= 0, (5.1)
and
lim inf
δ→0 δv
δ(0,ω) = −H(p). (5.2)
Moreover, for each p ∈ Rd , there exists a function w :Rd ×Ω → R such that, a.s. in ω, w(·,ω) ∈ W 1,αloc (Rd), Dw is
stationary, and for every ω ∈ Ω5,{
− tr(A(y,ω)D2w)+H(p +Dw,y,ω)H(p) in Rd,
|y|−1w(y,ω)→ 0 as |y| → ∞.
(5.3)
Proof. The (local Lipschitz) continuity of H follows from Lemma 4.7, once we have shown (5.1). Moreover, accord-
ing to Lemma 4.7, we may argue for a fixed p ∈ Qd , and then obtain Ω5 by intersecting the relevant subsets of Ω
obtained for each rational p. We therefore fix p and omit all dependence on p.
The proof is divided into three steps.
Step 1: Construction of a subcorrector which is strictly sublinear at infinity. For each δ > 0, define
wδ(y,ω) := vδ(y,ω)− vδ(0,ω).
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a function w ∈ Lαloc(Rd ×Ω) and a field Φ ∈ Lαloc(Rd ×Ω;Rd) such that, for every R > 0, as j → ∞,⎧⎨⎩
−δj vδj (0, ·)⇀H(p, ·) weakly in Lα(Ω),
wδj ⇀w weakly in Lα(BR ×Ω),
Dvδj ⇀Φ weakly in Lα
(
BR ×Ω;Rd
)
.
(5.4)
The stationarity of the functions vδj , the ergodicity hypothesis and Lemma 4.10 imply that H is independent of ω,
i.e., H(p,ω) = H(p) a.s. in ω. Indeed, it suffices to check that, for each μ ∈ R, the event {ω ∈ Ω: H(p,ω) μ} is
invariant under τy , which follows immediately from (4.27).
It is clear that Φ is stationary, a property inherited from the sequence {Dvδj }, and that Φ = (Φ1, . . . ,Φd) is
gradient-like in the sense that for every compactly-supported smooth test function ψ = ψ(y),∫
Rd
(
Φi(y,ω)ψyj (y)−Φj(y,ω)ψyi (y)
)
dy = 0 a.s. in ω.
It follows (cf. Kozlov [17, Proposition 7]) that Φ = Dw, a.s. in ω and in the sense of distributions. Since α > d , the
Sobolev imbedding theorem yields, without loss of generality, that w(·,ω) ∈ C(Rd) a.s. in ω.
The convexity hypothesis (2.5) and the equivalence of distributional and viscosity solutions for linear inequalities
(cf. Ishii [13]) allow us to pass to weak limits in (3.7), obtaining that w(·,ω) is a viscosity solution, a.s. in ω, of
− tr(A(y,ω)D2w)+H(p +Dw,y,ω)H(p) in Rd . (5.5)
Since
EΦ(0, ·) = lim
j→∞EDv
δj (0, ·) = 0,
it follows from Lemma A.5 that
lim|y|→∞|y|
−1w(y,ω)= 0 a.s. in ω. (5.6)
Therefore w is a subcorrector which is strictly sublinear at infinity.
Step 2: H characterizes the full limit of δvδ(0,ω) in L1(Ω,P). The key step consists in showing that
−H  lim inf
δ→0 δv
δ(0,ω) a.s. in ω, (5.7)
which we prove by comparing the subcorrector w to vδ . Let Ω˜ be a subset of Ω of full probability such that Ω˜ ⊆ Ω4
and, for every ω ∈ Ω˜ , we have H(p,ω) = H(p) as well as (5.5) and (5.6).
Fix ω ∈ Ω˜ . We remark that the constants we introduce immediately below depend on ω. Let ϕ be defined by (4.8),
and recall from (4.9) that ∣∣tr(A(y,ω)D2ϕ)∣∣+H(p +Dϕ,y,ω) C. (5.8)
For each δ > 0, define the function
wδ(y) := (1 − ε)(w(y,ω)− (H + η)δ−1)+ εϕ(y),
where η > 0 is a given small constant and ε > 0 will be chosen below in terms of η. The strategy for obtaining (5.7)
lies in comparing wδ and vδ in the limit as δ → 0. Assuming that w is smooth, in view of (5.5), (5.8) and the convexity
of H , we have
δwδ − tr(A(y,ω)D2wδ)+H (p +Dwδ,y) δwδ + (1 − ε)H +Cε. (5.9)
In the case w is not smooth, one can verify (5.9) in the viscosity sense by using either that ϕ is smooth, or by appealing
to Lemma A.1. According to (5.6),
supw  Cη + η3R,
BR
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δwδ + (1 − ε)H +Cε = (1 − ε)(δw − η)+Cε  δCη + δη3R − 12η in BR.
Observe that (4.10) implies
wδ − vδ  (1 − ε)w +Cδ−1 − cηR on ∂BR.
By selecting R := C(δη)−1 for a large constant C > 0 and taking δ to be sufficiently small, depending on both ω
and η, we have {
δwδ − tr(A(x, y,ω)D2wδ)+H(p +Dwδ,x, y,ω) 0 in BR,
wδ  vδ on ∂BR.
(5.10)
We may now apply the comparison principle to deduce that wδ(·)  vδ(·,ω) in BR , and in particular, wδ(0) 
vδ(0,ω). Multiplying this inequality by δ and sending δ → 0 yield
−H − η (1 −Cη)−1 lim inf
δ→0 δv
δ(0,ω).
Recalling that ω ∈ Ω˜ was arbitrary with P[Ω˜] = 1 and disposing of η > 0 yield (5.7).
Since −H is the weak limit of the sequence δj vδj (0, ·), the reverse of (5.7) is immediate and we obtain (5.2). It
follows that the full sequence δvδ(0, ·) converges weakly to −H , that is, as δ → 0,
δvδ(0, ·)⇀ −H = lim inf
δ→0 δv
δ(0, ·) weakly in Lα(Ω).
Lemma A.6 yields
E
∣∣δvδ(0, ·)+H ∣∣→ 0 as δ → 0. (5.11)
Step 3: Improvement of (5.11) to balls of radius ∼ 1/δ. We claim that, for each R > 0,
lim
δ→0E
[
sup
y∈BR/δ
∣∣δvδ(0, ·)+H ∣∣]= 0. (5.12)
Fix R > 0. Let ρ > 0 and select points y1, . . . , yk ∈ BR such that
BR ⊆
k⋃
i=1
B(yi, ρ) and k  C
(
R
ρ
)d
.
Using (4.34), we find
lim sup
δ→0
E
[
sup
y∈BR/δ
∣∣δvδ(0, ·)+H ∣∣] k∑
i=1
lim sup
δ→0
E
∣∣δvδ(yi/δ, ·)+H ∣∣+ lim sup
δ→0
E
[
max
1ik
osc
z∈B(yi/δ,ρ/δ)
δvδ(z, ·)
]
 k lim sup
δ→0
E
∣∣δvδ(0, ·)+H ∣∣+Cρ
= Cρ.
Disposing of ρ > 0 yields (5.12). 
Remark 5.2. It is clear that the subcorrector w is locally Lipschitz in Rd with a constant controlled by V . Indeed,
recall from (5.4) that since Φ = Dw is the weak limit of Dvδj , we deduce from (4.15) that for a.e. z ∈ B(y,1/2),∣∣Dw(z,ω)∣∣γ  lim sup
j→∞
∣∣Dvδj (z,ω)∣∣γ  C(1 + sup
B(y,1)
V (·,ω)
)
a.s. in ω. (5.13)
Hence
ess sup
B(y,1/2)
∣∣Dw(·,ω)∣∣γ  C(1 + sup
B(y,1)
V (·,ω)
)
a.s. in ω. (5.14)
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such that, for every ω ∈ Ω6,
lim
j→∞ supy∈BR/δj
∣∣δj vδj (y,ω;p)+H(p)∣∣= 0. (5.15)
By a diagonalization procedure, and by intersecting the relevant subsets of Ω , we may assume that (5.15) holds for
every R > 0, rational p and ω ∈ Ω6. Then by Lemma 4.7 we obtain (5.15) for all p ∈ Rd and ω ∈ Ω6.
Remark 5.4. Proposition 5.1 is a partial result in the direction of our ultimate goal, which is (3.9). In light of (5.2), the
key step that remains is to show that lim supδ→0 δvδ(0,ω;p)= −H(p). While we must postpone the proof of this fact
until we have studied the metric problem, let us note here the quantity lim supδ→0 δvδ(0,ω;p) is at least deterministic,
a.s. in ω. Indeed, observe that, according to Lemma 4.10 and the stationarity of the vδ’s, for each μ ∈ R, the set{
ω ∈ Ω3: lim sup
δ→0
δvδ(0,ω) μ
}
=
{
τyω ∈ Ω3: lim sup
δ→0
δvδ(y,ω) μ
}
is invariant under τy for every y ∈ Rd . Therefore, the ergodic hypothesis implies that each of these sets has probability
0 or 1. Letting −Hˆ = −Hˆ (p) denote the supremum over μ for which the set above has full probability, we obtain
lim sup
δ→0
δvδ(0,ω;p)= −Hˆ (p) a.s. in ω. (5.16)
Select Ω7 ⊆ Ω6 such that (5.16) holds for all ω ∈ Ω7.
5.2. Some properties of H
The effective nonlinearity H inherits the convexity, coercivity and continuity of H . We record these elementary
observations in the next proposition. We conclude this subsection with a discussion of an interesting property H
possesses in a particular case in the random setting, which strongly contrasts with the situation in periodic and almost
periodic media.
Proposition 5.5. The effective nonlinearity H has the following properties:
(i) p 
→ H(p) is convex,
(ii) with c0 > 0 as in (2.7) and for all p ∈ Rd
1
2
c0|p|γ −C H(p) C
(
1 + |p|γ ), (5.17)
(iii) for all p1,p2 ∈ Rd , ∣∣H(p1)−H(p2)∣∣ C(1 + |p1| + |p2|)γ−1|p1 − p2|. (5.18)
Proof. Select p1,p2 ∈ Rd and, for each δ > 0, write vδi (y,ω) := vδ(y,ω;pi). Set p := 12 (p1 + p2) and
v˜δ := 12 (vδ1 + vδ2). Applying Lemma A.1, we observe that v˜δ satisfies
δv˜δ − tr(A(y,ω)D2v˜)+H(p +Dv˜,y,ω) 0 in Rd .
Lemma 4.4 yields v˜δ(y,ω) vδ(y,ω;p) a.s. in ω. Multiplying this inequality by −δ and sending δ → 0, we obtain
H(p) 1
2
H(p1)+ 12H(p2).
and (i) follows.
The upper bound in (5.17) follows immediately from (4.10). The coercivity of H is more subtle, requiring an
integration by parts. To this end, we may assume, by regularizing the coefficients and making the diffusion matrix A
uniformly elliptic, that vδ is smooth. Integrating (3.7) over B1 and taking expectations yields
E −
∫
−δvδ(y) dy = E −
∫ (− tr(A(y,ω)D2vδ)+H (p +Dvδ, y,ω))dy, (5.19)B1 B1
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lim
δ→0E −
∫
B1
−δvδ dy = H(p). (5.20)
Integrating by parts and using (2.4) and (4.15), we can estimate the first term on the right side of (5.19) pointwise in
ω by ∣∣∣∣ ∫
B1
tr
(
A(y,ω)D2vδ
)
dy
∣∣∣∣ C ∫
B1
∣∣Dvδ(y)∣∣dy +C sup
y∈∂B1
∣∣Dvδ(y)∣∣ C sup
y∈B2
V (y,ω).
Taking expectations yields
E
∣∣∣∣ −∫
B1
tr
(
A(y,ω)D2vδ
)
dy
∣∣∣∣ CE sup
B2
V (y,ω) C. (5.21)
The second term on the right side of (5.19) is estimated from below using Jensen’s inequality, (2.7) and (4.15), as
follows:
E −
∫
B1
H
(
p +Dvδ, y, ·)dy  E −∫
B1
(
c0
∣∣p +Dvδ∣∣γ − V (y, ·)−C0)dy
 c0
∣∣∣∣p +E −∫
B1
Dvδ(y) dy
∣∣∣∣γ −C
 1
2
c0|p|γ −E sup
y∈B1
∣∣Dvδ(y)∣∣γ dy −C
 1
2
c0|p|γ −C. (5.22)
Sending δ → 0 in (5.19) using (5.20), (5.21) and (5.22) yields the lower bound in (5.17).
Finally, we note that (iii) follows from Lemma 4.7 by simply sending δ → 0 in (4.13). 
Remark 5.6. The properties of H enumerated in Proposition 5.5 imply, in view of standard viscosity solution theory,
that the problem (1.4) has a unique solution.
We conclude this section with some observations about the effective Hamiltonian in the particular case that, for all
p,y ∈ Rd ,
H(p,y,ω)H(0, y,ω) a.s. in ω. (5.23)
It is essentially known (at least in the bounded case, see for example [20,22]) that for separated Hamiltonians, i.e., if
H(p,y,ω) = H˜ (p)− V (y,ω), (5.24)
where H˜ (p) H˜ (0) and A ≡ 0, we have
H(p)H(0) = − ess inf
Ω
V (0, ·). (5.25)
Here we prove the following more general fact.
Proposition 5.7. Assume that A ≡ 0 and (5.23). Then
H(p)H(0) = ess sup
ω∈Ω
H(0,0,ω). (5.26)
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Ω˜ε :=
{
ω ∈ Ω: H(0,0,ω) > −ε}.
Observe that P[Ω˜ε] > 0. We claim that, for any δ > 0 and ω ∈ Ω˜ε ∩Ω1, where Ω1 is as in Lemma 4.4, we have
δvδ(0,ω;p) 2ε.
To prove this, we construct a very simple barrier. In fact we may take any smooth function w satisfying
w w(0)= 2δ−1ε in Br and w(y) → ∞ as |y| → r . If r > 0 is small enough, depending on ω, then, by
continuity,
max
Br
H(0,0,ω) > −2ε.
It follows from this, A ≡ 0 and (5.23) that w is a supersolution of (3.7) in Br . Thus the comparison principle gives
δvδ(0,ω;p) δw(0) = 2ε.
Since P[Ω˜ε ∩Ω1] > 0, by (5.1) we obtain H(p)−2ε. Sending ε → 0 yields H(p) 0. It follows that H(0) = 0,
since it is clear that
H(0) ess sup
Ω
H(0,0, ·) = 0. 
Remark 5.8. One observes from (5.25) the reason we must require V to be bounded from below, even as our
assumptions allow it to be unbounded from above.
The situation is different in the presence of diffusion, i.e., if A ≡ 0. For example, an easy calculation shows
in the periodic setting, with A = Id and H separated as in (5.24), that (5.25) holds if and only if V is constant.
We nonetheless observe in the next proposition that, in the latter case, (5.25) holds if V has arbitrarily large “bare
spots” (defined implicitly below) near its essential infimum. This phenomenon is special to the random setting. It
is true for a Poissonian potential, for instance, while in contrast, any periodic or almost periodic potential having
arbitrarily large bare spots is necessarily constant.
Proposition 5.9. Suppose that H is of the form (5.24) and, for all p ∈ Rd ,
H˜ (p) H˜ (0) = 0, (5.27)
and, for each μ,R > 0,
P
[
sup
y∈BR
V (y, ·) μ
]
> 0. (5.28)
Then H  0, and, if, in addition, we assume that V  0, then H(0) = 0.
Proof. Fix μ> 0 and R > 1, and set E := {ω ∈ Ω: supBR V (y,ω) μ}. The ergodic theorem yields an event Ω˜ ⊆ Ω
of full probability such that, for each ω ∈ Ω˜ ,
lim
r→∞ −
∫
Br
1E(τyω)dy = P[E] > 0. (5.29)
Fix ω ∈ Ω˜ . According to (5.29), for every sufficiently small δ, depending on ω, we can find z ∈ B1/δ for which
τzω ∈ E. This implies that
sup
B(z,R)
V (·,ω)= sup
B(0,R)
V (·, τzω) μ. (5.30)
Using a barrier function similar to the one in the proof of Lemma 4.1, we estimate δvδ(z,ω;p) from above. Translating
the equation, we may assume that z = 0. Notice that the hypotheses on H imply that
H(p,y,ω)
(
c0|p|γ −C0
) − V (y,ω). (5.31)+
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define
w(y) := a + b(R2 − |y|2)−η − bR−2η,
where η := (2 − γ )/(γ − 1), so that γ (η + 1)= η + 2. Routine calculations give∣∣Dw(y)∣∣γ  cbγ |y|γ (R2 − |y|2)−(η+2) and tr(AD2w(y)) CbR2(R2 − |y|2)−(η+2).
Inserting w into (3.7) and using (5.30) and (5.31), we find
δw − tr(AD2w)+H(p +Dw,y,ω)
 δa −CbR2(R2 − |y|2)−(η+2) + (cbγ |y|γ (R2 − |y|2)−(η+2) −C0)+ −μ in BR. (5.32)
Taking b := CRη for a sufficiently large constant C, we get(
cbγ |y|γ (R2 − |y|2)−(η+2) −C)+  CbR2(R2 − |y|2)−(η+2) for all R2  |y| <R.
Of course,
CbR2
(
R2 − |y|2)−(η+2)  CbR−2(η+1)  CR−2−η for all |y| R
2
.
Therefore in BR , we have
δw − tr(AD2w)+H(p +Dw,y,ω) δa −μ−CR−2−η.
If a := δ−1(μ+CR−2−η), then w is a supersolution of (3.7). Since w(y)→ +∞ as |y| → R, the comparison principle
implies that
δvδ(0,ω;p) δw(0) = δa = μ+CR−2−η.
Taking expectations and passing to the limit δ → 0, using (5.1), yields that
H(p)−μ−CR−2−η.
Sending μ → 0 and R → ∞ gives the conclusion. 
In the case that γ = 2, H(0) is related to the bottom of the spectrum of random Schrodinger operators, and the
previous proposition is known. See for instance Carmona and Lacroix [5] as well as Section 8 of [22].
Sznitman [33] proved more than Proposition 5.9 in the case that A = Id , H˜ (p) = |p|2 and V is a Poissonian
potential. In particular, he showed that H has a “flat spot” near p = 0, that is, H(p) = 0 for small |p|, a result which
in his language he calls the “nondegeneracy of the quenched Lyapunov exponents” (see [34, Proposition 5.2.9]). See
also Section 8 below for a guide to translating between our notation and that of [34].
Remark 5.10. It is sometimes convenient to approximate H by effective Hamiltonians corresponding to bounded
environments. For c0 as in (2.7), define
Hk(p,y,ω) := max
{
H(p,y,ω), c0|p|γ − k
}
. (5.33)
It is clear that Hk satisfies the same hypotheses as H , and, in addition, Hk is uniformly coercive, i.e.,
Hk(p,y,ω) c0|p|γ − k. Obviously Hk  H and Hk ↓ H as k → ∞. In fact, by Lemma 4.2, there is a constant
σ < 1 such that
0Hk(p,y,ω)−H(p,y,ω) C0 + V (y,ω)− k  C
(
1 + |y|σ )− k a.s. in ω. (5.34)
To each Hk corresponds an Hk and, in view of the monotonicity of the Hk’s with respect to k, it is obvious that
Hk ↓ Hˆ as k → ∞. For bounded environments it is easy to check using standard viscosity arguments that H = Hˆ .
The argument is more complicated in the unbounded setting. We leave it up to the interested reader to fill in the details.
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H(p) = inf
Φ∈S
sup
y∈Rd
(− trA(y,ω)D2Φ +H(p +DΦ,y,ω)). (5.35)
Here S is the set of Φ :Rd × Ω → R such that Φ(·,ω) is locally Lipschitz a.s. in ω and DΦ is stationary with
E[DΦ] = 0. The supremum is to be understood in the viscosity sense, i.e., it is defined to be the smallest constant k
for which the inequality
− trA(y,ω)D2Φ +H(p +DΦ,y,ω) k in Rd
holds in the viscosity sense.
The proof of (5.35) is simple. The inequality “” is clear from the existence of the subcorrector in Proposition 5.1.
If this inequality were strict, however, we could repeat the argument used to obtain (5.7) in the proof of Proposition 5.1,
with an appropriate choice of Φ in place of w, to obtain an improvement of (5.7). But this would contradict (5.2).
6. The metric problem: another characterization of H
In this section we consider the special stationary equation
− tr(A(y,ω)D2u)+H(p +Du,y,ω)= μ in Rd \D, (6.1)
where D is a bounded, closed subset of Rd and μ ∈ R. Subject to appropriate boundary and growth conditions,
a solution u of (6.1) is related to the “metric” (distance function) associated with the effective Hamiltonian.
Our motivation for studying (6.1) is threefold. First, as we will see, solutions of (6.1) possess some subadditive
structure. An application of the subadditive ergodic theorem therefore permits us to essentially homogenize a rescaled
version of (6.1). Working backwards we are able to improve the convergence in L1 obtained in (5.1) to almost sure
convergence, which is done later in Section 7.1. This is a critical step in the proof of Theorem 1. Second, we provide a
characterization of H in terms of the solvability of (6.1), which is new even in the bounded setting. We hope that this
formula will yield new information about the structure of the effective Hamiltonian, and we intend to return to this
point in future work. Finally, the metric problem is natural from the probability point of view, and allows us to make
a precise connection to the results of Sznitman in the case of the model equation (1.2) with γ = 2 and a Poissonian
potential V .
We remark that, in this section, the subsets of Ω of full probability on which our “almost sure” assertions hold
depend on p. This is because, for the sake of brevity and because it is not required for the proof of our main theorems,
we do not wish to trouble ourselves with proving a separate continuous dependence result.
6.1. Well-posedness
We begin by showing that (6.1) is well-posed for each μ>H(p), a.s. in ω, subject to appropriate growth conditions
at infinity and the boundary condition u = 0 on ∂D1, where D = D1 is defined by
D1 :=
{ {0} if γ > 2 or A ≡ 0,
B1 if γ  2 and A ≡ 0.
The reason for defining D1 in this way, from the probability point of view, is that, in contrast to the case γ  2, for
γ > 2, it is possible to have Brownian bridges. That is, we may connect two points via a diffusion if γ > 2, while if
γ = 2 we may only connect a point to a small ball. From the pde point of view, this manifests itself in the kind of
barrier functions we are able to build.
In the next proposition, we prove a comparison result. Existence then follows from the Perron method once suitable
barriers have been constructed.
We prove the next proposition with a new argument that, as far as we know, has no analogue in the literature. What
makes this results different from typical comparison results on unbounded domains is that we do not assume that the
subsolution u and supersolution v separate only sublinearly at infinity; see (6.2). In the proof, we “lower” u until it
has strictly sublinear separation from v, and then argue that, if we needed to lower u at all, we could have lowered it
a little less. To accomplish this, first we perturb u by subtracting a term ϕR which is negligible in balls of radius ∼ R
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that the parameter μ is strictly larger than H allows us to compensate for this perturbation by using the subcorrector.
Proposition 6.1. Fix p ∈ Rd , μ > H(p) and ω ∈ Ω7. Suppose that D ⊆ Rd is closed and bounded. Assume that
u ∈ USC(Rd \D) and v ∈ LSC(Rd \D) are, respectively, a subsolution and supersolution of (6.1) such that u v
on ∂D, and
lim sup
|y|→∞
u(y)
|y| < ∞ and lim inf|y|→∞
v(y)
|y|  0. (6.2)
Then u v in Rd \D.
Proof. We may assume that lim sup|y|→∞ u(y)/|y|  0, since otherwise the result is immediate from the usual
comparison principle (cf. [6]). We omit all dependence on ω, since it plays no role in the argument. We may also
assume that p = 0. Define
Λ :=
{
0 λ 1: lim inf|y|→∞
v(y)− λu(y)
|y|  0
}
and λ := supΛ.
We begin with the observation that Λ = [0, λ]. This follows from (6.2) and a continuity argument. The assump-
tion (6.2) implies 0 ∈ Λ. To see that λ ∈ Λ, select ε > 0 and λ ∈ Λ such that λ λ+ ε, and observe that, by (6.2),
lim inf|y|→∞
v(y)− λu(y)
|y| 
λ
λ+ ε lim inf|y|→∞
v(y)− (λ+ ε)u(y)
|y| 
λ
λ+ ε
(
−ε lim sup
|y|→∞
u(y)
|y|
)
−Cλε(λ+ ε)−1.
Sending ε → 0 yields λ ∈ Λ. If λ ∈ (0, λ), then using again (6.2), we have
lim inf|y|→∞
v(y)− λu(y)
|y| 
λ
λ
lim inf|y|→∞
v(y)− λu(y)
|y|  0,
and, hence, the claim.
Next we show that λ = 1. Select λ < λ 1. For each R > 1, define the auxiliary function
ϕR(y) := R −
(
R2 + |y|2)1/2, (6.3)
and observe that, for a constant C > 0 independent of R > 1,∣∣DϕR(y)∣∣+ ∣∣D2ϕR(y)∣∣ C. (6.4)
We have defined ϕR in such a way that −ϕR grows at a linear rate at infinity, which is independent of R, while ϕR → 0
as R → ∞. Indeed, it is easy to check that ∣∣ϕR(y)∣∣ |y|2(R2 + |y|2)−1/2. (6.5)
Fix constants 0 < η < 1 and θ > 1 to be selected below. By (2.7) and (6.4),∣∣θ tr(A(y)D2ϕR)∣∣+H(−θDϕR,y) Cθγ . (6.6)
Define
uˆ := λ(1 + 4η)u+ (1 − λ(1 + 4η))w,
and
uˆR := (1 − η)uˆ+ ηθϕR = λ(1 + 4η)(1 − η)u+ (1 − η)
(
1 − λ(1 + 4η))w + ηθϕR,
where w is the subcorrector which satisfies (5.5) and (5.6), constructed in the proof of Proposition 5.1. By subtracting
a constant from w, we may assume that supD w = 0. Since λ < 1, we may shrink η, if necessary, to ensure that
λ(1 + 4η) < 1 < (1 + 4η)(1 − η). (6.7)
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of ϕR , we have, for every R > 1,
lim inf|y|→∞
v(y)− uˆR(y)
|y|  lim inf|y|→∞
v(y)− λu(y)
|y| + lim inf|y|→∞
(3η − 4η2)u(y)+ ηθϕR(y)
|y| > 0. (6.8)
To get a differential inequality for uˆR , we apply Lemma A.1 twice. The first application, using (5.5) and that u is a
subsolution of (6.1), yields that
− tr(A(y)D2uˆ)+H(Duˆ, y) λ(1 + 4η)μ+ (1 − λ(1 + 4η))H(0) in Rd \D.
Combining this with (6.6), we deduce that
− tr(A(y)D2uˆR)+H(DuˆR, y) μ˜(η) in Rd \D,
where the constant μ˜(η) is given by
μ˜(η) := λ(1 + 4η)(1 − η)μ+ (1 − η)(1 − λ(1 + 4η))H(0)+Cθγ η.
Since μ > H(0), by selecting η > 0 sufficiently small we have μ˜(η) < μ. We may therefore apply the comparison
principle to uˆR and v, obtaining that
uˆR − v max
∂D
(uˆR − v) in Rd \D.
By sending R → ∞ and using the fact that ϕR → 0 locally uniformly, we deduce that
(1 − η)uˆ− v max
∂D
(
(1 − η)uˆ− v) in Rd \D. (6.9)
Since w is strictly sublinear at infinity, it follows that
lim inf|y|→∞
v(y)− λ(1 + 4η)(1 − η)u(y)
|y|  0,
and, hence, λ  λ(1 + 4η)(1 − η). If λ < 1, then we may send λ → λ to obtain that λ  λ(1 + 4η)(1 − η),
a contradiction to (6.7). It follows that λ = 1.
The preceding analysis therefore applies to any 0 < λ < 1. Sending η → 0 and then λ → 1 in (6.9) completes the
proof. 
With a comparison principle in hand, the unique solvability of the metric problem (6.1) for μ>H(p) (subject to the
boundary and growth conditions) follows from Perron’s method. The proof in the case of bounded V is accomplished
more smoothly. In the unbounded case we approximate by bounded potentials.
Proposition 6.2. For each fixed p, z ∈ Rd and μ > H(p), there exists a unique solution mμ = mμ(·, z,ω) =
mμ(·, z,ω;p) ∈ C(Rd \D1(z)) of (6.1), a.s. in ω, with D = D1(z) := z+D1, subject to the conditions
mμ(·, z,ω) = 0 on ∂D1(z) and 0 lim inf|y|→∞
mμ(y, z,ω)
|y| a.s. in ω. (6.10)
Proof. Assume, without loss of generality, that p = 0 and z = 0. We first argue in the case that V is bounded, i.e.,
V (0,ω) C a.s. in ω. According to the first step in the proof of Proposition 5.1, there exists a subcorrector w which
satisfies, a.s. in ω, the inequality
− tr(A(y,ω)D2w)+H(Dw,y,ω)H(0) in Rd ,
as well as
lim|y|→∞
w(y)
|y| = 0. (6.11)
By subtracting a constant from w, we may assume that infD1 w(·,ω) = 0. Define
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{
v(y): v ∈ LSC(Rd \D1), v is a supersolution of (6.1) in Rd \D1,
v  0 on ∂D1, and lim inf|y|→∞ v(y)/|y| 0
}
.
To demonstrate that mμ is well-defined, we must show that the admissible set is nonempty. Since V is bounded, it is
easy to check that, for a > 0 sufficiently large,
v(y) :=
{
a|y| if A ≡ 0,
a(|y| + |y|θ ) if A ≡ 0 and γ > 2, where θ := (γ − 1)/(γ − 2),
a(|y| − 1) if A ≡ 0 and γ  2,
is an admissible supersolution, and moreover, v = 0 on ∂D1 and lim sup|y|→∞ |y|−1v(y) = a < ∞. Thus mμ is
well-defined, and we have w  mμ  v in Rd \ D1. It follows from standard viscosity theory that (mμ)∗ is a
subsolution of (6.1) and (mμ)∗ is a supersolution. Since these functions satisfy the hypotheses of Proposition 6.1,
we obtain that (mμ)∗  (mμ)∗, and therefore (mμ)∗ = (mμ)∗ = mμ ∈ C(Rd \D1) is a solution of (6.1)–(6.10).
By repeating the argument of Lemma 4.1 we find that, for any B(y0, r + 1/2)⊆ Rd \D1,
ess sup
B(y,r)
∣∣Dmμ(y)∣∣γ  C(1 + sup
B(y,r+1/2)
V (y,ω)
)
. (6.12)
Next, we mimic the proof of Lemma 4.10, using Morrey’s inequality and Lemma 4.2, to obtain that, a.s in ω, the
oscillation of any solution of (6.1) in a large ball grows at most like the radius of the ball. In particular,
lim sup
r→∞
1
r
osc
Br\D1
mμ  C, (6.13)
and mμ grows at most like C|y|, where C depends only the constants in our assumptions on V .
In the unbounded case, we approximate H by bounded Hamiltonians as explained in Remark 5.10. If μ> Hˆ , then
for sufficiently large k we have μ>Hk . For such k, there is a solution mμ,k of the problem (6.1)–(6.10) for H = Hk ,
which satisfies mμ,k(y)  C1|y| for a constant C1 independent of k. The comparison principle (Proposition 6.1)
implies that mμ,k is monotone in k, so that mμ,k ↑ mμ as k → ∞ to some function mμ. By the local Lipschitz
estimate (6.12), mμ,k converges locally uniformly (and a.s. in ω) to mμ which is therefore a solution of (6.1). We
have mμ(y)  C|y| a.s. in ω, and by monotonicity we have that lim inf|y|→∞ |y|−1mμ(y)  0. If Hˆ  μ > H , we
observe that the solution constructed above for any μˆ > Hˆ belongs to the admissible set used for the definition of mμ
at the beginning of the ongoing proof. Then we can repeat verbatim the arguments used for the bounded case to find
a solution. In either case, uniqueness follows from Proposition 6.1, and the proof is complete. 
Remark 6.3. The functions mμ are jointly stationary in the sense that
mμ(y, x, τzω) = mμ(y + z, x + z,ω).
This follows from uniqueness and the stationarity of the coefficients in the equation.
Remark 6.4. It is easy to show that, for each μ>H ,
ess inf
ω∈Ω lim inf|y|→∞
mμ(y,0,ω)
|y| > 0.
In brief, the idea is to choose H < μ˜ < μ, add a small multiple of ϕR (defined in (6.3)) to mμ˜, and compare it to
mμ using Proposition 6.1. The room provided by taking μ˜ smaller than μ allows to compensate for the perturbation,
following along the lines of the calculation in the proof of Proposition 6.1. We will see in the next section that
t−1mμ(ty,0,ω) has a deterministic limit (a.s. in ω) as t → ∞, which is equivalent to the homogenization of the
metric problem.
The argument above also implies that mμ is strictly increasing in μ. This permits us to define
m(y,x,ω) := lim
μH
mμ(y, x,ω).
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μ>H(p) a unique solution m˜μ = m˜μ(y, z,ω;p) of the modified metric problem⎧⎪⎪⎨⎪⎪⎩
− tr(A(y,ω)D2m˜μ)+H(p +Dm˜μ,y,ω)= μ in Rd \D1,
m˜μ(y, z,ω;p) = w(y,ω;p)−w(z,ω;p) on ∂D1,
lim inf|y|→∞ |y|
−1m˜μ(y, z,ω) 0 a.s. in ω.
(6.14)
The only difference between m˜μ and the solution mμ constructed in Proposition 6.2 is the boundary conditions we
impose on ∂D1, which differ only in the case A ≡ 0 and γ  2. To prove the existence of m˜μ, there is an additional
difficulty in the construction of barriers, but this is straightforward since w is Lipschitz and ∂D1 is the unit ball. We
leave this detail to the reader. The function m˜μ is sometimes more convenient to work with than mμ, as we see below.
In the case D1 = B1, in which m˜μ(y, z,ω) is not defined for |y − z| < 1, we extend m˜μ(·,ω) to Rd × Rd by
defining m˜μ(y, z,ω) := w(y,ω)−w(z,ω) for |y − z| < 1.
6.2. The subadditivity of mμ
An important property of mμ is that, up to a modification in the case γ  2 and A ≡ 0, it is subadditive. This is
easier to see in the case that γ > 2 or A ≡ 0, i.e., when D1 = {0}. With w denoting the subcorrector, Proposition 6.1
implies that, for all x, y ∈ Rd and a.s. in ω,
w(y,ω)−w(x,ω)mμ(y, x,ω).
Reversing x and y and adding the two inequalities together, we obtain
0mμ(y, x,ω)+mμ(x, y,ω). (6.15)
We next claim that, for every x, y, z ∈ Rd and a.s. in ω,
mμ(y, x,ω)mμ(y, z,ω)+mμ(z, x,ω). (6.16)
Indeed, thinking of both sides of (6.16) as a function of y with x and z fixed, noting that the inequality holds at both
y = x and y = z (the former is (6.15) and the latter is obvious), and applying Proposition 6.1 with D = {x, z}, we
obtain (6.16). The subadditivity property (6.16) must be modified in the case that D1 = B1, which is recorded in the
next lemma.
It is convenient to state the subadditivity in terms of m˜μ from Remark 6.5. To this end, observe that there exists a
random variable c(y,ω) satisfying |y|−1c(y,ω) → 0 a.s. in ω, and
sup
z∈B(y,1)
(∣∣w(y,ω)−w(z,ω)∣∣+ ∣∣m˜μ(y,ω)− m˜μ(z,ω)∣∣) c(y,ω). (6.17)
Indeed, according to (4.3), (5.14) and (6.12), it suffices to take
c(y,ω) := C
(
1 + sup
B(y,2)
V (·,ω)
)1/γ
.
For future reference, we observe that c is stationary, and
Ec(0, ·) < ∞. (6.18)
Define the quantity
mˆμ(y, x,ω) := m˜μ(y, x,ω)+ 12
(
c(x,ω)+ c(y,ω)).
We claim that mˆμ is subadditive.
Lemma 6.6. For each p ∈ Rd and μ>H(p), the function m˜μ satisfies, for all x, y, z ∈ Rd , and a.s. in ω,
mˆμ(y, x,ω) mˆμ(y, z,ω)+ mˆμ(z, x,ω). (6.19)
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A ≡ 0, i.e., D1 = B1, is handled by a modification of this argument. We fix x and z, write (6.19) in the form
m˜μ(y, x,ω) m˜μ(y, z,ω)+ m˜μ(z, x,ω)+ 2c(z,ω), (6.20)
and, thinking of both sides of (6.20) as functions of y, we observe that the desired inequality follows from Proposi-
tion 6.1 provided we can show that it holds in B(x,1)∪B(z,1).
According Proposition 6.1, for every y, z ∈ Rd , we have
w(y,ω)−w(z,ω) m˜μ(y, z,ω). (6.21)
Using this inequality, we obtain, for all |y − x| 1, z ∈ Rd and a.s. in ω,
m˜μ(y, x,ω) = w(y,ω)−w(x,ω) m˜μ(y, z,ω)+ m˜μ(z, x,ω).
For |y − z| 1, we use (6.17) to get
m˜μ(y, x,ω) c(z,ω)+ m˜μ(z, x,ω)+w(y,ω)−w(z,ω) = m˜μ(y, z,ω)+ m˜μ(z, x,ω)+ c(z,ω).
This completes the proof. 
6.3. The homogenization of the metric problem
We consider, for μ>H(p) and
Dε :=
{ {0} if γ > 2 or A ≡ 0,
Bε if γ  2 and A ≡ 0,
the boundary value problem⎧⎪⎪⎨⎪⎪⎩
−ε tr
(
A
(
x
ε
,ω
)
D2mεμ
)
+H
(
p +Dmεμ,
x
ε
,ω
)
= μ in Rd \Dε,
mεμ = 0 on ∂Dε, lim inf|y|→∞ |y|
−1mεμ(y,ω) 0 a.s. in ω,
(6.22)
which is nothing but a rescaling of (6.1)–(6.10). In particular, (6.22) has a unique solution given by
mεμ(x,ω) = εmμ
(
x
ε
,0,ω
)
. (6.23)
We show that the mεμ’s converge, as ε → 0, a.s. in ω and in C(Rd \ {0}), to the unique solution mμ = mμ(y) =
mμ(y;p) of ⎧⎨⎩H(p +Dmμ) = μ in R
d \ {0},
mμ(0) = 0, lim inf|y|→∞ |y|
−1 mμ(y) 0, (6.24)
which, in view of Proposition 6.2, is well-posed for every μ>H(p).
Lemma 6.7. For each μ>H(p),
mμ(y;p)= sup
{
y · q: H(p + q) μ}. (6.25)
Proof. Since the right-hand side of (6.25) is a subsolution of (6.24), the inequality “” in (6.25) follows at once from
Proposition 6.1.
To obtain the reverse inequality, notice first that mμ is positively 1-homogeneous in y, i.e., for every t  0,
mμ(ty;p)= tmμ(y;p).
This follows from the scaling invariance of (6.24) and the uniqueness of mμ. Likewise, the convexity of H , Lemma A.1
and Proposition 6.1 are easily combined to yield that mμ(y;p) is convex in y. If (6.25) fails, we can find a point y = 0
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it follows that H(p +Dmμ(y;p)) > μ. This contradicts the elementary viscosity-theoretic fact that mμ must satisfy
H(p +Dmμ) = μ at any point of differentiability. 
Remark 6.8. We can see from (6.24) and the convexity of H that
mμ(y;p)= sup
{
y · q: H(p + q)= μ}.
Moreover, if H(p + q0) = μ, then q0 belongs to the subdifferential ∂mμ(x0;p) of mμ at some point x0 = 0. That is,
the plane x · q0 must touch mμ from below at some nonzero x0 ∈ Rd . To see this, consider the largest value of λ for
which
mμ(y;p) λy · q0.
By the positive homogeneity of both sides, we need only check the above inequality on the unit sphere, and for the
same reason, our claim follows if we can show that λ = 1. But if λ > 1, then we would obtain a contradiction as
follows: first, by convexity of H and λ > 1, we have H(p + λq0) > μ. Then, by the convexity of the sublevel sets of
H , we can choose a vector z ∈ Rd \ {0} and ε > 0 such that z · (λq0)  z · q + ε for every H(p + q)  μ. But this
implies z · (λq0) > mμ(z;p), a contradiction.
From (6.23), we see that the limit, as ε → 0, of the mεμ’s is equivalent to studying the limit of t−1mμ(ty,0,ω) as
t → ∞. Therefore we may state the result on the homogenization of (6.22) as follows:
Proposition 6.9. For each p,y ∈ Rd and μ>H(p),
lim
t→∞
1
t
mμ(ty,0,ω;p)= mμ(y;p) a.s. in ω. (6.26)
Proof. By Proposition 6.1, the functions m˜(·,0,ω) and mμ(·,0,ω) differ by no more than c(0,ω). Likewise,
mˆμ(y,0,ω) and m˜μ(y,0,ω) differ by at most 12 (c(0,ω) + c(y,ω)), which is strictly sublinear in y, a.s. in ω. In
light of Lemma 6.6 and (6.18), and using the semigroup σt := τty , we may apply the subadditive ergodic theorem
(Proposition 2.2) to obtain that, for each y ∈ Rd and a.s. in ω,
lim
t→∞ t
−1mμ(ty,0,ω) = lim
t→∞ t
−1mˆμ(ty,0,ω) = Mμ(y,ω), (6.27)
for some Mμ(y,ω). At this point, we must allow for the possibility that Mμ is random because we do not assume {σt }
is ergodic.
It remains to show that Mμ = mμ. We first show that Mμ is constant a.s. in ω. This follows from the stationary and
ergodic assumptions in the usual way. According to Lemma 4.2, (6.12) and Remark 6.3, for each ω ∈ Ω1, and z ∈ Rd ,
we have
lim sup
t→∞
t−1mμ(ty,0, τzω)= lim sup
t→∞
t−1mμ(ty + z, z,ω) = lim sup
t→∞
t−1mμ(ty,0,ω),
i.e., the set {ω ∈ Ω1: lim supt→∞ t−1mμ(ty,0,ω)  k} is invariant under τz, for each k ∈ R. Since Ω1 has full
probability, the ergodic hypothesis implies that
lim sup
t→∞
t−1mμ(ty,0, τzω) ≡ C a.s. in ω.
Hence Mμ(y,ω) = Mμ(y) a.s. in ω.
It is clear that Mμ(y) is positively homogeneous. According to (6.10), it is thus nonnegative. The estimates (4.27)
and (6.12) imply that Mμ(y) is Lipschitz in y.
To complete the proof that Mμ = mμ, we show that Mμ is the solution of (6.24). Suppose that ϕ is a smooth
function and x0 = 0 are such that
x 
→ Mμ(x)− ϕ(x) has a strict local maximum at x = x0. (6.28)
We show by a perturbed test function argument that
H
(
p +Dϕ(x0)
)
 μ. (6.29)
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in Remark 5.3, along which we have (5.15). Set p1 := p + Dϕ(x0), let λ > 1 to be selected below, and define the
perturbed test function
ϕj (x) := ϕ(x)+ λ
(
δj v
δj
(
x
δj
,ω;p1
)
+H(p1)
)
.
We claim that, for all sufficiently large j and sufficiently small r > 0, ϕj satisfies
−δj tr
(
A(x/δj ,ω)D
2ϕj
)+H(p +Dϕj , x/δj ,ω) μ+ 12θ in B(x0, r). (6.30)
Since ϕj is not smooth in general, we verify the inequality in the viscosity sense. To this end, select a smooth function
ψ and a point x1 ∈ B(x0, r) at which ϕj −ψ has a local minimum. It follows that
y 
→ λvδj (y,ω;p1)− δ−1j
(
ψ(δjy)− ϕ(δj y)
)
has a local minimum at y = x1/δj .
Using (4.12) with q = p +Dϕ(x1), we obtain
λδjv
δj (x1/δj ,ω;p1)− δj tr
(
A(x1/δj ,ω)
(
D2ψ(x1)−D2ϕ(x1)
))+H (p +Dψ(x1), x1/δj ,ω)
 (1 − λ)H
(
Dϕ(x1)− λDϕ(x0)
1 − λ ,y,ω
)
. (6.31)
Fix λ > 1 to be sufficiently close to 1 so that, by (5.15), for all large j we have
−λδjvδj (x1/δj ,ω;p1)H(p1)− 18θ.
We may allow r and j to depend on ϕ, and so by taking j larger still we may assume that
δj
∣∣tr(A(x1/δj ,ω)D2ϕ(x1))∣∣ 18θ.
Next, observe that by taking r > 0 to be small, depending on λ and ϕ, then we obtain
|λ− 1|−1∣∣Dϕ(x1)− λDϕ(x0)∣∣ |λ− 1|−1∣∣Dϕ(x1)−Dϕ(x0)∣∣+ ∣∣Dϕ(x0)∣∣ 2∣∣Dϕ(x0)∣∣.
By shrinking λ, depending only on ϕ, it follows from (2.6) that
(1 − λ)H
(
Dϕ(x1)− λDϕ(x0)
1 − λ ,y,ω
)
−C(1 − λ)(1 + ∣∣Dϕ(x0)∣∣γ )−14θ.
The observations above yield, for small r > 0 and large j ,
−δj tr
(
A(x1/δj ,ω)D
2ψ
)+H(p +Dψ,x1/δj ,ω)H(p1)− 12θ = μ+ 12θ.
This confirms the claim (6.30) in the viscosity sense.
The comparison principle implies that mδjμ − ϕj cannot have a local maximum in B(x0, r). Sending j → ∞, we
obtain a contradiction to (6.28). This completes the proof that Mμ is a subsolution of (6.24). The argument that Mμ
is a supersolution of (6.24) is very similar. The perturbed test function ϕj is defined in the same way, but with λ < 1,
and we use (4.11) instead of (4.12). We leave the details to the reader. We conclude that Mμ is a solution of (6.24).
By uniqueness, Mμ = mμ. 
Remark 6.10. In the proof above, the assumption that μ>H(p) is only needed for the existence of mεμ, i.e., it is not
used in the perturbed test function argument which identifies Mμ with mμ.
Remark 6.11. In the setting of Hamilton–Jacobi equations, the classical perturbed test function argument (see
Evans [12]) typically requires uniform Lipschitz estimates so that the error induced in the perturbation inside the
coercive H can be controlled. In our setting, the unboundedness of the potential prevents us from having such
Lipschitz estimates. To get around this technical glitch we have introduced a new, modified version of the perturbed
test function argument which utilizes the convexity of H . This is the purpose of introducing the parameter λ in the
proof of Proposition 6.9, and this technical device will be repeated several times in this paper.
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Using the methods developed in the previous subsections, we notice that the minimum of H can be characterized
by the solvability of the inequality
− tr(A(y,ω)D2v)+H(Dv,y,ω) μ in Rd, (6.32)
where, instead of asking for sublinear growth at infinity, we impose the growth condition
lim sup
|y|→∞
|y|−1v(y) < ∞. (6.33)
The observation plays an important role in the proof of Proposition 7.1.
Proposition 6.12. The following formula holds a.s. in ω:
min
p∈Rd
H(p)= inf{μ: there exists v ∈ C(Rd) satisfying (6.32) and (6.33)}. (6.34)
Proof. Let H˜ (ω) denote the right side of (6.34). It is easy to see, by the ergodic hypothesis and the stationarity
of the coefficients, that H˜ is constant; i.e., H˜ (ω) = H˜ a.s. in ω. According to the existence of the subcorrector in
Proposition 5.1, we have that H˜ minp∈Rd H(p). It remains to show the reverse inequality.
Select μ> H˜ and define
sμ(y, x,ω) := sup
{
v(x)− v(y): v ∈ C(Rd) satisfies v  0 on D1, (6.32) and (6.33)}.
Then using Proposition 6.1 and barrier functions built in Proposition 6.2 (we may take for example mμ(y,0,ω) with
any p), sμ is well-defined, jointly stationary in the sense of Remark 6.3, and growing at most linearly at infinity. By
similar arguments as in the proof of Proposition 6.2, we see that, for each fixed z ∈ Rd , sμ(y, z,ω) is a solution of the
equation
− tr(A(y,ω)D2v)+H(Dv,y,ω) = μ in Rd \D1(z).
By repeating the arguments of Sections 6.2 and 6.3, we obtain the homogenization of sμ. We first observe that sμ has
sufficient properties to apply the subadditive ergodic theorem, and we are able to obtain, a.s. in ω,
1
t
sμ(ty,0,ω)→ sμ(y) as t → ∞.
Then, by the proof of Proposition 6.9 (see also Remark 6.10), the function sμ is a solution of the equation
H(Dsμ) = μ in Rd \ {0}.
Therefore, minH  μ. This holds for any μ> H˜ , and so we conclude that minH  H˜ . 
7. The proof of homogenization
In this section we complete the proof of Theorem 1.
7.1. The almost sure homogenization of the macroscopic problem
We now use Propositions 6.9 and 6.12 to obtain an improvement of Proposition 5.1. Informally, the limit (7.1) says
that the functions vˆδ(y,ω) := vδ(·,ω)− vδ(0,ω) are “approximate correctors on balls of radius ∼ 1/δ”. This is what
we need to prove Theorem 1.
Proposition 7.1. There is a subset Ω8 ⊆ Ω7 of full probability such that, for each R > 0 and ω ∈ Ω8,
lim
δ→0 supBR/δ
∣∣δvδ(·,ω;p)+H(p)∣∣= 0. (7.1)
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is then obtained and Ω8 is defined by intersecting the relevant subsets, say Ωp , over a countable dense subset of p,
and appealing to (4.13). Therefore we fix p ∈ Rd .
We split the proof into two steps. The first is to use the homogenization of the metric problem to obtain almost
sure convergence of δvδ to −H at the origin. To accomplish this we use a perturbed test function argument in reverse,
arguing in effect that, if we improperly perturb our test function, then we could not have homogenization. In the second
step, we combine the ergodic and Egoroff’s theorems with Lemma 4.10 to improve the almost sure convergence at
the origin to balls of radius ∼ 1/δ. Unfortunately, we must perform the two steps in reverse order, since we need the
result of second step to perform the first.
Step 1. Reducing the question to convergence at the origin. According to Proposition 5.1 and Remark 5.4,
lim inf
δ→0 δv
δ(0,ω) = −H(p)−Hˆ (p) := lim sup
δ→0
δvδ(0,ω) a.s. in ω. (7.2)
We claim that, for each R > 0,
lim inf
δ→0 infBR/δ
δvδ(·,ω) = −H(p) and lim sup
δ→0
sup
BR/δ
δvδ(·,ω) = −Hˆ (p) a.s. in ω. (7.3)
Since the arguments are nearly identical, we only prove the first identity of (7.3). From (7.2) and Egoroff’s theorem,
for every ρ > 0, there exist δ¯(ρ) > 0 and a set Eρ ⊆ Ω such that P[Eρ] 1 − ρ and, for every 0 < δ  δ¯(ρ),
inf
ω∈Eρ
δvδ(0,ω)+H −ρ.
The ergodic theorem provides, for each ρ > 0, a subset Fρ ⊆ Ω of full probability such that, for every ω ∈ Fρ ,
lim
R→∞ −
∫
BR
1Eρ (τyω)dy = P[Eρ] 1 − ρ.
Define F0 :=⋂∞j=1(F2−j ∩Ω3) with Ω3 as in Lemma 4.10. Then P[F0] = 1. Fix ω ∈ F0 and R,ρ > 0, with ρ = 2−j
for some j ∈ N. It follows that, if δ > 0 is sufficiently small (depending on ω, R and ρ), then∣∣{y ∈ BR/δ: τyω ∈ Eρ}∣∣ (1 − 2ρ)|BR/δ|. (7.4)
Using (4.34) and shrinking δ, depending again on ω, ρ and R, we have, for r ∈ (ρR,R),
sup
y∈BR
osc
B(y/δ,r/δ)
δvδ(·,ω) 2Cr. (7.5)
Select any z ∈ BR/δ . In a similar way as in the proof of Lemma 4.10, we may use (7.4) to find a point y ∈ BR/δ
with |y − z|  CρRδ−1 and τyω ∈ Eρ . In view of (7.5) and the stationarity of the vδ’s, we deduce that, for each δ
sufficiently small, depending on ω, ρ, and R,
δvδ(z,ω)+H −∣∣δvδ(z,ω)− δvδ(y,ω)∣∣+ δvδ(y,ω)+H −2C1(CρR)+ δvδ(0, τyω)+H −CρR − ρ,
and, hence, for each ω ∈ F0 and R > 0,
lim inf
δ→0 infz∈BR/δ
(
δvδ(z,ω)+H ) 0,
from which (7.3) follows.
Step 2. The convergence at the origin in the case H(p) = minH . We show that Hˆ (p) H˜ , the latter introduced in
the proof of Proposition 6.12. For each fixed ω ∈ Ω7, so that (5.16) holds, observe that for we can pass to limit as
δ → 0 along a subsequence of vˆδ(y,ω) := vδ(·,ω)− vδ(0,ω) to find a solution of
− tr(A(y,ω)D2v)+H(p +Dv,y,ω)= Hˆ (p) in Rd .
It then follows from the definition of H˜ that H˜  Hˆ (p). According to our assumption and Proposition 6.12, we have
H(p) = minRd H = H˜ , and so we conclude that H(p) = Hˆ (p). This completes the proof in the case that p lies on
the level set {q ∈ Rd : H(q)= minH }.
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that H(p) = Hˆ (p). We may assume that
min
Rd
H = H(0) < H(p).
Arguing by contradiction, we suppose that ρ := H(p)− Hˆ (p) > 0. Fix ω ∈ Ω7 and select a subsequence δj → 0,
which may depend on ω, such that
lim
j→∞ δj v
δj (0,ω;p)= −Hˆ (p) = −H(p)+ ρ.
Put μ := H(p). According to Remark 6.8, we can pick x0 = 0 such that mμ(x0;0)= x0 ·p. With η > 0 to be selected
below, define
wj(x) := (x + x0) · p + δj vδj
(
x
δj
,ω;p
)
− η|x|2.
It is clear that, for r, η > 0 small enough and j large enough, wj is a subsolution of
−δj tr
(
A
(
x
δj
,ω
)
D2wj
)
+H
(
Dwj ,
x
δj
,ω
)
 μ− 1
2
ρ in B(0, r).
Denoting by mεμ the unique solution of (6.22), we see, from the comparison principle and the above inequality, that
min
x∈B(0,r)
(
m
δj
μ (x,−x0,ω;0)−wj(x)
)= min
x∈∂B(0,r)
(
m
δj
μ (x,−x0,ω;0)−wj(x)
)
. (7.6)
Letting j → ∞, we deduce a contradiction as follows. Grouping the terms as
m
δj
μ (x,−x0,ω;0)−wj(x) =
(
m
δj
μ (x,−x0,ω;0)−mμ(x + x0;0)
)+ (mμ(x + x0;0)− p · (x + x0))
+ (−δj vδj (x/δj ,ω;p)+ η|x|2),
we see that the first term converges uniformly to 0 in B(0, r) as j → ∞ by Proposition 6.9, the second term is
nonnegative and vanishes at x = 0, and the last term satisfies, by (7.3),
lim
j→∞ infx∈B(0,r)
(−δj vδj (x/δj ,ω;p)+ η|x|2)= Hˆ (p)+ ηr2 > Hˆ(p) lim
j→∞
(−δj vδj (0,ω;p)).
Therefore (7.6) is impossible for large j , and so we are forced to conclude that H(p) = Hˆ (p). Now (7.3)
yields (7.1). 
7.2. The unique solvability of (1.1)
We pause our march toward a proof of Theorem 1 for a brief word regarding the well-posedness of (1.1). It is
not the main purpose of this paper to deal with such issues, and providing a complete proof of the unique solvability
of (1.1) requires little more than repeating the arguments in Section 4.1 or Section 4 and rearranging them to follow
Section 6 of [22]. For this reason, we omit the proof of the following proposition.
Proposition 7.2. There exists Ω9 ⊆ Ω8 such that, for every u0 ∈ BUC(Rd), there exists a unique solution
uε = uε(·,ω) ∈ C(Rd ×R+) of (1.1) which is bounded below on Rd × [0, T ] for each T > 0 and ω ∈ Ω9. Moreover,
there exists a constant C > 0 such that, for each (x0, t0) ∈ Rd ×R+, r > 0 and ω ∈ Ω9,
lim sup
ε→0
osc
B(x0,r)×(t0,t0+r)
uε(·,ω) Cr. (7.7)
7.3. The proof of the main result
We now assemble the ingredients developed in the previous sections into a proof of the homogenization result.
The argument is based on the classical perturbed test function method and is also very similar to the argument in the
proof of Proposition 6.9.
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quence εj → 0 and u ∈ (C(Rd ×R+)∩ BUC(Rd × [0, T ])), for every T > 0, such that, as j → ∞,
uεj → u locally uniformly in Rd ×R+.
We claim that u is the unique solution of the problem (1.4).
Here we verify only that u is a supersolution of (1.4), since the argument for showing u is a subsolution is similar
(and both are also similar to the proof of Proposition 6.9). To this end we select a smooth test function ϕ and a point
(x0, t0) ∈ Rd ×R+ such that
(x, t) 
→ (u− ϕ)(x, t) has a strict local minimum at (x0, t0). (7.8)
We must show that
ϕt (x0, t0)+H
(
Dϕ(x0, t0)
)
 0.
Suppose on the contrary that
−θ := ϕt (x0, t0)+H
(
Dϕ(x0, t0)
)
< 0.
Set p0 := Dϕ(x0, t0), let 0 < λ< 1 be a parameter to be selected below, and define the perturbed test function
ϕε(x, t) := ϕ(x, t)+ λεvε
(
x
ε
,ω;p0
)
,
where vε is the solution of the auxiliary problem (3.7) with δ = ε and p = p0. While we cannot expect that ϕε is
smooth, we claim that, for r, ε > 0 sufficiently small, ϕε is a viscosity solution of
ϕεt − ε tr
(
A
(
x
ε
,ω
)
D2ϕε
)
+H
(
Dϕε,
x
ε
,ω
)
−1
2
θ in B(x0, r)× (t0 − r, t0 + r). (7.9)
To verify (7.9), select a smooth ψ and a point (x1, t1) ∈ B(x0, r)× (t0 − r, t0 + r) such that
(x, t) 
→ (ϕε −ψ)(x, t) has a local maximum at (x1, t1).
We may rewrite this as
(y, t) 
→ λvε(y,ω;p0)− 1
ε
(
ψ(εy, t)− ϕ(εy, t)) has a local maximum at (x1
ε
, t1
)
.
In particular, ϕt (x1, t1) = ψt(x1, t1). Using that vε is a viscosity supersolution of (4.11) with q = Dϕ(x1, t1), we
deduce that
λεvε
(
x1
ε
,ω;p0
)
− ε tr
(
A
(
x1
ε
,ω
)(
D2ψ(x1, t1)−D2ϕ(x1, t1)
))+H(Dψ(x1, t1), x1
ε
,ω
)
 (1 − λ)H
(
Dϕ(x1, t1)− λDϕ(x0, t0)
1 − λ ,y,ω
)
. (7.10)
In a similar way as in the proof of Proposition 6.9, we can take r > 0 small, j large, and λ close to 1, all depending
on ϕ but not on ψ , so that
λεvε(x1/ε,ω;p0)−H(p0)− 18θ,∣∣ϕt (x1, t1)− ϕt (x0, t0)∣∣+ ε∣∣tr(A(x1/ε,ω)D2ϕ(x1, t1))∣∣ 18θ,
and
(1 − λ)H
(
Dϕ(x1, t1)− λDϕ(x0, t0)
1 − λ ,y,ω
)
 1
4
θ.
Combining the above inequalities yields
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(
A
(
x1
ε
,ω
)
D2ψ(x1, t1)
)
+H
(
Dψ(x1, t1),
x1
ε
,ω
)
−1
2
θ,
and hence (7.9).
According to the comparison principle, the map (x, t) 
→ (uε − ϕε) cannot have a local maximum in the set
B(x0, r)× (t0 − r, t0 + r). This is the contradiction to (7.8).
The solution of (1.4) is unique, according to Remark 5.6. This implies the local uniform convergence of the full
sequence uε(·,ω) to u for each ω in a set of full probability, and completes the proof of the theorem. 
8. Further properties of the metric problem
8.1. A probabilistic interpretation
The analysis of the metric problem allows us to make a precise connection to some of the results of Sznitman
[31–33]. What we describe here is found in Chapter 5 of [34]. For the reader’s convenience, we deviate a bit from the
notation in the rest of this paper in an effort to be more faithful to that of [34].
In what follows we denote by Z = Zt the canonical process on Rd , P0 is a Wiener measure, and E0 is the expec-
tation with respect to P0. Sznitman studies the behavior of the Brownian motion Z moving in a random environment
composed of soft Poissonian obstacles. The latter are represented by a potential V given by (2.14). The obstacles have
the interpretation of “killing” the Brownian motion, that is, the medium is absorbing the diffusion at a rate V .
Specifically, Sznitman studies the quantity
eμ(y,ω) := E0
[
exp
(
−
h(y)∫
0
(
V (y +Zs,ω)+μ
)
ds
)
: h(y) < ∞
]
,
where μ  0 is a parameter and h(y) := inf{s > 0: y + Zs ∈ B1} is the first hitting time of the unit ball for the
Brownian motion translated by y. The goal is to understand how eμ behaves for very large |y|. According to the
Feynman–Kac formula, eμ is a solution, P-a.s., of
−eμ +
(
V (y,ω)+μ)eλ = 0 in Rd \B1,
and 0 < eμ  1 in Rd \B1 and eμ = 1 on ∂B1.
The change of variables
aμ(y,ω) := − log eμ(y,ω),
yields that aμ  0 solves ⎧⎨⎩−aμ + |Daμ|
2 − V (y,ω) = μ in Rd \B1,
aμ = 0 on ∂B1,
aμ  0 in Rd \B1.
Recalling from Proposition 5.9 that in this case H(0) = 0, we see that, for μ> 0, aμ is the unique solution mμ of the
metric problem given by Proposition 6.2 and, according to Proposition 6.9,
lim|y|→∞
|aμ(y,ω)− αμ(y)|
|y| = 0 a.s. in ω,
where αμ(y) := mμ(y) is the solution of (6.24). Using the fact that, according to Proposition 6.1, the functions αμ
and aμ are monotone in μ, we deduce that, for each Λ> 0,
lim|y|→∞ sup0<μΛ
|aμ(y,ω)− αμ(y)|
|y| = 0 a.s. in ω. (8.1)
The homogenization assertion (8.1) is what Sznitman calls the “shape theorem”, which he proves using entirely
probabilistic methods (see [34, Theorem 2.5 in Chapter 5]). The functions αμ = mμ are called the quenched Lyapunov
exponents.
The homogenization result in Proposition 6.9 is more general than Sznitman’s shape theorem, as we consider more
general Hamiltonians and diffusions, and even in the special case H = |p|2 + V (y,ω), more general potentials V .
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Since mμ is positively 1-homogeneous, Dmμ is constant along rays starting from the origin, and the function mμ
is determined by its values on the unit sphere. It follows that mμ  0. Moreover, since μ>H(p), it is clear that mμ
cannot be touched from below by a constant function at any point of Rd \ {0}, and, therefore, mμ > 0 in Rd \ {0}.
Then by homogeneity, we have mμ(y) c|y| for some c > 0.
The convexity of H and μ>H(p) imply that the level set {q ∈ Rd : H(p + q)= μ} has empty interior. It follows
that the level set above equals the closure of the image of Dmμ. In this way, one may recover the effective Hamiltonian
H from the functions mμ, since we may fix p0 ∈ Rd with H(p0) = minH and write
H(p) = inf{μ> minH : mμ(y;p0) > (p − p0) · y for all y ∈ Rd}. (8.2)
From the results and arguments above, we can characterize the effective Hamiltonian in terms of the solvability of
the metric problem.
Proposition 8.1. The effective Hamiltonian is given by
H(p) = inf{μ ∈ R: there exists u = u(y,ω) satisfying (6.1)–(6.10), a.s. in ω}. (8.3)
Proof. We first argue that (6.24) has no solution u if μ < H(p). Assume on the contrary that u is a solution. Then
clearly μminH by (6.34), and choosing p∗ and μ˜ so that
H(p∗) = minH  μ< μ˜ <H(p),
we deduce from Proposition 6.1 that
u(y)− (p − p∗) · y mμ˜(y;p∗).
But since H(p) > μ˜, this inequality contradicts the formula (6.25) and the assumed growth of u.
Next, suppose there exists a function u = u(y,ω) satisfying (6.1)–(6.10), a.s. in ω. Then by repeating the arguments
in the proof of Theorem 1, we can find an ω and a subsequence εj → 0 for which
εju
(
ε−1j y,ω
)→ u˜ locally uniformly in Rd \D1,
and such that u˜ satisfies (6.1). Hence μH(p). 
We conclude by noting that the statements in Theorem 2 follow from the results in Section 6 and the proof of the
above proposition.
Appendix A. Auxiliary lemmata
Recorded here are supplemental facts needed in various arguments in the main body of the paper. The first item we
present is a viscosity solution theoretic lemma, and the ones that follow are elementary observations from measure
theory.
The following lemma is easy to prove if one of u1 or u2 is smooth (which, with an exception in the proof of
Proposition 6.1, is how we use it in this paper). The general case is well known to experts. Since we cannot find a
reference, we indicate a proof for the convenience of the reader.
Lemma A.1. Assume that A = ΣΣt , where Σ = Σ(y) is Lipschitz, and H = H(p,x) is convex in p and satisfies,
for all p,x, y ∈ Rd ,
H(p,x)−H(p,y) C(1 + |p|)|x − y|. (A.1)
Suppose that U ⊆ Rd is open and u1, u2, f1, f2 ∈ USC(U) satisfy, for i = 1,2, the inequalities
− tr(A(x)D2ui)+H(Dui, x) fi in U (A.2)
in the viscosity sense. Then, for each 0 < λ< 1, u := λu1 + (1 − λ)u2 is a viscosity solution of
− tr(A(x)D2u)+H(Du,x) λf1 + (1 − λ)f2 in U. (A.3)
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x 
→ (u− φ)(x) has a strict local maximum at x0.
By restricting to a neighborhood of x0, we may assume that U is bounded, u1 and u2 are bounded from above on U ,
and u− φ achieves its global maximum at x0. Define, for each ε > 0, the auxiliary function
Ψε(x, y) := λu1(x)+ (1 − λ)u2(y)− φ(x)− 1
ε
|x − y|2.
It follows that, for sufficiently small ε > 0, there exists (xε, yε) ∈ U ×U such that
Ψε(xε, yε) = sup
U×U
Ψ.
Using [6, Lemma 3.1], we get
lim
ε→0
|xε − yε|2
ε
= 0 and lim
ε→0(xε, yε) = (x0, x0). (A.4)
According to the maximum principle for semicontinuous functions [6, Theorem 3.2], there exist symmetric matrices
Xε and Yε such that(
Xε,
xε − yε
ε
)
∈ J 2,+(λu1 − φ)(xε) and
(
Yε,
yε − xε
ε
)
∈ J 2,+((1 − λ)u2)(yε), (A.5)
and (
Xε 0
0 Yε
)
 3
ε
(
Id −Id
−Id Id
)
.
We refer to [6] for the definition of the jets J 2,± and their role in viscosity solution theory. Using the inequalities (A.2),
we obtain
− tr(A(xε)(Xε +D2φ(xε)))+ λH(1
λ
(
xε − yε
ε
+Dφ(xε)
)
, xε
)
 λf1(xε), (A.6)
and
− tr(A(yε)Yε)+ (1 − λ)H( 11 − λ yε − xεε , yε
)
 (1 − λ)f2(xε). (A.7)
By (A.1) and (A.4),
H
(
1
1 − λ
yε − xε
ε
, xε
)
H
(
1
1 − λ
yε − xε
ε
, yε
)
+ o(1) as ε → 0. (A.8)
Multiplying the matrix inequality (A.5) on the left by the nonnegative definite matrix(
Σ(xε)
Σ(yε)
)(
Σ(xε)
Σ(yε)
)T
=
(
Σ(xε)Σ(xε)
T Σ(xε)Σ(yε)
T
Σ(yε)Σ(xε)
T Σ(yε)Σ(yε)
T
)
,
taking the trace of both sides, using that Σ is Lipschitz and (A.4), we find that
tr
(
A(xε)Xε −A(yε)Yε
)
 3
ε
∣∣Σ(xε)−Σ(yε)∣∣2  3|xε − yε|2
ε
→ 0 as ε → 0. (A.9)
Combining (A.6), (A.7), (A.8), (A.9) and the convexity of H yields
− tr(A(xε)D2φ(xε))+H (Dφ(xε), xε) λf1(xε)+ (1 − λ)f2(yε)+ o(1) as ε → 0.
Sending ε → 0, we obtain
− tr(A(x0)D2φ(x0))+H (Dφ(x0), x0) λf1(x0)+ (1 − λ)f2(x0). 
The following two elementary facts were used in [3] as a convenient way of using mixing properties to control
averages. We put them to similar use in Section 4 to estimate the average of a power of V in a large balls; see
Lemma 4.2. The proofs are elementary and short, and so we include them for the convenience of the reader.
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in [0,μ], μ> 0, which are measurable with respect to G(U) and G(V ), respectively, where dist(U,V ) r > 0. Then∣∣E[fg] −E[f ]E[g]∣∣ Cμ2r−β. (A.10)
Proof. We have
E[fg] −E[f ]E[g] =
∫
[0,μ]×[0,μ]
(
P[f > t and g > s] − P[f > t]P[g > s])ds dt.
Observe that the absolute value of the integrand on the right side is at most Cr−β . 
Lemma A.3. Let h,h1, . . . , hk be a sequence of identically distributed random variables such that, for some a > 0
and each i, j ∈ {1, . . . , k}, we have
E[hihj ] −
(
E[h])2  a.
Then we have
E
(
1
k
k∑
i=1
hi
)2

(
E[h])2 + 1
k
Var(h)+ k − 1
k
a, (A.11)
and
Var
(
1
k
k∑
i=1
hi
)
 1
k
Var(h)+ k − 1
k
a. (A.12)
Proof. First, observe that (A.12) is merely a rearrangement of (A.11). To obtain the latter, we write
E
(
1
k
k∑
i=1
hi
)2
= 1
k2
k∑
i,j=1
E[hihj ]
= 1
k
E[h2] + 1
k2
∑
i =j
E[hihj ]
 1
k
(Eh)2 + 1
k
Var(h)+ k − 1
k
(
(Eh)2 + a)
= (E[h])2 + 1
k
Var(h)+ k − 1
k
a. 
Remark A.4. Recall that Chebyshev’s inequality provides control of P[f > t] in terms of Ef and Var(f ). Indeed, for
any t > μ := Ef ,
P[f > t] (t −μ)−2 E(f −μ)2 = (t −μ)−2 Var(f ).
This observation allows us to put (A.11) and (A.12) to good use in the proof of Lemma 4.9.
Arguing as in the proof of Theorem 9 in Kozlov [17], we show that a process w with stationary, mean zero gradient
must be strictly sublinear at infinity. This is a critical ingredient in the proof of Proposition 5.1.
Lemma A.5. Suppose that w :Rd × Ω → R and Φ = Dw in the sense of distributions, a.s. in ω. Assume Φ is
stationary, EΦ(0, ·) = 0, and Φ(0, ·) ∈ Lα(Ω) for some α > d . Then
lim|y|→∞ |y|
−1w(y,ω) = 0 a.s. in ω. (A.13)
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V ⊆ Rd and every ω ∈ Ω˜ ,
lim
ε→0 −
∫
V
Φ
(
x
ε
,ω
)
dx = EΦ(0, ·) = 0, (A.14)
and
lim
ε→0 −
∫
V
∣∣∣∣Φ(xε ,ω
)∣∣∣∣α dx = E∣∣Φ(0, ·)∣∣α  CV . (A.15)
Fix ω ∈ Ω˜ and let
wε(x) := εw
(
x
ε
,ω
)
.
By the Sobolev embedding theorem, we may suppose that wε → w0, as ε → 0, locally uniformly in Rd , and that
Dwε ⇀ Dw0 weakly in Lα(BR;Rd), for every R > 0. It follows from (A.14) that Dw0 ≡ 0, so that w0 is constant.
Since wε(0) = εw(0) → 0 as ε → 0, we must have w0 ≡ 0. It follows that the full sequence wε converges locally
uniformly to 0 as ε → 0. By reverting to our original scaling, we obtain (A.13) for each ω ∈ Ω˜ . 
We conclude with a simple measure theoretic lemma needed in the proof of Proposition 5.1. It is nearly the same
as [23, Lemma 1], and plays an identical role as in that paper.
Lemma A.6. Suppose that (X,G,μ) is a finite measure space, and {fε}ε>0 ⊆ L1(X,μ) is a family of L1(X,μ)
functions such that lim infε→0 fε ∈ L1(X,μ), and
fε ⇀ lim inf
ε→0 fε weakly in L
1(X,μ). (A.16)
Then
fε → lim inf
ε→0 fε in L
1(X,μ).
In particular, fε → lim infε→0 fε in measure.
Proof. Define gε := inf0<δε fδ and f0 := lim infε→0 fε . Observing that fε − gε  0 and gε ↑ f0 ∈ L1(X,μ), we
use (A.16) and the monotone convergence theorem to obtain
lim sup
ε→0
‖fε − f0‖L1(X,μ)  lim sup
ε→0
‖fε − gε‖L1(X,μ) + lim sup
ε→0
‖gε − f0‖L1(X,μ)
= lim sup
ε→0
∫
X
(fε − gε) dμ+ lim sup
ε→0
∫
X
(f0 − gε) dμ
 lim sup
ε→0
∫
X
(fε − f0) dμ+ 2 lim sup
ε→0
∫
X
(f0 − gε) dμ
= 0. 
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