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Abstract
Electrostatics of single-stranded nucleic acids: Force spectroscopy and ion counting
experiments
by
David R. Jacobson
The strong negative charge of nucleic acids adds additional complexity to their behavior,
beyond what would be expected for neutral polymers, through the addition of long-range
self-repulsive interactions and through the screening of those interactions by ions in so-
lution. Among the techniques that can probe the electrostatic behavior of a charged
polymer are single-molecule force spectroscopy, which reports on the elasticity of the
polymer (i.e., extension as a function of applied force), and ion counting, which reports
on the stoichiometry of positive and negative ions constituting the polymer’s “ion atmo-
sphere”. While extensive studies of both types have been made of double-stranded DNA,
a strongly charged and moderately stiff polymer, less is known about the single-stranded
nucleic acids (ssNAs), which are also strongly charged but are comparatively flexible.
In my dissertation, I use single-molecule magnetic tweezers to measure the elastic-
ity of ssRNA as a function of monovalent and divalent salt concentration under 0.1–10
pN applied force and observe behavior characteristic of flexible polyelectrolytes. I then
extend the measurements up to 100 pN to probe the intermediate-force domain connect-
ing behavior dominated by electrostatics and by the chemical structure of the backbone.
These new data allow the critical testing of a wormlike chain-derived model treating elec-
trostatics through a mean-field, salt-dependent tension. This model is shown to quanti-
tatively account for the data and to bridge the established behaviors at lower and higher
force. I also quantify the ion atmosphere stoichiometry of both ssDNA and ssRNA using
viii
three complementary experimental techniques, including both bulk and single-molecule
approaches. These results are compared with Poisson-Boltzmann models incorporating
varying degrees of structural complexity, demonstrating the inherently short-ranged (i.e.,
sub-Debye screening length) nature of nucleic acid-ion interactions.
ix
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Chapter 1
Introduction
1.1 Charge and polymer behavior
Polymer physics is concerned with the study of long, flexible objects; in particular,
chain-like molecules made up of many monomers chemically linked one to the next [1].
The development of polymer physics occurred throughout the twentieth century—
motivated, to a considerable extent, by the desire to explain the thermomechanical be-
havior of rubber [2]—and was marked by a series of theoretical milestones [3]. Among
these were Staudinger’s hypothesis (1920) that fadenmoleku¨le (fiber molecules) “consist
of very long molecules, in which a hundred or more single molecules are bound by means
of main valencies into chains,” [4,5] Kuhn’s theory (1934) on the size of an ideal polymer
chain in solution [6], Flory’s theory (1949) on the size of “real” (i.e., self-avoiding) poly-
mer chains in good solution [7], and Kratky and Porod’s theory (1949) of a continuously
deformable (wormlike) chain [8]. This theoretical edifice built upon the gradual accu-
mulation of experimental knowledge of polymer systems, beginning with natural rubber
and extending to synthetic systems such as polystyrene and polyethylene glycol [1].
By the end of the twentieth century, a firm understanding had emerged of the prop-
1
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erties of uncharged, chain-like molecules, and three Nobel prizes had been awarded in
the area: to Staudinger in 1953, to Flory in 1974, and to de Gennes in 1991. Charged
polymers (polyelectrolytes), however, remain a different matter. For example, de Gennes
wrote in Scaling Concepts in Polymer Physics (1979) that:
“The effects of Coulomb repulsions between the ionized groups are strong
and complex. From a scaling point of view, the properties of polyelectrolyte
solutions are not yet fully understood.” [1]
While progress has certainly been made since that time, the understanding of polyelec-
trolyte physics remains incomplete (see Chapter 2).
In the canonical picture of polymer scaling, different behaviors are separated by dif-
ferent characteristic length scales. These length scales include the overall size of the
polymer, the “thermal blob” size (described in Section 2.1), and the statistical monomer
size (Kuhn length) [3, 9]. The presence of charge on the polymer introduces a new
length scale characteristic of electrostatic self-repulsion. This interaction is extremely
long-range, falling off only as 1/r in vacuum and thus interfering with all of the other
characteristic length scales. Biologically relevant polyelectrolyte studies, however, are
performed in solutions containing some amount of salt, dissociated into positive and
negative ions. These ions have the effect of screening the electrostatic potential of the
polyelectrolyte and causing it to fall off more rapidly with distance. Thus, in solution the
characteristic length scale of electrostatic interactions is salt concentration dependent.
An additional complication is that it is not the bulk salt concentration that is respon-
sible for the charge screening, but rather the local concentration in the vicinity of the
polyelectrolyte; these two concentrations are not the same, since the salt ions are free to
move in solution, with ions of one charge being attracted to the polyelectrolyte and ions
of the other charge being repelled. The region surrounding the polyelectrolyte where the
2
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ion concentration is perturbed from its bulk value is known as the ion atmosphere.
The study of polyelectrolytes must thus consider many additional degrees of com-
plexity on top of the well-established theories of uncharged polymer physics. Some of
this additional complexity can be dealt with by simply-stated analytical theories, while
the rest can only be handled, to date, using complicated computer simulations.
1.2 Single-stranded nucleic acids: Biologically sig-
nificant model flexible polyelectrolytes
Many important molecules in biology are electrically charged, including proteins,
polysaccharides, certain lipids, and the nucleic acids (DNA and RNA) [10]. In an evolu-
tionary sense, charge provides these macromolecules with a means of long-range attractive
or repulsive interaction that can be tuned by pH, via the protonation or de-protonation
of certain chemical groups, and by the bulk salt concentration via charge screening. DNA
provides an example of the tunable nature of the electrostatic interactions. Whereas at
low-to-moderate salt concentrations, DNA occurs as an easily accessible, self-repulsive,
straight chain, in the presence of +3 or higher valence ions, it condenses into dense,
self-attractive, chromatin-like conformations [11].
The nucleic acids (NAs) consist of a sugar-phosphate polymer backbone with attached
nitrogenous bases (Figure 1.1). Because they can each have one of several chemical
compositions (denoted A, T, C, and G for DNA; A, U, C, and G for RNA), these bases
accomplish the NA’s role in the storage of genetic information. Double-stranded NAs
form by hydrogen bonding between the bases on two separate strands.
Nucleic acids are responsible for the storage of genetic information in cells. The
“central dogma” of molecular biology holds that double-stranded DNA (dsDNA) is the
3
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Figure 1.1: Structural diagram of three nucleotides along the single-stranded NA
backbone. Each nucleotide consists of the charge-bearing phosphate group, the sugar
ring, and the base (blue). The backbone, which is under tension in force spectroscopy
experiments, is highlighted in orange. The 2′ hydroxyl group of RNA, shown in
parentheses, is replaced by a hydrogen in DNA. Shown is a polyuridine chain like
that studied in Chapter 3. A Watson-Crick base pair between one uridine (U) and an
adenine (A) is shown in gray as an example of the interaction that would stabilize a
two-stranded double-helix.
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repository of genetic information on long time scales, and that this information is then
transcribed into single-stranded RNA (ssRNA) for short-term transfer to the ribosome,
where it is then translated into protein [12]. The incredible complexity of, for example,
human life is reflected not in the total number of proteins encoded by the genome, of
which there are only about 20,000–25,000 [13], but in the myriad ways in which the ex-
pression of those proteins is regulated across different types of cells and across different
time-points in the cell cycle and in the development of the organism. This regulation
occurs both at the level of the DNA, through structural organization achieved by binding
to proteins such as histones [14] and through transcriptional regulation achieved by pro-
motor/repressor binding [15] and interaction with polymerases [16,17], and at the level of
the RNA, through self-catalytic “ribozyme” activity [18] and through translational reg-
ulation including “riboswitch” activity [19]. Electrostatics play a particularly important
role in understanding the riboswitch and ribozyme activities of RNA. A ribozyme, for ex-
ample, is a stable, three-dimensional structure—including considerable double-stranded
character—that folds spontaneously from an initially single-stranded RNA sequence; the
intrinsic electrostatic self-repulsion of the negatively charged RNA must be overcome in
order for this to happen.
The negative charge of nucleic acids is considerable, as seen by inspecting the values of
structural charge spacing, b, listed in Table 1.1. For the ssNAs, these values represent the
charge spacings along the backbone of the polymer when fully extended; for the dsNAs,
they represent the average spacing between charges projected onto the helical axis. These
charge spacing values can be contextualized by comparison with the Bjerrum length:
lB ≡ e
2
4pi0kBT
, (1.1)
where e is the elementary charge, 0 is the permittivity of free space,  is the dielectric
5
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Table 1.1: Electrostatic and structural parameters of the single- and double-stranded
nucleic acids. Reported are bare (i.e., non-electrostatic) persistence lengths, lp, mea-
sured in the high-salt limit where electrostatic interactions are screened away. A
dsRNA lp measurement of 63.8± 0.7 nm has been made at 10 mM ionic strength by
Abels et al. [27], but I am not aware of any studies conducted in the high-salt limit.
species b [23] (nm) lp (nm)
dsDNA 0.17 35–50 [24]
dsRNA 0.12 —
ssDNA 0.70 0.60 [25]
ssRNA 0.59 0.83 [26]
constant, and kBT is the thermal energy. The Bjerrum length is the characteristic length
scale over which two elementary charges will have Coulomb interaction energy equal to
the thermal energy, and has a value of approximately 0.7 nm in water at 25◦C [20]. Thus,
we see that all of the nucleic acids are “strongly” charged, in that b ≤ lB in all cases,
with the dsNAs being the more strongly charged. As will be further explained in Section
5.2.1, the phenomenon of counterion condensation [21,22] renders the structural value of
b in many cases unimportant once it exceeds the critical value of lB, and so even though
the ssNAs and dsNAs differ considerably in their charge density, they can be expected
to behave, from an electrostatic point of view, similarly.
Another way in which the single- and double-stranded nucleic acids differ, however,
is in their stiffness, which is listed in Table 1.1 in the form of the persistence length,
lp. The persistence length is a property of the wormlike chain (WLC) model of polymer
elasticity [8,28], which will be further discussed in Section 2.1. Briefly, this model treats
the polymer as a continuously deformable rod; the correlation between vectors tangent
to the polymer is taken to decrease exponentially as a function of separation along the
backbone, and lp is the length scale of this exponential decay. Thus, lp can be thought of
as the length scale over which the polymer is “stiff” against thermal fluctuations. The
values of lp given in Table 1.1 are “bare” persistence lengths; i.e., persistence lengths
6
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measured under sufficiently high salt concentrations such that all of the electrostatic
interactions, which will further stiffen the chain, are screened away. Inspection of these
values reveals that the dsNAs (dsRNA is expected to behave similarly to dsDNA based
on the the study of Abels et al. [27]; although, good high-salt data are not available)
are roughly two orders of magnitude stiffer than the ssNAs. The dsNAs are therefore
said to be “semi-flexible” (persistence length much larger than the physical monomer
size), whereas the ssNAs are said to be “flexible” (persistence length comparable to the
physical monomer size).
1.3 Single-molecule force spectroscopy
In this dissertation, I will discuss the use of two major classes of experiments to
study the electrostatic properties of ssNAs. In the first of these, single-molecule force
spectroscopy (SMFS) is used to measure ssNA elasticity.
There are several types of widely adopted SMFS methodologies, including atomic
force microscopy (AFM), optical trapping (OT), and magnetic tweezers (MT) [29]. The
general scheme of all of these experiments is the same, and is illustrated in Figure 1.2A.
The biomolecule under study is prepared so as to have chemical functionalization at both
ends; this functionalizaton is used to bind the molecule, at one end, to a solid surface (a
glass coverslip, in the case of MT) and, at the other end, to a force transducer. In AFM
this transducer is a micro-fabricated cantilever, in OT it is a dielectric sphere suspended
in a focused laser beam, and in MT it is a super-paramagnetic sphere in a non-uniform
magnetic field.
In all three modalities, a force, f , is applied, which will tend to elongate the molecule.
It is thus the extension, X, of the molecule that is read out of the experiment, as a function
of f or time. Such measurements, referred to as force-extension curves or force spectra,
7
Introduction Chapter 1
LED
objective
lens
piezoelectric
focus
flow cell
moveable
magnets
x
z^
^
camera
f
f
X
x
A
f (pN) ln(K)
11.4 -4.4
11.7 -1.2
12.0 -0.3
12.3 1.4
12.6 3.3
10 nm
1 s
B
4 8 12 16 200
20
40
60
80
100
X
 (n
m
)
f (pN)
C
Figure 1.2: (A) Schematic representation of an MT SMFS experiment. A single
biomolecule is chemically modified at its ends to facilitate attachment to a substrate,
at one end, and to the paramagnetic bead, at the other. This bead applies a force to
the molecule, leading to its deformation. The extension of the molecule is measured
as a function of the applied force and of time. (B, C) Simulated data for a molecule
exhibiting a two-state folding/unfolding transition. (B) Force-extension curve. The
dashed lines indicate WLC elasticity for both the folded and unfolded states, sepa-
rately; the solid line applies to the simulated molecule, which experiences a structural
transition at about 12 pN. (C) Constant-force trajectories recorded as a function of
time. As the force is varied, the relative amount of time spent in each of the two
states changes; this can be quantified by the equilibrium constant, K. Adapted from
Refs. [30] and [31].
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constitute a measurement of the molecular elasticity.
The behavior of the molecule as a function of applied force (as recorded in the force-
extension curve) can be related to the spatial conformation of that molecule through the
tensile screening length: [32]
ξ ≡ kBT
f
. (1.2)
The basic idea of the tensile screening length is illustrated in Figure 1.3. In the absence of
applied force, an unstructured polymer will exist as a random coil in solution (see Section
2.1) in which any two monomers in the chain can interact with each other. However, as
force is applied, this coil is deformed until, at high enough force, it becomes a straight
chain and only adjacent monomers interact. The free energy associated with stretching
any part of the chain by length X is fX. Since the chain is at equilibrium with a thermal
bath, it fluctuates with characteristic energy kBT . Thus, elements of the chain for which
fX < kBT can still interact, whereas those for which fX > kBT can not. Therefore, ξ is
the characteristic length scale, for a particular force, beyond which monomer-monomer
interactions are screened away by the applied force [32]. That is to say that features in
the force-extension curve (e.g., Figure 1.2B) occurring at high force will correspond to
short-length-scale features in the chain conformation, and features in the force-extension
curve occurring at low force will correspond to long-length-scale features in the chain
conformation.
In another type of SMFS experiment, the force is held at a constant value and the
extension of the molecule is monitored as a function of time. Constant force is a natural
consequence of the MT setup, but must be maintained using feedback loops in AFM and
OT. Certain structured molecules, like a folded DNA hairpin, will exhibit equilibrium
folding/unfolding behavior, as illustrated in Figure 1.2C, when the applied force is tuned
to the correct value. The equilibrium constant, K, describing the multi-state equilibrium
9
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ξ
Figure 1.3: Illustration of the tensile screening length, ξ = kBT/f . In the absence of
force, polymers occur as random coils in solution, and so any two monomers are able
to interact with each other. As force is applied, the coil is deformed and monomers
that are sufficiently far apart along the backbone no longer interact. For a particular
force, ξ is the length scale separating interacting and non-interacting monomers.
can be read out, as a function of force, by comparing the relative amounts of time spent
occupying each state.
1.4 Ion counting experiments
In addition to observing the effect of electrostatics on the elasticity of ssNAs, I will also
discuss experiments that directly probe the interaction of ssNAs with ions in solution by
measuring the stoichiometry of the ion atmosphere. As mentioned above, electrostatic
screening of NAs occurs not just due to the bulk salt concentration, but also due to
the perturbed local salt concentration arising from attractive interactions between the
NA and cations and repulsive interactions between the NA and anions. While this
phenomenon is most fully described by specifying the ion concentration as a function
of spatial position—and it is such a quantity that is often the output of theoretical
models—in experimental practice it is only the net total number of excess cations or
excluded anions that can be measured. This quantity is known as the preferential ion
10
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Figure 1.4: Simple diagram of a Donnan dialysis experiment, in which two compart-
ments, one containing the NA sample and the other a reservoir with a certain bulk
salt concentration, are separated by a membrane permeable to mobile ions but im-
permeable to the NA. Preferential ion interactions with the NA cause an imbalance
in the ion concentrations in each compartment, which can be measured and related
to Γ.
interaction coefficient or ion excess, Γ, and will be formally defined in Section 5.1.2.
Succinctly, Γ can be thought of as the number of excess ions of a particular species
surrounding the NA above the number that would have been expected due to the bulk
salt concentration alone.
The ion excess is traditionally measured through dialysis experiments taking ad-
vantage of the phenomenon of Donnan equilibrium [33]. The basic setup of such an
experiment is sketched in Figure 1.4. The experiment consists of two compartments, one
containing the NA sample and the other a large reservoir with a particular bulk salt
concentration, which are separated by a membrane permeable to the ions but imper-
meable to the NA. The ions are in grand canonical equilibrium across the membrane,
and their preferential interactions with the NA will lead to an imbalance in ion concen-
tration between the two compartments. These concentrations can be read out, often
using atomic emission spectroscopy, and the values of the preferential ion interaction
coefficients determined [34–38].
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The power of ion counting experiments is that they can directly test theoretical mod-
els of nucleic acid electrostatics, from the most simple (e.g., counterion condensation
theory) all the way to the most complex (e.g., fully atomistic molecular dynamics simu-
lations), because these theories generally make predictions about the composition of the
ion atmosphere. As mentioned above, however, these theories often report full spatial
distributions of ion concentration, a more information-rich description than the single
number (i.e., Γ) resulting from an ion counting experiment. As such, it must be re-
membered that agreement of a theory with the ion counting results is a necessary but
insufficient criterion for the validation of that theory. In other words, many possible ion
distributions could give rise to the same value of the ion excess.
Some additional information can be obtained through experiments that are not equally
sensitive to all of the ions in the ion atmosphere. Examples, which will be discussed fur-
ther in Section 5.2.3, include competition experiments, in which one ion species is titrated
into an NA solution containing another while the excess of each ion species is monitored,
and differential ion counting experiments, in which the change in ion excess is measured
as an NA transitions between conformational states. Competition experiments are most
sensitive to the ions closest to the NA, where high local concentrations render the dif-
ferences between ion species most pronounced, and denaturation experiments are most
sensitive to those ions that stabilize the NA structure. Results from both types of experi-
ments can further constrain theory, by providing additional information beyond absolute
stoichiometry, but still do not contain all the information of a full three-dimensional
distribution.
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1.5 Structure of the dissertation
In the chapters that follow, I will discuss my work towards understanding the electro-
statics of ssNAs using both elasticity and ion counting measurements. Chapters 2–4 deal
with the elasticity work, first reviewing the existing theoretical and experimental findings
(Chapter 2) before moving on to my experiments at low (Chapter 3) and intermediate
(Chapter 4) forces. A similar structure is followed in the second half of the dissertation
concerning measurements of the ion atmosphere: I first review the existing theory and
experiment (Chapter 5) before presenting my new results (Chapter 6). There follows, in
Chapter 7, a conclusion discussing further questions raised by this research.
Following the main body of the dissertation are several appendices. Appendices
A–C give descriptions of materials and methods, additional control experiments, and
derivations to support the results presented in the main chapters. Appendix D formalizes
and extends the theory of single-molecule differential ion counting experiments. Appendix
E uses theoretical and simulation approaches to assess the degree to which two-state
conformational switching—as in the hairpin experiments of Chapter 6—biases magnetic
tweezer force calibration. A comprehensive listing of abbreviations and mathematical
symbols used is given in Appendix F.
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Chapter 2
Elasticity of single-stranded nucleic
acids: Theory and existing results
Elasticity measurements, when interpreted in terms of the tensile screening length, con-
tain information about the conformation of a polymer: elastic behaviors that arise at
higher forces correspond to structural features on shorter length scales. In the well-
established theory of uncharged polymer physics, characteristic elastic regimes are sep-
arated by length scales corresponding to the important structural parameters of the
polymer. The addition of charge, as in nucleic acids, complicates this picture through
the addition of competing length scales that vary as a function of salt concentration. Ex-
perimental measurements of NA elasticity therefore provide a fertile ground for testing
theories aimed at describing this richer behavior.
2.1 Scaling theory of uncharged polymers
Scaling theories—theories describing the power-law dependence of one parameter on
another—are often employed in polymer physics as a way of extracting universal behavior
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that does not depend on the chemical details of the particular polymer under study.
These theories, valid for chains in the infinite-length limit, have a formal correspondence
with the theories of critical phenomena, in the limit of small perturbations away from
the critical temperature [1]. The canonical scaling theories of polymer physics describe
the physical extent of the polymer (often the root-mean-square end-to-end extension, or
Flory radius, RF ) as a function of the number of monomers; these are not linearly related
since, to maximize entropy, the polymer will exist as a random coil, and not as a straight
chain, in solution. These scaling laws are given by: [1]
RF ∼ N1/2 (ideal) (2.1)
RF ∼ N ν (real), (2.2)
where N is the degree of polymerization (i.e., number of monomers) and ν ≈ 3/5 in
three dimensions. In the correspondence with critical phenomena, RF is dual with the
magnetization correlation length and ν is dual with the critical exponent of ferromagnetic
order [1]. An ideal chain refers to one that does not interact with itself and therefore exists
as a simple random walk through space; a real chain refers to one that does interact with
itself and, because of excluded volume, instead exists as a self-avoiding random walk. It is
for this reason that the real result, unlike the ideal case, depends upon the dimensionality
of space: the fewer dimensions there are, the more constrained is the polymer and the
more likely it is to bump into itself. For example, in one dimension ν = 1; i.e., the
constraint that the polymer not cross itself forces it into a straight line.
Most of the studies I will discuss will be of polymers in the real regime. This corre-
sponds to a polymer in a good solvent; that is to say, a solvent in which the polymer has
stronger affinity for the solvent than for itself. The opposite is a poor solvent, in which
the polymer will tend to aggregate, rendering experimental study by the methods I will
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discuss impractical. Between these two regimes, the solvent is said to be at a Θ point and
ideal behavior is seen even for polymers that would ordinarily be self-avoiding [3]. This
ideal behavior occurs not because the polymer becomes non-interacting, but because the
interactions tending towards swelling and collapse are equally balanced.
The tensile screening length, ξ = kBT/f , allows a connection to be drawn from
scaling laws connecting RF and N to scaling laws connecting X and f [32]. This is
possible because ξ sets the length scale over which monomers can thermally interact
in the presence of force. Thus, the portion of the polymer within this region, known
as a “tensile blob”, essentially acts as an independent polymer in its own right with
RF = ξ and N given by the appropriate scaling law (e.g., Equations 2.1 or 2.2). Using
this argument, the X(f) scaling behavior expected for an uncharged polymer can be
obtained; these results are shown in Figure 2.1 [9]. Note that these results account
only for entropic elasticity. Chain elasticity can also arise from enthalpic (i.e., spring-
like) stretching of the backbone, which is typically modeled by the addition of a stretch
modulus (e.g., 500–1500 pN for dsDNA [39], 8400 pN for ssDNA [40]).
In good solvent (Figure 2.1A), five force-extension scaling regimes are expected. At
the lowest forces, corresponding to ξ > RF , the force slightly perturbs the otherwise
random-coil conformation of the polymer, and the extension scales linearly with force:
X ∼ f [9]. As the force increases, the tensile screening length divides the chain into
tensile blobs, oriented on long length scales but exhibiting real chain statistics within the
blobs. This manifests as an X ∼ f 2/3 (Pincus) scaling law [9,32]. Such excluded-volume-
dominated behavior persists until ξ ≈ ξt, where ξt is the thermal blob size, at which
point the linear X ∼ f law again occurs. This linear behavior arises because, as the
force increases and the tensile screening length correspondingly decreases, the number of
monomers within each tensile blob becomes so small that the excluded volume interaction
energy becomes less than kBT , leading to ideal chain statistics within the blobs [3,9]. The
16
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Figure 2.1: Expected entropic scaling behavior for an uncharged polymer in (A) good
and (B) Θ solvent. Because the Pincus regime arises from excluded volume interac-
tions, it is absent in the Θ case, where the excluded volume parameter is zero. Also
noted are the characteristic forces—related to length scales through the tensile screen-
ing length—that correspond to the transitions between scaling regimes. Based upon
Figure 1 of McIntosh et al. [9].
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thermal blob size is given, approximately, by ξt ∼ l4/v, where l is the statistical (Kuhn)
monomer size and v is the monomer excluded volume [3, 9]. Thermal blob scaling is
expected to persist in the range l < ξ < ξt. At higher force, the chain enters a regime
where ξ is smaller than the monomer size, aligning the chain completely with the applied
force, modulo fluctuations, and leading to an asymptotic approach to the chain contour
length. The exact nature of this approach depends on how the chain is modeled on short
length scales. If the chain is treated as a sequence of rigid monomers linked by flexible
joints, a “freely jointed chain” (FJC) model, the approach goes as (Lc − X) ∼ f−1,
where Lc is the chain contour length. However, if the chain is modeled as a continuously
deformable rod (i.e., allowing for deformation within the monomers—the WLC model),
the approach goes as (Lc − X) ∼ f−1/2. The latter is generally found to be in better
agreement with the elastic behavior of double- and single-stranded nucleic acids in the
MT force range [26–28, 39, 41–43]; however, a transition from WLC to FJC behavior is
expected at ξ = a2/l, where a is the effective backbone bond length [44,45].
In Θ solvent (Figure 2.1B), the scaling picture is simplified by the lack of excluded
volume interactions and, therefore, the lack of the Pincus regime. Instead, the linear-
response and thermal blob regimes run together into a broad, low-force X ∼ f regime,
which gives way to the the same asymptotic high-force behavior when ξ < l. This means
that, at Θ, the entire force-extension curve up to the WLC-FJC transition can be fit by
the Marko-Siggia WLC interpolation formula: [28]
f =
kBT
lp
[
1
4
(
1− X
Lc
)−2
− 1
4
+
X
Lc
]
, (2.3)
which accounts for WLC behavior at high force and linear scaling at low force, with
a smooth and experimentally justified interpolation in between. Here lp is the chain
persistence length discussed in Chapter 1. If the force range under study were to include
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the WLC-FJC transition, the alternate interpolation formula of Dobrynin et al. [44]
should be used instead.
2.2 Theories describing polyelectrolyte effects
In our discussion of uncharged chains, monomer-monomer interactions entered through
the effects of excluded volume, a local hard-sphere interaction. Now, however, we con-
sider charged chains that are self-repulsive on longer length scales. In particular, in
the presence of a bulk salt concentration—as is the case in biology—the extent of this
repulsion will be roughly the Debye screening length:
κ−1 = 1/
√
4pilBI (2.4)
which is the characteristic length scale of the exponential decay of the electrostatic
Yukawa potential
Φ(r) =
Q
4pi0
1
r
e−rκ, (2.5)
valid in the Debye-Hu¨ckel (weak potential) limit of the Poisson-Boltzmann equation
[46]. In these equations I is the ionic strength∗ and Q is the charge of the object in
question. In the absence of bulk salt, the exponential of Equation 2.5 goes to unity and
the electrostatic repulsion takes on the long-ranged 1/r dependence.
The effects of electrostatic repulsion on polyelectrolyte conformation can be first
understood in the limits of bulk salt concentration, cbulk. At high cbulk, the salt screens
away all of the electrostatic interactions (i.e., the exponential of Equation 2.5 goes to zero)
and the polymer behaves as if it is uncharged. That is to say, in the limit of high salt,
∗I =
∑Ns
i=1 ciZ
2
i , where Ns is the number of ion species in solution, ci is the concentration of a
particular species, and Zi is the integer valence of that species.
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the same scaling laws of Equations 2.1 and 2.2 are still expected to hold. The opposite
limit, of no added salt, is treated by the de Gennes-Pincus-Velasco-Brochard (dGPVB)
theory [47], which finds that the unscreened electrostatic repulsion imposes a directional
axis on the polyelectrolyte: the polymer is stretched into a straight chain on long length
scales, but maintains random-walk statistics, albeit with additional electrostatic excluded
volume, on short length scales. That is to say, the polymer adopts a “chain of blobs”
configuration, just as in the case of an applied force. Because the polymer is oriented on
long length scales in the dGPVB picture, its end-to-end separation scales linearly with
the degree of polymerization: RF ∼ N .
The chain of blobs nature of the dGPVB model, in the limit of no added salt, moti-
vates a more general understanding of the effect of charge on polymer conformation in
terms of electrostatic tension at intermediate cbulk. For a long straight chain with charge
separation b in the Debye-Hu¨ckel limit, Netz [48] derived, by explicit summation, an
expression for the electrostatic tension, fel, as a function of Debye length (which encodes
cbulk):
fel =
kBT lB
b2
(
κb
e−κb
1− e−κb − ln
(
1− e−κb)) . (2.6)
A similar expression, further accounting for counterion condensation, was also derived
by Manning [49]. Interpretation of polyelectrolyte elasticity in terms of this tension will
be further discussed in Section 2.3.2 and Chapter 4. The expectation in this view is that
the force-extension behavior of a polyelectrolyte will be the same as that of an uncharged
polymer, except that the true force applied to the molecule should be reckoned as the
sum of the applied force and the electrostatic tension.
The Netz electrostatic tension (Equation 2.6) has been directly incorporated into the
concept of persistence length by Manning [49], who used the internal electrostatic tension
and the phenomenon of counterion condensation to determine a relationship between the
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persistence length of a chain at a particular salt concentration, lp,el, as a function of the
bare persistence length in the absence of charge, lp,0. The prediction of this Manning-Netz
(MN) theory is given by:
lp,el =
(pi
2
lp,0
)2/3 R4/3
Z2lB
[(
2ZlB
b
− 1
)
κbe−κb
1− e−κb − 1− ln
(
1− e−κb)] , (2.7)
where R is the radius of the cylinder approximating the chain.
A separate, but related, way of treating the elasticity of polyelectrolytes at reasonably
high applied force is to the think of the electrostatic repulsion not as generating an
additional electrostatic tension, but as leading to an additional electrostatic stiffness.
In the theories of Odijk [50] and Skolnick and Fixman [51] (OSF), later extended by
Barrat and Joanny [52], the chain’s persistence length is written as a sum of bare and
electrostatic terms: lp = lp,0 + lp,el. The bare term, lp,0, depends on the chemical structure
of the polymer and does not vary with cbulk. The electrostatic term, lp,el arises from the
tendency of the charges to resist backbone bending, since such bending would bring the
charges closer together and increase their Coulomb energy. Also in the Debye-Hu¨ckel
limit—at high force and for semi-flexible chains; i.e, when the bending can be treated as
a perturbation to an otherwise straight structure—OSF theory predicts that:
lp,el =
lB
4b2κ2
. (2.8)
This electrostatic persistence length can be inserted into the WLC model to give predicted
high-force force-extension curves for polyelectrolytes [52].
Both methods of calculating an electrostatic persistence length (Equations 2.7 and
2.8) necessarily assume that lp is a well-defined quantity in the system under study;
i.e., that there is an exponential decay of tangent vector correlations. However, non-
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exponential decays have been predicted from theory and simulation studies of flexible
chains [53].
To summarize, the addition of charge to a polymer introduces electrostatic repul-
sion that tends to elongate the chain on long length scales in a salt-dependent manner.
The long-length-scale behavior can be modeled quantitatively through an electrostatic
tension—a concept that will be further developed in this dissertation—or an electrostatic
persistence length. On short length scales, the system is still expected to behave as a
real chain, as described in the prior section, but with additional excluded volume arising
from the electrostatics. The crossover between these two regimes may be complicated by
the competition between the Kuhn length, which separates them for an uncharged chain,
and the Debye length, which is the characteristic length scale of electrostatics and varies
as a function of cbulk.
2.3 Elasticity measurements
The elasticity of a polymer can be directly studied by applying a force and measur-
ing the resulting molecular extension, via the single-molecule force spectroscopy (SMFS)
techniques discussed in Section 1.3. The force-extension curves measured in these exper-
iments can directly test the predicted elasticity scaling laws, such as those summarized
in Figure 2.1, provided that the experimental technique is sensitive to the appropriate
force range.
A good example of such studies, for uncharged polymers, is that of Dittmore et al. [54],
performed on polyethylene glycol. This study successfully observed both the high-force
WLC and low-force linear regimes in Θ solvent (as in Figure 2.1B) and the high-force
WLC and intermediate-force thermal blob and Pincus blob regimes in good solvent (as in
Figure 2.1A). The low-force linear regime in good solvent and the high-force WLC-FJC
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transition went undetected, since they are expected to occur outside of the force range
probed. This study concretely establishes the basic scaling behavior of uncharged chains
that serves as a starting point for understanding more complex polyelectrolyte elasticity.
Below, I review that major force spectroscopy results relevant to the nucleic acids.
2.3.1 Double-stranded nucleic acids
Double-stranded DNA is semi-flexible, meaning that its bare persistence length is
much larger than the monomer size, an effect arising from its rigid double-helical struc-
ture. Because of this large persistence length, the transition from thermal blob (X ∼ f)
to Pincus blob (X ∼ f 2/3) scaling (Figure 2.1A) is expected to occur at inaccessibly
low forces, since ξt ∼ l4p. Thus, over the experimentally accessible force range, dsDNA
is expected to behave as if it were a polymer in Θ solvent, characterized by the scaling
behavior of Figure 2.1B.
This expected behavior is consistent with what is seen in the experimental force spec-
troscopy results of Bustamante and co-workers, first using an early magnetic tweezers
setup [28, 41] and later using optical tweezers [39]. In particular, they measure elastic-
ity over the force range 0.04–40 pN that is well-fit by the WLC interpolation formula
(Equation 2.3) and, going up to 65 pN, that is well-fit by the WLC with an added
stretch modulus term. Above 65 pN, dsDNA exhibits a sudden lengthening termed
“overstreching”, which is a structural transition rather than a entropically driven poly-
mer phenomenon [55–62]. Several conclusions can be drawn from the good agreement
between these WLC models and the data. First, the good agreement with the WLC
model and the comparatively poor agreement with the FJC model [28] indicates that
the asymptotic behavior of dsDNA, up to 65 pN, is best modeled by as the straighten-
ing of a continuously deformable rod. That is to say, the dsDNA can be bent on length
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scales shorter than the Kuhn length, a conclusion that makes sense given that each Kuhn
length in dsDNA contains ∼ 100 structural monomers (i.e., base pairs). Second, that the
WLC interpolation formula, which encodes only ideal (i.e., X ∼ f) low-force behavior,
continues to fit the data down to sub-pN forces indicates that no excluded volume effects
are manifesting within the probed force range, consistent with the high stiffness, and
correspondingly large ξt, of dsDNA. Finally, the need to introduce a stretch modulus to
maintain the quality of the WLC fit at the highest forces indicates that the double-helix
can be deformed by sufficiently high stress. This deformability arises from the polymer’s
compact (i.e., contour length much shorter than length of sugar-phosphate backbone),
double-helical structure, which is held together by weak base stacking and base-pairing
interactions.
More recent magnetic tweezers experiments on dsRNA have confirmed essentially the
same behavior: that the RNA force-extension curve is well-fit by the WLC interpolation
formula over the force range of 0.01–10 pN [27]. These studies did not go to high enough
forces to address the stretch modulus of dsRNA. The study did identify a slightly larger
bare persistence length of dsRNA compared with dsDNA, not surprising given their
different helical structures: the more compact A-form in the case of RNA, the more
elongated B-form in the case of DNA.
The polyelectrolyte character of dsDNA is seen in the salt concentration-dependence
of its persistence length, which was found by Baumann et al. [39] to be in qualitative
agreement with the predictions of OSF theory, in that the persistence length decreases
as a function of cbulk and asymptotes to a salt-independent, bare value at high salt. This
bare value does, however, vary with the ion valence: lp,0 → 50 nm in monovalent salt, but
lp,0 → 25 nm in trivalent cobalt hexamine [39]. This likely arises from the Debye-Hu¨ckel
assumption underlying OSF, an assumption that breaks down for strongly interacting
multivalent ions. Furthermore, I say that the Baumann et al. agreement with OSF is
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only qualitative, because, as Manning observes, a numerical pre-factor must be used that
is not physically justified [49].
The situation is further confused when one considers a broader ranger of experiments,
including studies other than force spectroscopy, as surveyed by Savelyev [24]. A compar-
ison with this large dataset reveals that the characteristic OSF behavior (i.e., asymptotic
approach to bare persistence length in the limit of large cbulk) is only clearly seen in a
few of the surveyed studies; in many others, the total persistence length continues to fall
as the salt concentration increases well above 1 M, in better agreement with MN theory
(Equation 2.7).
Thus, while the general elastic behavior of dsDNA is well-settled experimentally (i.e.,
ideal polymer behavior at low force, WLC behavior at high force giving way to an over-
stretching transition), the detailed salt-dependence of the elasticity is still at topic of
both experimental and theoretical debate.
2.3.2 Single-stranded nucleic acids
Because it does not occur in a double-helical structure, single-stranded DNA is much
less stiff than dsDNA and is considered to be a flexible polymer on the basis that its
persistence length is comparable to the structural monomer size. Since the Kuhn length
of ssDNA is smaller (∼ 1 nm), the characteristic force separating the thermal blob and
Pincus regimes is expected to be higher, and the X ∼ f 2/3 scaling behavior becomes
accessible at forces that can be attained using magnetic tweezers instruments.
Elasticity measurements on samples that were either natively single-stranded—due to
an appropriately chosen sequence; e.g., poly(U)—or chemically denatured by treatment
with glyoxal, formamide, or formaldehyde were first reported, for ssDNA, by Smith et
al. [55]. Later studies were performed on ssDNA by Rief et al. [63], Dessinges et al. [64],
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and Saleh and co-workers [25, 43] and on ssRNA by Seol et al. [42]. These studies span
a range of applied forces from roughly 0.04 pN, using MT, to 1000 pN, using AFM.
Only in the MT range were comprehensive measurements reported as a function of ionic
strength [25,43].
At the lowest forces probed in these experiments, the X ∼ f 2/3 Pincus behavior
is clearly seen. The presence of this regime means that it is not generally appropriate
to fit the data with the WLC interpolation formula (Equation 2.3), since that model
does not account for this excluded volume effect. Persistence lengths can be obtained
under solution Θ conditions, where the ideal behavior of Figure 2.1B is observed. This
Θ condition is satisfied by raising the bulk salt concentration surrounding the ssDNA to
about 3.5 M, meaning that the persistence length obtained under these conditions can be
thought of as the bare persistence length in the absence of electrostatic effects that have
been screened away by the salt. The persistence length at Θ is found to be 0.60 ± 0.02
nm for ssDNA in NaCl solution, with very similar values found in MgCl2 and CaCl2 [9].
As I will show in Chapter 3, this is lower than the 0.83 nm persistence length of ssRNA
at Θ [26].
As the bulk salt concentration is decreased away from Θ, Pincus scaling begins to
appear at low force. Interestingly, no intermediate domain of linear scaling is preserved.
That is to say, in good solvent conditions, the ssDNA force-extension curve transitions
directly from the Pincus regime to high force behavior, without passing through the ther-
mal blob regime. This effect was explained by McIntosh et al. [9] in terms of the interplay
between electrostatics and the characteristic length scales separating the regimes. Recall
from Section 2.1 that the characteristic tensile screening length separating the Pincus and
thermal blob regimes is the thermal blob size, ξt ∼ l4/v, and that the length scale sepa-
rating the thermal blob and high-force regimes is the Kuhn length, l. For an uncharged
chain, the monomers are essentially cylindrical, meaning that the excluded volume goes
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as the square of the Kuhn length and ξunchargedt ∼ l2. This means that, for an uncharged
chain, ξt > l and the thermal blob regime will have non-negligible width. However, in
the case of a polyelectrolyte the excluded volume is dominated by electrostatic repulsion,
which is essentially spherical (i.e., isotropic). This means that, for charged chains the
excluded volume goes as the Kuhn length cubed and ξcharget ∼ l. Thus, to a scaling factor,
ξt ≈ l and no thermal blob regime will occur, as seen in experiment.
Disagreement with WLC predictions are also seen, in the good solvent regime, at high
force. In particular, in monovalent salt high-force X ∼ log(f) scaling is observed, corre-
sponding to greater elasticity than that expected for a WLC. In divalent salt, even greater
compliance manifested. This behavior, which was not seen in the flexible-but-uncharged
PEG system [54], was assumed to be an effect unique to flexible polyelectrolytes and
was reproduced in simulations of such systems [53, 65]. Recent simulations have also
indicated that such scaling can arise for non-electrostatic excluded volume effects [66].
It has been postulated the this logarithmic behavior may arise from the polymer hav-
ing power-law, rather than exponential, decay of its tangent vector correlations on short
length scales [53]. An alternative, but not necessarily contradictory, explanation of this
effect in terms of the internal electrostatic tension of the polyelectrolyte will be given,
along with higher-force data probing further into this regime, in Chapter 4.
Even though the ssNA persistence length becomes ill-defined away from Θ due to
the inapplicability of the WLC interpolation formula, its scaling with salt concentration
can be inferred from the dependence of the crossover force, fc (separating the X ∼ f 2/3
and X ∼ log(f) regimes), on cbulk. Since this transition is expected to occur at forces
corresponding to ξ ∼ l, where l = 2lp, the persistence length is related to the crossover
force scaling through l ∼ f−1c . Performing such an analysis revealed that, in monovalent
salt, l ∼ c2bulk ∼ κ−1, in contrast with the l ∼ κ−2 scaling predicted by OSF theory
(Equation 2.8) but in agreement with Barrat and Joanny’s modification to OSF theory
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to account for conformational fluctuations in flexible chains [52]. Much stronger scaling of
l with cbulk in divalent salt was also observed, but has not been quantitatively explained
[25,26].
Thus, to summarize, elasticity measurements of unstructured ssNAs [25, 42, 43, 64]
reproduce the expected polymer scaling behavior in good solvent (Figure 2.1A), except
for several perturbations owing to electrostatics. First, the thermal blob regime is not
seen. Second, the high-force behavior in monovalent salt shows X ∼ log(f) scaling
and in divalent salt shows even greater compliance. Third, the Kuhn length is salt-
concentration-dependent and shows l ∼ κ−1 scaling.
The above results hold for the unstructured ssNAs: those that behave as non-
interacting random walks in solution. Certain ssNA sequences, such as poly(A) in par-
ticular, instead exhibit base stacking and will form ordered helical structures that are
locally stiffer. SMFS studies of such sequences in DNA [67, 68] and RNA [69] reveal a
structural transition—akin to the overstretching transition in dsDNA—corresponding to
the unstacking of these bases at a salt-dependent force around 23 pN. McIntosh et al. [68]
posited that the total intramolecular tension required to trigger the unstacking is actu-
ally salt-independent and that this total tension is a sum of the applied force, from the
magnetic bead, and a mean-field electrostatic tension arising from charge-charge repul-
sion. By modeling fel using Equation 2.6, they were able to reproduce the experimental
salt-dependence of the unstacking force using a model with just two free parameters: the
total intramolecular tension of unstacking and the effective charge spacing. The fitted
value of b needed to give good agreement with the data was 0.9 nm, larger than the
physical charge spacing of ssDNA; this discrepancy may arise from the Debye-Hu¨ckel
approximation underlying Equation 2.6.
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Low-force elasticity of
single-stranded RNA
Portions of this chapter are adapted with permision from Ref. [26]. Copyright 2013, The
Biophysical Society.
Once thought to act as a mere messenger within the central dogma of molecular
biology [12], RNA is now known to fill a diversity of roles, including as an enzyme [18]
and genetic regulator [19]. These functions depend on the folded, three-dimensional
structure of the RNA [70]. In addition to the effects of secondary (base pairing) and
tertiary structural elements, folding is strongly ion-dependent [71, 72]. Ions, which can
interact specifically by binding to the RNA or nonspecifically through condensation [21]
and the formation of an ion “atmosphere”, serve to neutralize the strong, negative charge
of the backbone. It is this screening that allows charged monomers to come into close
contact, facilitating stable folding. Thus, to fully understand the folding behavior of
RNA, we must understand the coupling of electrostatics and conformation.
In the absence of base-pairing and tertiary structure, RNA assumes a random-walk
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conformation, modulated by the electrostatic self-repulsion of the charged, flexible back-
bone. This is essentially the same behavior seen in ssDNA (Section 2.3.2). Such behavior
has traditionally been modeled as a WLC with an electrostatics-dependent persistence
length. Studies of ssDNA have shown, however, the inadequacy of such an approach.
In particular, ssDNA was seen to exhibit a self-avoiding excluded volume scaling regime
(X ∼ f 2/3) at low force and an unexpected logarithmic scaling regime at higher forces.
Through measurements of the end-to-end extension of poly(U) RNA under 0.1–10 pN
applied force (detailed materials and methods information in Appendix A), we extend
these prior ssDNA studies to consider the structurally similar ssRNA. We observe the
same general scaling behavior: a low-force, power-law regime characteristic of a chain
of swollen blobs on long length scales and a high-force, salt valence-dependent regime
consistent with ion-stabilized crumpling on short length scales. This short-scale struc-
ture is additionally supported by force- and salt-dependent quantification of the RNA
ion atmosphere composition, which shows that ions are liberated under stretching; the
number of ions liberated increases with increasing bulk salt concentration. Both this
result and the observation of two elastic-response regimes directly contradict the WLC
model, which predicts a single elastic regime across all forces and, when accounting for
a standard model of the electrostatics-dependent persistence length, the opposite trend
in ion release with salt concentration. We conclude that ssRNA, like ssDNA, is better
described as a snakelike chain, characterized by smooth bending on long length scales and
ion-stabilized crumpling on short length scales. In monovalent salt, these two regimes
are separated by a characteristic length that scales with the Debye screening length,
highlighting the determining importance of electrostatics in RNA conformation.
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3.1 Results
3.1.1 Elasticity measurements
Since we sought to probe the elastic response of RNA in the absence of higher-order
structure, we studied the polyuridine homopolymer (poly(U)), which does not undergo
base-pairing or tertiary structure formation, which possesses an unfavorable free energy
for base-stacking interactions [73], and which showed no signature of base-stacking in
earlier elastic measurements [69]. Nonetheless, poly(U) regions do occur in biologically
significant RNAs, such as regulatory sRNA [74].
Enzymatically synthesized poly(U) was end-labeled and tethered, at one end, to a
functionalized glass coverslip and, at the other end, to the paramagnetic bead (see Ap-
pendix A.1.1) required for the magnetic tweezers experiment.
We measured the elasticity of poly(U) RNA as a function of the concentration of three
salt species: NaCl, MgCl2, CaCl2. A representative subset of these data, rescaled by the
extension at 10 pN applied force, is shown in Figure 3.1 (see further discussion of this
rescaling in Appendix A.2.6). All of these curves exhibit the same qualitative behavior
(Figure 3.2A): two elastic-response regimes separated by a salt-dependent crossover force,
fc. Over a range of salt concentrations (20 to 2000 mM NaCl, 0.2 to 20 mM MgCl2,
0.2 to 10 mM CaCl2), and for f < fc, the extension obeys X ∼ f 0.6, approximately
the f 2/3 Pincus power-law elasticity expected of a self-avoiding chain [32]; these salt
concentrations thus correspond to the good-solvent regime for the RNA. For f > fc, the
response depends on the screening ion valence, a phenomenon that is further described
below.
For each salt species, there is a concentration for which the low-force elasticity exhibits
the linear behavior expected of an ideal chain (X ∼ f), corresponding to the solution
Θ condition. At Θ, the RNA elasticity is well fit by the WLC interpolation formula
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Figure 3.1: Elasticity measurements of poly(U) RNA in various concentration solu-
tions of (A) NaCl, (B) MgCl2, and (C) CaCl2. Lines indicate WLC fits at the solution
Θ points.
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Table 3.1: Persistence length of poly(U) RNA at Θ in various salt solutions, compared
with ssDNA results of McIntosh and Saleh [25]
RNA ssDNA [25]
salt cΘ (mM) lp (nm) cΘ (mM) lp (nm)
NaCl ≈ 4,000 0.83± 0.05 ≈ 3,500 0.60± 0.02
MgCl2 ≈ 120 0.78± 0.08 ≈ 50 0.64± 0.03
CaCl2 ≈ 15 0.83± 0.07 ≈ 20 0.61± 0.02
(Equation 2.3) [28]. WLC fits at Θ are also shown in Figure 3.1 and the fitted values of
persistence length and corresponding Θ concentrations, cΘ, are listed in Table 3.1. We
also list, for comparison, cΘ and lp for ssDNA [25]. Values of lp listed were obtained
by fitting all curves at the Θ-concentration, not just the representative curve plotted
in Figure 3.1. The values of lp are in general agreement across all salt species tested,
consistent with the marginalization of electrostatic effects at Θ.
3.1.2 Regime crossover analysis
From each force-extension curve well below the Θ concentration (Figure 3.1), we
extract the inter-regime crossover force, fc, and extension, Xc, as described in Appendix
A.2.6. We then use those values to rescale each curve and find that they collapse to
a single, universal curve for a given salt species (Figure 3.2A). Although poly(U) in all
three species conforms to an X ∼ f 2/3 dependence for f < fc, for f > fc the behavior
is valence-dependent: in monovalent NaCl, X ∼ log(f), whereas in the divalent salts we
observe additional compliance.
Since an applied force corresponds to a tensile screening length (Equation 1.2), the
crossover force fc corresponds to a crossover length scale, ξc = kBT/fc, separating confor-
mational regimes [43]. To investigate the salt-dependence of that length scale, we plot in
Figure 3.2B the relation between fc and the solution ionic strength, I. Ionic strength is
used because it is the relevant parameter in the Debye-Hu¨ckel treatment of solution elec-
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Figure 3.2: Analysis of elastic regime crossover force, fc. (A) Force-extension curves,
in good solvent, rescaled by fc and Lc. Lines are drawn to highlight the low-force
power-law behavior common to both valences and the high-force logarithmic behavior
in monovalent salt. (B) fc plotted as a function of ionic strength (same symbols as in
(A)). Lines corresponding to a power-law dependence of fc on I are shown for both
valences; in monovalent salt this relationship is consistent with inverse κ−1 scaling.
34
Low-force elasticity of single-stranded RNA Chapter 3
trostatics and provides a framework to compare mono- and divalent salt. For monovalent
salt, we find fc ∼ I0.58±0.09, consistent with crossover length scaling as ξc ∼ I−1/2 ∼ κ−1.
We thus identify κ−1 as an important conformational length scale of unstructured RNA
in monovalent salt, corresponding to the SLC blob size separating short- and long-scale
conformations. In divalent salt, fc ∼ I3 scaling is observed, which does not correspond
to an obvious physical length scale and remains unexplained.
3.1.3 Quantification of associated ions
Force-extension data permit quantification of the ion atmosphere surrounding the
molecule as a function of both f and cbulk. The concept of the ion atmosphere will be
further discussed in Chapter 5 and the theory used to extract ion atmosphere measure-
ments from SMFS data is discussed in much greater depth in Appendix D. Briefly, since
NAs are negatively charged, they tend to attract cations and repel anions. This leads
to a region surrounding the NA of enhanced cation concentration and reduced anion
concentration. This region is referred to as the ion atmosphere. The ion excess, Γ, is
a stoichiometric quantification of this atmosphere: the number of ions of a particular
species in the vicinity of the NA above, or below, the number that would be present due
to the bulk concentration alone. Here we use measurements of Γ both to study how the
number of associated screening ions is modulated by RNA conformation and to directly
test a WLC-derived model of salt-dependent RNA elasticity. In our analysis, the inde-
pendent experimental variables are f and µ, the chemical potential; these are related to
the thermodynamically conjugate, dependent variables X and Γ. We can relate f , cbulk,
X, and Γ by the Maxwell relation: [75,76]
∂X
∂µ
∣∣∣∣
f
=
∂Γ
∂f
∣∣∣∣
µ
. (3.1)
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From this, we derive an integral expression giving the difference in ion excess, ∆Γ, be-
tween a state with applied force f and some reference state with applied force fo :
∆Γ =
cbulk
2kBT
∫ f
fo
∂X
∂cbulk
∣∣∣∣
f ′
df ′. (3.2)
This equation assumes an ideal solution; accounting for actual ion activities changes
the results by less than 10% [75] and does not affect key conclusions. To perform the
partial differentiation and integration required by Equation 3.2, we fit a smooth surface
to X(f, cbulk). Applying Equation 3.2 to this surface, we can quantify changes to the
polymer-associated ion excess as the RNA is stretched.
The results of this analysis, for a representative poly(U) molecule in the presence of
50 to 1000 mM NaCl and subject to 0.1 to 10 pN applied force, are shown in Figure 3.3A.
As the RNA is stretched, we observe that associated ions are driven away (∆Γ < 0). For
sufficiently large forces, the number of ions driven away increases with increasing salt
concentration, a result we explain by arguing that ∆Γ per SLC blob is constant and
that the number of blobs per length increases with salt concentration, since blob extent
scales with κ−1. This phenomenon is seen directly in Figure 3.3B, where we plot the
ion excess per approximate blob size, κ−1, versus rescaled force, f/fc. The excess at fc,
the force corresponding to the blob size, was chosen as a natural zero-reference. Under
this rescaling, all of the ion excess curves collapse to a single, master curve, indicating
that the variation between curves was attributable to the disparate number of SLC blobs
per length. Because most of the ion excess change occurs when f/fc > 1, corresponding
to ξ < ξc, we conclude that the ions are predominately associated with the intrablob
crumpling and not with the longer-length-scale chain of blobs. This analysis, which
confirms the SLC picture of ion-stabilized crumpling on short length scales (see Section
3.2), was repeated for two other RNA molecules and yielded comparable results.
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Figure 3.3: Determination of RNA-associated ion excess as a function of applied force
and monovalent salt concentration. (A) Change in ion excess, per nucleotide, as a
function of force, compared with a low-force reference state, for various NaCl con-
centrations (dashed line: lowest concentration; heavy line: highest concentration).
Error bars reflect propagated uncertainty from force measurement; an additional 10%
error common to all curves arises from uncertainty in polymer contour length. Inset:
Expected ion excess curves for a WLC model with electrostatics-dependent persis-
tence length [28,52], using parameters of Ref. [42] (same ordering of line weight with
concentration). (B) Change in ion excess, per Debye length, as a function of f/fc,
compared with a reference state at fc (values of fc from Figure 3.2B) for the same
NaCl concentrations.
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These data also provide a test of the modified WLC model with electrostatics-
dependent persistence length from the Barrat-Joanny modification of the OSF the-
ory [28, 52] that is sometimes used to account for the polyelectrolyte character of RNA.
Using such a modified WLC model, with parameters obtained from the poly(U) elasticity
data of Seol et al. [42], we generated force-extension curves at various salt concentrations
and, from them, computed the change in ion excess. The results, shown in the inset to
Figure 3.3A, show a contradictory trend in ∆Γ with increasing cbulk compared with our
experimental observations.
3.2 Discussion
3.2.1 Elastic response
The crossover force separating observed elastic-response regimes (Figure 3.2B) corre-
sponds, via a tensile screening length argument, to a cross-over length scale, ξc, separating
spatial conformational regimes. In monovalent salt solution, we observe that fc ∼ I1/2,
corresponding to ξc ∼ I−1/2. In the Debye-Huc¨kel theory, the Debye length varies as
κ−1 ∼ I−1/2; thus ξc ∼ κ−1. This indicates that, in monovalent salt solution, there are
separate conformations of unstructured RNA on short and long length scales, and that
they are separated by the Debye screening length, as illustrated in Figure 3.4. This
result is in agreement with the finding—from the simulation studies of Toan and Thiru-
malai [53]—that the tangent vector correlation of a flexible polyelectrolyte transitions
from power-law to exponential decay at κ−1 and with similar behavior seen in ssDNA
(Section 2.3.2). In divalent salt solution, however, this scaling is not observed. Instead,
we see fc ∼ I3 for cbulk ≤ 5 mM (I ≤ 25 mM) and non-power-law scaling for the full
range of tested salt concentrations in the good solvent regime. Thus, κ−1 is not the
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Figure 3.4: SLC conformation. In monovalent salt, the long length scale bending
and short length scale, ion-stabilized crumpling regimes are separated by the Debye
screening length, κ−1. In divalent salt, κ−1 is replaced by a crossover length scale that
decreases more rapidly with increasing ionic strength and the conformation on short
length scales is more tightly packed than in the monovalent case.
important length scale separating conformational regimes in the presence of appreciable
divalent salt, as is the case under physiological conditions. Instead, κ−1 of Figure 3.4
is replaced with a length scale that decreases more rapidly with increasing I, consistent
with the enhanced efficiency of divalents (Figures 3.1B and 3.1C, compared with 3.1A)
and the breakdown of the Debye- Huc¨kel picture in this case [25].
Having identified the length scale that separates the two conformational regimes of
unstructured RNA, we now characterize those regimes. In the limit of long length scales
(f < fc), in both monovalent and divalent salt, we observe, approximately, the X ∼ f 2/3
scaling characteristic of a chain of blobs swollen by excluded volume interactions [32].
Unlike in uncharged polymers, where steric effects dominate, here the primary mechanism
of swelling is the Coulomb repulsion between charged monomers. This is seen by noting
the absence of the thermal blob regime.
That the exact numerical exponent we measure for this low-force scaling, X ∼ fC
with C = 0.6, differs in detail from the C = 2/3 (Pincus scaling) result for an infinite
chain of swollen blobs can be attributed to the finite length of the polymers under study
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(4000 to 10,000 nucleotides). Simulation studies have shown that Pincus scaling does
not arise in flexible, neutral polymers with degree of polymerization less than N ≈ 105
monomers [77]. For polymers shorter than this, the applied force is felt within the
blobs. More recent simulations have shown that Pincus scaling occurs in flexible, charged
polymers for N = 25, 000, but not for N = 5000 (C = 0.60 scaling is seen in that
case) [78].
In the limit of short length scales (f > fc), we observe an elastic response that de-
pends strongly on salt valence. In monovalent salt, we find X ∼ log(f), a more compliant
response than the WLC behavior expected for an uncharged polymer; in divalent salt we
observe even further compliance (Figure 3.2A). These results support the SLC picture
of short length scale polymer crumples stabilized by transient interactions with screen-
ing ions: contour length sequestered in the crumples is liberated by applied force and
manifests as increased compliance. That additional high-force compliance, and therefore
additional local crumpling, is observed for divalent ions is consistent with this picture:
the more highly charged ions have stronger interactions with the RNA backbone, allowing
it to adopt sharper bends and thus sequester additional contour length. This short length
scale crumpling, and its variation with ion valence, is also seen in molecular dynamics
simulations of a charged, flexible polymer in the presence of explicit screening ions [65].
Behavior in this higher-force regime will be more fully discussed in Chapter 4.
3.2.2 Associated ion excess
The existence of an ion-associated, crumpled conformation on short length scales
is further supported by our measurements of the force- and salt-dependent ion excess
(Figure 3.3). In particular, it is seen in the decrease in ion excess with increasing force
since, if the contour length sequestered in crumples is stabilized by co-localization of
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screening ions, the liberation of that contour length by an applied force concomitantly
liberates those ions. The decrease in ion excess change with increasing salt concentration,
for sufficiently high forces, is consistent with the liberation of a constant number of ions
per SLC blob, but is directly at odds with the prediction of a modified WLC model
[28,42,52] employing an electrostatics-dependent persistence length (Figure 3.3A). That
all of the ion excess curves collapse to a single, master curve when plotted as [Γ(f)−Γ(fc)]
per κ−1 vs. f/fc (Figure 3.3B) indicates that the salt-dependence enters only through
changing the size of the Debye length-scale SLC blobs. This is consistent with our
measurements of elasticity, which indicate (Figure 3.3A) universal behavior across all
salt-concentrations modulo a salt-dependent crossover force that corresponds to the SLC
blob size.
3.2.3 Comparing ssRNA and ssDNA
The SLC conformation of unstructured RNA described above is in good qualitative
agreement with findings from earlier studies of ssDNA using the same techniques [25,75].
However, there exist quantitative differences in the persistence lengths and Θ conditions
between the two polymers. Although RNA and DNA are structurally analogous, they
differ in the substituent of the 2′ sugar carbon. The added hydroxyl group in RNA forces
the pentose ring into the C3′-endo conformer (DNA is in equilibrium between C3′-endo
and C2′-endo) [73], possibly because of the formation of a water bridge between the 2
′-
hydroxyl and 3′-phosphate [79]. This structural constraint is expected to increase the
rigidity of RNA compared with DNA, which is indeed borne out by the longer persistence
lengths we observe in RNA compared with DNA (Table 3.1). Base stacking has been
proposed as an alternate origin of this rigidity [80], but we see no signature of such
stacking in these elasticity measurements or those of Seol et al. [69].
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The lp comparison we report is especially illuminating given that the two measure-
ments were made using the same technique (single-molecule elasticity at low force under
Θ conditions); the same was true in a study of poly(U) and poly(dT), using small-angle
x-ray scattering and single-molecule Fo¨rster resonance energy transfer, which found a
34% difference in lp between ssDNA and ssRNA when extrapolated to Θ [80], in general
agreement with the 38% difference we report. Away from Θ, reported measurements
of lp vary widely (Ref. [81], and citations therein); given the results reported here, we
attribute this to the non-WLC nature of the single-stranded nucleic acids.
Additionally, the extra hydroxyl group of RNA, acting as a hydrogen bond donor,
is expected to increase water solubility. Since the Θ condition occurs at the transition
between the good solvent and poor solvent regimes [1], this increased solubility of RNA
explains the higher observed Θ concentrations of NaCl and MgCl2 compared with those
of ssDNA. That the Θ concentration of CaCl2 is not similarly higher in ssRNA than in
ssDNA is not explained by this argument and could be due to some other effect, perhaps
a specific chemical interaction between the salt ions and the RNA.
3.3 Conclusion
Full understanding of the diverse biological functions of RNA can only be obtained
through a detailed understanding of its three-dimensional conformation and structure.
Many factors contribute, including the interactions responsible for secondary and tertiary
structure. However, in the absence of these phenomena, the conformation of RNA is
dominated by the solution-screened Coulomb interaction between the charged phosphate
groups of the backbone. From the results presented above, we conclude that unstructured
RNA, like ssDNA, exhibits an SLC conformation (Figure 3.4), characterized by bending
on long length scales and ion-associated crumpling on short length scales. These two
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regimes are separated by the salt-dependent SLC blob size that, in monovalent solution,
scales with the Debye screening length. The existence of two conformational regimes is
supported by our experimental observation of two elastic-response regimes in the force-
extension curves, separated, in monovalent salt, by a force scaling inversely with κ−1.
That the short-range conformation is stabilized by ion association is supported by both
the enhanced high-force compliance observed in divalent salt solution and the observation
that excess ions are liberated from association with the RNA when it is pulled apart.
Although the WLC model of polymer elasticity has long served as an empirically ef-
fective, and analytically tractable, model for unstructured RNA conformation, our results
indicate that it does not accurately describe the microscopic details. In particular, it pre-
dicts X ∼ f scaling in the low-force limit, an (Lc−X) ∼ 1/f 1/2 approach to the contour
length in the high-force limit [28], and, when adjusted to account for electrostatics-
dependent persistence lengths, a decrease in ∆Γ with increasing salt. In contrast, the
SLC behavior we report in this study occurs as X ∼ f 2/3 scaling at low force, X ∼ log(f)
at moderately high force, and increasing ∆Γ with increasing salt. This discrepancy likely
contributes to the inconsistency across different types of experiments in measuring lp,
since in most cases WLC behavior must be assumed. Better characterization of SLCs re-
quires analytical models; whereas Toan and Thirumalai provide an elastic prediction for
the SLC [53] that replaces the Marko-Siggia WLC elastic theory [28], it is based on the
phenomenological assumption of power-law correlations rather than microscopic physi-
cal details. The description and experimental validation of such a physically motivated
model is the subject of Chapter 4. Additionally, we are unaware of an SLC-motivated
prediction for the scattering structure factor that would replace the results of Pedersen
and Schurtenberger [82].
Finally, these results leave open the question of the physical original of some of the
elastic behavior observed. While the low-force Pincus scaling is well described in terms of
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the behavior of a self-avoiding chain of excluded volume blobs, the higher-force logarith-
mic behavior has not been explained in terms of a physical model of polymer behavior,
except through numerical simulations [53,65] or the power-law decay conjecture of Toan
and Thirumalai [53]. Since the logarithmic regime characterizing the SLC extends be-
yond the high end of the force range of this study (∼ 10 pN), further insight can be
gained through measurements of ssDNA and ssRNA in the 10–100 pN window. Such
results are also discussed in Chapter 4.
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Intermediate-force elasticity:
Experiments and mean-field model
Single-stranded nucleic acid elastic behavior—and that of flexible polyelectrolytes more
generally—is complicated by the strong negative charge of the molecule. This is partic-
ularly true for applied forces corresponding to nanometer-scale structure, where many
characteristic length scales of the system become conflated. These include the chemical
bond length (∼ 0.2 nm), the statistical monomer (Kuhn) length (1.2 nm for ssDNA,
1.7 nm for ssRNA [26]), the structural charge spacing (0.7 nm for ssDNA, 0.59 nm for
ssRNA [23]), the Debye screening length (0.8 nm at 150 mM ionic strength), and the
Bjerrum length (0.7 nm in water).
Prior studies have elucidated ssNA elastic behavior in the low- and high-force limits.
At low force, corresponding to length scales larger than κ−1, electrostatic repulsion swells
the random coil conformation and manifests in the elastic response as excluded volume
(Pincus) scaling: X ∼ f 2/3 [25, 26, 32, 43]. At high force, corresponding to length scales
smaller than the chemical bond length, electrostatic effects become negligible and the
same behavior is seen as in uncharged polymers: entropic wormlike chain (WLC) elas-
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ticity transitioning to entropic freely jointed chain (FJC) behavior and then to enthalpic
stretching of the backbone [40,44,45,55,83,84].
There are not similar results, grounded in the microscopic physics of the system
and comprehensively verified by experiments, for the intermediate force regime in which
the system transitions from electrostatics- to backbone structure-dominated behavior.
Models have been put forward in terms of an electrostatics-dependent persistence length
[50–52,85]. These models have the disadvantage of being couched in terms of a quantity
that is ill-defined unless the chain exhibits an exponential decay in its tangent vector
correlation function; simulations suggest that power-law decay may instead occur in this
force range [53]. Experimental agreement has been seen with these models [42, 64], but
only when a phenomenological, salt-dependent charge density is invoked. This charge
density [86] is obtained from an effective charge Debye-Hu¨ckel approach [87–90] that is
only expected to be valid in the far field, not for the interactions of neighboring charges
on the same ssNA backbone. Furthermore, comparison to experiment has only been
made at a single salt concentration, constituting a poor test of an electrostatic effect
that manifests as a function of ionic strength.
In this chapter, we use MT SMFS [91] to comprehensively measure the elasticity
of ssDNA and ssRNA over 5–100 pN applied force (corresponding to 50–85% relative
extension) and 1–1000 mM ionic strength. We then introduce a new model—in terms of
an unambiguously defined mean-field electrostatic tension—that captures the observed
behavior. Finally, we combine this result with the existing knowledge at lower and higher
forces to furnish a comprehensive picture of ssNA elasticity—and therefore statistical
conformation—over all accessible forces.
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4.1 Results
4.1.1 Elasticity measurements
The elasticity of 1–6 µm intrinsically single-stranded ssNAs was measured using mag-
netic tweezers [91,92], in which the molecule is attached, at one end, to the substrate and,
at the other end, to a paramagnetic bead. A magnetic field gradient exerts a force on
the bead, and the resulting molecular extension is measured. In contrast with Chapter
3, here 2.8 µm beads are used to allow higher forces to be probed.
The chemical means used to synthesize the ssNAs (see Appendix A.1.1) produce
polydisperse samples, meaning that the chain contour length, Lc, must be left as a free
parameter in subsequent fitting. By collecting data on the same molecule across a broad
range of ionic strength, I, the Lc parameter can be constrained and fit globally across all
of the curves. Examples of force-extension data, for representative molecules, are shown
in Figures 4.2A (DNA) and 4.2B (RNA).
4.1.2 Force-extension model
We model these ionic strength-dependent force-extension data by representing the
repulsive interactions between the charged monomers as a mean-field electrostatic ten-
sion, fel (Figure 4.1A). In the high-force limit (X > Lc/2) and neglecting end effects,
this tension aligns with the applied force and both act uniformly along the length of the
chain. We thus make the substitution f → fapp + fel in the high-force expression for
WLC elasticity [28] to obtain
X = Lc
(
1−
√
kBT
4lp(fapp + fel)
)
, (4.1)
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Figure 4.1: (A) When a polyelectrolyte is stretched, the applied force, fapp, acts
uniformly along the length of the chain. In a mean-field approximation, the Coulomb
repulsion between charges can be similarly treated as a uniform tension, fel. (B)
Introduction of 5 pN electrostatic tension to Equation 4.1 shifts the high-force WLC
curve to larger extension. A domain of X ∼ log(f) scaling (dashed line) emerges.
Evaluated with lp = 0.6 nm.
where lp is the bare (i.e., non-electrostatic) persistence length. In other words, we sub-
sume all electrostatics into fel: a physically well-defined quantity that could, for example,
be read out from the results of simulations. An example of the effect of adding fel = 5
pN to the WLC is shown in Figure 4.1B, in which the force-extension curve shifts to
higher extension and a domain of X ∼ log(f) scaling is observed. Note that this plot is
limited to X > Lc/2, the cutoff needed to ensure chain alignment discussed above. For
large values of fel, an additional cutoff (fapp > kBT/κ
−1) would have to be imposed to
account for the transition to the low-force excluded volume regime [93]; this is the SLC
blob size of Chapter 3.
Mean-field electrostatic tension has been successfully invoked in prior studies to ex-
plain the salt-dependence of discrete nucleic acid structural transitions. These include
measurements of the DNA overstretching transition [48] and, more comprehensively, the
base unstacking transition of poly(dA) ssDNA [68]. In both cases, the transition was
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assumed to occur at a particular total tension, the sum of internal and external com-
ponents. As the salt concentration was increased, the internal contribution decreased,
meaning that more external tension had to be applied to effect the transition. Here we
extend this approach to consider the effect of fel on a continuous measurement of elastic-
ity, with the total force needed to bring about a particular extension replacing the total
force of a transition.
Our WLC-derived model (Equation 4.1) does not account for the WLC to FJC tran-
sition known to occur at sufficiently high force [44, 45, 83, 84]. Based on the arguments
of Dobrynin et al. [44], and on fitting the WLC-FJC interpolation function of those
authors to our data, we believe that this transition occurs at a force just above those
probed in this study. As such, our data do not have the power to constrain the extra
fitting parameter (i.e., the effective bond length) that would be needed to implement
that model.
Fits of Equation 4.1 to the data are shown in Figures 4.2A and 4.2B. Since data for
each molecule were collected across a broad range of I, we were able to constrain Lc
and lp globally across all curves and fit only fel on a per-curve basis. In this way, N
force-extension curves—each with 11–26 data points—are fit with N + 2 fit parameters.
For ssDNA, there is an approximately 2% disagreement between the data and fit at the
highest force value. This likely arises from both the 8.4 nN stretch modulus of ssDNA [40]
(accounting for 0.9% of the 2%) and from the WLC-FJC transition [44,45,83,84], neither
of which are accounted for in our fitting. Note that this value of the stretch modulus, due
to Hugel et al., is determined from both quantum chemistry calculations and rigorous
atomic force microscopy experiments at the high force values relevant to this effect.
This is in contrast with the early 0.8 nN value put forward by Smith et al. [55], which
was based on force spectra collected at much lower forces and analyzed using an FJC
model that did not account for the WLC-FJC transition. Addition of the correct stretch
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Figure 4.2: (A,B) Force-extension curves of a representative (A) ssDNA molecule
over I = 1.4–1000 mM and (B) ssRNA molecule over 7–1000 mM. The curves are fit
to Equation 4.1, with a different fel value for each curve and Lc and lp fit globally
across all the curves for a particular molecule. No particular model of fel is assumed
in the fitting. (C,D) Resulting values of fel, combined across molecules, are plotted
against I and are well fit by the Netz model of electrostatic tension (Equation 4.2)
with concentration-independent b. Error bars are standard errors of the mean. (C)
DNA data are best fit by b = 1.14 ± 0.05 nm (solid line), compared with the result
for the 0.7 nm structural charge spacing (dotted line). (D) RNA data are best fit by
b = 1.2 ± 0.3 nm, versus 0.59 nm structural spacing. In both cases, the dashed line
is the best fit result of the Manning model [49] and the dot-dashed line is the result
considering only nearest-neighbor effective charges.
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modulus, which becomes more significant above about 100 pN (see Figure 4.3) does not
appreciably change the results of the fit. A similar high-force disagreement is not seen
in the RNA data, presumedly because it is washed out by the effect of an anomalously
small persistence length, discussed below.
4.1.3 Electrostatic tension
The values of fel(I) obtained from fitting Equation 4.1 to our data are shown, averaged
across all experiments, in Figures 4.2C and 4.2D. As expected, fel decreases as a function
of I, consistent with greater charge screening at higher salt concentrations. In fact, at
the highest values of I, fel is dominated by just the interaction of nearest-neighbor charge
pairs.
Two analytical models of polyelectrolyte electrostatic tension were fit to the fel(I)
data with the effective charge spacing, b, as a free parameter. Both models consider
the pairwise interactions between all charges along the chain (Figure 4.1A), as weighted
by the effects of screening. Nearest-neighbor charges contribute only a fraction of the
tension at low I (Figures 4.2C and 4.2D). One model we used is that of Netz [48], which
considers a straight chain of charges (e.g., Figure 4.1A) subject to Debye-Hu¨ckel screening
and predicts
fel =
kBT lB
b2
(
κb
e−κb
1− e−κb − ln
(
1− e−κb)) , (4.2)
where lB is the Bjerrum length. The other model is that of Manning [49], which builds
upon Equation 4.2 by explicitly accounting for counterion condensation. The Netz model
is able to fit both our DNA and RNA data with quantitative precision, whereas the
Manning model disagrees qualitatively.
As in the ssDNA unstacking experiments of McIntosh et al. [68], the Netz model is
fit to our data with effective charge spacings (DNA: 1.14± 0.05 nm; RNA: 1.2± 0.3 nm)
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Table 4.1: Parameters from global fitting of b, lp, and Lc to each molecule using
Equation 4.1 with fel given by Equation 4.2. Values were averaged across all molecules
studied. Uncertainties are standard errors of the mean.
b (nm) lp (nm)
ssDNA 1.16± 0.03 0.55± 0.04
ssRNA 1.12± 0.04 0.41± 0.04
notably larger than the structural charge spacing of 0.7 nm for DNA and 0.59 nm for
RNA [23]. For comparison, Figures 4.2C and 4.2D also show the Netz model evaluated
with these structural separations; the disagreement with the data is apparent. The need
to employ effective charge densities, which likely arises from the quantitative failure of
the Debye-Hu¨ckel assumption underlying the model, is further discussed below.
4.1.4 Three-parameter global fit
By combining the Netz model of electrostatic tension (Equation 4.2) with our mean-
field elastic model (Equation 4.1), we can describe a full, ionic strength-dependent elastic
dataset using just three global fit parameters: chain contour length, bare persistence
length, and effective charge spacing. Such fits (not shown) are of similar quality to
those of Figures 4.2A and 4.2B. Parameter values from these fits were combined across
all molecules studied and are listed in Table 4.1; values of Lc are not given, since the
molecules were polydisperse.
4.2 Discussion
4.2.1 Force-independence of effective charge spacing
The good fit quality of our model, having force-independent b, is in contrast with
the expectation that the effective charge spacing along the pulling axis should decrease
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with decreasing force as the molecule becomes less extended. However, a charge density
that does not change with extension is a prediction of counterion condensation theory
[21, 22, 94, 95], which holds that sufficiently many monovalent cations will accumulate
in the immediate vicinity of the negatively charged ssNA to reduce the effective charge
spacing to lB. Since the structural charge spacing of fully stretched ssDNA is 0.7 nm
(equal to the Bjerrum length in room temperature water) and that of ssRNA is 0.59
nm, counterion condensation is expected to occur in the case of both polymers. In the
low-salt limit, where this theory is formally valid, the change in number of condensed
counterions between two extensions, ∆Γ, is expected to scale linearly with the change in
extension, ∆X.∗
We can extract a measure of ∆Γ directly from our salt-dependent force-extension
data via the thermodynamic argument introduced in Chapter 3 and further elaborated
upon in Appendix D [30, 75, 76]. Starting from a Maxwell relation connecting applied
force, extension, chemical potential, and number of condensed ions, we can derive the
ion counting relation:
∆Γ =
1
kBTA
∫ f2
f1
(
∂X
∂ ln I
)
df, (4.3)
where A is an ion activity correction factor (approximately unity) [96] and f1 and f2 are
the two forces between which ∆Γ is being measured.
We applied this relation directly to the ssDNA global fit results, which are in good
agreement with the data and allow the partial derivative in Equation 4.3 to be easily
∗Counterion condensation occurs whenever b ≤ lB , which is the case for both ssDNA and ssRNA
regardless of extension. Consider a molecule in one of two stretched states, each with a different extension.
Due to condensation, the effective charge spacing along the axis of extension is lB in both states. The
number of effectivce charges along the chain length at a particular extension is given by Ne = eX/lB .
The change in number of effective charges between the states is the negate of the change in number of
condensed cations. Therefore,
∆Γ =
e
lB
∆X.
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evaluated. At 1 mM ionic strength, we find that 0.07 ions per nucleotide are released
when the ssDNA is stretched from f1 = kBT/κ
−1 (the onset of the mean-field WLC
behavior) to f2 = 100 pN. This is in contrast to the fractional extension change, with
respect to the contour length, of 37%.
Thus, a nontrivial fraction of the charge density increase with decreasing extension
is compensated for by counterion condensation, but not nearly the whole effect. One
explanation for the discrepancy could be that b does actually have some degree of force-
dependence, but that our model is not very sensitive to it. Electrostatic effects are most
pronounced at lower forces; at high forces, all force-extension curves converge towards the
same asymptotic WLC behavior (e.g., Figure 4.2A). Hence, it could be that the best-fit
values of b are primarily constrained by the lower-force data.
4.2.2 Salt-independence and magnitude of effective charge spac-
ing
The good quality of the fit of the Netz model to the fel(I) data implies that the
effective charge density is salt-independent—note the sensitivity of this fit by comparing
the same model evaluated for a different b in Figures 4.2C and 4.2D. This empirical
result directly contradicts prior modeling of high-force ssNA elasticity [42,64] based upon
an electrostatics-dependent persistence length [50–52, 85]. These models relied upon a
highly salt-dependent charge density [86] obtained from an effective-charge Debye-Hu¨ckel
model [87–90] valid only in the far field and not suitable for treating interactions between
neighboring charges. Furthermore, validation of these models was sought in studies that
were not well-suited to critically test such a salt-dependent charge density, since the
studies themselves were not conducted over a broad range of I.
The values of b obtained from our analysis (Table 4.1) are similar for ssDNA and ss-
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RNA and are larger than the values expected based on the structural charge separation of
the stretched chain. As mentioned above, anomalously large values of b were also seen in
prior studies when Equation 4.2 was applied to the ssDNA unstacking transition [68]. In
both cases, this means that the electrostatic monomer-monomer repulsion is weaker than
expected, an effect that likely arises from the failure of the Debye-Hu¨ckel approximation
underlying Equation 4.2. Numerical Poisson-Boltzmann calculations (not shown) predict
significantly elevated ion concentrations close to the ssNA compared with the bulk, due
to preferential attraction of cations. This is in contrast with Debye-Hu¨ckel, which pre-
dicts that cation attraction and anion exclusion will contribute equally to neutralizing
the NA, leading to a local total ion concentration equal to that in the bulk. Locally
elevated total ion concentrations are seen in the experiments of Chapter 6, which show
roughly 0.4 more ions per nucleotide in the ssNA ion atmosphere [97] compared with the
Debye-Hu¨ckel prediction, a result that decreases only very slowly with I (Figure 6.5).
The locally elevated ion concentrations are consistent with an effective b value larger
than the structural spacing. The weak dependence of the ion excess on I could explain
why the effective b values are apparently independent of ionic strength, even though we
hypothesize that they arise from an electrostatic effect.
4.2.3 Recovery of bare persistence length
The fitted lp of ssDNA is in good agreement with the prior value (0.60 ± 0.02 nm)
from measurements of single-molecule elasticity at low force (0.1–10 pN) under solution
Θ conditions [25], where electrostatic interactions become negligible. This agreement val-
idates the basic premise of our model: that the salt-dependent electrostatic interactions
are contained only in fel and that lp should take on its bare, salt-independent value.
The ssRNA persistence length, however, is considerably lower than the 0.83 ± 0.05
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nm value of Chapter 3. We investigated this effect by collecting ssRNA data over a
wider force range (0.7–60 pN) under Θ conditions (I = 4 M). We find that fitting the
data with the Marko-Siggia WLC interpolation formula [28] at high force (10–60 pN)
gives lp = 0.43 nm, similar to the result in Table 4.1. However, fitting at lower forces
(0.7–10 pN) recovers a value of 0.85 nm, in agreement with the prior result [26]. Thus,
we see that fitting Equation 4.1 to our data does recover the bare persistence length, in
keeping with our assumption that only fel is electrostatics-dependent, but that the bare
persistence length itself is force-dependent in a way that that of ssDNA is not. This may
arise from the C3′-endo to C2′-endo sugar pucker isomerization, or another structural
transition, in ssRNA [73,98]. Regardless of the origin of the effect, this anomalous high-
force compliance introduces a complication into the analysis of the ssRNA data that is
not present in the ssDNA and that may explain the negative values of fel seen at large I
in Figure 4.2D.
4.3 Regimes of elastic behavior
We have demonstrated the validity of a new model of flexible polyelectrolyte elasticity
in the intermediate force domain through its ability to reproduce experimental ssDNA
and ssRNA force-extension data using only three fit parameters. This model accounts
for the transition between behavior dominated by electrostatics, at the lower end of the
force domain, and by the structure of the covalent backbone, at the higher end. Unlike
prior efforts, this model is couched in terms of a clearly defined physical quantity, the
electrostatic tension, and has been rigorously validated by comparison with experimental
data over a broad range of ionic strength.
Our model bridges behaviors that were already known to occur at lower and higher
forces to provide a comprehensive view of flexible polyelectrolyte elasticity over all con-
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Figure 4.3: The mean-field WLC model (WLC + fel) connects lower-force elastic
regimes dominated by electrostatics and higher-force regimes dominated by the struc-
ture of the chemical backbone. Dashed lines denote the expected scaling in the dif-
ferent force regimes: X ∼ f2/3 excluded volume scaling, the WLC with mean-field
electrostatic tension (Equation 4.1), the FJC, and the additional contribution from
stretch modulus S = 8.4 nN. The lowest-force linear response regime is not shown.
The solid line is the elastic model of Dobrynin et al. [44], modified to account for
mean-field electrostatic tension, as in Equation 4.1, and for the stretch modulus. A
broad domain of quasi-logarithmic scaling arises from the interpolation between the
excluded volume, mean-field WLC, FJC, and adiabatic stretching regimes.
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formational length scales (Figure 4.3). In particular, we now expect, starting from the
lowest forces, regimes of (1) X ∼ f scaling arising from linear response, (2) X ∼ f 2/3
scaling arising from electrostatic excluded volume interactions, (3) mean-field WLC be-
havior corresponding to Equation 4.1, (4) FJC behavior arising from the fundamentally
discrete nature of the chemical backbone, and (5) enthalpic stretching of the backbone
itself.
Combining our model with the WLC-FJC interpolation formula of Dobrynin et al. [44]
and the stretch modulus results of Hugel et al. [40], it is now possible to evaluate the
elasticity in the three highest-force regimes in a completely quantitative manner using
only four fit parameters. These are the three parameters of our model, plus the effective
chemical bond length, a, needed in the Dobrynin expression; enthalpic stretching, at least
for ssDNA, is completely constrained with no added parameters. This model is plotted
in Figure 4.3, with lp = 0.60 nm, fel = 5 pN, and a = 0.34 nm. Similarly quantitative
descriptions of the linear response and excluded volume regimes [99], going beyond the
level of a scaling theory, require a model of the salt-dependence of the ssNA excluded
volume; we are unaware of such a model.
The Dobrynin model with added electrostatic tension and stretch modulus shows
that the quasi-logarithmic scaling behavior of our mean field WLC model (e.g., Figure
4.1B) actually extends, through interpolation with the higher-force regimes, for several
decades in force. A further extension into the excluded volume regime is also expected,
based upon the simulations of Stevens and Saleh [66]. This result is consistent with the
magnetic tweezers study of Dessinges et al. [64] and the atomic force microscopy study of
Rief et al. [63], which together showed a very broad logarithmic scaling regime at a single
salt concentration. Here we have come to understand this scaling in terms of a series of
specific effects: chain stiffening due to electrostatic self-repulsion, the discrete nature of
the chemical backbone, and the enthapic deformability of that backbone. An alternative
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explanation of this behavior, not grounded in terms of such microscopic details, was
put forward by Toan and Thirumalai [53], who showed that logarithmic elastic scaling
can arise from a power-law (as opposed to exponential) decay of the chain’s tangent
vector correlation function. These approaches are not mutually exclusive, and it may
be that chain-straightening effects, deriving from the electrostatic tension outside of the
well-aligned regime, manifest as such a power-law decay.
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The nucleic acid ion atmosphere:
Theory and existing results
Double- and single-stranded DNA and RNA are all strongly negatively charged, with
sub-nanometer inter-phosphate charge separations. This high charge density means that
the free energy of NA interactions will be strongly influenced by electrostatics. Under
physiological conditions, salt ions in solution mitigate electrostatic effects by screening
the potential of the NA, reducing it from a long-range 1/r decay to an exponential
decay in the far-field. Because the screening ions are free to move in solution, positive
cations will accumulate near the negatively charged NA while negative anions will be
repelled from its vicinity; this region of perturbed ion concentration is known as the ion
atmosphere [100] and can differ significantly from the bulk concentration [101].
We begin this chapter by defining the parameters used to quantify the NA ion atmo-
sphere and discussing the methods used to experimentally measure these parameters. We
then briefly review theoretical models of the ion atmosphere before surveying the exist-
ing experimental results. We will critically analyze the extent to which the experimental
findings can be used to constrain the theoretical models. Throughout, we will focus on
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diffusely associated ions; ions that bind to specific structural sites on the NA [102] are
beyond our scope.
5.1 Quantifying the ion atmosphere
5.1.1 Three-dimensional distribution
The ion atmosphere of an NA can be fully described, under given conditions, by
specifying the local concentration of each ion species as a function of position. Such
distributions are often the output of theoretical models of the ion atmosphere, and an
experimentally measured spatial distribution could directly test these theories. However,
to our knowledge no experimental study has measured the full distribution of the ion
atmosphere of any NA. Partial spatial information has been obtained from anomalous
small-angle x-ray scattering (ASAXS) experiments [103–106], in which x-ray scattering
data are recorded at several wavelengths near an absorption transition of the ions. This
allows the scattering pattern of the ions (typically Rb+ and Sr2+) to be isolated from that
of the solvent and the NA. The spatial information in these studies is contained in the
q-dependence of the scattering intensity, where q is the scattering wave vector. However,
constant signal-to-noise is not seen across all values of q; in particular, robust signal is
seen at small q (corresponding to large spatial length scales), whereas poor signal is seen
at large q (corresponding to short length scales). This disparity occurs because smaller
features in the ion distribution necessarily present smaller scattering cross-sections and
means that ASAXS, while an extremely powerful technique, is limited in the information
it provides about short-range interactions of ions with the NA.
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5.1.2 Ion counting
Absent the ability to measure the full distribution of the ion atmosphere across all
length scales, knowledge of its composition must be pieced together from other experi-
mental data, including both ASAXS and ion counting studies. Ion counting experiments
measure how many of each ion species (i.e., cation, anion) are present in the ion at-
mosphere. These quantities are constrained since, taken together, the NA and its ion
atmosphere must be charge neutral. Measurements are typically made as a function of
bulk salt concentration, ion identity, and NA structure.
The canonical ion counting experiment is Donnan equilibrium dialysis [33], sketched
in its idealized form in Figure 5.1A. In such an experiment, two compartments—a sam-
ple compartment containing an NA solution and a reservoir with a particular bulk salt
concentration—are separated by a membrane that is impermeable to the NA under study
but permeable to the ions. In the absence of NA, each ion species has the same con-
centration on both sides of the membrane. When NA is added, electrostatic interactions
with the ions lead to a higher cation concentration, and lower anion concentration, in
the sample compartment compared with the bulk reservoir. This imbalance contains
information about the net ion atmosphere of the NA under study, which is quantified by
the preferential ion interaction coefficient, Γ, defined formally by a limiting derivative
and read out experimentally as a ratio of concentrations: [35, 36,107,108]
Γmolali ≡ lim
mNA→0
(
∂mi
∂mNA
)
µi
=
msamplei −mreservoiri
msampleNA
, (5.1)
where mi and mNA are the molal concentrations of a particular ion species (indexed by
i) and of the NA, respectively; the derivative is taken at constant µi, the bulk chemical
potential of the ion. We will often normalize this quantity by the number of phosphates
to obtain the per-nucleotide interaction coefficient, Γ¯i; this allows for generalization and
62
The nucleic acid ion atmosphere: Theory and existing results Chapter 5
reservoir sample
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reservoir sample
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B
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Γ-,ES = -1
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Figure 5.1: Depictions of Donnan equilibrium dialysis experiments under (A) idealized
(molal) and (B) practical (molar) conditions. In both cases, an NA-containing solution
is equilibrated with a bulk salt reservoir across a membrane permeable to ions but
impermeable to the NA, which here has −4 charge. Preferential electrostatic (ES)
interactions between the ions and the NA lead to an imbalance in ion concentration
on each side of the membrane. Under practical conditions, excluded volume (EV)
interactions also contribute to this imbalance and must be subtracted to reveal purely
electrostatic effects.
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comparison of results between NAs of different lengths. Practically, Equation 5.1 says
that, in the dilute NA limit, Γmolali is equal to the change in the number of ions in the
sample compartment with respect to changes in the number of NA molecules. Since it
represents the number of ions in the vicinity of the NA in excess of that expected due
to the bulk salt concentration alone, Γ is also referred to as the ion excess. Typically,
values of the cation excess, Γ+, will be positive and values of the anion excess, Γ−, will
be negative, as in Figure 5.1A, which corresponds to an experiment with NA charge of
−4. In this example, the NA charge is offset by the migration of three cations into, and
one anion out of, the sample compartment, meaning that Γmolal+ = 3 and Γ
molal
− = −1.
It is not generally possible, in experimental practice, to measure ion concentrations
in molal units (i.e., number of ions per solvent volume); rather, molar concentrations,
c, are typically reported (i.e., number of ions per solution volume, including the volume
occupied by the NA). The molar analog to Equation 5.1 is written:
Γmolari ≡ lim
cNA→0
(
∂ci
∂cNA
)
µi
=
csamplei − creservoiri
csampleNA
. (5.2)
When the NA excluded volume (EV) is non-negligible, Γmolari exhibits the behavior
sketched in Figure 5.1B, in which the total ion excess is the sum of the electrostatic
contribution, Γi,ES, and a contribution from the ions forced across the membrane due to
exclusion from the occupied volume of the NA, Γi,EV. In the example of Figure 5.1B,
the NA charge is again −4 and is again electrostatically neutralized by association of
three cations and exclusion of one anion. However, in this case the non-zero EV of the
NA also displaces one cation and one additional anion, meaning that Γmolar+ = 3− 1 = 2
and Γmolar− = −1 − 1 = −2. The EV effect—especially at high salt concentration where
it is strongest—thereby obscures the electrostatic effects. Hence, it is often desirable to
correct the experimental data into molal units by estimating Γi,EV and subtracting it
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from Γmolari [38]. This correction preserves the simple interpretation of the ion excess as
the number of ions surrounding the NA beyond the number expected due to the bulk
concentration and allows for direct comparison with electrostatics-derived theories.
Ion excesses defined in terms of molal and molar units are related differently to the
three-dimensional ion distribution, c(~r). In the molar picture (i.e., including EV effects),
Γmolari is equal to the volume integral of the excess ion concentration above, or below, the
bulk concentration, cbulk: [37, 109]
Γmolari =
∫
V
dV [c(~r)− cbulk] . (5.3)
This integration is over the entire volume of the system, V . EV effects are included
in this integral because c(~r) = 0 within the spatial extent of the NA. In the molal
picture, however, EV effects are explicitly excised by restricting the integration to the
solvent-accessible volume; i.e., V → Vsolvent in Equation 5.3. These integral relations are
important in that they connect the experimental output, Γ, with the typical output of
most theories, c(~r).
5.2 Theoretical models
We now review theoretical models of the ion atmosphere at several levels of detail and
computational sophistication. We first consider simple, analytically tractable theories to
predict Γ in the low- and high-salt limits. We then consider numerical theories that give
the full ion distribution at all intermediate salt concentrations.
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5.2.1 Limiting behavior: Counterion condensation and Debye-
Hu¨ckel theories
The ion excess in the low-salt limit can be estimated using Oosawa-Manning counte-
rion condensation theory, which holds that ions will tend to condense near to the surface
of a cylindrical polyelectrolyte when its linear charge density exceeds a certain thresh-
old [21, 22, 94, 95]. This phenomenon arises from the competition between the favorable
electrostatic enthalpy for ions to bind to the NA and the unfavorable entropy change
associated with the loss of their translational freedom in solution. When combined with
Poisson-Boltzmann theory (to be further discussed in the next section), this theory gives
the following expected low-cbulk limiting behavior in monovalent salt [21, 110]:
lim
cbulk→0
Γ¯+ =

1/2 + ζ/4 ζ < 1
1− 1/(4ζ) ζ > 1
, (5.4)
where ζ = lB/b is the Manning parameter. The charge spacing of the dsNAs is estimated
by projecting the phosphate positions onto the helical axis (dsDNA: 0.17 nm; dsRNA:
0.12 nm) and that of the ssNAs is estimated from the phosphate spacing of a fully
elongated chain (ssDNA: 0.7 nm; ssRNA: 0.59 nm) [23]. The assumptions underlying
Equation 5.4 render it inappropriate for treating higher valence ions. In these cases, we
can instead consider the strong coupling limit [111], in which the entire NA charge is
offset by cation association (i.e., complete condensation), leading to Γ¯+ → 1/Z, where Z
is the ion valence.
In the high-salt limit, charge screening reduces the electrostatic potential to the extent
that the full Poisson-Boltzmann equation can be linearized—also known as the Debye-
Hu¨ckel approximation. In this linear regime, there is no preference for cation association
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versus anion exclusion and the ion excess is predicted to take on the limiting value
[112,113]
lim
cbulk→∞
Γ¯+ =
1
1 + Z
. (5.5)
Note that this high-salt limit is derived only on the basis of electrostatics, and is thus
a prediction of Γmolal, not of Γmolar. This distinction was unimportant for Equation 5.4,
since EV effects are negligible at low cbulk.
The degree to which the high- and low-salt limiting laws correctly reflect experimental
results is assessed in Figure 5.2, in which experimental data, corrected for excluded
volume effects, are compared with the relevant limits, plotted as dotted lines. We see
that Equation 5.4, or 1/Z in the divalent case, reasonably describes the low-salt behavior;
some disagreement is expected due to the assumption of cylindrical geometry. The high-
salt limit is less successful. Both dsDNA and ssDNA monovalent data (Figures 5.2A
and 5.2C) do decrease towards the expected Γ¯+ → 1/2 limit, although only weakly. In
contrast, the divalent data (Figure 5.2B) increase with cbulk, manifestly inconsistent with
the Γ¯+ → 1/3 limit. This disagreement indicates that the Debye-Hu¨ckel approximation
does a poor job of describing the NA-ion system, even at high salt concentration. For
divalents, this is a well-known result owing to the small size and high valence of the
ions [114]. For monovalents, the cause of the disagreement is less obvious and may arise
from finite size effects: Debye-Hu¨ckel theory is formulated for point charges, and does
not, for example, consider the finite volume of an ion and its hydration shell.
5.2.2 Poisson-Boltzmann theory
More comprehensive—and complicated—theoretical models are needed to achieve
quantitative precision and to map out the full salt-dependence and spatial distribution
of the ion atmosphere. The first of these is Poisson-Boltzmann (PB) theory, which has
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Figure 5.2: Molal cation excesses of dsDNA in (A) NaCl and (B) MgCl2 and of (C)
ssDNA in NaCl, compared with PB theory (dashed line) and the MC simulations of
Ni et al. [109] (solid line). Molar literature values have been corrected into molal units
using the method of Ref. [38] to isolate electrostatic effects. Horizontal dotted lines
represent the expected limiting behavior at low- and high-salt (Equations 5.4 and 5.5);
the low-salt limit assumes a cylindrical geometry. The SAXS data of Ref. [106] uses the
heavy ion replacement method and is not sensitive to differences between monovalent
ion species. The divalent data of Ref. [35] are extracted from a mixed Mg2+/Ca2+
competition experiment. The asterisked ssDNA studies are indirect techniques based
on a thermodynamic cycle analysis.
68
The nucleic acid ion atmosphere: Theory and existing results Chapter 5
at its core the mean-field approximation that the salt ions can be treated not as discrete
particles but as a continuous charge density. Under this approximation, ci(~r) is found
via a Boltzmann factor relation:
ci(~r) = ci,bulk exp
(−QiΦ(~r)
kBT
)
. (5.6)
The electrostatic potential, Φ(~r), is obtained by solving the PB equation, a second-order
differential equation that is analytically soluble only in a few special cases [115] and, more
generally, can be handled using easy-to-use numerical solvers [116]. The PB equation is
given by
∇2Φ(~r) = −1
0
[
ρNA(~r) +
∑
i
ci,bulkqi exp
(−qiΦ(~r)
kBT
)]
, (5.7)
where ρNA is the charge density of the NA and the summation is over all species of mobile
ion in solution. Note that the Debye-Hu¨ckel approximation, used to obtain Equation 5.5,
arises from linearizing the exponential in Equation 5.7.
PB calculations have been used in many studies to model the ion atmosphere of
nucleic acids [101, 117–124]. The level of agreement between such studies and experi-
mental results will be assessed below. In general, PB does a good job of describing the
interactions of NAs with monovalent cations (e.g., Figures 5.2A and 5.2C), but breaks
down for higher valence ions where strong ion-ion interactions render the mean-field ap-
proximation inappropriate (e.g., Figure 5.2B). Some enhancements to PB results can
be obtained by accounting for the sizes of the mobile ions or for dielectric saturation
effects [117, 122, 123]. The fundamental mean-field limitation is addressed in the tightly
bound ion (TBI) model by treating the higher-valence ions near the NA surface using a
cell-binding approach [125–128]. While the TBI model does a good job of reproducing
experimental free energies of secondary structure formation [126] and ion binding com-
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petition curves [127], it does not allow for the full distribution of the ion atmosphere to
be obtained.
5.2.3 Simulations
Today the benchmark method for obtaining the full distribution of the ion atmosphere
is atomistic molecular dynamics (MD) simulation [129]; in the past, grand-canonical
Monte Carlo (MC) simulations were preferred [130]. These simulations go beyond PB by
explicitly accounting for ion-ion interactions (i.e., there is no mean-field approximation)
as well as other non-electrostatic effects, such as interplay with the structure of water.
Unfortunately, these improvements come at a practical cost: MD simulations are vastly
more computationally intensive when compared with PB, rendering impractical studies
that span a wide parameter space or that probe large molecules. For this reason other
more efficient models, relying on varying degrees of simplification, have been developed
[131–134]. MD simulations are also susceptible to vagaries in the choice of force fields,
the detailed parameters describing the microscopic molecular interactions. Different force
fields have been shown to yield different ion atmosphere distributions [135]. Nonetheless,
MD/MC studies are able to reproduce all existing ion counting data for which a direct
comparison is possible (Figure 5.2).
5.3 Ion counting experiments
An overview of many ion counting experiments in the literature is given in Table
5.1. While the results of these studies are of interest in their own right, our focus
below is on a critical analysis of the degree to which they can validate or constrain the
theoretical models. In limiting our discussion to ion counting methods, we leave out other
techniques that also bear on understanding the ion atmosphere. Besides ASAXS, these
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Table 5.1: Overview of ion counting experiments in the literature. All studies report
data on DNA samples unless denoted (R) for RNA samples or (D/R) for both DNA
and RNA samples.
ion valence
+1 +2 +3/higher
Γds Shack et al. (1952) [136] Skerjanc and Strauss (1968) [113] Rubin (1977) [137]
Strauss et al. (1967) [138] Bai et al. (2007) [35] Braunlin et al. (1982) [139]
Shapiro et al. (1969) [140] Pabit et al. (2010) [141] Plum and Bloomfield (1988) [34]
Lindstro¨m et al. (1977) [142] Nguyen et al. (2014) [143,144]
Bai et al. (2007) [35]
Pabit et al. (2010) [141]
Kirmizialtin et al. (2012) (R) [105]
Nguyen et al. (2014) [143,144]
Meisburger et al. (2015) [106]
Gebala et al. (2015) [37]
Gebala et al. (2016) [145]
Γss Meisburger et al. (2013) [146] Holland and Geiger (2012) [147]
Jacobson and Saleh (2016) (D/R) [38] Walter et al. (2013) [148]
∆Γds−ss Record (1967) [149] Record (1975) [150]
Record (1975) [150] Serra et al. (2002) [151]
Bond et al. (1994) (D/R) [152]
Williams and Hall (1996) (R) [153]
Owczarzy et al. (2004) [154]
Stellwagen et al. (2011) [155]
Reiling et al. (2015) [156]
∆Γds−stretch Dittmore et al. (2014) [96] Todd and Raua (2008) [157]
Jacobson and Saleh (2016) (D/R) [38]
∆Γstretch−ss Landy et al. (2012) [75]
Jacobson et al. (2013) (R) [26]
competition Bai et al. (2007) [35] Bai et al. (2007) [35] Andresen et al. (2008) [158]
Andresen et al. (2008) [158] Gebala et al. (2016) [145]
Gebala et al. (2016) [145]
a measured ∆Γ between condensed and uncondensed states dsDNA
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include NMR [159], gel electrophoresis [160], conductivity [161], and osmotic pressure
[162] measurements.
5.3.1 Absolute ion atmosphere stoichiometry
Ion atmosphere stoichiometry experiments, like the hypothetical study of Figure 5.1B,
measure the ion excess in molar units, Γmolari , incorporating both electrostatic and excluded
volume effects. These experiments are practically realized either as equilibrium dialyses
[38, 113, 136, 138] or as forced dialyses across a centrifugal filter [35, 37]. Concentrations
are typically read out by atomic emission spectroscopy [34,35] or, alternatively, by liquid
scintillation counting [140]; Γmolari is then found by evaluation of Equation 5.2. The
experimental literature describing these measurements of Γ is summarized in rows 1 and
2 of Table 5.1.
Whereas these experiments measure Γmolari , it is actually Γ
molal
i that contains the
purely electrostatic information we are most interested in. Therefore, in Figure 5.2, we
have taken experimental literature values of Γ¯molar+ for dsDNA and ssDNA in monovalent
and divalent salt and applied an excluded volume correction to couch them in terms
of Γ¯molal+ . We made this correction, as further discussed in Chapter 6, by estimating
the EV of dsDNA and ssDNA using structural models from the Nucleic Acid Builder
package [163] and then subtracting from Γmolar+ the number of bulk ions contained within
the NA volume, as a function of cbulk.
The data of Figure 5.2 are from experiments carried out using several different species
of salt. Comparative studies have shown that the identities of both the cation and anion
have an effect on Γ [37]. Gebala et al. have recently proposed that the ion excess,
especially at high cbulk, depends strongly on the mean ion activity coefficient, γ±, of the
salt, especially at higher values of cbulk [37].
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Theoretical predictions, where available, are co-plotted in Figure 5.2. Under mono-
valent salt conditions, for both dsDNA (Figure 5.2A) and ssDNA (Figure 5.2C), PB
calculations [38, 109] do a good job of reproducing the experimental results. This is ex-
pected, as the mean-field approximation of PB is most applicable to weakly interacting
monovalent ions. Following from the same argument, it is not surprising that the PB
agreement breaks down for the divalent data of Figure 5.2B [109], in which ion-ion inter-
actions are expected to become significant. In fact, in divalent salt Γ+ increases with the
bulk salt concentration, an effect at odds with the expected limiting behavior but fur-
ther confirmed by studies that have observed strongly favorable Mg2+ binding [164,165].
Although the results of both PB and the non-atomistic MC simulations of Ni et al. [109]
(ions modeled as atoms, but NA as a cylinder and water as a continuum) do increase
at high salt, only the MC does a reasonable job of reproducing the divalent data, while
retaining agreement with the monovalent.
5.3.2 Competition between ions
An extension of the absolute ion stoichiometry experiments discussed above are com-
petition experiments, in which Γi values of two different ion species are measured as the
relative bulk concentrations of those species are varied. Competition studies can directly
probe the subtle effects arising from differences between ion species; these differences
can include valence, hydrated radius, ion activity, and degree of dissociation. Many of
these effects are expected to become most pronounced in the crowded, high-electrostatic-
potential region directly adjacent to the NA. Thus, whereas absolute ion counting reports
equally on all excess ions, competition experiments are expected to be most sensitive to
the numerically fewer ions close to the NA.
A representative competition experiment is that of Bai et al. [35]. Many ion pairs were
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Figure 5.3: Competition experiment measuring Na+ and Mg2+ ion excess as Na+
is titrated into a background of 5 mM MgCl2+. Compared are the predictions of
PB theory (dashed lines) and the MD simulations of Yoo and Aksimentiev (solid
lines). The anion used in the experimental study is cacodylate and in the MD is Cl−;
this discrepancy likely explains the anomalous behavior at the highest [Na+]. The
dashed vertical line denotes the condition [Na+] = [Mg2+]. We have EV-corrected the
experimental and MD data into molal units. Based upon Figure 7A of Ref. [35] and
Figure 4C of Ref. [166].
probed in this study; in Figure 5.3 we show the results of the Na+/Mg2+ competition as
an example. Also shown in Figure 5.3 are the predictions of two theoretical models. One
is PB theory [35], which fails to capture the detailed shape of the curves across the full
range of salt concentrations. The agreement is especially poor at low [Na+], where the
system is dominated by the divalent Mg2+ ions. By contrast, the MD results of Yoo and
Aksimentiev [166] (corrected for EV into Γ¯molal) show generally good agreement, except
at the highest value of [Na+]. This high-[Na+] disagreement likely arises because of anion
effects: for technical reasons related to atomic emission spectroscopy, the experimental
data were collected with cacodylate as the anion, whereas the simulations were based
on Cl−. Significant differences in the high-salt behavior of these two anions have been
described by Gebala et al. [37]. Notwithstanding this complication, we see here another
case in which PB theory breaks down in the presence of divalent ions, but a series of MD
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simulations successfully reproduces the ion counting results. The reference interaction
site model, of intermediate computational complexity between PB and MD, has also been
tested by competition studies, which were unable to reproduce that theory’s predicted
cation size effect [145].
5.3.3 Changes with denaturation
In addition to measuring the total ion excess, Γi, it is also possible to directly measure
differences in ion excess, ∆Γi, between NA conformations. For example, one can measure
the change in ion excess when a dsNA is denatured into its single-stranded state, when a
dsNA is mechanically unfolded into a stretched, single-stranded state, or when a relaxed
ssNA is stretched; the last of these was discussed in Chapters 3 and 4. The available
transitions are summarized in the thermodynamic cycle of Figure 5.4A, and the existing
experimental results are listed in rows 3–5 of Table 5.1. Like the competition experiments,
∆Γ measurements do not report equally on all atmospheric ions, but are most sensitive
to those ions associated with structural or conformational stabilization. Beyond the
information provided about the ion atmosphere stoichiometry, these measurements can
also be analyzed to obtain the differential free energy of NA stabilization due to ion
association, as discussed in Appendix D.
In one differential technique, NA duplex melting temperatures, Tm, are analyzed
to obtain the change in ion excess between double- and single-stranded NAs, ∆Γds−ss
using: [167]
∆Γds−ss =
1
2Aβ
N − 2
N
∂Tm
∂ ln cbulk
, (5.8)
where A is an ion activity correction factor [96], N is the number of base pairs, and
β = R0T
2
m/∆H
o is a compound constant measured by calorimetry of NA conformational
transitions with value β = 55±10% [168]. Thus, concentration-dependent ∆Γds−ss values
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Figure 5.4: (A) Thermodynamic cycle of nucleic acid secondary structure formation.
Ion counting measurements have been made of all indicated quantities: of both the
folded, double-stranded and unfolded, single-stranded species (Γds and Γss, respec-
tively) and of changes in ion atmosphere between the states, denoted ∆Γi,j . (B)
Comparison of ∆Γds−ss measurements of DNA made directly by melting experiments
(line) [38,154] and indirectly by single-molecule force spectroscopy (points) [38,75,96]
with a PB prediction based on the difference of the dsDNA and ssDNA curves from
Ref. [38]. Adapted from Figures 1 and S7 of Ref. [38].
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can be obtained in an experiment that, unlike dialysis, does not involve a membrane and
can be performed at arbitrarily dilute NA concentrations. Such measurements have been
made for DNA in both monovalent [149,150,152,153,155,156] and divalent [150,151] salt
as a function of structural parameters and ion species. In the case of NaCl, a rich dataset
amenable to this analysis is that of Owczarzy et al. [154].
More recently, a second related technique has been developed that measures the
change in ion excess associated with mechanically stretching an NA, ∆Γds−stretch or
∆Γstretch−ss, by analyzing the salt dependence of the equilibrium unfolding force from
single-molecule force spectroscopy experiments [30]. Similar arguments have also been
applied to the analysis of simulated RNA pseudoknot unfolding data by Hori et al. [169].
Several thermodynamic relations can be derived to analyze the data (see Appendix D),
one of which, applicable to an NA hairpin system, is given by [30,96,157]
∆Γds−stretch =
∆X
2kBTA
(
∂f1/2
∂ ln cbulk
)
, (5.9)
where ∆X is the change in molecular extension as the hairpin construct is unfolded and
f1/2 is the equilibrium mechanical force of unfolding. This equation is valid only in mono-
valent salt, but similar relations can be derived for other valences [30]. Note that this
relation has a similar form to Equation 5.8, but does not require an independently mea-
sured quantity analogous to β. Also, the single-molecule nature of these studies allows
the realization of the cNA → 0 limit in the formal definition of the ion excess (Equation
5.2); i.e., there is not a concern about NA-NA interactions. ∆Γstretch−ss data can likewise
be obtained by applying another ion counting relation to force spectra of intrinsically
single-stranded samples [26, 75]. These data can be combined with ∆Γds−stretch to com-
plete the thermodynamic cycle of Figure 5.4A and obtain a measure of ∆Γds−ss equivalent
to that from the melting studies.
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Results for both melting and mechanical stretching measurements of ∆Γds−ss for 25
base pair DNA helices are shown in Figure 5.4B [38]. We see that the two methods give
salt-dependent values with the same general shape and trend, but that they do not agree
quantitatively within uncertainty. Also plotted is a PB estimate of ∆Γds−ss found by
taking the difference between the PB results for dsDNA and ssDNA in Ref. [38]. Even
though those two PB results are, separately, in very good agreement with the absolute
ion excess data, their difference is in poor agreement with the results of Figure 5.4B.
Thus, we see that ∆Γ measurements provide an additional, and perhaps more stringent,
test of the theories. Unfortunately, a lack of simulation-based studies of single-stranded
NAs precludes comparing these differential data with MD or MC predictions.
5.4 Discussion
We have described several types of ion counting experiments and how they can be used
to critically, but not comprehensively, test theoretical models of the ion atmosphere. We
have seen that PB theory reproduces most of the monovalent ion counting data (except
for the differential data of Figure 5.4B), but disagrees notably with the divalent Γ+(c)
data of Figure 5.2B and the mixed monovalent/divalent competition data of Figure 5.3,
consistent with the limitations of the mean-field approximation underlying that theory.
In contrast, MD and MC calculations are in agreement with all of the ion counting
results we have surveyed, both monovalent and divalent (Figures 5.2 and 5.3). For this
reason, MD simulations are generally considered to be a “gold standard” in the field and
their predictions of the three-dimensional ion distribution are used as benchmarks against
which to compare similar results from other, simpler models [101,124]. However, there are
two caveats to the general acceptance of MD results. First, while MD and ion counting
experiments are in agreement in all cases where both simulation and experimental data
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are available, nothing approaching all possible pairings (Table 5.1) of the two have been
explored. As one example, to our knowledge no ssDNA simulations have been performed
that would allow a comparison with the differential data of Figure 5.4. Second, even
if MD simulations were fully validated against all possible ion counting experiments,
that is not a guarantee of the accuracy of the full three-dimensional distributions. This
is illustrated by comparing the MD and reference interaction site model simulations of
Giambas¸u et al. [124]: while both simulation schemes give similar values of Γ+, and
are thus equally in agreement with experiment, their predicted radial ion distributions
disagree markedly (compare Figures 5 and 6 of that paper). It may be that MD force
fields, in the current state of the art, are adequate for reproducing the ion excess but fail
to capture certain subtleties of the full ion distribution.
Thus we see that ion counting experiments have the power to validate and constrain
theoretical models of the ion atmosphere, but that, at present, they cannot fully test the
most detailed predictions of the most sophisticated models. Some progress can be made,
as mentioned above, by filling in the holes in the existing ion counting corpus—the gaps in
Table 5.1—and by conducting matching theoretical analyses. Beyond that, a great leap in
understanding would accompany the development of an experimental technique capable
of measuring the full, three-dimensional distribution of the ion atmosphere. ASAXS
experiments [104] have come the closest to this goal, in that they give information about
the distribution over moderate to long length scales. New or improved techniques will
be needed, however, to probe the short length scales where subtle perturbations in the
ion atmosphere could have large impacts on biomolecular interactions.
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Chapter 6
Measurements of the ssNA ion
atmosphere
Portions of this chapter are adapted from Ref. [38], which was released under the terms
of the Creative Commons Attribution License. Copyright 2016, David R. Jacobson and
Omar A. Saleh.
To form secondary structure, nucleic acids must overcome electrostatic strand-strand
repulsion, which is moderated by the surrounding atmosphere of screening ions. The free
energy of NA folding therefore depends on the interactions of this ion atmosphere with
both the folded and unfolded states. We quantify such interactions using the preferential
ion interaction coefficient, or ion excess: the number of ions present near the NA in excess
of the bulk concentration. The ion excess of the folded, double-helical state has been ex-
tensively studied (as reviewed in Chapter 5); however, much less is known about the salt-
dependent ion excess of the unfolded, single-stranded state. We measure this quantity
using three complementary approaches: a direct approach of Donnan equilibrium dialysis
read out by atomic emission spectroscopy and two indirect approaches involving either
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Figure 6.1: Thermodynamic cycle diagram for mechanical unfolding of an NA hairpin.
The helix state refers to the intact hairpin, the stretch state to the hairpin after being
mechanically unfolded by an applied force, and the coil state to the unfolded hairpin
in the absence of force. Each state is characterized by a salt-dependent preferential
cation interaction coefficient (ion excess), Γi, and each transition is associated with a
change in ion excess, ∆Γi−j .
single-molecule force spectroscopy or existing thermal denaturation data. The pathways
that these different approaches use to arrive at the final result for single-stranded NAs,
Γss, are summarized in the thermodynamic cycle of Figure 5.4. In particular, the dial-
ysis method constitutes a direct measurement of Γss, whereas the the other, differential
measurements begin with the known results for the double-stranded state, Γds and then
subtract changes between states. The results of these three independent approaches are
in good agreement. Even though the single-stranded NAs are flexible polymers that are
expected to adopt random-coil configurations, we find that their ion atmosphere is quan-
titatively described by rod-like models that neglect large-scale conformational freedom,
an effect that we explain in terms of the competition between the relevant structural and
electrostatic length scales.
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6.1 Results
6.1.1 Coil ion excess measured by D-AES
We measured the ion excess of the unfolded coil state, Γmolarss , directly using dialy-
sis and atomic emission spectroscopy (D-AES). This method relies on the phenomenon
of Gibbs-Donnan equilibrium [33], which was discussed in Section 5.1.2. Attractive in-
teractions with cations, repulsive interactions with anions and excluded volume effects
all lead to perturbations in the molar ion concentrations across the dialysis membrane.
These perturbations, which we measure using the atomic emission spectroscopy methods
described in Appendix A.3, yield Γmolarss through Equation A.6. In these experiments we
used 50 nucleotide NA homopolymers that do not exhibit appreciable secondary struc-
ture formation or base stacking [69, 170]. D-AES results for Γ¯molarss of both dT50 DNA
and rU50 RNA are shown in Figure 6.2. There is known to be a length-dependence to
the NA ion excess [167,171]; as such, the results we present can only be extrapolated to
NAs of other lengths through appropriate correction.
As discussed in Chapter 5, different values of Γ are obtained when the ion concentra-
tions are measured in either molal or molar units. In particular, ion excess values derived
from molal units reflect only the electrostatic (ES) interactions, which are of principal
interest, while values derived from molar units also include a contribution from the NA
excluded volume (EV). Dialysis experiments naturally give concentrations measured in
molar units, so the raw data plotted in Figure 6.2 include both ES and EV contribu-
tions. The nature of the EV contribution to the high-salt behavior—that it asymptotes
to a linear decrease in Γmolar—is most clearly seen in the linear-linear plot of Appendix
Figure B.4. Later, in Figure 6.5, we estimate and subtract the EV contribution to give
ion excesses that only incorporate ES effects; this same correction was applied to the
reviewed literature results of Chapter 5.
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Figure 6.2: Values of Γ¯molarss (i.e., including both ES and EV effects) for (A) DNA
and (B) RNA, determined directly by D-AES (solid points) and indirectly by ther-
modynamic cycle analysis using PB calculations and either single-molecule experi-
ments [26,75,96] (open diamonds) or melting experiments [154] (line/shaded region).
Also plotted is the DNA ASAXS result of Meisburger et al. [146] in RbCl (star).
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6.1.2 PB calculations
We obtain Γds, the ion excess of the folded, helical state, using numerical solutions
to the Poisson-Boltzmann equation on model A-form (RNA) and B-form (DNA, Fig-
ure 6.3A) double helices under various bulk salt concentrations. In using the canonical
double-helix geometries, we assume that the helices do not undergo significant confor-
mational fluctuations over time or significant conformational changes between salt con-
centrations. Molecular dynamics simulations of dsDNA, which show no clear trend in
various structural parameters with salt [172], support this assumption. In using the PB
equation, we assume that ion-ion effects are sufficiently weak that the ion density can
be treated as a continuous mean field, which is well-established in the case of mono-
valent ions [173]. Agreement with experimental data further validates the PB. Figure
6.3C shows the results of our PB calculations, in molar units, for dsDNA and dsRNA as
solid lines; co-plotted are the results of DNA buffer equilibration/atomic emission spec-
troscopy studies that show reasonable agreement with the PB [37]. That there is some
disagreement, especially at high-salt, could arise from the non-ideal solution behavior of
NaCl; Gebala et al. have shown that PB calculations best reproduce experimental ion
counting data for ion species with the highest mean ion activity coefficients [37]. We use
the average extent of this disagreement as an estimate of the PB error.
The dashed lines in Figure 6.3C show results of similar PB calculations for simple
models of the ssNAs (i.e., the dsNA models with one strand removed, Figure 6.3B). We
do not expect such models to truly capture the physics of the single-stranded system,
as the flexible ssNAs exist in a conformational ensemble that is unsampled by these
models. Shkel and Record have successfully used such modeling to explain some ssDNA
properties [174]. These naive models give a handle on certain local aspects of the problem:
the effects of close co-localization of strands and of the charge spacing along the backbone.
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Figure 6.3: Structural model of dsDNA (A) and naive model of ssDNA (B) used in
PB calculations, each having 50 nucleotides. Equivalent models for RNA were also
used. (C) Ion excess of dsDNA (solid blue) and dsRNA (solid gray) in the molar
ensemble, calculated by numerical evaluation of the PB equation as a function of bulk
salt concentration. The use of PB to estimate Γ¯ds is validated by comparison with
the experimental results of Gebala et al. [37] (blue squares). Similar PB results for
models of the ssNA structure neglecting any conformational freedom are plotted for
DNA (dashed blue) and RNA (dashed gray).
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We see the first effect by comparing the dsNA and ssNA curves in Figure 6.3C: for a
particular species and at a particular salt concentration, the ion excess of the ssNA is
slightly lower than that of the dsNA (approximately 3-6% for DNA, 3-10% for RNA).
This reduction is expected based on the reduced charge density of the single-stranded
state, which puts the system closer to the Debye-Hu¨ckel limit. We see the second effect,
that of the charge spacing along the backbone, by comparing the DNA and RNA curves.
Because DNA has a greater charge spacing along the sugar-phosphate backbone than
RNA (0.70 nm versus 0.59 nm) [23], it has a smaller local charge density and is thus also
closer to this limit.
6.1.3 Single-molecule measurement of ∆Γds−stretch
We use single-molecule magnetic tweezer experiments [92] to measure the mechanical
force needed to unfold an RNA helix as a function of bulk salt concentration. The
experimental geometry is sketched in Figure 6.4A and the method used to determine
the equilibrium unfolding force, f1/2, is illustrated in Figure 6.4B. We then apply a
thermodynamic relation [30] to these f1/2(cbulk) data to extract the change in ion excess
associated with this unfolding, ∆Γds−stretch. This analysis is more completely described
in Appendix A.2.6 and the thermodynamic arguments described in Appendix D and
Dittmore et al. [96].
Figure 6.4C plots the equilibrium unfolding force, f1/2, for the RNA helix. We see
that f1/2 increases linearly with ln cbulk over low-to-moderate salt concentrations and
flattens off as cbulk approaches 1 M. Equation 5.9 is applied to these data to obtain
∆Γ¯ds−stretch, which is non-constant across most of the salt range studied (Figure 6.4D);
similar results for DNA [96] are co-plotted. In both cases ions are released when the NA
helix unfolds and, at sufficiently high salt, the number released decreases with increasing
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Figure 6.4: Single-molecule magnetic tweezers experiment to measure the the change
in ion excess, ∆Γ¯ds−stretch, when an RNA hairpin is mechanically unfolded. (A) Di-
agram of the molecular construct. (B) Sample trace showing hopping between two
conformational states, corresponding to two molecular extensions, X, and extraction
of the corresponding equilibrium constant, K. The unfolding force, f1/2, is then ob-
tained from a plot of lnK versus applied force. (C) Plot of f1/2 as a function of bulk
NaCl concentration for the RNA hairpin. (D) ∆Γ¯ds−stretch for an RNA hairpin (red
points) and previously reported [96] values for a DNA hairpin (blue circles) using
the generalized Clausius-Clapeyron method. Error bars reflect standard errors of the
mean.
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ln cbulk. This is consistent with a screening length argument. At high salt the Debye
length becomes short enough that all charges on the macromolecule are electrostatically
isolated; thus, the differences in charge arrangement between the helix and stretch states
become unimportant and the difference in ion excess between the states, ∆Γ¯H−S, goes
to zero.
6.1.4 Completing the thermodynamic cycle
Starting from the Γds results of Figure 6.3C, an indirect measurement of Γss can be
reached using either of two routes through the thermodynamic scheme of Figure 6.1: via
single-molecule stretching experiments, in which
Γss = Γds + ∆Γds−stretch + ∆Γstretch−ss, (6.1)
or via oligonucleotide melting studies, in which
Γss = Γds + ∆Γds−ss. (6.2)
Results can be obtained in either of the molar or molal ensembles by using Γds values
integrated in the appropriate way from the PB calculations, as in Equation 5.3.
Evaluation of the mechanical stretching method (Equation 6.1) requires Γds and
∆Γds−stretch, obtained as discussed above, and also ∆Γstretch−coil, the change in the ion
excess as the stretched state is relaxed to a random coil without refolding. Prior stud-
ies have reported ∆Γstretch−coil data for homopolymers of DNA [75] and RNA [26] that
do not form secondary structure; the RNA study is discussed in Section 3.1.3. These
homopolymers were on the order of 1000 nucleotides in length and may exhibit length-
dependent effects when compared with the 50-mers we use in the present studies. An
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exact correction for such effects is not known to us, but would have only a minor effect:
∆Γstretch−ss contributes only a few percent to the value of Γss. Also, whereas the previ-
ously reported ∆Γstretch−coil values (Figure 3.3) were obtained by fitting the data with a
surface having a particular functional form, analyzing the data in a way that does not
depend on the choice of model function leads us to conclude that, within uncertainty,
∆Γstretch−ss is salt-independent. As such, we arrive at per-nucleotide ∆Γ¯stretch−ss values
of 0.027 ± 0.003 for RNA and 0.043 ± 0.005 for DNA. Using these results, we can then
evaluate Equation 6.1 to obtain the first indirect evaluation of Γ¯ss, which is plotted in
molar units alongside the D-AES results in Figure 6.2.
Alternatively, we can complete the thermodynamic cycle using Equation 6.2, which
relies on the PB results for Γds and also ∆Γds−ss data from oligonucleotide melting ex-
periments. We are unaware of suitable data for RNA melting, so we confine our analysis
by this method to DNA. Owczarzy et al. [154] have reported melting temperatures for
DNA oligonucleotides as a function of length, base composition and salt concentration.
We analyzed all of the 25 base pair data in their dataset using Equation 5.8. Performing
this analysis, the details of which are given in Appendix A.5, gives ∆Γds−ss over [NaCl] =
69-1025 mM. We extrapolate to lower salt concentrations by assuming constant ∆Γds−ss,
an assumption that is supported by other melting experiments [168]. Finally, we evaluate
Equation 6.2 to obtain the second indirect measure of Γ¯ss, which is also plotted, in molar
units, in Figure 6.2A.
6.2 Discussion
Despite being based on different experimental techniques, the various methods dis-
cussed above agree on a consistent trend in the salt dependence of the ion excess of
random-coil, single-stranded DNA and RNA (Figure 6.2). The linear decrease in molar
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ion excess at high salt (see plot with linear axes, Appendix Figure B.4) is due to excluded
volume effects; electrostatic effects, which are of greatest interest to understanding nu-
cleic acid-ion interactions, manifest as perturbations to this behavior. We can isolate
the electrostatic effects by correcting the data into molal units. This is done, for the
thermodynamic cycle measurements, by using the molal values of Γds from the PB and,
for the D-AES measurements, by adding an EV correction. This correction is obtained
by multiplying the excluded volume of the NA—estimated from the structural model
of Figure 6.3B incorporating a hydration layer—by the bulk salt concentration. Such
EV-corrected, molal data are plotted in Figure 6.5, where we now see that the data
lie, roughly, between the expected low-salt Oosawa-Manning (Γ¯ → 0.75–0.79, assuming
thin-cylinder geometry) and high-salt Debye-Hu¨ckel (Γ¯→ 0.5) limits. Below, we explore
electrostatics models to quantitatively reproduce the Γmolalss (cbulk) curves between these
limits.
6.2.1 Uniform mean-field model
Because the single-stranded nucleic acids are so flexible and exist in an ensemble of
random-coil conformations, we hypothesized that the chain would act as a uniform charge
distribution, with the charge density given by the average over all configurations. In a
simple model of this picture, we treat the system as consisting of two compartments in
Gibbs-Donnan equilibrium with each other: one a bulk reservoir and the other a region
of uniform charge density, ρ. This charged region represents the NA coil, ignoring any
effects that may arise from the shape of the NA or the discreteness of its charge. Following
the derivation given in Appendix C, we solve for the per-nucleotide cation excess of this
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Figure 6.5: Comparison of uniform mean-field model (open squares), naive PB cal-
culations (solid line), and charged rod model (dashed line) to D-AES (points) and
single-molecule (open diamonds) data for (A) DNA and (B) RNA. Shown are values
of Γ¯molalss ; i.e., corrected for the excluded volume effect to emphasize electrostatics.
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model of the coil state:
Γ¯ss =
1
2
−
√
1
4
+
(
cbulke
ρ
)2
− cbulke
ρ
, (6.3)
where ρ is the absolute value of the uniform volume charge density.
It is possible to connect this model to physical NA coils via the charge density param-
eter. If we treat the NA coil as a sphere, with charge Q and radius R, then ρ = Q
(4/3)piR3
or, using the definition of the radius of gyration, Rg,
ρ =
Q
4
3
(
5
3
) 3
2 piR3g
. (6.4)
Salt-dependent Rg values for dT50 have been measured using small-angle x-ray scattering
by Sim et al. [175]; we are not aware of similar measurements for RNA. We can insert these
Rg values into Equation 6.4 and, in turn, into Equation 6.3 to obtain semi-theoretical
predictions of Γ¯ss based on the uniform mean-field (UMF) model and the experimental
Rg values. These predictions are co-plotted with the molal data in Figure 6.5A.
This simple, uniform mean-field model exhibits Γ¯ss → 0.5 high salt limiting behavior
(Appendix Figure C.2); however, its quantitative agreement with the experimental data
is poor. Our hypothesis of dominant conformational flexibility, leading the system to
behave as if it is uniformly charged, is thus not borne out. We require an alternative
model, including some non-uniformity in the charge distribution, to explain the data.
6.2.2 Non-uniform mean-field models
Because all of our experiments are carried out in the presence of added salt, elec-
trostatic interactions will be appreciable only on length scales shorter than the Debye
screening length. The conformational flexibility that is central to the UMF model occurs
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only on long length scales compared with κ−1. As such, we now hypothesize that it is
the short-length-scale (i.e., sub-Debye length) charge distribution of the system, which
is rod-like, that dominates the interactions with the ion atmosphere.
One way to account for the local charge distribution in the ssNA coil is through the
single-stranded PB calculations of Figure 6.3C, which are based on a naive structural
model (Figure 6.3B) that does not sample the available conformations of the chain but
does account for the discreteness of the source charge and its spacing along the back-
bone. Because this naive model is based on the canonical double-helical structure, it
incorporates some degree of base-stacking, not present in the random-coil dT50 or rU50,
that may introduce error into the modeling. Figure 6.5 compares these PB results with
the EV-corrected DNA and RNA data, showing good agreement across the full range of
salt concentration in both cases.
An alternative, structurally simpler model lacking discrete charges is that of Landy
et al. [176], in which the NA is treated as a charged rod with radius R. In the low ionic
strength, excess salt limit, this model predicts that the cation excess of the negatively
charged rod is given by
Γ¯ ≈ ζ − 1/2
2ζ
[
1−
(K0(κR)
K1(κR)
)2]
+
1
2
, (6.5)
where ζ is the Manning parameter [21] (ζ = 1 for ssDNA, ζ = 1.19 for ssRNA) and the
Ki are the modified Bessel functions of the second kind; this equation is valid for ζ ≥ 1.
For the ssNAs, the choice of R is non-obvious. Here, for both RNA and DNA, we set
R = 0.24 nm: the distance of closest approach of Na+ ions to the backbone phosphates
in molecular dynamics simulations of dsRNA [101]. As shown in Figure 6.5, the charged
rod model also agrees with the data except at the very lowest salt concentrations.
That both the single-stranded PB and charged rod models agree with the EV-
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corrected Γ¯molalss data indicates that the monovalent ion excess of single-stranded nucleic
acids is insensitive to their large-length-scale conformation. Rather, it is the spacing of
the charges along the strand that dominates. This effect is seen by comparing the Γ¯ss
results for RNA (0.59 nm spacing along sugar-phosphate backbone) and DNA (0.70 nm
spacing) in Figures 6.2 and 6.5. That the ion excess is insensitive to the conformation of
the NA is consistent with the small magnitude of ∆Γ¯stretch−ss, the change in ion excess
between two states that differ, primarily, in their conformation (i.e., extended versus
coiled). It is also consistent with our hypothesis that, due to electrostatic screening on
length scales larger than the Debye length, the interactions between the ion atmosphere
and the NA are dominated by the rod-like charge distribution on short length scales.
6.3 Conclusion
We have presented new D-AES measurements of the absolute number of ions associ-
ated with unfolded DNA and RNA oligonucleotides, single-molecule measurements of the
change in number of ions associated with an RNA hairpin as it is mechanically unfolded,
and PB calculations of the absolute number of ions associated with double-helical and
single-stranded DNA and RNA. Using these results, along with existing data on a number
of nucleic acid systems, we have obtained three different measurements of the monovalent
ion atmosphere, Γss, of unfolded, single-stranded DNA and two different measurements
of unfolded RNA. We have also reported measurements of the change in ion excess as
an unfolded NA folds to form secondary structure. These ∆Γds−ss results, which show
non-trivial salt dependence (Figure 5.4B), contribute to understanding the free energy
change associated with secondary structure formation.
We interpret the observed salt-dependent Γss behavior as an interpolation between
two limiting regimes: a low-salt limit described by Oosawa-Manning counterion conden-
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sation theory and a high-salt, Debye-Hu¨ckel limit in which the charge is equally offset
by cation association and anion depletion. The detailed behavior at intermediate salt
concentrations depends on the strandedness and charge spacing of the NA, but does not
depend appreciably on its large-scale conformation, presumedly due to the short-range
nature of the screened electrostatics. This indicates that, when considering free energies
of ion interactions in the context of nucleic acid structure formation, much of the molecu-
lar complexity on large length scales can likely be ignored. In other words, our finding of
a predominately local origin of the ion excess confirms the picture from Chapter 5: that
the ion excess, while often the best experimental metric that we have, is not optimally
sensitive to the detailed interactions between ions and nucleic acids.
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Outlook
In this dissertation, I have discussed the application of two principal experimental techniques—
single-molecule force spectroscopy and ion counting—to the problem of understanding
nucleic acid-ion interactions. I have shown that the elastic behavior of single-stranded
nucleic acids over 0.1–100 pN applied force in monovalent salt occurs in two regimes: a
low-force Pincus regime characteristic of excluded volume interactions and a higher-force,
quasi-logarithmic regime characteristic of the interplay between intrinsic electrostatic ten-
sion and the applied force. The transition between these two regimes varies as a function
of salt concentration and scales with the Debye screening length. Using ion counting ex-
periments, I have shown that the quantitative composition of the ion atmosphere, again
in monovalent salt, varies only gradually with bulk salt concentration, and is consistent
with numerical Poisson-Boltzmann models incorporating only local structure. This is
consistent with electrostatic interactions that, due to screening, are short-ranged (sub-
κ−1) in character.
While these findings enhance the understanding of the electrostatics and ion interac-
tions of single-stranded nucleic acids, they also provoke further questions, some of which
are discussed below.
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First, the origin of the non-logarithmic intermediate-force behavior of ssNAs in diva-
lent salt (Figure 3.2) remains unknown. In Chapter 3, I presented experimental results
that showed high-force logarithmic elasticity for ssNAs in monovalent salt and a more
compliant, but non-logarithmic, elasticity in divalent salt. I went on, in Chapter 4, to
explain the monovalent logarithmic behavior in terms of a modified WLC model, incorpo-
rating electrostatic tension, and subsequent transitions to FJC and enthalpic stretching
behavior. However, a quantitative explanation of the divalent non-logarithmic behavior
does not yet exist. In fact, I am not aware of force spectroscopy studies (akin to those of
Chapter 4) that probe this regime as a function of divalent salt concentration. Such ex-
perimental studies are certainly technically possible, and could—along with the already
measured but unexplained divalent salt-dependence of the crossover force (Figure 3.2)—
form the basis for interesting new theoretical investigations. Central to this problem is
the realization that basic assumptions underlying our analysis in the monovalent case
will not hold for divalents. In particular, not only will the Debye-Hu¨ckel approximation
used to derive Equation 4.2 be invalid, but so will the full Poisson-Boltzmann equation.
Second, there is room for further development and experimental testing of models of
the ion atmosphere. As discussed in Chapter 5, one of the main goals of nucleic acid ion
counting experiments is to obtain data that can be used to constrain theoretical models
of the ion atmosphere—albeit incompletely, as the theories give more information-rich
results than do the experiments. There is still significant work to be done in this direction,
both in terms of conducting theoretical investigations that accurately mimic existing
experiments (e.g., salt species used) and in terms of performing more experiments under
a variety of conditions (e.g., note the paucity of divalent and trivalent data in Table 5.1).
Of particular interest would be modeling of those experiments that are most sensitive to
the precise effects of ion identity and NA conformation: ion competition and differential
ion counting studies. A hint of this sensitivity is seen in the data of Figure 5.4B, in
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which Poisson-Boltzmann theory, otherwise able to reproduce all existing ion counting
results for monovalents, fails to reproduce the measured ∆Γ data. This may indicate
that such data constitute a more stringent test of theoretical predictions than do other
experiments, and would make more sophisticated computational modeling of this system,
either at the level of fully atomistic molecular dynamics or of a simplified approach, very
interesting.
Third, single-molecule differential ion counting experiments have yet to be performed
in divalent salt. The RNA hairpin ion counting experiments of Figure 6.4D, and similar
results reported previously for DNA by Dittmore et al. [96], contributed to our estimation
of the single-stranded ion excess in Chapter 6 and are also interesting in their own right
in understanding how ions interact with structured NAs. As will be further discussed in
Appendix D, such data can, for example, be interpreted to give differential free energies
of ion binding. All of the experiments of this type conducted thus far have been in the
presence only of monovalent ions, which are believed to interact with NAs nonspecifi-
cally by mediating charge screening (this is why such interactions are well-modeled, in
most cases, by the mean-field Poisson-Boltzmann equation). Divalent ions, however, are
believed to exhibit more specific interactions with both single- and double-stranded nu-
cleic acids [164,165] and with more complicated folded structures [102,177]. Differential
ion counting experiments involving divalent ions, while rendered more difficult due to
coupling between monovalents and divalents in the formalism (see Appendix D), would
provide a new experimental modality through which to explore these effects.
Fourth, the apparent force-dependence of the ssRNA persistence length remains un-
explained. As mentioned in Chapter 4, our ability to interpret the high-force elasticity of
ssRNA—but not of ssDNA—is obscured by this apparent force-dependence. In particu-
lar, when the WLC interpolation formula is fit to Θ solution data over 0.7–10 pN, a value
of lp = 0.85 nm is obtained, versus lp = 0.43 nm when fitting data over 10–60 pN. We
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hypothesize that this additional high-force compliance could be due to the ribose sugar
pucker isomerization, transitioning from the C3′-endo pucker, with 0.59 nm extension
per nucleotide, to the C2′-endo pucker, with 0.70 nm extension per nucleotide. It is rea-
sonable to expect that this transition could occur in the vicinity of the force range under
study: quantum chemistry calculations estimate the difference in free energy between the
two conformations to be 2 kcal/mol [98], which corresponds to a mechanical unfolding
force of ≈ 100 pN. Nevertheless, to my knowledge this transition has never been directly
measured. To do so, using SMFS at higher forces (100–1000 pN), would both clarify the
analysis of our existing data and would provide new details about this important aspect
of RNA structure.
Finally, a Netz-like model of polyelectrolyte electrostatic tension could be evaluated
using the full Poisson-Boltzmann equation. In Chapter 4, I showed that force-extension
data of ssNAs in the 10–100 pN domain are well-fit by a WLC model with added elec-
trostatic tension, using the Netz model of fel with an effective charge spacing that differs
from the structural charge separation along the chain. We explained the discrepancy
between the effective and structural charge spacing by noting that the Netz model is de-
rived in the Debye-Hu¨ckel limit and, consequently, ignores the non-linear screening due
to the preferential association of cations in the ion atmosphere (i.e., due to the realization
that Γ¯ 6= 0.5 in Figure 6.5). This argument could be made quantitative by evaluating a
chain-of-beads model, like the Netz model, using the full Poisson-Boltzmann equation to
calculate the potential between the beads. This approach would capture the non-linearity
of the ion atmosphere since, as seen in Figure 6.5, these effects are well-described by PB.
In summary, we as a community are building a quantitative understanding of the elec-
trostatic interactions between ions and single-stranded nucleic acids (or, more generally,
flexible polyelectrolytes). This understanding is especially well established for monova-
lent salt solutions, where the mean-field Poisson-Boltzmann approach forms the success-
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ful basis of most arguments. From the results we have thus far, however, it is clear that
this approach must generally be discarded when considering solutions of higher-valence
ions, and it is here that basic work in polyelectrolyte physics, both experimental and
theoretical, remains to be done.
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Materials and methods
A.1 Sample preparation
A.1.1 Long homopolymeric ssNAs
Polydisperse poly(U), ranging from roughly 4000 to 10,000 nucleotides in length, was
synthesized by elongation of 20-mer poly(U) oligonucleotides, 5′-labeled with a protected
thiol group (Integrated DNA Technologies), using polynucleotide phosphorylase from
E. coli (Sigma-Aldrich). The polymerization reaction conditions were those of van den
Hout et al. [178]. The polymerization product was 3′-labeled with biotin by incorporation
of biotin-dUTP using terminal deoxynucleotidyl transferase (Life Technologies). Purifi-
cation by ethanol precipitation [179] was performed following each reaction. Product
concentration was quantified by absorption spectroscopy at 260 nm. Before surface cou-
pling, the thiol group was deprotected by treatment with tris(2-carboxyethyl)phosphine
(TCEP).
Polydisperse ssDNA (eighth polypyrimidine sequence of Brockman et al. [180]) was
synthesized, as in McIntosh et al. [68], by rolling-circle amplification [181] with a 5′
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biotin-labeled primer for bead attachment; glass substrate attachment was by non-specific
adhesion.
A.1.2 Short ssRNA/ssDNA oligonucleotides for D-AES
Samples of 50 nucleotide poly(U) ssRNA and poly(dT) ssDNA were obtained from
Integrated DNA Technologies. Oligonucleotides were synthesized by that company at 1
µmol scale, typically resulting in 250–550 nmol of purified product. As above, homopoly-
meric sequences were chosen to prevent Watson-Crick base pairing and the U and dT
monomers, in particular, were chosen because they have been shown in prior studies not
to exhibit appreciable base-stacking interactions [69,170]. Samples were initially diluted
in 100–200 µL Tris-EDTA buffer and stored at -80◦C. Samples were then further diluted
in the desired experimental buffer prior to the start of each dialysis. ssNA concentrations
were initially determined by UV/vis spectrophotometry at 260 nm; although, the con-
centrations used to calculate the ion excess (Equation A.6) were obtained directly from
AES.
A.1.3 RNA hairpin molecular construct
The molecular construct used in the single-molecule RNA hairpin unfolding experi-
ments is sketched in Figure 6.4A of the main text and is shown with greater sequence
detail in Figure A.1. The construct consists of the RNA helix of interest, closed by a
hexaethylene glycol (HEG) spacer to form a hairpin and connected, at the 3′ end, to the
magnetic bead via a 20 nucleotide thymidine spacer and, at the 5′ end, to the surface
via an 848 bp dsDNA handle. In the control experiments described in Appendix B, the
HEG spacer is replaced by RNA and shown to have no discernible effect on the ion excess
results.
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Figure A.1: Diagram of the hairpin molecular construct used in single-molecule mag-
netic tweezer experiments to obtain ∆Γds−stretch.
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A G A C G T G T G C T C T T C C G AT C␣ T T G C T G C A C C AT C C T C T T
G G G ATA C G G G A A A A C G TA A A
Primer 1: (binds to chimeric oligonucleotide)
Primer 2: (binds to surface)
Stable abasic site
Oligo-binding domain
5'
5' (thiol) 3'
3'
Figure A.2: Sequences of the primers used to produce the double-stranded DNA
handle via PCR amplification of a region of the lambda phage genome.
The RNA helix, the single-stranded polythymidine spacer, and a 20 nucleotide do-
main for binding to the dsDNA handle (i.e., the sequence up to the “ligation point” in
Figure A.1) were obtained as a single chimeric DNA/RNA oligomer from Integrated DNA
Technologies with a 3′ biotin moiety to facilitate binding to streptavidin-functionalized
magnetic beads.
The dsDNA handle was prepared by PCR amplification of a section of the DNA
genome of bacteriophage lambda. Both PCR primers bore 5′ functionality: one had a 5′
thiol moiety to facilitate surface coupling via thiol-maleimide chemistry and the other had
a 20 nucleotide 5′ overhang to facilitate hybridization with the handle binding domain of
the chimeric oligonucleotide. The sequences of the primers are given in Figure A.2. Using
these primers to perform PCR amplification on lambda DNA gives a dsDNA handle 828
bp in length, in addition to the 20 nucleotide binding region. The handle was ligated to
the chimeric oligonucleotide using T4 DNA ligase (New England Biolabs). Samples were
purified following enzymatic reactions by phenol-chloroform extraction.
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A.2 Magnetic tweezers experiments
The basic setup of an MT experiment is shown in Figure 1.2A. The MT instrument
is essentially a conventional microscope with the addition of rare-earth magnets above
the stage and a piezoelectric device to precisely control the focus.
The MT experiment begins with the preparation of the sample flow cell (see Section
A.2.1), consisting of a fluid channel between two glass coverslips. The bottom surface of
the flow cell is chemically functionalized to allow binding of the subject molecule. The
molecule is functionalized at both ends, to allow binding to the surface as well as to the
magnetic beads, which are flowed into the cell subsequent to surface binding. In all of
the experimental work reported in this dissertation (except the ssDNA data of Chapter
4), the surface was functionalized with maleimide, which bound to reduced thiol groups
on the NA at pH 7.5; the bead was functionalized with streptavidin, which bound to
biotin moieties on the NA.
Once the flow cell is prepared, it is placed on the microscope stage and the experi-
menter can begin looking for an appropriately tethered molecule to study. Since many
tethers form in each flow cell, it is possible to translate the stage to look for a tether
that (1) has the appropriate expected length, (2) does not consist of a bead tethered to
the surface by more than one molecule, and (3) has its single tether centered roughly
at the center of the bead. That there is only one tether can be verified by rotating the
magnets above the stage, concomitantly rotating the bead. If there were more than one
NA molecule tethering the bead to the surface, this rotation would braid those strands
around each other and the observed tether height would decrease. That the tether is
centered on the bead can also be verified by such rotation: if the tether were off-center,
the rotating bead would be seen to wobble in the video microscopy.
Sometimes, as in the poly(U) experiments of Chapters 3 and 4, the chemical prepa-
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ration of the sample is such that the NA length is not uniform. In such cases, longer
tethers are usually preferred for two reasons. First, as will be seen in Section A.2.3, the
range of forces over which direct calibration is possible extends to higher values for longer
tethers, since they will exhibit greater Brownian fluctuations about their mean position.
Second, at a particular force a bead attached to a longer tether will tend to be further
from the surface, meaning that lower force values can be explored before the bead begins
to interact directly with the substrate.
Tracking of the bead position in the imaging plane is easily accomplished using cen-
troid tracking; tracking in the zˆ direction, however, requires a calibration between bead
height and the diffraction ring pattern that arises from interference between incident
light from the LED light source and light scattered off of the bead [182]. Such a cali-
bration is made for a particular bead once a suitable tether has been identified. This is
accomplished by moving the magnets close to the sample—thus suppressing most of the
Brownian fluctuations—and then using the piezoelectric device—to which the objective
lens is mounted—to step the focal plane in 100 nm increments. At each step, the radial
distribution profile of the diffraction pattern is fit to a model function [92, 183] and is
recorded. During this calibration, it is the bead that is held fixed while the focal plane is
moved; in the actual experiment, the bead moves in response to the changing magnetic
force, but the focal plane is held fixed. The two motions are related by the index correc-
tion factor: the ratio of index of refraction in experimental buffer to that in the objective
immersion oil.
With this calibration accomplished, it is now possible to monitor the vertical position
of the bead with respect to the reference position at which this calibration was made.
However, the required experimental quantity is the height with respect to the bottom
of the flow cell (i.e., the extension of the tether, X in Figure 1.2A). To accomplish this
translation, a zero-force reference calibration is made by tracking the bead position in
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the absence of applied magnetic force. Since the magnetic bead is slightly more dense
than water, it will sediment to the bottom of the flow cell in the absence of applied force.
By tracking the sedimented bead, it is possible to identify the flow cell surface (X = 0)
in terms of the diffraction pattern calibration.
Having made both of these calibrations, the force spectroscopy experiment itself can
be begun. To make a force-extension curve (e.g., Figure 1.2B), the magnets are held
at a particular distance from the sample and the bead height above the surface—and
thus the molecular extension, X—is measured as a function of time. The time average
of X is computed and used as the extension at that magnet position, and the force is
determined by direct calibration based on monitoring the horizontal bead fluctuations
(see Section A.2.3). The effects of instrumental drift are minimized by subtracting from
the measured extension signal the position of a reference bead adhered directly to the flow
cell surface. The magnets are then moved to their next position and the process repeated.
For a standard force-extension curve (e.g., Figure 3.1) spanning 0.1–10 pN, 31 separate
magnet positions are typically used, separated by 0.25 mm. Because thermal fluctuations
become more pronounced as the force becomes smaller, adding noise to the measurement
of the average extension and shifting the characteristic frequency of the force calibration
to lower values, data at each diminishing force are integrated for progressively longer
lengths of time (1.175 times longer for each force in a standard experiment; this factor
is referred to as the “scaling of acquisition”). All of these parameter values must be
modified as needed for a particular experiment. For example, in a folding-unfolding
experiment (e.g., the RNA hairpin studies of Chapter 6) only a very narrow range of
forces is probed (∼ 12 pN); in higher-force experiments with larger beads (e.g., Chapter
4), thermal fluctuations are less dominant and a smaller scaling of acquisition can be
used.
Once a single force-extension curve has been collected, additional curves are typi-
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Figure A.3: Diagram of flow cell used in MT experiments, consisting of a laser-cut
Parafilm paraffin wax film sandwiched between two no. 1 cover slips; the bottom
coverslip is functionalized with PEG and sparsely labeled with maleimide groups.
Gaps are left at the end of the channel to allow solution exchange.
cally taken as a function of solution conditions; e.g., salt concentration. The flow cell,
which is open at each end, facilitates solution exchange by pipetting into one end while
withdrawing solution, typically by capillary action, at the other. This flow creates a
hydrodynamic force on the bead that can sometimes shear it from the surface or, under
very low or very high ionic strength conditions when the bead is prone to sticking to
the glass surface, cause it to adhere to the substrate. The latter issue can sometimes be
avoided by flowing the new solution into the flow cell with the magnets very close to the
sample, which will act to prevent the bead from contacting the surface. Both issues can
also be avoided using more sophisticated permeable-membrane flow cells that separate
the solution flow from the experimental chamber; although, such cells introduce other
experimental complications [184].
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A.2.1 Flow cell preparation
The maleimide-functionalized flow cell used in all MT experiments discussed in this
dissertation was assembled from the following supplies: 22 mm square no. 1 cover glass
with PEG brush coating and sparse maleimide functionalization (Microsurfaces, Inc.)
(bottom glass), 18 mm square no. 1 cover glass (top glass), Parafilm Type M paraffin
wax film cut into 22 mm square pattern with central channel (Figure A.3) using laser
cutter.
The flow cell is assembled as follows:
1. Top glass (18 mm square no. 1 cover glass) is cleaned by dipping in 1 M NaOH
followed by water and then plasma cleaned in a Harrick Plasma PDC-32G for 5
minutes on the high setting.
2. One surface of the top glass—i.e., the surface that will ultimately constitute the
top surface of the flow cell—is treated with a hydrophobic coating (Rain-X, ITW
Global Brands) to prevent solution from adhering to it during buffer exchange.
3. One maleimide-functionalized slide is removed from storage in a vacuum desiccator.
Reference beads (i.e., beads specifically adhered to the surface) are added by treat-
ing the slide with 10 µL of isopropyl alcohol solution containing 1 µL of polystyrene
bead suspension (Bangs Laboratories) per mL. Once this solution has dried on the
slide, it is heated on a hot plate at 140◦C for 150 s to melt the beads to the surface.
4. The flow cell is assembled by placing, atop the functionalized slide, the laser-cut
parafilm and then the top glass, as shown in Figure A.3. The assembly is bonded
by melting the parafilm through the glass using a soldering iron.
At this point, the flow cell is ready for introduction of the sample. Typically, the thiol-
labeled NA sample has been incubated for 5 minutes in a 50 mM solution of TCEP, which
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reduces the thiol groups to prepare them for surface binding. The sample is then diluted
to 50 µL in a coupling buffer consisting of 50 mM sodium phosphate buffer (pH 7.2), 50
mM NaCl, and 10 mM EDTA. The sample is then incubated for at least 20 minutes to
allow binding of the NA to the surface. After this time, the channel is flushed with Tris
buffer, the amine groups of which will also bind to the surface maleimide to deactivate
any remaining sites. Then, the magnetic beads (Dynabeads MyOne or Dynabeads M280,
ThermoFisher Scientific) are flowed in at 10% stock concentration in a buffer containing
250 µM Tween-20 surfactant (this surfactant is preserved in all subsequent buffers to
prevent beads from adhering to the surface). After the beads have incubated in the flow
cell for 20 minutes, the excess is flushed out and the experiment is ready to begin.
A.2.2 Instrumentation
All MT experiments discussed in this dissertation were carried out on an instrument
first described by Ribeck and Saleh [92] and further developed subsequently. Photographs
of the instrument with major components labeled are given in Figure A.4; compare with
the schematic diagram of Figure 1.2A.
The light source is a red resonant cavity LED with peak emission at 650 nm (RC-LED-
650-02, Roithner Lasertechnik). The motors that translate and rotate the magnets are
M-126 units from Physik Instrumente (PI), controlled by a PI C-843 unit. The stage is
also motorized to allow precise movement of the sample: a PI M-545.2P microscopy stage
controlled by a PI C-867.260 unit, which is operated manually using the joystick input.
The Nikon planar fluorescence 60x oil immersion objective rests atop a piezoelectric
device, which is controlled by a PI E-615.CR unit. The objective is operated at its
specified 60x magnification by using a 200 mm focal-length tube lens placed 200 mm
from the camera sensor. The camera is a 782x582 pixel progressive scan monochrome
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Figure A.4: Photographs of the MT instrument used in these studies, with major
components labeled. (A) Light source, (B) focusing optics, (C) magnet transla-
tion/rotation motors, (D) magnet assembly, (E) stage, (F) objective lens, (G) piezo-
electric device, (H) 45◦ slanted mirror and tube lens, and (I) camera.
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CCD camera operating at a 60 Hz frame rate (CV-A10 CL, Jai Electronics) and connected
to a National Instruments PCIe-1429 capture card utilizing the CameraLink standard.
Aside from the stage, all elements of the instrument are controlled by a PC using soft-
ware written in the LabVIEW development environment. There is a separate LabVIEW
application for each stage of the experimental workflow: a “basic microscope” program
for monitoring the flow cell and identifying target molecules, a program for making the
calibration between bead diffraction pattern and bead height, a tracking program to
monitor the extension as a function of magnet position, a force-extension program to
automatically move the magnets at timed intervals to collect force vs. extension data,
and a basic analysis program to perform the direct force calibration. However, more
sophisticated force calibration and other analysis routines were written in MATLAB.
A.2.3 Force calibration
In a constant-force force spectroscopy experiment, such as MT, molecular extension
is measured as a function of applied force. As discussed above, the extension is measured
by observing the diffraction pattern cast by the magnetic beads and then relating this
pattern to a bead-height calibration. The applied force is controlled by the height of
the magnets above the stage. The calibration between magnet position, zmag, and force,
using several different approaches, is discussed below.
Direct (thermal) calibration
The most direct force calibration approach relies on measuring the Brownian fluctu-
ations of the magnetic bead. Since the bead is tethered to the end of an NA molecule,
it can be thought of as an inverted pendulum where the magnetic force is analogous to
gravity. Because the system is in equilibrium with a thermal bath, the average energy
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in each of the pendulum’s two degrees of freedom is given by the equipartition theorem.
From this argument, one can derive an expression for the calibrated force: [185]
f =
〈X〉 kBT
〈δ2x〉
, (A.1)
where δ2x is the variance of the bead position in the direction orthogonal to the pulling
axis and the braces denote time-average values. Since this calibration method relies on a
single value, the variance, computed from the data, it is susceptible to bias arising from
anomalous instrumental noise—leading to calibrated force values that are too low—and
under-sampled fluctuations due to the fame rate of the camera—leading to force values
that are too large.
More robust force calibration approaches involve calculating spectra that more com-
pletely utilize the data: either the power spectral density (PSD) [186–190] or the Allan
variance [186]. In the work described in this dissertation, an Allan variance-based ap-
proach was used, following Lansdorp and Saleh [186]. In particular, for each bead trace at
a certain force, the AV was computed and then fit, using a maximum likelihood approach,
to the model function
σ2(τ) =
2kBTα
k2τ
(
1 +
2α
kτ
e
−kτ
α − α
2kτ
e
−2kτ
α − 3α
2kτ
)
, (A.2)
where σ2 is the Allan variance, τ is the separation time between samples, and k and α
are the fit parameters: the pendulum spring constant and the dissipation due to viscous
drag on the bead, respectively.
Example AV spectra for an ssRNA molecule at two different magnitudes of applied
force are shown in Figure A.5. Figure A.5A shows the generally expected behavior: a
region at low-τ corresponding to underdamped motion, giving way to a broad, decreasing-
113
Materials and methods Appendix A
0.02 0.10 0.50
100
20
0.1 1 10
100
1000
τ (s) τ (s)
σ2
 (n
m
2 )
σ2
 (n
m
2 )
A B
(f = 0.1 pN) (f = 13 pN)
Figure A.5: Sample AV of ssRNA at two different applied forces, with best fits of
Equation A.2. (A) Lower force, where the characteristic turnover in the AV is well
sampled and both principle regimes are visible (there is no significant contribution
from large-τ drift; such drift can be seen in Figure E.4A). (B) Higher force, where the
turnover occurs at too low of τ to be fully sampled, leading to poor constraint of the
model fit parameters. Constraint of α based on other data can minimize this effect.
AV regime in which thermal noise is being averaged away by longer integration times, and
then, finally, a high-τ regime dominated by instrumental drift. Because it is dominated
by drag, the low-τ region predominately determines the fit of α, whereas the fit of k is
predominately set by the intermediate-τ region. Thus, a good fit of both parameters
requires that the turnover between the two regimes be well-sampled. This is the case in
Figure A.5A, but not in A.5B, where this turnover occurs at lower τ (higher frequency)
than is sampled by the camera frame rate, leading to a low-quality fit.
If the maximum AV turnover value is never sampled throughout a force extension
curve, direct force calibration from the bead fluctuations is not possible and longer tethers
or a faster camera frame rate must be used, or an indirect calibration curve approach
must be employed (see below). However, if the transition is adequately sampled over
most of the force range, and it is only at the highest-force values that it shifts to too low
of τ , fits can be extended into the under-sampled region by fixing the value of α. Values
of α from the two-parameter fit of Equation A.2 to ssRNA data are shown in Figure
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Figure A.6: Values of α from fitting Equation A.2 to ssRNA force spectroscopy data,
compared with height of the bead above the substrate at that force. The increase in
α at low X is due to hydrodynamic coupling with the surface, whereas the increase
at high X is an anomaly of the poor fit quality. The fit quality improved at high zmag
by fixing the value of α in Equation A.2 to that in the bulk.
A.6. Over most of the range of X explored, the value of α is constant, as it is expected
to be in bulk solution. At low force, when the bead is near to the surface, α increases
due to hydrodynamic coupling [191]; the apparent increase in α at high force is due to
diminution of the fit quality. Since the high-force points remain far from the surface, the
bulk value of α is expected to apply there as well. Therefore, by extending the values of
α from intermediate zmag, and repeating the fitting of Equation A.2, now with α fixed,
it is possible to accurately establish k, even from cut-off data as in Figure A.5B.
Indirect calibration curve
For molecules that are sufficiently short or are measured at sufficiently high forces, a
direct force calibration cannot be made, even by fixing α as described above. The lengths
and forces that cannot be directly calibrated are a function of the camera frame rate: the
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faster the frame rate, the stiffer the tether can be and still be calibrated. One can tell
when the force calibration will break down either by estimating the Lorentzian corner
frequency (fcorner = k/2piα) [186] or by performing Brownian dynamics simulations like
those discussed in Appendix E. In the context of this dissertation, such a breakdown
in the ability to perform direct force calibration occurred in the case of the hairpin
folding/unfolding studies discussed in Chapter 6. In that case, the tethers were only
about 300 nm long, corresponding, at 12 pN, to fcorner ≈ 400 Hz, much faster than the
30 Hz Nyquist frequency of the camera.
Because of this fast characteristic frequency, an indirect force calibration procedure
was instead used in these studies. In a separate flow cell, long (∼ 2–5 µm) polyethylene
glycol (PEG) molecules were prepared for force spectroscopy by attachment to the sub-
strate via the thiol-maleimide linkage and to magnetic beads via the biotin-streptavidin
linkage. Force spectra were then recorded over the force range of interest for the hair-
pin experiments, roughly 10–20 pN. This process was repeated for approximately ten
molecules. During the measurement of each molecule, the magnet position correspond-
ing to the tips of the magnets just touching the top of the flow cell, zmax, was recorded.
For each molecule, we could then prepare a force calibration curve as a function of magnet
height above the top of the flow cell: hmag = zmax − zmag. This subtraction was done to
account for the possibility of the magnet assembly shifting slowly over time with respect
to the stage, an effect that was in fact observed to occur on a time scale of months.
Because there is a roughly 10% variation in the magnetic moment between beads,
the calibration curves from the various PEG molecules were not in agreement. This is
the principal disadvantage of using an indirect force calibration approach. To make our
best estimate of the true force calibration, all of the PEG curves were averaged to form
a single, master curve, which was used in the analysis of the hairpin data, introducing
approximately 10% error into the forces in the process.
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A.2.4 Elasticity measurements
The elasticity experiments of Chapters 3 and 4 were performed in a flow-cell assembled
as discussed above. In the lower-force studies of Chapter 3, the Parafilm in Figure A.3 was
replaced by double-sided adhesive tape (3M Company). Reference beads were attached
to the surface, in the work of Chapter 3, by coupling amine-labeled latex spheres to the
maleimide-functionalized surface and, in the work of Chapter 4, by melting latex beads
directly to the surface as explained in Section A.2.1. Subsequent experimental steps were
performed in 10 mM Tris-HCl (pH 7.5) buffer with 250 mM Tween 20 surfactant added
to prevent adhesion of magnetic beads to the flow-cell surface [192]. For I > 7 mM,
solutions were prepared by adding NaCl to a background of 10 mM Tris buffer at pH 7.5
(10 mM of this buffer corresponds to a 7 mM ionic strength). For I < 7 mM, the ionic
strength was set by reducing the buffer concentration.
Due to alignment with the applied magnetic field, the beads have only one rotational
degree of freedom. Rotational fluctuations can lead to underestimation of the true end-
to-end extension of the RNA [69]. We correct for this effect by employing an equipartition
argument to find the expected underestimate, δ, given by:
δ =
kBT
2f
. (A.3)
We then add δ to the measured bead height to give the true polymer extension, X. This
expression for δ is valid in the fR  kBT limit, where R is the bead radius. We note
that this amounts to a fairly minor correction, affecting the lowest-force data by 5% and
the high-force data by much less. As such, the correction is applied only to the low-force
data of Chapter 3.
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A.2.5 Equilibrium folding/unfolding studies
In an equilibrium folding/unfolding experiment, like the hairpin study of Chapter
6, a constant force is applied to the folded molecule. If the force applied is near f1/2,
the molecule will exhibit telegraphic conformational switching, as in Figure 6.4B. As the
force is raised or lowered slightly, the equilibrium between the two states will shift. For
each force probed, the equilibrium constant, K, can be computed from the ratio of times
spent in each of the two states. A plot of K vs. f can then be interpolated to find the
exact value of f1/2, corresponding to K = 1, which is used in the ion counting analysis.
From a practical standpoint, these studies were carried out, for a particular molecule
and at a particular salt concentration, by first moving the magnets under manual control
to find the approximate value of f1/2. Then, a force-extension curve was collected over a
very narrow range of forces bracketing this value (the width of the two-state transition,
governed by Boltzmann statistics, is about 1 pN). Typically, data were collected over a
magnet position range of 20 µm, with a step size of 2 µm.
A.2.6 Data analysis
Rescaling
The long single-stranded nucleic acids used in the elasticity measurements of Chapters
3 and 4 were prepared—either by polynucleotide phosphorylase synthesis in the case of
RNA or by rolling circle amplification in the case of DNA—in such a way that the over-
all chain length varies greatly from molecule to molecule within a sample. A strength
of single-molecule force spectroscopy experiments is that, since they allow individual
molecules to be addressed one at a time, molecules with the desired length (i.e., long
enough for direct force calibration to be effective) can be selected and studied. Nonethe-
less, the specific contour lengths of the molecules will still vary. To allow analysis of
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the scaling behavior of molecules of differing lengths, the data are sometimes rescaled
by their extension at a particular force, as in the ssRNA data of Figure 3.1, where the
force-extension curves for the different concentrations of a particular salt species were,
for technical reasons, not all collected on the same molecule. In the case of Figure 3.1,
the data were all rescaled by the extension at 10 pN applied force, a force value at the
high end of the range studied and above the Pincus-to-logarithmic crossover force of
greatest interest in that study. However, the data of Chapter 4 clearly indicate that the
salt-dependence of ssRNA elasticity does extend beyond 10 pN, and so the agreement of
the curves at 10 pN in Figure 3.1 should be viewed as an artifact of the rescaling and
not as an actual physical concurrence. For this reason, when doing this sort of rescaling,
it is important to ensure that any subsequent analysis performed on the rescaled data is
insensitive to the rescaling having been performed; i.e., only drawing conclusions about
scaling behavior, and not about the quantitative separation between the curves.
Determination of crossover force
The low-force ssRNA elasticity measurements of Chapter 3 showed two scaling regimes,
separated by a salt-dependent crossover force, fc. These crossover forces were quantified
by least-squares fitting of each force-extension curve to a continuous, piecewise function
with different functional forms above and below fc, as in Saleh et al. [43]. In monovalent
salt, a power-law was used for f < fc and a logarithm for f > fc. In divalent salt,
a power-law was used in both regimes. Application of this method led force-extension
curves in the good-solvent regime to collapse to a single master curve for each valence;
however, a constant multiplicative factor had to be introduced to achieve good low-force
agreement between monovalent and divalent salt. Since we are interested only in the
scaling of fc with ionic strength, and not its absolute value, this offset is unimportant.
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ssRNA ∆Γ measurement
In Section 3.1.3, a previously described method [75] was used to extract the ion excess
(number of ions associated with the RNA compared with an equivalent volume of bulk
solution) from the applied force, f , extension, X, and bulk salt concentration, cbulk.
Force-extension curves of a particular poly(U) molecule were collected for f ≈ 0.1 to
10 pN and cbulk = 20, 50, 100, 200, 500, 1000, 2000 mM. For this analysis, the forces
measured at a particular magnet position were averaged across all salt concentrations
(weighted by confidence). A force-extension curve was also collected at the Θ condition
and fit to a WLC model to give the overall contour length. It was previously established
by Landy et al. [75] that X(f, cbulk) data of this form are well fit by a second-order
polynomial in log(cbulk) and a third-order polynomial in log(f); such a surface was fit
to these data. Equation 3.2 was then applied to this surface to give the change in ion
excess, ∆Γ, as a function of force. The excess per base was found by dividing ∆Γ by the
number of bases: Lc from the WLC fit at Θ divided by 0.59 nm per base [193]. Due to
potential edge effects in the fitting, ion excess curves for the highest and lowest cbulk are
ignored. Error in the reported values of ∆Γ arises from two sources: uncertainty in the
measured values of f , which is reflected in the error bars we report, and uncertainty in
the fitted value of Lc at Θ, which introduces a 10% error common to all of the ion excess
curves.
Hairpin ∆Γ measurement
The change in ion excess, ∆Γds−stretch, as an RNA hairpin is mechanically unfolded
(Chapter 6) was determined by measuring the salt-dependent unfolding force using mag-
netic tweezers [92] and then applying a thermodynamic argument [30,75,76,96,157]. The
molecular construct (Figure 6.4A, Figure A.1) is described in Section A.1.3. Experiments
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were carried out in 10 mM MOPS buffer, adjusted to pH 7.5, and in various concentra-
tions of NaCl determined by weight. Control experiments were performed to show that
the ∆Γ results are insensitive to the nature of the hairpin-closing loop and to the cationic
versus anionic nature of the buffer [194] (except at very low salt, c < 25 mM). The results
of these control experiments are given in Appendix B.
The thermodynamic argument used to extract ∆Γds−stretch is summarized below and
fully explained elsewhere in Appendix D. We begin with a thermodynamic identity con-
necting changes in the relevant free energy for magnetic tweezers experiments, the grand
canonical (Landau) potential of mean extension, dΩ, and changes in the experimental
parameters X, f , Γi, and µi:
dΩ = −Xdf −
∑
species
Γidµi. (A.4)
In an experiment, f and µ are directly controlled and X is measured; therefore, Equation
A.4 can be used to derive several relations to extract ∆Γ, the change in ion excess between
conformational states, from the experimental data [30]. In Chapter 6, we rely upon one
of these methods, a generalized Clausius-Clapeyron relation, although we show in Figure
B.3 that the results of the other methods are in agreement. This Clausius-Clapeyron
relation is given by
∆Γ =
∆X
2kBTA
(
∂f1/2
∂ ln cbulk
)
. (A.5)
The salt-dependent values of f1/2 were extracted from two-state folding/unfolding
trajectories as shown in Figure 6.4B. For each trace, collected at a particular cbulk and
constant f , a histogram was made and the equilibrium constant calculated as the ratio
of the occupancy time in the folded state to that in the unfolded state. For each salt
concentration, lnK was plotted versus f and fit with a two-state Boltzmann model to
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Figure A.7: Overview of D-AES experiment. A solution containing the NA sample is
dialyzed, across a semi-permeable membrane, against a bulk solution with a particular
salt concentration. Once the system has had time to equilibrate, aliquots are taken
from both the NA solution and the bulk and the concentrations of Na and P (as a
proxy for NA concentration) measured by AES. The ion excess is obtained from these
concentrations.
obtain f1/2. The derivative (∂f1/2/∂ ln cbulk) in Equation A.5 was evaluated separately
for the f1/2 data of each trial, yielding ∆Γds−stretch.
A.3 Dialysis/atomic emission spectroscopy
A.3.1 Procedure
We measured the ion excess of 50-mer homopolymeric oligonucleotides (Integrated
DNA Technologies) of thymidine (DNA) and uridine (RNA); the samples are further
described in Section A.1.2. The general scheme of the D-AES experiment is shown in
Figure A.7. NA solutions (100 µL, 0.07-0.7 mM) were dialyzed against a 200 mL bulk
reservoir of buffer containing 1 mM MOPS, adjusted to pH 7 with NaOH, and the desired
concentration of NaCl. A dialysis membrane with a 6-8 kDa molecular weight cutoff was
used (D-Tube Dialyzer Mini, EMD Millipore). After 5 hours of stirring, samples were
taken of both the NA and bulk solutions and diluted with pure water to concentrations
in the range of sensitivity of the AES spectrometer.
The Na+ ion excess per nucleotide, Γ¯ss, was determined from the molar concentrations
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of sodium in the nucleic acid solution, csampleNa , and in the bulk, c
bulk
Na , and from the
concentration of nucleotides, csampleP : [35]
Γ¯molarss =
csampleNa − cbulkNa
csampleP
. (A.6)
The various concentrations were measured using inductively coupled plasma atomic emis-
sion spectroscopy (AES) (iCAP 6300, Thermo Scientific) calibrated using standard solu-
tions of sodium and phosphorus (Fluka). The details of the calibration are given below.
To keep the measurement uncertainty in the Γss results reasonably small, it is neces-
sary to increase the sample NA concentration as the bulk salt concentration is increased.
Comparison of data obtained at different NA concentrations shows no concentration de-
pendence; nonetheless, we were careful always to stay well below the solution overlap
concentration: approximately 3.5 mM at low cbulkNa , based on salt-dependent persistence
lengths from the experiments of Chen et al. [80]. Because we noticed a correlation be-
tween samples from separate dialysis runs read out in the same AES batch, we use the
number of such batches, and not the total number of samples, in computing the reported
standard errors of the mean. Each reported D-AES datum represents the results of at
least three dialysis experiments, each read out by AES at least twice.
A.3.2 AES calibration
All samples collected from the equilibrium dialysis experiments were significantly
diluted to fall within the working range of the spectrometer; that is, less than about 50
PPM (1 PPM = 1 µg analyte per mL solution, a molar unit). The mass of water used
in the dilutions was measured by weight.
We measured the concentration of sodium by monitoring emission in three channels:
588.9 nm, 589.5 nm and 818.3 nm. We measured the concentration of phosphorus, as a
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proxy for the concentration of NA monomers, by monitoring emission in five channels:
177.4 nm, 185.8 nm, 185.9 nm, 213.6 nm and 214.9 nm. We then related signal inten-
sities in these channels to concentrations of our diluted samples via calibration curves.
We prepared standard solutions for these curves by diluting Fluka stock standard solu-
tions (Sigma-Aldrich). Each of the 7 AES experiments carried out was independently
calibrated; sample calibration curves from one representative experiment are shown in
Figure A.8. Note that the phosphorus calibration curves are generally linear across the
range of concentrations probed; however, the sodium curves show significant nonlinear
behavior at low concentration. It is thus essential to use more than two points in the
calibration to capture the shape of the curve.
A.4 Poisson-Boltzmann calculations
We used Poisson-Boltzmann calculations to estimate the ion excess of the helix state,
Γds, using model A-form or B-form helices for RNA or DNA, respectively. These same
helices with one strand removed were used as naive models of the single-stranded nucleic
acids. Calculations were carried out using the Adaptive Poisson-Boltzmann Solver [116]
over a range of NaCl concentrations. Structural models were obtained from the Nucleic
Acid Builder [163] and charges were assigned using the PDB2PQR package [195, 196].
The detailed parameters used are given below. Although we use atomically resolved
structural models here, Shkel and Record have demonstrated that comparable results can
be obtained for NA thermodynamic properties using cylindrical models [174]. Ion excess
values were obtained in both molal [35] and molar [37, 109] ensembles by appropriate
integration of the resulting ion densities.
The following parameters were specified in the APBS input file: (the meaning of these
parameters is described in the APBS documentation)
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Figure A.8: AES calibration curves for (A) sodium and (B) phosphorus. Dashed lines
represent the cubic interpolation function used to relate experimental intensities to
concentrations.
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mg-auto
dime 129 129 225
cglen 192 192 336
fglen 192 192 336
cgcent mol 1
fgcent mol 1
mol 1
npbe
bcfl gdh
pdie 2.000
sdie 78.5400
srfm gmol
chgm spl2
sdens 10.00
srad 1.40
swin 0.30
temp 293
calcenergy no
calcforce no
ion charge 1 conc [bulk salt concentration in M] radius 2.27
ion charge -1 conc [bulk salt concentration in M] radius 1.75
write ndens dx ndens
Running these instructions generates a file specifying, at each grid point in the three-
dimensional volume, the total number-density of all ion species. To obtain the ion excess,
it is then necessary to integrate the ion density to give the total number of ions in the
volume and then to subtract either the total number expected based on the bulk salt
concentration, to obtain Γmolards , or the number expected outside of the NA excluded
volume, to obtain Γmolalds . This corresponds to the two different limits of the integral in
Equation 5.3. Finally, the cation excess and anion depletion are backed out based on the
total charge of the macromolecule via the condition of charge neutrality.
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A.5 Analysis of duplex thermal denaturation data
Salt-dependent DNA duplex melting temperatures are reported by Owczarzy et al.
[154] for a library of sequences with various lengths and G-C base-pair content. Since we
were interested in making a connection to the 25 bp sequence of the present study, we
used Equation 5.8 to analyze only the 25 bp melting data. Increasing the G-C content
of the sequences tends to increase the melting temperature, but we see no trend in
dTm/d ln cbulk. Therefore, we used all reported 25 bp sequences regardless of base pair
composition.
For each duplex, with reported Tm values at [NaCl] = {69, 119, 200, 621, 1020} mM,
we fit a smoothing spline to the data to allow evaluation of dTm/d ln cbulk. The ∆Γds−ss
values obtained for the various sequences were then combined into a single curve, from
69-1020 mM, by averaging. The uncertainty was taken as the sum, in quadrature, of
the contribution from the sequence-to-sequence variation (standard error of the mean)
and the contribution from the approximately 10% uncertainty in the value of β. As
discussed in Chapter 6, dTm/d ln cbulk was assumed to be salt-independent below 69 mM
and the data were extrapolated into this region under that assumption; therefore, the
error below 69 mM is from the uncertainty in β alone. The ∆Γds−ss values obtained from
this analysis were shown in Figure 5.4B alongside the results from our single-molecule
force denaturation studies (i.e., ∆Γds−stretch + ∆Γstretch−ss).
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Hairpin ∆Γ control experiments
B.1 Hairpin control experiments
Whereas we wanted to ascribe the ∆Γds−stretch behavior obtained from our hairpin
unfolding experiments (Figure 6.4D) to effects intrinsic to folded and unfolded NAs,
and not to effects arising from the experimental setup, we performed several control
experiments.
In the first control experiment, we compared the salt-dependent unfolding forces and
ion excess changes of a 25 bp RNA hairpin closed by two different loops: the hexaethylene
glycol spacer reported in the main text (Figure 6.4A) and an RNA loop consisting of five
uridine bases. This control experiment tests if there is a significant contribution from the
loop to the ion excess behavior and is especially important because, in our analysis, we
compare data from the PEG-closed RNA hairpin with previously reported [96] data on
a DNA hairpin with a polythymidine loop. The results of this first control experiment
are shown in Figure B.1, in which we see no significant difference in behavior between
the two constructs.
In the second control experiment, we compared the same quantities with respect to
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Figure B.1: Comparison of (A) unfolding force and (B) ion excess change upon unfold-
ing determined by the Clausius-Clapeyron method for the hairpin construct shown in
Figure A.1 (closed red circles) and an identical construct in which the two strands of
the hairpin are connected by five uridine bases (open blue circles).
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Figure B.2: Comparison of (A) unfolding force and (B) ion excess change upon unfold-
ing determined by the Clausius-Clapeyron method for an RNA hairpin in the presence
of 10 mM MOPS buffer (blue circles) and 10 mM Tris-HCl buffer (orange squares).
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changes in the buffer used in the experimental solutions. In the prior DNA studies of
Dittmore et al. [96], 10 mM Tris-HCl buffer was used. However, Leipply et al. [194]
have warned against using cationic buffers, such as Tris, because of the potential for
“idiosyncratic interactions with nucleic acids as compared with group I ions.” Therefore,
in these RNA studies, we have used an anionic buffer: 10 mM MOPS. However, because
we want to compare our results with the DNA data obtained in cationic buffer, we
performed tests of the same RNA hairpin construct (the RNA loop construct described
above) in both buffers. The results are shown in Figure B.2 and are consistent within
uncertainty at all salt concentrations except the very lowest, where strongly anomalous
behavior is observed. We note, however, that this lowest salt concentration (20 mM
total ionic strength) is less than the lowest salt concentration in the DNA data, and
so we argue that it is reasonable to directly compare the DNA/Tris data with our new
RNA/MOPS data.
B.2 Agreement between ∆Γds−stretch methods
Three separate thermodynamic relations can be used to extract the change in ion ex-
cess between conformations of a molecule from single-molecule pulling data: one derived
from a Maxwell relation, one derived from taking the gradient of the free energy of the
system, and one that is a generalized Clausius-Clapeyron relation. All three methods are
described in greater detail in Appendix D; see in particular Table D.1. In Figure 6.4D
we only report the results from the Clausius-Clapeyron method; however, in Figure B.3
we show that the three methods give comparable results.
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Figure B.3: Comparison of three thermodynamic methods for extracting the change
in ion excess due to unfolding of the hairpin. Only the Clausius-Clapeyron data (green
points) are used in Figure 6.4D.
B.3 High-salt linear limiting behavior of Γmolar
In experiments conducted in molar units, both electrostatics and the excluded volume
of the NA contribute to the ion excess. This is because the ions that would have occupied
the volume of the NA are now displaced into the bulk. To the extent that the excluded
volume of the NA is unchanged as a function of the bulk salt concentration, the number
of ions displaced in this way increases linearly with cbulk. This is illustrated in Figure
B.4 (Figure 6.2A, replotted on linear axes), in which a linear decrease in Γmolar is clearly
seen at high salt.
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Figure B.4: Values of Γ¯molarss (i.e., including both electrostatic and excluded volume ef-
fects) for DNA, determined directly by D-AES (solid points) and indirectly by thermo-
dynamic cycle analysis using PB calculations and either single-molecule experiments
(open diamonds) or melting experiments (line/shaded region). Plotted on linear axes
to highlight the linear decrease in the high-salt limit.
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Derivation of the uniform mean-field
model
In deriving the uniform mean field model of Chapter 6, we consider a system consisting
of two compartments, one a reservoir with bulk salt concentration cbulk and the other
with a uniform volume charge density ρ (Figure C.1). Because of the excess charge in
the one compartment, there will be a potential difference across the interface between
the two, given by the Donnan potential ΦD. Due to this potential, work must be done
on negative ions to move them into the charged compartment and, likewise, work must
be done to remove positive ions from the compartment:
W+ = −c+eΦD, (C.1)
W− = +c−eΦD. (C.2)
Here c± are the concentrations of ions in the charged compartment, and thus the W values
are work per volume. We can relate the ion concentrations in the charged compartment
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bulk reservoir
Figure C.1: Diagram of the uniform mean-field model.
to those in the bulk via the Boltzmann equation:
c± = cbulk exp
(±eΦD
kBT
)
. (C.3)
Then,
c−
c+
= exp
(−2eΦD
kBT
)
. (C.4)
Now the problem is reduced to one of finding the value of the Donnan potential. We do
this by invoking the Poisson equation, and thus assume mean-field behavior of the ion
density. Recall the Poisson equation:
∇2Φ = −ρtot
0
. (MKS units) (C.5)
Here, ρtot is the total charge density, which is, inside of the charged compartment, the
sum of the fixed charge and the charge from the ions:
ρtot = ρ+ c+e− c−e. (C.6)
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Plugging this into the Poisson equation:
∇2Φ = −1
0
[
ρ+ cbulke exp
(
ΦDe
kBT
)
− cbulke exp
(−ΦDe
kBT
)]
, (C.7)
=
−1
0
[
ρ+ 2cbulke sinh
(
ΦDe
kBT
)]
. (C.8)
Sufficiently far from the boundary, the potential must be homogeneous within the charged
compartment. Thus, ∇2Φ = 0 and
− ρ = 2cbulke sinh
(
ΦDe
kBT
)
. (C.9)
Solving this for the Donnan potential gives:
ΦD =
kBT
e
arccsch
(
2ce
ρ
)
. (C.10)
We can now plug this into Equation C.4:
c−
c+
= exp
[
2arccsch
(
2cbulke
ρ
)]
. (C.11)
We can use the hyperbolic trigonometric identity,
arccschz = ln
(√
1 +
1
z2
+
1
z
)
, (C.12)
to write this in the form
c−
c+
=
( ρ
2cbulke
)
+
√
1 +
(
ρ
2cbulke
)22 , (C.13)
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Figure C.2: Plot of Equation C.16, in which η = |ρ| /cbulke.
which is the ratio of anion to cation concentration in the charged compartment. We
now want to recast this in the form of the preferential cation interaction coefficient. The
c±, which are total ion concentrations within the charged region, are related to source-
charge-normalized ion excess via
Γ¯± =
(c± − c)e
ρ
. (C.14)
Since the combined effect of excess cations and excluded anions must be to offset the
source charge, ρ, we have that
1 = Γ¯+ − Γ¯−. (C.15)
Using Equations C.13 and C.15, we can arrive at Equation 6.3 of the main text:
Γ¯+ =
1
2
− 1
η
+
√
1
4
+
1
η2
, (C.16)
in which we have made the substitution η = |ρ| /cbulke.
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Note that the source charge density and the bulk salt concentration only enter through
η as a ratio. This agrees with our intuition, as discussed in Section 5.2.1, that Debye-
Hu¨ckel behavior (i.e., weak potential/small ρ) will tend also to occur at high cbulk. In
Figure C.2 we see the expected molal high-salt limiting behavior: Γ¯+ → 0.5 at small η
(i.e., small ρ/large cbulk). Because the model includes no information about the linear
character of the NA, the Oosawa-Manning limit is not recovered at large η; instead,
Γ¯+ → 1.
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Theory of differential ion counting
measurements
This chapter is adapted with permission from Ref. [30]. Copyright 2015, American Chem-
ical Society.
In Section 3.1.3 I discussed measurements of the change in ion excess when an NA is
stretched (a continuous transition); similarly, in Section 5.3.3 I introduced experiments
to measure such a change for NA unfolding (a discrete transition). In this appendix, I
rigorously derive and extend the theory of those previously discussed ion counting tech-
niques, which, as will be shown below, are also suitable for measuring the change in
binding of any ligand to a macromolecule.
Molecular biology abounds with systems in which ligand-macromolecule binding plays
a crucial role, such as in active transport and allosteric regulation in proteins, in aptamer
binding in riboswitches [19], and in divalent ion chelation to folded RNAs [177]. Addi-
tionally, charged biological macromolecules, such as RNA and DNA, possess a nonspecif-
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ically associated atmosphere of excess counterions and depleted coions that, through
electrostatic screening, strongly modulates the macromolecule’s ability to adopt compact
conformations [177]. Detailed, quantitative descriptions of ligand binding interactions,
in their various forms, are thus central to understanding a wide variety of biological phe-
nomena. At the experimental level, such descriptions come in the form of stoichiometries
and free energies of ligand association.
A host of techniques are used to obtain these data. For macromolecule-ligand interac-
tions, these include isothermal titration calorimetry, surface plasmon resonance, and tech-
niques involving fluourescently or radioactively labeled ligands [197]. Macromolecule-ion
interactions can be measured using dialysis or titration in the presence of an ion-binding
dye [71], ASAXS [141], and nuclear magnetic resonance-based techniques [198]. Each
technique has its own advantages and limitations, which can include suitability for only
certain ligands or specially labeled ligands, the ability to probe only certain states of the
macromolecule, and the inability to probe both stoichiometry and energetics simultane-
ously.
Recently, a new technique has emerged for measuring ligand binding stoichiometry,
including nonspecific association of ions, through single-molecule mechanical stretching
of biological polymers [75, 76, 96, 157]. The technique rests on the thermodynamic re-
lationship between the two experimental control parameters, stretching force and bulk
chemical potential, and their conjugates, polymer extension and number of associated
ligands. The principal advantage of this method is that, because it relies only on mea-
suring the force vs. extension relationship for the macromolecule as a function of ligand
concentration, it is general for any ligand and no special modification of the ligand is
required. In addition, the measurement is model-independent in terms of the details of
the ligand binding; e.g., number of binding sites, etc. However, because of the nature of
the underlying thermodynamic argument, only changes in ligand stoichiometry between
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conformational states are accessible, not absolute values. That being said, such results
are still of interest, since in many systems ligand binding is coupled to a conformational
change. For example, binding of the target ligand to a riboswitch aptamer can modulate
the aptamer’s folding pathway, skewing the equilibrium between the unfolded and folded
states [199].
In Section D.1 we review the derivation of the three thermodynamic relations that
underlie this method [75,76,96,157]. In the process we discuss new generalizations of the
theory to allow for systems with an arbitrary number of ligand species and for systems
that are studied in a thermodynamic ensemble besides the constant-force ensemble. In
Section D.2 we further extend the theory to consider “force-ramp” or “rupture force”
experiments, which are performed under non-equilibrium conditions. In Section D.3 we
show that the same mechanical manipulation data also yield the difference in free energy
of ligand binding between different conformations of the macromolecule. In Section D.4
we analyze previously reported single-molecule nucleic acid data to obtain these free
energy differences; we then interpret these newly computed results.
D.1 Equilibrium stoichiometry measurements
The experiment under consideration is the salt-dependent measurement of molecu-
lar elasticity that has been discussed throughout this dissertation. In such a study, a
polymeric macromolecule is stretched in the presence of a bulk concentration of ligand
characterized by its chemical potential, µ. In one type of such an experiment, a constant
applied force, f , stretches the macromolecule while the time-average of the fluctuating
extension, 〈X〉, is measured. This isotensional experiment can be realized using an MT
apparatus or though OT or AFM [29] in a “force clamp” configuration [200]. Alterna-
tively, the ends of the macromolecule can be fixed a certain distance, X, apart while the
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Table D.1: Ligand counting formulae for a single ligand species, in the isotensional ensemble
method formulaa data required
Maxwell relationb ∆Γ = 1
kBTA(cbulk)
∫ f2
f1
(
∂〈X〉
∂ ln cbulk
)
df series of extension vs. force
curves at different bulk lig-
and concentrations (e.g., Fig-
ure 1.2B)
free energy gradientc ∆Γ = −1
A(cbulk)
(
∂K
∂ ln cbulk
)
constant-force, two-state fold-
ing/unfolding traces at various
pulling forces and ligand con-
centrations (e.g., Figure 1.2C)
Clausius-Clapeyronc ∆Γ = ∆X
kBTA(cbulk)
(
∂f
∂ ln cbulk
)
K
slope of a curve of constant K
in force-concentration space
a Variables used: kB, Boltzmann constant; T , temperature; A, ligand activity correction
factor; X, macromolecule extension; f , applied force; cbulk, bulk ligand concentration;
K, two-state equilibrium constant.
b Applies generally; here ∆Γ is the change in ligand excess when the macromolecule is
stretched from f1 to f2.
c Applies to a macromolecule exhibiting two discrete conformational states; here ∆Γ is
the change in ligand excess between those states.
time-average of the fluctuating tension, 〈f〉, is measured. This isometric experiment can
be realized using an optical trap or AFM in its standard, passive configuration. Below,
we first consider an experiment performed in the isotensional ensemble and derive a se-
ries of relations needed to extract ligand binding stoichiometry from those data (results
summarized in Table D.1); we then go on to consider the isometric case.
D.1.1 Thermodynamic description of the isotensional experi-
ment
As described by Landy et al. [75], we consider a volume, V , containing a single
macromolecule, populations of the solute species (e.g., ligands, ions) and the solvent.
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This volume, at equilibrium with a bulk reservoir, is large enough that at its periphery
all local concentrations of solvent and solute are equal to their bulk concentrations;
i.e., all macromolecule-induced perturbations have dissipated. The macromolecule is
characterized by its fluctuating end-to-end extension, X, and by the fixed applied force,
f ; each molecular species is characterized by the fluctuating number present in V , Ni, and
by its fixed chemical potential in the bulk, µi. Since this is a grand canonical ensemble,
the partition sum is written
Z =
∑
{Ni}
∫
X
e−[Fint(X,{Ni})−fX−
P
i µiNi]/kBT , (D.1)
where Fint is the internal free energy of the volume at fixed X and {Ni}. From this
partition sum, we can isolate the relevant thermodynamic potential (potential of mean
extension [201]), the variation of which is given by
dΩ = −〈X〉 df −
∑
species
〈Ni〉 dµi, (D.2)
where the brackets denote ensemble averages. In experimental practice, such ensemble
averages are replaced by time averages under an assumption of ergodicity.
The molecular species indexed by i in Equation D.2 include the various solutes as
well as the solvent. We eliminate explicit consideration of the solvent by invoking the
Gibbs-Duhem relation at constant temperature and pressure,
∑
i
Nidµi = 0 =⇒ dµw =
∑
solutes
ci
cw
dµi, (D.3)
where the {ci} are number concentrations and the subscript w refers to the solvent; e.g.,
water. Using this result, the free energy differential can be written in terms of a sum
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over only the solutes,
dΩ = −〈X〉 df −
∑
solutes
〈Γi〉 dµi, (D.4)
where the {Γi} are the molecular excesses,
Γi ≡ Ni − ci
cw
Nw = Ni − ciV − ci
cw
(Nw − cwV ) . (D.5)
The third term in this definition is typically small, except in the case of very large solute
concentrations or strong solute excluded volume effects. In the limit where this third
term can be neglected, Γi can be thought of as the excess number of molecules of species
i present in the vicinity of the macromolecule beyond the number that would be expected
due to the bulk concentration alone; thus, it is the quantity we seek: a measure of the
stoichiometry of ligand association.
The ion-association literature often invokes a related quantity, the preferential ion
interaction coefficient given, in terms of macroscopic parameters, by Equation 5.1. This
quantity, in the mNA → 0 limit relevant to single-molecule studies, is equivalent to
the molecular excess of Equation D.5 in the limit discussed above. For this reason, we
represent both quantities with the symbol Γ throughout this dissertation and refer to
them, interchangeably, as either the preferential ion interaction coefficient or the ion
excesss.
We can express the chemical potentials in terms of the experimentally relevant number-
concentrations, {ci}, and the activity coefficients [202], {γi(c)}, specifying non-ideal mix-
ing behavior:
µi = kBT ln(γi(c)ci) =⇒ dµi = kBTAi(ci)d ln(ci), (D.6)
where Ai(ci) ≡ 1 + ci ∂∂ci ln(γi). At last, substituting this result into Equation D.4 gives
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the free energy of the system in terms of experimentally relevant variables:
dΩ = −〈X〉 df − kBT
∑
solutes
〈Γi〉Ai(ci)d ln(ci). (D.7)
This is the general thermodynamic description of the constant-force pulling experiment
that we will now use as the starting point to derive relations for determining ligand
molecular excess.
D.1.2 Ligand binding relation for a continuously deformable
macromolecule (Maxwell relation)
We first consider a macromolecule that deforms continuously (i.e., with no sudden
conformational transitions) as the applied stretching force is varied; e.g., the ssRNA
stretching experiments of Chapter 3. As did Zhang and Marko [76], for general ligand
binding, and Landy et al. [75], for ion association, we approach this case through the
derivation of Maxwell relations. Equating mixed partial derivatives of the free energy
(Equation D.7) with respect to f and ln ci gives
∂ 〈X〉
∂ ln ci
∣∣∣∣
f
= kBT
[
Ai(ci)
∂ 〈Γi〉
∂f
+
∑
j 6=i
Aj(cj)
∂ 〈Γj〉
∂f
∂ ln cj
∂ ln ci
]
{ci}
, (D.8)
which represents a set of equalities, one for each of the solute species indexed by i.
When there is only a single ligand species present, or when the bulk concentrations of
the various ligands do not depend upon one another, the second term on the right-hand
side of Equation D.8 is zero. In this case integral expressions can be obtained for the
change in ligand molecular excess between conformations of the macromolecule occurring
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at applied forces f1 and f2 and under constant bulk ligand concentrations {ci}:
∆Γi,f1→f2|{ci} =
1
kBTAi(ci)
∫ f2
f1
(
∂ 〈X〉
∂ ln ci
)
f
df, (D.9)
where ∆Γi,f1→f2 = 〈Γi〉f2 − 〈Γi〉f1 .
If the solute concentrations cannot be varied independently, the second term on the
right-hand side of Equation D.8 becomes important and more complicated integral ex-
pressions will be obtained that no longer allow for the unique determination of each ∆Γi.
Instead, only linear combinations of the molecular excess changes will be accessible, un-
less there is an additional constraint on the values of {Γi}.
The association of monovalent ions to a polyelectrolyte [75] (i.e., the case of ion
counting considered in this dissertation) is an example of such an instance of linearly
dependent solute concentrations. To preserve bulk charge neutrality in this system, all
positive cations must be offset by negative anions; therefore, their two concentrations,
c+ and c−, must be equal, implying that ∂ ln c+/∂ ln c− = 1 in Equation D.8. In terms
of the single overall concentration of ion pairs, cbulk, an expression can be derived for the
combined ion excess change of both species,
A+∆Γ+ + A−∆Γ−|c =
1
kBT
∫ f2
f1
(
∂ 〈X〉
∂ ln cbulk
)
f
df, (D.10)
where ∆Γ± and A± refer to the ion excess and activity factor values, respectively, for the
cationic and anionic species. In general, we would have to stop here knowing only the
value of the combined quantity on the left-hand side of Equation D.10; however, in this
case we have an additional condition of local charge neutrality: that 〈Γ+〉 − 〈Γ−〉 = Qo,
where Qo is the charge of the macromolecule. This condition implies that ∆Γ+ = −∆Γ−,
which allows the individual ion excess changes to be backed out of Equation D.10.
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D.1.3 Ligand binding relations for a macromolecule inhabiting
discrete conformational states
We now consider macromolecules that jump between discrete conformational states,
characterized by distinct average extensions, as the applied stretching force is varied;
e.g., the folding/unfolding of an RNA hairpin in Chapter 6. We will derive two rela-
tions for measuring the change in ligand excess between conformational states in such
a system: one arising from taking gradients of the free energy with respect to the var-
ious ligand concentrations and the other a generalized Clausius-Clapeyron relation in
force-concentration space. While thermodynamically equivalent, these relations use the
experimental data in different ways (Table D.1) and are thus complementary.
In addition, we note that the Maxwell relation-based treatment discussed above re-
mains valid in the case of discrete states. This is because, as illustrated in Figure 1.2B,
thermal fluctuations broaden the transitions between the states in the 〈X〉 (f) plot, yield-
ing smooth curves that are still amenable to the application of Equation D.8.
Free energy gradient method
From the free energy differential (Equation D.7), we can write the change in the
total free energy with respect to changes in the concentration of any of the solutes:
(generalization of the results of Dittmore et al. [96])
∂Ω
∂ ln ci
∣∣∣∣
f,{cj 6=i}
= −kBT
[
Ai(ci) 〈Γi〉+
∑
j 6=i
Aj(cj) 〈Γj〉 ∂ ln cj
∂ ln ci
]
. (D.11)
We are considering systems exhibiting discrete transitions between any countable number
of states. However, due to the principle of microscopic reversibility [202], transitions of
arbitrary complexity between such states can be treated as the composition of many
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two-state transitions, I → II, each characterized by a molecular excess change, ∆Γi =
〈Γi,II〉 − 〈Γi,I〉.
If the solute concentrations do not depend explicitly on one another, we can drop the
last term in Equation D.11 and obtain, by specific evaluation for two states,
∆Γi =
−1
kBTAi(ci)
(
∂(ΩII − ΩI)
∂ ln ci
)
f,{cj 6=i}
. (D.12)
The free energy difference, ∆ΩI→II = ΩII−ΩI , can be written in terms of the ratio of the
probabilities of observing the system in each of the two states, PI/PII = e
−∆ΩI→II/kBT ,
which defines the two-state equilibrium constant, K, in the single-molecule context and
is accessible from traces like those in Figure 1.2C. Then, Equation D.12 can be rewritten
as
∆Γi =
−1
Ai(ci)
(
∂KI→II
∂ ln ci
)
f,{cj 6=i}
, (D.13)
which is, again, the change in ligand excess between two conformational states, I and
II, at constant bulk ligand concentration.
If there is a linear dependence between the various solute concentrations, such as
when considering ions as the ligands, the last term of Equation D.11 cannot be neglected
and, as for the continuously deformable macromolecule, we obtain coupled equations that
can only be separated if there is an additional constraint on the values of {Γi}:
∆Γi =
−1
kBTAi
∂KI→II
∂ ln ci
+
∑
j 6=i
Aj
Ai
∆Γj
∂ ln cj
∂ ln ci
. (D.14)
Note also that if it were already known that one of the two conformational states
were incompetent for ligand binding, then we would have that, e.g., 〈Γi,I〉 = 0 and
∆Γi = 〈Γi,II〉 . Then, in this limit the differential ligand excess change measured by this
technique would be equal to the absolute excess of bound ligands.
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Clausius-Clapeyron method
The canonical Clausius-Clapeyron relation is an expression for the slope of the co-
existence curve in a pressure-temperature phase diagram. The relation derives from the
fact that, at coexistence, the free energies of two phases must be equal. The single-
molecule equivalent of the bulk phenomenon of coexistence occurs when two states occur
with equal probability, PI = PII ; this is approximated in the middle pane of Figure
1.2C and will also be referred to as “coexistence”. Under this single-molecule coexis-
tence condition, the free energies of the two states, ΩI and ΩII , must also be equal, since
PI/PII = e
−(ΩI−ΩII)/kBT . Thus, when the parameters f and {ci} are varied such that
equal coexistence is preserved, or such that K is held at any constant value, we must
have that dΩI = dΩII .
Applying this constraint to the free energy differential (Equation D.7), we derive a
relation between infinitesimal changes in force, df , and concentration, d ln ci, akin to
the canonical Clausius-Clapeyron relation between infinitesimal changes in pressure and
temperature: (generalization of the results of Todd and Rau [157] and Dittmore et al. [96])
∆Xdf = kBT
∑
solutes
∆ΓiAi(ci)d ln ci, (D.15)
where ∆X = 〈XI〉 − 〈XII〉 is the difference in mean extension between the states. The
allowed values of f and {ci} satisfying the condition of constant K can be thought of as
a generalized surface embedded within the higher-dimensional force-concentration space.
If the solute concentrations are linearly independent, then f ∪ {ci} constitutes a basis of
this space and it is possible to consider variations of f and one particular ci at a time,
holding the other {cj 6=i} constant. In this case we obtain an uncoupled expression for the
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molecular excess change of each ligand between the two conformational states,
∆Γi =
∆X
kBTAi(ci)
(
∂f
∂ ln ci
)
K
. (D.16)
If the solute concentrations are linearly dependent, there exists a lower-dimensional
basis of the force-concentration space. Coupled expressions for the {∆Γi} can then be
obtained by rewriting Equation D.15 in terms of this basis.
While in this method, again owing to the principle of microscopic reversibility, many-
state systems are treated as compositions of two-state systems, additional information
can be extracted from triple, or higher order, points where multiple states are occupied
with equal probability; i.e., the intersection of multiple coexistence surfaces. In analogy to
the latent heat in the canonical Clausius-Clapeyron system [203], the change in molecular
excess must be zero when integrated in a closed path around such a point. Thus, if N−1
values of ∆Γ are known in the vicinity of an N -point, the N th value can be obtained
according to
∆Γ1,2 + ∆Γ2,3 + . . .+ ∆ΓN,1 = 0, (D.17)
where the subscript numbers refer to the various states.
D.1.4 Thermodynamic description of the isometric experiment
Our above results derived from the differential of the thermodynamic potential rele-
vant to constant-force experiments, the potential of mean extension (Equation D.2). In
another relevant class of single-molecule experiments, it is the force, rather than the ex-
tension, that is the fluctuating thermodynamic quantity; e.g., in passive optical trapping
experiments. In this case, the relevant thermodynamic potential is the potential of mean
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force, F [201,204]. Akin to Equation D.2, the variation in this potential is
dF = 〈f〉 dX −
∑
i
〈Ni〉 dµi, (D.18)
from which ligand counting relations analogous to those for the isotensional ensemble
can be derived through the same arguments.
More correctly, in optical trapping experiments it is generally the trap position, and
not the macromolecule extension, that is fixed. In this “mixed” ensemble, both f and X
are fluctuating quantities; although, they are coupled through the stiffness of the trap.
Thus, ligand counting relations would derive from a thermodynamic potential having the
trap separation as the independent variable; the thermodynamics of this ensemble are
discussed extensively by Manosas and Ritort [205].
D.2 Non-equilibrium measurements
The ligand-counting relations we have derived thus far (Equations D.9, D.13 and D.16,
for linearly independent ligand concentrations) depend upon measurement, in the isoten-
sional ensemble, of the mean equilibrium extension, 〈X〉 (f), or the two-state equilibrium
constant, K(f). However, for various reasons (e.g., slow kinetics), single-molecule pulling
experiments cannot always be performed at equilibrium; in these cases non-equilibrium
methods must be used. An example is a force-ramp experiment, in which extension
data are collected as the applied force is increased at a uniform rate faster than the
characteristic equilibration time of the macromolecule.
In order to analyze such non-equilibrium data using our ligand-counting relations,
which derive from equilibrium thermodynamics, we can employ the Jarzynski equality,
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[206]
e−∆F/kBT =
〈
e−W/kBT
〉
, (D.19)
which relates the Boltzmann factor of a thermodynamic potential, ∆F , to the aver-
age, over sufficiently many repetitions, of the Boltzmann factor of a suitably defined
non-equilibrium work, W . This equality has been employed previously to analyze non-
equilibrium single-molecule pulling experiments; e.g., by Liphardt et al. [207] and Harris
et al. [208]. It should be noted that the number of repetitions needed, such that aver-
aging over W converges to ∆F , increases with the dissipated work, and thus the extent
of non-equilibrium behavior that can be probed is limited by the number of repetitions
that are experimentally feasible [207].
In a force-ramp experiment, the relevant thermodynamic potential is the potential of
mean extension, ∆Ω (Equation D.2), which is related to an integral of the equilibrium
extension vs. force curve, 〈X〉 (f), [201,204]
∆Ω(f) =
∫ f
f0
〈X〉 (f ′)df ′, (D.20)
where f0 and f are the starting and ending forces of the ramp, respectively. In analogy
to the traditional definition of mechanical work,
∫
fdx, corresponding to the potential
of mean force, we can write down a generalized work corresponding to the potential of
mean extension (see Equation 3 of Jarzynski [206]):
W (f) =
∫ f
f0
Xne(f
′)df ′, (D.21)
where Xne is the measured non-equilibrium extension during the force ramp.
The Jarzynski equality (Equation D.19), through Equations D.20 and D.21, can be
used to relate the equilibrium extension vs. force curve, which is needed for the ligand
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counting relations, to an average over non-equilibrium traces, which are measured in a
force-ramp experiment:
∫ f
f0
〈X〉 (f ′)df ′ = −kBT ln
[〈
e
− R ff0 Xne(f ′)df ′/kBT〉] . (D.22)
If the system is brought to equilibrium at f = f0 prior to the start of non-equilibrium
pulling, then 〈X〉 (f0) = Xne(f0) and the equilibrium extension at all subsequent forces
can be found by differentiation of the above:
〈X〉 (f) = − d
df
[
kBT ln
(〈
e
− R ff0 Xne(f ′)df ′/kBT〉)]+Xne(f0). (D.23)
Once obtained, the equilibrium extension vs. force curves, 〈X〉 (f), can be used di-
rectly with the integrated Maxwell relation for ligand counting (Equation D.9). Ap-
plication of multi-state models to these curves, like the dashed lines in Figure 1.2B,
can be used to extract the ∆X and K(f) parameters needed for the free energy gradi-
ent (Equation D.13) and Clausius-Clapeyron (Equation D.16) methods. Such discrete
state analysis can be simplified by assuming that conformational rearrangement of the
unstructured biopolymer occurs on a much faster timescale than folding/unfolding be-
havior; non-equilibrium effects would then occur only at the transitions between states,
manifesting as rupture forces that differ from the corresponding equilibrium two-state
coexistence forces. This condition on the hierarchy of relevant timescales, which is re-
flected by a lack of hysteresis in the force-extension curves away from the transitions, is
frequently met; e.g., in the RNA stretching experiments of Bizarro et al. [209].
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Figure D.1: Diagram of the thermodynamic cycle discussed. Based upon Figure 1 of
Grilley et al. [210].
D.3 Extraction of free energies of ligand binding
The theory we have discussed so far enables the extraction of changes in ligand sto-
ichiometry as a single molecule undergoes a force-induced conformational transition; we
now seek to determine the free energy change associated with this change in stoichiome-
try.
Following Draper and colleagues [210,211], who build upon the arguments of Schell-
man [212], we can write the free energy change associated with the binding of a particular
ligand, ∆Gligand, by integrating the total free energy of the system (Equation D.7), hold-
ing force and the other ligand concentrations constant:
∆Gligand = −kBT
∫ ln c
−∞
Γ(ln c′)d ln c′. (D.24)
For simplicity in the ensuing discussion, we will assume that the system is in the limit
where A ≈ 1. A four-state thermodynamic cycle representative of the system under
discussion is shown in Figure D.1. ∆Gligand is the free energy change associated with
transitioning from a system without ligand to a system with some bulk ligand concen-
tration, holding f constant; these are the diagonal arrows in Figure D.1. The molecular
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excess changes, ∆Γ, discussed in the preceding sections were for transitions between con-
formational states at constant bulk concentration; these transitions correspond to the
vertical arrows in Figure D.1.
Note, however, that our stoichiometry analysis (Section D.1) does not yield the ab-
solute molecular excess, Γ, but only the change in that value between conformational
states, ∆Γ. We must therefore break the integral into two parts:
∆Gligand = −kBT
∫ ln c
−∞
[Γ0(ln c
′) + ∆Γ(ln c′)] d ln c′, (D.25)
where ∆Γ depends on the conformation of the macromolecule, whereas Γ0 does not. We
then define the quantity
∆∆G ≡ −kBT
∫ ln c
−∞
∆Γ(ln c)d ln c, (D.26)
which is the binding free energy of only those ligands that are associated with the con-
formation change corresponding to ∆Γ; i.e., the difference in stability, between two con-
formations, due to ligand binding. In Figure D.1, ∆∆G corresponds to the difference
between ∆Gligand(f) and ∆Gligand(0). In other words, it is the free energy of ligand bind-
ing to a particular conformation, referenced to the free energy of ligand binding to the
zero-force conformation.
Note that the lower limit of the integral in Equation D.26 goes to negative infinity.
Since we are interested in the free energy of stabilization associated with the addition
of ligands, it is natural to reference our measurements to zero ligand concentration, as
in Figure D.1. This presents a problem, however, when the ligand concentration cannot
be set arbitrarily low due to experimental limitations. An example of this arises in ion
measurements, where an arbitrarily low ion concentration would lead to extreme electro-
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static effects. In this case, it is necessary to choose a non-zero reference concentration,
understanding that all computed ∆∆G will differ from their absolute values by some
constant summand.
In an alternative approach, it is possible to access ∆∆G from integration of X(f),
rather than Γ(ln c), data, as per Bizarro et al. [209]. We can obtain the free energy
change associated with stretching the macromolecule, ∆Gstretch, by integrating Equation
D.4 with all ligand concentrations held constant:
∆Gstretch =
∫ f
0
X(f ′)df ′. (D.27)
This quantity corresponds to the vertical transitions in Figure D.1 and will, generally,
depend on ligand concentration. Because of the closed nature of this thermodynamic
cycle, one can show that the free energy of the conformational change associated with
ligand binding, ∆∆G, can also be written in terms of these X(f) integrals: [210]
∆∆G = ∆Gstretch(c)−∆Gstretch(0), (D.28)
again requiring information about the macromolecule under zero-ligand conditions, which
may not be accessible. Inspection of the two methods (Equations D.26 and D.28) reveals
that they are mathematically identical for all three ways of determining ∆Γ.
Our ∆∆G is equivalent to the ∆∆G quantity derived by Grilley et al. [210]; however,
whereas in the studies we describe here the conformation of the macromolecule is con-
trolled via a pulling force, in that work the macromolecule was trapped in a particular
conformation through structural mutation.
156
Theory of differential ion counting measurements Appendix D
D.4 ∆∆G from RNA and DNA data
Using the theory of Section D.3, the NA SMFS data discussed throughout this dis-
sertation can now also be viewed from the perspective of the free energy of stabilization
afforded to the macromolecular conformation due to the ion atmosphere as a function of
bulk concentration.
D.4.1 ssRNA, ssDNA and dsDNA
Figures D.2A and D.2B show the change in ion excess, as a function of bulk salt
concentration, as the unstructured nucleic acids are stretched from low to high force
[26,75]. The ssRNA and ssDNA curves both decrease as a function of bulk salt, but with
different slopes, a finding that has been attributed to their different stiffnesses [26, 75].
However, the dsDNA curve is an increasing function of bulk concentration. Landy et
al. have argued that this occurs because dsDNA is dominated by intrinsic, mechanical
stiffness whereas ssDNA and ssRNA are dominated by electrostatic stiffness [75].
We can now obtain the free energy change due to ions as the nucleic acids transition
from a compact (low-force) to a stretched (high-force) conformation, using the methods
of Section D.3. As discussed previously, it is impractical to experimentally probe the
ln cbulk → −∞ limit of the integral in Equation D.26 or of the second term in Equation
D.28. Instead, we integrate starting at the lowest concentration studied (50 mM Na+ for
ssDNA/ssRNA, 0.4 mM tris-H+ for dsDNA); the ∆∆G values reported in Figures D.2C
and D.2D are thus offset from their absolute values by some constant summand.
For all three species we obtain ∆∆G vs. ln c curves with negative slope. We note that,
at stretching forces corresponding to both the compact and stretched states, increasing
bulk salt concentration causes the nucleic acid to adopt a more compact conformation
(Figure D.3A). As such, we expect that increasing bulk ion concentration has a net
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Figure D.2: Application of Equation D.26 to obtain free energy of ion stabilization
of conformation for unstructured nucleic acids. (A, B) Change in number of associ-
ated monovalent cations as ssRNA [26] (dashed red) and ssDNA [75] (solid blue) are
stretched from 0 to 10 pN and as dsDNA [75] (solid magenta) is stretched from 0
to 3 pN. (C, D) Corresponding values of ∆∆G, using the lowest ion concentration as
the zero-reference.
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Figure D.3: Ion-induced compaction of ssRNA conformation (data of Chapter 3). (A)
Extension vs. force curves at 50 (dashed line), 100, 200, 500 and 1000 (thick line)
mM Na+. (B) Percentage deviation of each extension vs. force curve from the 50 mM
curve. The dashed vertical lines in both plots indicate the forces corresponding to the
compact and stretched states in Figures D.2A and D.2C.
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stabilizing effect on both states. With the sign convention in use here, the negative slope
of the ∆∆G vs. ln cbulk plots implies that this stabilization is greater for the compact
state. This is consistent with the greater degree of compaction observed at low force
than at high force (Figure D.3B) and with the much shorter tensile screening length [32]
compared with the Debye screening length at high force, indicating weaker electrostatics-
mediated ion interactions with that state.
The inflection of the curves differ: both single-stranded species exhibit negative cur-
vature of ∆∆G with respect to ln cbulk, whereas the dsDNA curve has positive curvature.
Since, following the above arguments, ∆∆G arises mostly from ion interactions with
the compact state, this curvature implies increasing marginal stabilization of that state,
with increasing ln cbulk, in ssRNA and ssDNA, but decreasing marginal stabilization in
dsDNA. This phenomenon can be understood in terms of the electrostatics-dependent
stiffness of the polymers, as in the above explanation of the slopes of the ∆Γ vs. ln cbulk
plots [75]. Although the flexible, single-stranded polymers are known to exhibit more
nuanced, length-scale-dependent conformation [26,43,213–216], for this qualitative argu-
ment we make the assumption of WLC behavior [8], characterized by a single persistence
length. This persistence length can be written, following from the discussion of Section
2.2, as the sum lp = lp,0 + lp,el. Further,we can write lp,el ∼ c−Cbulk, where C = 1 in the OSF
theory [50, 51] or C = 1/2 in the theory of Barrat and Joanny [52]. For flexible ssDNA
and ssRNA, lp,el  lp,0, which implies that lp,ss ∼ c−Cbulk; for stiff dsDNA, lp,0  lp,el,
which implies no concentration dependence of lp,ds. To determine the strength of ion
interactions with the compact state, we argue that the important quantity is the number
of charged monomers per Debye sphere, gD. The volume of the Debye sphere, vD, scales
as vD ∼ c−3/2bulk and the density of monomers can be derived from the radius of gyration
of a WLC in the long chain limit [217]. From these, we can obtain the scaling of gD for
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both ssDNA/ssRNA and dsDNA:
gD ∼ cCbulk (single-stranded) (D.29)
gD ∼ c−3/2bulk (double-stranded) (D.30)
Thus, the ion interactions with the compact conformation are predicted to be an increas-
ing function of bulk concentration for ssDNA and ssRNA, but a decreasing function of
concentration for dsDNA, consistent with the results of Figures D.2C and D.2D.
D.4.2 DNA hairpin
Figure D.4A shows the ion excess change associated with the unfolding of a 25-bp
DNA hairpin from the studies of Dittmore et al. [96] that were discussed in Chapter
6. We apply the the same treatment of Section D.3 to these data to obtain ∆∆G as a
function of bulk ion concentration (Figure D.4B). Others have performed similar analyses
on a 20-bp RNA hairpin [209] and on RNAs exhibiting tertiary structure [210, 218], in
the presence of monovalent and divalent ions.
From these data, we see that the non-monotonicity of the ∆Γ vs. ln cbulk plot is
manifest in ∆∆G as a changing inflection at c∗ ≈ 120 mM Na+. That is to say that at
concentrations below c∗ the marginal stabilization of the folded state over the unfolded
state is increasing with bulk concentration while for concentrations above c∗ the marginal
stabilization is decreasing. This reverse sigmoidal character is consistent with results from
other studies [209,210,218]; it is seen most completely in the divalent data of Li [218].
Note that the unfolded state in this hairpin system is essentially the same as the
stretched state of the ssDNA system discussed above: both are ssDNA, devoid of sec-
ondary structure and stretched by ∼ 10 pN applied force. In treating the unstructured
nucleic acids, we argued that the contribution of this stretched state to the free energy
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Figure D.4: Application of Equation D.26 to obtain free energy of ion stabilization of
folding for hairpins. (A) Change in excess monovalent ions as a 25-bp DNA hairpin
is mechanically unfolded by approx. 12–16 pN applied force. Values and uncertainties
are combined from the results of the Maxwell relation, free energy gradient and Clau-
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the propagated uncertainty from ∆Γ data.
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of ion stabilization is minimal, since most of the electrostatic interactions are screened
by the applied force. Under this assumption we can make similar arguments here: that
the conformation of the hairpin’s folded state below c∗ acts like the ssDNA, exhibit-
ing conformational collapse with increasing ln c, whereas the conformation of the folded
state above c∗ acts like the dsDNA, exhibiting a conformation mostly unchanged under
addition of ions.
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Force calibration for molecules that
exhibit conformational switching
This chapter is reprinted with permission from Ref. [31]. Copyright 2016, AIP Publishing.
In the hairpin folding/unfolding experiments of Chapter 6, MT force calibration was
achieved indirectly by making a force calibration curve using longer PEG chains (see
Section A.2.3). This was done because, when using a 60 Hz camera, the characteristic
Lorentzian corner frequency of these tethers was too fast to be adequately sampled. How-
ever, more advanced cameras are now becoming available that are capable, when coupled
with appropriately powerful image processing software, of real-time bead tracking at up
to ∼ 5000 Hz; such a system could sample the frequency response of these shorter tethers.
This raises the question, however, of whether the bead position fluctuations arising from
conformational switching between states will contaminate the thermal fluctuations and
lead to biased force calibration results.
In this appendix, we analyze the degree to which common force calibration ap-
proaches, involving the fitting of model functions to the Allan variance or power spectral
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Figure E.1: Conformational switching manifests as (A) a telegraphic pattern in the
bead’s vertical displacement, z, and (B) a corresponding modulation of the fluctua-
tions in the bead’s horizontal position, x. (Simulated trajectories)
density of the bead trajectory, are biased by conformational switching. We find signif-
icant effects in two limits: that of large molecular extension changes between the two
states, in which alternative fitting functions must be used, and that of very fast switching
kinetics, in which the force calibration cannot be recovered due to the slow diffusion time
of the magnetic bead. We use simulations and high-resolution RNA hairpin data to show
that most biophysical experiments do not occur in either of these limits.
Conformational switching manifests as a telegraphic pattern in the time-series of
molecular extension, z (Figure E.1A), and introduces two parameters into the system:
the change in molecular extension between the two states, ∆X, and the kinetic rate
constant for switching between the states at coexistence, krate. Coexistence occurs at a
particular applied force, f1/2. Away from coexistence there will be multiple rate constants,
one corresponding to the lifetime in each conformational state. Values of f1/2, ∆X, and
krate for several simple biomolecular systems that exhibit equilibrium conformational
switching are listed in Table E.1.
One of the main tasks in analyzing MT data is to calibrate the mechanical force
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Table E.1: Properties of some biological model systems that exhibit cooperative con-
formational switching under applied force. Note that these values are generally ex-
pected to be salt-concentration-dependent.
system f1/2 (pN) ∆X (nm) krate (s
−1) ref.
6 bp DNA hairpin 8.1 5.2 389 [219]
30 bp DNA hairpin 14.7 26.5 3.8 [219]
DNA G-quadruplex 2.5 2.7 0.35 [220]
RNase H (I ↔ U) 5.6 15 6.9 [221]
11 kbp DNA supercoil 4.0 120 13.2 [222]
experienced by the biomolecule. This is typically done via analysis of the Brownian
fluctuations of the bead orthogonal to the direction of the pulling force (xˆ in Figure 1.2A)
by computing the variance [185], Allan variance [186], or power spectral density [186–190]
of those fluctuations. In all of these cases, the force is obtained by treating the bead,
tethered by the biomolecule, as a damped pendulum subject to Brownian fluctuations
[185]; the “spring constant”, k, of the system for fluctuations in the xˆ direction is obtained
from analysis of the horizontal bead fluctuations and the force, f , is found via
f = k 〈z〉 , (E.1)
where 〈z〉 is the time-average vertical bead position. Associated with these fluctuations
is a characteristic corner frequency that varies inversely with extension. Accurate direct
force calibrations for short molecules can therefore only be obtained when sampled at
a correspondingly high frame rate [186, 187, 189]; e.g., using modern high-speed MT in-
struments [223–225]. Traditional MT instruments, with 60–100 Hz frame rates, will give
significantly biased force calibrations for such molecules. In practice, short molecules are
often handled by pre-calibrating the MT using a longer tether such as double-stranded
DNA; however, this introduces issues of bead-to-bead variability for which careful cor-
rections must be made [226,227].
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Conformational switching may bias direct force calibration, since the Brownian fluc-
tuations that are analyzed to obtain the force could be contaminated by additional fluc-
tuations arising from the stochastic switching. These additional fluctuations are seen
in Figure E.1B, where conformational switching—clearly monitored in the z trajectory
(Figure E.1A)—leads to a non-constant amplitude of the x fluctuations. In Section E.1
below, we use theoretical arguments to show that conformational switching-induced bias
can arise via two different mechanisms. Then, in Section E.2, we use simulations to verify
these effects and to identify the portion of the experimental parameter space in which
they are important.
E.1 Theory
E.1.1 Effect of conformational switching on measures of bead
fluctuations
MT force calibration can be accomplished by measuring the Brownian fluctuations
of the bead/tether system. The fluctuations can be quantified by a single value, the
variance [185], or by computing quantities that more completely use the available data:
the Allan variance (AV) or power spectral density (PSD) [186]. The conceptually simple
variance-based method assigns an average energy to each degree of freedom of the system
using the equipartition theorem. The expression for the calibrated force, fcal, of a single-
state system is: [185]
fcal =
〈z〉 kBT
〈δ2x〉
. (E.2)
In the presence of conformational switching, each state has a different extension 〈zi〉
and variance
〈
δ2x,i
〉
. Assuming that the equilibration kinetics are sufficiently fast (see
Section E.1.2), Equation E.2 is shown also to hold for the switching molecule under the
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substitutions 〈z〉 → 〈zi〉 and 〈δ2x〉 →
〈
δ2x,i
〉
(bar denotes an average over conformational
states weighted by the time spent in each state).
A more robust calibration scheme utilizes the AV or PSD (in terms of a time difference
or frequency, respectively), since variance-based calibration is particularly sensitive to
noise. The AV and PSD are fit by functions having two free parameters: k and α, as
discussed in Section A.2.3. For example, the model function for AV fitting was given as
Equation A.2; a similar function exists for the PSD. Because the PSD and AV contain
the same force calibration information, we will confine our discussion in this appendix to
the AV; however, our findings hold for the PSD as well.
Unlike in the simple case of Equation E.2, we find that the AV and PSD fitting
functions are formally modified by conformational switching. This occurs because the
power of the fluctuations at a particular frequency, corresponding to a particular τ , is the
time-weighted average of the power in that channel across states. Therefore, the overall
AV is the time-weighted average of the AVs of the constituent states (indexed by i) plus
the power from the transitions between the states:
σ2(τ) = σ2i (τ) + contribution from switching. (E.3)
So, to fit the AV of an N -state system, it is necessary to fit the average of N copies
of Equation A.2—each with a different value of k and weighted by the fraction of the
total time spent in that state—and to include an additional term from the switching
signal. Note that this switching refers to the subtle changes in the fluctuations in x
(Figure E.1B), not the telegraphic pattern in z (Figure E.1A). The simulations of Sec-
tion E.2 suggest that the switching contribution can be neglected under experimentally
relevant conditions. If the extensions and occupancy times for each state are known, the
multi-state Equation E.3 can be fit to the data without increasing the number of fitting
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parameters.
E.1.2 Effect of two-state switching kinetics
Our analysis thus far has neglected any effects that may arise from the kinetics of
the system, either from the rate of switching between the conformational states or the
rate at which the bead diffuses through the solution. In Section E.1.1, we assumed that
the fluctuations within each state were independent. However, if the lifetime within a
particular state is too short, this assumption can break down. As an example, suppose
that the system begins in a compact state and then transitions to an extended state:
the bead must diffuse to larger distances from the origin in order the probe the larger
fluctuations expected. If the system then transitions back to the compact state before
this diffusion can take place, due to a sufficiently short lifetime of the extended state,
these larger fluctuations will not be adequately sampled.
We can estimate when this diffusion limitation will occur by considering the interplay
between the diffusion constant, D = kBT/α, and the effective spring constant, k = 〈z〉 /f .
The spring constant sets the length scale of the fluctuations, δx, through Equation E.2.
A simple model of diffusion can be used to obtain the expected displacement, ∆x, in a
particular time, ∆t, given the diffusion constant: ∆x =
√
2D∆t. This ∆t is related to
the kinetic rate constant for switching between the two states (assumed to be the same
for both states; i.e., coexistence): ∆t = 1/krate. We can expect to obtain biased force
calibrations if the bead cannot diffuse far enough to sample the expected amplitude of
the fluctuations in the time set by krate. Thus we can identify a critical rate constant,
kcrit, above which the force calibration will become inaccurate:
kcrit =
2f
〈z〉α. (E.4)
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This result is a function of f and 〈z〉, which are properties of the biomolecule under study
(see values of f1/2 and ∆X in Table E.1), and of α, which depends on the magnetic bead
size and solution viscosity. Equation E.4 assumes that the value of 〈z〉 in the extended
state is much larger than that in the compact state.
E.2 Simulations
We simulated two-state bead trajectories using a Brownian dynamics approach based
upon the over-damped Langevin equation governing this system:
αx˙+ kx = fL, (E.5)
where fL is the stochastic Langevin force. The simulations were carried out iteratively at
300 kHz and then down-sampled, by averaging over bins, to fs = 3 kHz to approximate
the effects of video tracking with a finite frame rate. In all of our simulations, we set
k based on Equation E.1—with f = 12 pN and 〈z〉 depending on the state occupied—
and set α = 1.5 × 10−5 pN s nm−1: reasonable values for an MT experiment using
micron-diameter magnetic beads. Transitions between states are modeled as stochastic
events with krate and actualized by switching the spring constant between its two possible
values. We model both the folding and unfolding transitions as having the same kinetic
rate. This is the condition under which the effect of conformational switching is most
pronounced: for unequal values of krate, the system tends toward one-state behavior. An
example MATLAB script for carrying out these simulations and the fitting required for
force calibration, and for computing estimated force calibration biases, may be freely
downloaded at http://www.engr.ucsb.edu/~saleh/#Code.
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E.2.1 Validation of predicted effects
To verify that the AV of a system with conformational switching behaves as the time-
weighted average of the AVs of the individual states, we simulated a two-state system
with extensions of 300 and 3000 nm and with krate = 5 s
−1. The computed AV from
this simulation is shown in Figure E.2A, with error bars representing the 68% confidence
interval (akin to the one-sigma level) derived from the gamma distribution of the AV [186].
Also plotted are the predicted curves from modeling either a one-state system with an
effective, averaged spring constant (Equation A.2) or a two-state system in which the
two AVs have been averaged (Equation E.3). The models are evaluated, without fitting,
using the known values of the state extensions and of f and α given above. Comparing
the two models, we see that the two-state model is in good agreement with the data,
whereas the one-state model disagrees across a broad domain of τ .
To confirm the switching rate-dependent effect of bead diffusion, we performed simu-
lations over krate = {10, 100, 1000} s−1, a range encompassing the predicted critical rate
for the parameters of this system: kcrit = 533 s
−1 (from Equation E.4). The AV obtained
from these simulations is plotted in Figure E.2B. There is little variation between the
two curves below kcrit; however, above kcrit, the maximum in the AV shifts to lower τ ,
commensurate with a force calibration biased towards higher forces.
E.2.2 Force calibration bias
To quantify how conformational switching biases the force calibrations obtained in
an experiment, we performed simulations over a range of krate (10–1000 s
−1) and ∆X (0–
1000 nm). Mirroring experimental practice, we treated the conformationally switching
molecule as being attached to a handle of fixed length; here 〈z〉handle = 300 nm. We ana-
lyzed the resulting traces using both the effective one-state (Equation A.2) and two-state
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Figure E.2: (A) AV of simulated two state system with extensions 300 and 3000 nm
and krate = 5 s−1 (circles) is in poor agreement with the single-state model (dashed
line, Equation A.2), having an effective spring constant set based on the average
extension of the system, but is in good agreement with the two-state model (solid
line, Equation E.3) in which the AV is averaged between the states. (B) AV of the
same simulated system, now with krate equal to 10 (red points), 100 (green stars) and
1000 (blue squares) s−1. Distortion of the AV is seen when krate > kcrit. Error bars
are the 68% confidence interval from computing the AV.
172
Force calibration for molecules that exhibit conformational switching Appendix E
∆X (nm)
k r
at
e (
s-1
)
10
100
1000
0 10 100 1000
on
e-
sta
te
 A
V
k r
at
e (
s-1
)
10
100
1000
tw
o-
sta
te
 A
V
-0.5
(±0.4)
-0.2
(±0.3)
-0.3
(±0.3)
2.8
(±1.0)
-0.7
(±0.3)
-0.2
(±0.3)
5.3
(±0.5)
-0.3
(±0.3)
-0.5
(±0.3)
24.7
(±0.7)
-0.5
(±0.4)
-0.3
(±0.3)
0.1
(±0.6)
2.1
(±2.4)
-0.7
(±0.3)
-0.3
(±0.4)
2.7
(±1.1)
-0.3
(±0.3)
-0.7
(±0.3)
21.0
(±1.0)
A
B
5,300 5,200 4,000 1,200
kcrit (s-1)
Figure E.3: Bias in force calibration based on simulated traces, analyzed using (A) the
effective one-state AV model or (B) the two-state averaged AV model, each fit with
two free parameters. Significant bias, due to the bead diffusion effect, is seen only
when krate & kcrit (from Equation E.4). Reported values are percentage deviations
from the expected f = 12 pN; uncertainties are standard errors of the mean of these
values.
averaged (Equation E.3) AV fitting models. To fit the AV, we use a previously described
maximum likelihood approach [186]. Both models are fit with two free parameters (k
and α), since, for the two-state model, we take as known the fraction of time spent in
each state; in experimental practice, these data can be obtained from telegraphic z-traces
(Figure E.1A). At each pair of krate and ∆X, ten simulations, each 10 s long, were carried
out. The results of this analysis are shown in Figure E.3. The bias values reported are
the percentage deviations of the obtained forces from the expected force, f = 12 pN; the
uncertainties reported are the standard errors of the mean of these biases across the ten
trials.
Both methods give an acceptably unbiased calibration of the force over most of the
parameter space. There is no discernible difference in the results from the single-state
and two-state models up to ∆X = 1000 nm at small krate. Large biases are seen in the
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data with ∆X = 1000 nm and krate = 1000 s
−1 for both the single- and two-state AV
analyses, as expected based on the bead diffusion effect (compare krate with kcrit in Figure
E.3). This effect is confirmed in simulations with smaller values of ∆X and f , but having
the same value of kcrit, in which appreciable bias is still seen. The bias does decrease for
smaller values of ∆X, presumably due to the breakdown of Equation E.4 when one state
is no longer much more extended than the other.
While the results of these simulations are given in Figure E.3 in terms of ∆X, an
accurate interpretation of the underlying effects must also account for the handle length,
〈z〉handle. Because the bead diffusion effect (Section E.1.2) depends on the time it takes
the bead to diffuse to the limits of its range of fluctuations in the extended state, its
magnitude will depend predominately on ∆X, provided, as mentioned above, that ∆X 
〈z〉handle. In contrast, the non-kinetic averaging effect requiring the use of the two-state
AV model (Section E.1.1) depends on there being a significant difference in the AV of
the two individual states, and will thus depend predominately on ∆X/ 〈z〉handle.
E.3 Sample experiment
To assess the practical experimental implications of conformational switching, we
monitored the folding and unfolding of a 14 base pair RNA hairpin using a high-speed
MT instrument (fs = 11 kHz) [223] and then analyzed the resulting traces to obtain
force calibrations. We used a molecular construct, akin to that of Ref. [38], consisting
of a hairpin separated from the flow cell surface by an 828 base pair DNA spacer and
from the magnetic bead by a 20 nucleotide length of single-stranded DNA. At a given
bulk salt concentration, an appropriate force is applied to cause the system to enter
folding/unfolding equilibrium between the two states, as in Figure E.1B.
Figure E.4A shows the AV computed from a representative trace near f1/2 and a fit of
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Figure E.4: Experimental force calibration of a 14 base pair RNA hairpin exhibiting
two-state switching behavior is dominated by sources of error other than conforma-
tional switching. (A) AV from a representative trace (points), fit by the effective sin-
gle-state model (dashed line). (B) Force calibration results for the one-state (circles)
and two-state (points) methods, at various forces and salt concentrations, co-plotted
with the best fit of a model function (dashed line).
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the effective single-state model (Equation A.2). Because the AV and the fitting function
are in good agreement, we conclude that the two-state correction is not required for such
small values of ∆X. This agrees with our simulation results (Figure E.3), which predict
force bias values of < 1% and standard deviations of ∼ 1% for both one- and two-state
fitting.
Force calibrations using the one- and two-state AV models are shown in Figure E.4B
for a representative molecule over a range of force and bulk salt concentrations. The
calibrated forces, as a function of the position of the magnets, zmag, relative to a reference
position are fit by a function that approximates the force calibration behavior: f =
C1/(C2 − zmag)4. The standard deviation of the calibrated forces about this curve is
5.6%, larger than the 1% deviation expected from the simulations. Because the single-
state and multi-state force calibrations are in such good agreement, and because the
model functions fit the data so well, we conclude that this scatter arises from sources
other than the determination of k.
E.4 Conclusion
We have carried out theoretical and simulation studies to determine whether con-
formational switching biases the calibration of force spectroscopy experiments. We have
shown that perturbations to the expected behavior can occur due to the way the AV/PSD
of the individual states must be combined (by averaging) and due to the competition be-
tween bead diffusion and conformational switching kinetics; the former effect can be cor-
rected by using the appropriately averaged fitting function. We see from simulated (Fig-
ure E.3) and actual (Figure E.4) experiments that, in practice, conformational switching
is not a dominant source of noise over the parameter space of contemporary biophysical
studies, where ∆X values tend to be less than 100 nm (Table E.1) and ∆X/ 〈z〉handle  1.
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In these cases, error in force calibration is dominated by other sources. Biases arising from
conformational switching will become more pronounced in systems with faster switching
kinetics, in solutions with higher viscosity, and in experiments employing larger beads or
shorter biomolecular handles.
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Notation used
F.1 Abbreviations used
AES atomic emission spectroscopy
AFM atomic force microscopy
ASAXS anomalous small-angle x-ray scattering
AV Allan variance
D-AES dialysis and atomic emission spectroscopy
dGPVG de Gennes-Pincus-Velasco-Brochard
DNA deoxyribonucleic acid
dsDNA double-stranded DNA
ES electrostatics
EV excluded volume
FJC freely jointed chain
HEG hexaethylene glycol
MC Monte Carlo
MD molecular dynamics
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MN Manning-Netz
MT magnetic tweezers
NA nucleic acid
OSF Odijk-Skolnick-Fixman
OT optical trapping
PB Poisson-Boltzmann
PEG polyethylene glycol
poly(U) polyuridine
PSD power spectral density
RNA ribonucleic acid
SLC snakelike chain
SMFS single-molecule force spectroscopy
ssNA single-stranded nucleic acid
TBI tightly bound ion
TCEP tris(2-carboxyethyl)phosphine
UMF uniform mean field
WLC wormlike chain
F.2 Mathematical symbols used
a effective chemical bond length
A ion activity correction factor
b charge spacing
c molar concentration
cbulk bulk salt concentration
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cΘ solution theta concentration
c± cation/anion concentration
c∗ ∆∆G inflection concentration
C free parameter
D diffusion coefficient
e elementary (electron) charge
f force
fapp applied force
fc inter-regime crossover force
fcorner Lorentzian corner frequency
fcal calibrated force
fel electrostatic tension
fL Langevin force
fo reference force
fs sampling frequency
f1/2 equilibrium unfolding force
F potential of mean force
F generic thermodynamic potential
gD monomers per Debye sphere
hmag magnet height above flow cell
I ionic strength
k effective spring constant
kB Boltzmann’s constant
kcrit critical rate constant
krate kinetic rate constant of two-state switching
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K equilibrium constant
Ki modified Bessel function of the second kind
l Kuhn length
lB Bjerrum length
lp persistence length
lp,el electrostatic persistence length
lp,0 bare persistence length
Lc contour length
m molal concentration
N degree of polymerization
N number of molecules
Ne number of charges
q scattering wave vector
Q electrostatic charge
r position in space
R radius
RF Flory radius
Rg radius of gyration
R0 ideal gas constant
S stretch modulus
T temperature
Tm melting temperature
v monomer excluded volume
vD volume of Debye sphere
V volume of system
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Vsolvent solvent-accessible volume
W work
x displacement of bead orthogonal to pulling force
xˆ direction orthogonal to pulling force
X molecular extension
Xc inter-regime crossover extension
Xne non-equilibrium extension from force ramp study
z displacement of bead parallel to pulling force
zˆ direction parallel to pulling force
zhandle molecular handle length
zmag magnet position
zmax magnet position of closest approach
Z valence
Z grand-canonical partition function
α dissipation due to viscous drag
β empirical thermal denaturation constant
γ ion activity coefficient
Γ preferential ion interaction coefficient
Γ¯ per-nucleotide ion excess
Γ± preferential cation/anion interaction coefficient
Γds ion excess of helical dsNA
ΓES ion excess due to electrostatics
ΓEV ion excess due to excluded volume
Γss ion excess of random-coil ssNA
Γstretch ion excess of stretched ssNA
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δ bead rotation correction distance
δ2x variance of bead position
∆Gligand free energy change of ligand binding
∆H◦ change in standard enthalpy of formation
∆t time interval
∆X extension change between states
∆Γ difference in ion excess between states
∆∆G differential free energy of conformation-associated ligand binding
 dielectric constant
0 permittivity of free space
ζ Manning parameter
η dimensionless relative charge density
κ−1 Debye screening length
µ chemical potential
ν Flory exponent
ξ tensile screening length
ξc inter-regime crossover length scale
ξt thermal blob size
ρ charge density
σ2 Allan variance
τ time separation between samples
Φ electrostatic potential
ΦD Donnan potential
Ω grand-canonical (Landau) potential
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Coda
A sonnet, presented as the abstract to my group meeting talk on May 12, 2016. Based
upon the opening chorus of Romeo and Juliet by William Shakespeare.
Two models, both alike in dignity,
In the log regime, where we lay our scene.
From charge and bending, break new mutiny.
From curve fitting, sense we attempt to glean.
From forth fatal loins of mathematics,
Do modified wormlike chains come to life;
Whose diff’ring hand’ling of ’lectrostatics,
Are with subtlety entirely rife.
To understand and to, needs be, improve
The models herein by our data gauged—
Data that, against trials, may not prove—
Is now my one hours’ traffic to be staged;
The which, if you with patient ears attend,
What here shall miss, my toil shall strive to mend.
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