A new, improved split-step backward Euler method is introduced and analysed for stochastic differential delay equations (SDDEs) with generic variable delay. The method is proved to be convergent in the mean-square sense under conditions (Assumption 3.1) that the diffusion coefficient g(x, y) is globally Lipschitz in both x and y, but the drift coefficient f (x, y) satisfies the one-sided Lipschitz condition in x and globally Lipschitz in y. Further, the exponential mean-square stability of the proposed method is investigated for SDDEs that have a negative one-sided Lipschitz constant. Our results show that the method has the unconditional stability property, in the sense, that it can well reproduce stability of the underlying system, without any restrictions on stepsize h. Numerical experiments and comparisons with existing methods for SDDEs illustrate the computational efficiency of our method.
Introduction
In this paper, we consider the numerical integration of autonomous stochastic differential delay equations (SDDEs) in the Itô's sense
dx(t) = f (x(t), x(t − τ (t))) dt + g(x(t), x(t − τ (t))) dw(t)
with initial data x(t) = ψ(t), t ∈ [−τ, 0]. Here τ (t) is a delay term, satisfying τ (t) ≥ 0 and −τ := inf{t − τ (t) : t ≥ 0}, f :
We assume that the initial data is independent of the Wiener measure driving the equations and w(t) is an m-dimensional Wiener process defined on the complete probability space ( , F, {F t } t≥0 , P) with a filtration {F t } t≥0 satisfying the usual conditions (i.e. it is increasing and right continuous while F 0 contains all P-null sets).
For a given constant stepsize h > 0, we propose a split-step backward Euler (SSBE) method for SDDEs (1) as follows:
where w n = w(t n+1 ) − w(t n ) and for 0 ≤ μ < 1, 1 ≤ q n ∈ Z + y * n = ψ(t n − τ (t n )), t n − τ (t n ) < 0, μy * n−q n +1 + (1 − μ)y * n−q n , 0 ≤ t n − τ (t n ) ∈ [t n−q n , t n−q n +1 ).
For an arbitrary stepsize h > 0, y n denotes the approximation of x(t) at time t n = nh, n = 0, 1, . . .. We remark that μ in Equation (3) depends on how memory values are handled on non-grid points. Generally, there are two ways, the first is to use the piecewise constant interpolation, corresponding to μ ≡ 0, and the second to use the piecewise linear interpolation. In later development, we prefer to assume 0 ≤ μ < 1 to cover both cases. Also, we mention that the schemes (2a) and (2b) here is quite different from the SSBE method in [24] , which will be explained at the end of this section. In Equations (2a) and (2b), y
In fact, it is shown below that our method can well replicate the exponential mean-square stability of the nonlinear test problem, including the linear test equation as a special case, without any restrictions on the stepsize h. The convergence and stability results of SSBE can be regarded as an extension of those in [10, 11] for SDEs without delay to the variable delay case. This unconditional stability property of Equations (2a) and (2b) demonstrates that the proposed method is promising and will definitely be effective in solving systems with stiffness in the drift term, where stability investigations are particularly important. This article is organized as follows. In the next section, a general convergence result (Theorem 2.4) is established. In Section 3, a convergence result is derived under a one-sided Lipschitz condition (Assumption 3.1). Sections 4 and 5 are devoted to the exponential mean-square stability property of the method. Numerical experiments are included in Section 6.
The general convergence results
Throughout the paper, let | · | denote both the Euclidean norm in R d and the trace norm(F-norm) in R d×m . As the standing hypotheses, we make the following assumption. 
for all
Moreover, we assume that [19] :
is Hölder continuous in a mean square with exponent 1/2, that is,
and τ (t) is a continuous function satisfying
In the following convergence analysis, we find it convenient to use the continuous-time approximation solution. Hence we define continuous versionȳ(t) as follows:
where w n (t) = w(t) − w(t n ). For t ∈ [t n , t n+1 ) we can write it in the integral form as follows:
where
It is not hard to verify thatȳ(t n ) = y n , that is,ȳ(t) coincides with the discrete solutions at the grid-points.
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Now we state our convergence theorem here and give a sequence of lemmas that lead to a proof. 
We need several lemmas to complete the proof of Theorem 2.4. First, we will define three stopping times
where as usual, inf ∅ is set as ∞ (∅ denotes the empty set).
Lemma 2.5 Under Assumptions 2.1 and 2.2, there exist constants
Proof For s ∈ [t n , t n+1 ), by definition ofȳ(s) and y * (s),
Noticing that for |x| ∨ |y| ≤ R
with K R = 2 max{L R , |f (0, 0)|}. Using the linear growth condition of g and moment bounds in Equation (26), we have an appropriate constant C 1 (R) so that
As for estimate (12) , there are four cases as to the location of t n − τ (t n ) and s − τ (s):
Noticing that the delay τ (s) satisfies the Lipschitz condition (6), one sees that
In the case (1), combining the Hölder continuity of initial data (5) and (15) gives the desired assertion. In case (2), without loss of generality, we assume
Thus, we have from Equations (2a) and (27) that
where as usual, we define the second summation equals zero when i = j + 1. Noticing from Equation (15) that i − j ≤ η 2 + 1, and combining the local linear growth bound (14) for f , the global linear growth condition for g and moment bounds (26), we can derive from Equation (16) that
In the cases (3) and (4), using an elementary inequality gives
Then combining this with results obtained in cases (1) and (2) gives the required result, with C 2 (R), a universal constant independent of h. 
with C R dependent on R, but independent of h.
Proof For simplicity, denote e(t) :=ȳ(t) − x(t).
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From Equations (1) and (8), we have
where Hölder's inequality and the Burkholder-Davis-Gundy inequality were used again. Using the elementary inequality |a + b| 2 ≤ 2|a| 2 + 2|b| 2 , one computes from Equation (17) that
where the fact was used that
By taking Lemma 2.5 into account, we derive from Equation (18) that, with suitable constantsC
Hence the continuous Gronwall inequality gives the assertion. local Lipschitz condition they showed the strong convergence of the EM method for the SODEs and SDDEs, respectively.
Remark 2.7
Under the global Lipschitz condition and the linear growth condition (cf. [17] ), we can choose uniform constants C 1 (R), C 2 (R), C R in previous Lemmas 2.5 and 2.6 to be independent of R. Accordingly, we can recover the strong order of 1/2 by deriving
where C is independent of R and h.
Convergence with a one-sided Lipschitz condition
In this section, we will give some sufficient conditions on equations (1) to promise a unique global solution of SDDEs and a well-defined solution of the SSBE method. We make the following assumptions on the SDDEs.
Assumption 3.1 The functions f (x, y) are continuously differentiable in both x and y, and there exist constants
The inequalities (20) and (21) indicate that the first argument x of f satisfies the one-sided Lipschitz condition and the second satisfies the global Lipschitz condition. It is worth noticing that conditions of the same type as Equations (20) and (21) have been exploited successfully in the analysis of numerical methods for deterministic delay differential equations (see [3, 22] and references therein). As for SDEs without delay, the conditions (20) and (22) has been used in [7, [10] [11] [12] 23] . We compute from Equations (20)- (22) that
On choosing the constant K as
the following condition holds:
In what follows, we always assume that for ∀p > 0, the initial data satisfies 
Proof See the appendix.
Lemma 3.3 Assume that f and g satisfy the condition (25) and h < 1 is sufficiently small, then for p ≥ 2, the following moment bounds hold
Proof Inserting Equation (2b) into Equation (2a) gives
Hence
Expanding it and employing Equation (25) yields
By definition ofỹ * n , one obtains |ỹ *
Taking this inequality into consideration and letting h < h 0 < 1/(4K), we have from Equation (28) that
Denoting α = 1/(1 − 4Kh 0 ), one computes that
By recursive calculation, we obtain
Raising both sides to the power p gives
Here 1 ≤ M ≤ N, where N is the largest integer number such that Nh ≤ T . Now, using the Burkholder-Davis-Gundy inequality [17, Theorem 1.
Noticing that
inserting it into Equation (32), we can find out appropriate constantsC =C(p, K, T ) such that
At the same time, noting the fact y * n ,ỹ * n ∈ F t n and w n is independent of F t n , one can compute that, withĈ =Ĉ(p, T ) a constant that may change line by line
By definition (2a), one sees that
Then using a similar approach used before, we can find out a constant c 0 = c 0 (p, K) to ensure that
Inserting Equations (34) and (35) into Equation (31) and considering Equation (36) and h < 1 , we have, with suitable constants
(37) Thus using the discrete-type Gronwall inequality, we derive from Equation (37) 
Now Equation (35) and bound of
, we denote by n t the integer for which t ∈ [t n t , t n t +1 ). By definitions of (2a) and (7), for t ≥ 0,
) w n t (t)
= y n t + γ (y * n t − y n t ) + g(y * n t ,ỹ * n t ) w n t (t)
where γ = (t − t n t )/ h < 1. Thus 
Thus the last term in Equation (39) 
Remark 3.6
We remark that the problem class satisfying condition (6) includes plenty of important models. In particular, stochastic pantograph differential equations [5] with τ (t) = (1 − q)t, 0 < q < 1 and SDDEs with constant lag fall into this class and therefore corresponding convergence results follow immediately.
Mean-square stability with bounded delay
In this section, we will investigate how SSBE shares the exponential mean-square stability of general nonlinear systems. In the deterministic case, the nonlinear stability analysis of numerical methods are carried on under a one-sided Lipschitz condition. This phenomenon has been well studied in the deterministic case ( [3, 6] and references therein) and stochastic case without delay [7, [10] [11] [12] 23] . In what follows, we choose the test problem satisfying conditions (20)- (22) . Moreover, we assume that the variable delay is bounded, that is, there exists τ > 0, for
We remark that this assumption does not impose additional restrictions on the stepsize h and admits arbitrary large h on choosing κ = 1 and 0 ≤ δ < 1 close to 1. To begin with, we shall first give a sufficient condition for the exponential mean-square stability of an analytical solution to the underlying problem. (20)- (22) and (41), and with γ 1 , γ 2 , γ 3 , γ 4 obeying
Theorem 4.1 Under the conditions
any two solutions x(t; ψ) and y(t; φ) with E ψ 2 < ∞ and E φ 2 < ∞ satisfy
Proof By the Itô formula, we have
Letting u(t) = E|x(t) − y(t)| 2 and noticing that u(t) exists for t ≥ −τ and is continuous, we derive from Equation (43) that
where the upper Dini derivative D + u(t) is defined as
Using [2, Theorem 7] leads to the desired result.
Based on this stability result, we are going to investigate stability of the numerical method. 
Proof Under β < 0, the first part is an immediate result from Lemma 3.4. For the second part, in order to state conveniently, we introduce some notations
From Equation (27), we have
Thus
Taking expectation and using Equation (22) yields
Now using the Cauchy-Schwarz inequality and conditions (20) and (21), we have
Inserting it into Equation (47) gives
Here we have to consider which approach is chosen to treat memory values on non-grid points, piecewise constant interpolation (μ ≡ 0) or piecewise linear interpolation. In the latter case, let us consider two possible cases:
Inserting Equation (49), we derive from Equation (48) that
Hence using the fact β < 0 in Equation (42) gives
• If τ (t n ) ≥ h, it follows from Equation (48) and β < 0 that
Therefore, it is always true that inequality (51) holds for the piecewise linear interpolation case. Obviously Equation (51) also stands in the piecewise constant interpolation case.
Further, from Equation (2a), one sees
Using a similar approach as before, one can derive
Denote
Noticing that β < 0, one can readily derive 0 < β h < 1, we can deduce from Equations (51) and (52) that
Here x denotes the greatest integer less than or equal to x. Finally from Equation (2b), we have for large n such that (
where ν + h is defined as in Equation (44).
The stability result indicates that the methods (2a) and (2b) can well reproduce long-time stability of the continuous system satisfying conditions stated in Theorem 4.1. Note that the exponential mean-square stability under non-global Lipschitz conditions has been studied in [11] in the case of nonlinear SDEs without delay. The preceding results can be regarded as an extension of those in [11] to delay case.
Mean-square linear stability
Although the main focus of this work is on nonlinear SDDEs, in this section, we show that the SSBE (2a) and (2b) has a very desirable linear stability property. Hence, we consider the scalar, linear test equation [15, 24] given by
Note that Equation (55) is a special case of Equation (1) with τ (t) = τ , and satisfies conditions (20)- (22) with
By Theorem 4.1, Equation (55) is mean-square stable if
For constraint stepsize h = τ/κ, 1 ≤ κ ∈ Z + , i.e. δ = 0 in Equation (41), the SSBE proposed in our work applied to Equation (55) produces
(57)
In [24] , the authors constructed a different SSBE for the linear test equation (55) and their method applied to Equation (55) reads
(58)
The stability results there [24, Theorem 4.1] indicate that under Equation (56), the method (58) can only preserve the mean-square stability of Equation (55) with stepsize restrictions, but the new scheme (57) exhibits a better stability property. 
Proof The assertion readily follows from Theorem 4.2.
Apparently, the SSBE (57) achieves an advantage over Equation (58) in the stability property that the SSBE (57) is able to inherit stability of Equation (55) for any stepsize h = τ/κ, 1 ≤ κ ∈ Z + . If one drops the stepsize restriction h = τ/κ, κ ∈ Z + and allows for arbitrary stepsize h > 0, one can arrive at a sharper stability result from Theorem 4.2. 
Numerical experiments
In this section, we give several numerical examples to illustrate intuitively the strong convergence and the mean-square stability obtained in previous sections.
A linear example
The first test equation is a linear Itô SDDE dx(t) = (ax(t) + bx(t − 1)) dt + (cx(t) + dx(t − 1)) dw(t),
Denoting y (i) N as the numerical approximation to x (i) (t N ) at end point t N in the ith simulation of all M simulations, we approximate means of absolute errors as
In our experiments, we use the SSBE (57) to compute an 'exact solution' with small stepsize h = 2 −12 and M = 5000. We choose two sets of parameters as follows:
In Figure 1 , the computational errors versus stepsize h on a log-log scale are plotted and dashed lines of slope one-half are added. One can clearly see that SSBE (57) for the linear test equation (59) is convergent and has a strong order of 1/2. In Table 1 , computational errors with t N = 8 are presented for the well-known EM method [19] , the SSBE method (58) and the improved SSBE method (57) in this paper. There one can find that the improved SSBE method (57) has the best accuracy among the three methods. In particular, for Example III with stiffness in drift term (i.e. a = −20), when the moderate stepsize h = 1/8 was used, the EM method becomes unstable and the two SSBE methods still remain stable but with the improved SSBE (57) producing a better result.
To compare the stability property of the improved SSBE and SSBE in [24] , simulations by SSBE (57) and (58) are both depicted in Figures 2 and 3 . There solutions produced by Equations (57) and (58) are plotted by the solid line and dashed line, respectively. As is shown in the figures, methods (57) and (58) exhibit different stability behaviour. One can observe from Figure 2 that Equation (57) for Example II is mean-square stable for h = 1, 1/2, 1/3, 1/4. But Equation (58) is unstable for h = 1, 1/2. For Example III, the improved SSBE (57) is always stable for h = 1, 1/4, 1/6, 1/10, but Equation (58) becomes stable when the stepsize h decreases to h = 1/10. The numerical results demonstrate that the scheme (57) has a greater advantage in the mean-square stability than Equation (58).
A nonlinear example
Consider a nonlinear SDDE with a time-varying delay as follows:
dx(t) = [−4x(t) − 3x 3 (t) + x(t − τ (t))] dt + [x(t) + x(t − τ (t))] dw(t), t > 0,
where τ (t) = 1/(1 + t 2 ). Obviously, Equation (60 ) satisfies conditions (20) - (22) in Assumption 3.1, with γ 1 = −4, γ 2 = 1, γ 3 = γ 4 = 2. Thus 2γ 1 + 2γ 2 + γ 3 + γ 4 = −2 < 0 and the problem is exponentially mean-square stable. As is shown in Figure 4 , the SSBE (57) can well reproduce stability for quite large stepsize h = 1, 2, 5. This is consistent with our result established in Theorem 4.2. 
