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Abstract
This paper proposes a novel concept to directly
match feature descriptors extracted from 2D im-
ages with feature descriptors extracted from 3D point
clouds. We use this concept to directly localize im-
ages in a 3D point cloud. We generate a dataset of
matching 2D and 3D points and their correspond-
ing feature descriptors, which is used to learn a
Descriptor-Matcher classifier. To localize the pose of
an image at test time, we extract keypoints and fea-
ture descriptors from the query image. The trained
Descriptor-Matcher is then used to match the fea-
tures from the image and the point cloud. The lo-
cations of the matched features are used in a robust
pose estimation algorithm to predict the location and
orientation of the query image. We carried out an
extensive evaluation of the proposed method for in-
door and outdoor scenarios and with different types
of point clouds to verify the feasibility of our ap-
proach. Experimental results demonstrate that di-
rect matching of feature descriptors from images and
point clouds is not only a viable idea but can also be
reliably used to estimate the 6-DOF poses of query
cameras in any type of 3D point cloud in an uncon-
strained manner with high precision.
Keywords: 3D to 2D Matching, Multi-Domain
Descriptor Matching, 6-DOF Pose Estimation, Im-
age Localization.
1 Introduction
The numerous applications of 3D vision, such as
augmented reality, autonomous driving and robotic
locomotion, aided by the ever increasing compu-
tational power of modern machines have caused a
steep increase of interest in 3D vision and its applica-
tions. The research in the field has also been predom-
inantly motivated by the wide scale access to good
quality and low cost 3D scanners, which has opened
many new avenues. However, despite of all the re-
cent advancements of algorithms for 3D meshes and
point clouds, there is still room for enhancements to
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(a) 3D point cloud (b) 2D query image (c) Localization results of (b) in (a)
Figure 1: (a) A section of the 3D point cloud from Shop Facade dataset [Kendall et al., 2015]. (b) An
RGB query image to be localized in the 3D point cloud (c) Visualization of the area of the 3D point cloud,
identified by our technique as the location of the query image.
match the performance of the systems designed for
2D images on similar tasks. Nearly all the state-of-
the-art methods in the various fields of computer vi-
sion are designed for 2D images and there are also
immense differences in the sizes of training datasets
for 2D images compared to any of their 3D counter-
parts. This points to a need for the development of
bridging techniques, which can make efficient uses
of both 2D images and 3D point clouds or meshes.
A technique that can fuse information from both 2D
and 3D domains can benefit from the matured 2D vi-
sion as well as the contemporary advances in 3D vi-
sion. The complementary nature of 2D and 3D data
can lead to an improved performance and efficiency
in many potential applications, e.g., face recognition
and verification, identification of objects or different
regions of interest from coloured images in 3D maps,
use of the 3D model of an object to locate it in an im-
age in the presence of severe perspective distortion
[Laga et al., 2018], as well as localization of a 2D
images in a 3D point cloud.
To move towards the goal of multi-domain infor-
mation fusion from 2D and 3D domains, this pa-
per proposes a novel approach to learn a framework
to directly match feature descriptors extracted from
3D point clouds with those extracted from 2D im-
ages. This concept is used to localize images in point
clouds directly generated from 3D scanners. To lo-
calize images, the developed framework is used to
match 3D points of the point clouds to their corre-
sponding pixels in 2D images with the help of multi-
domain descriptor matching. The matched points
between the images and the point clouds are then
used to estimate the six degrees-of-freedom (DOF)
position and orientation (pose) of images in the 3D
world.
6-DOF pose estimation is an important research
topic due to its numerous applications such as aug-
mented reality, place recognition, robotic grasping,
navigation, robotic pose estimation as well as simul-
taneous localization and mapping (SLAM). Current
techniques for camera pose estimation can be clas-
sified into two major categories: (i) Regression net-
works based methods and (ii) Features based meth-
ods.
The regression networks based methods (e.g.
Kendall et al. [2015]; Kendall and Cipolla [2017];
Walch et al. [2017]), use deep neural networks to es-
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timate the pose of the camera and consequently have
high requirements for computational resources such
as powerful GPUs and require a lot of training data
[Xin et al., 2019] from different viewpoints to en-
sure that the poses of query cameras are sufficiently
close to the training ones [Sattler et al., 2019]. More-
over they scale poorly with the increase in the size of
3D models and usually run into the problems of non-
convergence for end-to-end training [Brachmann and
Rother, 2018].
Features based method use hand-crafted ap-
proaches or deep learning methods to extract local
or global features from images. An essential step
in the state-of-the-art techniques in this category is
the use of the Structure from Motion (SfM) pipeline
[Scho¨nberger and Frahm, 2016; Han et al., 2019]
to create sparse 3D models from images (e.g. [Li
et al., 2010; Sattler et al., 2015, 2017]). Structure
from Motion pipelines provide a one-to-one corre-
spondence between the points in the generated sparse
point cloud and the pixels of the 2D images that were
used to create the model. Several works use this in-
formation to localize images with respect to the 3D
point cloud generated by SfM. However, model cre-
ation with SfM is a computationally expensive pro-
cess which may be very time consuming depending
on the number of images used and the quality of the
point cloud to be generated. Models generated with
SfM have especially poor quality for or miss out en-
tirely on texture-less regions. Moreover, dependency
on SfM generated point clouds renders such tech-
niques futile for scenarios where point clouds have
been obtained from 3D scanners. Now-a-days, high
quality and user friendly 3D scanners (e.g. LIDAR,
Microsoft Kinect, Matterport scanners and Faro 3D
scanners) are available which can effectively render
dense point clouds of large areas without the use of
SfM. These point clouds are of better quality, not
only because of their higher point density but also
due to the reason that they can effectively capture
bland surfaces that SfM based techniques tend to
miss.
To be able to directly localize 2D images in the
point clouds generated from any 3D scanners, we
propose a novel concept to directly match feature
descriptors extracted from 3D point clouds with de-
scriptors extracted from 2D images. The matched
descriptors can then be used for 6-DOF camera lo-
calization of the image in the 3D point cloud. Fig-
ure 1 shows a section of the dense point cloud of the
Shop Facade dataset [Kendall et al., 2015] along with
a query image and the localization results of the pro-
posed technique. To match the feature descriptors
from 2D and 3D domain, we generate a dataset of
corresponding 3D and 2D descriptors to train a two-
stage classifier called ‘Descriptor-Matcher’. For lo-
calization of a 2D image in a point cloud, we first use
image feature extraction techniques such as Scale In-
variant Feature Transform (SIFT) [Lowe, 2004] to
extract keypoints and their descriptors from the 2D
image. Similarly, we use techniques designed for
point clouds [Guo et al., 2014] such as 3D-SIFT key-
points [Lowe, 2004; Rusu and Cousins, 2011], 3D-
Harris key-points [Harris et al., 1988; Laga et al.,
2018] and Rotation Invariant Features Transform
(RIFT) descriptors [Lazebnik et al., 2005] to ex-
tract 3D keypoints and descriptors from the point
cloud. The Descriptor-Matcher is then used to find
the matching pairs of 3D and 2D descriptors and
their corresponding keypoints. This results in a list of
coordinates in the point cloud and their correspond-
ing pixels in the query image. The resulting one-to-
one matches are then used in a robust algorithm for
6-DOF pose estimation to find the location and ori-
entation of the query camera in the 3D point cloud.
Figure 2 shows the steps involved in our technique to
estimate the camera pose for a query image.
A preliminary version of this work appeared in
Nadeem et al. [2019]. To the best of our knowledge,
Nadeem et al. [2019] was the first work: (i) to match
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Figure 2: A block diagram of the test pipeline of the proposed technique. We extract 3D key-points and
descriptors from the dense 3D Point Cloud. 2D key-points and their corresponding descriptors are extracted
from the 2D RGB Query Image. Then our proposed ‘Descriptor-Matcher’ algorithm directly matches the
2D descriptors with the 3D descriptors to generate correspondence between points in 2D image and 3D
point cloud. This is then used with a robust pose estimation algorithm to estimate the 6-DOF pose of the
query image in the 3D point cloud.
directly 3D descriptors extracted from dense point
clouds with the 2D descriptors from RGB images,
and (ii) to use direct matching of 2D and 3D descrip-
tors to localize camera pose with 6-DOF in dense
3D point clouds. This work extends Nadeem et al.
[2019] by improving all the elements of the proposed
technique, including dataset generation, Descriptor-
Matcher and pose estimation. Additionally, we pro-
pose a reliable method to create a large collection of
2D and 3D points with matching locations in images
and point cloud, respectively. We also present more
details of the proposed method and also evaluate
the proposed technique on more challenging datasets
compared to Nadeem et al. [2019].
The rest of this paper is organized as follows. Sec-
tion 2 discusses the various categories of the tech-
niques in the literature for camera localization or
geo-registration of images. The details of the pro-
posed technique are presented in Section 3. Section
4 reports the experimental setup and a detailed eval-
uation of our results. Finally, the paper is concluded
in Section 5.
2 Related Work
The numerous applications of camera pose estima-
tion and image localization render it as an interest-
ing and active field of research. Traditionally, there
are two distinct approaches to estimate the position
and orientation of a camera [Xin et al., 2019]: (i)
Features based methods and (ii) Network based pose
regression methods. The proposed method forms a
new category of possible approaches: (iii)Direct 2D-
3D descriptor matching based methods.
2.1 Features based methods
Features based methods extract convolutional or
hand-crafted features from 2D images and use them
in different manners to localize the images. How-
ever, many of these methods only estimate approxi-
mate locations and use number of inliers found with
RANSAC [Fischler and Bolles, 1981] as a criterion
for image registration e.g., a query image is con-
sidered as registered if the RANSAC stage of the
method can find 12 inliers among the features for
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the query image. This is partly due to the fact that
some datasets for image localization do not provide
the ground truth position and orientation information
for the query cameras. However, inlier count is not
a reliable criterion and it does not represent the ac-
tual performance of any given method. Feature based
methods can further be classified into two types of
methods: Image retrieval based methods and SfM
based methods.
2.1.1 Image retrieval based methods
Image retrieval based methods involve the use of a
large geo-tagged database of images. To localize a
2D query image, these methods use different types
of features to retrieve images similar to the query
image. The average of the retrieved database images
can be used as the predicted location of the query im-
age. Alternatively, the poses of the retrieved images
can be used to triangulate the pose of the query cam-
era [Chen et al., 2011; Zamir and Shah, 2010]. These
methods cannot be used for the localization of 2D
images in point clouds. Also, many times the images
in the dataset are not sufficiently close to the query
image which results in significant errors in pose esti-
mation.
2.1.2 SfM-based methods
SfM-based methods produce better pose estimates
than image retrieval based methods [Sattler et al.,
2017]. These methods use the SfM pipeline
[Scho¨nberger and Frahm, 2016]. SfM first extracts
and matches features such as SIFT, SURF or ORB,
from the set of training images. Then the matched
features between the different 2D images are used to
create a 3D model on an arbitrary scale. Each point
in the 3D model is created by triangulation of points
from multiple images.
Irschara et al. [2009] used image retrieval to ex-
tract 2D images that were similar to the query 2D im-
age from the training database. The extracted images
were used with the SfM model to improve the accu-
racy of the estimated camera poses. Li et al. [2010]
compared the features extracted from the query 2D
images with the 2D features corresponding to the
points in the SfM model to localize the images. Sat-
tler et al. [2015] improved the localization process
with a visual vocabulary of 16 million words created
from the features of the database images and their
locations in the SfM point cloud. Later, Sattler et al.
[2017] further extended their work with the help of a
prioritized matching system to improve the estimated
poses for the query images.
However, these methods can only work with point
clouds generated with SfM based pipelines [Piasco
et al., 2018]. This is mainly due to the reason that
the sparse point clouds generated with SfM save the
corresponding information of the points and features
from 2D images that were used to create the sparse
SfM point cloud. SfM based methods rely on this
information for pose estimation. Also some works
use element-wise mean (or any other suitable func-
tion) of the feature descriptors of the points that were
used to create a 3D point in the SfM point cloud as
a 3D descriptor of that 3D point. Such an approxi-
mation of 3D features is dependent on the inherent
information in the point cloud generated with SfM,
which is not available if the point cloud had to be
generated from a 3D scanner.
Structure from Motion is a computationally ex-
pensive and time consuming process. The point
clouds generated with SfM are sparse and very noisy
[Feng et al., 2019]. SfM models have especially poor
quality at bland or texture-less regions and may miss
out such areas altogether. Moreover, it requires mul-
tiple images of the same area from many different an-
gles for good results, which is practically a difficult
requirement, especially for large areas or buildings.
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Also the generated models are created on an arbi-
trary scale and it is not possible to determine the ex-
act size of the model without extra information from
other sources [Feng et al., 2019]. The availability
of high quality 3D scanners has made it possible to
capture large scale point clouds in an efficient man-
ner without the need to capture thousands of images
to be used for the SfM pipeline. Moreover, LIDAR
and other 3D scanners are now becoming an essen-
tial part of robots, particularly for locomotion and
grasping. Therefore, it is essential to develop meth-
ods that can estimate 6-DOF poses for cameras in
point clouds captured from any scanner.
2.2 Network-based pose regression meth-
ods
These methods use deep neural networks to esti-
mate the position and orientation of query images
through pose regression. However, Sattler et al.
[2019] showed that these methods can only pro-
duce good results when the poses of the query im-
ages are sufficiently close to the training images.
Kendall et al. [2015] proposed a convolutional neu-
ral network, called PoseNet, which was trained to
regress the 6-DOF camera pose of the query image.
Kendall and Cipolla [2017] later improved the loss
function in Posenet while Walch et al. [2017] im-
proved the network architecture to reduce the errors
in pose estimations. Brachmann et al. [2017] in-
troduced the concept of differentiable RANSAC. In-
stead of direct pose regression through a neural net-
work, they created a differential version of RANSAC
[Fischler and Bolles, 1981] to estimate the loca-
tion and orientation of the query cameras. Specifi-
cally, model of Brachmann et al. [2017] was com-
posed of two CNNs, one to predict scene coordi-
nates and the other CNN to select a camera pose
from a pool of hypotheses generated from the out-
put of the first CNN. However, their method was
prone to over-fitting and did not always converge
during end-to-end-optimization especially for out-
door scenes [Brachmann and Rother, 2018]. Radwan
et al. [2018] used a deep learning based architecture
to simultaneously carry out camera pose estimation,
semantic segmentation and odometry estimation by
exploiting the inter-dependencies of these tasks for
assisting each other.
Brachmann and Rother [2018] modified [Brach-
mann et al., 2017] with a fully convolutional network
for scene coordinate regression as the only learn-
able component in their system. Soft inlier count
was used to test the pose hypotheses. Although it
improved the localization accuracy, the system still
failed to produce results for datasets with large scale.
2.3 Direct 2D-3D descriptor matching
based methods
Our preliminary work [Nadeem et al., 2019] was the
first technique to estimate the 6-DOF pose for query
cameras by directly matching features extracted from
2D images and 3D point clouds. Feng et al. [2019]
trained a deep convolutional network with triplet loss
to estimate descriptors for patches extracted from
images and point clouds. The estimated patches were
used in an exhaustive feature matching algorithm for
pose estimation. However, their system achieved a
limited localization capability.
This paper improves the concept of [Nadeem
et al., 2019] with an unconstrained method to extract
pairs of corresponding 2D and 3D points for training,
and improves the structure of Descriptor-Matcher.
It also introduces a better pose estimation strategy.
Our technique directly extracts 3D key-points and
feature descriptors from point clouds which, in con-
trast to SfM based approaches, enables us to estimate
poses in point clouds generated from any 3D scanner.
Moreover, the capability of our method to work with
dense point clouds allows it to use better quality fea-
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ture descriptors, which additionally helps in the pose
estimation of the query images.
3 Proposed Technique
The direct matching of 2D and 3D descriptors in our
technique provides a way to localize the position and
orientation of 2D query images in point clouds which
is not constrained by the method of point cloud gen-
eration, the type of 3D scanners used or the indoor
and outdoor nature of the environment.
At the core of our technique is a classifier,
called ‘Descriptor-Matcher’, which is used to match
the feature descriptors from 2D and 3D domain.
Descriptor-Matcher is composed of two stages:
coarse and fine. To train the Descriptor-Matcher, we
need a dataset of 3D points and their correspond-
ing pixel locations in the training images. It is im-
practical to manually create a dataset of matching
2D and 3D points, especially for large scales. To
overcome this issue, we propose a method to auto-
matically collect a large number of matching 3D and
2D points and their corresponding descriptors from
a point cloud and a given set of 2D training images.
The trained Descriptor-Matcher can then be used to
localize a 2D query image in the point cloud.
3.1 Extraction of Key-points and Feature
Descriptors
Let us assume a dataset with N number of training
images with known ground truth poses. Let PCd be
the point cloud in which the query images need to be
localized:
PCd =
Np⋃
i=1
(xi, yi, zi) (1)
where
⋃
is the union operator, Np is the number of
points in the point cloud and (xi, yi, zi) are the Carte-
sian coordinates of the ith point of the point cloud.
Nowadays, most of the 3D sensors can produce RGB
images with ground truth camera positions relative
to the generated point clouds. In case such informa-
tion is not available, Multi View Stereo [Scho¨nberger
et al., 2016] can be used to generate ground truth
camera poses for the training images as explained in
[Nadeem et al., 2019].
To create the dataset for training, we first use
methods designed for point clouds to extract 3D key-
points and feature descriptors from the point cloud
PCd [Rusu and Cousins, 2011; Guo et al., 2014].
This results in a set of 3D keypoints:
keys3D =
N3⋃
j=1
(xj , yj , zj) (2)
and their corresponding 3D descriptors:
desc3D =
N3⋃
j=1
(u1j , u
2
j , u
3
j , ...u
p
j ) (3)
where (u1j , u
2
j , u
3
j , ...u
p
j ) is the p dimensional 3D de-
scriptor of the jth 3D keypoint with Cartesian co-
ordinates (xj , yj , zj), and N3 is the number of the
detected keypoints in the dense point cloud.
Similarly, we use keypoint and descriptor extrac-
tion methods specific for images to get a set of 2D
keypoints keys2d and feature descriptors desc2d for
each training image:
keys2Dn =
N2n⋃
k=1
(x˜k,n, y˜k,n) (4)
desc2Dn =
N2n⋃
k=1
(v1k,n, v
2
k,n, v
3
k,n, ...v
q
k,n) (5)
where N2n is the number of the detected key-
points in nth image. x˜k,n and y˜k,n are the hori-
zontal and vertical pixel coordinates, respectively,
of the kth keypoint in the nth training image and
(v1k,n, v
2
k,n, v
3
k,n, ...v
q
k,n) is the q dimensional 2D de-
scriptor of that keypoint.
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3.2 Dataset Generation
3.2.1 Back ray Tracing
To calculate the distance between 2D and 3D key-
points, we need to either project the 3D keypoints
onto the 2D image or the 2D keypoints onto the 3D
point cloud. Projecting the 2D keypoints will involve
the voxelization of the point cloud which is a com-
putationally expensive process compared to its alter-
native (i.e., back ray tracing) for the task at hand.
Therefore, for each image in the training set, we use
the intrinsic and extrinsic matrix of the camera to
trace back rays from the 3D key points keys3d on
the image. Mathematically, back ray tracing can be
represented through the following equation:[
sˆj,n xˆj,n, sˆj,n yˆj,n, sˆj,n
]tr
=[
Kn
][
Rn|Tn
][
xj , yj , zj , 1
]tr
∀j = 1, 2, 3, ..., N3
(6)
Where Kn is the intrinsic matrix of the camera, Rn
is the rotation matrix and Tn is the translation vector
for the conversion of points from world coordinates
to camera coordinates for the nth image. The tr su-
perscript denotes the transpose of a matrix. The xˆj,n
and yˆj,n are the horizontal and vertical pixel coordi-
nates, respectively, of the projected 3D keypoint on
the nth image and sˆj,n is the depth of the 3D keypoint
from the camera. We keep only those projected key-
points that are within the boundaries of the image
and have a positive depth value so that they are in
front of the camera:
Θn =
⋃
(xˆj,n,yˆj,n, sˆj,n) s.t. (0 < xˆj,n < img wn)
and (0 < yˆj,n < img hn) and (sˆj,n > 0)
∀ j = 1, 2, 3, ..., N3
(7)
Where img wn and img hn are the width and height
of the nth image, respectively. However, as key-
points are extremely sparse, it is possible that points
from the areas of the point cloud that are not visible
in the image, get projected on the image. For exam-
ple, if the camera is looking at a wall at a right angle
and there is another wall behind the first one, then
it is possible that the keypoints detected on the back
wall get projected on the image. Theses false projec-
tions can create problems during the training of the
Descriptor-Matcher as they result in the matching of
locations between images and point clouds which are
not the same and increase the number of false posi-
tives. Figure 3 shows examples of false projections
of 3D keypoints from locations in point cloud which
are not visible in the 2D image.
3.2.2 Depth Block Filtering
To overcome this problem, we devised a strategy
based on the 3D points of the point cloud PCd,
called Depth Block Filtering. Similar to the 3D key-
points, we back trace the points in PCd to the image
with the help of the intrinsic matrix of the camera,
Kn, and the augmented matrix created by appending
the rotation matrix Rn with the translation vector Tn
to get the pixel coordinates of the 3D points:
[
sˆi,n xˆi,n, sˆi,n yˆi,n, sˆi,n
]tr
=[
Kn
][
Rn|Tn
][
xi, yi, zi, 1
]tr
∀i = 1, 2, 3, ..., Np
(8)
where xˆi,n and yˆi,n are the horizontal and verti-
cal pixel coordinates, respectively, of the projected
points of the 3D point cloud on the nth image and
sˆi,n is the depth of the projected point from the cam-
era. We filter out all those points that are outside the
boundaries of the image and behind the camera i.e.,
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those with a negative depth value sˆi,n.
Γn =
⋃
(xˆi,n,yˆi,n, sˆi,n) s.t. (0 < xˆi,n < img wn)
and (0 < yˆi,n < img hn) and (sˆi,n > 0)
∀ i = 1, 2, 3, ..., Np
(9)
We convert the projected pixel values xˆi and yˆi
in Γn to whole numbers. Any duplicates in the re-
sulting set that have the same values for both xˆi and
yˆi are removed by keeping only those elements of
Γn which are closest to the position of the camera
i.e., among the duplicate pixel locations, we keep the
triple with the minimum value of sˆi. The depth val-
ues sˆi in Γn are then used to create a depth map for
the training image. Next, we use the generated depth
map to create blocks of size τ × τ pixels around the
locations of the triples in the set of projected 3D key-
points Θn. Finally, we filter out all the triples in Θn
whose depth values sˆj are greater than a threshold
ϕ in their respective depth block, where ϕ and τ are
constants. This strategy helps to cater not only for
wrong projections but also for any holes in the point
cloud as well. Figure 3 shows examples of the results
from depth block filtering.
3.2.3 Creating 2D-3D Correspondences
We then calculate the Euclidean distances between
the remaining projected points (xˆj,n, yˆj,n) in the set
of projections of 3D keypoints Θn and the 2D key-
points keys2Dn on the image. The pairs of 2D and
3D keypoints whose projections are within a speci-
fied distance α, measured in the units of pixels, are
considered as the matching pairs. In the case that
there are more than one 2D keypoints within the
specified distance of the projection of a 3D keypoint
or multiple 3D keypoints’ projections are close to a
2D keypoint, only the pair with the smallest distance
is considered for the dataset, i.e., we treat the match-
ing of keypoints as a one-to-one correspondence for
each image. Let ζn be the set of the pair of indices,
corresponding to the points of N3 and N2n, that are
within an error threshold α:
ζn =
⋃
(j, k) ∀ ||(xˆj − x˜k,n), (yˆj − y˜k,n)| | < α
where j = 1, 2, 3, ..., N3,
k = 1, 2, 3, ..., N2
(10)
We use ζn to create a matching set of 3D and 2D
points by retrieving the keypoints from keys3D and
keys2Dn according to the indexes. This process is
repeated for each training image and then the result-
ing sets of matching keypoints are concatenated to
create a dataset of matching 3D and 2D points for
the whole training set.
To obtain a dataset of corresponding 3D and
2D descriptors for the matching points, we retrieve
the corresponding descriptors for the 3D key-points
from desc3D and the 2D descriptors from desc2D.
It is to be noted that in the resulting dataset, one 3D
descriptor can correspond to multiple 2D descriptors
as one 3D keypoint can appear in multiple images of
the same place taken from different poses.
3.3 Training
The generated dataset of corresponding 2D and 3D
features is used to train the Descriptor-Matcher. The
Descriptor-Matcher is composed of two stages: a
coarse matcher and a fine matcher, connected in
series (see Figure 2). The two stages allow the
Descriptor-Matcher to maintain both a high precision
and computational efficiency at the same time, as ex-
plained in Section 3.4. We evaluated several differ-
ent classifiers for the coarse and fine stages including
multi-layer fully connected Neural Networks Khan
et al. [2018], Support Vector Machines with differ-
ent kernels, Nearest Neighbour Classifiers with dic-
tionary learning and Discriminant Analysis. How-
ever, we empirically found that Classification Tree
9
(a) (b)
(c) (d)
Figure 3: Examples of results from Depth Block Filtering (DBF). Due to the sparse nature of 3D keypoints,
even the points occluded from the camera get projected by back ray tracing e.g., keypoints occluded by
the fridge in (a) and (b) and points from around the shop in (c) and (d). Depth Block Filtering effectively
removes the occluded keypoints and only retains the keypoints in the direct line of sight of the camera. Left
column: Snapshot of sections from point clouds with 3D keypoints (red + green) that get projected on a
training image. Right column: Image with the projected locations of 3D keypoints. Red points: Keypoints
removed by DBF as occluded points. Green points: Keypoints retained by DBF. See Section 3.2.2 for
details of DBF.
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[Breiman et al., 1984] performs best for the coarse
stage of the matcher, while for the fine stage only
Random Forest classifier [Breiman, 2001] produces
suitable results. Moreover, these classifiers have bet-
ter robustness, speed, generalization capability and
ability to handle over-fitting for the task at hand.
We treat the problem of matching the descrip-
tors from images and point cloud as a binary clas-
sification problem. At the input of the Descriptor-
Matcher, we provide 2D and 3D descriptors, con-
catenated in the form of a (p+q)×1 vector. A positive
result at the output indicates that the concatenated
descriptors are from the same location in the image
and the point cloud, while a negative result shows
a mismatch. To split nodes in the classification tree
of coarse matcher, as well as in the trees in Random
Forest, we used Gini’s Diversity Index to measure
the impurity of nodes. The impurity criterion for our
case is defined as:
Gini′s index =
2× r+ × r−
(r+ + r−)2
(11)
where r+ and r− are the number of positive and neg-
ative samples, respectively, at any given node of a
tree. Consequently, an impure node will have a pos-
itive value for the splitting criterion, while a node
with only positive or only negative samples will have
Gini’s diversity index equal to zero.
To train the classifiers, the corresponding descrip-
tors of the matching 3D and 2D keypoints in the
generated dataset (Section 3.2) were concatenated to
create positive training samples. For the negative
samples, we concatenated the 2D and 3D descriptors
of the non-matching points in the dataset. We de-
fine non-matching points as those pairs whose cor-
responding locations in the point cloud are at least
a distance β apart. However, with the increase in
the scale of the point cloud, it is possible that there
are regions with similar appearance at different loca-
tions in the point cloud. This is particularly a con-
cern for indoor scenarios, where there are compar-
atively more bald regions and repeated structures.
To overcome this problem we also ensured that the
Euclidean distance between the descriptors of non-
matching points is greater than a threshold γ. We
only used a randomly selected subset of the gener-
ated negative samples for training due to the large
number of possible one-to-one correspondences be-
tween non-matching pairs. We optimized the fine-
matcher for maximum precision to minimize the
number of false positives in the final matches.
3.4 Testing
At test time, we first extract key-points and descrip-
tors from the 2D query image that needs to be lo-
calized in the point cloud. Similarly, 3D keypoints
and descriptors are extracted from the point cloud,
if not already available. Then we concatenate the
2D descriptors of the query image and the 3D de-
scriptors of the point cloud in a one-to-one fashion
and use the two stage Descriptor-Matcher to find the
matching and non-matching pairs. The pairs of de-
scriptors are first tested by the coarse matcher and
only the pairs with positive results for matches are
passed to the fine-matcher. As the coarse matcher
is composed of a single classification tree, it greatly
reduces the number of pairs which need to be tested
by the fine matcher, at only a small computational
cost, thus greatly decreasing the prediction time of
the algorithm. Then, we retrieve the corresponding
keypoints for the descriptor pairs positively matched
by the fine-matcher and use them as matching loca-
tions from the image and the point cloud for pose
estimation.
However, just like any classifier, the output of
the Descriptor-Matcher contains some false positives
and the matched 3D and 2D points are not com-
pletely free of wrong matches. We use two condi-
tions to improve the descriptor matching. First, we
11
use the probability scores for a positive match (which
are in the range 0− 1) as the confidence value that a
2D descriptor and a 3D descriptor represent the same
locations in the quey image and the point cloud, re-
spectively. For a positive match, the predicted con-
fidence value must be greater than 0.5. Second, we
also use two-way matching to improve the reliabil-
ity of the matches. Specifically, based on the highest
prediction confidence, we find the closest matching
3D descriptor for each 2D descriptor, and the clos-
est matching 2D descriptor for each 3D descriptor.
For a 2D descriptor to be treated as a corresponding
pair for a 3D descriptor, the confidence value of the
predicted match must be greater than the confidence
value of that specific 2D descriptor matching with
any other 3D descriptor and vice versa.
To further filter out the false positives we use
the MLESAC [Torr and Zisserman, 2000] algorithm
along with the P3P [Gao et al., 2003] algorithm to
find the best set of points for the estimation of the
position and orientation of the camera for the query
image. MLESAC is an improved and more general-
ized algorithm compared to the traditional RANSAC
[Fischler and Bolles, 1981]. MLESAC generates the
tentative solutions in the same manner as RANSAC.
However, it produces a better final solution as, in ad-
dition to maximizing the number of inliers in the so-
lution, it uses maximum likelihood estimation based
on a Gaussian distribution of noise to minimize the
re-projection error between the 2D image and 3D
points [Torr and Zisserman, 2000]. Figure 2 shows
a block diagram of the steps involved to localize a
2D query image in a 3D point cloud. The predicted
pose of the camera can further be refined with the
application of the R1PPnP pose estimation algorithm
[Zhou et al., 2018] on the points identified as inliers
by the MLESAC algorithm to estimate the final po-
sition and viewing direction of the query camera in
the point cloud. The predicted pose information can
be used to extract the section of the point cloud that
corresponds to the query image for visualization pur-
poses (Figure 1).
4 Experiments and Analysis
To evaluate the performance of our technique, we
carried out extensive experiments on a number of
publicly available datasets. These include Shop Fa-
cade [Kendall et al., 2015], Old Hospital [Kendall
et al., 2015], Trinity Great Court [Kendall and
Cipolla, 2017], King’s College [Kendall et al., 2015]
and St. Mary Church [Kendall et al., 2015] datasets
from the Cambridge Landmarks Database for out-
door scenarios. To test the localization capability
of the proposed technique for indoor cases, we used
the Kitchen [Valentin et al., 2016] and Living Room
[Valentin et al., 2016] Datasets from the Stanford
RGB Localization Database and Baidu Indoor Lo-
calization Dataset [Sun et al., 2017].
In our experiments, SIFT key-points and descrip-
tors [Lowe, 2004] were extracted from the 2D query
images. For the point clouds, we used 3D SIFT
key-points [Rusu and Cousins, 2011] and 3D RIFT
descriptors [Lazebnik et al., 2005] to extract key-
points and feature descriptors, respectively. 3D SIFT
is a key-point extraction method designed for point
clouds, which is inspired from the 2D SIFT key-
point extraction algorithm [Lowe, 2004] for 2D im-
ages. The original 2D SIFT algorithm was adapted
for 3D point clouds by substituting the function of
intensity of pixels in an image with the principal cur-
vature of points in a point cloud [Rusu and Cousins,
2011].
We set the maximum distance between the im-
age keypoints and the projected 3D keypoints α =
5 pixels for the generation of positive samples. For
the formation of one-to-one pairs for negative sam-
ples, we set the minimum distance between the 3D
keypoints, β, to 0.5 and the minimum Euclidean dis-
12
tance between the 3D descriptors, γ to 0.3. To op-
timize the parameters for coarse and fine matchers,
we divided the generated dataset of corresponding
2D and 3D descriptors (see Section 3.2) into train-
ing and validation sets in the ratio of 8 : 2. Based on
the performance on the validation set, we used grid
search [Lerman, 1980] to fine tune the classification
cost and the maximum number of splits in a tree for
both coarse and fine matchers, as well as the number
of trees in the Random Forest. Finally, the complete
dataset of matching 2D and 3D features was used to
train the Descriptor-Matcher with the optimized pa-
rameters.
4.1 Evaluation Metrics
We use the positional and the rotational errors in the
predicted poses of the query images to evaluate the
performance of our technique. As such, the posi-
tional error is calculated as the Euclidean distance
between the ground truth and the predicted positions
of the query camera in the 3D point cloud:
position error= ||(xg − xe), (yg − ye), (zg − ze)||
(12)
where (xg, yg, zg) and (xe, ye, ze) are the ground
truth and estimated positions of the query image’s
camera in the 3D point cloud, respectively.
For the estimation of the rotational error, we cal-
culated the minimum angle between the viewing di-
rections of the predicted and the ground truth cam-
eras for the 2D query image. If the predicted rotation
matrix is represented by Re and the ground truth ro-
tation matrix is Rg, then the rotational error φ in de-
grees can be calculated as follows:
φ =
pi
180
× cos−1( trace(Rg ×R
tr
e )− 1
2
) (13)
4.2 Outdoor Datasets
We used the datasets from the Cambridge Land-
marks Database [Kendall et al., 2015; Kendall and
Cipolla, 2017] to test the localization performance of
the proposed method in the outdoor scenarios. The
images in these datasets were captured at different
times under different lighting and weather conditions
and contain a lot of urban clutter which increases the
challenges for precise localization of camera poses.
As the Cambridge Landmarks Database does not
contain dense point clouds, we used the COLMAP’s
Multi View Stereo Pipeline [Scho¨nberger et al.,
2016] to generate dense point clouds for these
datasets. Table 1 reports the median errors for the
estimated positions and orientations of the cameras
for the query images for the outdoor datasets. We
also report the percentile errors for the 25%, 50%,
75% and 90% of the query images in these datasets
for the estimated camera poses.
4.2.1 Shop Facade Dataset
The Shop Facade Dataset [Kendall et al., 2015] from
the Cambridge Landmarks Database is composed of
the images of the intersection of two streets in Cam-
bridge. The images mainly focus on the shops at the
intersection. It covers an area of more than 900 m2.
It contains a total of 334 images with 103 images in
the query set. We used the standard train-test split as
defined by the authors of the dataset. Our proposed
technique was able to localize all the images in the
query set.
4.2.2 Old Hospital Dataset
The Old Hospital dataset [Kendall et al., 2015] con-
tains 1077 images. There are 182 query images in the
train-test split defined by the dataset’s authors. The
dataset covers an area of 2000 m2. This dataset suf-
fers particularly from the challenges of repetitive pat-
13
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terns, as well as high symmetry due to similar con-
structions on both sides of the centre of the building.
The localization results are shown in Table 1.
4.2.3 St. Mary Church Dataset
The St. Mary Church Dataset [Kendall et al., 2015]
is composed of 2017 images of the Great St. Mary
Church in Cambridge. It encompasses an area of
4800 m2. Many of the images contain occlusions
caused by pedestrians and other urban clutter due to
which it becomes challenging to localize images in
the 3D point cloud. We used the query set defined by
the authors of the dataset which contains 530 images
for the evaluation of our technique, while the remain-
ing 2D images were used to train the Descriptor-
Matcher. Our technique successfully localized all the
images in the query set.
4.2.4 King’s College Dataset
This dataset covers the location and building of the
King’s College, which is one of the constituent col-
leges of the University of Cambridge [Kendall et al.,
2015]. It consists of 1563 images captured with the
camera of a smart phone. King’s College covers an
area of more than 5600 m2. We used the train-query
split of images defined by the authors of the dataset.
There are 343 images in the query set. Table 1 shows
the results of our technique on the dataset.
4.2.5 Trinity Great Court Dataset
Trinity Great Court is the main court (courtyard)
of Trinity College, Cambridge. It is one of the
largest enclosed courtyards in Europe with an area of
8000 m2. The train and test sets consist of 1532 and
760 number of images, respectively [Kendall and
Cipolla, 2017]. The proposed technique successfully
localized all the images in the dataset.
4.3 Indoor Datasets
Most of the pose estimation techniques in the litera-
ture have either been evaluated only for outdoor sce-
narios or for very small indoor scenes (e.g. tested
for a maximum volume of 6m3 on Seven Scenes
Database [Shotton et al., 2013] ). Indoor localiza-
tion of images is a more challenging problem com-
pared to the outdoor settings [Sun et al., 2017]. Due
to similar items (e.g., furniture) and the same con-
struction patterns (e.g., cubicle shape of rooms, sim-
ilar patterns on floor or ceiling, stairs), it is possi-
ble that different regions of the building look very
similar, which greatly increases the possibility of
wrong matches and incorrect camera pose estima-
tion. On the other hand, indoor localization is a more
useful application of image localization as many of
the traditional localization methods, such as GPS
based localization, do not work properly in indoor
settings. To evaluate the performance of our tech-
nique on practical indoor localization scenarios, we
used the Kitchen and Living Room Datasets from
the Stanford RGB Localization Database [Valentin
et al., 2016] and Baidu Indoor Localization dataset
[Sun et al., 2017]. Table 2 shows the median posi-
tional and rotational errors along with the percentile
errors for the intervals of 25%, 50%, 75%, and 90%
data on the indoor datasets.
4.3.1 Kitchen Dataset
This dataset contains RGB images and a 3D model of
a Kitchen in an apartment. It is part of the Stanford
RGB Localization Database [Valentin et al., 2016]. It
covers a total volume of 33m3. The 2D images and
the 3D point cloud were created with a Structure.io1
3D sensor coupled with an iPad. Both sensors were
calibrated and temporally synced. We randomly se-
lected 20% of the images for the query set while used
1https://structure.io/structure-sensor
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the remaining images for training the Descriptor-
Matcher. Our technique successfully localized all
the query images in the 3D model with high accu-
racy. We were able to estimate the 6-DOF poses of
more than 90% of the images with errors less than 4
cm and withing a degree, as shown in Table 2.
4.3.2 Living Room Dataset
The Living Room Dataset is part of the Stanford
RGB Localization Database [Valentin et al., 2016]
and comprises the 3D model and 2D images of a liv-
ing area in an apartment with a total volume of 30m3.
This dataset was also captured with a combination of
Structure.io sensor and iPad cameras. For the quan-
titative evaluation on this dataset, 20% of the images
were randomly held out for query set, while the re-
maining images were used for the training set. We
were able to localize all the images in the query set
with more than 90% localizations within a 5 cm error
(Table 2).
4.3.3 Baidu Indoor Localization Dataset
The Baidu Indoor Localization Dataset [Sun et al.,
2017] is composed of a 3D point cloud of a multi-
storey shopping mall created with the scans from
a LIDAR scanner and a database of images with
ground truth information for camera positions and
orientations. The 3D point cloud contains more than
67 million points. Figure 4 shows different views
of the point cloud of the mall. The images in the
dataset are captured with different cameras and smart
phones and at different times which increases the
complexity of the dataset. Moreover, many of the
images contain occlusions due to the persons shop-
ping in the mall. We randomly selected 10% of the
images for the query set, while the remaining im-
ages were used for the training set. Our technique
successfully localized 78.2% of the images in the
query set. Despite the challenges of the dataset, we
achieved a median pose estimation error of 0.69 m
and 2.3 degrees as shown in Table 2.
4.4 Comparison with Other Approaches
The proposed technique for image localization in
point clouds is based on a novel concept of directly
matching the descriptors extracted from images and
point clouds. The SfM based techniques are based
on the matching of 2D features and require the point
cloud to be generated from SfM pipeline. On the
other hand, our technique can work with point clouds
created with any 3D scanner or generated with any
method and has no dependency on any information
from SfM.
The network based regression methods train di-
rectly to regress the poses of the images. However,
this causes the networks to over-fit on the ground
truth poses. Therefore at test time, they only pro-
duce good results for the images with poses close to
the training ones [Sattler et al., 2019]. In our tech-
nique, training of the Descriptor-Matcher is carried
out on the feature descriptors with no information of
the poses or the location of the points. This ensures
that the Descriptor-Matcher does not over-fit on the
training poses, rather it learns to find a mapping be-
tween the 2D and 3D descriptors. The final pose esti-
mation is based on the principles of geometry which
produce better pose estimates compared to end-to-
end trained methods [Sattler et al., 2019]. Therefore,
the proposed method benefits from the non-reliance
on SfM pipeline like the network based methods, as
well as the ability to use geometry based pose esti-
mation similar to the SfM based methods.
For quantitative analysis, we provide a compari-
son of our results with the state-of-the-art methods
for camera pose localization on the common datasets
between the various approaches. We compare the
median values of errors in the estimation of camera
16
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(a) Top view
(b) Side view
Figure 4: Different views of the point cloud of the shopping mall from Baidu Indoor Localization Dataset
[Sun et al., 2017]. The large scale and repetitive structures in the dataset make it extremely challenging to
localize 2D images in the point cloud compared to other indoor datasets.
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position and rotation on the outdoor datasets of Cam-
bridge Landmarks Database [Kendall et al., 2015], as
mostly only the median errors are reported by other
methods. The results of the compared methods are
not available for Baidu Indoor Localization Dataset
or Stanford RGB Localization Database. Our pro-
posed method achieved competitive or superior lo-
calization accuracy to the state-of-the-art methods
for 6-DOF pose estimation on all the datasets. Table
3 shows the median values for position and rotational
errors of our technique compared to other prominent
methods.
5 Conclusion
This paper proposed a novel method to directly
match descriptors from 2D images with those from
3D point clouds, where the descriptors are extracted
using 2D and 3D feature extraction techniques, re-
spectively. We have shown that direct matching of
2D and 3D feature descriptors is an unconstrained
and reliable method for 6-DOF pose estimation in
point clouds. Our approach results in a pipeline
which is much simpler compared to SfM or net-
work based methods. Extensive quantitative eval-
uation has demonstrated that the proposed method
achieved competitive performance with the state-of-
the-art methods in the field. Moreover, unlike SfM
based techniques, the proposed method can be used
with point clouds generated with any type of 3D
scanners and can work in both indoor and outdoor
scenarios.
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