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Abstract. The polynomial NARMAX (Nonlinear AutoRegressive Moving Average model
with eXogenous input) is a model that represents the dynamics of physical systems. This
polynomial contains information from the past of the inputs and outputs of the process,
that is, it is a recursive model. In digital computers this generates the propagation of the
rounding error. Our procedure is based on the estimation of the maximum value of the
lower bound error considering an arbitrary number of pseudo-orbits produced from different
natural interval extensions, and a posterior Lyapunov exponent calculation. We applied
successfully our technique for two identified models of the systems: sine map and Duffing-
Ueda oscillator.
Keywords. Polynomial NARMAX, Lower Bound Error, Natural Interval Extension, Inter-
val Arithmetic.
1 Introduction
System identification is one of the most consolidated and relevant fields of study in
science. One of the aims of this science is to obtain mathematical models analogous to
the phenomena observed in nature. By analogous systems is meant a system capable of
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2reproducing the characteristics observed in nature. With the identification of systems it is
possible to model and investigate systems in an attempt to find some pattern in the obser-
vations [1,3]. To identify a system, is necessary to assume a model capable of representing
the linear and nonlinear characteristics of the system. Models are mathematical equa-
tions that try to describe an approximation of the real system. In the literature there are
several ways to identify the same system [10]. Different mathematical and computational
representations are used, it can be mentioned the neural networks, fuzzy logic, NARMAX
(Nonlinear AutoRegressive Moving Average model with eXogenous input) models, among
others. The representation of nonlinear systems can be obtained by means of the polyno-
mial NARMAX [4]. The nonlinear NARMAX polynomials are linear in the parameters,
which allows the use of parameter estimation algorithms for linear models [5]. This math-
ematical representation can be seen as a well-organized recursive function in which the
parameters are cautiously chosen [5].
In general, little attention has been given to the propagation of error in the area of
system identification, especially in situations that present the polynomial NARMAX. One
of the first works related to this subject was [8]. The authors have presented a theorem to
estimate the lower bound error for the polynomial NARMAX. In that work, two pseudo-
orbits from two different interval extensionswere used to estimate the lower bound error.
And in [9], it was found that the basin of attraction and the invariant distribution were
not preserved, the authors shows that from two natural interval extensions may result
in differents trajectories, using the lower bound error. Thus, this work aims to estimate
the lower bound error for n pseudo-orbits derived from n different interval extensions.
The proposed method is applied in two identified models of the systems: sine map and
Duffing-Ueda oscillator. Afterwards, the Lyapunov exponent, which is a parameter that
characterizes the attractor dynamics. It measures the rate of divergence of neighboring
orbits within the attractor, quantifying the dependence or sensitivity of the system relative
to the initial conditions [11], is calculated and compares this result with the present in the
literature for the method presented here and for the one proposed by [6].
The rest of the paper is organized as follows. In Section 2 we recall some preliminary
concepts of lower bound error and representation the nonlinear systems. Then, in Section
3, we present the developed method. Section 4 is devoted to present the results, then the
final remarks are given in Section 5.
2 Preliminary concepts
2.1 The polynomial NARMAX
The NARMAX model is a representation for nonlinear systems. This model can be
represented as [4]
y(k) = F l
[
yk-1, · · · , yk-ny , uk-1, · · · , uk-nu , ek-1, · · · , ek-ne
]
+ ek, (1)
where yk, uk e ek are, respectively, the output, the input and the noise terms at the discrete
time n ∈ N. The parameters ny, nu e ne are their maximum lag. And F ` is a nonlinear
function of degree `.
32.2 Recursive functions
In recursive functions is possible to calculate the state xn+1, at a give time, from an
earlier state xn
xn+1 = f(xn), (2)
where f is a recursive function and xn is a function state at the discrete time n. Given
an initial condition x0, successive applications of the function f it is possible to know the
sequence {xn}. This sequence can be represented by {xn} = [x0, x1, · · · , xn] and is defined
as an orbit.
Using the computer to calculated the recursive functions, numeric errors are propa-
gated during successive calculations, then the true orbit is not calculated but a represen-
tation of the same that is called pseudo-orbit.
{xˆi,n} = [xˆi,0, xˆi,1, · · · , xˆi,n] such that |xn − xˆi,n| ≤ δi,n (3)
where δi,n ∈ R is an error and δi,n ≥ 0. So, we may define an interval associated with
each value of a pseudo-orbit Ii,n = [xˆi,n − δi,n , xˆi,n + δi,n]. Thus
xn ∈ Ii,n for all i ∈ N. (4)
2.3 Natural interval extension
The natural interval extension is achieved by changing the sequence of arithmetic
operation [7], that is, the extensions are mathematically equivalents.
Furthermore, two extension which algebraically is the same function may not be equiv-
alent in interval arithmetic.
2.4 Lower bound error
The lower bound error was proposed by [8]. It is a practical tool capable of increasing
the reliability of the computational simulation of dynamic systems.
Theorem 1. Let two pseudo-orbits {xˆa,n} and {xˆb,n} derived from two interval extensions.
Let δα,n = |xˆa,n − xˆb,n|/2 be the lower bound error of a map f(x), then δa,n ≥ δα,n or
δb,n ≥ δα,n.
The proof of this theorem can be found in [8].
3 Methods
This section is an extension of the work of [8]. The authors developed the Lower
bound error theorem for two pseudo-orbits from two different interval extensions. But, for
a same map may exist more than two natural interval extensions, so the objective is to
investigate the behavior of the natural interval extensions in the computer, exploring the
effect of interval dependence, due to the repeated presence of a same interval variable in
an algebraic expression, then check on the lower bound error of the pseudo-orbits derived
4from the different natural interval extensions and calculate the Lyapunov exponent of the
lower bound error from n pseudo-orbits and compare this value. It was clear that the
function has more than two extensions, that is, can be rewritten in different ways.
The proposed method can be summarized in the following steps:
1. Choose the natural interval extensions;
2. Calculate the sequence of points of each system from the chosen extensions;
3. Determine the lower bound error from the combination of two functions;
4. Determine the maximum lower bound error;
5. Calculate the Lyapunov exponent and compare the result with the present in liter-
ature.
3.1 Generalization of the lower bound error
The generalization of the lower bound error is presented in the following theorem.
Theorem 2. Let an arbitrary number k ∈ Z+ of pseudo-orbits derived from interval
extensions. ζn =
max |(xˆi,n − xˆj,n)|
2
is the lower bound error, subject to i 6= j, i, j ∈ N,
i ≤ k and j ≤ k.
Proof. The proof is conducted by reduction ad absurdum. Conversely, let the distance
between two pseudo-orbit given by γn = |(xˆi,n− xˆj,n)| and let us assume that it is possible
to have a lower bound error described by
βn <
max |(xˆi,n − xˆj,n)|
2
.
Then, Ii,n = [xˆi,n − βi,n , xˆi,n + βi,n] and Ij,n = [xˆj,n − βj,n , xˆj,n + βj,n],
for all i and j. If it is true, considering the two pseudo-orbits, let us say, a and b, for
which we have maximum distance between them, it implies that Ia,n ∩ Ib,n = ∅ which is a
contradiction. And that completes the proof.
It is clear that for the case of two pseudo-orbits, this theorem is equivalent to that one
proposed by [8].
4 Results
In this section, we present the lower bound error applied for two case studies, which
exhibit nonlinear dynamics. We select some natural interval extensions that are equivalent.
The two chosen models are for the systems sine map and Duffing-Ueda and all routines are
performed in Matlab R2016a in a double precision. We used a computer with a processor
Dual core @ 2.7GHz and a Windows 8.1 Professional operating system.
54.1 Sine map
A unidimensional sine map is defined as
xn+1 = α sin(xn), (5)
where α = 1.2pi. A polynomial NARMAX identified for this system is given by [10]
yn+1 = 2.6868yn − 0.2462y3n. (6)
Let us consider four equivalent interval extensions of the model 6:
F (Xn) = 2.6868Xn − 0.2462X3n, (7)
G(Xn) = 2.6868Xn − (0.2462Xn)X2n, (8)
H(Xn) = 2.6868Xn − 0.2462XnXnXn, (9)
L(Xn) = Xn(2.6868− 0.2462XnXn). (10)
Equations (7)-(10) are mathematically equivalent, but they represent a different sequence
of arithmetic operations. These extensions were simulated using X0 = 0.1 as an initial
condition. Figure 1(a) shows the evolution of the maximum lower bound error for the
sime map and still shows the Lyapunov exponent associated with these extensions using
the method developed in [6]. The literature indicates a Lyapunov exponent equals to 1.15
bits/s [10]. It is clear that the result presented in Figure 1(a) is in good agreement.
4.2 Duffing-Ueda
Considering a damped, periodically forced nonlinear Duffing-Ueda oscillator [3]:
d2y
dt2
+ k
dy
dt
+ µy3 = A cos(t). (11)
where µ is the cubic stiffness parameter, k is a linear damping and A is the amplitude of
excitation. A polynomial NARMAX for the Duffing-Ueda oscillator was identified by [2].
yn+1 = 2.1579yn − 1.3203yn−1 + 0.16239yn−2 + 0.0003416un + 0.001963un−1
−0.0048196y3n + 0.003523y2nyn−1 − 0.0012162ynyn−1yn−2 + 0.0002248y3n−2 (12)
where u = A cos(kTs), n ∈ N and Ts = pi/60. Let us consider four interval extensions of
Eq. (12):
F (Xn) = 2.1579Xn-1.3203Xn-1 + 0.16239Xn-2 + 0.0003416Un + 0.001963Un-1
−0.0048196X3n + 0.003523X2nXn-1-0.0012162XnXn-1Xn-2 + 0.0002248X3n-2 (13)
G(Xn) = 0.0003416Un + 0.001963Un-1 + 2.1579Xn-1.3203Xn-1 + 0.16239Xn-2
−0.0048196X3n + 0.003523X2nXn-1 − 0.0012162XnXn-1Xn-2 + 0.0002248X3n-2 (14)
H(Xn) = 0.0003416Un + 0.001963Un-1 + 2.1579Xn − 1.3203Xn-1 + 0.16239Xn-2 − 0.0048196X3n
+0.003523X2nXn-1 − 0.0012162XnXn-1Xn-2 + 0.0002248Xn-2Xn-2Xn-2 (15)
L(Xn) = 2.1579Xn − 1.3203Xn-1 + 0.16239Xn-2 + 0.0003416Un + 0.001963Un-1 − 0.0048196Xn
XnXn + 0.003523X
2
nXn-1 − 0.0012162XnXn-1Xn-2 + 0.0002248X3n-2 (16)
6Figure 1(b) shows the evolutions of the maximum lower bound error for the Duffing-Ueda
oscillator with the Lyapunov exponent associated. This largest Lyapunov was calculated
by method developed in [6] with value 0.1202 for the maximum of the pseudo-orbits. On-
cemore, the computation are in good agreement with the values found in literature, which
for this model was calculated in 0.115 [2].
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Figure 1: Evolution of the maximum lower bound error.
5 Conclusion
The errors present in numerical simulations can lead to an erroneous result that does
not correspond to the real situation of the problem. These errors can be of the repre-
sentation of the model, of the insertion of data, of the numerical algorithm, due to the
simplifications, of truncation, of rounding and among others. Thus, some methods have
been proposed in order to measure these error, but they are complex from the computa-
tional point of view and from the mathematical approximation.
We presented a method to calculate a lower bound error for free-run simulation of
the polynomial NARMAX. Our method is based on the comparison of k pseudo-orbits of
the same models, but derived from different extension intervals. It makes use of recursive
functions, which increases the relevance of this observation.
The methodology was applied in two cases, which are examples of identified systems
obtained from literature, by means of the polynomial NARMAX. The sine map and Duff-
ing Ueda oscillator are well known chaotic systems and have been identified using the
polynomial NARMAX.
When we compare k pseudo-orbits that are equivalent from the point of view of interval
analysis, we proved a theorem that the maximum distance of the pseudo-orbits is greater
than the distance of two pseudo-orbits. This maximum value represents a small difference
respect to the lower bound error for two pseudo-orbits, but reduces the lower bound error.
To prove this statement, the Lyapunov exponent was calculated for the maximum lower
7bound error, and in both models (sine map and Duffing-Ueda) the result was very close
and in good agreement with values calculated in literature.
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