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Abstract. Recursive stochastic algorithms have gained significant attention in the recent past due to data
driven applications. Examples include stochastic gradient descent for solving large-scale optimization
problems and empirical dynamic programming algorithms for solving Markov decision problems.
These recursive stochastic algorithms approximates certain contraction operators and can be viewed
within the framework of iterated random maps. Accordingly, we consider iterated random maps
over a Polish space that simulates a contraction operator over that Polish space. Assume that the
iterated maps are indexed by n such that as n→∞, each realization of the random map converges
(in some sense) to the contraction map it is simulating. We show that starting from the same initial
condition, the distribution of the random sequence generated by the iterated random maps converge
weakly to the trajectory generated by the contraction operator. We further show that under certain
conditions, the time average of the random sequence converge to the spatial mean of the invariant
distribution. We then apply these results to logistic regression, empirical value iteration, empirical
Q value iteration, and empirical relative value iteration for finite state finite action MDPs.
Key words. Stochastic Gradient Descent, Empirical Dynamic Programming, Constant Stepsize Q learning,
Iterative Random Maps, Feller Markov Chains
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1. Introduction. There has been a surge of interest in using randomization to reduce
computational burden in machine learning and reinforcement learning. For instance, in train-
ing neural networks with a large amount of data, stochastic gradient descent is frequently
employed instead of the usual gradient descent. In data-driven Markov decision problems, em-
pirical dynamic programming has been employed to determine approximately optimal policies
and value functions. In these algorithms, instead of computing the expected value of certain
functions at each step of the iteration, one computes the empirical expected value that is
rather easy to compute if enough data is available. This simple trick reduces the runtime to
determine reasonably good solution.
It turns out that the outputs of these stochastic recursive algorithms (SRAs) can be viewed
as Markov chains. Indeed, if the parameters of the algorithm do not change with iteration, then
the SRAs can be thought of as an iterated random map acting onto certain Euclidean spaces.
For instance, in case of stochastic gradient descent, if the learning rate remains constant, data
samples picked at every iteration are i.i.d., and the number of data samples remain constant,
then each step of the stochastic gradient descent algorithm is a random map. To see this, let
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us consider the problem of minimizing a sum of N functions, Li : Rn → R, i = 1, . . . , N :
min
x∈Rn
L(x) =
1
N
N∑
i=1
Li(x).
In usual gradient descent, one fixes a learning rate β > 0, and runs the iteration
yk+1 = yk − β∇xL(yk) =: T (yk),
where we used T : Rn → Rn to denote the exact gradient descent map. In stochastic gradient
descent, the map applied at every step of the algorithm changes. At time step k of the
stochastic gradient descent algorithm, let Nk := {i1, . . . , in} be the set of n indices that are
sampled independently and uniformly from the set of all indices {1, . . . , N}. Then, we have
zˆnk+1 = zˆ
n
k −
β
n
∑
i∈Nk
∇xLi(zˆnk ) =: Tˆnk (zˆnk ).
Since the set of (random) indices Nk is i.i.d., the map Tˆnk is independent of the past maps
and is “identically distributed”. This implies that the (random) sequence (zˆnk )k∈N is a Markov
chain. It should also be noted that the exact gradient descent map T and stochastic gradient
descent map Tˆnk are related. We will make this relation precise in the sequel.
A similar setup is considered in empirical dynamic programming for dynanic decision
process. Consider a controlled process in which s is the state of a system and a is the action
of the decision maker. Let p(s′|s, a) denote the transition probability of the next state being
s′ given the current state s and action a. In many dynamic programming equations, one needs
to compute E [v(s′)|s, a], where v is some real-valued function of the state. If there is enough
data, one can replace E [v(s′)|s, a] with its “empirical” average, 1n
∑n
i=1 v(s
′
i), where {s′i}ni=1
are n samples of the next state given that the current state-action pair is (s, a).
In empirical dynamic programming, if the number of samples of the next state given the
current state and action remains the same throughout the runtime, then the algorithm can be
viewed as an iterated random map. This idea can be applied to value iteration or Q learning
algorithms for Markov decision problem (MDP), and it is called empirical value iteration
or empirical Q value iteration, respectively. In the process, the sequence of value functions
output by empirical value iteration, or the sequence of Q functions output by empirical Q value
iteration, forms a Markov chain. Thus, in order to understand the convergence properties
of such empirical processes, we can leverage the corresponding results available for Markov
chains. Indeed, this yields insights that were unknown heretofore.
1.1. Our Contribution. The primary contribution of this paper is to conceptually unify
the convergence analysis of certain SRAs in optimization, machine learning, and reinforce-
ment learning using the tools from Markov chain. This is achieved by leveraging several
results available for convergence and stability for Feller Markov processes. Specifically, our
contributions are:
1. We derive sufficient conditions on the random operators and its relationship to the
exact operator so that the distributions over the sequence (zˆnk )k∈N output by the SRA
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converges in weak* topology to the unit mass over the trajectory (yk)k∈N output by
the exact algorithm as the parameter n→∞. We show that these sufficient conditions
are satisfied in sufficiently general class of problems encountered in stochastic gradient
descent for strongly convex functions, empirical dynamic programming for MDPs with
discounted cost and average cost criteria, and empirical Q value iteration.
2. We show that the Markov chain generated by many SRAs satisfy weak Feller property,
that is, if f is a continuous and bounded function, then zˆn0 7→ E [f(zˆn1 )|zˆn0 ] is also a
continuous and bounded function. The existence (and in some case, the uniqueness) of
invariant measure of Feller Markov chains has been presented in [8]. We apply these
results to conclude that under some reasonable assumptions, the chains generated
by stochastic gradient descent and empirical dynamic programming algorithms admit
invariant distributions. In certain cases, we can show that this invariant distribution
is unique.
3. The results on existence of invariant distributions is then used to show that the time
average of the Markov chain converges in probability to the mean value of the invariant
distribution. This part leverages the law of large numbers for Markov chains, presented
in [34].
We complement the theoretical contributions with extensive numerical simulations of var-
ious SRAs. The fact that these remarkable results can be proved with little effort has not
been explored in the existing literature.
While we present complete proofs of two of our main results stated here, we admit that
most of the proofs follow somewhat standard arguments available in many texts. The need
for presenting the complete proofs are twofolds: Our hypotheses differ in some ways from the
hypotheses presented in the standard texts and papers. Moreover, to construct the complete
proofs using these texts under our hypotheses require substantial effort on the part of the
reader. To ease this burden, we chose to furnish the complete proofs using the notation
adopted here.
1.2. Previous Work. Convergence proofs of randomized optimization and learning algo-
rithms are usually obtained from specifically tailored arguments, which are not usually general-
izable to other settings. For instance, the convergence of stochastic gradient descent, stochastic
variance reduction gradient descent (SVRG), and stochastic average gradient (SAG) descent
follow completely different, and often involved, sequence of arguments [9, 6, 27, 19, 36, 13].
The argument usually starts with identifying some conditions on the functions, such that for
every iteration k, one can upper bound L(zˆnk )−L(x∗) (where we used the notation introduced
above) by a function that decays as k grows. These tailored methods usually also yield the
convergence rates specific to those algorithms. It would be conceptually elegant to determine
a set of more general conditions which can be readily applied to these algorithms and many
of its variants to establish the convergence guarantee.
Stochastic approximation method is one such elegant theory [29, 7]. For instance, it is
well known that if the sequence of learning rate is not summable but square summable, then
under reasonable assumptions on the loss function, stochastic gradient descent and distributed
asynchronous gradient descent methods converge almost surely to the optimal solution [39,
15, 16]. In fact, stochastic approximation methods also yield convergence of reinforcement
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learning algorithms to the optimal value function [24, 40, 4] and convergence of multi-agent
reinforcement learning algorithms to the Nash equilibria [30, 23, 2, 37]. Empirical dynamic
programming has also received significant attention recently to derive approximately optimal
decision rules in many data-driven dynamic decision problems [42, 43, 11, 12, 26, 20].
The key challenge with stochastic approximation method is that the almost sure conver-
gence guarantee to the point of interest is provided in the limit. This is largely due to the fact
that to use stochastic approximation theory, the learning stepsize has to converge to 0 (the
learning stepsize has to be not summable but square summable). In computing systems, this
limit cannot be achieved in a reasonable time frame. As a result, constant step-size algorithms
are gaining traction as a way to speed up the computation at the cost of tolerating a small
error in the final result. For instance, in stochastic gradient descent with constant stepsize,
the sequence generated by the algorithm gets closer to the optimal solution, but then does a
random walk around the optimal solution. The closeness of the random walk to the optimal
solution depends on the number of random samples one uses at each iteration of the algorithm.
Our work is largely motivated by the analysis of empirical dynamic programming in [20].
This work viewed empirical dynamic programs within the framework of iterated random op-
erators. It used stochastic dominance based arguments to derive bounds on the asymptotic
probability of error (between the random outputs of the algorithm and the optimal solution)
being large. Inspired by this work, we extended the arguments to empirical relative value
iteration in [18]. We further relaxed some conditions on random operators assumed in [20]
in our follow up work [17]. The aim of this paper is to further expand the analysis and
present conditions on random operators and its relationship to the exact operator to arrive at
insightful conclusions about the random sequences generated by these SRAs.
1.3. Outline of the Paper. The paper is organized as follows. Section 2 presents a
common mathematical framework to study the problem of convergence and stability of Markov
chains induced by SRAs. We also state the three main questions we address. Section 3
presents some motivating examples where the mathematical framework we develop can be
applied. Through these examples, we also illustrate certain desirable properties that the
random operators enjoy. In Section 4, we show that the distributions over the trajectories
generated by SRA converges to the Dirac mass over the trajectory generated by the exact
algorithm. This constitutes the first main result of the paper. In Section 5, we study some
sufficient conditions on the operators Tˆnk such that the resulting Markov chain admits an
invariant distribution. We also study conditions under which the invariant distribution is
unique. Section 6 then introduces the assumptions under which the law of large numbers for
Markov chains. This constitutes the second main result of the paper. The proofs of the two
main results are presented in Sections 8 and 9. We finally conclude our discussion in Section
10.
1.4. Notations. Let (A, ρ) be a Polish space, which is defined as complete separable
metric space with metric ρ. We use ℘(A) to denote the set of all probability distributions over
A. We use 1{a} ∈ ℘(A) to denote the Dirac mass over a ∈ A. The notations Cb(A) and Ub(A)
denote, respectively, the set of all continuous and bounded functions and uniformly continuous
and bounded functions over the set A. We say that a sequence of measures {µn}n∈N ⊂ ℘(A)
converges to µ in weak* sense iff for every f ∈ Cb(A),
∫
fdµn →
∫
fdµ as n → ∞. This is
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usually also referred to as weak convergence in probability theory literature.
2. Problem Formulation. Let (X , ρ) be a Polish space with metric ρ. Consider a con-
traction map T : X → X with contraction coefficient α the unique fixed point denoted by x∗.
This means
ρ(T (x1), T (x2)) ≤ αρ(x1, x2) and T (x∗) = x∗.
Starting from any initial point y0 ∈ X , define the iterates
yk = T (yk−1) for k ∈ N.(2.1)
By Banach contraction mapping theorem, this iteration converges to x∗. In fact, we have
ρ(yk, x
∗) ≤ αkρ(y0, x∗).
As discussed previously, in many instances, it is beneficial or required in many iterative algo-
rithms to use randomization to evaluate an approximation of T (x) using a random operator.
We now formulate a framework to analyze the output of this SRA rigorously.
Let (Ω,F,P) be a standard probability space, where Ω is the set of uncertainties, F
is the Borel σ-algebra over Ω and P be the probability distribution function over Ω. Let
Tˆnk : X × Ω → X be a random operator that is used at kth iteration and is indexed by a
natural number n. The index n would capture, for instance, the learning rate, the number of
random samples used to approximate the operator T , etcetara. Although Tˆnk is a function of
ω ∈ Ω, we will suppress this dependence for ease of exposition. Thus, Tˆnk (x) := Tˆnk (x;ω). We
make the following assumption on the independence of the sequence of operators Tˆnk .
Assumption 2.1. For every x ∈ X , Tˆnk (x) and Tˆnk′(x) are statistically independent for
k 6= k′.
2.1. Key Questions. Consider the stochastic process that starts from zˆn0 = y0 and define
zˆnk = Tˆ
n
k−1(zˆ
n
k−1) for all k ∈ N. Due to Assumption 2.1 and the fact that n does not change
with time, the stochastic process {zˆnk }k∈N is a time-homogeneous Markov chain. One can view
zˆnk as an X -valued Markov chain with the Markov transition kernel given by
Qn(B|x) = P
{
zˆnk ∈ B|zˆnk−1 = x
}
for any Borel set B ⊂ X . Note that Qn does not depend on the time index k, since what we
have here is a time-homogeneous Markov process.
2.1.1. Convergence of Distribution of Trajectories. We are interested in deriving con-
ditions on the random maps Tˆnk under which the random sequence generated by SRA is close
to the deterministic sequence generated by exact algorithm with high probability. Let us for-
mulate the precise mathematical problem. We let µn ∈ ℘(XN) denote the joint distribution
of the sequence (zˆn0 , zˆ
n
1 , zˆ
n
2 , . . .). Endow XN with the product topology so that it becomes a
Polish space. Then, µn is defined by
µn(B0 ×B1 ×B2 × . . .) =
∫
B0×B1×B2×...
1{y0}(dx0)Qn(dx1|x0)Qn(dx2|x1) . . . ,(2.2)
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where B0, B1, B2, . . . are Borel sets in X .
In the similar vein, one can also view the iterates (yk)k∈N defined in (2.1) as a Markov
chain on the same probability space (Ω,F,P), with the distribution over this sequence defined
by
ψ(B0 ×B1 ×B2 × . . .) =
∫
B0×B1×B2×...
1{y0}(dx0)1{y1}(dx1)1{y2}(dx2) . . . .(2.3)
This is a Dirac mass on the sequence (y0, y1, . . .). Our first result, proved in Section 4, proves
that under certain mild assumption on the random operators Tˆnk , the sequence of measures
µn converges in the weak* sense to ψ.
A similar setup was considered by Karr [28]. It studies the convergence properties of
a class of Feller Markov chains parametrized by n such that the transition probability Qn
converges in some sense to a transition probability Q as n → ∞. Although our assumptions
are slightly different, the proof essentially imitates the one in [28] except for a couple of key
steps. We also discuss numerical implication of this result in Section 4.
2.1.2. Existence of Invariant Measures for Fixed n. For the Markov chain (zˆnk )k∈N, one
of the key question is the existence of invariant distribution. There is a large body of literature
that studies the problem of existence of invariant measures for Harris recurrent Markov chains
that take values in continuous state spaces [8, 34]. However, the Markov chain generated by
the SRAs seldom satisfy the strong recurrence structure required for Harris recurrent chains.
Instead, these chains satisfy the weak Feller conditions, for which there are limited results
in the literature. Nonetheless, we show that many SRAs satisfy certain desirable properties,
which can be leveraged to not only guarantee the existence of invariant distribution, but also
establish the uniqueness of the invariant distributions. These properties of random operators
are discussed in Section 5. This further leads to strong conclusions about law of large numbers,
as we discuss next.
2.1.3. Convergence of Time Average of Iterates. The weak law of large numbers for
independent and identically distributed (i.i.d.) random variables states that the time average
of i.i.d. random variables converges to the mean of the distribution in proability under fairly
mild conditions. In fact, such a version of weak law of large numbers is also available for Feller
Markov chains. This is established for Feller chains in [10] for chains residing in a compact
Hausdorff space with a unique invariant measure, and in [34, Section 18.5] for the non-compact
case under certain technical conditions, which include existence of an invariant measure. It
turns out that this result can be proved simply under the uniqueness of the invariant measure
if the starting point zˆn0 is chosen according to certain specific distribution (in fact, we do not
need other technical conditions of [34, Section 18.5]). We prove this result in Section 6, the
proof of which is adapted from the results from [10] and [34].
From applications viewpoint, there has been a sustained interest in using time-averages in
stochastic gradient descent and deep Q learning. Particularly, references [36, 33, 25, 32, 38]
propose that fixing the stepsize in stochastic gradient descent algorithms and using the average
of tail of the random sequence leads to good performance of the trained algorithm. Within
the context of reinforcement learning, [1] and [41] propose the use of averaging the deep
Q function iterates to arrive at a solution with lower variance. Indeed, we show here that
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under some conditions on the random operators, the variance reduction property of time-
average (or in these cases, tail average) is largely due to the fact that Markov chain output
by SRA may be admitting a unique invariant distribution. It remains to be shown that the
properties of random operators assumed here are satisfied by the problem settings considered
in aforementioned references.
We illustrate the theoretical results using numerical simulations for batch gradient descent,
empirical dynamic programming and Q learning in Section 7.
3. Motivating Examples. We introduce here two examples where we illustrate how the
random operator framework can be applied.
3.1. Batch Gradient Descent in Logistic Regression. Logistic regression has been widely
used in many binary or multi-class classification problems. For simplicity, we consider the
logistic regression with binary classification. Let U ⊂ Rm be the set of feature vectors. Let
(ui, li)Ni=1 ⊂ U × {0, 1} denote the labeled dataset with N data points and their labels. Our
task is to model conditional probability distribution of label l given feature vector u ∈ U . In
logistic regression, we model P
{
l = 1| ui} as f(ui;x) where x ∈ X := Rm are the parameters
of f to be learnt from data, where f is defined below:
f(u;x) = σ(uTx), where σ(t) =
1
1 + e−t
.
Our goal is to compute the parameter x that maximise the log likelihood given the labeled
data, or equivalently minimize negative log likelihood. The log likelihood L : X −→ R of i.i.d
data under conditional distribution f is given by
L(x) =
1
N
N∑
i=1
Li(x), where Li(x) := l
i log f(ui;x) + (1− li) log(1− f(ui;x))
It can be shown that the derivatives of Li are given by
∇xLi(x) = (li − f(ui;x))ui, ∇2xxLi(x) = −
(
f(ui;x)(1− f(ui;x))
)
uiuiT.
Consequently, each Li is a concave function (since Hessian is negative semidefinite), and thus,
L is a concave function over the space X . If the matrix [u1| . . . |uN ] is full rank and N > m,
then it immediately follows that ∇2xxL(x) is a full rank matrix. Thus, the eigenvalues of the
Hessian of −L(x) is bounded from below by some m > 0. Moreover, the largest eigenvalue of
the Hessian of −L(x) is bounded from above by
λmax(∇2xx(−L(x))) ≤ trace
(
∇2xx(−L(x))
)
=
1
4N
N∑
i=1
‖ui‖22 =: M.
Thus, under reasonable assumptions, we conclude that −L is strongly convex and M-smooth.
Since −L(x) is convex in x, it has a unique minimum x∗. This minimum can be computed
8 A. GUPTA, G. TENDOLKAR, H. CHEN, J. PI
using the usual gradient descent algorithm. The algorithm starts at x0, picked arbitrarily,
and proceeds in the direction of −∇xL(xk) in small steps of size β:
(3.1) xk+1 = T (xk) := xk − β∇x(−L(xk)) = xk − β
N
N∑
i=1
(f(ui;xk)− li)ui,
where T : X → X is the gradient descent map (dependent on the parameter β). It can
be further shown that if β is sufficiently small, then the operator T is a contraction on X ,
endowed with the Euclidean norm. In this case, if the eigenvalues of Hessian of L(x) satisfy
0 < m ≤ λi(∇2xx(−L(x))) ≤M <∞, then
(3.2)
∥∥T (x)− T (x′)∥∥2
2
=
∥∥x− x′ − β∇x(−L(x)) + β∇x(−L(x′))∥∥22
=
∥∥(x− x′)− β∇2xx(−L(x′′))(x− x′)∥∥22
=
∥∥(I − β∇2xx(−L(x′′))) (x− x′)∥∥22
≤ λmax
(
I − β∇2xx(−L(x′′))
)∥∥x− x′∥∥2
2
,
where x′′ is a point on the line segment connecting x to x′. Since
(
I − β∇2xx(−L(x′′))
)
is
a symmetric matrix, its eigenvalues are real and lie between 1 − βM and 1 − βm. If we
choose β > 0 such that α := max{|1− βM |, |1− βm|} < 1, then the maximum eigenvalue of
I − β∇2xx(−L(x′′)) is less than or equal to α. This yields
(3.3)
∥∥T (x)− T (x′)∥∥2
2
≤ α ∥∥x− x′∥∥2
2
In practice, the exact gradient computation of loss function −L is computationally expen-
sive as it requires evaluating N gradients at every time step. Therefore, to ease computational
burden, mini-batch Stochastic Gradient Descent (SGD) is employed. In mini-batch SGD, at
every step k, the gradient is approximated by a small, randomly sampled, subset (of size n)
of the data set. To introduce this algorithm, let Nk ⊂ {1, . . . , N} be the randomly sampled
subset of size n. The state is updated as
(3.4) zˆnk+1 = Tˆ
n
k (zˆ
n
k ) = zˆ
n
k − β
1
n
n∑
j=1
∇x(−Lj(zˆnk ))
Note that Tˆnk is now a random operator. Some obvious properties of these random operators
are:
1. Tˆnk is continuous in zˆ
n
k .
2. For every  > 0 and x ∈ X , we have
lim
n→∞P
{
‖Tˆnk (x)− T (x)‖2 > 
}
= 0.
3. Suppose that for any compact set K ⊂ X , ‖∇xLi(x)‖2 is uniformly bounded, that is,
there exists MK ∈ R such that supx∈K sup1≤i≤N ‖∇xLi(x)‖2 ≤ MK. Then, for any
 > 0,
lim
n→∞ supx∈K
P
{
‖Tˆnk (x)− T (x)‖2 > 
}
= 0.(3.5)
This statement can readily be proved using Hoeffding inequality and union bound.
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Let us depart from the specific case of logistic regression, and consider the case where Li
can be any strictly concave function for all i ∈ {1, . . . , N}. Then, Tˆnk satisfies the following
property.
4. If all the eigenvalues of Hessian of Li(x) satisfy 0 < m ≤ λ(∇2xx(−Li(x))) ≤ M < ∞
for all i ∈ {1, . . . , N}, then every realization of the random operator Tˆnk is a contraction
map with contraction coefficient αˆnk ≡ max{|1−βM |, |1−βm|} < 1. The proof of this
result is identical to the derivation of the contraction coefficient of the exact gradient
descent map T in the preceeding discussions.
We now introduce the empirical dynamic programming algorithm in the context of value
iteration for Markov decision problem (MDP) with discounted cost criteria.
3.2. Empirical Value Iteration for Discounted Cost MDP. Consider a Markov Decision
Problem (MDP) problem described by 4 tuple (S,A, c, g), where S is the state space, A is
the action space, c : S × A −→ R is the cost function, and g : S × A × [0, 1] −→ S governs
the state transition dynamics. The state transitions according to st+1 = g(st, at, wt), where
wt is the environment noise. Without loss of generality, we can assume wt to be uniformly
distributed in [0, 1].
Let Π denote the set consisting of all possible deterministic policies pi : S −→ A. The
infinite horizon discounted cost vpi : S −→ R starting from state s and following policy pi is
given by
vpi(s) := E
[ ∞∑
k=0
αkc(sk, ak)
∣∣∣∣∣ s0 = s, ak = pi(sk)
]
,
where α ∈ (0, 1) is the discount factor. The goal is to compute the optimal value v∗(s) =
infpi∈Π vpi(s). Let V be the set of all v : S −→ R; this space is isomorphic to the Euclidean
space R|S|.
It can be shown that the optimal infinite horizon discounted cost is a fixed point of a
contraction map T : V → V, where T is the Bellman operator given by
(3.6) T (v)(s) = inf
a∈A
{
c(s, a) + αE [v(g(s, a,W ))]
}
.
Due to Banach contraction mapping theorem, T : V → V admits a unique fixed point, which
is equal to v∗. The iterative process of finding this unique fixed point is called Value Iteration
algorithm:
(3.7)
Initialize v0 randomly
vk+1(s) = T (vk)(s) = inf
a∈A
{
c(s, a) + αE [vk(g(s, a,W ))]
}
In data driven applications, it is often the case that for all possible state-action pairs, multiple
realizations of the next states are available. In this situation, we can replace the expecta-
tion in (3.6) to the empirical average. This algorithm is referred to as empirical dynamic
programming, and is written as
(3.8) Tˆnk (vˆ
n
k )(s) = inf
a∈A
{
c(s, a) + α
1
n
n∑
i=1
vˆnk (g(s, a, wi))
}
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where wi are n independent and identically distributed samples of the noise W , redrawn at
every k. The above intuition can be turned into an algorithm to determine approximately
optimal value function, and is known as empirical value iteration:
(3.9)
Initialize v0 randomly
vˆnk+1(s) = Tˆ
n
k (vˆ
n
k )(s) = inf
a∈A
{
c(s, a) + α
1
n
n∑
i=1
vˆnk (g(s, a, wi))
}
Note that Tˆn is a random operator, and its realization is dependent on the noise samples
(wi)
n
i=1. The following properties of Tˆ
n
k are obvious:
1. Tˆnk is a contraction with contraction coefficient α. Therefore, Tˆ
n
k is continuous.
2. For every  > 0 and v ∈ V, we have
lim
n→∞P
{
‖Tˆnk (v)− T (v)‖∞ > 
}
= 0.
3. In fact, we have a stronger property here. For any compact set K ⊂ V, we have for
every  > 0
lim
n→∞ supv∈K
P
{
‖Tˆnk (v)− T (v)‖∞ > 
}
= 0.(3.10)
4. Let V be endowed with the partial order  such that v1  v2 implies v1(s) ≤ v2(s) for
all s ∈ S. If c ≥ 0, then Tˆnk satisfies
(a) If v0 = 0, then v0  Tˆnk (v0).
(b) If v1  v2, then Tˆnk (v1)  Tˆnk (v2).
(c) If vn ↑ v, then Tˆnk (v1)→ Tˆnk (v).
As we observe in the rest of the paper, these properties can be exploited to yield useful insights
about the convergence of the iterates (or the distributions of the iterates) in these randomized
algorithms.
3.3. Observations. Through the two examples above, we observed that the approximate
operator Tˆnk corresponding to the contraction operator T is context dependent. In the case
of stochastic gradient descent, it is constructed by picking certain loss functions randomly
and then averaging their gradients. In the case of empirical dynamic programming, the
approximate operator involves computing the empirical average of the future expected value.
Nonetheless, there are some fundamental properties that the empirical operator satisfies in
both situations. For instance, the property stated in (3.5) in the context of logistic regression
is (mathematically) the same as the property stated in (3.10) in the context of empirical
value iteration. Similarly, every realization of the random operator Tˆnk is a contraction map
under certain reasonable assumptions. We will consider more examples in Section 7, where we
show that these properties (or some minor variant of these properties) are enjoyed by other
empirical dynamic programming algorithms as well.
The other important observation is that every realization of random operator Tˆnk may also
satisfy some other desirable properties. For instance, in the empirical value iteration example,
if we endow V with a partial order  and the cost is nonnegative, then every realization of
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Tˆnk satisfy certain monotonicity property. This is very useful in establishing the existence
of unique invariant measure, as we show in Section 5. This property is, unfortunately, not
satisfied by the logistic regression problem. This property is also not satisfied by the empirical
relative value iteration for the average cost MDP, which we discuss in Section 7. However,
we will show that the realizations of the random operators in these cases have some other
desirable properties that lead to existence of a unique invariant distribution.
We now turn our attention to introducing our first main result in the next section.
4. Weak* Convergence of the Distribution of Trajectories. We now study the conver-
gence property of the sequence of distributions µn, which is defined in (2.2). Before we study
that, we need to ensure that the random operator Tˆnk is “close to” the map T in some sense.
Accordingly, we make the following assumption.
Assumption 4.1. For every compact set K ⊂ X ,  > 0, and δ > 0, there exists N,δ(K) > 0
such that
sup
x∈K
P
{
ρ(Tˆnk (x), T (x)) > 
}
< δ for all n ≥ N,δ(K).
We recall here that this assumption is satisfied by the logistic regression and empirical
value iteration for discounted cost MDP (see the discussion at the end of Subsections 3.1 and
3.2). We are now in a position to introduce our first main result.
Theorem 4.2. If Assumptions 2.1 and 4.1 hold, then µn converges in weak* topology to ψ
as n→∞, where ψ is defined in (2.3).
Proof: The proof is based on the proof by [28], except that our hypotheses are slightly
different from those in [28]. For completeness, we present a proof in Section 8.
Levy-Prohorov’s metric over the space of probability measures over Polish spaces metrizes
the weak* topology [35]. Generally speaking, if distributions of two random variables are close
to each other in Levy-Prohorov’s metric, then it does not imply that the random variables
will be close to each other, as we show in the example below. However, if one of the random
variable is deterministic (that is, its distribution is a Dirac mass), then the random variable
must be close to the deterministic variable with high probability. This is established in the
lemma following the example.
Example 4.3. Let X be a zero-mean unit-variance Gaussian random variable, and define
Y = −X. Let µ denote the probability measure of X and ν denote the probability measure
of Y . It is clear that µ = ν in weak topology (actually, it is true in any topology). However,
the difference of the random variables X − Y = 2X is non-zero, and in fact, is mean-zero
Gaussian random variable with variance 2. Thus, if two measures are close to each other in
weak topology, then it does not imply that the underlying random variables are close to each
other.
Let A be a Polish space with metric ρA. Let dP be the Levy-Prohorov’s metric on the
space of probability measures ℘(A) over A. This metric is defined as follows. For a Borel set
A ⊂ A, let A be defined as
A = {a ∈ A : ρA(a, b) < , b ∈ A}.
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Figure 1. Illustration of the behavior of zˆnk with varying values of k. Under the hypotheses of Theorem 4.2,
for every  > 0, there exists N > 0 such that dP (µn, ψ) <  for every n ≥ N. For most values of k, zˆnk stays
within  ball around yk. In the illustration above, zˆ
n
3 is not within  ball around y3.
Let µ, ν ∈ ℘(A). Then, dP (µ, ν) is defined by
dP (µ, ν) = inf
{
 > 0 : µ(A) < ν(A) + , ν(A) < µ(A) +  for all Borel sets A ⊂ A
}
.
We are now in a position to introduce our next result. We believe that this result may not be
new, but we could not locate a reference where this result is proved.
Lemma 4.4. Let µ ∈ ℘(A) and 1{a∗} be a unit mass at point a∗ ∈ A. If dP (µ,1{a∗}) < ,
then for any random variable W distributed according to the law µ, we have
P {ρA(W,a∗) ≥ } < .
Proof: Let B be an open  ball around a
∗. Let (B{ ) be defined as
(B{ )
 = {a ∈ A : ρA(a, b) < , b ∈ B{}.
Note that (B{ )
 = A \ a∗, which implies 1{a∗}((B{ )) = 0. Let W be a random variable
distributed according to the law µ. Then, from the definition of Levy-Prohorov’s metric, we
know that
µ(B{ ) < 1{a∗}((B
{
 )
) +  = .
The proof then follows from noting that
P {ρA(W,a∗) ≥ } = µ(B{ ).
The proof is established.
As a consequence of the lemma above, we conclude that since the distribution µn converges
to the Dirac delta function ψ, it implies that for n sufficiently large, the random sequence
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generated by SRA lies within a small tube around the trajectory induced by the deterministic
contraction map with high probability. This is illustrated in the Figure 1.
To see this, let zˆn := (zˆn0 , zˆ
n
1 , . . .) and y = (y0, y1, . . .). Endow the space XN with the
following metric:
ρXN(zˆ
n,y) =
∞∑
k=0
1
2k
ρ(zˆnk , yk).
It can be readily established that ρXN defined above is a metric on XN. Then, due to Lemma
4.4, we conclude that
P {ρXN(zˆn,y) < } ≥ 1− .
Next, note that if zˆn satisfies ρXN(zˆ
n,y) < , then zˆnk is within  neighborhood of yk for most
of the k ∈ N. Consequently,
5. Existence of Invariant Measures for Fixed n. In this section, we identify conditions
on the operators (Tˆnk )k∈N so that the Markov chain zˆ
n
k admits a unique invariant distribution
as k → ∞. The existence of an invariant measure is important in applications. It yields
insight about “stability” of the SRA. In particular, if there is no invariant distribution, then
it is likely the case that the sequence generated by SRA can blow up with positive probability.
Thus, by tweaking the SRA (for instance, by changing the learning rate or increasing the
number of samples), one can ensure that the sufficient conditions noted below are satisfied,
thereby establishing that the SRA is stable and yields finite values with probability 1.
In case where there exists unique invariant measure under certain assumptions on the
initial condition, then it means that any element in the tail of the random sequence generated
by the SRA will have the law as its invariant distribution. This is a crucial step in proving that
the time average of f(zˆnk ) for any f ∈ Cb(X ) converges in probability to the spatial average
of the function with respect to the invariant measure. This important result is established in
the next section.
To state the assumptions, we drop the subscript k wherever possible since the statistical
properties of Tˆnk and Tˆ
n
k′ are independent and identical to each-other as long as k 6= k′. Below,
we state three assumptions under which we can show that zˆnk admits an invariant distribution.
Assumption 5.1. The following conditions are satisfied:
1. X is a Polish space with partial order . This ordering satisfies the following property: For
any sequence (xk)k∈N satisfying x1  x2  x3  . . ., there exists a minimal element x¯ ∈ X
such that xk  x¯ for all k ∈ N. This is denoted as xk ↑ x¯.
2. The operator Tˆn satisfy
(a) Monotonicity 1: exists x0 ∈ X such that x0  Tˆn(x0).
(b) Monotonicity 2: If x1  x2, then Tˆn(x1)  Tˆn(x2).
(c) Continuity: If xk ↑ x, then Tˆn(xk)→ Tˆn(x) as k →∞.
Assumption 5.1 is satisfied in Markov decision processes with non-negative cost functions.
This has been noted in Subsection 3.2 in the context of empirical value iteration for discounted
cost criterion. However, this is also satisfied in MDP for total cost criterion with an absorbing
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state, the proof of which follows from arguments similar to the one made in Subsection 3.2;
see, for example, [21, 22, 3].
Assumption 5.2. For n ∈ N and m ∈ N, let αˆm denote the Lipschitz coefficient of Tˆnm ◦
Tˆnm−1 ◦ . . . ◦ Tˆn1 . The following conditions are satisfied:
1. X is a compact Polish space.
2. For n ∈ N, there exists m ∈ N, such that for any  > 0, there exists a δ > 0 such that
αˆm ≤ 1, P {αˆm > 1− } < δ.
The notable point in Assumption 5.2 is that the assumption requires X to be compact.
It is satisfied in empirical value iteration for MDP with average cost criterion, as long as we
project the value functions outside a sufficiently large compact set back to that compact set.
We adopted this approach earlier in [18] to ensure that the value functions obtained through
repeated use of empirical operators dont blow up. During simulations, however, we never
needed to use projection, as the value functions were bounded.
Assumption 5.3. The following conditions are satisfied:
1. X is a Polish space.
2. There exists a, b > 0 such that the operator Tˆn satisfy
P
{
ρ
(
Tˆn(x∗), x∗
)
> 
}
= P
{
ρ
(
Tˆn(x∗), T (x∗)
)
> 
}
≤ a
b
,
where x∗ is the fixed point of T .
3. Let αˆn denote the Lipschitz coefficient of (Tˆn)k∈N. Then,
E [αˆn] <∞, E [log(αˆn)] < 0.
Assumption 5.3 is satisfied in stochastic gradient descent of strongly convex and smooth
functions as noted in Subsection 3.1. This is also trivially satisfied in empirical value iteration
for MDP with discounted reward, as we have noted in Subsection 3.2.
Theorem 5.4. Suppose that Assumption 2.1 holds. Additionally, if either one of three as-
sumptions, Assumptions 5.1, 5.2, 5.3, holds, then there exists an invariant measure pin such
that
P
{
Tˆn(x) ∈ B|x ∼ pin
}
= pin(B).
Further, the invariant measure is unique under either of the following circumstances:
1. Assumption 5.1 holds, and the SRA is always initialized with x0.
2. Assumption 5.2 holds.
3. Assumption 5.3 holds.
Proof: Under Assumption 5.1, the existence of invariant measures is proved in [8, Theorem
8.1, p. 79-81]. Under Assumption 5.2, the existence of invariant measures is proved in [5]
and [8, Theorem 8.2, p. 82-83]. Under Assumption 5.3, the existence and uniqueness result
is established in [14, Theorem 1.1, p. 87].
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Remark 5.5. We can replace the assumption of X being a compact Polish space in As-
sumption 5.2 by making the following assumption. There exists x0 ∈ X such that if zˆn0 = x0,
then for any δ > 0, there exists Nδ ∈ N such that for any k ≥ 1, we have
P
{
ρ
(
zˆn0 , zˆ
n
k
)
> Nδ
}
< δ.(5.1)
If the above condition and Assumption 5.2 (2) holds, then one can show that for any initial
condition zˆn0 ∈ X , a unique invariant distribution exists. For a proof, we refer the reader to
[8, p. 179]. However, proving (5.1) is satisfied in usual SRAs appears to be difficult in our
experience. 
We now turn our attention to establishing the law of large numbers for time averages of
the outputs from a SRA.
6. Averaging of Iterates and The Weak Law of Large Numbers. In this section, we
consider the problem of convergence of the sequence of averages of the random sequence
(zˆnk )k∈N (or of (f(zˆ
n
k ))k∈N for some f ∈ Cb(X )). This problem is precisely the law of large
numbers for Markov chains. This problem has been studied within the context of Markov
chains over compact spaces in [10] and over general locally compact spaces in [34, Sec 18.5].
Let us formulate the problem precisely.
Let X be a Polish space, and consider a continuous function f ∈ Cb(X ). Let pin denote
the invariant measure of the Markov chain (zˆnk )k∈N. We have already studied the conditions
under which such an invariant measure would exist in Theorem 5.4. In what follows, we show
that under relatively mild assumptions, the sum
1
K
K∑
k=1
f(zˆnk )→
∫
f(x)pin(dx) almost surely as K →∞.(6.1)
Let us define the operator F : Cb(X )→ Cb(X ) and its adjoint F ∗ : ℘(X )→ ℘(X ), where
℘(X ) is endowed with the weak* topology, as follows:
F (f)(x) =
∫
X
f(y)Qn(dy|x) = E
[
f(Tˆn(x))
]
, F ∗(µ)(dy) =
∫
X
Qn(dy|x)µ(dx).
Assumption 6.1. X is a Polish space. The distribution µ of the initial condition zˆn0 is
picked from a set M⊂ ℘(X ). Either of the following two conditions holds:
1. There exists a unique invariant measure pin such that for any µ ∈ M, (F ∗)k(µ) converges
in weak* topology to pin.
2. There exists a unique invariant measure pin such that for any µ ∈M, the averaged operator
satisfies
lim
k→∞
1
k
k∑
i=1
(F ∗)k(µ) = pin,
where the convergence is in weak* sense.
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From Stolz-Cesaro theorem, it is easy to show that if Assumption 6.1(1) holds, then
Assumption 6.1(2) holds as well. However, the converse may not be true. To prove our next
result, we only need Assumption 6.1(2) to hold. It should be noted that Assumption 6.1(1)
may be rather easy to prove using standard Markov chain theory, as is the case for all the
examples considered in this paper.
Theorem 6.2. If Assumptions 2.1 and 6.1 hold, then (6.1) holds.
Proof: The proof essentially follows the steps in [10] and [34, Theorem 18.5.1, p. 478],
except that we relax the assumption on compactness of the state space as assumed in [10]
and replace the hypotheses in [34] with Assumption 6.1. For completeness, a detailed proof
is presented in Section 9.
One way the presentation of Assumption 6.1 departs from the traditional Markov chain
literature is as follows. It is generally assumed that M = ℘(X ), that is, for every µ ∈
℘(X ), (F ∗)k(µ) converges in weak* topology to pin. This is a very strong assumption from
the applicability viewpoint in SRAs. In particular, it is possible to pick the most suitable
initialization for the SRAs, which implies that M can be picked appropriately. For example,
in empirical dynamic programming for MDPs, one can initialize the value function to be 0.
Then, we can utilize Assumption 5.1 (with x0 = 0) to established the existence of unique
invariant distribution using Theorem 5.4. Incidentally, for the law of large number to hold,
we dont need the stronger condition of M = ℘(X ).
We have a slightly stronger version of the result above, which we capture in the following
theorem.
Theorem 6.3. Suppose that X ⊂ Rn be a compact set. Suppose further that either of the
following conditions hold:
1. Assumption 5.1 holds, and the SRA is always initialized with x0.
2. Assumption 5.2 holds.
3. Assumption 5.3 holds.
Consider the average aˆnk of the Markov chain
aˆnk =
1
k
k∑
t=1
zˆnt .
If Assumptions 2.1 holds, then for any initialization zˆn0 ∈ X , a unique invariant distribution
pin exists and aˆnk converges almost surely to the mean a¯
n of the distribution pin.
Proof: The existence of unique invariant measure is due to Theorem 5.4. Since X is a
compact set, we can take f(x) = xi to conclude that (aˆ
n
k)i converges almost surely to a¯
n
i by
[10].
We now turn our attention to illustrating the application of Theorems 4.2 and 6.2 in
various optimization and empirical dynamic programming algorithm.
7. Numerical Simulations. In this section, we complement the theoretical results proved
above with extensive numerical simulations. We conduct simulations of minibatch stochas-
tic gradient descent for logistic regression on MNIST dataset, empirical value iteration for
discounted and average cost MDPs, and empirical Q value iteration.
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Figure 2. The Euclidean norm between outputs of exact gradient descent and stochastic gradient descent
with n = 64, 256, 1024. We observe that as n grows, the probability that ‖zˆnk − yk‖ is large becomes smaller.
The mean and the variance are computed using 1000 independent runs of the iterations.
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Figure 3. Plot of ‖aˆnk − x∗‖ for n = 64, 256, 1024. Observe that for every n, the variance of ‖aˆnk − x∗‖
remains constant as k grows. This indicates that aˆnk does not converge in probability to any specific constant
vector. The mean and the variance are computed using 1000 independent runs of the stochastic gradient descent
iterations.
7.1. Logistic Regression. Consider the task of classifying a subset of MNIST handwritten
digits, where we consider only the images corresponding to numbers 0 and 1. Each data point
is a 32×32 pixel image with the corresponding label (either 0 or 1). We use logistic regression
for the classification task. We refer the reader to Subsection 3.1 for details of this problem
and the notation used hereafter.
We transform each image into a vector and append 1 at the beginning of the vector.
Thus, the space U = {1} × [0, 1]1024. Thus, the space X = R1025. As mentioned previously,
the variable n represents the batch size picked at every SGD iteration step. We pick y0
arbitrarily in X and set zˆn0 = y0. Then, we run the exact gradient descent and the minibatch
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SGD as follows:
yk+1 = T (yk), zˆ
n
k+1 = Tˆ
n
k (zˆ
n
k ), aˆ
n
k =
1
k + 1
k∑
i=0
zˆni .
As discussed in Subsection 3.1, it is clear that the exact gradient descent is a contraction
map for learning rate β small enough and we have large enough dataset, and therefore, yk
converges to the optimal solution x∗. We can make the following claim about the operator
Tˆnk :
Theorem 7.1. The random operator Tˆnk satisfies Assumptions 2.1 and 4.1. Let µn denote
the distribution of (zˆn0 , zˆ
n
1 , . . .) and ψ be the Dirac mass on (y0, y1, . . .). We have µn converges
to ψ in weak* topology as n→∞.
Proof: The statements follow from the discussions in Subsection 3.1.
As a result of the theorem above, we conclude that ‖yk − zˆnk ‖2 is generally small for most k,
and its variance converges to 0 as n increases. This is evident in Figure 2, where we show the
distance ‖yk − zˆnk ‖2 for various values of n (batch sizes) and k ranging from 0 to 10000. The
black curve is the average and the red region shows one standard deviation of the distance
‖yk − zˆnk ‖2 over hundred sample paths of the minibatch SGD iterations.
It is rather surprising to note that the random operator in the context of logistic regression
does not satisfy any of the assumptions related to existence or uniqueness of the invariant
measures. This is because each ∇xLi is a rank 1 positive semidefinite matrix, and therefore,
average of n such rank 1 matrices will be at most rank n. Thus, if n < 1025, then it is
impossible for each realization of Tˆnk to be a contraction map. Certainly, Tˆ
n
k does not satisfy
the monotonicity property of Assumption 5.1. As a result, we are unable to conclude the
existence of an invariant measure, and we cannot resolve whether or not a unique invariant
measure exists. Figure 3 plots ‖aˆnk − x∗‖2, and we see that the variance does not go to 0 for
any n as k grows large. Nonetheless, when we analyze the variance of the time average of the
Markov chain, we found that the variance is reducing, albeit at a very slow rate. We leave
the resolution of this mystery for a future work.
7.2. Empirical Value Iteration for Discounted Cost MDP. We consider here the empiri-
cal value iteration for discounted Markov decision processes (MDP) as described in Subsection
3.2. Consider value iteration algorithm applied to an MDP in which there are 20 states and
5 actions. We generate the state transition probability matrix for this MDP randomly at the
beginning of the simulation.
We use here the notation introduced in Subsection 3.2. We initialize v0 arbitrarily and set
zˆn0 = v0, and define the iterates of exact value iteration and empirical value iteration as
vk+1 = T (vk), zˆ
n
k+1 = Tˆ
n
k (zˆ
n
k ), aˆ
n
k =
1
k + 1
k∑
i=0
zˆni .
We can prove the following result.
Theorem 7.2. The random operator Tˆnk satisfies Assumptions 2.1, 4.1, and 5.3. As a
result, we conclude:
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Figure 4. Plot of ‖vk − zˆnk ‖ for n = 1, 25, 400 for k = 1, . . . , 1000. It is clear from the plots that as n
grows, the average and variance of ‖vk − zˆnk ‖ reduces. The mean and the variance are computed using 1000
independent runs of the iterations. There are 20 states and 5 actions in this MDP.
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Figure 5. Plot of ‖v∗ − aˆnk‖ for n = 1, 25, 400 for k = 1, . . . , 1000. Notice that for every n, the variance
in ‖v∗ − zˆnk ‖ reduces as k increases. The plots are constructed using 1000 sample paths. The mean and the
variance are computed using 1000 independent runs of the iterations.
1. Let µn denote the distribution of (zˆ
n
0 , zˆ
n
1 , . . .) and ψ be the Dirac mass on (y0, y1, . . .). We
have µn converges to ψ in weak* topology as n→∞.
2. There exists a unique invariant distribution pin of the Markov chain (zˆn0 , zˆ
n
1 , . . .).
3. The time average aˆnk converges in probability to the mean of pi
n as k →∞.
Proof: The proof follows from the discussions in Subsection 3.2. In particular, each
realization of Tˆnk is also a contraction with coefficient α, and thus, Tˆ
n
k satisfies Assumption
5.3.
Figure 4 shows the difference ‖vk − zˆnk ‖∞ for every time step k for various values of n.
The red area shows one standard deviation of chart over hundred iterations of empirical value
iteration. Figure 5 shows the time averaged infinity norm between value function of exact
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value iteration and empirical value iteration at every time step
0 2500 5000 7500 10000
Iteration Step k
0
20
40
60
sp
a
n
(zˆ
n k
−
v k
)
Batch Size n = 1
0 2500 5000 7500 10000
Iteration Step k
0
5
10
15
20
Batch Size n = 25
0 2500 5000 7500 10000
Iteration Step k
0
2
4
6
8
10
Batch Size n = 400
Figure 6. The span norm between outputs of exact relative value iteration and empirical relative value
iteration for n = 1, 25, 400. We observe that as n grows, the probability that span(zˆnk , vk) is large becomes
smaller. The mean and the variance are computed using 1000 independent runs of the iterations. There are 20
states and 5 actions in this MDP.
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Figure 7. Plot of span(aˆnk , v
∗) for n = 1, 25, 400. Observe that for every n, the variance of span(aˆnk , v
∗)
converges to 0 as k grows. We also observe that at k = 1000, the mean of span(aˆnk , v
∗) becomes smaller as n
grows. The mean and the variance are computed using 1000 independent runs of the iterations.
7.3. Empirical Relative Value Iteration for Average Cost MDP. We now consider the
average cost MDP in this section. The model for the MDP we consider here is the same MDP
described in Subsection 3.2 — it has 20 states and 5 actions with the state transition matrix
generated randomly at the beginning of the iterations. Let P (s′|s, a) be the state transition
probability matrix and is defined as P (s′|s, a) = P {g(s, a,W ) = s′}. The performance criteria
here is the infinite horizon average cost, which is denoted by vpi : S −→ R, where the agent
acts according to a stationary policy pi. Starting from state s and following policy pi is given
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by
vpi(s) := lim
K→∞
E
[
1
K + 1
K∑
k=0
c(sk, ak)
∣∣∣∣∣ s0 = s, ak = pi(sk)
]
.
The goal is to compute the optimal value v∗(s) = infpi∈Π vpi(s). We again let V be the set of
all v : S −→ R. The Bellman operator T : V −→ V is defined in this case as
T (v)(s) = inf
a∈A
{
c(s, a) + E [v(g(s, a,W ))]
}
The Bellman operator is not a contraction map on V under the infinity norm. However, if
we endow the space V with span semi-norm, then we can prove a remarkable property of the
Bellman map introduced above. The span semi-norm over the space V is defined as
span(v) = max
s∈S
v(s)−min
s∈S
v(s).
It should be noted that if v is a constant map, that is, v(s) = v(s′) for all s, s′ ∈ S,
then span(v) = 0. The span semi-norm satisfies positivity, scalar multiplicative property, and
triangle inequality properties of a norm, but it is not positive definite, as there are non-zero
value functions (in particular, constant maps) that have zero span. Thus, (V, span) is not a
Polish space, and the theoretical results proved in the paper cannot be applied directly onto
this problem.
There is a small trick that allows us to use the framework developed above. Let us define
two value functions to be equivalent, denoted by v1 ∼ v2, if and only if span(v1 − v2) = 0.
This is equivalent to saying that v1 ∼ v2 if their difference is a constant map. It can be readily
shown that this is an equivalence relationship, which further implies that the quotient space
(V/ ∼, span) is a complete normed vector (Banach) space. It is also a separable, which it
inherits from R|S|. Thus, (V/ ∼, span) is a Polish space. We use [v] ∈ V/ ∼ to represent the
set of all functions v′ ∈ V that satisfy the equivalence relationship with v. By a slight abuse
of notation, we write v ∈ V/ ∼.
Now, we can extend the Bellman operator T which takes as input an element of (V/ ∼
, span) and outputs an element in (V/ ∼, span), then it may be a contraction map. In
particular, T satisfies
span(T (v1)− T (v2)) ≤ α span(v1 − v2),
where
(7.1) α = 1− min
s,s′∈S,a,a′∈A
∑
sˆ∈S
min{P (sˆ|s, a), P (sˆ|s′, a′)}
Note that α < 1 if for each pair of state-action tuples, there exists at least one state to which
both tuples can reach with positive probability. Thus, for the purpose of this paper, we make
the following assumption.
Assumption 7.3. α, as defined in (7.1), is strictly less than 1.
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If we implement value iteration by picking v0 arbitrarily and defining vk+1 = T (vk), then
this implementation runs into a problem as the value functions vk can explode to infinity as
k goes to ∞. Thus, to determine the optimal value v∗, we can use relative value iteration, in
which at every time step, a constant is subtracted from the value function to ensure it remains
finite at every time step. The modified Bellman map, denoted by T˜ , in this case is defined as:
(7.2)
u(s) = inf
a∈A
{
c(s, a) + E [v(g(s, a,W ))]
}
T˜ (v)(s) = u(s)−min
s
u(s)
The relative value iteration starts with a v0 ∈ V arbitrarily and then runs vk+1 = T˜ (vk). This
iteration is guaranteed to converge to a point v∞, which lies in the same equivalence class as
v∗.
In data driven applications, we can use a simulator to generate independent samples of
the next state and this leads to empirical relative value iteration, which has been studied in
[18]. At each step of the iteration, the map Tˆnk is given by
(7.3)
uˆ(s) = inf
a∈A
{
c(s, a) +
1
n
n∑
i=1
v(g(s, a, wi))
}
Tˆnk (v)(s) = uˆ(s)−mins uˆ(s)
Now pick v0 arbitrarily and set zˆ
n
0 = v0. Let us define the relative value iteration and
empirical relative value iteration as
vk+1 = T˜ (vk), zˆ
n
k+1 = Tˆ
n
k (zˆ
n
k ).
Further, define aˆnk as the average of the iterates zˆ
n
0 , . . . , zˆ
n
k :
aˆnk =
1
k + 1
k∑
i=0
zˆni .
We now have the following result:
Theorem 7.4. The random operator Tˆnk satisfies Assumptions 2.1, 4.1. If Assumption 7.3
holds, then for n sufficiently large, Tˆnk satisfies Assumption 5.3. As a result, we conclude:
1. Let µn denote the distribution of (zˆ
n
0 , zˆ
n
1 , . . .) and ψ be the Dirac mass on (y0, y1, . . .). We
have µn converges to ψ in weak* topology as n→∞.
2. There exists a unique invariant distribution pin of the Markov chain (zˆn0 , zˆ
n
1 , . . .).
3. The time average aˆnk converges in probability to the mean of pi
n as k →∞.
Proof: The proof follows from the discussions in Subsection 3.2. In particular, each
realization of Tˆnk is also a contraction with coefficient α, and thus, Tˆ
n
k satisfies Assumption
5.3.
Figure 6 shows span(zˆnk − vk) for various values of n for k ranging from 0 to 1000. The
red area shows one standard deviation of span(zˆnk − vk) over hundred iterations of empirical
relative value iteration. Figure 7 shows the span(aˆnk − v∗).
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7.4. Empirical Q Value Iteration for Discounted Cost MDP. Q-Value iteration is an-
other algorithm that, like value iteration, computes the optimal value function in MDPs. Let
Q denote the set of all Q-value functions Q : S × A → R. Similar to Bellman operator of
value iteration, we define an operator G : Q → Q as
T (q)(s, a) = c(s, a) + αE
[
min
a′∈A
q(g(s, a,W ), a′)
]
Similar to Bellman operator, T is a contraction on (Q, ‖ · ‖∞). Further, it can be shown
that the fixed point of G is q∗, which is defined as q∗(s, a) = c(s, a) + αE [v∗(s′)|s, a], where
v∗(·) = mina∈A q(·, a). The Q value iteration starts with an arbitrary q0 ∈ Q and generates
the sequence according to qk+1 = T (qk), which converges to q
∗ as k →∞.
The exact operator, as in other cases considered in the paper, can be approximated by
the empirical operator Gˆnk :
Tˆnk (q)(s, a) = c(s, a) + α
1
n
n∑
i=1
min
a′∈A
q(g(s, a, wi), a
′)
Let us define zˆnk+1 = Tˆ
n
k (zˆ
n
k ), where zˆ
n
0 = q0. Let aˆ
n
k be the time averaged version of zˆ
n
k . The
properties of the random operator Tˆnk for empirical Q value iteration has the same properties
as listed in Theorem 7.2 for the case of empirical value iteration. Thus, we omit repetation of
the essentially the same result here. The simulation results are plotted in Figure 8 and 9.
Figure 8. Plot of ‖qk − zˆnk ‖ for n = 1, 25, 400 for k = 1, . . . , 1000. It is clear from the plots that as n
grows, the average and variance of ‖qk − zˆnk ‖ reduces. The mean and the variance are computed using 1000
independent runs of the iterations. There are 20 states and 5 actions in this MDP.
8. Proof of Theorem 4.2. To prove Theorem 4.2, we need to introduce some further
notation. Let Cb(X ) and Ub(X ) denote, respectively, the space of all continuous and bounded
functions and uniformly continuous and bounded functions over X . Let Πk : XN → X k+1
denote the projection operator that projects a sequence to its first (k + 1) components, that
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Figure 9. Plot of ‖q∗ − aˆnk‖ for n = 1, 25, 400 for k = 1, . . . , 1000. Notice that for every n, the variance
in ‖q∗ − zˆnk ‖ reduces as k increases. The mean and the variance are computed using 1000 independent runs of
the iterations.
is,
Πk(x0, x1, x2, . . .) = (x0, . . . , xk), k ∈ Z+.
For a measure µ ∈ ℘(XN), let µ◦Π−1k ∈ ℘(X k) denote the pullback of the measure to the first
k + 1 components. We note the following fact from probability theory.
Theorem 8.1. Let (νn)n∈N ⊂ ℘(XN) be a sequence of measures. Then, (νn)n∈N converges
weakly to ν∞ if and only if νn ◦Π−1k converges weakly to ν∞ ◦Π−1k for every k ∈ Z+.
Recall that µn is a measure defined on a stochastic sequence and we would like to show
that µn converges weakly to ψ. Due to the theorem above, all we need to establish is that
µn◦Π−1k converges weakly to ψ◦Π−1k for every k. We will establish this result via an induction
argument. First, we have some preliminary results.
Lemma 8.2. If g ∈ Ub(X ), then g ◦ T ∈ Ub(X ).
Proof: Fix  > 0. Since g ∈ Ub(X ), we can pick a δ > 0 such that for any x, x′ ∈ X with
ρ(x, x′) < δ, |g(x) − g(x′)| < . Now, for any for any y, y′ ∈ X with ρ(y, y′) < δ, we know
that
ρ(Ty, Ty′) < αδ < δ.
Taking x = Ty and x′ = Ty′, we conclude that
|g ◦ T (y)− g ◦ T (y′)| < .
This implies that g ◦ T ∈ Ub(X ).
We use mathematical induction to prove the result. In the induction step, we prove that
if µn ◦Π−1k−1 ⇒ ψ ◦Π−1k−1 and for every closed set F1 ⊂ X k−1 and F2 ⊂ X , we have
lim
n→∞µn ◦Π
−1
k (F1 × F2) ≤ ψ ◦Π−1k (F1 × F2).
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By Portmanteau theorem, we then conclude that µn ◦Π−1k → ψ ◦Π−1k in weak topology.
The proof is as follows: Fix n ∈ N. For k = 0, let µn ◦Π−10 (F ) = 1{y0}(F ) = ψ ◦Π−10 (F ).
Thus, the statement is true for k = 0. Let us assume that the statement holds for k = 1, . . . , l.
Then, we make the following claim.
Lemma 8.3. Suppose that Assumption 4.1 holds. Then, for every  > 0, there exists an N
such that∣∣∣∣∣
∫
F1
g(T (xl))µn ◦Π−1l (dx0:l)−
∫
F1
g(T (xl))ψ ◦Π−1l (dx0:l)
∣∣∣∣∣ <  for all n ≥ N,
and ∫
X
∣∣∣E [g(Tˆnl (xl)]− g(T (xl))∣∣∣µn ◦Π−1l (dx0:l) ≤  for all n ≥ N.
Proof: Lemma 8.2 implies that g ◦ T is uniformly continuous. The first result is a direct
consequence of the induction hypothesis. The proof of the second result is presented in
Appendix A.
Fix F1 ⊂ X l+1 closed. Then, using Lemma 8.3, for any g ∈ Ub(X ), there exists N such
that ∫
F1
∫
X
g(xl+1)µn ◦Π−1l+1(x0:l+1)−
∫
F1
∫
X
g(xl+1)ψ ◦Π−1l+1(dx0:l+1)
=
∫
F1
E
[
g(Tˆnl (xl))
]
µn ◦Π−1l (dx0:l)−
∫
F1
g(T (xl))ψ ◦Π−1l (dx0:l)
≤
∫
X l+1
∣∣∣E [g(Tˆnl (xl)]− g(T (xl))∣∣∣µn ◦Π−1l (dx0:l)
+
∣∣∣∣∣
∫
F1
g(T (xl))µn ◦Π−1l (dx0:l)−
∫
F1
g(T (xl))ψ ◦Π−1l (dx0:l)
∣∣∣∣∣
< 2.(8.1)
Now, for any F2 ⊂ X closed, we can construct a sequence of (gm) ⊂ Ub(X ) such that gm ↘ 1F2 .
This leads us to the following inequality for every m ∈ N:∫
F1
∫
X
1F2(xl)µn ◦Π−1l+1(x0:l+1) ≤
∫
F1
∫
X
gm(xl)µn ◦Π−1l+1(x0:l+1).
Taking the limsup on both sides and using (8.1), we arrive at the following inequality
lim sup
n→∞
µn ◦Π−1l+1(F1 × F2) ≤
∫
F1
∫
X
gm(xl+1)ψ ◦Π−1l+1(dx0:l+1).(8.2)
Now, since the right hand side holds for every m ∈ N, we take the limit m → ∞ and use
bounded convergence theorem to conclude
lim
m→∞
∫
F1
∫
X
gm(xl+1)ψ ◦Π−1l+1(dx0:l+1) = ψ ◦Π−1l+1(F1 × F2).(8.3)
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Collecting the two inequalities in (8.2) and (8.3), we conclude that
lim sup
n→∞
µn ◦Π−1l+1(F1 × F2) ≤ ψ ◦Π−1l+1(F1 × F2).
The proof of the lemma is complete.
9. Proof of Theorem 6.2. For f ∈ Cb(X ), we define gk ∈ Cb(X ), k = 0, 1, . . . as
g0(x) = f(x), gk(x) = F
k(f)(x) = E
[
f
(
Tˆnk ◦ . . . ◦ Tˆn1 (x)
)]
.
The following equation follows immediately from the above definitions:
E
[
gk(zˆ
n
m)|zˆnm−1
]
= gk+1(zˆ
n
m−1).(9.1)
Define the constant function cf ∈ Cb(X ) as
cf (x) =
∫
fdpin.
The average of the functions gk, denoted by g¯k, is
g¯k(x) =
1
k
k∑
i=1
gi−1(x).
For a function f ∈ Cb(X ) and a set C ⊂ X , we use f |C to denote the restriction of the
function on the set C.
We now prove three lemmas that leads to the result. For the next result, let us define the
occupation measure ηk over the set C ⊂ X as
ηk(C) =
1
k
k−1∑
i=0
1{zˆnk∈C},(9.2)
where 1{·} is an indicator function, which takes the value of 1 if {·} is true and 0 otherwise.
We claim the following.
Lemma 9.1. If Assumptions 2.1 and 6.1 holds, then for every  > 0, there exists a compact
set C ⊂ X such that
lim sup
k→∞
P
{
ηk(C
{
 ) ≥ 
}
< .
Proof: Note that since F¯ ∗k (µ)→ pin for any µ ∈ M by Assumption 6.1, we conclude from
Prohorov’s theorem that the sequence {F¯ ∗k (µ)}k∈N is tight. Thus, for  > 0, let C be the
compact set such that
F¯ ∗k (µ)(C
{
 ) < 
2 for all k ∈ N.
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Further, we note that for any set C ⊂ X , we have
E [ηk(C)] = E
[
1
k
k−1∑
i=0
1{zˆnk ∈ C}
]
= F¯ ∗k (µ)(C).
Using the above identity and using Markov’s inequality, we conclude that
P
{
ηk(C
{
 ) ≥ 
}
≤
E
[
ηk(C
{
 )
]

< .
The proof of the theorem is complete.
Lemma 9.2. Let C ⊂ X be a compact set. Then, the sequence of functions (g¯k|C)k∈N is
uniformly bounded and equicontinuous and converges uniformly to cf |C .
Proof: First, we note that ‖gi‖∞ ≤ ‖f‖∞ for all i ∈ N, which implies that g¯k|C is uniformly
bounded.
The proof of equicontinuity follows directly from Assumption 6.1(2) and Ascoli theorem.
Note that as k →∞, we get
g¯k(x) = 〈f, F¯ ∗k (δx)〉 → cf (x).
Thus, by Ascoli’s theorem, {g¯k|C}k∈N is an equicontinuous sequence of functions. The result
then follows using Assumption 6.1(2).
Next, we claim that
Lemma 9.3. For every M ∈ N, we have
lim
N→∞
∣∣∣∣∣ 1N
N−1∑
l=0
(
g0(zˆ
n
l )− g¯M (zˆnl )
)∣∣∣∣∣ = 0 P-almost surely.
Proof: See Appendix B.
The proof can now be completed easily. Fix  > 0 and recall the definition of the set C from
Lemma 9.1. We now note that for every K ∈ N and M ∈ N, we have
1
K
K∑
k=1
f(zˆnk )−
∫
fdpin =
1
K
K∑
k=1
g0(zˆ
n
k )−
∫
fdpin
≤ 1{zˆn0 ∈ C, . . . , zˆnK ∈ C}
(
1
K
K∑
k=1
g0(zˆ
n
k )−
∫
fdpin
)
+ 2‖f‖∞ηK(C{ ),
< 1{zˆn0 ∈ C, . . . , zˆnK ∈ C}
{
1
K
K∑
k=1
(
g0(zˆ
n
k )− g¯M (zˆnk )
)
+
(
1
K
K∑
k=1
g¯M (zˆ
n
k )−
∫
fdpin
)}
+ 2‖f‖∞ηK(C{ ).
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Since g¯M (x) →
∫
fdpin uniformly on the compact set C due to Lemma 9.2, we can pick M
sufficiently large such that for all K ∈ N and M ≥M, we get
1{zˆn0 ∈ C, . . . , zˆnK ∈ C}
(
1
K
K∑
k=1
g¯M (zˆ
n
k )−
∫
fdpin
)
< .
For such M, as K →∞, the first summand goes to 0 by Lemma 9.3. In the third summand,
we know that ηK(C
{
 ) is less than  with probability at least 1 −  due to Lemma 9.1 for
sufficiently large K. Collecting all these results, we conclude that
lim sup
K→∞
P
{∣∣∣∣∣ 1K
K∑
k=1
f(zˆnk )−
∫
fdpin
∣∣∣∣∣ < (2‖f‖∞ + 2)
}
≥ 1− .
This completes the proof of the theorem.
10. Conclusion. In this paper, we studied the convergence of random sequence generated
from certain SRAs used in machine and reinforcement learning problems. If the randomization
device used within the algorithm is independent at every iteration, and the maps dont change
(for instance, the learning rate is taken as constant), then the random sequence generated
can be viewed using the lens of Markov chains. We leveraged many strong results available in
Markov chains literature, particularly for Feller Markov chains, and deduced many interesting
characteristics of the random sequence and their distributions.
We hope that the unified framework developed in this paper will be useful for analyzing
many other learning algorithms in the future. One of the problems left open for further
research is the case where the number of samples or the learning rate is changed over time,
which leads to non-homogeneous Markov chain. Indeed, these situations are typically studied
using stochastic approximation theory, but it suffers from the disadvantage of getting only
asymptotic convergence. Perhaps reformulating them as Markov chains can throw some light
on their speed of convergence. We aim at studying these interesting problems in the future.
Appendix A. Proof of Lemma 8.3. Since µn ◦ Π−1l → ψ ◦ Π−1l in weak topology as
n → ∞, we conclude that
(
µn ◦ Π−1l
)
n∈N
is tight. For a fixed  > 0, let F2 ⊂ X be the
compact set such that
µn ◦Π−1l (X l × F) > 1−

4‖g‖∞ for every n ∈ N.
We now need the following result.
Lemma A.1. If Assumption 4.1 holds, then for any g ∈ Ub(X ), compact set K ⊂ X and
 > 0, there exists N ∈ N such that∣∣∣E [g(Tˆnk (x))]− g(T (x))∣∣∣ <  for all x ∈ K.
Proof: Since g is uniformly continuous, for every  > 0, there exists a δ > 0 such that
for any x, x′ ∈ X with ρ(x, x′) < δ, we have |g(x) − g(x′)| < . Since Assumption 4.1 holds,
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there exists N(g,K) such that
sup
x∈K
P
{
ρ(Tˆnk (x), T (x)) > δ
}
<

2‖g‖∞ for all n ≥ N(g,K).
This implies ∣∣∣E [g(Tˆnk (x))− g(T (x))] ∣∣∣ ≤ ∫ |g(Tˆnk (x))− g(T (x))|P {dω}
≤ P
{
ρ(Tˆnk (x), T (x)) < δ
}
+ 2‖g‖∞P
{
ρ(Tˆnk (x), T (x)) ≥ 
}
< 2.
The proof of the lemma is complete.
We are now in a position to prove the result. Consider the following expressions∫
X l+1
∣∣∣E [g(Tˆnl (xl))]− g(T (xl))∣∣∣µn ◦Π−1l (dx0:l)
=
∫
X l×F
∣∣∣E [g(Tˆnl (xl))]− g(T (xl))∣∣∣µn ◦Π−1l (dx0:l)
+
∫
X l×F {
∣∣∣E [g(Tˆnl (xl))]− g(T (xl))∣∣∣µn ◦Π−1l (dx0:l)
≤ 
2
+

2
= .
The proof of the lemma is complete.
Appendix B. Proof of Lemma 9.3. Let us define random variables upl for l, p = 0, 1, . . .
as
upl =
{
gp(zˆ
n
l )− gp+1(zˆnl−1) p < l
0 p ≥ l .
It is now easy to see that
E
[
upl |zˆnl−1
]
=
{
E
[
gp(zˆ
n
l )− gp+1(zˆnl−1)|zˆnl−1
]
p < l
0 p ≥ l = 0.(B.1)
Lemma B.1. For a fixed p ∈ {0, 1, . . .}, we have
lim
N→∞
1
N
N∑
l=1
upl = 0 P-almost surely.
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Proof: First, note that
E
[
upl |up0, . . . , upl−1
]
= E
[
E
[
upl
∣∣∣zˆnl−1] ∣∣∣up0, . . . , upl−1] = 0, E [(upl )2] ≤ 2‖f‖2∞.
The proof then is an immediate consequence of Strong Law of Large numbers for martingales
in [31, p. 66].
We immediately conclude that for any l, k ∈ N such that l ≥ k, we have
g0(zˆ
n
l )− gk(zˆnl−k) = u0l + . . .+ uk−1l =
k−1∑
p=0
upl .
Let gp(zˆ
n
−i) := 0. Fix k ∈ N. This yields for any k ≤ l and N >> k
1
N
N−1∑
l=0
g0(zˆ
n
l )−
1
N
N−1∑
l=k
gk(zˆ
n
l−k) =
1
N
N−1∑
l=0
k−1∑
p=0
upl =
k−1∑
p=0
(
1
N
N−1∑
l=0
upl
)
.
In the above expression, we can replace 1N
∑N−1
l=k gk(zˆ
n
l−k) with
1
N
N−1∑
l=k
gk(zˆ
n
l−k) =
1
N
N−1∑
l=0
gk(zˆ
n
l )−
1
N
N−1∑
l=N−k+1
gk(zˆ
n
l ).
In what follows, we ignore the second summand in the right side above since N >> k. Next,
we add the terms from k = 1 to M , where N >> M to get
1
M
M∑
k=1
1
N
N−1∑
l=0
(
g0(zˆ
n
l )− gk(zˆnl )
)
=
1
M
M∑
k=1
k−1∑
p=0
(
1
N
N−1∑
l=0
upl
)
.
Rearranging the terms in the left side yields
1
N
N−1∑
l=0
(
g0(zˆ
n
l )− g¯M (zˆnl )
)
=
1
M
M∑
k=1
k−1∑
p=0
(
1
N
N−1∑
l=0
upl
)
.
Now note that as N → ∞, the term in the brackets converge to 0 almost surely by Lemma
B.1.
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