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Abstract
The new free-electron lasers (FELs) open up new possibilities for the study of biological particles
such as proteins and viruses. Development of new data analysis algorithms requires large
datasets of diﬀraction images produced by simulation. Existing programs are not capable of
eﬀective use of modern computational resources, and especially not adapted to the hybrid
architecture with GPU. We explored the possibility of performance increase in the SPSIM
program for simulation of large datasets of diﬀraction images, using CUDA technology. Also,
we have implemented new capabilities in simulation of FEL experiments special features.
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1 Introduction
The new high power x-ray free-electron lasers (FELs) [6, 14, 1], open up new possibilities for
the study of small biological samples. Conventional methods of visualization of non-crystalline
biological samples are limited by radiation damage. Restrictions on the radiation intensity limit
achievable resolution of the resulting particle structure [12, 13]. Free-electron lasers allow to
overcome this limitation and increase resolution to the sub-nanometer range for single particles
[9, 2].
The problem of structure reconstruction for data obtained in the FEL experiments consid-
erably more complex in comparison with existing approaches in crystallography and electron
microscopy. Diﬀraction patterns of individual particles do not contain the Bragg peaks, but rep-
resent continuous patterns of scattering on particle electron density distributed between atoms.
Particle orientation for each pattern is unknown, and it is necessary to determine it directly
from diﬀraction dataset and build a coherent matrix of relative orientation for each pattern
in dataset. These features makes analysis signiﬁcantly more complicated for data produced
in FEL experiments in comparison with established methods in crystallography and electron
microscopy. The problem of structure reconstruction requires development of new methods for
data analysis.
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In FEL experiments, biological particles are injected into the beam in random orientations,
and the diﬀraction pattern is collected by a detector. If measured diﬀraction images do not
contain a signiﬁcant contribution from radiation damage [18, 16, 10], then the original particle
structure can be reconstructed from these images. Thus, FELs allows us to study the struc-
ture of reproducible particles. This technique has been successfully applied to study of protein
nanocrystals [4, 3], using classical crystallography approaches for Bragg peaks analysis. Recon-
struction of the structure of individual particles require a larger number of images to get enough
information about intensity distribution in reciprocal space. Important steps of the recovery
process are image classiﬁcation[11] and determination of relative orientations of particles for all
images[15, 8, 19].
XFEL will allow producing up to 27,000 diﬀraction images of individual particles per second.
Analysis of this volume of images is a serious veriﬁcation for the methods of reconstruction.
Optimisation of reconstruction technique requires development of new algorithms. However,
until XFEL is under construction, development of algorithms for the analysis requires simulated
data with experiment speciﬁc features. Experimental data obtained on the FELs have a low
signal-to-noise ratio and is subjected to a set of inevitable factors that additionally complicate
analysis. Classiﬁcation algorithms should be sensitive to slight diﬀerences for diﬀerent types
of images, and the algorithms for orientation analysis should be able to extract the correct
information from images with high level of noise. Recovery results depend on the eﬃciency of
each analysis step. To develop high quality algorythms for structure reconstruction one need
a modeling tool for future XFEL experiments. Therefore, simulation process should take into
account the maximum possible set of experiment features.
Since the experimental data will be received at a rate of about 27,000 images per second,
algorithms should be tested for processing data in such volumes, and therefore, ability to quickly
generate such images is required.
2 Diﬀraction images simulation
SPSIM[17] program were chosen for research, as it has open source code and it implements phys-
ically correct simulation of single particle scattering at FELs with accurate model for detector
characteristics. This package performs calculation on CPU and supports MPI technology. How-
ever, SPSIM does not have support to simulate many aspects of experiments at FELs, which
limits applicability of the simulated date for the algorithm development. SPSIM require several
minutes to generate one diﬀraction image on single-core processor, which is caused by a low
level of computing resources utilization. Moreover, the simulation activities are ideally suited
for modern hybrid architectures with GPU. Support for these architectures allows to seriously
improve the calculation eﬃciency, which was done in this research. Adaptation of SPSIM was
developed in two directions: the development of a new module for diﬀraction simulation using
modern hybrid architectures with CUDA, and implementation of new FEL experiment features
simulation. Ability to perform simulations on a CUDA-based architecture will allow calculation
using hybrid cluster in the NRC ”Kurchatov Institute” and eﬃcient use on available computing
resources.
3 Hybrid architecture adaptation
At ﬁrst step the code adaptation, the program execution was analyzed using the gprof tools.
Functions that require maximum computing resources were identiﬁed 1. Following functions,
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that occupies most of the execution time, were selected: compute pattern on list and calcu-
late pixel solid angle. These functions occupy 98.8% of the CPU time.
% of total execution time Function name
98.08 compute pattern on list
0.69 calculate pixel solid angle
0.37 get HKL list for detector
0.31 StochasticLib2 :: PoissonModeSearch (double)
0.12 calculate thomson correction
0.06 TRandomMersenne :: Random ()
0.06 TRandomMersenne :: BRandom ()
0.06 StochasticLib2 :: PoissonPatchwork (double)
Table 1: Functions that occupy most of the CPU time.
Function compute pattern on list implements integration over the electron density. The
integral calculation is well suited for hybrid architectures, since it consists of large number of
relatively simple calculations that may be performed independently on diﬀerent processor cores.
The calculation of intensity values for each detector pixel requires calculation of contribution of
each atom in the simulated particle, which is related to calculation of sine and cosine functions.
One advantage of the hybrid architecture is the large number of blocks for trigonometric func-
tions calculation, which increases calculation eﬃciency. The function calculate pixel solid angle
calculates solid angle for each pixel of the detector. The values for individual pixels can be
calculated independently, so this function is also well suited for CUDA architecture.
4 Simulation of FEL experiment features.
SPSIM implements basic features of the image simulation, however, development of new al-
gorithms for the data analysis requires a set of new features that contributes in simulation.
With introduction of support for these features, the data produced in simulation allow to de-
velop algorithms for all steps of particle structure reconstruction. The following features were
implemented in simulation:
1. Beamstop. The area in the center of the image where signal is assumed to be zero. The
detector in experiment has a gap or special mirror in front that protects the detector from
direct hits by the laser beam. In the future it is possible to add functionality to mark any
part of an image in which the signal is assumed to be zero, it corresponds to the design
of the detector with separate blocks and gaps between the blocks.
2. The random orientation of the particles. The orientation of particles in experimental
data for each individual image is unknown, therefore, it is necessary to simulate a random
orientation of particles.
3. The random position of the particle. Particles in the experiment are injected in jet crossing
the path of the laser beam. When the laser hits the particle, it is only known that the
particle coordinates are within the scope of the laser beam. In the simulation, the position
of the particles varies randomly, so that the distribution of positions of the particles is
described by the normal distribution and given variance.
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4. Support for serial simulation of an arbitrary number of diﬀraction images for the ﬁxed
molecule, with each image may correspond to a random orientation and position. You
can easily simulate sets of diﬀraction images, it is the most popular scenario for using the
program.
5. The ability to simulate a series of images with a uniform rotation of the molecule by a
small angle. This is useful for analysis of the diﬀerent characteristics depending on the
orientation of the molecule.
6. Support to save data in a binary format that requires 70% less storage space than the
default *.vtk format and allows to open data with standard tools (Numpy for python, for
example), without heavy VTK framework.
5 Software Implementation
5.1 Calculation of the electron density integral
The integration of the electron density performs in function compute pattern on list. This
function computes sum of amplitude vectors of each atom in the particle for each individual
pixel. The program code for the CPU use an outer loop on all pixels, and the inner loop on
all particle atoms. To compute integral on GPU, it was decided to allocate a thread for each
pixel on separate GPU processors, where each processor will undergo a loop on all the atoms in
the particle. To calculate the amplitude vector at a given pixel for given atom, it is required to
determine the following parameters: the scattering angle, the coordinates of individual atoms
in a molecule, the atomic form factor which determines the scattering intensity at a given angle
for each atom.
Thus, each processor works with its own values for the scattering angle and uses common
data about atom position in the particle. A ﬁle, that describes the particle structure contains
coordinates of atoms and occupies a few megabytes in memory. Therefore, it is now possible
to use fast memory types, such as shared memory, to store this data on GPU. For the atomic
coordinates a global memory were used, with support of texture mechanism that provides data-
caching and faster access. In addition, each processor uses a table of scattering coeﬃcients
[7, 5]. This table contains 9 coeﬃcients for each element of the periodic table, which are used to
calculate the scattering amplitude. The size of the coeﬃcient table is 12 kilobytes, and although
it may be placed in shared memory, these ratios are used once by each processor, hence the
usage of shared memory does not improve calculation performance. The table is stored in the
global memory with support of texture mechanism.
The sum of the vector amplitudes for contribution of each atom is split in two perpendicular
projections, which are calculating using the sine and cosine functions. These functions require
considerably more time to execute than arithmetic operations and they determine computation
eﬃciency. GPU has special modules for sine and cosine calculations in each processor, and this
fact signiﬁcantly increase performance in comparison with sequential CPU-based implementa-
tion. Furthermore, usage of sincos function allows to calculate both functions simultaneously
and to increase performance for 1.5 times over the sequential calculation sine and cosine at the
same processor. The last step of intensity calculation is evaluation of total intensity for the
pixel by sum of amplitudes squares for both projections.
To perform the calculation on GPU, following datasets have to be copied to GPU memory:
mol-¿ pos contains information about atoms positions in the particle, HKL list contains infor-
mation about position of detector pixels, atomsf array contains information about the atoms
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Figure 1: Performance comparison of the original and adapted versions of SPSIM.
scattering coeﬃcients for diﬀerent elements. Additional memory is allocated for usage during
the calculation on the GPU: scattering factor cache and is element in molecule. Both arrays
are responsible for scattering factors of diﬀerent types of atoms. Total projection amplitudes
are saved in register memory slots as each data cell belongs to a certain pixel.
5.2 Calculation of solid angles
The Solid angle covered by each pixel is determined in function calculate pixel solid angle.
The function use values of physical size of the detector and size of individual pixels, as well
as distance from particle to the detector at the moment of irradiation. Each thread on GPU
performs computations of the solid angle for a single pixel. Detector size, pixel size and distance
values are placed in the register memory of each thread GPU, calculation does not request data
from the global memory, so the performance is limited by arithmetic operations. This scenario
provides maximum of GPU eﬃciency.
6 Results
Performance comparison for image series simulation is shown in 1 and 2. The original program
was executed on the Intel Q8300 processor in single-threaded mode, an adapted version of the
program was executed on the NVIDIA GeForce 460 GPU that has 7 multiprocessor units with
336 cores in total. The resolution of the simulated images was 500 * 500 pixels.
In the simulation of a series of 20 or more images, diﬀerence in execution time is about 160
times. If total execution time is less than 10 seconds for GPU, in this case program initialization
makes a noticeable contribution in total time. Program is initialized by operating system and
GPU initialization is performed before the simulation. When the more images are simulated in
a single run, values of relative speed-up are closer to a constant value of about 160 times. In this
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The number of images in the series SPSIM on CPU SPSIM on GPU Speed-up
1 72.5 sec 0.52 sec 139 times
2 145.4 sec 0.99 sec 146 times
5 361.0 sec 2.3 sec 156 times
10 722.1 sec 5.1 sec 142 times
15 1084.8 sec 6.9 sec 157 times
20 1446.5 sec 9.1 sec 158 times
30 2167.7 sec 13.7 sec 158 times
40 2894.4 sec 18.2 sec 159 times
Table 2: Functions that occupy most of the CPU time.
case, initialization contribution to the overall execution time tends to zero. After initialization,
sequential generation of the entire image series is performed. The maximum length of a series
is limited only by available storage capacity.
Such a high increase in performance is caused by the fact that the problem of diﬀraction
simulation is connected with integration over large number of atoms, where calculation for
individual pixels can be performed in parallel. This property makes the problem very well suited
for GPU architecture, which was originally developed for the parallel execution of relatively
simple pieces of code that do not require usage of more than several dozens of memory registers.
Performance comparison for the simulation of a series of 40 images at diﬀerent resolutions
is shown at 2 and 3. With resolution increase, relative speed-up tends to the level of 160
times. If an execution time if less than 10 seconds, the relative acceleration is limited by GPU
initialization time, as 2. The main factor that determines simulation eﬃciency on both the CPU
and GPU is a total performance of available blocks for calculation of sine and cosine operations,
which is considerably higher in hybrid architectures, due to the initial orientation of GPU to
tasks of illumination computing in visualization.
Resolution of simulated images SPSIM on CPU SPSIM on GPU Speed-up
100*100 115.9 sec 0.98 sec 118 times
200*200 462.9 sec 3.25 sec 142 times
300*300 1044.0 sec 6.83 sec 153 times
400*400 1850.5 sec 11.9 sec 155 times
500*500 2887.6 sec 18.0 sec 160 times
600*600 4157.0 sec 25.8 sec 161 times
700*700 5660.2 sec 34.9 sec 162 times
Table 3: Functions that occupy most of the CPU time.
7 Conclusion
Adaptation of SPSIM program for simulation of XFEL diﬀraction experiments have led to a
signiﬁcant increase in performance by adapting the program to hybrid architecture with GPU.
The program acquired support for a set of new experiment features that allowed data simu-
lation for development of new algorithms for particle structure reconstruction by diﬀraction
images dataset. The result performance increase allows speeding up diﬀraction images simula-
tion without necessity to use supercomputers or expensive computer station. Importantly, the
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Figure 2: Performance comparison for diﬀerent resolutions.
improved performance is accompanied by the preservation of the full input and output func-
tionality. Result of adaptation reuse existing code to work with popular formats of molecular
data, such as * .pdb. The ﬁnal program will allow you to quickly create data sets to test the
algorithms on diﬀraction images and, ultimately, will speed up the establishment of systems for
the analysis of experimental results at FELs. It is also important to note that the program will
be available for free use, which will help to perform research for new groups of scientists.
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