Abstract. We prove that the Benjamin-Ono equation is locally well-posed in H s (R) for s > 9/8 and that for arbitrary initial data, the modified (cubic nonlinearity) Benjamin-Ono equation is locally well-posed in H s (R) for s ≥ 1.
Introduction
We consider the initial value problems for the Benjamin-Ono (BO) equation
u(x, 0) = u 0 (x) (1.1) and a modified Benjamin-Ono (mBO) 
equation (with cubic nonlinearity)
where H is the Hilbert transform.
The Benjamin-Ono equation models behavior of long internal waves in deep stratified fluids ( [B] , [O] ). Both equations satisfy the conservation laws The Benjamin-Ono equation has global weak solutions in L 2 (R), H 1 2 (R), and H 1 (R) ( [GV] , [To] , [Sa] ), and it has been known for some time that it is globally well-posed in H s (R) for s ≥ 3/2 (see [P] and the references therein). Recently, H. Koch and N. Tzvetkov [KoTz] proved local well-posedness for s > 5/4 by a substantially simpler argument. Our first result is the following improvement: Observe that a desirable goal is to extend local well-posedness to s ≥ 1, since global well-posedness would then hold in H 1 (R) due to the conservation law (1.4). Just as this paper was completed, T. Tao ([Ta] ) announced a proof of this global well-posedness in H 1 (R), by performing an appropriate gauge transformation that eliminates the derivative (on high-frequency components) in the nonlinear term. Nevertheless, we expect that the simplicity of our argument for the range s > 9/8, and its wide scope of applicability, should be of independent interest. For instance, a very similar proof to the one given here yields, for the "dispersion-generalized" Benjamin-Ono equation . This improves the best previously known result given in [KPV1] , where local well-posedness was proved for s > . Since these equations are not completely integrable (for 0 < a < 1), it is unclear whether Tao's gauge transformation applies to them.
For the modified Benjamin-Ono equation (1.2), it has been known that it is locally well-posed for s > 3/2 ( [I] ) and, for small initial data, for s > 1 ( [KPV3] ). Also very recently, the latter result (i.e. for small data) was extended to s > 1/2 by L. Molinet and F. Ribaud ([MR] ). We show that for arbitrary initial data, mBO is locally well-posed in H s (R) for s ≥ 1.
H 1 ) and a unique solution u of the modified satisfying
Moreover, for any
Our method is to refine the energy method and smoothing effect approach (such as in [KPV1] , taking advantage of the Christ-Kiselev lemma 2.5 below). It is worth pointing out that it is not possible to use the contraction principle to prove local well-posedness in H s (R) for the Benjamin-Ono equation ([MSaTz] ). On the other hand, the results of Kenig-Ponce-Vega and Molinet-Ribaud cited above for modified Benjamin-Ono were proved by contraction methods. These cannot apply for s < 1/2, since mBO is not C 3 well-posed in this range ( [MR] ).
The following notation will be used throughout this article: 
Finally, we say A B if there exists a constant c > 0 such that A ≤ cB (it will be clear from context what parameters c may depend on).
Linear estimates and local smoothing
In this section, we provide the linear estimates and local smoothing properties for solutions to BO and mBO. Consider the corresponding linear IVP
whose solutions are given by
ixξ e itξ|ξ|û 0 (ξ) dξ. We first state the standard Strichartz estimate and sharp Kato smoothing effect for the unitary group {S(t)} t∈R (see e.g. [KPV1] ).
for any θ ∈ [0, 1], and
The following version of the local smoothing effect for solutions to BO was established in [KPV1] ; a careful examination of the proof 1 shows that the result extends (as stated below) to solutions of mBO as well. 
Next we recall the maximal function estimate proved in [KPV1] .
Using duality arguments and complex interpolation, we combine the Katotype smoothing and maximal function estimates to obtain additional linear estimates needed in the proof of Theorem 1.2.
A useful lemma of Christ and Kiselev ([ChKi] ) allows one to deduce the inequalities (2.8) and (2.10) from the corresponding "nonretarded" ones. The version of this lemma that we use is the one presented and proved in [MR] , [SmSo] .
Proof of Lemma 2.4.
(a) A standard T T * argument using Lemma 2.1 yields the linear estimate
x Strichartz estimate and smoothing effect (2.4) imply that
Therefore, by Lemma 2.5,
which in turn implies (2.8).
x ) version of the ChristKiselev lemma holds with the condition q 1 > max(p 2 , q 2 ) (resp. min(p 1 , q 1 ) > q 2 ; or q 1 > q 2 ) instead of (2.11).
(b) The proof is in part similar 3 to the one in [KPV3] that showed
To adapt the argument to the operator D
x ), one interpolates the smoothing effect
to obtain (2.9). For (2.10), we decompose f into small and large frequencies (using smooth cutoffs) so that f = f 1 +f 2 with suppf 1 ⊂ {|ξ| < 2} and suppf 2 ⊂ {|ξ| > 1}. Recall that for any fixed κ > 0, there exist finite measures µ, ν such that
pp. 133-134). Therefore, combining the inequalities D
by Lemma 2.5. On the other hand, by Lemma 2.3,
Interpolating (2.14) and (2.15) gives
3 The direct analogue of (2.13) is
term causes difficulties when this estimate is applied with f = u 2 ∂ x u (see (4.2) below). Now we also know the following analogue of the smoothing effect (2.4): ), so interpolating (2.16) and (2.17) yields the desired result (2.10) for f 2 (with just the first term on the right-hand side). For f 1 , it is easiest to estimate the lefthand side of (2.10) directly, using the result (2.9) already established. Thus
Remark: By (2.7) and the proof of the last statement in Lemma 2.5, we obtain the following analogue of (2.16): for any δ < 1, there exists p ∈ (1, 2) such that
To analyze the products that arise from the nonlinear term of the BO and mBO equations, we require the following Leibniz rules for fractional derivatives. For detailed proofs of these facts, see [KPV2] .
Moreover, the following additional cases are allowed: (α 1 , q 1 ) = (0, ∞); (p, q) = (1, 2); and q = 1, provided that α i ∈ (0, α).
We remark that all of these results remain valid withD x = HD x instead of D x .
Next we turn to the energy estimates satisfied by solutions to the BenjaminOno equations (1.1) and (1.2). Note that their L 2 norms are preserved by the second conservation law (1.3). 
Proof. Part (a) of the lemma is contained in [KPV1] , [P] ; we indicate the changes needed in the cubic nonlinearity case (b). Differentiating the equation (1.2), we have
Multiplying by D s x u, integrating by parts, and applying Lemma 2.6 yields
Finally, we give the key linear estimate used in the proof of Theorem 1.1 that reformulates and generalizes the one given by Koch and Tzvetkov ([KoTz] ) in their demonstration of local well-posedness of BO for s > 5/4.
Proposition 2.8. Let α ∈ [0, 1] and T ∈ (0, 1]. Assume w ∈ C([0, T ] : H 3 (R)) is a solution
4 to the linear equation
Remarks:
(1) We take α = 1/2 in the proof of Theorem 1.1, which is the optimal choice of parameter in our argument. Indeed, given a linear estimate of the form
we want to apply the smoothing effect (2.5) and "absorb" as many derivatives as possible on F ; this approach requires that a = b + 1 2 . Thus local well-posedness of BO holds for s ≥ a whenever (2.21) holds such a pair of exponents (a, b). However, we have been kindly informed by L. Vega that such an interpolationtype estimate fails for any a < 
. Clearly then it suffices to show that for p > 2,
for any frequency λ = 2 k with k ≥ 1. (The case k = 0 is easily handled using Lemma 2.1 and Hölder's inequality, yielding the last two terms in (2.21).) Fix such λ ≥ 2, and observe that ∂ t w λ + H∂ 
Proof of Theorem 1.1
Fix s > 9/8, and set ε = s − 9/8 > 0. Without loss of generality, we may assume that
for δ > 0 small enough (to be specified later). Indeed, if u(x, t) is a solution to (1.1), then u λ (x, t) = λu(λx, λ 2 t) is also a solution with initial data λu 0 (λx). 
Once this is done, the proofs of existence, uniqueness, and continuous dependence on initial data can be completed as in [P] , [I] , [KPV1] , [KoTz] , etc.
Applying Proposition 2.8 (with α = 1/2, w = u, and F = −u∂ x u), the energy estimate (2.19), and the L 2 conservation law, we have
By Lemma 2.6(a) and (2.19) again,
Now the smoothing effect (2.5) provides a gain of half a derivative. Indeed,
Using the integral equation
as well as Lemma 2.3 and the L 2 conservation law, we find that for fixed (small)
Repeating the previous calculation (note that
which is a continuous, nondecreasing function of T . Combining all of the preceding, we know that
Note that 
Proof of Theorem 1.2
Our main goal is to obtain a priori estimates for
, where u is a solution to mBO and thus satisfies the integral equation
(In the following, we always take T ≤ 1.) We consider the (worse) term
first. By Lemma 2.1 and Lemma 2.4, we have
, we apply Lemma 2.6 and Hölder's inequality to obtain
To handle the factors in the second term, we first differentiate the integral equation for u and apply the linear estimates in Lemma 2.4 (with θ = 2/3) to see that for any (positive) δ < 1, there exists p = p(δ) ∈ (1, 2) such that
Similarly (taking θ = 1/3), for any δ < 1, there exists p ∈ [1, 2] such that
The case θ = 0 and the energy estimate (2.20) lead to
We turn next to the main term in (4.2), using the smoothing effect (2.6) and the maximal function estimate (2.7) to absorb half a derivative. In detail, since p ∈ [1, 2] (so that 2/p ≥ 1), we have 
Observe that
so we can control Λ(T ). Finally, we need to estimate u L 4
, which is easy. From the integral equation and the Strichartz estimate (2.3), we deduce that
Fix δ < 1. We have shown that . At this stage, the existence, uniqueness, and continuous dependence on initial data follows from the standard compactness and Bona-Smith approximation arguments (see for example [I] , [KPV1] , [P] ).
Note that µ(T ) is continuous and

