Abstract. Consider a finite dimensional vector space V over a finite field F q . We give a minimal generating set for the ring of invariants V) , and show that this ring is a Gorenstein ring but is not a complete intersection. These results confirm a conjecture of Bonnafé and Kemper [3, Conjecture 3.1].
The ring of invariants is the subalgebra
In this paper we prove the following result, which was conjectured by Bonnafé and Kemper where λ is an indeterminate and we make the convention that c n,n := 1. The second definition expresses the Dickson invariants in terms of certain determinants and will allow us later to derive some relations. Consider the following n × (n + 1)-matrix whose entires taken from F[V]: In 1975, Mui [14] proved that the ring of invariants F[V] U of the unipotent group is a polynomial algebra over F, generated by { f 1 , f 2 , . . . , f n }, where f 1 = x 1 , and for 2 i n,
where V i−1 denotes the vector subspace generated by {x 1 , x 2 , . . . , x i−1 }.
3.
Bonnafé-Kemper's Theorem. In 2011, Bonnafé-Kemper [3] considered the actions of U and G on F[V ⊕ V * ], and the corresponding two rings of invariants.
The ring F[V ⊕ V * ] is equipped with an involution * :
. These two maps commute with the action of G and so restrict to endomorphisms of
The natural pairing of V with V * corresponds to a natural quadratic G-invariant in F[V ⊕ V * ]:
For i ∈ N + , we define
which are G-invariants, since F and F * commute with the action of GL(V). We observe that
Furthermore they proved that this ring is a complete intersection and exhibited the minimial relations among the generating invariants. 
where G 1 /G 2 denotes any set of left coset representatives of G 2 in G 1 . It is easy to see that Tr
invertible in k, then we have the so-called Reynolds operator
To prove Theorem 1, we first note that the group U is a p-Sylow subgroup of G, so the index 
G -module, where
Of course the analagous result holds for
5. Sketch of the proof of Theorem 1. We define
In this section we outline the steps we will follow in order to prove
which is the first assertion of Theorem 1. 
suffices to show that
Our proof will be separated into the following steps:
Show B ∞ is a unique factorization domain, and thus it is a completely integrally closed. (5) Show that h is a quasi-almost integral element over B ∞ which implies that h ∈ B ∞ ⊆ A.
Some relations in
we have the following relation:
Proof. We recall the relations (R n ) and (R
We will use the equation 
which is the relation (T 0 ) as desired.
Applying the map F * on (T 0 ) repeatedly, we obtain more relations:
. . .
Continuing we obtain
We apply the involution * on (T 0 ), (T 1 ), . . . , (T n−1 ) respectively, and obtain
From the expression for the Dickson invariants in terms of determinants we have c n,0 · c *
Thus we have another relation
In this subsection we study the rationality problem of the
Proof. This follows from the Jacobian criterion (see
Proposition 5. The invariant field
is purely transcendental over F.
G and L is generated by 2n polynomials. Thus to prove that We write the relations (T 1 ), (T 2 ), . . . , (T n−1 ) as the following matrix form:
. . . 
is sufficient to show that u −1 , u −2 , . . . , u 1−n ∈ K. By the relation (T 1 ), we have u −1 ∈ K which, together with the relation (T 2 ), implies that
Proceeding in this way, using the relations (T 1 ), (T 2 ), . . . , (T n−1 ) (in this order) respectively, we see that
Proof. It suffices to show that B k ⊆ A for all k ∈ N. By the relation (T * 0 ), we see that (6) u −n ∈ A.
Applying the map F * to (T * 0 ), yields
which, together with (6), shows that u −n−1 ∈ A. Continuing to apply F * in this manner, we obtain
The corollary below follows immediately.
Localized polynomial ring. This section is devoted to showing that localizing F[V ⊕ V * ]
G with respect to the multiplicative set {c m n,0 | m ∈ N} yields is a localized polynomial ring. We begin by proving a key lemma.
Proof. The following relation is from Bonnafé-Kemper [3, page 105].
Here
The second assertion follows from
Proof. Let E := F[c n,0 , c n,1 , . . . , c n,n−1 , u 0 , u 1 , . . . , u n−1 ] be the polynomial ring. For the first assertion, we note that the Reynolds operator R T 2 ), . . . , (T n−1 ), we obtain
This, together with (8) 
9. Unique Factorization Domains. The bulk of this section will be devoted to proving that B k is a complete intersection and a unique factorization domain.
We let Frob p denote the Frobenius homorphism given by Frob p (z) = z p . We will use the following lemma which is easy to prove.
Lemma 10. Let K be a field of characteristic p and let λ ∈ K and let t be a positive integer. The polynomial x p t − λ is reducible in K[x] if and only if there exists
and only if λ ∈ Frob p (K).
The main result of this section is the following.
Proposition 11. B k is a complete intersection and a unique factorization domain for all k ≥ 0,
Proof. First we will prove that B k is a complete intersection.
We introduce formal variables C 0 , C 1 , . . . , C n−1 , U n−1 , U n−2 , . . . , U 0 , . . . , U −n−k+1 and define a map
The relation (T 1 ) corresponds to an element (T n 1 ) in the kernel of ρ. Applying F * repeatedly to (T 1 ) yields further relations in B k and so also the following corresponding elements of the kernel of ρ.
In general we have
Thus we have a surjective F-algebra homomorphism
Claim 1: S n k is an integral domain. In the following we will make repeated use of the fact that permutating the order of a regular sequence consisting of homogeneous elements preserves the regularity. Note that
Since S k is a polynomial algebra,
is a regular sequence in S k , as is 
The map ρ is an isomorphism and so B k is a complete intersection. By claim 1, S n k is integral domain, so the height of ker(ρ) is equal to dim(S
Since B k is an integral domain, ker(ρ) is a prime ideal in S n k . Note that {0} ⊆ ker(ρ) and {0} is a prime ideal in S n k , so ker(ρ) = 0, i.e., ρ is injective. Therefore, ρ is an isomorphism and B k is a complete intersection.
Furthermore the isomorphism S n k [C
0 ] is a unique factorization domain. In order to to show that S n k is a unique factorization domain, by Nagata's Lemma (see Eisenbud [12, Lemma 19 .20]), it is sufficient to show that C 0 is a prime element in S n k . Thus it only remains to show that S n k /(C 0 ) is a domain for all n ≥ 2 and for all k ≥ 0.
Consider
We express T n j in terms of the variablesC i := C i+1 for i = 0, 1, . . . , n − 2 and the variablesŨ j defined bỹ
In terms of these variables −T n j is expressed as
Note that the relations (T j ) for j = 1, 2, . . . , −n − k + 1 are precisely the relations T 
where theC i and theŨ j are indeterminants.
Recalling that in S n k theŨ j are not all indeterminants but ratherŨ j = U q j+1 if j ≤ −1 we have that 
We will show that this latter ring is in fact a field.
, and thus Q 1 is a field.
Similarly we define
, we see that Q 2 is a field.
Continuing in this manner we define fields Q i :
.
Since the ring
injects into the field Q n+k−1 , it is a domain as required.
Since C 0 is a prime element of S 
Proof. Fix a degree
Moreover, Since each these graded components is 1-dimensional, it follows that the 4n − 1 elements of Λ
It remains to prove the last two assertions of Theorem 1.
Proof of the second assertion of Theorem 1. If we represent the action on V of an element σ ∈ G by an n × n matrix E then the action of σ on V ⊕ V * is given by the matrix B := E ⊕ (E −1 ) t . Clearly det(B) = 1 and rank(I 2n − B) = 2 · rank(I n − E). We may pull back, via π, the bigrading on F[V ⊕ V * ] G to get an induced bigrading on S which makes π a morphism of N ⊕ N-graded algebras. Let K denote the kernel of π. Then K is a homogeneous ideal with respect to the bigrading. Furthermore the involution * and the homomorphisms F and F * also pull back to endomorphisms of S which we will also denote by * , F and F * .
For j = 1, 2, . . . , n − 1 we write T j for the elements of S corresponding to the left hand side of the relation (T j ), i.e., for j = 1, 2, . . . , n − 1. Here we use C n = C * n = 1 since c n,n = c * n,n = 1. We also define T * j := * (T j ) ∈ S for j = 1, 2, . . . , n − 1. Similarly we write T 00 for the element of S corresponding to the left hand side of the relation (T 00 ). By Lemma 3 and the discussion following it, we see that (for q ≥ 3).
We have been able to verify this conjecture computationally using MAGMA for values of (n, q) ∈ {(2, q) | q ≤ 16} ∪ {(3, q) | q ≤ 7} ∪ {(4, 2), (4, 3), (5, 2)}.
