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ABSTRACT 
It was shown by the author in a recent paper that a recurrence relation for 
permanents of (0, l)-circulants can be generated from the product of the characteristic 
polynomials of permanental compounds of the companion matrix of a polynomial 
associated with (O,l)-circulants of the given type. In the present paper general 
properties of permanental compounds of companion matrices are studied, and in 
particular of convertible companion matrices, i.e., matrices whose permanental com- 
pounds are equal to the determinantal compounds after changing the signs of some of 
their entries. These results are used to obtain formulas for the limit of the nth root of 
the permanent of the n X n (0, l)-circulant of a given type, as n tends to infinity. The 
root-squaring method is then used to evaluate this limit for a wide range of circulant 
types whose associated polynomials have convertible companion matrices. 
1. INTRODUCTION 
tit Q,,, denote the set of increasing sequences of integers w = 
(+w2,..., w,), 1 < w1 < w2 < * 9 * < w, < t. If A = (ajj) is an s X t matrix, 
and (YE Qh,s, p E QkSt, then A[Lx~/~] denotes the h X k submatrix of A 
whose (i, j) entry is aa,Bj, i = 1,2 ,..., h, j = 1,2,.. ., k, and A(aIP) desig- 
nates the (s - h) X (t - k) submatrix obtained from A by deleting rows 
indexed (Y and columns indexed /I. 
Recall that the 4-1 (determinantal) compound of a t-square matrix A, 
denoted by C,(A), is the 
0 
: -square matrix whose entries are det( A[ alP]>, 
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a, P E Qr, t’ arranged lexicographically in (Y and p, whereas the rth per- 
munental compound of A, denoted by L,(A), is the 
0 
i -square matrix whose 
entries are per(A[alPI), a, P E Qr, t, arranged in the same way. Permanental 
compounds appeared in [4] and [3] as counterparts of determinantal com- 
pounds, and more recently they made rather unexpected appearance in [6] 
and [lo]. 
In [lo] I obtained recurrence relations for the permanents of (O,l)-cir- 
&ants 
P’1 + P’z + Pt3 + . . . + pk, 
o<t,<t,<t,< ... < t,, where P is the permutation matrix with l’s in the 
superdiagonal positions and in the bottom left comer. We can assume 
without loss of generality that t1 = 0, and we write t for t,. Let 
A,, = I, + Pt, + Pt, + . . . + Ptt-l + P’ 0) 
be an n X n (0, l)-circulant, let III, be the companion matrix of the associ- 
ated polynomial 
and let 
A’_ A”-‘2 - xtP’3 - . . . - X’-‘k-l- 1, 
(2) 
t-1 111 
f(h) = fl det(XZ - L,(n,)) = A” - c cihmpi 
r=l i=l 
be the product of the distinct characteristic polynomials of the permanental 
compounds of II,. Thus m = 2’ - 2 in general, m = 2” ~ ’ - 1 if t is odd and 
the circulant (1) happens to be palintropic (that is, t, + t,_,+ 1 = t, s = 
1,2 ,..., k), and 
m=2’-‘-1+ t-1 ( i t/2 
if t is even and the circulant is pahntropic. It was proved in [lo] that 
per(A,) = E Ciper(An_i)+2f(l). (4 
i=l 
It is not known how the coefficients of the characteristic polynomial of 
the T th permanental compound of a matrix are related to those of the 
characteristic polynomial of the matrix itself. 
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Permanental compounds can certainly be constructed, and their char- 
acteristic polynomials can be computed in a finite number of steps. Recur- 
rence formulas for the permanents of (O,l)-circulants of the form (1) can 
therefore be constructed provided that t is sufficiently small, t < 8 say. With 
efficient use of computers this can be done for somewhat larger t, perhaps 
for all t < 12. However, even if a recurrence formula can be constructed for a 
certain type of (O,l)-circulants, it may still be impossible to use it for the 
purpose of evaluation of permanents, since a recurrence formula cannot be 
used until the initial values have been computed. Now, the formula (4) 
expresses the permanent of an n-square (0,l)circulant in terms of perma- 
nents of (n - itsquare (0, l)-circulants of the same type, i = 1,2,. . . , m, 
where m = 2’ - 2, in general. Hence the initial values may involve perma- 
nents of (2’ + t - 2>square matrices that cannot be evaluated by any known 
method for t > 5. The most that can be hoped for in such cases is the 
evaluation of the asymptotic function 
e(z) = ,,vm (per(4,(z)))1’“, (5) 
where (z} = (0, t,, t,, . . . , t,_ 1, t ) designates the type of circulant determined 
by the exponents t2, t3,. . . , t,_,, t in (1). Now, it follows from the linear 
recurrence relation (4) that 
per(A,) = C divn + d,,+l, 
i=l 
where the vi are the roots of (3), vi > (vzJ > *. . > )vn,j, and the di are 
constants. Note that vi is the largest of the Perron roots of the permanental 
compounds of II,. Hence 
B(z) = VI. (6) 
The purpose of this paper is to study permanental compounds of com- 
panion matrices and their application to the evaluation of the asymptotic 
permanental function e(z). Theorem 3 in the next section gives an upper 
bound for e( .z). The same section contains two results (Theorems 1 and 2) 
on permanental compounds of general companion matrices. Theorem 4 in 
Section 3 gives a necessary and sufficient condition for a companion matrix to 
be convertible. In Section 4 formulas for (0, ljcirculants whose associated 
polynomials have convertible companion matrices are derived, expressing 
6(z) in terms of roots of associated polynomials. In Section 5 the root-squar- 
ing method is used to compute a range of values of e(z) for (0, I)-circulants 
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of types discussed in Section 4. Two conjectures are suggested by these data. 
Finally, two possible applications for the function e(z) are discussed. 
We now list for convenience, in a form of a lemma, several classical 
results (see [5]). Recall that the Perron root of a nonnegative matrix is the 
nonnegative eigenvalue of the matrix that is at least as large as the moduli of 
the other eigenvalues of the matrix. An irreducible nonnegative matrix whose 
Perron root is strictly greater than the moduli of its other eigenvalues is called 
primitive. 
LEMMA 1. 
(a) Zf Xl,&,..., X, are the eigenvalues of a t X t matrix A, then the t 
0 
products A,,X,% . . . A,,, where w E QI,t, are the eigenvalues of the rib 
compound of A. 
(b) The rth permanental compound of a matrix A is a principal s&matrix 
of the rth induced matrix of A. 
(c) The rth induced matrix of a product of square matrices A,, A,, . . . , A, 
is equal to the product of the rth induced matrices of A,, A,,.. ., A,, 
respectively. 
(d) Zf A is a nonnegative matrix and its Perron root is a, then the Perron 
root of the r th induced matrix of A is equal to a’. 
(e) The Perron root of a principal submatrix of a nonnegative matrix 
cannot exceed the Perron root of the matrix. 
(f) A square nonnegative matrix is primitive if and only if some power of 
the matrix is positive. 
(g) Let 
where the ci are nonzero, be the characteristic polynomial of an irreducible 
nonnegative matrix. Then the matrix is primitive if and only if the greatest 
common divisor oft - t,, t, - tz, . . . , t,_ 1 - t, is 1. 
In general, a permanental compound of a primitive nonnegative matrix 
may not be primitive or even irreducible. For example, the n X n matrix 
(n 2 3) 
PERMANENTAL COMPOUNDS AND PERMANENTS 15 
is primitive, whereas its 2nd permanental compound is reducible, and its 
other permanental compounds L,(A), r > 3, are actually 0. This is remark- 
able in view of the fact that the rth induced matrix of a primitive matrix 
always is primitive. It is conjectured that a permanental compound of a 
primitive nonnegative companion matrix is primitive. 
2. PERMANENTAL COMPOUNDS OF COMPANION MATRICES 
In this section we prove two general theorems on permanental com- 
pounds of companion matrices. 
THEOREM 1. Let III, be the companion matrix of the polynomial 
At _ alAt- - a2Atp2 - . . - - at_2A2 - a,_,X - 1 
with coefficients in a ring with 1; that is, ll, be the t X t matrix 
(7) 
Then Il-,, the (t - 1)st permunental compound of III,, is the transpose of 
the companion matrix of the polynomial 
At-a _ t 1 hi-‘-a _ t 2 Atm2_ . . . -a2;\2-alA_1. 
t.e., 
II t-1= 
at-1 at-2 ... a2 a, 1 
1 0 ... 000 
0 1 .f. 000 
. . . . 
;, 0 ..: 1 ;,;, 
0 0 ..* 0 1 0 
03) 
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Proof The subpermanents of II, of order t - 1 are zero, except in the 
following cases: 
(a) per(III,(t)j)) = uj-l, j = 2,3 ,..., t, 
(b) per(II,(ili+l))=l, i=1,2 ,..., t-l, 
(c) perVI,(tll)) = 1. 
Now, per(II,(t(j)) = per(II,[l,2,3,. . . , t - l&2,. . . , j - 1, j + 1,. . . , t]), 
where(1,2,3 ,..., t-l)and(1,2 ,..., j-l,j+l,..., t)arethefirstandthe 
(t - j + 1)st sequences in the lexicographic order, respectively. Thus by (a), 
the (l,t-j+l) entry in II_, is ajPl, j=2,3,...,t; or equivalently, the 
(1,s)entryin II_,is at-s’ s=1,2 ,..., t-l. 
Next, from (b) we can conclude that the (t - i + 1, t - j + 1) entry in 
II ,_, is Si+l j fori=1,2 ,..., t-l, j=1,2 ,..., t. Inotherwords, the(p,q) 
entryinrI‘,is$,,+,forp=2,3 ,..., tandq=1,2 ,..., t. 
Lastly, we note that 
per(II,(tll))=per(III,[l,2,...,t-112,3,...,t]), 
and that (1,2,. . . , t - 1) and (2,3,. . . , t) are the first and the last sequences in 
the lexicographic order, respectively. We can conclude therefore from (c) that 
the (1, t) entry in II_, is 1. Equation (8) follows from the above arguments. 
n 
The result in Theorem 1 was proved in [lo] for the special case when II 1 
is a (0, I)-matrix. 
Recall that matrices A and B are said to be cogredient if there exists a 
permutation matrix Q such that A = QBQT. Our next result was proved in 
[6] for the special case when all the a, in (7) are equal to 1. Here we do not 
specify their values nor the ring to which they belong. 
THEOREM 2. Let II 1 be the companion matrix in Theorem 1. Then II,., 
the rth permanental compound of II Ir is cogredient to the (t - r )th per- 
munentalcompoundof rI,_,,z<r<t-2. 
Proof. Let p[al/3] denote the permanent of II,[alP], where LY= 
( al, a 2 ,..., a,) and /3=(pl,& ,..., &) are sequences in Qr,f, 2<r,<t-2. 
Then p[al/3] = 0, unless one of the following three sets of conditions is 
satisfied: 
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(a) If a, < t, ,dl > 1, and & = a, + 1 for s = 1,2,. . . , rr then P[@I = 1. 
(b) If (Y, < t, PI = 1, and for some integer m, 2 < m 6 r, 
then P[~PI = a,,,4. 
(c) If or=t, /?,=1,and/3,=olS_,+lfors=2,3,...,r,thenp[a]P]=l. 
Let 7 be the permutation on Qt-r, t defined by 
for alI y E Qt_F,t. Denote t + 1 - Y~_,+~_~ by ryS. Thus r(y) = 
(rYir rys, * * * 9 ryt_,). If a= (a,, (~a ,..., cw,) is a sequence in Q,,t, let a = 
( a;, ai,, . * ) a;_,) E Qt_-r,t denote its complementary sequence. If (Y’ and j?’ 
are sequences in Qt _,, t, let p[ra’]$‘] denote per(II_r[r~‘]$‘]). We prove 
that 
for all a and /I in Q,,,. We consider the cases (a), (b) and (c) separately. 
(a): Let a, P E Q,, t, and suppose that (Y, < t and & > 1. Then P, = a, + 1, 
s=1,2 ,..*> r, implies that p[cwl/3] = 1. But then pi = 1, a:_, = t, and 
s = 2,3,..., t - r. Hence ra; = 1, T/?_, = t, and 
s = 1,2,..., t - r - 1. We easily verify that all entries in positions (TC$ T&-,), 
(ml,,T&), (T~;,T&),...,(T(Y~_,,T&_,_J in II_, are equal to 1, and there- 
fore p [ aI/ = p [ m’l -$?‘I = 1 for all (r and /3 in Q,, t satisfying conditions in 
(a). 
If CK, < t and j3i > 1, but pi # oi + 1 for some i, 1~ i < r, then row i and 
column i of IIi[cy(p] are both 0, and therefore p [cx]j3] = 0. But then 
/I,‘+ i # a; + 1 for some 1, and thus +m_,_ j+ i # r&-,_ j + 1. This implies that 
row t - r - j + 1 of n,_l[TdlTfl’] is zero, and therefore p[ TCY’~T~?‘] = 0. 
18 HENRYK MINC 
(b): Let (Y, -C t and /Ii = 1. If for some integer m, 2 < m < r, 
then per(IIi[a]/3]) = aa_. Also, ai = t, /3; > 1, ad 
i 
Pi- 1 for s=1,2 ,..., a,-m, 
ai= /3;+i-1 for s=a,,-m+2 ,..., t-r. 
Therefore 70~; = 1, and 
ra’ = 
rp;- I+ 1 for s=2,3 ,..., d, 
s 
$3; + 1 for s=d+l,d+2 ,..., t-r, 
where d = t - r - a, + m. It follows that the entries in positions (?a&, rp;), 
(r&r&),..., (ro&,r&_i), (7a[~+l.7~~+1),...,(7(y:,7pj) in ~,-J~~‘W’l 
are all 1. Since the only other nonzero entries in II_ i [ ~‘1 r/3’] lie in the first 
row of the submatrix, we can conclude that the permanent of lI t_ i[ rar’(@‘] 
is equal to the (1, r&j) entry in the matrix. It remains to prove that this entry 
is equal to per(II,[cu]/3])=a,_. Taking into account that the (1, t - cu,) 
entry in II t_ i is equal to aam, we have to show that 
i.e., that 
&,+1=%+1. (10) 
Note that if, in general, pi < h < &+ i for some integer h, then h = p;,-i. 
Now, 
and therefore 
PERMANENTALCOMPOUNDSANDPERMANENTS 19 
If CX, < t and /3r = 1 but the conditions (9) are not satisfied for some i, 
2 < i G r, then the permanent of I’l,[ti]P] is zero, and it can be shown, as in 
the proof of case (a), that the permanent of II_ i[ r(~‘(r/3’] vanishes as well. 
(~):Leta,=tand~,=l.If~,=cu,_,+l,s=2,3,...,r,thenp[cu~~]=l. 
We evaluate p[ rar’]$‘]. 
The above conditions imply that a: -C t, &‘> 1, and &‘= a: + 1, s = 
1,2,..., r. It follows that ral, > 1, T&’ < t, and rot = &’ + 1 for s = 1,2,. . . , r. 
Therefore, lI,_ i[ r&1$‘] is a principal submatrix of the identity matrix 
I ,~1=n,_,(l(t).Butthe(i,i-1)entryinIT,_,isequalto1fori=2,3,...,t. 
Hence p[ r(~‘($?‘] = 1. 
If OL, = t and /3i = 1 but pi # oi_i + 1, for some i, 2 < i < r, then p[o]p] 
= 0. The conditions also imply that a,! # a; + 1, for some j, and therefore 
roL;_,_j+l#rP;,_j+l+l, since the t-r- j+l row of II,_l[~~‘)~p’] is 
zero, and thus p[a’]P’] = 0. 
Let #y denote the position of sequence y E Q,, t in the lexicographic 
ordering of QI, t, and let #ry’ be the position of sequence ry’ E Q+,,, in 
the lexicographic ordering of Q+,, t. The function 9 : Q,, t + Qt_l, t defined 
by 
for d Y E Qr, I) is one-one, and therefore it determines a permutation u on 
(1,2,...,(;)) 
defined by 
o(#y) = #7y’. 
Now, let A(o) be the permutation matrix corresponding to u, i.e., the 
0 
i -square matrix whose (i, j) entry is So(i), j, for alI i and j. Then 
L,-,(II_,) = A(+,A(& n 
THEOREM 3. Let A be a (0, l)-circulant of type (z), and let r and s be 
the Perron roots of the associated transfmtion matrices J3, and II_ 1, 
respectively. Then 
8(z) Q maxmin(r’, stPi). 
i 
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Theorem 3 is an immediate consequence of Theorem 2 and the results in 
parts (d), (b), and (e) of Lemma 1. 
3. CONVERTIBLE COMPANION MATRICES 
If M = ( mij) is a t X t real matrix, then IMI denotes the t X t nonnega- 
tive matrix whose (i, j) entry is the absolute value of mi j, i, j = 1,2,. . . , t. A 
real t x t matrix A is said to be r-cunvertible, 2 < r < t - 1, if there exists a 
matrix B such that 
IBJ = IAl and C,(B) = L,(A). 
THEOREM 4. Let A be a nonnegative t x t companion matrix, t 2 3, 
A= 
a1 1000~~~0 
a2 0100~~~0 
a3 0010.**o 
. . . . 
. . . 
. . . 
. . . . . . 
a,_, 0 0 . f . * 0 1 
ai 0o.s. . 0 0 
where a, # 0. Then: 
(a) A is r-convertible, 2 d T < t - 2, if and only if 
a2=a3= ... =a,_2=0. 01) 
(b) A is (t - l)-convertible. 
(c) Zf the cmditkms (11) are satisfied, r is even, 2 < r < t - 1, and B is 
the matrix obtained from A by changing the signs of its (t - 1,l) and (t, 1) 
entries and having all its other entries unchunged, then L,(A) = C,(B). 
(d) Zf the conditions (11) are satisfied and r is odd, 3 Q r Q t - 1, then 
L,(A) = C,(A). 
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Proof. (a): Suppose that A is rconvertible for some T, 2 < r < t - 2. Let 
B = (hi j) be a real matrix such that ]B] = A and C,(B) = L,(A). Note that 
C,(B) is nonnegative, since it is a permanental compound of a nonnegative 
matrix A, and therefore ah r X r submatrices of B must have nonnegative 
determinants. First consider the submatrices B[ w 10 + 11, w E QI, 1_ i, where 
w+l denotes the sequence (w,+l,w,+l,...,w,+l). Since the (i,i+l) 
entry in I3 is equal either to 1 or to -1, i=1,2 ,..., t-l, and the 
determinant of the diagonal matrix B[ w(o + l] is 1 for ah w E Q,, t_ i, the 
entries in B in positions (i, i + l), i = 1,2,. . . , t - 1, must be alI equal either 
to 1 or to - 1. Clearly, if r is odd, then they must be equal to 1. If T is even, 
then B can be multiplied by - 1 without changing its rth compound. Hence 
we can assume, without loss of generality, that ah the entries in B in positions 
(i,i+l), i=1,2 )..., t - 1, are 1. Since all other entries in the last t - 1 
columns of B are zero, we can conclude that 
B[1,2 ,..., t/2,3 ,..., t] = A[1,2 ,..., t)2,3 ,..., t]. 
Now, if 2 < j < r G t - 2, then 
det(B[l,2 ,..., r]1,2 ,..., j,j+2 ,..., r+l])=(-l)‘+‘aj, 
whereas 
det(B[1,2 ..., j-&j ,..., r+1(1,2 ,..., j-l,j+2 ,..., r+2])=(-l)jaj. 
Since both determinants are nonnegative, we must have a j = 0, 2 Q j < r. 
If r < j < t - 1, then 
det(B[1,2 )..., r-l,j]1,2 ,..., r])=(-l)r+‘aj, 
and 
det(B[1,2 ,..., r-2,j,j+1]1,2 ,..., r-l,j+2])=(-1)‘~~. 
Again, it follows that a j = 0 for ah j, r Q j < t - 2. This concludes the proof 
of necessity of part (a) of the theorem. The sufficiency of the condition in 
(11) is proved in parts (c) and (d). 
(b): Let B be the matrix obtained from A by changing the signs of its 
entries in positions (em, l), m = 1,2,. . ., [(t - 1)/2], and multiplying the 
2.2 
(t, 1) entry by ( - l)? 
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where the + and - signs in positions (t - 1,l) and (t, 1) correspond to the 
cases when t is even and odd, respectively. It is easy to verify that 
a,-1 at-2 a*-3 . . . a2 a, 1 
at 0 0 ..*ooo 
0 at 0 ..*ooo 
C,_,(B) =L,_,(A)= ” ” ” : . ’ ” 0 ” . 
. . . 
. . . . 
0 0 . . ..a.0 0 
0 0 . . ..o a,0 
(c): Suppose that r is even, and let B be the matrix described in the 
statement of part (c) of the theorem. Let cr = (a,, (Ye, . . . , a,) and 
P(& P2, * * * 9 j3,) be sequences in QV,*. The (#LX, #p) entry in C,(B) is 
det( B [ al/l]). We consider the following cases. 
(i) Let (Y, = t. Then det(B[cw(P])#O if and only if /3r= 1 and j3i+1= 
ai + 1, i = 1,2 )..., r - 1. If this is the case, then det(B[cY]P]) = - a,( - l)r+l 
= a, = per(A[cY]j?]). Otherwise, det(B[cr(P]) = 0 = per(A[ol]P]). 
(ii) If ~~~=t-l, /3i=l, and &+i=ai+l, i=1,2 ,..., r-l, then 
det(B[cy]P]) = - a,_X - l)‘+’ = a,_, = per(A[c#]). 
(iii) If a, d t - 1, a1 = p1 = 1, and & = (Y~ + 1, i = 2,3,.. ., T, then [B[a]/3] 
is a diagonal matrix, and det(B[cy]P]) = a, = per(A[cY]P]). 
(iv) If LX, < t - 1, and & = (Y~ + 1, i = 1,2 ,..., r. then B[a]P] = I,, and 
therefore det(B[cy]P]) = per(A[cu]/3]) = 1. 
(v) In aU other cases, det(B[@]) = per(A[aJP]) = 0. 
Part (d) of the theorem is proved similarly. n 
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Call a real t x t matrix convertible if it is r-convertible for every r, 
2,(r<t--1. 
COROLLARY. A t X t nonnegative matrix, t > 3, of poly- 
nomial f(X) is convertible and only 
f(h) = XL - a,X’+‘- -a, 
where the are rwnnegatiue. 
AND OF THEIR COMPOUNDS 
was shown in [lo] how for (O,l> 
circnlants type from the characteristic polynomials of 
permanental compounds of companion matrix of polynomial 
associated with type not known how the 
eigenvalues its com- 
pounds, we restrict our (0, l)-circnlants whose associ- 
ated polynomials have convertible companion matrices, i.e., to (O,l> 
circnlants of the form 
(a) I, + P + Pt-l + P’, or 
(b) I, + P + P’, or 
(c) I” + P’-‘+ Pt. 
We first consider (0, l)-circnlants of form (a). For a given t let 
f(A, t) = A’ - A’-’ - h - 1, 
and 
g(A,t)=X-A’-‘+h+1, 
and let II i and A i denote the companion matrices of f( A, t) and g( X, t ), 
respectively. In the following lemma we obtain some straightforward proper- 
ties of the roots of f(X, t) and of g(X, t). 
LEMMAS. 
(a) The polynomial f(h, t) has real root A,, 1~ Xi < 2, that is greater 
than the moduli of its other roots. 
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(b) If t is odd, then f(A, t) has exactly one real root A, > 1, and t - 1 
complex roots in conjugate pairs. Zf t is even, then f( A, t ) has one positive 
root A, > 1, one negative root A, > - 1, and t - 2 complex roots in conjugate 
pairs. 
(c) Zf t is odd, then g(X, t) has one real root pt satisfying - 1 < t.~~ -C0, 
and t - 1 complex roots in conjugate pairs. The modulus of t.tt is smaller than 
that of any other root of g(X, t). Zf t is even, then g(X, t) has no real roots. 
(d) The polynomials f(X, t) and g(X, t) hue rw roots of modulus 1 
except in the following cases: if t = 0 mod 4, then i and - i are roots of 
f(A, t), and if t = 2 mod 4, then i and - i are roots of g(X, t). 
(e) The maximal root A, decreases monotonically with t. The sequence of 
Perron roots for t = 3,4,5 ,..., tends to 1. A root p1 of maximum modulus of 
g( A, t ) satisfies the inequality 1~ 1~ i) -C A 1. 
Proof. (a): The polynomial f(X, t) is the characteristic polynomial of a 
companion (O,l>matrix II,. It is easy to see that II, is irreducible, and 
therefore by lemma l(g) it is primitive. Moreover, all its row sums are either 1 
or 2 (both values occurring). Part (a) follows by the Perron-Frobenius theory. 
(b): By Descartes’s rule of signs, f(X, t) has exactly one positive root, 
which, by part (a), is greater than the moduli of other roots of f( A, t ). If t is 
odd, then f(X, t) cannot have a negative root. For, if v > 0, then 
f( -v,t)= -vYt-vf-i+v-1, 
which clearly is negative for all positive v. If t is even, then 
f( -h,t)=X+X*_‘+X-1, 
and therefore, by Descartes’s rule, f(X, t) has then exactly one negative root. 
In either case all the other roots of f( A, t ) are not real, and therefore they are 
conjugate in pairs. 
(c): Clearly g(X, t) cannot have a nonnegative root. For, if h > 1, then 
X-A’-i+X+l>A+l>o, 
and if 0 i A < 1, then 
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For the same reason g(h, t) cannot have negative roots if t is even. For then 
g -;,t = 
i 1 
X’ - A’-’ + h + 1 
X 
would have a positive root. 
Lastly, if t is odd, then 
g -;,t = 
i 1 
A’-A’-1-h-I 
At ’ 
which, by part (b) of the lemma, has exactly one real root, which is greater 
than the moduli of its other roots. It follows that g( A, t ) has exactly one 
negative root, whose modulus is smaller than the moduli of other roots of 
g(k t). 
(d): Clearlyf(+i,t)=Oifandonlyif t=Omod4,andg(_+i,t)=Oif 
and only if t = 2 mod 4. It remains to show that otherwise f(e”, t) # 0. 
Suppose that 
f(,ie, t) = cite _ eio-V _ ,ie _ I = 0. (12) 
The imaginary part of the left-hand side in (12) must vanish; that is, 
sin09 - sin(t - 1)0 - sin@ = 0, 
i.e., 
This happens if either (i) (t - l)g = 2ha for some integer h, or (ii) t6 = 2hm, 
since the other alternative, 8 = 2hlr, would imply that 1 
which is not the case. 
The real part of the left-hand side of (12) vanishes if 
is a root of f(h, t), 
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Hence if we have (i) (t - l)e = 2hm, then (13) yields 
I.e., 
--Isinhnsin( hrj’:“) =2, 
which is impossible. If (ii) 8 = 2hvr/t, then from (13) we have 
cos2hs-cosj 2hn(:-1)) -..s( F)-l=O, 
I.e.. 
Pcoshncos( hn(tt-2)j =O, 
and therefore 
..,( h”‘:- z’) =o. 
Thus ha(t - 2)/t must be an odd multiple of 7r/2, and this means that 
2h(t - 2)/t must be an odd integer. A necessary and sufficient condition for 
2h(t - 2)/t to be odd, for suitable integer values of h, is that t = 0 mod 4. 
Let t = 4t’, where t’ is an integer. Then 2h(t - 2)/t = h(2t’ - 1)/t’ is odd 
if and only if h is an odd multiple of t ‘, i.e., if and only if h/t ’ is an odd 
integer. But then 0 = 2hn/t = hlr/2t’ is an odd multiple of 7r/2, and thus 
eie is either i or - i. We easily verify that f’( & i, t ) f 0, and therefore i and 
- i are simple roots of f( X, t ). 
The assertion about g(h, t) in the statement of part (d) of the lemma is 
proved in a similar way. 
(e): Let X,>l and f(X,,t)=X’,-XL;‘-hl-l=O. Then 
f(h,,t+1)=~~~‘-X’,-A,-1 
=h,(h,+l)-A,-1 
=x2,-1 
’ 0, 
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and since 
f’(X,,t+l)=(t+l)X’,-tX’;l-1 
is positive, the largest and the only positive root of f(X, t + 1) is smaller than 
that of f(X, t). 
We conclude the proof by showing that for any positive e there exists an 
integer T such that the positive root of f( A, t) is less than 1 + e for any t > T. 
Indeed, let T be any integer greater than or equal to 
1+ hd1+w 
log(l+c) * 
Then 
r(l+&’ -(2+r)30, 
and therefore 
Hence 1 + e is greater than or equal to the maximal root of f( A, t ) for all 
t > T. 
The inequality ]pi] < h I is a consequence of the fact that the companion 
matrix of g(A, t) is dominated by II,, the companion matrix of f(X, t), 
which is nonnegative and irreducible (see [5, Chapter II, 5.7.51). The 
inequality 1 K ]/A 11 is obvious. n 
The purpose of part (d) of Lemma 2 is to obtain the exact number of 
roots of f( A, t ) and g( A, t ) whose mod& exceed 1. Products of such roots 
will give (Theorem 5) the largest of the Pen-on roots of the permanental 
compounds of II,. The purpose of part (e) of Lemma 2 is to draw attention 
to the fact that, for large values of t, the roots of f(X, t) and those of g(X, t) 
are not widely separated. 
Let A,, As,..., A,, where Xi> ]A,] > ]A,) > .*. >, IX,], and P~,~~,...,cL~, 
where ]p,] > ]ps] > . . - >, jp,I, be the roots of 
f&t)=&V-h-1 
28 
and 
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g(X,t)=X-A’-‘+h+1, 
respectively. 
THEOREM 5. Let III, be the companion matrix of the polynomial f(A, t). 
Zf t is even, t = 2s, then the largest of the Pewon roots of the permanental 
compounds of III, is equal to 
and to 
max(X,A,...A,,CL1~2...IJ.,~1) if t=2mod4. 
Zf t is odd, then the largest of the Perron roots of the permunental 
compoun4Zs of II, is 
Proof If t is even, then both f(h, t ) and g(X, t ) are skew-reciprocal, 
since 
Af(-1/X,t)= -f&t) 
and 
Xg( -l/XJ)=g(h,t). 
In other words, if Xj is a root of f(A, t), then - l/h,, is a root of f(X, t) 
too, and if pj is a root of g(X, t), then - 1,‘~. is also a root of g(X, t). 
It follows from the preceding remarks an cf from Lemma 2 that if t = 0 
mod4,thenJX.I>1forj=1,2 ,..., s-l,and~Xj~<lforj=s,s+l ,..., t. 
On the other hand, ~~~~ > 1 for j = 1,2,. . . , s, and 1~~1 < 1 for j = s + 1, 
s +2,..., t. We can conclude therefore that if t = 0 mod 4, then the products 
h,X,...Xj and pip2*. . p j are maximum for j = s - 1 and j = s, respec- 
tively. Now, s - 1 is an odd integer. Therefore by Lemma l(a) and Theorem 
4, the product X,X,. . . A,_, is the Perron root of C,_, (II,)= L,_,(II,), 
and it is the greatest of Perron roots of permanental compounds Li(II,), 
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i = 3,5,7 ,..., t - 1. Similarly, the product plpz . . . p, is the Perron root of 
C,( A r) = L,(IIi), and it is the greatest of Perron roots of permanental 
compounds Li(Il,), i = 2,4,6,. . . , t - 2. Hence the greatest of Perron roots 
of all the permanental compounds of Il, is the greater of these two products, 
i.e., 
If t=2mod4,then lhjl>lforj=1,2,..., s,and (Xjl<lforj=s+l, 
s +2,..., t, whereas Ipi1 > 1 for j = 1,2,. . . , s - 1, and 1~ jj < 1 otherwise. It 
follows, by an argument similar to the one in the preceding part of the proof, 
that the greatest of Perron roots of all the permanental compounds of II, is 
If t is odd, then the polynomials f( X, t ) and g( X, t ) are mutually 
skew-reciprocal, since 
X’f( -l/U)= -g(h,t) 
and 
X’g(-1/X,t)=f(A,t). 
Hence pi = - l/At_i+l, i = 1,2,. . ., t. 
If r is even, then Lemma l(a) and Theorem 4 imply that the Perron root 
of Unr) = C,(AJ is WG * * . p,. Thus if t is odd and T is even, then by the 
precedingremarks,thePerronroot of L,(lI,)isequalto l/A,A,_,*. * At_,+l. 
But the product of all roots of f(X, t) is 1, and therefore we can conclude 
that for r = 2,4,6 ,..., t - 1, the Perron root of the rth permanental com- 
pound of II, is 
x,x,. . . A,_,. 
If r is odd, then L,( II,) = C,(ll r), by Theorem 4, and therefore by 
Lemma l(a) the Perron root of the rth permanental compound of Il 1 is 
X,X,. . . A,., r = 1,3,5 ,..., t - 2. Since the sets 
and 
,Ir=2,4,...,t-1) {X,X, *. . A,_ 
{X,X,. . . A, lr=1,3,...,t-2) 
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are equal, the set of Perron roots of the permanental compounds of n, is 
It follows that for an odd t, the largest of the Perron roots of the permanental 
compounds of II, is 
max(X,A,...hSi_,). n 
I 
The following result for permanents of (O,l)-circuIants is an immediate 
consequence of Theorem 5. Let X 1, X,, . . . , X t and P 1, p2,. . . , pt be the 
numbers defined above. 
THEOREM 6. Let A,, denote the n X n (O,l)-circulant of type (.z) = 
(O,l, t - 1, t), that is, 
A,, = I, + P + Pt-l + P’, 
and let 
8(z) = :iw {per(A.)}““. 
Ift=Omodb, t=2s, then 
8(z) = m=(A,h,. . . h,_l, p1p2 
Zfts2mod4, t=2s, then 
B(~)=max(h,X,...X,,~~~~.. 
lf t is odd, then 
8(z)=max(X,h2...A2i_,). 
I 
We now turn our attention to the other two nontrivial types of (O,l)-cir- 
culants. 
I,+ P+ P’ and I,+ P’-‘+ P’, (14) 
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whose associated companion matrices, II, and ‘YPl, are convertible. Let 
f(X,t)=A’-P-1 and F(X,t)=A”-h-1. 
Then II 1 and ‘Yl are the companion matrices of j’( A, t ) and F( A, t ), 
respectively. 
Note that the permanents of the circulants in (14) are equal, and that ‘I?l 
is the transpose of II_,, the (t - 1)st permanental compound of II,. Let 
g(X,t)=X-A’-‘+1 and G(h,t)=A’+h+l. 
LEMMAS. 
(a) Each of the polynomials f( A, t ) and F( A, t ) has a positive root, 
called its maximal root, that is greater than the maduli of the other roots of 
the polynomial. For t > 3, the maximal root of f(A, t) is greater than that of 
F(L t). 
(b) Zf t is odd, then the only real roots of f( A, t ) and F( A, t ) are their 
maximal roots. Zf t is even, then each of these polynomials has a maximal 
root, a negative root in the interval ( - l,O), and t - 2 cmnplex (nanreal) 
roots. 
(c) Zf t is odd, then all the roots of g( A, t ) except one are complex 
(nanreal). The same is true of G(X, t). Zf t is even, then neither g(X, t) rwr 
G( A, t ) has any real roots. 
(d) No root of F(X, t) has modulus 1. The polynomials f(X, t) and 
G(X, t) have rw roots of modulus 1, except when t = - 1 mod 6, in which 
case each polynomial has exactly one pair of conjugate simple roots of 
mad&us 1. The polynomial g(h, t) has na roots of modulus 1, except when 
t = 2 mod 6, in which case it has exactly me pair of conjugate simple roots 
of modulus 1. 
Lemma 3 is proved, mutatis mutandis, in the same way as Lemma 2. 
Let x’,,x’,,..., A:, where X1 > IX21 > IX31 > . . * > IX;l, and @,, pi,. . . , pL;, 
where jp;I > ]&I > * . * > lpi], be the roots of 
f(A,t)=X-v-1 
and 
respectively. 
g(X,t)=A’-x-‘+1, 
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LEMMA 4. Let II 1 be the companion matrix of the polynomial f( A, t ). 
Then the largest of the Pemm roots of the pemunental compounds of II, is 
equal to 
max max(X’,X’,...X’,i_,),max(~L;~L’2.. 
( i i 
‘P’lj)) 
Lemma 4 is an immediate consequence of Theorem 4 and Lemma l(a). 
THEOREM 7. Let A,,( z’) and A,( z”) denote the n x n (0, l)-circuZunts 
of type (2’) = (0, 1, t) and (2”) = (0, t - 1, t), respectively; that is, 
A,(z’) = I, + P + P’ 
and 
A,(z”) = I, + Pt-l + P’. 
Let 
e(z’) = >iW {per(A,(z’))}“” 
and 
8(z”) = ,,5W {per(A,,(z”))}““. 
Then 
O(.z’)=c9(z”)=max m~(~~~~..‘~~i_~),max(p;p’,...P’,i)}. (15) 
( j 
Proof. The equality for e(dj in (15) is an immediate consequence of 
Lemma 4. It remains to prove that e( 9’) = fZ(z’). Let Pi, Xi,. . . , A’; and 
PL;‘, ZJ;, . . . , p;’ be the roots of F( A, t ) and G( X, t), respectively. Then, as in 
Lemma 4, 
e+“)=max max(K;X’I...~~i~,),max(~.;‘~~.. 
( i i 
. PPi)}. 
Now, if t is even, then the polynomials F( X, t ) and f( A, t ) are mutually 
skew-reciprocal, and the polynomials G( h, t ) and g( h, t ) are mutually skew- 
PERMANENTAL COMPOUNDS AND PERMANENTS 33 
reciprocal, that is, 
A7 = - l/x’+i+l and ~7 = - l/~;-~+~, 
i=l,2 , . . . , t. Since A;‘A’i. . . A’; = ArlX2. . . kt = - 1 and p;‘p$ . . . p;’ = 
PW2 . * . pi = 1, we have 
4V;;‘h’; . *. A;i_, = - l/Apt_,* *. A’t_zi+z 
= x;xl,. . . x$_2i+l, 
and therefore 
{ ?c;x’; . ..A&,(i=1,2 ,..., t/2} = {X,X,~~~X,i_,li=1,2 ,..., t/2}. 
Similarly, 
and thus 
1 pyp’2’ . . .j.l;jlj=1,2 ,...) t} = {~;&~ql’zi(j=1,2 ,..., t}. 
Hence (15) holds if t is even. 
If t is odd, then the polynomials F( A, t ) and g( A, t) are mutually 
skew-reciprocal, and the polynomials G( A, t > and f( A, t ) are mutually skew- 
reciprocal. Therefore, as above, 
i=l,2 ,...,(t - 1)/2, and 
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j = 1,2 , . . . , (t - 1)/2. It follows that 
i 
t-1 t-l 
x;l)(; . . . X&li=1,2,...,2 = 
i 1 
&pcL’z * * e&j1 j =1,2,..., - 
2 i 
and 
i 
t-1 t-1 
&f/J; . . .p;j]j=1,2,...,-2-- = 1 1 x;x,, * * * &_,]i=1,2 )...) 2 . i 
The result now follows. n 
5. EVALUATION OF PERRON ROOTS OF PERMANENTAL 
COMPOUNDS OF CONVERTIBLE COMPANION MATRICES 
We saw in (6) that if A, is the n X n (O,l)-circulant of type (z) = 
(0, t,, t3,. . . , tk-lr t), i.e., 
A,, = I, + P’z + Pt, + . . . + Ptr-l + P' 
d(z) = nli_mm {per(A,)}““, 
then 0(z) is equal to the greatest of Perron roots of permanental compounds 
of II,, the companion matrix of the associated polynomial 
f(X,t)=X1-K-tZ-Xt--tg_ . . . -jpfk_,_l. 
There are no known algebraic relations between the eigenvalues of the matrix 
II, and those of its permanental compounds, nor are there any known 
algorithms for the evaluation of Perron roots of these compounds, in the 
general case. Nevertheless, if II, happens to be convertible, then 8(z) can 
be evaluated by means of the classical root-squaring method [12, pp. 106-1121. 
The principle of the method is to form a polynomial whose roots are the 
squares of the roots of f(X, t). After repeating the procedure m times, the 
roots of the derived polynomial are the 2”th powers of the original roots, and 
thus roots of distinct moduli are widely separated. For example, in the 
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computations below we used m = 30 iterations, and thus the roots of each 
computed polynomial are the l,O73,741,824th powers of the roots of original 
polynomial. 
We first apply the root-squaring method to polynomials 
f(A,t)=X’-A’-r-X-1 and g(X,t)=A’-A”-‘+X+1. 
Let A,, h2,..., A,, where A, > ]A,] z ]A,] B * . - > IX,!, and pl,pz,..., pt, 
where ]~r] > ]~s] > *. * >, Iptl, be the roots of f(X, t) and g(A, t), respec- 
tively. Let 
A’+ i aJ’-’ and X + i b,A’-’ 
i=l i=l 
be the polynomials whose roots are the 2”th powers of the roots of f(X, t) 
and g(X, t), respectively. Then ]azi_r] is the (2i - 1)st elementary symmetric 
function of the (2m)th powers of the roots of f(A, t), but because of the wide 
separation of these roots, )a si_ r] is approximately equal to the product 
X,x,‘. ’ x,i_l raised to the 2% power (and possibly multiplied by a 
positive integer less than t/2, if Ih,i_ll = [A,,+,( = * . * ). Thus, 
(u2i_l(2-“‘= A,X,*- . h2i_l, 
i = 1,2 , . . . , [t/2] - 1. Similarly, 
i=l2 , , . . . , [(t - 1)/2]. Hence it follows from Theorem 6 that if t = 0 mod 4, 
then 
e(z) = max( (a~,_2~~212-n’, lb,,212-“‘) ; (16) 
if t = 2 mod 4, then 
and if t is odd. then 
e(Z) = mj-rx { ]asi_r]2-R’}. (18) 
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TABLE 1 
t a(t,W b(t,W e(t) 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
1.61803399 1.88320351 1.88320351 
1.82697113 1.72208381 1.82697113 
1.75487767 1.81013457 1.81013457 
1.80295961 1.76904558 1.80295961 
1.77638472 1.79926266 1.79926266 
1.79711466 1.78065992 1.79711466 
1.78336321 1.79575842 1.79575842 
1.79484822 1.78517890 1.79484822 
1.78645655 1.79428813 1.79428813 
1.79374107 1.78738921 1.79374107 
1.78809062 1.79338991 1.79338991 
1.83928676 
1.80533629 
1.79793390 
1.79522206 
1.79394028 
1.79323793 
1.79281202 
1.79253460 
1.79234394 
1.79220734 
1.79210615 
1.79202911 
In spite of the fact that the mod& of the roots of f( h, t ) and g( A, t ) are not 
widely separated, particularly for large t [see Lemma 2(e)], the formulas (16), 
(17), and (18) can give very good approximations to the values of 8(z). For 
example, if m = 30 and t < 25, then our computed data seem to be accurate 
to 9 significant figures. 
Let aQ,30) = ]~~(~_s),s]~~~ or (cz~,~]‘-~, and b(t,30) = ]bt,2)2m30 or 
l~~r-z,,212 Y according as t = 0 or 2 mod 4, respectively. In Table 1 we show 
the values of a(t,30), b(t,30), and e(z) for each even t, 4 < t < 24, and the 
values of e(z) for each odd t, 3 < t < 25, the latter being determined by 
inspecting the computed values of the ]asj_ 1]2m3o and selecting the largest of 
them. The computations were carried out on a microcomputer by Mr. Her& 
Moulin. 
The computed data suggest the following highly probable conjecture. 
CONJECTURE 1. Let 
A, = I, + P + Z’-l + P’ 
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and 
e(z) = n@m {per(A,)}““. 
If t = 0 mod 4, then 
If t = 2 mod 4, then 
If t = 1 mod 4, then 
If t = 3 mod 4, then 
B(z) = PlP2 . . * Pi/z* 
e(z) = A,X,* . . A@. 
O(z) = X$2* *. h(,,1),2. 
(0, l)-circulants whose 
associated polynomials have convertible companion matrices, viz., 
A,($) = I, + P + P”, 
and 
A,(z”) = I, + Pt-l + P’. 
Let x’,, X2,. . . , A’,, and PI;, pi,. . . , p$ be the roots of the polynomials Xt - A’- ’ 
- 1 and X’ - At-’ + 1, respectively, the roots of each polynomial being 
arranged in a nonincreasing order of their moduli. Let 
B(d) = “‘i-t”, {per(A,(z’))}““, 
and 
e(z”) = ,‘ir”, {per(A”(z”))}““. 
38 HENRYK MINC 
Then by Theorem 7, 
e(z’) = f3(2”) = max{ L, M}, 
where 
L=max(h’,X,*..X,,_,), 
i 
and 
M=rnax(1.1’+~*..~h~). 
i 
In Table 2 we give the values of L, M, and B(z’) = e(.z”), computed by the 
root-squaring method with m = 30 iterations, for 3 < t Q 25. 
The computed data strongly imply the following conjecture. 
TABLE 2 
t L M e(f) 
3 1.46557123 1.32471796 1.46557123 
4 1.38027757 1.40126837 1.40126837 
5 1.32471796 1.40987172 1.40987172 
6 1.37095724 1.39770411 1.39770411 
7 1.38872757 1.37936722 1.38872757 
8 1.39206749 1.35991415 1.39206749 
9 1.38796086 1.37736433 1.38796086 
10 1.38003139 1.38515644 1.38515644 
11 1.37022696 1.38691365 1.38691365 
12 1.37930071 1.38487699 1.38487699 
13 1.38366420 1.38046028 1.38366420 
14 1.38474525 1.37457133 1.38474525 
15 1.38353268 1.38011621 1.38353268 
16 1.38071927 1.38290352 1.38290352 
17 1.37679556 1.38363494 1.38363494 
18 1.38053073 1.38283147 1.38283147 
19 1.38246456 1.38088291 1.38246456 
20 1.38299210 1.37808297 1.38299210 
21 1.38242090 1.38076865 1.38242090 
22 1.38099170 1.38218872 1.38218872 
23 1.37889386 1.38258709 1.38258709 
24 1.38091731 1.38216030 1.38216030 
25 1.38200424 1.38106730 1.38200424 
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CONJECTURE 2. Let t = 6q + r, where 1 Q r < 6. If r = 1, 2, or 3, then 
B(Y) = x1x2 * . . h’2Q+l. 
If r = 4, 5, or 6, then 
We conclude this section with two examples that show possible appli- 
cations to problems involving (0, l)-circulants whose associated polynomials 
have convertible companion matrices. 
EXAMPLE 1. Let A: denote the set of (0,l)matrices all of whose row 
and column sums are equal to k. Let 
8,= bim(min{per(A.)IA,,EAt))l’n. 
Schrijver and Valiant [ll] showed that 
and conjectured that, in general, 
ek= (k-l)‘-’ 
kk-2 * 
In [9, Problem II] I posed the following question: Does there exist in At a 
matrix whose permanent is strictly smaller than that of every circulant in Ai? 
Here we restrict the question to (0, l)-circulants whose associated polynomials 
have convertible companion matrices. Specifically we ask whether the follow- 
ing inequalities hold: 
where (2’) =(O,l,t) or (O,t-l,t), and 
4 < m? (e(z)), 
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where (z) = (0, 1, t - 1, t). The question can also be put in the form: Is it 
true that 
and 
04< lim B(z), (20) t-+cC 
if the limits on the left-hand sides of (19) and (20) exist? We do not know the 
answers to this question. However, the computed data in Table 2 suggest that 
the inequality (19) holds, and those in Table 1 suggest that the inequality (20) 
holds. Indeed the values in the last column in Table 2 seem to imply that 
e(z’) > 1.38 > $ = @a. 
Similarly, the values of e(z) in Table 1 seem to indicate that 
e(z) > 1.79 > 1.6875 > 6’,. 
EXAMPLE 2. The d-dimensional dime7 problem can be formulated as 
follows [2, 71. An n-brick is a d-dimensional parallelopiped of volume n with 
sides whose lengths (pi, (~a,. . . , ad, where (~i(~s.. . ad = n, are integers. A 
diw is a 2brick. The problem is to determine the number of ways of 
dissecting an n-brick into dimers; denote this number by f,, where LY = 
( ai, a 2’ * 1.9 q). 
It is known [l] that if the oi tend to infinity, i = 1,2,. , . , d, then 
n-l log f, tends to a finite limit, which is usually denoted by 6,. It was 
shown by Hammersley [2] that if V is an appropriately constructed n x n 
adjacency matrix for a d-dimensional n-brick, then 
f,” = per(V). 
If the given n-brick is considered as a toroidal brick, then the incidence 
matrix V is in Atd. The methods discussed in this paper can be applied to the 
d-dimensional dimer problem if V is permutationally equivalent to a (O,l)-cir- 
culant whose associated polynomial has a convertible companion matrix: that 
is, if 2d = 4, and if V is permutationally equivalent to a (0, l)-circulant of the 
form I, + P + Pt-l + Pt. It is easy to show that these conditions are satisfied 
for the 2dimensional toroidal brick whose sides are r - 1 and r units long. 
The incidence matrix of such brick is permutationally equivalent to the 
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TABLE 3 
t O(z> e%@(z))/2 
6 1.8269711 0.3013297 
8 1.8101346 0.2967006 
10 1.8029596 0.2947148 
12 1.7992627 0.2936885 
14 1.7971147 0.2930912 
16 1.7957584 0.2927137 
18 1.7948482 0.2924602 
20 1.7942881 0.2923046 
22 1.7937411 0.2921517 
24 1.7933900 0.2920538 
(0,l )-circuIant 
v, = I, + P + p-1 + P27, 
where n = ~(7 - 1). It follows that 
6 = l i  logPer 
2 m 7-m 2n ’ 
since the defining limit for 6, is not affected if n-bricks are replaced by 
corresponding toroidal bricks. The values of (log e( z))/2 for aII even t, 
6 < t < 24 (i.e., for ail 7, 3 Q 7 d 12) are shown in Table 3. 
The sequence {log(8(z))/2} seems to tend to a limit = 0.2918 as t tends 
to infinity. If this indeed is the case, then 
6, = lim 
(log W>) 
7’M 2 
= 0.2918. 
Since it is known that 6, = 0.29156090.. . (see [7]), we can use the 
relation between 6, and B(z) to obtain an estimate for the latter. Indeed, if 
B(z) tends to a limit as 7 + cc, then 
lim e(q = exp(26,) 
T’CO 
= 1.7916228, 
which agrees remarkably well with our computed values. 
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