Abstract --Medical image processing is the most challenging and emerging field now a days. The main objective of image segmentation is to extract various features of the image that are used for analysing, interpretation and understanding of images. The extraction of brain tissue from cerebral MRI volume is an important pre-procedure for neuroimage analyses. Bias field signal is a lowfrequency and very smooth signal that corrupts MRI images produced by MRI (Magnetic Resonance Imaging) machines. A preprocessing step is needed to correct for the bias field signal before submitting corrupted MRI images to such algorithms. In this paper, we propose a method for image segmentation fuzzy c-means and a boundary based level set method. In the proposed method, FCM method is used for obtaining the contour of the image which serves as initial contour for level set Method. The final segmentation is achieved using level set method for active control of contour. The performance of level set segmentation is subjected to appropriate initialization and optimal configuration of controlling parameters which require substantial manual invention. A fuzzy level set algorithm with bias correction is proposed in this paper to facilitate medical image segmentation.
I. INTRODUCTION
HIS is well known fact that brain is one the complex organs in human body. The true diagnostic of any neurological disorder depends upon strength and suitability of the method employed for examining the acquired brain data. The area of image segmentation has received major attention due to the sensitivity of the examination task and due to the acute demand for minimizing the risk of regrowth of some of neurological disorder [1] . The underlying objective of medical image segmentation is to partition it into different anatomical structures, thereby separating the components of interest, such as blood vessels and brain tumors, from their background. Computerized medical image segmentation is a challenging problem [1] [2] due to poor resolution and weak contrast. Moreover the task is often made more difficult by the presence of noise and artifacts, due to instrumental limitations, reconstruction algorithms and patient movement. The outcomes of most medical imaging modalities are of gray scale intensities. Suppose a medical image I(x, y), where x (∈ [1, N x ]) and y (∈ [1, N Y ]) are spatial indices, and the pixel i(x, y) quantifies the corresponding intensity. Image segmentation is to find a set of meaningful subclasses S k , where, (a) U S k =1 (b) S K п S j = Ф
The indices k and j lie in the interval [1, K] and K is the number of subclasses. Equation (a) states that image segmentation should be complete, while Equation (b) needs it to be non-overlapping.
There are two well-established concepts in image segmentation: pixel classification and tracking variational boundary. The first one assumes that the pixels in each subclass have nearly constant intensities, which is true for the anatomical structures with similar physiological properties. Such algorithms may detect multiple components concurrently, but they are susceptible to environmental noise and image inhomogeneity. In contrast, methods that track variational boundaries make use of both intensity and spatial information. Therefore, a subclass has to be homogeneous and enclosed in a specific variational boundary. When applied to medical image segmentation, neither of them is universally robust due to intrinsic noise and artifacts.
Zexuan ji, yong Xia [1] proposed the fuzzy local gmm algorithm for automated brain MR image segmentation. This algorithm estimates the segmentation result that maximizes the posterior probability by minimizing an objective energy function, in which a truncated gaussian kernel function is used to impose the spatial constraint and fuzzy memberships are employed to balance the contribution of each GMM. Haili Zhang, YunSmei Chen, Xiaojing Ye [2] stated that present a multiphase segmentation model for MR images in the presence of strong intensity inhomogeneity. The problem is formalized as a constraint min-max optimization problem that consist both primal and dual variables. They used the primal dual hybrid gradient (PDHG) algorithm to alternately solve for the optimal solutions. U. Vovk, F. Pernus, and B. Likar [3] have given the Review of methods for correction of intensity inhomogeneity in MRI, the methods are classified according to the inhomogeneity correction strategy. Number of important issues has been emphasized, indicating that intensity inhomogeneity correction is still not a completely solved problem.
Markov random field Method is an additional conventional method to improve segmentation smoothness and immunity to noise is to model neighbouring vowels interactions using a Markov random field (MRF) statistical spatial model [6] [7] . Smoother structures are obtained in the presence of moderate noise as long as the MRF parameters controlling the strength of the spatial interactions are properly selected. Lei Zhang and Su Zhang [8] given a novel level set approach to simultaneous tissue segmentation and bias correction of Magnetic Resonance Imaging (MRI) images. They first model the distribution of intensity belonging to each tissue as a Gaussian distribution with spatially varying mean and variance. Then a sliding window is used to transform the intensity domain to another domain, where the distribution overlap between different tissues is significantly suppressed. A maximum likelihood objective function is defined for each point in the transformed domain, which is then integrated over the entire domain to form a variational level set formulation. G. Evelin Sujji, Y. V .S. Lakshmi, G. Wiselin Jiji [9] discussed thresholding method but it is sensitive to noise and intensity homogeneities. L.Gupta and T.Sortrakul and H. Permuter, J. Francos and I. Jermyn proposed Brain MR images can be segmented by using the guassian mixture model, where the voxels intensity in each target region are modelled by a Guassian distribution and the GMM parameters are usually estimated by maximizing the likelihood of the observed image via the EM algorithm. Healthy brain tissue can generally be classified into three broad tissue types on the basis of an MR image. These are grey matter (GM), white matter (WM) and cerebra-spinal fluid (CSF). This classification can be performed manually on an image, by simply selecting suitable image intensity ranges which encompass most of the voxel intensities of a particular tissue type. However, this manual selection of thresholds is highly subjective. Thus we proposed modified fussy with bias field and level set method for medical segmentation and the proposed algorithm will be applied on clinical brain MR images for the experiment.
II. CURRENT WORK

A. Bias Field Estimation
It is low frequency smooth undesirable signal that corrupts MRI images, blurs it and reduces the high frequency contents of images and changes the intensity value of image pixels which degrades performance of image processing algorithms. A pre-processing step is needed to correct effect of bias field [5] [10] before performing image processing through segmentation and classification algorithms. It can be modelled as a multiplicative component of an image as shown I = bJ + n Where, I is the observed image, J is the true image to be restored, b is an unknown bias field and n is the additive zeromean Gaussian noise.
Bias field removal is an ill-possed problem and some implicit or explicit assumptions are required for the removal of it. There are some Methods to Remove the Bias Field Signal like high-pass filtering, parametric surface fitting and an iterative removal of bias field based on modifying the objective function of the fuzzy c-means algorithm. The goal of bias field is to calculate and remove bias field b from an observed image I. Without loss of generality the bias field b is assumed to be slowly varying in the entire image domain. The intensity J in each tissue should take a specific value vi, reflecting the physical property being measured, e.g. the proton density in MR images. This property, in conjunction with the spatially coherent nature of each tissue type, implies that the true signal J is approximately a piecewise constant map.
Fig.1 Experimental Result of Bias Field Removal
B. Fuzzy-C Means Algorithm with example
Clustering holds an important position in the area of image segmentation. It is of two types i.e. supervised or unsupervised. Supervised approach works fine when the number of data clusters is known a priori. Fuzzy K-Means algorithm is an example of supervised segmentation method. Whereas fuzzy C-Means (FCM) is an example of unsupervised segmentation method [11] . Typically an FCM algorithm works on the assumption that similar data points in feature space should be grouped together to form one cluster. The current segmentation method is fairly robust and accurate for images, but is not beyond improvement. Currently, each voxel is assigned a probability of belonging to a particular tissue class based only on its intensity and information from the prior probability images. There is a great deal of other knowledge that could be incorporated into the classification. For example, if all a voxel's neighbors are grey matter, then there is a high probability that it should also be grey matter. Other researchers have successfully used Markov random field models to include this information in a tissue classification model. Another very simple prior that can be incorporated [12] is the relative intensity of the different tissue types. For example, when segmenting an image, it is known that the white matter should have a higher intensity than the grey matter, which in turn should be more intense than the CSF.
The main objective is to develop an FCM algorithm [1] [7] [11] for distributing the clusters in such a way that obtained group of clusters minimizes the dissimilar elements in each cluster. It classifies pixels of an image data set into clusters based on Euclidean distance of a pixel from the center of the least distant cluster. For a given image data set X = ( x1, x2, x3, .., xn) with n pixels, to be partitioned into c clusters based on pixels characteristics. The objective cost function [1] The membership function provides the probability of belonging of a pixel to a specific cluster. The membership value of a pixel is dependent on the distance between the pixel and centroid of its cluster.
The updated values for membership function and cluster centers is given by equation (2) and equation (3) Each cluster center is guessed initially and then U and c are updated through iterations. When there is no change in either membership function or the cluster centers at two successive iterations, the procedure stops. This iteration will stop when max ij ||U (k+1) -U (k) ||< € where € is a termination criterion between 0 and 1, whereas k are the iteration steps. The algorithm is composed of the following steps:
Step 1: Initialize U = [ u ij ] membership matrix
Step 2: Find the cluster centers using Then by calculating centers by using equation (3), we will get new centroid again for next iteration.One of the problems of standard FCM algorithm [12] in an image segmentation is the lack of spatial information. All the pixels of an image have co-relation with their neighboring pixels. It means if we create clusters based on image pixels features then there is a high probability of all these neighborhood pixels falling in same cluster. A spatial function can be defined as
where, NB(xj) represents a square window centered on pixel xj in the spatial domain. The spatial function hij represents the probability that the pixel xj belongs to ith cluster. Now we can attach spatial function to membership function as in equation
Where, p and q handles the relative importance of both functions u and h. In a homogenous region, the clustering results remain unchanged but, in case of regions consisting of noisy pixels, equation (5) reduces the weights of noisy clusters using the intensity level of its neighboring pixels to put it in correct cluster.
C. Level Set Method
The level set method [14] is based on geometric deformable model, which translates the problem of evolution 2-D (3-D) close curve (surface) into the evolution of level set function in the space with higher dimension to obtain the advantage in handling the topology changing of the shape. The level set method has had great success in computer graphics and vision. Also, it has been widely used in medical imaging for segmentation and shape recovery [15] . The level set method, originally used as numerical technique for tracking interfaces and shapes, has been increasingly applied to image segmentation in the past decade. In the level set method, contours or surfaces are represented as the zero level set of a higher dimensional function, usually called a level set function. It is an excellent tool for tracking boundaries and it has been successfully applied in image segmentation [14] [15] [16] and visual tracking for a large class of applications in various fields like medical imaging etc. However, traditional level set methods fail to achieve desired segmentation when an image contains several blocks with gradual variations in pixel intensities. It is a popular method for capturing moving boundaries or propagating interfaces. The core idea of implementing level set method [14] is to begin with a closed curve or surface and move this curve perpendicular to itself at a specific speed. In contrast to FCM using pixel classification, level set methods utilize dynamic variational boundaries for image segmentation. Segmenting images by means of active contours is a wellknown approach but instead of parametric characterization of active contours, level set methods embed them into a timedependent PDE function (t, x, y). It is then possible to approximate the evolution of active contours implicitly.
For a general curve C [15] , can be defined as a signed distance function. At any time, we can see from the figure 4, the interface is given by the zero level set of time dependent level set function Ǿ (x, y, t) = 0. In order to find the movement of interface, we first require that the level set value of a particle on the front must always be zero Ǿ ((x (t), t) = 0 Applying chain rule, Ǿ t + ∆Ǿ ((x (t), t).x (t) = 0 Since F is the speed of interface in the outward normal direction n then F = n. x ' (t) Where, n = ∆ Ǿ /|∆ Ǿ | It gives the following interface evolution for Ǿ Ǿ t + F |∆ Ǿ| =0 Where, F is the normal speed function. For a general curve C, Ǿ can be defined as a signed distance function to C.
III. PROPOSED APPROACH
The proposed approach for image segmentation is as follows With regards to image inhomogeneity and boundary leakage, manual initialization is obviously not a reliable choice for an optimal level set segmentation. Furthermore, the components of interest are often dispersed over the entire image [20] . It is not convenient to demarcate them individually. In contrast, intensity thresholding is advantageous in this regard. Nevertheless, it requires careful regularization for optimal thresholds, which is particularly challenging for those physiological tissues that twist with each other.
Fuzzy clustering [11] is able to adaptively obtain the approximate boundaries of potential components of interest, and is thus suitable to initiate image segmentation. However, the standard FCM algorithms, which are concerned with intensity information only, are not robust enough for medical image segmentation, due to noise and artifacts. The enhanced spatial FCM attempts to unify intensity and spatial information as a whole. Hence, it is suitable to initiate level set evolution for medical image segmentation and less susceptible to different types of noises.
V. CONCLUSIONS
By applying suitable algorithms and pre-processing segmentation of medical images is not so easy as correct segmented image can be obtained. There is yet no universal algorithm for medical image segmentation has been found, an algorithm's advantages and disadvantages often vary according to the problem. In this paper we proposed fuzzy level set which can detect the segments of image with accuracy and can be useful to segment an image in medical and others field. This paper work is in progress and the experiment will be conducted on MR data of Brain. 
