The paper describes a relative entropy procedure for imposing moment restrictions on simulated forecast distributions from a variety of models. Starting from an empirical forecast distribution for some variables of interest, the technique generates a new empirical distribution that satisfies a set of moment restrictions. The new distribution is chosen to be as close as possible to the original in the sense of minimizing the associated Kullback-Leibler Information Criterion, or relative entropy. The authors illustrate the technique by using several examples that show how restrictions from other forecasts and from economic theory may be introduced into a model's forecasts.
INTRODUCTION
One of the frustrations of macroeconometric modeling and policy analysis is that empirical models that forecast well are typically nonstructural, yet making the kinds of theoretically coherent forecasts policymakers wish to see requires imposing structure that may be difficult to implement and that in turn often makes the model empirically irrelevant. In this paper, we describe the application of a procedure that can, in principle, be used to produce forecasts that are consistent with a set of moment restrictions without imposing them directly on the model. Even when it is desirable to impose the restrictions directly on the forecasting model, the technique in this paper can be used to examine the likely validity of a range of restrictions without the need to re-fit the model each time, and thereby provides the modeler with considerable flexibility to experiment with various types of restrictions.
Our procedure, inspired by Stutzer (1996) and Kitamura and Stutzer (1997) , involves changing the initial predictive distribution to a new one that satisfies specified moment conditions, but that changes the other properties of the new distribution the least. That is, we minimize the relative entropy between the two distributions, subject to the restriction that the new distribution satisfies the specified moment conditions. Stutzer (1996) used this idea to modify a nonparametric predictive distribution for the price of an asset to satisfy the martingale condition associated with risk-neutral pricing. Foster and Whiteman (2002) build on this idea to price soybean options using a predictive model reflecting weather, market conditions, etc. Kitamura and Stutzer (1997) used the idea to provide an alternative to generalized method of moments estimation in which the moment conditions hold exactly relative to a new measure (but not necessarily in the data); likewise, our procedure imposes the moment conditions exactly on a new predictive distribution that is as close (in the information-theoretic sense) as possible to the original.
The need to incorporate conditioning information into a forecast arises routinely. This is particularly true in the context of handling data release lags. In circumstances when observations on some variables are released before others, a forecaster would like to make predictions for the unknown post-sample values conditional on all the available data. In these circumstances, the known post-sample data could be thought of as a mean restriction on the forecast.
Conditioning information has been incorporated into forecasting models in a variety of settings (see for example Theil, 1971 ). In the VAR literature, Doan, Litterman and Sims (1984) exploit the contemporaneous and inter-temporal variance-covariance matrix structure in a VAR to account for the impact of conditioning a forecast on post-sample values for some variables in the model. Waggoner and Zha (1999) In what follows, we first sketch the theory underlying the application of relative entropy to forecasting. We then turn to three examples that illustrate the technique. The first example involves incorporation of conditioning information implicit within financial market forecasts into the predictive distribution of a vector autoregressive (VAR) model. We then turn to two examples that involve the incorporation of moment conditions implied by economic theory into VAR model forecasts.
I. UPDATING PREDICTIONS USING RELATIVE ENTROPY

I.1 Relative Entropy and Moment Conditions.
Our interest is in the predictive distribution of an M-dimensional random variable y. In practice, it is usually difficult to derive this distribution analytically, but it is often straightforward to sample from the distribution using computer simulation techniques. Specifically, we have a sample of N draws { } , 1, ,
, which ensure that each observation receives weight in the sample dictated by the predictive distribution. For a random sample from the predictive density itself, the weights are
Further, we assume that we have other information about functions of y not used in the creation of the draws from the predictive distribution. This information takes the form of moments of a function g(y) representing quantitites such as the mean, median, standard deviation, or quantiles of the predictive distribution. The question is how to use this "new" information.
Suppose that the expectation of g(y) is equal to a known quantity, g . In general,
that is, the mean computed under the original weights will not satisfy the moment condition associated with the new information. This, of course, is what makes the information "new".
Accommodating the new information requires modifying the beliefs embodied in the original
Following Stutzer (1996) and Kitamura and Stutzer (1997) ( )
This function is one convenient way to measure the new information introduced in moving from π to * π 1 . Thus we seek new weights that minimize ( )
* :
K π π , subject to the following constraints: π in much the same way that the state-price density modifies objective probabilities of payoffs to risk-neutral probabilities in contingent-claims asset pricing. Moreover, using the fact 1 The KLIC is a "directed divergence" between two probability distributions. Reversing the roles of π and * π in the objective function would yield a different set of weights. In the estimation context, the formulation we have adopted leads to the "information-theoretic" estimator of Kitamur and Stutzer (1997) ; the alternative leads to the "empirical likelihood" estimator of Qin and Lawless (1994) . Thus the moment conditions lead to the usual formula for the conditional mean. If, in addition, the variance condition is 22 Ω = 0, we obtain the usual formula for the conditional variancecovariance matrix as well.
The example illustrates the general principle, apparent from (4), that for a random vector y with density f, the probability density * f closest to f in the KLIC sense, such that the mean of g(y) equals g has density given by
where γ is set to ensure that the mean restriction holds. This relationship also suggests a convenient way to sample from the density * f , a subject we take up next.
I.3 Relation to Importance Sampling. Expression (7) suggests how to generate a sample from the density * f using "importance sampling" (Geweke, 1989) . Heuristically, importance sampling involves re-weighting a sample drawn conveniently from one density f so that the sample corresponds to one drawn from the "target" density , and can be interpreted as the number of draws necessary to achieve any given numerical standard error using the target ("tilted") density relative to the number required using the importance density.
Under standard regularity conditions, Geweke (1989, Theorem 1) 
I.4 Interpretation of the Weight Function as a Prior Distribution.
In our applications, the distribution of interest is a predictive distribution. Such a distribution arises as follows. First, a parametric model (likelihood) for the data y given parameters θ is specified: p(y|θ). Similarly, a prior distribution for θ is specified as p(θ). By Bayes' rule, the posterior distribution for θ is proportional to the product of prior and likelihood,
Given the data y and the parameters θ, the distribution of a future value of y, y′ is given by
To sample from the predictive distribution, one typically samples θ i from the posterior p(θ|y) and π in hand it would therefore be straightforward to compute updated posterior distributions for functions of interest. 4 In general, the dependence of y′ on y is nontrivial, and the "tilted prior" is data dependent. Like Zellner's (1977) "maximal data information prior", it introduces as little extra information as possible, though in our case, some of that information is data-based. Alternatively, the moment condition associated with the tilt can be thought of as postsample information, and the tilted predictive the update of the original predictive in light of the new information.
II. EXAMPLES
In this section we present three examples that implement the relative entropy forecasting technique. In each case the basic forecast model is a vector autoregression (VAR) of the form . In all the applications that follow, 10,000 draws are used to build up the empirical predictive distribution.
There are two practical questions that arise when applying this technique. The first is: are the moment restrictions valid, or do they severely distort the original forecast distributions? The greater the distortion, the more unequal the weights and the lower the RNE, so we use weightinequality and RNE measures to assess the "lack of fit" of the moment restrictions. In the present context, "lack of fit" refers to divergence between the forecast distribution generated from the underlying model and the distribution that incorporates the moment ("tilting")
restrictions.
The second question is: do the moment restrictions improve the forecast performance of the model over the period being examined? For that we rely on the relative RMSE of the mean forecasts as a guide. Imposing restrictions consistent with the actual data generating process will tend to improve the forecast performance irrespective of the distortion introduced into the empirical predictive distributions; however, in a practical setting we find that large distortions to the predictive distributions as indicated by low RNEs may or may not be associated with improved forecast accuracy. Conversely, a high-RNE value implies that the restrictions will have very little impact on the forecast performance of the model.
In the first example we use a Bayesian-style VAR model to produce an alternative forecast imposing information about the future course of the federal funds rate obtained from financial markets. Since it is possible (though cumbersome) to produce approximate conditional forecasts in such a model (see Waggoner and Zha, 1999) 
II.1 Forecasting the Federal Funds Rate Using Information from the Futures Market.
In this example the VAR model uses a random walk Normal-Wishart prior of the type described in Sims and Zha (1998) . The data are monthly observations on the federal funds rate, the log of real GDP (distributed monthly using the Chow-Lin technique), the log of the CPI price index, the log of the price of West Texas Intermediate oil, the unemployment rate, and the log of the M2 monetary aggregate. This particular VAR model has been shown to have reasonable forecast properties over the 1990's (see Robertson and Tallman, 1999) , and is routinely used in forecasting exercises at the Federal Reserve Bank of Atlanta. We impose moment restrictions on the forecasts so that the mean funds rate for the next six months coincides with the forecasts implied by data on contracts in the federal funds rate futures market. Robertson and Tallman (2001) provide details on how the implicit forecasts are extracted from the futures market data. We take the implicit futures market forecasts of the funds rate and force the mean of predictive distribution of the VAR model to equal the futures market forecasts by optimally (in the KLIC sense) choosing a new set of weights for the predictive distribution. Stopping at this point leaves the conditions "soft" in the terminology of Waggoner and Zha (1999) . One could also restrict the variation around the mean forecast to be very small, meaning the conditions are essentially "hard"-the traditional conditional forecast. Another possibility would be to restrict the variability of the funds rate forecast to match the historical 5 The three-month lag in the availability of quarterly GDP data means that, the forecasts formed at the end of February, say, are for the 24 months including January, because there is no new real GDP observation yet. For March, the forecast follows the same procedure, but there is clearly more "data" that can be used for conditioning the forecasts of January, February and March real GDP. The tilting procedure could be readily adapted to take the advance and preliminary GDP estimates as mean estimates of "final" GDP, and use the historical variability of the revision errors as variance conditions. sample variance of the futures market forecast errors, thereby imposing the same precision as the futures market. Table 1a presents comparisons of the standard forecast accuracy measures from the VAR models forecast and the moment restricted forecast (with the mean restricted to match that of the futures market data). 6 First, the mean federal funds rate forecasts were more accurate when they are restricted to coincide with the futures market forecasts, consistent with those in Robertson and Tallman (2001), Evans and Kuttner (1998) , and Rudebusch (1998) . For instance, the onequarter-ahead relative root mean squared error (RMSE) of the restricted federal funds forecast is 60 percent lower than the RMSE associated with the VAR model's mean forecast. As we move beyond the horizons directly affected by the futures market data (which is at most two quarters), the improvement in RMSE dissipates.
Despite notably improved forecast accuracy for the federal funds rate, there is no systematic evidence that the restricted forecasts contribute to a consistent improvement in the forecast accuracy of any of the other variables. Among the more notable results, the RMSE of the 4-quarter-ahead unemployment rate forecasts is around 10 percent smaller than that of the mean VAR forecast. However, at that same four-quarter horizon, the conditional forecast errors of inflation are 10 percent larger. Also, the RMSE for the restricted unemployment rate forecast at the eight-quarter horizon is noticeably worse than that from the VAR model. 
II.2 Forecasting Using Information from a Taylor Rule.
In the previous example, the moment restrictions applied to a single variable. In this example, we incorporate forecast information that restricts the behavior of a linear combination of variables. The model is a quarterly VAR for the funds rate (r), CPI inflation (π) and the output gap (x). 7 The moment restriction is that the implied residual from a standard Taylor rule for given set of parameter values has mean zero over the forecast horizon. Specifically, we assume that for h = 1,…,8, 2.5 0.5( *) 0.5
has mean zero. We use an inflation target π* = 1.5 percent, making the equilibrium real funds rate 2.5 percent; these values are typical of the literature on inflation targeting.
The VAR model uses a diffuse prior (rather than a random walk prior) because the data do not exhibit any global trends. We generated a sequence of quarterly predictive densities for h = 1,…,8 quarters beginning in the first quarter of 1994, using data for the period 1960:1 to 1993:4 to fit the model. Sequentially, for each quarter until 1997:4, a new observation was added to the "fitting" data set, and new 1-8 step predictive distributions were simulated, resulting in an ensemble of 16 sets of 8-quarter-ahead forecast distributions. Table 2a presents comparisons of the standard forecast accuracy measures from the VAR model forecast and the Taylor rule restricted forecast. Over the forecast period (and for this particular specification of the Taylor rule), it is clear that the moment restrictions improve forecast performance, especially for the funds rate in the short-term, and for inflation and the output gap at longer horizons. That is, the Taylor-rule appears to describe the behavior of the variables more accurately than does the unrestricted VAR model. More specifically, an examination of the individual forecasts reveals that the mean forecast from the VAR model tended to under-forecast the funds rate and over-forecast inflation during much of the forecast period. The Taylor rule, in contrast, better captured the increases in the funds rate in 1994 and the relatively tame inflation profile.
The first panel of Figure 5 displays the time series of the RNE computed for the Taylorrule restriction applied to one-quarter-ahead forecasts. The mean RNE is 0.45, and the RNE values vary considerably, ranging from 0.54 to 0.07. 8 Thus, the distortion introduced by the Taylor-rule restriction is substantial in some periods, particularly early in the forecast period.
The variability of the RNE reflects the fact that on occasion there is considerable difference between the VAR model's mean forecasts for the Taylor-rule residual and the restricted value of zero. The absolute size of VAR mean forecasts of the Taylor rule residual is presented in the second panel of Figure 5 . Consistent with the previous example, the lowest RNE values are 7 The data are taken from Leeper and Zha (2001) .associated with periods of time when the Taylor rule residual is the largest. Taken together these results suggest that the forecast of the chosen VAR model fitted over the whole sample is not markedly inconsistent with a particular specification of a Taylor-rule and that, in this case, the Taylor-rule introduced information that improved forecasting accuracy.
II.3 Forecasting Consumption and Returns by Incorporating Asset Pricing Model
Information. In this example, we use the Euler equation from a standard specification of the inter-temporal consumption capital asset pricing model (CCAPM) as a moment restriction on forecasts of real consumption growth and interest rates. Specifically, we restrict the mean of the forecast of the product of the gross real return and the stochastic discount factor,
to equal unity; where r is the gross real return; c is the level of real consumption; α is the constant relative risk aversion parameter; and β is the discount factor. Unlike the previous two examples, the CCAPM moment restriction involves a non-linear function of forecasts.
In-sample applications of this specification of the CCAPM typically fit the data poorly for economically reasonable values of α and β . For our out-of-sample application, we use data on the nominal three-month Treasury bill rate as the nominal interest rate measure and the (annualized) percentage change in the CPI (average of monthly CPI levels over the quarter) as the inflation measure. To proxy the real rate of interest, we use the nominal three-month Treasury bill rate less the quarterly inflation rate measured by the CPI. For the real consumption growth rate, we add nominal consumption expenditures for services and nominal consumption expenditures for non-durable goods and then deflate that number by a geometric weightedaverage of the relevant implicit deflators.
In this example, the data are stationary, so again a diffuse prior was used. Here, we generated a sequence of quarterly predictive densities for h = 1,…,8 quarters beginning in the first quarter of 1995, using data for the period 1960:1 to 1994:4 to fit the model. Analogous to the previous examples, sequentially, for each quarter until 1999:4, a new observation was added to the "fitting" data set, and new h step predictive distributions were simulated, resulting in an ensemble of 20 sets of h-quarter-ahead forecast distributions.
For the CCAPM parameters, we set β equal to 0.96 and α equal to 2, implying a moderate degree of risk aversion. Because it is more likely that the CCAPM restriction holds as a longer run restriction rather than describing period-to-period movements we enforce the CCAPM restriction on the last forecast period (quarter 8) only.
The first panel of Figure 6 shows the time series of the relative numerical efficiency from applying the CCAPM restriction on the predictive distribution generated by the VAR model.
The second panel of Figure 3 displays the absolute value of the difference between unity and the CCAPM transformation of the VAR forecasts for the real interest rate and real consumption growth. These charts show how restricting the furthest forecast period to satisfy the CCAPM restriction results in a substantial adjustment to the VAR model's predictive distribution. 9 The time-series mean RNE for the 8-quarter ahead prediction is 0.04, suggesting that the predictive distribution must be altered radically in order to satisfy the moment condition.
10 Table 3a presents comparisons of the standard forecast accuracy measures from the VAR models forecast, and the CCAPM restricted forecast. Even though we impose the restriction 9 Enforcing the restriction on earlier forecast periods in addition to the final forecast period exacerbates the distortion to the predictive distribution. Searching across values for α we find that smallest KLIC value is generated by setting the relative risk aversion equal to -0.375, consistent with non-concave utility, and comparable to the empirical results of Hansen and Singleton (1996) . See Neely, Roy, and Whiteman (2001) for a demonstration that such estimates can be traced to near non-identification of the model due to poor predictability of consumption growth and returns. 10 See Table 3b .
only in the final forecast period, there are noticeable impacts on the accuracy of the restricted forecasts in earlier periods as well. For 8-quarters-ahead, the RMSEs for the restricted forecasts are around twice that those of the VAR model. At a 4-quarter horizon, the RMSEs for the restricted forecasts are about 1.5 times those of the VAR model, while 1-quarter ahead the difference is negligible. Hence, in this case, the large distortion introduced by imposing this particular specification of the CCAPM coincided with poor forecast performance as well.
Despite the distortion, economic interpretations of the mean forecasts for the real interest rate and the growth rate of real consumption are consistent with the CCAPM restriction: forecasts of the real interest rate are increased and the forecasts of the real consumption growth rate are lowered relative to the respective VAR forecasts.
III. CONCLUSION
This paper has described a relative entropy procedure for imposing moment restrictions on simulated distributions from a variety of models. The technique produces a set of weights that imply a distribution that is as close as possible to the original in the sense of minimizing the associated Kullback-Leibler Information Criterion, or relative entropy. The technique is illustrated by three examples that progress from atheoretic conditional forecasting, to imposing restrictions from a theoretical model on a forecast. The preliminary results from the application of the technique are encouraging, and the potential breadth of application seems to be large. 
