Topic models such as aspect model or LDA have been shown as a promising approach for text modeling. Unlike many previous models that restrict each document to a single topic, topic models support the important idea that each document could be relevant to multiple topics. This makes topic models significantly more expressive in modeling text documents. However, we observe two limitations in topic models. One is that of scalability as it is extremely expensive to run the models on large corpora. The other limitation is the inability to model the key concept of relevance. This prevents the models from being directly applied to goals such as text classification and relevance feedback for query modification; in these goals, items relevant to topics (classes and queries) are provided upfront. The first aim of this paper is to sketch solutions for these limitations. To alleviate the scalability problem, we introduce a one-scan topic model requiring only a single pass over a corpus for inference. To overcome the latter, we propose relevance-based topic models that have the advantages of previous models while taking the concept of relevance into account. The second aim, based on the proposed models, is to revisit a wide range of well-known but still open text-related tasks, and outline our vision on how the approaches for the tasks could be improved by topic models.
INTRODUCTION
Topic models, including aspect model (pLSI) [10] and its enhanced version Latent Dirichlet Allocation (LDA) [3, 19] have been accepted as a promising approach for text modeling [21] . The strength of topic models is their strong theoretical framework supporting the idea that each document is a mixture of multiple topics, where topics are multinomial distributions over words. This allows topic models to consider the different themes mentioned in a document and overcome the strict restriction of previous models for text modeling that assume each document is related to exactly one topic as in cluster model [13] , Robertson & Sparck-Jones probabilistic model [17] , or relevance-based language models [12] .
Because of the above characteristic, topic models also provide an efficient representation for documents or user queries via topic mixing proportions. Compared to the traditional vector space representation with weights such as tf-idf on terms (words or stems), topic mixing representation is significantly shorter (the number of terms vs the number of topics) while still preserving essential statistical relationships [3] . Even more, with some further extension, as we will show later on in this study, topic models could be used for modeling the relevance of predefined topics, which is key in a wide class of applications such as text classification, topic-specific keyword finding, topic relationship mining, and relevance feedback for information retrieval. This research * begins by identifying two key limitations in current topic models. The first limitation pertains to scalability which is indicated by the fact that most previous works use topic models for representing documents in medium-size corpora (less than 2GB) [3, 5, 7, 10, 19, 21, 23, 24] . The challenge is that the inference algorithms for the models require many scans over a corpus. When the corpus cannot fit into internal memory, the algorithms require many external memory operations (e.g. disk accesses), which are extremely costly, per scan. This limits the scalability of topic models with increasing corpus size.
A second limitation of topic models affects the range of suitable applications; namely these models do not explicitly take the concept of relevance into account. Given a corpus and a number K, topic models operate by discovering K topics in the corpus. (Note that a different iteration of the topic models inference algorithm may give rise to a different set of K topics). As the resulting topics are synthetic; they do not explicitly correspond to the prior knowledge of human beings regarding topics in the corpus domain. Thus these models are not directly applicable to goals such as text classification, keyword finding, and relevance feedback for query modification, where specific topics (classes and queries) and example relevant items are provided upfront.
Having identified the two limitations the first goal of this paper is to sketch solutions. For scalability, we propose the idea of onescan models that require only single pass through a corpus for inference. A sampling technique is used to discover K topics in the corpus. Then, the corpus is loaded to internal memory, (in suitably-sized) chunk by chunk. For each chunk, using the K topics discovered previously, we compute topic mixing proportions for the documents. After that, the memory is emptied for the next chunk of documents. A similar idea has successfully been explored for clustering very large datasets in previous research including our own (Bradley et al. [4] , Farnstrom et al. [6] , Ha-Thuc et al. [8] ). So, we expect a similar success in topic models.
To extend the application range to the class of tasks where we need to model relevance, we introduce relevance-based topic models. Relevance-based topic models have the advantage of previous topic models in that in addition to allowing multiple topics per document, they explicitly consider relevance as in the relevance model of Robertson & Sparck-Jones [17] and relevance-based language models [12] . Specifically, our models assume that each document d in the relevant set of a topic of interest t is generated by a mixture of three topics: topic t itself, a background topic, b, which captures common words, and topic to(d) (other themes in the document) capturing non-relevant parts (noise) in the document. Because we model the background and to(d) topics, general stop words and domain-specific stop words as well as the noisy portions in the relevant document d are automatically identified. These are done with respect to the particular topic t for which d is relevant. Thus only the parts of d generated by t (the really relevant parts) contribute to the resulting multinomial distribution, explicitly associated with topic t.
The second goal of this paper is to revisit a wide range of textrelated tasks including single-label and multiple-label text classification, relevance feedback, word stemming, and to indicate the potential of the topic models in solving the problems compared to their current approaches.
The rest of paper is organized as follows. In Section 2, we review the state-of-the-art topic model, LDA, we then introduce our onescan LDA to alleviate the issue of scalability. In Section 3, we propose relevance-based topic models appropriate for a wide range of applications where we need to model the concept of relevance. Section 4 outlines the approaches based on the proposed models for well-known text-related problems. Section 5 presents some initial experimental results. Finally, Section 6 is our conclusions.
LDA AND ONE-SCAN MODEL 2.1 LDA from the Literature
LDA is a generative probabilistic model of a corpus. It describes how documents in the corpus are generated: 1) For each topic z in {1… K}, where K is the number of topics:
where W is the number of words in the vocabulary set. This generative process is illustrated by the graphical model using the plate notation in Fig. 1 Given a corpus and a value of K, LDA infers the latent variables z, Ф, θ. We could use Gibbs sampling for inference. The inference algorithms for LDA are described in detail in [1, 3, 19] . 
One-Scan Model
A key challenge with LDA is scalability. The inference algorithms for LDA need to access every data element (i.e. token) in every iteration. When the corpus cannot fit into internal memory, the algorithms require many external memory operations (e.g. disk accesses), which are extremely costly, per iteration. Typically, the Gibbs sampling-based inference algorithms for LDA take from hundreds to thousands of iterations to converge [19, 21, 24] . That makes topic models not well scalable with corpus sizes.
To make LDA applicable to realistic corpora, we must minimize the number of external scans. Ideally, in terms of scalability, the model should require only one scan for inference. We introduce such a model in Fig. 2 .
The inference process includes two phases. First, a random subset that fits into memory is used to approximately infer K topics. Therefore, we do not need to scan through the corpus for this phase. Second, given the K topics, the model infers topic mixture for each document. It is worth noting that the topics are completely known at this phase, so the topics are modeled as observed variables (shaded circles in Fig. 3 ) and their distributions stay unchanged during the phase. The variables needed to be inferred include latent topic z of each token and topic mixing proportion θ d for each document d. The latent variable z is sampled from its posterior probability given its Markov blanket (See (2) in Fig. 2 ). The topic mixing variable θ d is estimated by formula (1) in Fig.2 , where n (t-1) i,j is the number of times in sample (t-1) that topic j is assigned to some token in document i. The final value of θ d could be computed by averaging over multiple samples. Then, we fill the buffer with next chunk of documents (Step 2.4). So, we need exactly one external scan to compute topic mixing proportion for all documents in the corpus no matter how large the corpus is in comparison to internal memory size. There are some alternatives for the first phase in the model above. For instance, we could load the corpus, chunk by chunk, as in the second phase, and semantically compress [8, 4] the chunks. After that, we run the standard LDA on the compressed set to discover K topics. The approach needs an additional external scan but takes the content of the whole dataset into account instead of only sampled documents. We plan to do experiments on both approaches and analyze the results of these approaches in comparison with the standard LDA.
RELEVANCE-BASED TOPIC MODELS
As described above, LDA does not explicitly model the concept of relevance, which is key in numerous applications [9, 18] . Consequently, there is no explicit mapping between the resulting topics generated by LDA and the topics of interest to a user or user community. Therefore, the approach could not be applied directly for applications, such as text classification and relevance feedback for query modification, where topics (classes and queries) and example relevant items are provided upfront. On the other hand, explicit relevance models popularly used in information retrieval community, such as Robertson & Sparck-Jones probabilistic model [17] and relevance-based language models [12] often make a strict assumption that if a document is relevant to a topic, the whole document is relevant to that topic. This assumption is, nonetheless, not true in many practical cases where only a part of the document is actually relevant to the topic.
This study proposes relevance-based probabilistic topic models, an extension of LDA, to bridge the two separate approaches mentioned above. The models assume that each document d in the relevant set of a topic of interest t is generated by a mixture of three topics: topic t itself, a background topic, b, which captures words that are common in general or common in the particular domain, and to(d) (other themes in the document) capturing nonrelevant parts in the document. Only the parts generated by t (the really relevant parts) contribute to the resulting distribution over words for topic t. In the models, the topics are predefined by users and are explicitly associated with the resulting distributions. In the other words, relevance is explicitly modeled. On the other hand, the models relax the assumption of relevance-based language models. More specifically, the models take advantage of LDA's multiple topic framework to support the important fact that a document relevant to a topic t might also talk about some other themes rather than t alone.
The contributions of topics in documents are automatically determined by intra-and inter-document statistics. Intuitively, the words frequently appearing in the whole corpus are likely generated by the background topic, the words frequently appearing in the relevant set of a topic of interest t but not the whole corpus are likely generated by this topic, and the words appearing in only a particular document d in the relevant set of topic t but neither frequently in the other documents of this relevant set nor in the background are likely generated by to (d) .
In this study, we introduce two kinds of relevance-based probabilistic topic models: batch topic model and online topic model. The first is applicable for some tasks where we would like to model K 0 topics simultaneously, e.g. text classification or batch search. In this model, the background topic covers the words that are common across all topics, while the distribution of each topic of interest concentrates on features that discriminate the current topic from the other (K 0 -1) topics. The second could be applied for tasks where we have only one topic at a time, e.g. online information retrieval. In this case, the background topic captures the language use in the whole corpus so that the distribution of the current topic would not waste its probability mass on common features, instead it could focus more of the unique features on the topic. Due to this distinction, the two models use slightly different methods to infer the background topic. Estimate its topic mixing proportion:
where i is the index of document d
For each token w in the buffer:
Sample its latent topic z from:
where k and i are word index and document index of the token.
2.4 Report topic mixture representations for documents, empty the buffer, fill the buffer with the next chunk, and go to 2.3.
Batch Topic Model
Batch topic model is a relevance-based probabilistic model describing the process of generating relevant documents of a set of topics as follows.
2) For each topic t in K 0 topics of interest: a) Pick a multinomial distribution Φ t for t from the Wdimensional Dir(β).
b) For each document d relevant to t:
i) Pick a multinomial distribution Φ to(d) for the topic covering themes other than t that are also mentioned
iii) For each token in document d:
(1) Pick a topic z among the three topics in x d from multinomial θ d .
(2) Then, pick a word from the corresponding multinomial distribution Φ z .
This process is described by the graphical model using plate notation in Fig. 4 . In the Figure, w and x d are observable variables and denoted by shaded circles; z, θ and Φ are hidden variables and denoted by un-shaded circles; α, β are parameters of Dirichlet distributions.
Figure 4: Batch topic model
Given K 0 topics and their relevant sets (i.e. sets of relevant documents), we could use Gibbs sampling technique, as in the standard LDA, to infer latent topic z, topic word-distributions Ф, and topic mixing proportion θ. It is worth noting that in the case some of the K 0 topics are conceptually overlapping, a document could appear in several relevant sets. In such case, the document has a corresponding number of copies in the corpus. However, each copy plays a different role contributing different parts to the topic to which it belongs. For instance, a paper could be relevant to two topics "machine learning" (ML) and "information retrieval" (IR) (Fig. 5 -for simplicity, we ignore the background part in this example), so it appears in the relevant sets of both ML and IR. In the first copy, parts (1) and (2) are relevant while part (3) is nonrelevant. In the second copy, parts (2) and (3) are relevant while part (1) is non-relevant. 
Online Topic Model
Online topic model is a relevance-based probabilistic model describing the process of generating the relevant set of a given topic t. Similar to the batch topic model described in previous section, the online topic model assumes that each document d in the relevant set is generated by three topics: the background b, the topic of interest t, and t o (d) which rolls up every other theme but t, the topic for which the document d is relevant. The notion of the background topic, however, is slightly different.
In the batch topic model, the background covers common word features of all given topics so that each of the topics could spend its probability mass on its discriminative features that distinguish itself from the rest of the topics. The purpose of the background topic is, therefore, increasing the margins among the distributions of the topics of interest. So, the background topic should be dependent on the given topics and modeled as a latent variable (Fig. 4) . In online topic model, the background topic, b, represents the common language used in the whole corpus. So, it should be independent of the topic and could be estimated in advance by term frequencies in the corpus. Therefore, it is modeled as an observed variable (Fig. 6 ). 
APPLICATIONS
In this section, we revisit four well-known but still open textrelated tasks. We outline our vision on how topic models such as LDA, one-scan LDA, relevance-based online topic or relevancebased batch topic models could solve these tasks, and potentials of topic models-based approach in comparison to current approaches.
Single-Label Text Classification
Single label text classification is the task of classifying each document into exactly one of K 0 given topics (classes). The common approach for this task is using relevant sets of the topics to train a classifier, and then using the trained classifier to classify unseen documents. Previous methods often assume that every part 
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Recall that in our model, the really relevant parts in each document are automatically determined by their statistical correlation to the rest of the positive training set. Only these parts contribute to the final results Ф j,k . Therefore, the approach is robust to "impurities" in the training sets.
We also plan to apply the multi-topic model for text classification without any human-labeled training data. Instead, we will use as training sets of documents returned from a global search engine (e.g. Google) or an intranet search engine, retrieved by the topics themselves. The challenge of this approach is that there is a lot of noise in the returned sets. The ability to automatically detect nonrelevant parts in documents of our model is key to tackle this challenge.
Multi-Label Text Classification
Another natural direction is to use the batch topic model for multilabel text classification, where a document could be relevant to several topics (classes) [14] . For instance, a research paper about learning to rank may have some parts of the paper relevant to machine learning (ML) only, some parts relevant to information retrieval (IR) only, and some others relevant to both of the topics (See Fig. 5 ).
McCallum [14] proposes an approach that assumes each word in a document is exclusively generated by one of the topics to which the document is relevant or a background topic. So, his approach cannot model the overlap among the topics (e.g. ML and IR in our example). This is because of the difference in nature of two concepts: generation and relevance. Generation is exclusive (in his approach) whereas relevance is by nature inclusive. Another popular approach for multi-label multi-class text classification problem is building a binary classifier (relevance and non relevance) for each class [11] . The approach again assumes all parts of the document are relevant to both ML and IR. This assumption, as mentioned before, does not hold.
Our multi-topic model, as described in Section 3.1, could overcome limitations of both approaches since it is able to model the overlap among topics as well as automatically detect nonrelevant parts in training documents.
Relevance feedback
The third planned direction of future research is to apply the online topic and batch topic models for relevance feedback. Given K 0 queries (batch search) and their feedback documents, we use batch topic model to estimate Ф j,k = p(word = k| topic =j) (1≤j≤K 0 , 1≤k≤W), and rank the keywords w.r.t topics by the posterior probability. Then queries could be expanded by adding the top relevant keywords on them. In online search, we have only query at each time, we could use online topic model to estimate Ф j,k. Finally, we submit the expanded queries to a search engine.
Tan et al. [20] point out that the most challenging issue in finding the keywords from feedback documents is that non-relevant terms, occurring along with relevant ones in the documents, could cause undesired effects. This is exactly one of the problems that our models are designed to solve. We remind the reader that each document is considered to be a mixture of three topics (b, t and to(d)). We plan to use TREC datasets for these experiments and investigate the effectiveness of extracted feedback terms.
Word Stemming
Stemming is a technique to reduce variant word forms into common morphological roots [22] . For instance, explains, explained, explaining, explanation, explainer, explainers are stemmed to the root explain. This technique potentially improves the ability to reduce the number of word features (therefore, search space), to match query and document words in information retrieval, and to lead to a better generalization in text classification. Despite these potentials, the literature has not shown agreement on whether stemming is helpful or not. In some cases, stemming helps to improve performances, in some cases it hurts [2] . The reason for the later is that stemmers sometimes over stem several unrelated words into the same group [2] , e.g. race, racer, and racist.
To overcome the over stemming problem, Xu and Croft [22] first use a traditional stemmer (e.g. Porter) to create initial equivalence classes containing words stemmed to the same morphological roots. Second, they use the word co-occurrence relation to split each class into subclasses. The subclasses are believed to contain morphologically and semantically related words, thereby overstemming is reduced. In recent work [2] (2007), Bhamidipati and Pal propose a method for the second phase by taking advantage of category labels of documents. For each word, they estimate the multinomial distribution over categories of documents in which the word appears. Then, they use the distributions to compute the similarity between every pair of words in the initial equivalence classes. After that, the similarities are used to partition each initial class into subclasses.
However, the category information is not available in most realistic datasets. Second, the method assumes every word in a document is relevant to the document's category. Note that, Bhamidipati et al. consider every token in a document as belonging to the same class. As we mentioned before, this assumption is unrealistic. Third, the method works at the word level, whereas the ambiguity, one of the main reasons of over-stemming errors, happens at the token level. For instance, if the word race appears in a document about car sport, it should be grouped with {racing, racer}, while if it appears in a document about social science, its likely group is {racist, racism}. Similarly, the word book could be grouped with {books} or {booking, booked} depending on the context in which it appears.
Motivated by these limitations, we plan to apply the standard LDA or one-scan model (in the case the corpus is larger than internal memory) for word stemming task. The rationale of this approach is three fold. First, LDA or one-scan model could automatically discover topics in the corpus. Second, different parts of a document could be relevant to different topics. Third, LDA or onescan model estimates a multinomial over the discovered topics for each token in documents (formula (2) -Step 2.3.2, Fig. 2 ) by taking into account the context (document) in which the token appears, as well as the occurrences of the same word in the other documents. The distribution reveals the meaning of the token and helps to assign the token to the appropriate stemming subclass.
INITIAL EMPERICAL RESULTS

An Illustration
In this section, we illustrate some important characteristics of the proposed relevance-based topic models by applying it to a very small and pseudo dataset. The small size of the dataset makes it easy and intuitive to analyze the returned results and illustrate model characteristics. More comprehensive experiments are presented in Section 5.2.
The dataset contains the relevant sets for two topics machine learning (ML) and data mining (DM) ( Table 1) . Each document comprises of three parts: general terms (e.g. "artificial" or "intelligence"), topical terms (e.g. "learning" respect to ML or "mining" respect to DM), and non-relevant terms (e.g. "NLP" in doc 1). Although the dataset is pseudo, it intuitively makes sense. One can imagine that doc 1 is a paper about applications of machine learning in natural language processing, or doc 5 is a data mining paper in biomedical domain. We apply batch topic model on the dataset described above. Table  2 shows top words ranked by probability p(word| topic) of some topics. First we note that intelligence and artificial occur frequently across the two relevant sets and so they are identified as domain based stop words and appear in the background distribution with high weights. As regards topic representative words, in topic ML, machine, learning and training appear frequently in all relevant documents of this topic but not in other documents (see Table 1 ). So as expected they are identified by our model as representative of the topic and have dominant roles in the ML distribution (Table 2) . Similarly, mining, data and cluster are frequent in the DM relevant set but not in other documents; thus they have high weights in the DM distribution. Notice also that these topical terms have very low weights in the background distribution (Table 2 ).
More interesting observations may be made by looking at the lower row in Table 2 . We see for example, that biomed is a highly weighted term for to (d 5 ) . This is because of two reasons. One is that it as it appears in very few documents of the collection (1 out of 5) so it is not considered as part of the background. Second as it appears in very few documents of the training set (1 out of 3 for DM) it is not viewed as topical either. However, it does appear with high frequency in doc 5, therefore the model learns that there is some other topic (non relevant to DM, in the relative sense) that likely generates this word in this document. Hence, it has a high weight in the to(d5) distribution. Notice here that biomed has the same token frequency in the DM relevant set as cluster which was regarded as topical for DM. However their occurrences across the DM training set differ thus accounting for the difference in how the model treats the two words. Consequently also p("cluster"|DM) is larger than p("biomed"|DM) (0.12 versus 0.02).
We also applied the online topic model sequentially on each topic of the dataset. In this case the background topic is estimated by term frequencies in the whole dataset. The resulting topic-word distributions are quite similar to results above. This small example illustrates how the relevance-based topic models are able to correctly distinguish between the different roles of the words across the topics.
Finding Keywords
This section presents an application of the relevance-based online topic model and batch topic models: finding keywords w.r.t given topics (queries). The application is meaningful because from the users' point of view, the keywords are crucial in interpreting the meaning of the topic or in clarifying information needs, and from the systems' point of view, finding descriptive keywords (i.e. feedback terms) is a key step in query expansion [20] .
Datasets:
We use three datasets. The first one is ML Cora collection of machine learning abstract papers from the Cora corpus [15] . Each of the papers is categorized into seven topics in machine learning. The second one is News5 dataset, a subset of 20 Newsgroup dataset, containing the five comp.* classes [16] that are somewhat related to each other. The third one is a subset of Reuters-21578 [14] containing documents that are relevant to one of the five most popular topics in Reuters-21578. In order to avoid too short and meaningless documents (e.g. containing only an acknowledgment), we remove the documents with less than 100 words (including the stop words) out of the datasets. The resulting size of each dataset is around 3000. Then, we apply stop word removal [25] and stemming (Porter). We use class label of each document as the topic of interest to which the document belong.
For judgment, given each topic we use all relevant documents available for training and rank the keywords by the standard tf-idf, then manually judge the top 50 keywords. Generally, each topic has about 5-15 relevant keywords. Those are used as gold standards Methodology: We run the experiment in both batch mode and online mode. In the batch mode, we use the batch topic model to find the keywords for K 0 topics simultaneously (K 0 equals to 7, 5 and 5 in the datasets ML Cora, News5 and Reuters, respectively). In the online mode, we use the single-topic model to find keywords for one topic at each time. Keywords are ranked by the conditional probability p(word| topic), returned by the batch topic model or the online topic model.
For comparison purpose, we use Rocchio, a well known method for relevance feedback as the baseline.
Rocchio(w|t) = α* tf-idf(w|R t ) -β*tf-idf(w|N t )
where tf-idf(w|R t ) and tf-idf(w|N t ) are tf-idf values of word w in relevant documents and non-relevant documents of t, respectively. We fix the value of α equal to 1.0, and tune the different values including 0.05, 0.1, 0.25, 0.5 and 1.0 for β. Then select the best performance as the baseline result for each run. We call this the tuned Rocchio.
We vary the number of the relevant sets per topic for training (10, 25, 50 and 100), and use the gold standards described above to compute MAP (mean average precision) for each method. Given a size, there are many choices of the relevant set for each topic, so we run each method 50 times with different choices, and compute the mean and the two-tailed p-values by paired t-test comparing one of our methods (the batch topic model or the online topic model) versus the baseline.
Results:
The results are shown in Table 3 . Note that the cell contains the asterisk symbol (*) means the difference between the corresponding method and the baseline is statistically significant (i.e. p-value<0.05). As shown in Table 3 , the batch topic model is significantly better than the tuned Rocchio in 11/12 cases. Among those, there are 10 cases where the improvement is more than 10% (See Tables 3). Compared to the tuned Rocchio, the online topic model is significantly better in 8/12 cases and worse in 3/12 cases.
Among the datasets, the performances of the three methods on Cora and Reuters are significantly better than on News5. This is perhaps because the topics of Cora and Reuters are more welldefined than topics of News5. Between our two models, the batch topic model working in batch mode and the online topic model working in online model, the first is significantly better in most of the 12 cases. The difference makes sense since the batch topic model uses more information (relevant sets of all topics given in the problem) than online topic does (only relevant set of the current topic along with the whole corpus). More specifically, in the online topic model, the background topic is roughly estimated by term frequencies in corpus (e.g. ML Cora, News5 or Reuters in our experiments), while the batch topic model dynamically tunes the background topic so that the topic best covers the common features among the topics. 
CONCLUSIONS AND FUTURE WORK
This paper presents a preliminary doctoral dissertation proposal of the first author. In the first part of the paper, we indicate promising potential of topic models in text modeling and observe their current limitations regarding scalability and the inability to model relevance. In the second part, we propose solutions for these issues by introducing one-scan LDA and relevance-based topic models. One-scan LDA requires only a single external disk scan for inference. That makes the model scalable well with large corpora. Relevance-based topic models have advantages of both traditional relevance-based language models and LDA. Our models explicitly model the relevance. The models also inherit the multiple topic document theoretical framework of LDA to extract background terms as well non-relevant terms in relevant documents. After proposing solutions to the limitations, in the third part of the paper, we revisit a wide range of text-related tasks. We show our vision on how topic models could solve the tasks and potential advantages of topic models-based approaches in comparison to current approaches of each of these tasks.
We have implemented relevance-based topic models including batch topic model as well as online topic model and conducted several initial experiments. The results in Section 5 demonstrate rationales and potential of the models. For future work, we plan to implement one-scan LDA with several alternatives described in Section 2.2. Then, we implement topic models-based approaches for applications described in Section 4, and compare with current methods for each application.
Since the first author is in early stage of his PhD program, any comments either about proposed formal models, sketched approaches for the four applications, experiment designs, or new directions to apply the models are absolutely welcome. The comments would be very valuable to revise this study for his doctoral dissertation proposal.
