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Abstract
The reactions p¯p → e+e− and e+e− → p¯p are analyzed in the near-threshold region. Specific emphasis is put on
the role played by the interaction in the initial- or final antinucleon-nucleon ( ¯NN) state which is taken into account
rigorously. For that purpose a recently published ¯NN potential derived within chiral effective field theory and fitted
to results of a new partial-wave analysis of p¯p scattering data is employed. Our results provide strong support for the
conjecture that the pronounced energy dependence of the e+e− ↔ p¯p cross section, seen in pertinent experiments, is
primarily due to the p¯p interaction. Predictions for the proton electromagnetic form factors GE and GM in the timelike
region, close to the ¯NN threshold, and for spin-dependent observables are presented. The steep rise of the effective
form factor for energies close to the p¯p threshold is explained solely in terms of the p¯p interaction. The corresponding
experimental information is quantitatively described by our calculation.
Keywords:
PACS: 13.66.Bc, 13.75.Cs, 12.39.Pn,
1. Introduction
The electromagnetic form factors (EMFFs) of the proton and the neutron play an important role in our under-
standing of the nucleon structure. Experimental and theoretical studies of these quantities in the spacelike region,
i.e. in electron-proton scattering, started already more than half a century ago. Over the last decades there is also an
increased interest in their properties in the timelike region, accessible in the reactions p¯p → e+e− and e+e− → p¯p,
as witnessed by various publications [1, 2, 3, 4, 5, 6, 7, 8] and a recent extensive review article [9]. In particular, the
observation of a strong energy dependence of the proton EMFFs close to the p¯p threshold, i.e. at momentum transfers
q2 ≃ (2Mp)2, has attracted quite some attention. This behavior was first reported by the PS170 collaboration [10], and
detected in a measurement of the p¯p → e+e− reaction cross section at LEAR. In recent years the BaBar collaboration
has measured the cross section for the time-reversed process e+e− → p¯p [11, 12]. Their data are of similar precision
as those from the PS170 collaboration and cover also energies very close to the p¯p threshold. The form factor deduced
from those data substantiates the finding of the PS170 collaboration.
A strong dependence of the proton EMFFs on the momentum transfer simply reflects the fact that the under-
lying (measured) e+e− → p¯p cross section shows a significant enhancement near the p¯p threshold. Such near-
threshold enhancements were also reported in entirely different reactions involving the p¯p system, for example, in the
ψ(3686)→γ p¯p [13] and the B+ → p¯pK+ [14] decays, and in particular in the radiative decay J/ψ → γ p¯p [13, 15].
For the latter case several explanations have been put forth, including scenarios that invoke N ¯N bound states or so
far unobserved meson resonances. However, it was also shown that a conventional but plausible interpretation of
the data can be given simply in terms of the final-state interaction (FSI) between the produced proton and antiproton
[16, 17, 18, 19, 20]. Specifically, calculations of our group, utilizing the Ju¨lich N ¯N model [21, 22, 23] and performed
within the Watson-Migdal approach [24, 25], could reproduce the mass dependence of the p¯p spectrum close to the
threshold by the S -wave p¯p FSI for various decays [16, 26, 27].
The success of those investigations suggests that the same effects, namely the FSI between proton and antiproton,
could be also responsible for the near-threshold enhancement in the e+e− → p¯p cross section and, accordingly, for
the strong q2 dependence of the proton EMFF in the timelike region near q2 ≈ (2Mp)2. Indeed, a few years ago we
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have studied the energy dependence of the e+e− ↔ p¯p cross section close to threshold, within the Watson-Migdal
approach [28]. We could show that the near-threshold enhancement in the e+e− → p¯p cross section can be explained
qualitatively by p¯p FSI effects in the 3S 1 partial wave as generated by the Ju¨lich nucleon-antinucleon model [21].
Similar results were also reported by other authors based on somewhat different approaches and employing other ¯NN
interactions [29, 30, 31, 32, 33, 34, 35].
The present study of the proton EMFF in the timelike region aims at an improvement of our earlier work [28] in
various aspects: First and foremost the new calculation of the e+e− ↔ p¯p transition is based on a refined and formally
exact treatment of the effects from the ¯NN interaction in the initial or final state. Second, we take into account the
coupling between the 3S 1 and 3D1 partial waves. In the commonly adopted one-photon approximation these are
the only two partial waves that can contribute. The inclusion of the 3D1 state allows us to extend the energy range
of our study. Furthermore, it enables us to obtain non-trivial results for angular distributions and compare those to
available data, and we can make concrete predictions for (not yet measured) spin-dependent observables. Finally, in
the meantime results of a new partial-wave analysis (PWA) of p¯p scattering data have been published [36]. Based on
that work an ¯NN potential has been constructed by us [37], in the framework of chiral effective field theory (EFT),
that reproduces the amplitudes determined in the PWA very well up to laboratory energies of Tlab ≈ 200 − 250 MeV.
This potential will be now employed for the final-state interaction, besides the phenomenological ¯NN model of the
Ju¨lich group [21] used in our earlier work [28].
The paper is structured in the following way: In the subsequent section we summarize the formalism. Specifically,
we provide details about how the p¯p FSI is included in our calculation. In Sect. 3 we compare our results with
measured integrated and differential cross sections for the reactions e+e− → p¯p and p¯p → e+e− in the region near
the p¯p threshold. Furthermore, we provide predictions for spin-dependent observables for which so far there is no
experimental information. Finally, we present results for the EMFFs GE and GM , for their ratio as well as for the
relative phase. The paper closes with a summary.
2. Formalism
We adopt the standard conventions so that the differential cross section for the reaction e+e− → p¯p is given by [9]
dσ
dΩ =
α2β
4s
Cp(s)
|GM(s)|2 (1 + cos2θ) + 4M
2
p
s
|GE(s)|2 sin2θ
 . (1)
Here, α = 1/137.036 is the fine-structure constant and β = kp/ke a phase-space factor, where kp and ke are the center-
of-mass three-momenta in the p¯p and e+e− systems, respectively, related to the total energy via
√
s = 2
√
M2p + k2p =
2
√
m2e + k2e . Further, me (Mp) is the electron (proton) mass. The S -wave Sommerfeld-Gamow factor Cp(s) is given by
Cp = y/(1 − e−y) with y = piαMp/kp. GE and GM are the electric and magnetic form factors, respectively. The cross
section as written in Eq. (1) results from the one-photon exchange approximation and by setting the electron mass me
to zero (in that case β = 2kp/
√
s). We will restrict ourselves throughout this work to the one-photon exchange so that
the total angular momentum is fixed to J = 1 and the e+e− and ¯NN system can be only in the partial waves 3S 1 and
3D1. We use the standard spectral notation (2S+1)LJ , where S is the total spin and L the orbital angular momentum. Let
us mention that there are indications that two-photon exchange contributions are important in the spacelike region and
can account for the discrepancy between the form factor values extracted from polarization data and from Rosenbluth
separation of cross section data [38, 39, 40, 41, 42, 43]. Their importance in the timelike region is less clear, see for
example Refs. [44, 45].
The integrated reaction cross section is readily found to be
σe+e−→p¯p =
4piα2β
3s Cp(s)
|GM(s)|2 + 2M
2
p
s
|GE(s)|2
 . (2)
Another quantity used in various analyses is the effective proton form factor Geff which is defined by
|Geff(s)| =
√√
σe+e−→p¯p(s)
4piα2β
3s Cp(s)
[
1 + 2M
2
p
s
] . (3)
2
In the helicity basis, the amplitudes for the reaction e+e− → p¯p for one-photon exchange are given by [46, 47]
φ1 = 〈+ + |F | + +〉 = −
2 me Mpα
s
cos θGE = 〈+ + |F | − −〉 = φ2 ,
φ3 = 〈+ − |F | + −〉 = −
α
2
(1 + cos θ) GM ,
φ4 = 〈+ − |F | − +〉 = −
α
2
(1 − cos θ) GM , (4)
φ5 = 〈+ + |F | + −〉 =
Mpα√
s
sin θGE = −〈+ + |F | − +〉 = −φ7 ,
φ6 = 〈+ − |F | + +〉 = −
meα√
s
sin θGM = −〈− + |F | + +〉 = −φ8 .
For convenience we include the electron mass explicitly here and in the formulae below and also in our numerical
calculation. In terms of those amplitudes the differential cross section is given by
dσ
dΩ =
1
2s
β Cp
8∑
i=1
|φi|2 , (5)
which reduces to the result in Eq. (1) for me → 0. Note that the amplitudes for the inverse reaction p¯p → e+e− are
given by the same expressions but with the obvious replacements φ5 → −φ6 and φ6 → −φ5.
In order to implement the FSI we perform a partial wave projection of the e+e− → p¯p amplitudes and switch
from the helicity basis to the more convenient JLS representation. The corresponding formalism is documented in
various publications in the literature. We follow here the procedure described in detail in the Appendices B and C of
Ref. [48]. Then we end up with four amplitudes, corresponding to the coupling between the e+e− and the p¯p systems
and the coupled 3S 1-3D1 partial waves. We can write these in the form FL L′ , where L′(L) = 0, 2 characterizes the
orbital angular momentum in the initial (final) state. The explicit expressions for the reaction e+e− → ¯NN are
Fµ,ν2 2 = −
2α
9
[
GM −
2Mp√
s
GE
] [
1 − 2me√
s
]
,
Fµ,ν0 0 = −
4α
9
[
GM +
Mp√
s
GE
] [
1 +
me√
s
]
,
Fµ,ν0 2 = −
2
√
2α
9
[
GM +
Mp√
s
GE
] [
1 − 2me√
s
]
,
Fµ,ν2 0 = −
2
√
2α
9
[
GM −
2Mp√
s
GE
] [
1 + me√
s
]
. (6)
For reasons of clarity we include in Eq. (6) and in the next few lines superscripts for the channels (ν = e+e− and
µ = p¯p), but we will omit them again later in order to simplify the notation. Time reversal invariance requires that
Fµ,νL L′ (p, p′) = Fν,µL′ L(p′, p) so that for the reaction p¯p → e+e− the amplitudes F0 2 and F2 0 are interchanged.
It is obvious from Eq. (6) that the amplitude Fµ,νL L′ can be written as a product of factors, which is simply a
consequence of the one-photon exchange which amounts to an s-channel pole diagram in the reactions e+e− ↔ p¯p.
The factors correspond to the e+e−γ and p¯pγ vertices, respectively, and reflect whether the coupling occurs in an S or
D wave. Thus, we can write the amplitude in the form (L, L′ = 0, 2)
Fµ,νL L′ = −
4α
9 f
µ
L f νL′ , with
f µ0 =
(
GM +
Mp√
s
GE
)
, f µ2 =
1√
2
(
GM −
2Mp√
s
GE
)
, (7)
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Figure 1: Graphic representation of our treatment of the reaction e+e− → p¯p. The small (large) filled circle symbolizes the bare (dressed) ¯NNγ
vertex while T stands for the ¯NN scattering amplitude.
and similar expressions for f νL , the vertex functions of the e+e− pair. The FSI effects due to the p¯p interaction influence
only the p¯p vertex and that means only f µL (simply denoted by fL in the following), see Fig. 1. These effects can be
calculated rigorously and within our formalism they amount to evaluating the equation
fL′ (k; Ek) = f 0L′ (k) +
∑
L
∫ ∞
0
dpp2
(2pi)3 f
0
L (p)
1
2Ek − 2Ep + i0+
TLL′ (p, k; Ek) , (8)
where the first term on the right-hand side, the so-called Born term, represents the bare ¯NN production vertex f 0L and
the integral provides the dressing of this vertex via ¯NN rescattering. The quantity TLL′ (p, p′; Ek) is the ¯NN scattering
amplitude in the coupled 3S 1-3D1 partial wave and is the solution of a corresponding Lippmann-Schwinger equation:
TL′′L′ (p′′, p′; Ek) = VL′′L′ (p′′, p′) +
∑
L
∫ ∞
0
dpp2
(2pi)3 VL′′L(p
′′, p) 1
2Ek − 2Ep + i0+
TLL′ (p, p′; Ek) , (9)
see Ref. [37]. For the potential V in Eq. (9) we utilize a recently published interaction derived within chiral EFT [37]
and fitted to results of a new PWA of p¯p scattering data [36], and one of the phenomenological ¯NN models constructed
by the Ju¨lich group [21]. In the above equations √s = 2 Ek = 2
√
M2p + k2, where k is the p¯p on-shell momentum.
The bare ¯NNγ vertex functions, f 0L (L=0,2) in Eq. (8), can be written in terms of bare EMFFs, G0E and G0M,
in complete analogy to Eq. (7). On a microscopic level these quantities are given by the direct coupling of the
photon to the ¯NN system. But they can be also expressed in terms of the coupling of the photon to the hadrons
through intermediate vector mesons (ρ, ω, φ, etc.) which forms the basis of the vector meson dominance (VMD)
model [5, 8, 49, 50]. There will be also contributions to f 0L (or, equivalently, to G0E and G0M) from intermediate
mesonic states such as γ → pi+pi− → p¯p, etc. Thus, in principle, f 00 and f 02 are complex and can depend on the total
energy and on the (off-shell) momentum of the ¯NN system.
In the present study we assume that the whole energy dependence of the dressed vertex functions fL is generated by
the FSI alone and that f 00 and f 02 themselves are energy-independent. In particular, we interpret the explicit dependence
of f 0L on
√
s that is implied by Eq. (7) as a dependence on the momentum of the ¯NN system. Accordingly, we use
f 00 (p) =
(
G0M +
Mp
2Ep
G0E
)
=
G
0
M +
Mp
2
√
M2p + p2
G0E
 ,
f 02 (p) =
1√
2
(
G0M −
Mp
Ep
G0E
)
=
1√
2
G
0
M −
Mp√
M2p + p2
G0E
 , (10)
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for the bare vertex functions, where p is the center-of-mass momentum in the ¯NN system, and we assume that G0E and
G0M are real and constant.
The replacement
√
s → 2Ep is anyhow required in order to guarantee the correct threshold behavior of the D-
wave vertex function f 02 (p) which has to behave like ∝ p2. Indeed, the partial-wave representation of the e+e− ↔ p¯p
amplitudes in form of Eqs. (7) or (10) is rather instructive because it makes clear that the condition G0E = G0M and/or
GE = GM at the p¯p threshold is mandatory for implementing the proper threshold behavior of the D-wave amplitude.
Assumptions like |GE | = 0 imposed in the past in an analysis of the neutron form factor in the timelike region for
energies fairly close to the threshold [53] constitute a drastic violation of this condition.
Our assumption that G0E and G0M are constant automatically implies that we have to set G0E = G0M . G0E (G0M) is
taken to be real because any overall phase drops out in the evaluation of observables. Thus, there is only a single
free parameter in our calculation. The bare vertex functions f 00 and f 02 are calculated from Eq. (10) and inserted
into Eq. (8). Due to the FSI the resulting dressed vertex functions f0 and f2 are energy-dependent and also complex.
Inverting Eq. (7) we can obtain GE and GM and then evaluate any e+e− ↔ p¯p observable based on the formulae
provided at the beginning of this section. Note that also GE and GM are complex quantities and, in general, GE , GM
where the difference is likewise solely due to the FSI.
3. Results
For evaluating the FSI effects we employ amplitudes generated from an ¯NN interaction that was recently derived
by us within chiral EFT [37]. In that reference, ¯NN potentials up to next-to-next-to-leading order (NNLO) were
constructed, based on a modified Weinberg power counting, in close analogy to pertinent studies of the nucleon-
nucleon interaction [51]. The low-energy constants associated with the arising contact interactions are fixed by a
fit to phase shifts and inelasticities provided by a recently published phase-shift analysis of p¯p scattering data [36].
In the 3S 1–3D1 partial wave that is needed for the study of the reaction p¯p ↔ e+e− good overall agreement with
the antinucleon-nucleon phase shifts and inelasticities was obtained up to laboratory energies of around 200 MeV
[37]. For convenience the corresponding results are reproduced here, see Fig. 2. Accordingly, in the present study
we restrict ourselves to excess energies Q = √s − 2Mp of around 100 MeV in the ¯NN system. In any case, it is
primarily the threshold region where we expect that FSI effects are relevant and determine the energy dependence
of the observables. At higher kinetic energies or, generally, over a larger energy region, the intrinsic energy- and
momentum dependence of the ¯NN production mechanism itself may become significant or even dominant and then
our assumption that G0E and G
0
M are constant is no longer valid.
Besides the EFT interaction we consider again the Ju¨lich N ¯N model A(OBE) [21], which has already been used
in our earlier study [28].
Results for the e+e− → p¯p reaction cross section are displayed in Fig. 3 as a function of Q and compared with
experiments [11, 12, 52, 53]. We are interested in the near-threshold region and, therefore, we compare to the BaBar
data with a smaller bin size listed in Table VII of their papers [11, 12]. Since the old and new BaBar data are given for
precisely the same bins we shifted the 2006 data [11] to slightly higher Q values in Fig. 3 for a better discrimination.
As said above, there is only a single parameter in our calculation, namely G0E , which, in essence, amounts to an
overall normalization factor. It is fixed by a χ2 fit to the e+e− → p¯p cross section data up to Q ≈ 60 MeV for each
of the considered ¯NN interactions. We want to emphasize again that the energy dependence of the cross section itself
is not influenced by this parameter. It is given entirely by the FSI effects generated by the various potentials. In
case of the EFT interactions (at NLO and NNLO) bands are shown. Those bands reflect the cutoff dependence of
the corresponding results and can be viewed as an estimate for the theoretical uncertainty of the interactions, cf. the
discussion in Ref. [37].
Obviously the energy dependence of the e+e− → p¯p cross section is very well reproduced by all ¯NN potentials
considered for the FSI, over the whole energy range up to 100 MeV. This is reflected in the achieved χ2/dof which
amounts to 0.81 · · · 1.01 and 0.63 · · · 0.71 for the NLO and NNLO interactions, respectively, and to 0.64 for the Ju¨lich
model A(OBE). This is a strong support for the conjecture that the energy dependence exhibited by the cross section
is dominated more or less completely by the one of the ¯NN interaction. It is interesting to compare the present result
with that of our earlier study [28], where only the 3S 1 partial wave was taken into account and which relied on the
Migdal-Watson approximation with regard to the treatment of FSI effects. In that work only the rapid rise of the cross
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Figure 2: Real and imaginary parts of the phase shift in the 3S 1–3D1 partial wave in the isospin I = 0 and I = 1 channels. The red/dark band
shows the chiral EFT results up to NNLO while the green/light band are results to NLO. The bands reflect the cutoff dependence of the results as
discussed in Ref. [37]. The solid line is the prediction of the Ju¨lich ¯NN model A(OBE) [21]. The circles represent the solution of the partial-wave
analysis of Ref. [36].
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Figure 3: Cross section of the reaction e+e− → p¯p as a function of the excess energy. The data are from the DM1 [52] (triangles), FENICE [53]
(squares), and BaBar [11] (empty circles), [12] (filled circles) collaborations. The red/dark band shows results based on the ¯NN amplitude of the
chiral EFT interaction up to NNLO while the green/light band are those for NLO. The solid line is the result for the ¯NN amplitude predicted by the
Ju¨lich model A(OBE) [21]. The BaBar 2006 data are shifted to slightly higher Q values, see text.
section close to the threshold could be reproduced and visible deviations started already at excess energies around
50 MeV. Now, with the coupling to the 3D1 partial wave included and an accurate treatment of the FSI effects, there
is quantitative agreement with the data (within the error bars) up to significantly higher energies.
The results in Fig. 3 and those presented below are all obtained by using the p¯p amplitude in Eq. (8) which is the
sum of the isospin I = 0 and I = 1 amplitudes, i.e. T p¯p = (T I=1 + T I=0)/2. However, we did perform exploratory
calculations employing also T I=1 and T I=0 separately. The corresponding results turned out to be very similar to each
other and also to the one based on the p¯p amplitude. Indeed, in all cases we obtain excellent agreement with the
energy dependence exhibited by the data. Thus, we do not see any evidence for a possible dominance of the isoscalar
amplitude as suggested in Ref. [34].
A comparison with data for the inverse reaction, p¯p → e+e−, that were taken by the PS170 Collaboration at LEAR
is provided in Fig. 4. This cross section is related to the one for e+e− → p¯p by detailed balance and time-reversal
invariance, i.e. by
σp¯p→e+e− ≃
k2e
k2p
σe+e−→p¯p . (11)
There is a well-known systematical difference between the e+e− → p¯p and p¯p → e+e− cross section data [9], where
the latter are smaller by a factor of about 1.47. But once we take that into account by a proper renormalization
of our results (using the same renormalization factor for all considered ¯NN interactions) we reproduce the PS170
measurement rather nicely as can be seen in Fig. 4. Obviously, the energy dependence of the p¯p → e+e− cross section
revealed by the PS170 data [10] is perfectly consistent with the one of the e+e− → p¯p data measured by the BaBar
collaboration [11, 12].
Results for the effective proton form factor in the timelike region, defined in Eq. (3), are displayed in Fig. 5. Data
for this quantity, which provides a quantitative indication for the deviation of the measured cross section from the
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Figure 4: Cross section of the reaction p¯p → e+e− as a function of the excess energy. The data are from the PS170 [10] collaborations. Same
description of curves as in Fig. 3.
point-like case [9] can be readily found in those publications where experiments for e+e− ↔ p¯p were reported [11,
12, 52, 53]. The effective form factor for the point-like case would be simply a straight line in Fig. 5, i.e. there would
be no dependence on the excess energy. The experimental form factor, on the other hand, shows a significant rise for
energies close to the threshold as already mentioned in the Introduction. Our results that include the ¯NN FSI are very
well in line with this behaviour. This is not surprising in view of the fact that we reproduce the e+e− ↔ p¯p cross
sections that form the basis for determining the effective proton form factor, see Eq. (3).
There is also experimental information on angular distributions. For the reaction e+e− → p¯p such distributions
are provided for different intervals of the p¯p invariant mass [11, 12]. We consider here solely the lowest two, because
only those concern the energy region for which our EFT ¯NN potentials are designed. The corresponding intervals
in terms of the excess energies are 0 ≤ Q ≤ 73 MeV and 73 ≤ Q ≤ 148 MeV. It is clear that data which sample
over such a large energy range cannot reflect any more subtle variations of the angular distribution with energy. Thus,
we perform our calculations for the average energies of those intervals, namely Q = 36.5 MeV and 110.5 MeV. The
results are confronted with the BaBar data in Fig. 6. There is a remarkable agreement in case of EFT interactions. We
want to emphasize that the angular distributions are genuine predictions. They are completely fixed by the properties
of the employed ¯NN FSI. Note that the overall normalization is arbitrary because only the number of events are given
in Refs. [11, 12]. Again the 2006 data [11] are slightly shifted for a better discrimination.
In case of p¯p → e+e− proper differential cross sections were measured, at laboratory momenta of 416, 505, 581,
681, and 888 MeV/c [10]. Also here we restrict ourselves to energies within the range where our EFT interactions are
applicable which means we compare our results to the data at the first four momenta only. The corresponding excess
energies are 43.5, 62.6, 80.9 and 107.5 MeV, respectively, and pertinent results are presented in Fig. 7. Again there is
reasonable agreement of the results based on the EFT interactions with the trend exhibited by the experiment.
Note that in both cases the highest considered energy, Q ≈ 110 MeV (Tlab ≈ 220 MeV), is already in a region
where our NLO and NNLO interactions no longer reproduce the p¯p amplitudes of the PWA sufficiently well, see
Fig. 2. Thus, those results may be questionable and they are also afflicted by large uncertainties as reflected by the
bands. We show them only for illustrative purposes.
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2006 data are shifted to slightly higher Q values, see text.
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Figure 6: Differential cross section for e+e− → p¯p at the excess energies Q = 36.5 MeV (left) and Q = 110.5 MeV (right). The data are an average
over 0 ≤ Q ≤ 73 MeV and over 73 ≤ Q ≤ 148 MeV, respectively, and are taken from Refs. [11, 12]. Same description of curves as in Fig. 3. The
BaBar 2006 data are slightly shifted, see text.
The prediction based on the phenomenological Ju¨lich model disagrees with the trend shown by the BaBar data
at the higher energy but is still in line with the PS170 measurement at practically the same excess energy (Q ≈
107 MeV). This ¯NN potential produces a different D wave admixture in the e+e− ↔ p¯p amplitude as compared to
the EFT interactions – which is not surprising in view of the differences in the corresponding ¯NN phase shifts, cf.
Fig. 2. Obviously, the differential cross sections are more sensitive to details of the ¯NN interaction than the (energy
dependence of the) integrated cross section where the results for all ¯NN considered interactions more or less coincide.
Thus, it would be indeed very valuable to have further data on differential cross sections with improved statistics.
Since our calculation agrees rather well with all measured e+e− ↔ p¯p observables in the near-threshold region it
is instructive to consider now predictions for other quantities like spin observables and also for the EMFFs GE and
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Figure 7: Differential cross section for p¯p → e+e− at the excess energies Q = 43.5 (a), 62.6 (b), 80.9 (c), and 107.5 MeV (d), respectively. Data
are taken from Ref. [10]. Same description of curves as in Fig. 3.
GM themselves. Results for the latter are presented in Fig. 8 where we display the modulus and the argument of the
ratio GE/GM as a function of the excess energy. The ratio |GE/GM | drops to values slightly below 1 right above the
p¯p threshold but quickly turns to values larger than 1 with increasing energy. At higher energies the EFT interaction
fitted to the ¯NN PWA and the Ju¨lich meson-exchange model exhibit different trends for the ratio. Again this is simply
due to differences in the pertinent ¯NN amplitudes at these energies, as reflected in the phase shifts shown in Fig. 2. In
that figure one can also see that the EFT interaction does not reproduce the 3D1 phase shifts of the ¯NN PWA so well
anymore for energies above Tlab ≈ 130 MeV (Q ≈ 65 MeV). Thus, since the D-waves are responsible for the deviation
of |GE/GM | from 1, one should refrain from associating the results based on our EFT interaction with those implied
by the original ¯NN amplitudes of the PWA at higher energies. In any case, there is also an increasing uncertainty due
to the cutoff dependence as visible from the bands.
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Figure 8: |GE/GM | and arg(GE/GM) as a function of the excess energy. Data are taken from Refs. [10] and [12]. Same description of curves as in
Fig. 3.
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Figure 9: Analyzing power for p¯p → e+e− at the excess energy Q = 45 MeV. Same description of curves as in Fig. 3.
Predictions for the phase between GE and GM are shown in Fig. 8. It is negative over a larger energy range starting
from the threshold. Also here the EFT interaction and the Ju¨lich model exhibit a different behavior for higher energies.
Overall, the phase remains small with values between ±20 degrees.
Finally, let us present some results for spin-dependent observables for the reaction p¯p → e+e−, in particular, for
the analyzing power Ay and the spin-correlation parameters Ai j. These observables can be written in terms of the
(e+e− → p¯p) helicity amplitudes given in Eq. (4) following the standard procedure outlined in Refs. [48, 54]:
Ay = −(Imφ∗5(φ3 − φ4) − Imφ∗6(φ1 + φ2))/D,
Axx = (Re [φ∗1φ2 + φ∗3φ4] + |φ5|2 − |φ6|2)/D,
Ayy = (Re [φ∗1φ2 − φ∗3φ4] + |φ5|2 + |φ6|2)/D,
Azz = −(|φ1|2 + |φ2|2 − |φ3|2 − |φ4|2 + 2|φ5|2 − 2|φ6|2)/(2 D),
Axz = −(Re φ∗5(φ3 − φ4) + Re φ∗6(φ1 + φ2))/D, (12)
where D = (∑8i=1 |φi|2)/2. Corresponding expressions in terms of GE and GM can be found in Refs. [44, 46, 55, 56].
Our predictions for Ay and Ai j at the excess energy Q = 45 MeV are depicted in Figs. 9 and 10, respectively. These
observables show clear symmetry properties in case of the one-photon exchange approximation considered here, as
one can read off the formulae given in Ref. [46]. Specifically, Ay and Axz are proportional to sin 2θ, and Axx and Ayy
are proportional to sin2 θ. The magnitudes of Ay and Axz are given by the relative phase of GE and GM, namely by
Re (GEG∗M) in case of the former and by Im (GEG∗M) for the latter [46]. Predictions for these quantities can be found
in Fig. 11, again as a function of the excess energy.
Results for spin-dependent observables have been also published by other authors [3, 33, 55, 56, 57] based on
various models, however, in general, for much higher energies.
An issue that arises in the context of any observed enhancement in the near-threshold p¯p production cross sections
or in the corresponding p¯p invariant mass spectra is the question whether this is a signal for an ¯NN bound state. Indeed
sometimes it is argued that explanations in terms of FSI effects or via an ¯NN bound state would mutually exclude each
other. This is clearly not the case as we know very well from studies of near-threshold pion production in the reaction
NN → NNpi [58]. In this case the NN forces in the 1S 0 and/or 3S 1 final NN state allow one to achieve a quantitative
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Figure 11: Re (GEG∗M) and Im (GEG∗M) as a function of the excess energy. Same description of curves as in Fig. 3.
description of the enhancements seen in the measurements and the very same forces also produce the deuteron bound
state in the 3S 1–3D1 partial wave and a virtual state in the 1S 0. Of course, not every enhancement seen in the
experiments is a signal for forces that are strong enough to produce a pole in the near-threshold region. For example,
a pronounced near-threshold enhancement was also observed in the Λp invariant mass spectrum as measured in the
reaction pp → pΛK+, see for example [59]. However, evidently there is no near-thresholdΛp bound state. Thus, one
has to be cautious with conclusions concerning the existence of such bound states from production reactions.
Anyway, let us come back to the ¯NN interaction investigated here. For the employed EFT potentials a search for
poles near the threshold was performed and the results were reported in Ref. [37]. No bound state was found for the
3S 1–3D1 partial wave in the isospin I = 1 channel. There is a pole in the I = 0 channel, however, it corresponds
to a “binding” energy of Q0 = +(5.6 · · · 7.7) − i (49.2 · · · 60.5) MeV, depending on the cutoffs, at NLO and Q0 =
+(4.8 · · · 21.3)− i (60.6 · · · 74.9) MeV at NNLO [37]. We used quotation marks above because the positive sign of the
real part of Q0 indicates that these poles are actually located above the ¯NN threshold. They lie on the physical sheet
and, therefore, do not correspond to resonances either. In Ref. [60] such poles are referred to as unstable bound states.
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4. Conclusions
We analyzed the reactions p¯p → e+e− and e+e− → p¯p in the near-threshold region with specific emphasis on the
role played by the interaction in the initial- or final ¯NN state. The study is based on the one-photon approximation for
the elementary reaction mechanism, but takes into account rigorously the effects of the p¯p interaction. For the latter
we utilized a recently published ¯NN potential derived within chiral effective field theory [37] and fitted to results of
a new partial-wave analysis of p¯p scattering data [36], and also one of the phenomenological ¯NN meson-exchange
models constructed by the Ju¨lich group [21].
Our results confirm the conjecture drawn from previous studies [28, 29, 30, 31, 32, 33, 34, 35] that the pronounced
energy dependence of the e+e− ↔ p¯p cross section, seen in pertinent experiments, is indeed primarily due to the p¯p
interaction. However, the evidence provided now is much more convincing. First the present calculation is technically
superior to the earlier ones because it relies on an rigorous treatment of the FSI effects. Secondly, it utilizes ¯NN
amplitudes that have been determined from a PWA. And, finally, by including not only the 3S 1 but also the 3D1 partial
wave the energy dependence of the experimental cross sections can be described quantitatively and over a significantly
larger energy region. In addition, even existing data on angular distributions are well reproduced.
Based on our results for the reactions e+e− ↔ p¯p we can produce reliable predictions for the proton electromag-
netic form factors GE and GM in the timelike region, for q2 near the ¯NN threshold. The effective proton form factor
usually considered in the literature exhibits a strong q2-dependence for q2 ≈ (2Mp)2 and this behavior is perfectly
described by our calculation. The strong q2-dependence is likewise a consequence of the interaction in the p¯p system.
For the ratio |GE/GM | we predict a non-trivial energy dependence. The ratio drops to values slightly below 1 right
above the ¯NN threshold but turns to values larger than 1 within a couple of MeV. The phase between the form factors,
arg(GE/GM), is negative for energies close to the ¯NN threshold with values in the order of −10 to −20 degrees.
The predictions for the differential cross sections, and also for |GE/GM | and arg(GE/GM), based on the chiral EFT
interaction and on the phenomenological Ju¨lich ¯NN potential, show different tendencies with increasing energy. The
presently available data (for the differential cross section) are afflicted with sizable uncertainties and, thus, do not
allow to discriminate between these differences. Moreover, the BaBar and the PS170 data themselves seem to be
incompatible at higher excess energies as visible, for example, in the extracted ratio |GE/GM | [12], see also Fig. 8.
Therefore, it would be very interesting to perform new measurements of the reactions e+e− ↔ p¯p with improved
statistics. As discussed in the review [9], such experiments could be accomplished at the VEPP-2000 accelerator in
Novosibirsk [61] or the BEPC-II collider in Beijing (for e+e− → p¯p), but also by the ¯PANDA set-up at the planned
FAIR facility in Darmstadt [62] (for the inverse reaction p¯p → e+e−). Evidently, aside from pinning down the
electromagnetic form factors in the time like region more accurately, such data would also provide further constraints
on our knowledge of the elementary ¯NN interaction where direct information in the near-threshold region is still rather
scarce.
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