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GEOMETRIC CLASSIFICATION OF 4-DIMENSIONAL
SUPERALGEBRAS
AARON ARMOUR AND YINHUO ZHANG
1. Introduction
The algebraic and geometric classification of finite dimensional algebras over an
algebraic closed field k was initiated by Gabriel in [5], and has been being one of
the interesting topics in the study of geometric methods in representation theory
of algebras for the last three decades. In [5], Gabriel gave a complete list of noniso-
morphic 4-dimensional algebras over an algebraic closed field k with characteristic
not equal to 2. The number of irreducible components of the variety Alg4 is 5.
The classification of 5-dimensional k-algebras was done by Mazzola in [12]. The
number of irreducible components of the variety Alg5 was showed to be 10. Fur-
ther studies on the classification of low dimensional (rigid) algebras can be found
in [4, 6, 10, 11, 15]. With the dimension n increasing, both algebraic and geo-
metric classifications of n-dimensional k-algebras become more and more difficult.
However, A lower and a upper bound for the number of irreducible components of
Algn can be given (see [13]). Now let Vn be an n-dimensional vector space over k
with a basis {e1, e2, · · · , en}. An algebra structure on Vn is determined by a set of
structure constants chij , where ei · ej =
∑
h c
h
ijeh. Requiring the algebra structure
to be associative and unitary gives rise to a subvariety Algn of k
n3 . Base changes
in Vn result in the natural transport of structure action on Algn, namely the action
of GLn(k) on Algn. Thus isomorphism classes of n-dimensional algebras are in
one-to-one correspondence with the orbits of the action of GLn(k) on Algn. The
decomposition of Algn into its irreducible components under the Zariski topology
is called the geometric classification of n-dimensional algebras.
Our main interest is to give a geometric classification of 4-dimensional superalge-
bras, i.e. Z2-graded algebras. We notice that a Z2-graded algebra is the same as
a pair (A, σ) consisting of an algebra A and an algebra involution σ. This enables
us to define the variety Salgn — the variety of n-dimensional superalgebras — as
a subvariety of kn
3+n2 . One of the significant differences between the variety Algn
and the variety Salgn is that Salgn is disconnected while Algn is connected. Under
certain assumptions on n and ch(k) it can be shown that Salgn is the disjoint union
of n connected subvarieties, for example, when n ≤ 6 or ch(k) = 0.
The paper is organized as follows. In Section 2, we define the variety Salgn of
n-dimensional superalgebras, a closed subvariety of SAn of n-dimensional algebras.
1991 Mathematics Subject Classification. 16W55,16W30, 16W50.
Key words and phrases. Superalgebra, degeneration, irreducible component.
1
2 AARON ARMOUR AND YINHUO ZHANG
Salgn is a disjoint union of the subsets Salg
i
n, i = 1, 2 · · · , n. When n ≤ 6 or
ch(k) = 0, they are closed in Salgn and form connected components of Salgn.
In Section 3, we compute the dimensions of the orbits in Salg4, which will help
us to determine the degenerations of the superalgebras. So we need to recall the
algebraic group Gn and the transport of its structure action on Salgn. Since Gn
is connected, every irreducible component of Salgn is the closure of either a single
orbit or an infinite family of orbits. In Section 4, we will use the ring properties
of superalgebras to determine some closed sets of Salgn. For instance, the set of
superalgebras A with A21 = 0 is a closed subset. Similarly the set of superalgebras
with A0 being commutative is also a closed subset. The closed subsets can help us
to determine some superalgebras that can not degenerate to other superalgebras.
In the last section, we give the degeneration diagrams of Salgi4, where i = 2, 3.
The degeneration diagram of Salg44 = Alg4 has been given by Gabriel, and Salg
1
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has only one orbit. In total, we have found 20 irreducible components of Salg4.
However, Salg4 may posses up to 22 irreducible components.
To end the introduction, let us recall from [1] the algebraic classification of 4-
dimensional superalgebras over an algebraic closed field k as the geometric classi-
fication must be made on the basis of the algebraic classification. Throughout, k
is an algebraic closed field with ch(k) 6= 2. All the algebras without other specified
are over k.
Theorem 1.1. [5] The following algebras are pairwise non-isomorphic except pairs
within the family (18;λ|0) where (18;λ1|0) ∼= (18;λ2|0) if and only if λ1 = λ2 or
λ1λ2 = 1.
(1|0) k × k × k × k, (2|0) k × k × k[X ]/(X2),
(3|0) k[X ]/(X2)× k[Y ]/(Y 2), (4|0) k × k[X ]/(X3),
(5|0) k[X ]/(X4), (6|0) k × k[X,Y ]/(X,Y )2,
(7|0) k[X,Y ]/(X2, Y 2), (8|0) k[X,Y ]/(X3, XY, Y 2),
(9|0) k[X,Y, Z]/(X,Y, Z)2, (10|0) M2,
(11|0)
{(
a 0 0 0
0 a 0 d
c 0 b 0
0 0 0 b
)∣∣∣∣∣ a, b, c, d ∈ k
}
, (12|0) ∧k2,
(13|0) k ×
(
k k
0 k
)
=
{
(a,
(
b c
0 d
)
)
∣∣∣ a, b, c, d ∈ k}, (14|0) {(a 0 0c a 0
d 0 b
)∣∣∣∣ a, b, c, d ∈ k
}
,
(15|0)
{(
a c d
0 a 0
0 0 b
)∣∣∣∣ a, b, c, d ∈ k
}
, (16|0) k〈X,Y 〉/(X2, Y 2, Y X),
(17|0)
{(
a 0 0
0 a 0
c d b
)∣∣∣∣ a, b, c, d ∈ k
}
,
(18;λ|0) k〈X,Y 〉/(X2, Y 2, Y X − λXY ), λ 6= −1, 0, 1,
(19|0) k〈X,Y 〉/(Y 2, X2 + Y X,XY + Y X).
Theorem 1.2. [1, Thm 3.1] Suppose A is a superalgebra with dimA0 = 3 and
dimA1 = 1. Then A is isomorphic to one of the superalgebras in the following
pairwise non-isomorphic families:
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(1|1) k × k × k × k :
(1|1)0 = k(1, 1, 1, 1)⊕ k(1, 0, 0, 0)⊕ k(0, 0, 1, 1), (1|1)1 = k(0, 0, 1,−1),
(2|1) k × k × k[X ]/(X2) :
(2|1)0 = k(1, 1, 1)⊕ k(1, 0, 0)⊕ k(0, 1, 0), (2|1)1 = k(0, 0, X),
(2|2) (2|2)0 = k(1, 1, 1)⊕ k(1, 1, 0)⊕ k(0, 0, X), (2|2)1 = k(1,−1, 0),
(3|1) k[X ]/(X2)× k[Y ]/(Y 2) :
(3|1)0 = k(1, 1)⊕ k(1, 0)⊕ k(X, 0), (3|1)1 = k(0, Y ),
(4|1) k × k[X ]/(X3) :
(4|1)0 = k(1, 1)⊕ k(1, 0)⊕ k(0, X2), (4|1)1 = k(0, X),
(6|1) k × k[X,Y ]/(X,Y )2 :
(6|1)0 = k(1, 1)⊕ k(1, 0)⊕ k(0, X), (6|1)1 = k(0, Y ),
(7|1) k[X,Y ]/(X2, Y 2) :
(7|1)0 = k1⊕ k(X + Y )⊕ kXY, (7|1)1 = k(X − Y ),
(8|1) k[X,Y ]/(X3, XY, Y 2) :
(8|1)0 = k1⊕ kX ⊕ kX2, (8|1)1 = kY,
(8|2) (8|2)0 = k1⊕ kX2 ⊕ kY, (8|2)1 = kX,
(9|1) k[X,Y, Z]/(X,Y, Z)2 :
(9|1)0 = k1⊕ kX ⊕ kY, (9|1)1 = kZ,
(11|1)
{(
a 0 0 0
0 a 0 d
c 0 b 0
0 0 0 b
)∣∣∣∣∣ a, b, c, d ∈ k
}
:
(11|1)0 = k
(
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
)
⊕ k
(
1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
)
⊕ k
(
0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
)
(11|1)1 = k
(
0 0 0 0
0 0 0 0
1 0 0 0
0 0 0 0
)
,
(13|1) k ×
(
k k
0 k
)
=
{(
a,
(
b c
0 d
)
)
∣∣∣ a, b, c, d ∈ k} :
(13|1)0 = k
(
1,
(
1 0
0 1
))
⊕ k
(
0,
(
1 0
0 0
))
⊕ k
(
0,
(
0 0
0 1
))
(13|1)1 = k
(
0,
(
0 1
0 0
))
,
(14|1)
{(
a 0 0
c a 0
d 0 b
)∣∣∣∣ a, b, c, d ∈ k
}
:
(14|1)0 = k
(
1 0 0
0 1 0
0 0 1
)
⊕ k
(
1 0 0
0 1 0
0 0 0
)
⊕ k
(
0 0 0
0 0 0
1 0 0
)
(14|1)1 = k
(
0 0 0
1 0 0
0 0 0
)
,
(14|2) (14|2)0 = k
(
1 0 0
0 1 0
0 0 1
)
⊕ k
(
1 0 0
0 1 0
0 0 0
)
⊕ k
(
0 0 0
1 0 0
0 0 0
)
(14|2)1 = k
(
0 0 0
0 0 0
1 0 0
)
,
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(15|1)
{(
a c d
0 a 0
0 0 b
)∣∣∣∣ a, b, c, d ∈ k
}
:
(15|1)0 = k
(
1 0 0
0 1 0
0 0 1
)
⊕ k
(
1 0 0
0 1 0
0 0 0
)
⊕ k
(
0 0 1
0 0 0
0 0 0
)
(15|1)1 = k
(
0 1 0
0 0 0
0 0 0
)
,
(15|2) (15|2)0 = k
(
1 0 0
0 1 0
0 0 1
)
⊕ k
(
1 0 0
0 1 0
0 0 0
)
⊕ k
(
0 1 0
0 0 0
0 0 0
)
(15|2)1 = k
(
0 0 1
0 0 0
0 0 0
)
,
(17|1)
{(
a 0 0
0 a 0
c d b
)∣∣∣∣ a, b, c, d ∈ k
}
:
(17|1)0 = k
(
1 0 0
0 1 0
0 0 1
)
⊕ k
(
1 0 0
0 1 0
0 0 0
)
⊕ k
(
0 0 0
0 0 0
1 0 0
)
(17|1)1 = k
(
0 0 0
0 0 0
0 1 0
)
.
Theorem 1.3. [1, Thm 4.1] Suppose A is a superalgebra with dimA0 = dimA1 = 2.
Then A is isomorphic to one of the superalgebras in the following pairwise non-
isomorphic families:
(1|2) k × k × k × k :
(1|2)0 = k(1, 1, 1, 1)⊕ k(1, 1, 0, 0) and (1|2)1 = k(1,−1, 0, 0)⊕ k(0, 0, 1,−1),
(2|3) k × k × k[X ]/(X2) :
(2|3)0 = k(1, 1, 1)⊕ k(1, 1, 0) and (2|3)1 = k(1,−1, 0)⊕ k(0, 0, X),
(3|2) k[X ]/(X2)× k[Y ]/(Y 2) :
(3|2)0 = k(1, 1)⊕ k(1, 0) and (3|2)1 = k(X, 0)⊕ k(0, Y ),
(3|3) (3|3)0 = k(1, 1)⊕ k(X,Y ) and (3|3)1 = k(1,−1)⊕ k(X,−Y ),
(5|1) k[X ]/(X4) :
(5|1)0 = k1⊕ kX2 and (5|1)1 = kX ⊕ kX3,
(6|2) k × k[X,Y ]/(X,Y )2 :
(6|2)0 = k(1, 1)⊕ k(1, 0) and (6|2)1 = k(0, X)⊕ k(0, Y ),
(7|2) k[X,Y ]/(X2, Y 2) :
(7|2)0 = k1⊕ kX and (7|2)1 = kY ⊕ kXY,
(7|3) (7|3)0 = k1 + kXY and (7|3)1 = kX + kY.
(8|3) k[X,Y ]/(X3, XY, Y 2) :
(8|3)0 = k1 + kX2 and (8|3)1 = kX + kY.
(9|2) k[X,Y, Z]/(X,Y, Z)2,
(9|2)0 = k1⊕ kX and (9|2)1 = kY ⊕ kZ,
(10|1) M2 :
(10|1)0 = k
(
1 0
0 1
)
⊕ k
(
1 0
0 0
)
and (10|1)1 = k
(
0 1
0 0
)
⊕ k
(
0 0
1 0
)
,
(11|2)
{(
a 0 0 0
0 a 0 d
c 0 b 0
0 0 0 b
)∣∣∣∣∣ a, b, c, d ∈ k
}
:
(11|2)0 = k
(
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
)
⊕ k
(
1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
)
and
(11|2)1 = k
(
0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
)
⊕ k
(
0 0 0 0
0 0 0 0
1 0 0 0
0 0 0 0
)
,
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(11|3) (11|3)0 = k
(
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
)
⊕ k
(
0 0 0 0
0 0 0 1
1 0 0 0
0 0 0 0
)
and
(11|3)1 = k
(
1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
)
⊕ k
(
0 0 0 0
0 0 0 −1
1 0 0 0
0 0 0 0
)
,
(12|1) ∧k2 ∼= k〈X,Y 〉/(X2, Y 2, XY + Y X) :
(12|1)0 = k1⊕ kX and (12|1)1 = kY ⊕ kXY,
(12|2) (12|2)0 = k1 + kXY and (12|2)1 = kX + kY.
(14|3)
{(
a 0 0
c a 0
d 0 b
)∣∣∣∣ a, b, c, d ∈ k
}
:
(14|3)0 = k
(
1 0 0
0 1 0
0 0 1
)
⊕ k
(
1 0 0
0 1 0
0 0 0
)
and
(14|3)1 = k
(
0 0 0
1 0 0
0 0 0
)
⊕ k
(
0 0 0
0 0 0
1 0 0
)
,
(15|3)
{(
a c d
0 a 0
0 0 b
)∣∣∣∣ a, b, c, d ∈ k
}
:
(15|3)0 = k
(
1 0 0
0 1 0
0 0 1
)
⊕ k
(
1 0 0
0 1 0
0 0 0
)
and
(15|3)1 = k
(
0 1 0
0 0 0
0 0 0
)
⊕ k
(
0 0 1
0 0 0
0 0 0
)
,
(16|1) k〈X,Y 〉/(X2, Y 2, Y X) :
(16|1)0 = k1⊕ kX and (16|1)1 = kY ⊕ kXY,
(16|2) (16|2)0 = k1⊕ kY and (16|2)1 = kX ⊕ kXY,
(16|3) (16|3)0 = k1 + kXY and(16|3)1 = kX + kY.
(17|2)
{(
a 0 0
0 a 0
c d b
)∣∣∣∣ a, b, c, d ∈ k
}
:
(17|2)0 = k
(
1 0 0
0 1 0
0 0 1
)
⊕ k
(
1 0 0
0 1 0
0 0 0
)
and
(17|2)1 = k
(
0 0 0
0 0 0
1 0 0
)
⊕ k
(
0 0 0
0 0 0
0 1 0
)
,
(18;λ|1) k〈X,Y 〉/(X2, Y 2, Y X − λXY ), where λ ∈ k withλ 6= −1, 0, 1 :
(18;λ|1)0 = k1⊕ kX and (18;λ|1)1 = kY ⊕ kXY.
(18;λ|2) (18;λ|2)0 = k1 + kXY and (18;λ|2)1 = kX + kY.
(19|1) k〈X,Y 〉/(Y 2, X2 + Y X, Y X +XY ) :
(19|1)0 = k1 + kXY and (19|1)1 = kX + kY.
Moreover, (18;λ|2) ∼= (18;λ′|2) if and only if λ′ = λ or λλ′ = 1.
There exists only one 4-dimensional superalgebra A = k ⊕ I with A0 = k and
A1 = I
2 = 0. We denote it by (9|3) as its underlying algebra is isomorphic to (9).
Theorem 1.4. (Algebraic classification of 4-dimensional graded algebras)
Assume that k is an algebraically closed field and that ch(k) 6= 2. Let A be a
4-dimensional superalgebra. Then A is isomorphic to one of the following super-
algebras. Moreover each pair of listed superalgebras is non-isomorphic except the
superalgebras within the same family (18;λ|i), where (18;λ|i) ∼= (18;λ′|i) if and
only if λ′ = λ or λλ′ = 1, i = 0, 1, 2.
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(1) : (1|0), (1|1), (1|2),
(2) : (2|0), (2|1), (2|2), (2|3),
(3) : (3|0), (3|1), (3|2), (3|3),
(4) : (4|0), (4|1),
(5) : (5|0), (5|1),
(6) : (6|0), (6|1), (6|2),
(7) : (7|0), (7|1), (7|2), (7|3),
(8) : (8|0), (8|1), (8|2), (8|3),
(9) : (9|0), (9|1), (9|2), (9|3),
(10) : (10|0), (10|1),
(11) : (11|0), (11|1), (11|2), (11|3),
(12) : (12|0), (12|1), (12|2),
(13) : (13|0), (13|1),
(14) : (14|0), (14|1), (14|2), (14|3),
(15) : (15|0), (15|1), (15|2), (15|3),
(16) : (16|0), (16|1), (16|2), (16|3),
(17) : (17|0), (17|1), (17|2),
(18;λ) : (18;λ|0), (18;λ|1), (18;λ|2), where λ ∈ k with λ 6= 1, 0,−1,
(19) : (19|0), (19|1).
2. The variety Salgn and its properties
In this section we introduce the variety Salgn of n-dimensional superalgebras. Let
A = A0 ⊕ A1 be a superalgebra A = A0 ⊕ A1. The Z2-grading of A induces
an involution given by σ(a0 + a1) = a0 − a1 where ai ∈ Ai. Conversely, any
algebra involution σ of A induces a Z2-grading on A, that is, A = A0 ⊕ A1 with
A0 = {a ∈ A | σ(a) = a} and A1 = {a ∈ A | σ(a) = −a}. Thus we can identify a
superalgebra A with an algebra A with an involution σ, denoted (A, σ).
Let (A, σ) be an n-dimensional superalgebra and {e1, e2, · · · , en} be a basis of A.
The (unitary associative) algebra structure on vector space A gives rise to a set of
structure constants (αkij) ∈ An
3
determined by the multiplication of basis vectors
so that
eiej =
n∑
k=1
αkijek.
The involution σ on A may be also described by a set of constants (γji ) ∈ An
2
satisfying σ(ei) =
∑n
j=1 γ
j
i ej. It follows that to each superalgebra, (A, σ), we can
associate a set of augmented structure constants (αkij , γ
j
i ) ∈ An
3+n2 , where (αkij)
are the structure constants determined by the algebra structure of A and (γji )
the constants determined by the Z2-grading in the above manner. However it is
not true that an arbitrary set of augmented structure constants can give rise to a
superalgebra. The structure constants must obey certain relations to reflect how
we define a superalgebra.
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As a superalgebra (A, σ) must in particular be a unitary associative algebra, we
have a multiplicative identity which we always take to be the first element of our
basis, e1. Then to be a unitary associative algebra we have the following conditions:
e1ei = ei
eie1 = ei
(eiej)ek = ei(ejek)
Which translate into the following relations amongst the structure constants:
αj1i − δji = 0(1)
αji1 − δji = 0(2) ∑n
l=1(α
l
ijα
m
lk − αmil αljk) = 0(3)
For σ to be an algebra involution means that:
σ(e1) = e1
σ(eiej) = σ(ei)σ(ej)
σ2(ei) = ei
These become the following relations in terms of the structure constants:
γj1 − δj1 = 0(4) ∑n
k=1 α
k
ijγ
m
k −
∑n
k,l=1 γ
k
i γ
l
jα
m
kl = 0(5) ∑n
j=1 γ
j
i γ
k
j − δki = 0(6)
It is precisely those structure constants obeying the relations (1)-(6) given above
which give rise to superalgebras.
Definition 2.1. The equations (1)-(6) given above cut out a variety in An
3+n2
which we shall call Salgn — the variety of n-dimensional superalgebras.
In the rest of this paper we will study the geometry of Salgn. The geometry of
Salgn is influenced by that of Algn, but Salgn has a richer geometrical structure.
Definition 2.2. We define SAn – the variety of n-dimensional superalgebras not
requiring existence of a unit — to be the subvariety of An
3+n2 cut out by equations
(3),(5) and (6).
One checks that if A is a unitary algebra and σ : A→ A satisfies σ(xy) = σ(x)σ(y)
and σ2 = idA then σ(1A) = 1A (This follows from the more general fact that
any invertible homomorphism σ : A → B between rings with unit must map the
identity to the identity, i.e. σ(1A) = 1B), which after a little thought shows that
Salgn = SAn ∩V ({αj1i − δji , αji1 − δji }). So we obtain the following result:
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Lemma 2.3. Salgn is a closed subvariety of SAn.
It is important to notice the way that we have defined Salgn — requiring the identity
to be fixed — is analogous to the way Algn is defined in [9], but is not analogous
to the way Algn was defined in [5]. We may define Salg
′
n as an analogue to Algn
in [5], which is the subset of SAn consisting of superalgebras with unit, but not
necessarily requiring the unit to be the first element of the basis or even in the
basis. A similar proof to the one given in [2] shows that Salg′n is an open affine
subvariety of SAn.
Similarly to the situation remarked in [9], since for our definition of Salgn we
require that the identity be the first element in the basis of any superalgebra, a
subgroup Gn of GLn acts on Salgn (not the full group GLn as one may expect).
This action is induced by considering what happens to the structure constants when
one makes a basis change. As the identity must be the first element in the basis,
this means that the first column of the matrix describing the basis change must be(
1 0 . . . 0
)T
(identifying the given basis {e1 = 1, e2, . . . , en} with the standard
basis vectors for kn). Hence we can describe Gn for n ≥ 2 as follows: Gn ={(
1 bT
0 Σ
)
: Σ ∈ GLn−1, b ∈ kn−1
}
. Thus the algebraic group Gn is of dimension
n2 − n.
Remark 2.4. If one so desired, our methods could be modified to study Salg′n with
the action of GLn. However, one would hope that the geometry of both spaces are
very similar — in particular we would like the degeneration partial orders induced
in each space to coincide (the degeneration partial order will be introduced in Sec-
tion 3). We would hope that such properties are intrinsic to the superalgebras and
thus not depend on the way in which they are represented by a particular variety.
We have not investigated this thoroughly, although in [9], it is remarked that this is
the case for the degeneration partial orders in Algn and Alg
′
n.
Let Λ = (λji ) ∈ Gn and (νji ) = Λ−1. Then we can describe the action of Gn on
Salgn as follows:
Λ · (αkij , γji ) = (
n∑
l,p,q=1
νkl α
l
pqλ
p
i λ
q
j ,
n∑
k,l=1
νjkγ
k
l λ
l
i) = (α
′k
ij , γ
′j
i )
Firstly, recall that the formula for the inverse of a matrix means that we can express
the entries νji of the matrix Λ
−1 as a polynomial in the entries λji of the matrix
Λ and 1/ det(Λ). Then the above formula expresses the new structure constants
α′kij , γ
′j
i in Salgn as a polynomial in the old structure constants α
k
ij , γ
j
i , the entries of
the matrix Λ ∈ Gn and 1/ det(Λ) which has non-vanishing denominator. Hence the
action gives us a morphism Gn × Salgn → Salgn. The same reasoning also shows
that the transport of structure action on Algn gives a morphism Gn×Algn → Algn.
We may refer to the above action of Gn on Salgn as the transport of structure
action. However as it is the only action of Gn on Salgn considered here, we shall
often simply refer to it as the action of Gn on Salgn. It is clear that the orbits
of Salgn under the action of Gn can be identified with the isomorphism classes of
n-dimensional superalgebras.
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For an n-dimensional superalgebra A, we will sometimes use Gn · A to represent
the orbit in Salgn which the isomorphism class of A can be identified with. If in
some basis the superalgebra A has structure constants (αkij , γ
j
i ), then Gn · A =
Gn · (αkij , γji ).
There are two interesting morphisms between Salgn and Algn. They arise from
the following observations: any n-dimensional superalgebra may be regarded as
an n-dimensional algebra and any n-dimensional algebra can be endowed with the
trivial Z2-grading making it into an n-dimensional superalgebra.
The first morphism: U : Salgn → Algn is defined by (αkij , γji ) 7→ (αkij) is the
forgetful map, which forgets the superalgebra structure on A and only remembers
the algebra structure on A.
The second morphism: I : Algn → Salgn is defined by (αkij) 7→ (αkij , δji ) where δji is
the Kronecker delta function. This takes an algebra structure on A and endows it
with the trivial Z2-grading making it a superalgebra on A.
Notice that the subset of Salgn consisting of superalgebras with the trivial Z2-
grading is a closed subset of Salgn and is given by V ({γji − δji }) ∩ Salgn. The
morphism I above identifies Algn with this subset. This result is a part of the
following proposition.
Proposition 2.5. The morphisms U and I described above are continuous closed
maps. Moreover I provides an isomorphism of Algn with the closed subset of Salgn
consisting of the superalgebras with the trivial Z2-grading.
We point out that both morphisms U and I are Gn-equivariant. That is, for
Λ ∈ Gn and (αkij , γji ) ∈ Salgn, we have U(Λ · (αkij , γji )) = Λ · U((αkij , γji )) and
I(Λ · (akij)) = Λ · I((αkij)). As a consequence of the Gn-equivariance of U , we obtain
the following:
Corollary 2.6. U
(
Gn · (αkij , γji )
)
= Gn · (αkij).
Suppose that one has a superalgebra A with dimA0 = i and Z2-grading given by
the algebra involution σ. Now change to a homogeneous basis (say by a linear
map represented by the matrix Λ), which clearly has Z2-grading σ
′ given by the
linear map represented by the diagonal matrix with 1 for the first i entries and −1
for the last n − i entries. From the above we have σ′ = ΛσΛ−1, so σ = Λ−1σ′Λ.
Thus tr(σ) = tr(Λ−1σ′Λ) = tr(σ′ΛΛ−1) = tr(σ′) = i − (n − i) = 2i − n and
det(σ) = det(Λ−1σ′Λ) = det(Λ−1) det(σ′) det(Λ) = det(σ′) = (−1)n−i.
We now define Salgin to be the subset of Salgn consisting of the superalgebras A
with dimA0 = i. Obviously we have Salgn =
⋃n
i=1 Salg
i
n. Hence, from above, the
trace and determinant are constant on Salgin. It is clear that these subsets
must be disjoint. We are interested in when these subsets are also closed. The
following lemma gives some sufficient conditions for this to be the case.
Before stating the next couple of results we mention how vital the assumption that
ch(k) 6= 2 is to Lemma 2.7 and Proposition 2.9. These are very basic results about
the geometry of Salgn — the study of Salgn over an algebraically closed field k with
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ch(k) = 2 would require new techniques as the proofs of these two results do not
work in the case ch(k) = 2.
Lemma 2.7. The sets Salgin are closed subsets of Salgn in the following situations:
(a) ch(k) = p and n ≤ 2p
(b) ch(k) = 0 (with no restriction on n in this case)
(c) n ≤ 6 (for any algebraically closed field k with ch(k) 6= 2)
Proof. Define Sin = V ({
∑n
j=1 γ
j
j − (2i− n),
∑
pi sgn(pi)γ
pi(1)
1 . . . γ
pi(n)
n − (−1)n−i}) ∩
Salgn for i ∈ {1, . . . , n}, (where sgn(pi) denotes the signature of the permutation
pi, and the sum is taken over all permutations of {1, . . . , n}). Thus the Sin are
closed subsets of Salgn. From the statements above, it is clear that Salg
i
n ⊆ Sin.
The first polynomial
∑n
j=1 γ
j
j represents the trace of the Z2-grading and the second∑
pi sgn(pi)γ
pi(1)
1 . . . γ
pi(n)
n represesnts its determinant.
For the proof of part (a), consider the following. Let i, j ∈ {1, . . . , n}, i 6= j. If i
and j differ by 2p then both the traces and the determinants for Salgin and S
j
n will
agree, so Salgin ⊆ Sjn. If i and j differ by less than 2p, then the traces of Salgin and
Sjn will differ unless i and j differ by p, in which case, since p is odd (remember
we are excluding the case ch(k) = 2 throughout this paper) the determinants will
differ. Thus Salgin and S
j
n are disjoint. From these comments one can see that we
have the equality Salgin = S
i
n for all i ∈ {1, . . . , n} if and only if there are no two
distinct integers i, j ∈ {1, . . . , n} which differ by 2p. One can always be sure that
this is condition is met when n ≤ 2p. This completes the proof of (a).
For part (b), we have ch(k) = 0. Here one simply needs to consider the traces on
Salgin and S
j
n, which must differ unless i = j, showing that the subsets Salg
i
n and
Sjn are disjoint unless i = j, that is Salg
i
n = S
i
n.
Finally, for part (c) we combine the results of (a) and (b). In the case of positive
characteristic p, then as p ≥ 3, from part (a) we know that these subsets are disjoint
and closed for n ≤ 6, while in the case of zero characteristic from part (b) we know
that these subsets are disjoint and closed for any n. Combine these statements
to see that regardless of the characteristic of the field k, the subsets Salgin are all
closed subsets when n ≤ 6. 
Remark 2.8. Lemma 2.7 is likely to be general enough for us to use in all cases
where determining irreducible components of Salgn is currently practical. The ir-
reducible components of Algn have so far only been described for n ≤ 5 (with some
special — “rigid” — components described in the case n = 6), and finding these
irreducible components is a more basic question than finding the irreducible com-
ponents of Salgn. However, it is of theoretical interest to determine whether the
subsets Salgin are in fact closed subsets of Salgn for all n and any field k with
ch(k) 6= 2, or if there is some field k of prime characteristic, p, and some integer,
n, such that the variety Salgn over the field k has one of its subsets Salg
i
n which
is not closed. As we shall see, when the Salgin are closed they form the connected
components of Salgn. Thus it would be interesting to know if the geometry of Salgn
can change in this manner for some integer, n, and field, k, of prime characteristic,
p.
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Using the notation from the proof of Lemma 2.7 we have the following situation
for the variety Salg7 over an algebraically closed field of characteristic 3. S
1
7 =
S77 = V ({
∑n
j=1 γ
j
j − 1,
∑
pi sgn(pi)γ
pi(1)
1 . . . γ
pi(n)
n − 1}) ∩ Salg7. This is the smallest
example of where the above lemma may not be applied. While it is clear that Salg17
and Salg77 are disjoint, it may be possible that Salg
1
7 and Salg
7
7 have some point in
common. (Recall that we remarked earlier that Salgnn is closed — so Salg
n
n = Salg
n
n
and thus we do know that Salg77 = Salg
7
7 and Salg
1
7 are disjoint).
Proposition 2.9. Salgn is disconnected for n ≥ 2.
Proof. By the comments above Lemma 2.7, for each superalgebra, the determi-
nant of the Z2-grading is either −1 or 1. Since ch(k) 6= 2, −1 and 1 are distinct
elements of k, hence X−1 = V ({
∑
pi sgn(pi)γ
pi(1)
1 . . . γ
pi(n)
n − (−1)}) ∩ Salgn and
X1 = V ({
∑
pi sgn(pi)γ
pi(1)
1 . . . γ
pi(n)
n − 1}) ∩ Salgn are disjoint closed subsets whose
union is Salgn. But X−1 = Salgn \X1 and X1 = Salgn \X−1, hence both are open
sets too. Thus Salgn is a union of two disjoint open subsets. Both subsets are
non-empty for n ≥ 2. Thus for n ≥ 2, Salgn is disconnected. 
From here onwards, we make the assumption that Salgin are closed subsets
of Salgn. The main examples which we are interested in are Salgn for n = 2, 3, 4,
and in these cases this assumption is satisfied by Lemma 2.7.
Since some algebras and superalgebras will arise frequently, we shall name them
for convenience. Define Cn to be the algebra k[X1, . . . , Xn−1]/(X1, . . . , Xn−1)
2
and for i = 1, . . . , n, let Cn(i) be the superalgebra which has Cn as its under-
lying algebra and the Z2-grading is given by Cn(i)0 = span{1, X1, . . . , Xi−1},
Cn(i)1 = span{Xi, . . . , Xn−1}. It is clear that algebra Cn and the superalgebras
Cn(i) for i = 1, . . . , n all have dimension n.
The following lemma shows that each superalgebra structure on Cn is isomorphic
to one of the Cn(i).
Lemma 2.10. Consider the algebra Cn. There are n distinct isomorphism classes
of superalgebras on this algebra, which are Cn(1), . . . , Cn(n).
Proof. Let B = B0 ⊕ B1 be a superalgebra structure on Cn where dimB0 = i + 1
with 0 ≤ i ≤ n−1 (so dimB1 = n− i−1). Suppose B0 has basis {1, u1, . . . , ui} and
B1 has basis {ui+1, . . . , un−1}. There must be scalars such that for 1 ≤ j ≤ n− 1,
uj = αj11 + αj2X1 + . . .+ αjnXn−1.
Now let u′j = uj − αj11 = αj2X1 + . . . + αjnXn−1. Then {1, u′1, . . . , u′i} is also a
basis for B0.
If αj1 6= 0 for any i + 1 ≤ j ≤ n − 1 then uj = αj11 +
∑n−1
i=1 αji+1Xi, so u
2
j =
α2j11 + 2
∑n−1
i=1 αji+1Xi. Since u
2
j ∈ B0 we must have
∑n−1
i=1 αji+1Xi ∈ B0, say∑n−1
i=1 αji+1Xi = β11 +
∑i
k=1 βk+1uk then (β1 + αj1)1 +
∑i
k=1 βk+1uk − uj = 0,
which contradicts the linear independence of the basis. So αj1 = 0 for all i + 1 ≤
j ≤ n− 1.
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It is easy to check that any two of u′1, . . . , u
′
i, ui+1, . . . , un−1 have product zero
(including a product involving two of the same terms). So we can define a map
φ : B → Cn(i + 1) by 1 7→ 1, u′1 7→ X1, . . . , u′i 7→ Xi, ui+1 7→ Xi+1, . . . , un−1 7→
Xn−1. It is easy to see that this is a bijection, which preserves the algebra structure
and Z2-grading, hence is an isomorphism of superalgebras. Thus a superalgebra
structure on Cn must be isomorphic to one of those described in the lemma.
To conclude the proof, we note that the n superalgebra structures given in the
lemma are clearly mutually non-isomorphic. 
So for each i there is a unique (up to isomorphism) superalgebra structure A on
k[X1, . . . , Xn−1]/(X1, . . . , Xn−1)
2 which has dimA0 = i.
In the case of n-dimensional algebras, Gabriel showed that the closed orbit consists
of algebras isomorphic to Cn. The closed orbits in Salgn consist of superalgebras
isomorphic to one of the superalgebras Cn(i), as the following Proposition shows.
Proposition 2.11. There are n closed orbits in Salgn. They are all disjoint, Cn(i)
being the closed orbit in Salgin.
Proof. Suppose Gn · A is a closed orbit, i.e. Gn ·A = Gn · A. As U(A) is an
n-dimensional algebra, Gn · U(A) is an orbit in Algn. Now by Corollary 2.6
Gn · U(A) = U(Gn ·A) = U(Gn · A) = Gn · U(A). Thus the orbit Gn · U(A)
is closed in Algn but then, by the results of [5], U(A) must be isomorphic to Cn.
That is, A must be isomorphic to a superalgebra structure on Cn.
It remains to show that the orbits, Gn · Cn(i), corresponding to the isomorphism
classes of the superalgebras Cn(i) are, in fact, closed. Notice that Cn = U(Cn(i))
is the algebra structure whose isomorphism class corresponds to the closed orbit
in Algn. That is, the orbit Gn · Cn is closed in Algn and thus U−1(Gn · Cn)
is closed in Salgn. Now, by assumption, Salg
i
n are closed disjoint subsets, thus
U−1(Gn · Cn) ∩ Salgin is closed. However this set is the orbit Gn · Cn(i) (since
Lemma 2.10 above showed that all superalgebra structures on algebra Cn with
the degree zero component having dimension i are all isomorphic). The result
follows. 
Lemma 2.12. Suppose that Salgin are closed subsets. Let A be a superalgebra with
dimA0 = i. Assume that there is only one isomorphism class of superalgebras on
U(A) which has dim0 = i. If the orbit Gn · U(A) is open in Algn then the orbit
Gn ·A is open in Salgn.
Proof. Since Salgin are all disjoint closed subsets by assumption, they are also each
open. Now U−1(Gn · U(A))) is the collection of superalgebra structures on U(A).
Since Gn · U(A) is open, so too must be U−1(Gn · U(A)), by the continuity of U .
Now by the assumptions made Gn · A = U−1(Gn · U(A)) ∩ Salgin. Thus Gn · A is
the intersection of two open sets, so it is open itself. 
Example 2.13. This is indeed the case for several orbits in Salg4. Using this result
and the fact that the orbits of (1) and (10) are open in Alg4 we discover that the
orbits (1|0), (1|1), (1|2), (10|0) and (10|1) are open in Salg4.
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3. Algebraic groups and their actions
Recall that an algebraic group G is an algebraic variety which additionally has
the structure of a group. That is, the multiplication µ : G × G → G given by
µ(x, y) = xy and inversion ι : G → G given by ι(x) = x−1 are morphisms of
varieties. An algebraic group is said to be connected if it is irreducible as a variety.
The algebra group Gn and GLn are connected with dimensions n
2 − n and n2
respectively.
The following result is well-known, for example see [2].
Lemma 3.1. Let G be a connected algebraic group acting on a variety X, then:
(a) Each orbit G ·x is locally closed (i.e. G ·x is open in G · x) and irreducible
(b) dimG · x = dimG− dimStabG(x)
(c) G · x\G · x is a union of orbits of dimension < dimG · x
Note that in the case of the Gn-action on Salgn, the stabiliser subgroup of a point
(αkij , γ
j
i ) of Salgn is the automorphism group of the superalgebra given by the point
(αkij , γ
j
i ).
Whenever we have a connected algebraic groupG acting on a varietyX , we have the
idea of degeneration. The action of G on X partitions the variety into equivalence
classes under the equivalence relation x ≡ y ⇔ ∃ g ∈ G such that y = g · x. The
equivalence classes are the G-orbits. Because of this, we shall use the notation
[x] = G · x for brevity, while stating and proving results about this more general
notion of degeneration.
Definition 3.2. We say that [x] degenerates to [y] if y ∈ G · x and will write
[x]→ [y].
It is not difficult to see that [x]→ [y] if and only if G ·y ⊆ G · x. The latter provides
a useful way to visualize the notion of degeneration — that an orbit is contained
in the closure of some other orbit.
By appealing to Lemma 3.1 we can show that this idea of degeneration is not only
well-defined on the G-orbits of X , but it also gives rise to a partial order on the
G-orbits in X . We define [y] ≤degr [x] if and only if [x] degenerates to [y]. (Note
that in some places the degeneration partial order is defined to be the opposite to
this. This happens for example in [16]).
Our main interest is in the degeneration of superalgebras and the degeneration
partial order on the isomorphism classes of n-dimensional superalgebras.
For n-dimensional superalgebras A and B, if (αkij , γ
j
i ) ∈ Gn · B and (akij , γji ) ∈
Gn ·A, then A degenerates to B and denote this by A → B. In some places
the terminology A dominates B is used instead of A degenerates to B. Clearly,
whenever (αkij , γ
j
i ) ∈ Gn · A, then we also have (αkij , γji ) ∈ Gn · A since Gn · A ⊆
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Gn ·A. A degeneration of this form is referred to as a trivial degeneration, any
degeneration which is not of this form is called a non-trivial degeneration.
Intuitively, if the superalgebra A degenerates to the superalgebra B (where B ≇ A
that is, this is a proper degeneration) then we think of the orbit Gn ·B as consisting
of some of those points outside the orbit Gn · A, but which are “close to” some of
the points in the orbit Gn ·A. This is supported by observing that the orbit Gn ·B
belongs to the boundary of Gn · A (i.e. the set Gn ·A\Gn · A) as we shall see
in the next section. Another observation supporting this intuition is that some
degenerations may be obtained by taking a sequence of points in the orbit Gn · A
whose “limit” lies in the orbit Gn · B (see Corollary 4.3).
It is well-known that when G is a connected algebraic group acting on a variety X ,
the irreducible components of X are stable under the action of G. Thus we have
the following.
Corollary 3.3. When G is a connected algebraic group acting on a variety, the
irreducible components are closures of a single orbit or closures of an infinite family
of orbits.
Proof. We know that irreducible components are G-stable. We also know that
components are closed, hence each component can be taken to be the closure of a
union of orbits. If there are only finitely many orbits in the union, then by using
A ∪B = A∪B we see that the component is not irreducible unless it is the closure
of a single orbit. This gives the required statement. 
In the case of the Gn transport of structure action on Algn Flanigan goes further,
and in [4] proves a result describing algebraic properties of algebras belonging to
some infinite family, whose orbits give rise to an irreducible component as described
above.
In the following we shall abuse the terminology, and refer to the situation when
some structure is contained in the closure of the union of the orbits of an infinite
family of orbits, as a degeneration. We see an example of this in Alg4 in the results
of Gabriel, where the structure (19) is contained in the closure of the union of orbits
of the family of structures (18;λ). It is important to notice, however, that this is
not a degeneration as defined earlier. Similarly, when an infinite family of orbits
is contained in another infinite family of structures, we may also wish to refer to
this as a degeneration too. We have an example of this given by Mazzola’s work on
Alg5 in [12], where the orbits of the infinite family of structures (35;λ) is contained
in the closure of the union of the orbits in the infinite family of structures (13;λ).
Finally, one may wish to refer to the case where an infinite family of structures
is contained in the closure of a single orbit as a degeneration. This idea is less of
an abuse of terminolgy than the others mentioned above, however, since we could
consider it to be an infinite family of degenerations (in the original sense), one to
each of the orbits in the infinite family. Although an abuse of terminology, it is
useful to extend the notion of degeneration in this way, as it helps with determining
the irreducible components.
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Corollary 3.4. When G is a connected algebraic group acting on a variety X, we
have the following statements regarding the notions of degeneration and irreducible
components:
(a) If [x]→ [y] then [y] belongs to all the irreducible components to which [x] belongs
(and possibly more too).
(b) If there is no degeneration to [x], then its closure is an irreducible component.
(c) If ∪λ[x(λ)] is irreducible and there is no degeneration to ∪λ[x(λ)] then its clo-
sure is an irreducible component.
Proof. For part (a) G ·y ⊆ G · x, so that any irreducible component containing G ·x
must also contain G · y.
For parts (b) and (c), consider what happens if G · x (respectively
∪λG · x(λ)) is not an irreducible component. Then, as an irreducible set, it must be
contained in some irreducible component implying that [x] (respectively ∪λ[x(λ)])
is contained in the closure of an orbit, or in the closure of the union of an infi-
nite family of orbits. This means that there is a degeneration to [x] (respectively
∪λ[x(λ)]), contrary to our assumption. 
Remark 3.5. The above to wonder when a union of a family of orbits is irreducible,
so that we may apply part (c) of the above. This might not be true for arbitrary
actions of algebraic groups on a variety. However the infinite families which arise
in Alg4 and Alg5 can be shown to be irreducible. We illustrate this idea using the
superalgebras (18;λ|i). Firstly fix i as either 0, 1 or 2. Use the basis e1 = 1, e2 =
X, e3 = Y, e4 = XY of (18;λ|i). Then for the member of the family with parameter
value λ 6= −1 we have that the structure constant, α423 = λ. Hence, using this
basis, we obtain a set of points in Salg4. Call this set S — one point from each
orbit corresponding to a member of the family (18;λ|i). This set of points can
be identified with k\{−1} which is irreducible in A1 (being the distinguished open
D(x + 1) of A1), thus the set of points, S, is also irreducible. Now denote by
φ : Gn × Salgn → Salgn the morphism arising from the transport of structure
action of Gn on Salgn. The union of the orbits of (18;λ|i) is given by φ(Gn × S),
which, exactly as remarked prceeding to Corollary 3.4, is seen to be irreducible. So
we have shown that the union of orbits of superalgebras (18;λ|i) for i = 0, 1, 2 are
irreducible. The infinite families in Alg5 can be shown to be irreducible in a similar
manner.
Corollary 3.4 tells us that the irreducible components are the orbits or infinite
families of orbits, which no other orbit or infinite family of orbits degenerates to.
So if one knows all degenerations between orbits and infinite families of orbits, then
it is a trivial matter to determine the irreducible components. Unfortunately, the
problem of determining all these degenerations is usually difficult. The problem of
determining the irreducible components is somewhat easier, but can still be difficult
too.
Definition 3.6. An n-dimensional superalgebra A (respectively, a family of su-
peralgebras A(λ)) is called generic, if the closure of its orbit in Salgn — Gn ·A
(respectively, the closure of the union of the family of orbits —
⋃
λGn · A(λ)), is
an irreducible component of Salgn.
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Remark 3.7. A superalgebra A, whose orbit is open, is always generic. Since
it must lie in some irreducible component (being an irreducible set by part (a) of
Lemma 3.1) and, as an open subset of any irreducible set is dense, we must have
that Gn · A is the entire component.
However the observations in Corollary 3.4 applies more generally and can also aid
us in finding the irreducible components. For example, after finding that no algebras
degenerate to (17) in Alg4, by applying the closed continuous map U , we discover
that no superalgebras can degenerate to any of (17|i) for i = 0, 1, 2 in Salg4. Then,
by using the observations given in Corollary 3.4, we see that (17|i) for i = 0, 1, 2
give rise to irreducible components of Salg4, hence these algebras are also generic.
The next two lemmas of this section are concerned with calculating the dimensions
of the orbits in Salgn. We explain how to read these tables now. Each row corre-
sponds to a different algebra structure and the columns of the table are for different
Z2-gradings on that given underlying algebra structure. Thus the underlying al-
gebra structure of the superalgebra determines which row you look in, and which
particular Z2-grading is used to obtain the given superalgebra structure determines
which column you look under. We illustrate this by using an example. To find
the dimension of the stabilizer of a point in the orbit of (3|2) we look in the row
labelled (3|·) and then look under the column labelled 2 to see that the dimension
of the required stabilizer is 2.
Lemma 3.8. The following gives the dimensions of the stabilizers of points in the
orbits in Salg4:
Stabilizer dimensions
· 0 1 2 3
(1|·) 0 0 0
(2|·) 1 1 1 1
(3|·) 2 2 2 1
(4|·) 2 1
(5|·) 3 2
(6|·) 4 2 4
(7|·) 4 2 3 2
(8|·) 5 3 3 3
(9|·) 9 5 5 9
(10|·) 3 1
(11|·) 4 3 2 2
(12|·) 6 3 4
(13|·) 2 1
(14|·) 3 3 2 2
(15|·) 3 3 2 2
(16|·) 4 3 3 2
(17|·) 6 3 4
(18;λ|·) 4 3 2
(19|·) 4 2
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Proof. If the point (αkij , γ
j
i ) is in the orbit, G4 ·A, which is identified with the iso-
morphism class of superalgebra A, then StabG4((α
k
ij , γ
j
i ))
∼= Aut(A) where Aut(A)
is the group of automorphisms of the superalgebra A as mentioned in the paragraph
below Lemma 3.1.
We remark that dimPGLn(k) = n
2− 1, so that dimPGL2(k) = 22− 1 = 3 (see for
example [7]) 
Proposition 3.9. The following gives the dimensions of the orbits in Salg4:
Orbit dimensions
· 0 1 2 3
(1|·) 12 12 12
(2|·) 11 11 11 11
(3|·) 10 10 10 11
(4|·) 10 11
(5|·) 9 10
(6|·) 8 10 8
(7|·) 8 10 9 10
(8|·) 7 9 9 9
(9|·) 3 7 7 3
(10|·) 9 11
(11|·) 8 9 10 10
(12|·) 6 9 8
(13|·) 10 11
(14|·) 9 9 10 10
(15|·) 9 9 10 10
(16|·) 8 9 9 10
(17|·) 6 9 8
(18;λ|·) 8 9 10
(19|·) 8 10
Proof. We have calculated the dimensions of the automorphism groups, or equiva-
lently, the dimensions of stabilizers of any point in each orbit in
Lemma 3.8 above. We know that the dimension of G4 is 12. By using part (b) of
Lemma 3.1, we can calculate the dimension of the orbit G4 ·(αkij , γji ) by subtracting
the dimension of the stabilizer, StabG4((α
k
ij , γ
j
i )), from the dimension of G4 which
is 12. 
Remark 3.10. We remark that to calculate the dimensions of the orbits in the case
where we don’t require the identity to be fixed (i.e. the orbits in Salg′4 and in which
case GL4 acts on this variety) we can subtract the dimensions of the stabilizers
found in Lemma 3.8 from 16. If we then compare the dimensions of the orbits
of the trivially Z2-graded superalgebras (i|0) for i = 1, . . . , 18;λ, 19, thus calculated,
with those given by Gabriel in [5], we find that the two sets of numbers do not agree.
In fact the orbit dimensions that Gabriel gives are exactly one less than the orbit
dimensions we calculate in each case. This is strange. Since Gabriel did not give
the proof of these facts in [5] it is difficult to find an explanation for this difference.
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However in Mazzola’s paper [12] on classifying algebras of dimension five, the orbit
dimensions are calculated by subtracting the dimension of the automorphism groups
from 25 (25 being the dimension of GL5) — this would tend to suggest that our
methodology for calculating orbit dimensions is correct.
4. Degenerations in Salgn
In this section we concern ourselves with conditions determining when a degenera-
tion of superalgebras in Salgn can or cannot exist. When looking for conditions for
the non-existence of degenerations between a given pair of superalgebras, it would
be helpful to have some invariants of the superalgebra which are “rigid” in the sense
that if there is a degeneration of superalgebras from A to B, then the superalgebras
A and B must have the same value for the invariant. Unfortunately, the only such
invariant that we know of is dim0, the dimension of the trivial degree part. The
next best thing is a property of a superalgebra which any degeneration of this su-
peralgebra must inherit, or some property which cannot increase or decrease upon
degeneration. Such properties are analogous to those described in [5, Proposition
2.7], which states, for example, the fact that the dimension of the radical cannot
decrease upon degeneration. Later in the section we determine several properties
from which any degeneration of a given superalgebra must share.
Lemma 4.1. Let Ω : k → Salgn be a polynomial function and U ⊆ Salgn. If there
are infinitely many points of Ω(k) in U then Ω(k) ⊆ U .
Proof. First, note that we think of Ω as describing a curve in Salgn. U is defined to
be the intersection of all closed sets containing U . A closed set is the vanishing set
of polynomials (intersected with Salgn), so it is enough to show that any polynomial
vanishing on U must also vanish on all of Ω(k). By applying the appropriate pro-
jections to Ω, we may write αkij = a
k
ij(t) and γ
j
i = g
j
i (t) (letting the indeterminate
be t), to describe the coordinates of this curve.
It is standard that Ω−1(U) = {t ∈ k : Ω(t) ∈ U}, but notice that this set gives
the t values such that the curve Ω lies inside the set U . We consider a polynomial
function in (αkij , γ
j
i ), which vanishes on U , f(α
k
ij , γ
j
i ) = 0. Since f vanishes on U
it must vanish at the points of Ω(k) lying inside U . So we have t ∈ Ω−1(U) ⇒
f(akij(t), g
j
i (t)) = 0. Note that f(a
k
ij(t), g
j
i (t)) is a polynomial in t. Suppose the
degree deg(f(akij(t), g
j
i (t))) = d.
If d ≥ 1, then f(akij(t), gji (t)) = 0 has at most d zeros, which contradicts the
fact that we assumed to vanish on all of Ω(k) ∩ U , which has infinitely many
points. Thus d = 0, hence f(akij(t), g
j
i (t)) must be a constant. The only way
that f(akij(t), g
j
i (t)) = 0 is satisfied for points in Ω
−1(U) is if f(akij(t), g
j
i (t)) is the
zero polynomial, in which case f(akij(t), g
j
i (t)) = 0 is satisfied for all t ∈ k. This
completes the proof. 
Now we consider a practical method for computing degeneration of superalge-
bras, called a specialization of superalgebras. This method was first introduced
by Gabriel in [5]. We formulate it in the form of superalgebras.
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Definition 4.2. If A and B are n-dimensional superalgebras, a specialization of
A to B is the following situation: one makes a change of basis in A to a “variable”
basis, i.e. one involving some unknown t, such that the point of Salgn obtained by
structural transport is given by some polynomial functions in t and lies in the orbit
of A for t 6= 0, yet at t = 0 lies in the orbit B. We think of B as being obtained by
a formal limit of the basis change in A.
A specialization of superalgebras A to B is a more restrictive notion than a special-
ization of algebras, since not only must there be a specialization of the underlying
algebras, but also must this occur in such a way that under the specialization.
The Z2-grading on A also tends to the Z2-grading on B. This is usually a non-
trivial constraint. So some specializations between algebras may not give rise to
specializations of superalgebras on these algebras. Or perhaps one must use dif-
ferent specializations for different superalgebra structures on the same underlying
algebra.
With this idea of specialization we obtain a useful corollary of the above lemma.
Corollary 4.3. A specialization of A to B implies that A degenerates to B.
Proof. Clearly the specialization gives us a curve Ω : k → Salgn. We let the set U
in Lemma 4.1 be the orbit Gn ·A. Now, as k is algebraically closed, it has infinitely
many elements. Thus so does k∗. Then Ω(k∗) ⊆ Gn ·A, so Gn ·A contains infinitely
many elements of Ω(k). Thus we may apply Lemma 4.1. Now note that Ω(0) gives
structure constants for a point in the orbit Gn ·B. Hence, by Lemma 4.1 the point
in the orbit Gn ·B given by Ω(0) lies in the closure of the orbit of A — this means
that A degenerates to B. 
Remark 4.4. Let A be a superalgebra with dimA0 = i, in other words A ∈
Salgin. Suppose the bases of A0 and A1 are given by {1, e2, . . . , ei} and {ei+1, . . . ,
en} respectively. The specialization described by Gabriel in [5] given by 1 7→ 1, e2 7→
te2, . . . , en 7→ ten and letting t → 0 implies that any algebra degenerates to the
algebra Cn. This specialization does not alter the Z2-grading, which implies (by
Corollary 4.3) any superalgebra in Salgin degenerates to the superalgebra Cn(i) in
Salgin. Stated another way, the closure of any orbit in Salg
i
n contains the orbit of
the superalgebra Cn(i) in Salg
i
n (which is the closed orbit in Salg
i
n).
Earlier in Remark 2.8 we mentioned that Salgin are the connected components of
Salgn. Using Corollary 4.3 above, we can now prove this to be the case.
We know that Am is a Noetherian space and we have assumed that Salgin is a
closed subset of Am (for m = n3 + n2). Thus Salgin is a union of a finite number
of irreducible components. However, irreducible components are closed and they
must all contain the orbit of the superalgebra Cn(i) by the above remark. Hence the
irreducible components have a non-empty intersection. Thus Salgin is a finite union
of its irreducible components which are connected and have non-empty intersection.
Thus we have showed the following.
Proposition 4.5. The set {Salgin}ni=1 are the connected components of Salgn.
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Note that we needed to assume that {Salgin}ni=1 are closed subsets of Salgn in
order to prove Proposition 4.5. In fact one can actually see that {Salgin}ni=1 are
the connected components of Salgn if and only if {Salgin}ni=1 are closed subsets.
Proposition 4.5 shows one of the directions, and for the converse we note that
connected components are closed (a fact from General Topology).
Given n-dimensional superalgebras A and B. To show that A can not degenerate
to B, it is sufficient to exhibit a closed set in Salgn containing the orbit Gn ·A which
is disjoint from Gn · B. Note that if there are two disjoint closed sets in Salgn one
containing the orbit Gn ·A and the other containing the orbit of Gn ·B, then there
cannot be any degenerations between A and B. We now look for some necessary
conditions for a degeneration of superalgebras to exist.
Remark 4.6. Suppose that A and B are n-dimensional superalgebras. The follow-
ing conditions are necessary for a degeneration.
(a) If A doesn’t degenerate to B as algebras, then A cannot degenerate to B as
superalgebras. This condition becomes sufficient in case the Z2-gradings of the
superalgebras are trivial.
(b) There is no degeneration from A to B unless dimA0 = dimB0.
(c) When n ≥ 3, Salg1n consists only of the closed orbit of the superalgebra Cn(1).
In this case, there is no degenerations in Salg1n.
The above facts follow from considering either the algebra structure or the Z2-
grading in isolation. For some more necessary conditions for the existence of a
degeneration we must exploit both the algebra structure and the Z2-grading simul-
taneously.
Now we look for closedGn-stable subsets defined by some superalgebraic properties.
We need the notion of a upper semicontinuous function. One may find it, for
example in [2]. Given two topological space X . A function f : X → Z is said to be
upper semicontinuous if the set {x ∈ X : f(x) ≥ n} is closed in X for all n ∈ Z.
Lemma 4.7. ([14, Chapter 1 §8 Corollary 3]) If f : X → Y is a morphism of
varieties, then the function x 7→ dimx f−1(f(x)) is upper semicontinuous.
If V is a vector space and W a subset of V , then W is called a cone in V if W
contains the zero vector and is closed under scalar multiplication. The following
lemma can be found in [2].
Lemma 4.8. Suppose X is a variety, V a vector space and we are given subsets
Vx ⊆ V for all x ∈ X. Suppose that
(a) each Vx is a cone in V ,
(b) {(x, v) : v ∈ Vx} is closed in X × V .
Then the map x 7→ dimVx is upper semicontinuous.
We have the following facts about dimension.
Lemma 4.9. (a) For an algebraic set X, the dimension of X is equal to the Krull
dimension of its coordinate ring A(X).
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(b) The dimension of An is n.
(c) If U 6= ∅ is open in an irreducible variety X, then dimU = dimX.
(d) If X =
⋃n
i=1 Ui with the Ui irreducible, then dimX = maxi∈{1,...,n}{dimUi}.
(e) If X ⊆ Y then dimX ≤ dimY , moreover if X is closed and Y is irreducible,
then X ⊂ Y implies dimX < dimY .
Lemma 4.10. The following sets are closed in Salgn:
(a) {A ∈ Salgn : A21 = {0}}.
(b) {A ∈ Salgn : A0 is commutative }.
Proof. Recall that we defined superalgebra structures on an n-dimensional vector
space V with a basis {e1, . . . , en}.
For the set in part (a) we assign to a superalgebra A the following subset WA =
{v ⊗ w : v, w ∈ A1, vw = 0} of V ⊗ V . For the set in part (b) we assign to a
superalgebra A the following subset W ′A = {v⊗w : v, w ∈ A0, vw = wv} of V ⊗ V .
It is straightforward to check that these are both cones in V ⊗ V .
Then we may write v =
∑n
i=1 ciei and w =
∑n
i=1 diei. Now from v ⊗ w 6= 0 it
is possible to recover v and w up to scalar multiple. This fact shall cause us no
problems, however, since WA and W
′
A are cones in V ⊗ V .
We show now that {(A, v ⊗ w) : v, w ∈ A1, vw = 0} is closed in Salgn×(V ⊗ V ).
If v ⊗ w = 0 then either v = 0 or w = 0, in which case ci = 0 for i = 1, . . . , n
or di = 0 for i = 1, . . . , n. So for v ⊗ w 6= 0, v ∈ A1 ⇔
∑n
i=1 ciγ
j
i + cj = 0
for j = 1, . . . , n; w ∈ A1 ⇔
∑n
i=1 diγ
j
i + dj = 0 for j = 1, . . . , n; and vw =
0 ⇔ ∑ni,j=1 cidjαkij = 0 for 1 ≤ i, j ≤ n. We remark that if coordinates of v and
w with respect to the given basis, i.e. (ci), (di), satisfy these equations, then so
too must (λci), (µdi) for any λ, µ ∈ k. Thus it does not matter that we can only
obtain v and w up to scalar multiple. Thus {(A, v ⊗ w) : v, w ∈ A1, vw = 0} =
V ({ci}) ∪ V ({di}) ∪ V ({
∑n
i=1 ciγ
j
i + cj ,
∑n
i=1 diγ
j
i + dj ,
∑n
i,j=1 cidjα
k
ij}), which is
closed in Salgn×(V ⊗ V ).
We show next that {(A, v⊗w) : v, w ∈ A0, vw = wv} is closed in Salgn×(V ⊗V ). If
v⊗w = 0 then either v = 0 or w = 0, in which case ci = 0 for i = 1, . . . , n or di = 0
for i = 1, . . . , n. So for v ⊗ w 6= 0, v ∈ A0 ⇔
∑n
i=1 ciγ
j
i − cj = 0 for j = 1, . . . , n;
w ∈ A0 ⇔
∑n
i=1 diγ
j
i − dj = 0 for j = 1, . . . , n; and vw = wv ⇔
∑n
i,j=1 cidj(α
k
ij −
αkji) = 0 for 1 ≤ i, j ≤ n. Thus {(A, v ⊗ w) : v, w ∈ A0, vw = wv} = V ({ci}) ∪
V ({di})∪V ({
∑n
i=1 ciγ
j
i −cj ,
∑n
i=1 diγ
j
i −dj,
∑n
i,j=1 cidj(α
k
ij−αkji)}), which is closed
in Salgn×(V ⊗ V ).
It follows from Lemma 4.8 that the maps A 7→ dimWA and A 7→ dimW ′A are
upper semicontinuous. Now since Salgin are closed subsets of Salgn it suffices to
show that the sets mentioned in the lemma intersected with Salgin are closed in
Salgin for each i = 1, . . . , n. That is, we may assume dimA0 = i. We note that
WA ⊆ A1 ⊗A1. Now if A21 = 0, then WA = A1 ⊗A1 which has dimension (n− i)2.
If A21 6= {0}, then WA ⊂ A1 ⊗ A1. We can see from the above, that for a given
superalgebra A, WA is closed in V ⊗V , and we note that A1⊗A1 is irreducible and
has dimension (n−i)2 (as a variety) since it is isomorphic to the (n−i)2-dimensional
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affine space A(n−i)
2
. Thus dimWA < (n − i)2 by Lemma 4.9. Therefore the set
{A ∈ Salgin : A21 = {0}} = {A ∈ Salgin : dimWA ≥ (n − i)2} is a closed set by the
upper semicontinuity. This proves part (a).
Similarly W ′A ⊆ A0 ⊗A0, and if A0 is commutative then W ′A = A0 ⊗A0 which has
dimension i2. If A0 is not commutative thenW
′
A ⊂ A0⊗A0 and so similarly as above
dimW ′A < i
2 (we just need to note that W ′A is closed and A0 ⊗ A0 is irreducible).
Thus the set {A ∈ Salgin : A0 is commutative } = {A ∈ Salgin : dimW ′A ≥ i2} is a
closed set by the upper semicontinuity. This proves part (b). 
For Salg2n we have other closed subsets. Since dimA0 = 2, J(A0) = {x ∈ A0 : x2 =
0}, notice that this is a vector subspace of A0.
Lemma 4.11. The following are closed sets in Salg2n:
(a) {A ∈ Salg2n : dim J(A0) = 1}.
(b) {A ∈ Salg2n : dim J(A0) = 1, J(A0)A1 = {0}}.
(c) {A ∈ Salg2n : dim J(A0) = 1, A1J(A0) = {0}}.
Proof. We give the proof for subset (b), since the proof for subset (c) is very similar
and the proof for subset (a) follows by just simplifying this proof.
For subset (b) we assign to a superalgebra A the subset WA = {v ⊗ w : v ∈
A0, w ∈ A1, v2 = 0, vw = 0} of V ⊗ V . This is clearly a cone. We also note
WA ⊆ J(A0)⊗A1. Suppose v =
∑n
i=1 ciei, w =
∑n
i=1 diei. We discover {(A, v⊗w) :
v ⊗w ∈WA} = V ({ci}) ∪ V ({di}) ∪ V ({
∑n
i=1 ciγ
j
i − cj,
∑n
i=1 cicjα
k
ij ,
∑n
i=1 diγ
j
i +
dj ,
∑n
i,j=1 cidjα
k
ij}). Which is closed in Salgn×(V ⊗ V ).
So by Lemma 4.8, A 7→ dimWA is an upper semicontinuous map. Now, if A ∈
{A ∈ Salg2n : dim J(A0) = 1, J(A0)A1 = {0}} then dimWA = n − 2. If A /∈
{A ∈ Salg2n : dim J(A0) = 1, J(A0)A1 = {0}} then either dim J(A0) = 0 in which
case WA = {0} and dimWA = 0 or dim J(A0) = 1 and J(A0)A1 6= {0} in which
case WA ⊂ J(A0) ⊗ A1. In this case dimWA < n − 2 since WA is closed, and
J(A0) ⊗A1 ∼= A1 ∼= An−2 as vector spaces, so J(A0)⊗ A1 is an irreducible subset
of dimension n− 2 as an (n− 2)-dimensional vector subspace W of An with n > r
is isomorphic as a variety to Ar. In particular this means that W is irreducible and
as a variety has dimension r.
Hence {A ∈ Salg2n : dim J(A0) = 1, J(A0)A1 = {0}} = {A ∈ Salg2n : dimWA ≥
n− 2} which is closed by the upper semi-continuity. 
One can quickly check that if a superalgebra belongs to one of the closed sets
described in Lemma 4.10, or Lemma 4.11, then any isomorphic superalgebra must
also belong to the same set. Thus these closed sets are stable under the action of
Gn.
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5. Degenerations in Salg4
In this section we are interested in determining when 4-dimensional superalgebra
structures do or do not degenerate to one another. Here we use the results derived
in the previous section to help us.
The results of this section give us most of the degenerations in Salg4. Before giving
the degeneration diagrams we shall first explain how to interpret them. We follow
this by giving a partial classification theorem for Salg4 — we determine twenty
irreducible components. There are, however, two other structures which may or
may not give rise to irreducible components, and finally we give the details of
the degenerations or the non-existence of degenerations, which were shown in the
degeneration diagram.
As we shall soon see, there can be no degenerations amongst 4-dimensional su-
peralgebras A and B with dimA0 6= dimB0. Thus we can give the degeneration
diagram for Salg4 by giving the degeneration diagrams for each of the connected
components Salgi4 for i = 1, 2, 3, 4 separately. However we shall omit the diagram
for Salg14 since this consists of the solitary orbit of (9|3).
Before giving these diagrams we shall explain the notations that we use in these
diagrams.
We represent the orbits of isomorphism classes of superalgebras, by using the (i|j)
notation from [1]; (i|j) shall be used to denote the orbit G4 · (i|j) in Salg4.
The families of superalgebras (18;λ|i), i = 0, 1, 2 consist of those superalgebras
for all values of λ except −1, which in particular includes the values λ = 0 and
λ = 1. In these cases these orbits coincide with some of the other orbits. This
is because, as superalgebras, we have the following equalities or isomorphisms:
(18; 0|0) = (16|0), (18; 0|1) = (16|1), (18; 0|2) = (16|3), (18; 1|0) ∼= (7|0), (18; 1|1) ∼=
(7|2), (18; 1|2) ∼= (7|3).
In the degeneration diagram we use a dashed line to indicate a “degeneration” by
a family of superalgebra structures; that is, when an orbit lies in the closure of the
union of a family of orbits. This explains the use of the dashed lines through the
families (18;λ|i), i = 0, 1, 2. The fact that we use an arrow from (18;λ|0) to (8|0)
and from (18;λ|2) to (8|3) is because there is a genuine degeneration from each of
the orbits in these families to the orbits (8|0) or (8|3).
The dotted arrows (or dotted lines in the case of degenerations by a family of
structures), are used to indicate those degenerations which we are unsure of —
there may or may not be a degeneration between the indicated superalgebras.
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From this we get the following (partial) result classifying 4-dimensional superalge-
bras:
Theorem 5.1. (Partial Geometric Classification of 4-dimensional Superalgebras)
In Salg4 there are at least twenty irreducible components. The following structures
(or families of structures) are known to be generic:
In Salg44: (1|0), (10|0), (13|0), (17|0), (18;λ|0).
In Salg34: (1|1), (11|1), (13|1), (14|1), (15|1), (17|1).
In Salg24: (1|2), (10|1), (11|3), (14|3), (15|3), (17|2), (18;λ|1), (18;λ|2).
In Salg14: (9|3).
Proof. This follows from the degeneration diagrams and Corollary 3.4 which gives
the relationship between the degeneration partial order and the irreducible compo-
nents. 
Remark 5.2. The result above guarantees the existence of twenty irreducible com-
ponents, however there could be up to two more irreducible components as well. It
is the connected component Salg24 in which we are unsure if we have found all of
the irreducible components. It is not known whether the following two structures
in Salg24 are generic or not: (6|2), (19|1) — so Salg24 could have as few as eight
irreducible components or as many as ten.
We are unsure if (18;λ|2) degenerates to (19|1) or not. This is why the dashed line
through (18;λ|2) changes to a dotted line after passing through (16|3). We point
this out to the reader to ensure that this important detail is not missed.
Remark 5.3. Proposition 3.9 gives the dimensions of these orbits, which for the
generic structures gives the dimensions of the components too. However, for the
generic families (18;λ|i) for i = 0, 1, 2, the dimension of the component must be
at least one larger than the dimension of any single orbit in this family. Since the
family depends on one parameter λ, we would suspect that the dimensions of these
components of the generic families are exactly one larger than the dimension of any
single orbit in this family. However, we have not proved this. To prove that this is
indeed the case, it would suffice to show that there can be no closed irreducible set Y
lying properly between Gn · (18;λ|i) and
⋃
λGn · (18;λ|i), i.e. that it is impossible
to have Gn · (18;λ|i) ⊂ Y ⊂
⋃
λGn · (18;λ|i) when Y is closed and irreducible.
We now provide the details which were used to obtain the degeneration diagrams
just given:
We apply the following useful facts mentioned in Remark 4.6 in the previous section
which shall help us here. Since n = 4 we may appeal Lemma 2.7 to see that Salgi4
for i = 1, 2, 3, 4 are all closed disjoint subsets (and in fact by Proposition 4.5 are
the connected components of Salg4). Thus by part (c) of Remark 4.6 there cannot
be a degeneration from A to B unless dim0A = dim0B. Thus we need only to look
at the degenerations amongst superalgebras belonging to the same subset Salgi4.
Another remark made in part (a) of Remark 4.6 is the following: If U(A) doesn’t
degenerate to U(B) as algebras, then A cannot degenerate to B as superalgebras.
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So we simply focus on degenerations from A to B, when there is a degeneration
from U(A) to U(B) of underlying algebras. These two remarks represent large
simplifications for us, as they greatly reduce the number of degenerations we must
consider. Since two different superalgebras on the same underlying algebra have a
trivial degeneration of the underlying algebra, we must however check to see if there
are degenerations between different superalgebras on the same underlying algebra.
We also recall, any superalgebra in Salgi4 degenerates to the superalgebra structure
on k[X,Y, Z]/(X,Y, Z)2 in Salgi4 for i = 1, 2, 3, 4. The orbit of this superalgebra
is the closed orbit in Salgi4. We will not mention this degeneration further since
it always exists. We gave the specialization giving rise to this degeneration in
Remark 4.4.
By Corollary 4.3, to show the existence of a degeneration, it suffices to exhibit a
specialization. In this section to show the existence of degenerations we shall do
this, except in one instance where we shall appeal to Lemma 4.1 directly.
We mention that all the specializations given in this section are “homogeneous”,
that is, the basis changes replace degree zero terms by degree zero terms, and sim-
ilarly replace degree one terms by degree one terms. Corollary 4.3 applies equally
well to non-homogeneous specializations, however, such specializations are more
difficult to determine. In fact, there are some superalgebras which we haven’t
determined whether there is or is not a degeneration between (e.g. does (1|2) de-
generate to (6|2)?), but if the degeneration was to be obtained by a specialization
it would necessarily have to be non-homogeneous. For an example of a degener-
ation obtained by a non-homogeneous specialization we have the following in the
dimension 2 case, where each superalgebra is given the non-trivial Z2-grading:
k × k → k[X ]/(X2) by e1 = (1, 1), e2 = (1,−1), e′1 = e1, e′2 = te1 + te2 let t→ 0
To show the non-existence of a degeneration we list the method which we use.
There are several different methods. We give the name and a brief explanation for
each below.
• By Lemma 3.1 part (c) the orbit dimension must strictly decrease upon
proper degeneration. So a superalgebra cannot degenerate to another su-
peralgebra of the same or greater dimension. We abbreviate this method
by (OD). Note however that it is possible for a family of structures of a
given dimension to “degenerate” to a structure of the same dimension. As
an example of this, each orbit in (18;λ|0) has dimension 8 as does the orbit
(19|0), yet the family (18;λ|0) “degenerates” to (19|0).
• For the other methods we use the closed Gn-stable subsets found in the
previous section. If A belongs to one of these subsets, and B does not, then
A cannot degenerate to B. We shall refer to this set of methods by which
of the closed Gn-stable subsets we apply. The abbreviation we give to the
method by applying one of the closed sets is listed below.
– (A) {A ∈ Salgn : A21 = {0}}.
– (B) {A ∈ Salgn : A0 is commutative }.
– (C) {A ∈ Salg24 : dim J(A0) = 1}.
– (D) {A ∈ Salg24 : dim J(A0) = 1, J(A0)A1 = {0}}.
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– (E) {A ∈ Salg24 : dim J(A0) = 1, A1J(A0) = {0}}.
In the following, when α 6= 0, we will use the shorthand, √α to denote some
element, x, of k∗, such that x2 = α. (Such an element x always exists as k is
algebraically closed. Moreover, if x is such an element, then so too is −x).
Case dim0 = 4:
Applying part (b) in Remark 4.6 from the previous section, we notice that the
degeneration diagram of Salg44 corresponds exactly to the degeneration diagram of
Alg4. These degenerations have been completely described by Gabriel in [5], where
he gives the degeneration diagram.
Case dim0 = 3:
Existence of Degenerations:
(1|1)→ (2|1) : e1 = (1, 1, 1, 1), e2 = (0, 1, 0, 0), e3 = (0, 0, 1, 1), e4 = (0, 0, 1,−1), e′1 =
e1, e
′
2 = e2, e
′
3 = e3, e
′
4 = te4 let t→ 0.
(1|1)→ (2|2) : e1 = (1, 1, 1, 1), e2 = (0, 0, 1, 1), e3 = (1,−1, 0, 0), e4 = (0, 0, 1,−1), e′1 =
e1, e
′
2 = e2, e
′
3 = te3, e
′
4 = e4 let t→ 0.
(1|1)→ (4|1) : e1 = (1, 1, 1, 1), e2 = (1, 0, 0, 0), e3 = (0, 0, 1, 1), e4 = (0, 0, 1,−1), e′1 =
e1, e
′
2 = e2, e
′
3 = t
2e3, e
′
4 = te4 let t→ 0.
(2|1) → (3|1) : e1 = (1, 1, 1), e2 = (1, 1, 0), e3 = (1,−1, 0), e4 = (0, 0, X), e′1 =
e1, e
′
2 = e2, e
′
3 = te3, e
′
4 = e4 let t→ 0.
(2|1) → (6|1) : e1 = (1, 1, 1), e2 = (1, 0, 0), e3 = (0,−1, 1), e4 = (0, 0, X), e′1 =
e1, e
′
2 = e2, e
′
3 = te3, e
′
4 = e4 let t→ 0
(2|2) → (3|1) : e1 = (1, 1, 1), e2 = (1, 1, 0), e3 = (0, 0, X), e4 = (1,−1, 0), e′1 =
e1, e
′
2 = e2, e
′
3 = e3, e
′
4 = te4 let t→ 0.
(2|2) → (7|1) : e1 = (1, 1, 1), e2 = (1, 1, 0), e3 = (0, 0, X), e4 = (1,−1, 0), e′1 =
e1, e
′
2 =
√
2te2 + e3, e
′
3 = t
2e2, e
′
4 =
√−2te4 let t→ 0.
(3|1) → (8|1) : e1 = (1, 1), e2 = (1, 0), e3 = (X, 0), e4 = (0, Y ), e′1 = e1, e′2 =
te2 + e3, e
′
3 = te3, e
′
4 = e4 let t→ 0.
(4|1) → (6|1) : e1 = (1, 1), e2 = (1, 0), e3 = (0, X2), e4 = (0, X), e′1 = e1, e′2 =
e2, e
′
3 = e3, e
′
4 = te4 let t→ 0.
(4|1) → (7|1) : e1 = (1, 1), e2 = (−1, 1), e3 = (0, X2), e4 = (0, X), e′1 = e1, e′2 =
t2e2 + e3, e
′
3 = t
2e3, e
′
4 =
√−2te4 let t→ 0.
(6|1) → (8|1) : e1 = (1, 1), e2 = (−1, 1), e3 = (0, X), e4 = (0, Y ), e′1 = e1, e′2 =
te2 + e3, e
′
3 = 2te3, e
′
4 = e4 let t→ 0.
(7|1) → (8|1) : e1 = 1, e2 = X + Y, e3 = XY, e4 = X − Y, e′1 = e1, e′2 = e2, e′3 =
2e3, e
′
4 = te4 let t→ 0.
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(7|1)→ (8|2) : e1 = 1, e2 = X + Y, e3 = XY, e4 = X − Y, e′1 = e1, e′2 = −2e3, e′3 =
te2, e
′
4 = e4 let t→ 0.
(13|1) → (14|2) : e1 =
(
1,
(
1 0
0 1
))
, e2 =
(
1,
(
0 0
0 1
))
, e3 =
(
1,
(
0 0
0 0
))
, e4 =(
0,
(
0 1
0 0
))
, e′1 = e1, e
′
2 = e2, e
′
3 = te3, e
′
4 = e4 let t→ 0.
(13|1) → (15|2) : e1 =
(
1,
(
1 0
0 1
))
, e2 =
(
1,
(
1 0
0 0
))
, e3 =
(
1,
(
0 0
0 0
))
, e4 =(
0,
(
0 1
0 0
))
, e′1 = e1, e
′
2 = e2, e
′
3 = te3, e
′
4 = e4 let t→ 0.
(14|2)→ (8|1) : e1 =
(
1 0 0
0 1 0
0 0 1
)
, e2 =
(
1 0 0
0 1 0
0 0 −1
)
, e3 =
(
0 0 0
1 0 0
0 0 0
)
, e4 =
(
0 0 0
0 0 0
1 0 0
)
, e′1 =
e1, e
′
2 = te2 + e3, e
′
3 = 2te3, e
′
4 = e4 let t→ 0.
(15|2)→ (8|1) : e1 =
(
1 0 0
0 1 0
0 0 1
)
, e2 =
(
1 0 0
0 1 0
0 0 −1
)
, e3 =
(
0 1 0
0 0 0
0 0 0
)
, e4 =
(
0 0 1
0 0 0
0 0 0
)
, e′1 =
e1, e
′
2 = te2 + e3, e
′
3 = 2te3, e
′
4 = e4 let t→ 0.
Non-existence of Degenerations:
(2|1)9 (2|2) (OD);
(2|1)9 (4|1) (OD);
(2|1)9 (7|1) (A);
(2|1)9 (8|2) (A);
(2|2)9 (2|1) (OD);
(2|2)9 (4|1) (OD);
(3|1)9 (7|1) (OD);
(3|1)9 (8|2) (A);
(6|1)9 (8|2) (A);
(8|1)9 (8|2) (OD);
(8|2)9 (8|1) (OD);
(13|1)9 (8|2) (A);
(13|1)9 (14|1) (B);
(13|1)9 (15|1) (B);
(14|1)9 (8|1) (OD);
(14|1)9 (8|2) (OD);
(14|1)9 (14|2) (OD);
(14|2)9 (8|2) (A);
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(14|2)9 (14|1) (B);
(15|1)9 (8|1) (OD);
(15|1)9 (8|2) (OD);
(15|1)9 (15|2) (OD);
(15|2)9 (8|2) (A);
(15|2)9 (15|1) (B).
Undetermined Degeneration:
(2|2) ?→ (6|1).
Case dim0 = 2:
Existence of Degenerations:
(1|2)→ (2|3) : e1 = (1, 1, 1, 1), e2 = (0, 0, 1, 1), e3 = (1,−1, 0, 0), e4 = (0, 0, 1,−1), e′1 =
e1, e
′
2 = e2, e
′
3 = e3, e
′
4 = te4 let t→ 0.
(1|2)→ (3|3) : e1 = (1, 1, 1, 1), e2 = (1, 1, 0, 0), e3 = (1,−1, 1,−1), e4 = (1,−1, 0, 0), e′1 =
e1, e
′
2 = te2, e
′
3 = e3, e
′
4 = te4 let t→ 0.
(2|3) → (3|2) : e1 = (1, 1, 1), e2 = (1, 1, 0), e3 = (1,−1, 0), e4 = (0, 0, X), e′1 =
e1, e
′
2 = e2, e
′
3 = te3, e
′
4 = e4 let t→ 0.
(2|3) → (5|1) : e1 = (1, 1, 1), e2 = (1, 1, 0), e3 = (1,−1, 0), e4 = (0, 0, X), e′1 =
e1, e
′
2 = t
2e2, e
′
3 = te3 + e4, e
′
4 = t
3e3 let t→ 0.
(3|2) → (7|2) : e1 = (1, 1), e2 = (1,−1), e3 = (X,Y ), e4 = (X,−Y ), e′1 = e1, e′2 =
te2, e
′
3 = e3, e
′
4 = te4 let t→ 0.
(3|3) → (5|1) : e1 = (1, 1), e2 = (X,Y ), e3 = (1,−1), e4 = (X,−Y ), e′1 = e1, e′2 =
2te2, e
′
3 = te3 + e4, e
′
4 = 2t
2e4 let t→ 0.
(3|3) → (7|3) : e1 = (1, 1), e2 = (X,Y ), e3 = (1,−1), e4 = (X,−Y ), e′1 = e1, e′2 =
te2, e
′
3 = te3, e
′
4 = e4 let t→ 0.
(5|1)→ (7|2) : e1 = 1, e2 = X2, e3 = X, e4 = X3, e′1 = e1, e′2 = e2, e′3 = te3, e′4 = te4
let t→ 0.
(5|1)→ (8|3) : e1 = 1, e2 = X2, e3 = X, e4 = X3, e′1 = e1, e′2 = t2e2, e′3 = te3, e′4 =
e4 let t→ 0
(7|3) → (8|3) : e1 = 1, e2 = XY, e3 = X + Y, e4 = X − Y, e′1 = e1, e′2 = 2e2, e′3 =
e3, e
′
4 = te4 let t→ 0.
(10|1) → (11|2) : e1 =
(
1 0
0 1
)
, e2 =
(
1 0
0 −1
)
, e3 =
(
0 1
0 0
)
, e4 =
(
0 0
1 0
)
, e′1 =
e1, e
′
2 = e2, e
′
3 = te3, e
′
4 = te4 let t→ 0.
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(10|1) → (12|2) : e1 =
(
1 0
0 1
)
, e2 =
(
1 0
0 −1
)
, e3 =
(
0 1
−1 0
)
, e4 =
(
0 1
1 0
)
, e′1 =
e1, e
′
2 = t
2e2, e
′
3 = te3, e
′
4 = te4 let t→ 0.
(11|2) → (12|1) : e1 =
(
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
)
, e2 =
(
1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
)
, e3 =
(
0 0 0 0
0 0 0 1
1 0 0 0
0 0 0 0
)
,
e4 =
(
0 0 0 0
0 0 0 1
−1 0 0 0
0 0 0 0
)
, e′1 = e1, e
′
2 = te2, e
′
3 = e3, e
′
4 = te4 let t→ 0.
(11|3) → (12|1) : e1 =
(
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
)
, e2 =
(
0 0 0 0
0 0 0 1
1 0 0 0
0 0 0 0
)
, e3 =
(
1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
)
,
e4 =
(
0 0 0 0
0 0 0 −1
1 0 0 0
0 0 0 0
)
, e′1 = e1, e
′
2 = e2, e
′
3 = te3, e
′
4 = te4 let t→ 0.
(11|3) → (12|2) : e1 =
(
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
)
, e2 =
(
0 0 0 0
0 0 0 1
1 0 0 0
0 0 0 0
)
, e3 =
(
1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
)
,
e4 =
(
0 0 0 0
0 0 0 1
−1 0 0 0
0 0 0 0
)
, e′1 = e1, e
′
2 = te2, e
′
3 = te3, e
′
4 = e4 let t→ 0.
(14|3)→ (16|1) : e1 =
(
1 0 0
0 1 0
0 0 1
)
, e2 =
(
1 0 0
0 1 0
0 0 −1
)
, e3 =
(
0 0 0
1 0 0
1 0 0
)
, e4 =
(
0 0 0
1 0 0
−1 0 0
)
, e′1 =
e1, e
′
2 = te2, e
′
3 = e3, e
′
4 = te4 let t→ 0.
(15|3)→ (16|2) : e1 =
(
1 0 0
0 1 0
0 0 1
)
, e2 =
(
1 0 0
0 1 0
0 0 −1
)
, e3 =
(
0 1 1
0 0 0
0 0 0
)
, e4 =
(
0 1 −1
0 0 0
0 0 0
)
, e′1 =
e1, e
′
2 = te2, e
′
3 = e3, e
′
4 = te4 let t→ 0.
(16|3) → (8|3) : e1 = 1, e2 = XY, e3 = X + Y, e4 = X − Y, e′1 = e1, e′2 = e2, e′3 =
e3, e
′
4 = te4 let t→ 0.
(18;λ|1)→ (7|2), (16|1) : Since the orbits of (7|2) and (16|1) coincide with the orbits
of (18; 1|1) and (18; 0|1) respectively, (7|2) and (16|1) are included in the closure of
the union of the family of orbits (18;λ|1).
(18;λ|1)→ (16|2) : Also (16|2) is included in the closure of the union of the family
of orbits (18;λ|1). To see this, we look at the structure constants of (18; t−1|1) in
the basis e1 = 1, e2 = X, e3 = Y, e4 = Y X . This gives us a curve in Salg4 which
lies in the family of orbits of (18;λ|1) for t 6= 0, yet lies in the orbit of (16|2) when
t = 0. By appealing to Lemma 4.1 directly the result follows.
(18;λ|2)→ (7|3), (16|3) : Similarly the orbits of (7|3) and (16|3) are included in the
closure of the union of the family of orbits (18;λ|2).
(18;λ|2) → (8|3) : e1 = 1, e2 = XY, e3 = X + Y, e4 = X − Y, e′1 = e1, e′2 =
(1 + λ)e2, e
′
3 = e3, e
′
4 = te4 let t→ 0.
(19|1) → (8|3) : e1 = 1, e2 = XY, e3 = X + Y, e4 = X − Y, e′1 = e1, e′2 = e2, e′3 =
e3, e
′
4 = te4 let t→ 0.
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(19|1)→ (12|2) : e1 = 1, e2 = XY, e3 = X, e4 = Y, e′1 = e1, e′2 = te2, e′3 = te3, e′4 =
e4 let t→ 0.
Non-existence of Degenerations:
(2|3)9 (3|3) (OD);
(3|2)9 (3|3) (OD);
(3|2)9 (5|1) (OD);
(3|2)9 (7|3) (OD);
(3|2)9 (8|3) (A);
(3|3)9 (3|2) (C);
(5|1)9 (7|3) (OD);
(6|2)9 (8|3) (OD);
(7|2)9 (7|3) (OD);
(7|2)9 (8|3) (OD);
(7|3)9 (7|2) (D);
(10|1)9 (11|3) (OD);
(11|2)9 (11|3) (OD);
(11|2)9 (12|2) (A);
(11|3)9 (11|2) (C);
(12|1)9 (12|2) (A);
(12|2)9 (12|1) (OD);
(14|3)9 (16|3) (OD);
(14|3)9 (8|3) (A);
(15|3)9 (16|3) (OD);
(15|3)9 (8|3) (A);
(16|1)9 (16|2) (OD);
(16|1)9 (16|3) (OD);
(16|1)9 (8|3) (OD);
(16|2)9 (16|1) (OD);
(16|2)9 (16|3) (OD);
(16|2)9 (8|3) (OD);
(16|3)9 (16|1) (D);
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(16|3)9 (16|2) (E);
(18;λ|1)9 (7|3), (16|3), (18;λ|2), (19|1) (A);
(18;λ|1)9 (8|3) (A);
(18;λ|2)9 (7|2), (16|1), (16|2), (18;λ|1) (D), (E);
(19|1)9 (12|1) (D).
Undetermined Degenerations:
(1|2) ?→ (6|2);
(2|3) ?→ (6|2);
(18;λ|2) ?→ (19|1);
(2|3) ?→ (7|3);
(14|3) ?→ (16|2);
(15|3) ?→ (16|1).
The first three of these undetermined degenerations are related to discovering
whether (6|2) or (19|1) give rise to irreducible components in Salg24.
Remark 5.4. We close with the remark that in Salg4 no two superalgebra structures
A and B on the same underlying algebra can degenerate to each other, even if
dim0A = dim0B. We have seen this from brute force checking of each case. Is it
a general result that there can be no degeneration from a superalgebra to any other
superalgebra having the same underlying algebra?
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