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Abstract
This review paper is a continuation of hep-th/0012145 and it deals primarily with noncommutative
R
d spaces. We start with a discussion of various algebras of smooth functions on noncommutative Rd
that have different asymptotic behavior at infinity. We pay particular attention to the differences arising
when working with nonunital algebras and the unitized ones obtained by adjoining the unit element.
After introducing main objects of noncommutative geometry over those algebras such as inner products,
modules, connections, etc., we continue with a study of soliton and instanton solutions in field theories
defined on these spaces. The discussion of solitons includes the basic facts regarding the exact soliton
solutions in the Yang-Mills-Higgs systems as well as an elementary discussion of approximate solitons in
scalar theories in the θ → ∞ limit. We concentrate on the module structure and topological numbers
characterizing the solitons. The section on instantons contains a thorough description of noncommutative
ADHM construction, a discussion of gauge triviality conditions at infinity and the structure of a module
underlying the ADHM instanton solution. Although some familiarity with general ideas of noncommu-
tative geometry reviewed in the first part is expected from the reader, this part is largely independent
from the first one.
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2
1 Introduction
This part of the review is devoted mostly to solitons and instantons on noncommutative
euclidean spaces. It is largely independent of the first part.
The main examples of noncommutative spaces considered in the first part were noncom-
mutative tori and toroidal orbifolds. The corresponding algebras of functions are unital
algebras. In the commutative case unital algebras correspond to compact spaces; one can
say that noncommutative space is compact if the corresponding associative algebra has a unit
element. Our exposition was based on Connes’ noncommutative geometry and we started
with compact spaces because main definitions and theorems are simpler in that case. How-
ever, the complications arising in non-unital (= non-compact) case are not very significant.
Every algebra can be unitized by simply adding a unit element to it; using this construction
we reduce all problems for non-unital algebras to the theory of unital algebras.
Noncommutative Euclidean space - the main object of this part- is very simple and we do
not need the full strength of the theory developed by A. Connes and his followers. However,
we will see that unitization remains a useful technical tool even in this simple case. We will
use it in the study of solitons and instantons. The relation of this approach to the standard
one will be thoroughly analyzed.
2 Noncommutative Rd spaces
2.1 Quantization and deformation
We begin with a more thorough discussion of deformation quantization. By definition classi-
cal observables are functions on a phase space or, in mathematical terminology, on a symplec-
tic manifold (M, ω). In quantum mechanics observables are operators acting on a Hilbert
space H. A quantization procedure assigns to a function f on M an operator fˆ acting on
H and depending on a quantization parameter (Planck’s constant) h. It is required that in
the limit h→ 0
fˆ · gˆ ≈ f̂ g , [fˆ , gˆ] ≈ −ih{̂f, g} (1)
where {., .} stand for the Poisson bracket corresponding to ω.
AssumeM is a linear symplectic space with Darboux coordinates (x1, . . . , xn; p1, . . . , pn),
i.e., M = T ∗Rn and the symplectic form ω has the form
ω = dx1 ∧ dp1 + . . .+ dxn ∧ dpn .
Then we can take H = L2(Rn) and introduce operators
xˆiψ(x) = xiψ(x) , pˆiψ(x) = ih∂iψ(x) . (2)
A construction of operator fˆ corresponding to a function f(x, p) is not unique. If f is a
polynomial then it is natural to replace in it xi, pj by the corresponding operators. This
prescription however is ambiguous because xˆi and pˆi do not commute. One possibility to deal
with this ambiguity is to symmetrize with respect to all possible orders. Then, for example,
f = (x1)2p1 is represented by
1
3
(xˆ1pˆ1xˆ
1 + (xˆ1)2pˆ1 + pˆ1(xˆ
1)2) .
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This ordering prescription is called Weyl quantization. If operator fˆ is obtained from a
function f(x, p) by means of Weyl quantization then we say that f is a Weyl symbol of fˆ .
It is easy to verify that the Weyl symbol of an exponential operator exp(i(r · xˆ + s · pˆ)) is
exp(i(r · x+ s · p)). (Simply by combinatorial reasons, if one expands a power (r · xˆ+ s · pˆ)k
each ordered monomial containing a given number of xˆ’s and pˆ’s will appear exactly ones.)
Since the transition from symbols to operators preserves linear relations we can conclude
from the last remark that for a given polynomial f(x, p) with a Fourier transform φ(r, s)
f(x, p) =
∫
drds ei(r·x+s·p)φ(r, s)
the operator corresponding to Weyl quantization rule can be written as
fˆ(x, p) =
∫
drds ei(r·xˆ+s·pˆ)φ(r, s) .
Using formula (2) and the last formula we can compute the expression for the matrix elements
of operator fˆ via its symbol
〈x|fˆ |x′〉 = (2πh)−n
∫
dp eip·(x−x
′)/hf
(
x+ x′
2
, p
)
.
The inverse of this formula reads
f(x, p) =
∫
dξ 〈x− ξ/2|fˆ |x+ ξ/2〉eip·ξ/h . (3)
This formula can be taken as a definition of the Weyl symbol for an arbitrary operator
fˆ . Using the last two formulas we can compute the composition law for Weyl symbols. A
symbol f ∗ g(x, p) for a composition of operators fˆ · gˆ with symbols f(x, p), g(x, p) reads
f∗g(x, p) = (2π)−2n
∫
dnu1d
nu2d
nv1d
nv2e
i(u1·v1+u2·v2)f(x+
hu2
2
, p−hu1
2
)g(x+v1, p+v2) . (4)
The last formula determines a product of functions on R2n. This product is called a star
product, or Moyal product. It is obviously associative (because the operator multiplication
is associative). Multiplication formula (4) can be generalized in the following way. Consider
an antisymmetric d× d matrix θij . We can define a multiplication of functions on Rd by the
formula
f ∗ g(x) = (2π)−d
∫
dduddv f(x+
1
2
θu)g(x+ v)eiuv (5)
where x, u, v are d-dimensional vectors. We do not assume here that the matrix θij is
nondegenerate so that the formula also works for odd-dimensional Rd spaces. For the case
d = 2n formula (4) corresponds to the choice of the standard matrix θij
(θijst) = h ·
(
0 1n×n
−1n×n 0
)
. (6)
It is not hard to see that as θij → 0 the product f∗g(x) tends to a pointwise multiplication.
Moreover the second formula in (1) is also satisfied for the Poisson bracket defined as {f, g} =
∂ifθ
ij∂jg.
4
2.2 Algebras S(Rdθ), Rdθ and Γm(Rdθ)
To construct an algebra with multiplication rule (5) we need to specify the allowed class
of functions f(x) on Rd. For example one could consider a set of all polynomial functions
that, as one can easily check, is closed under multiplication (5). However for the purposes
of describing physical objects concentrated in a finite domain we also would like to consider
functions decreasing at infinity. As we are interested primarily in smooth structures, say for
the purposes of introducing connections etc., we will always assume that our functions are
smooth. Also let us note that we will consider complex valued functions. So that the corre-
sponding algebras are equipped with an involution coming from the complex conjugation.
One interesting class of functions is S(Rd)- the class of Schwartz functions, i.e., infinitely
differentiable functions with all derivatives tending to zero at infinity faster than any power.
It is easy to check using (5) that S(Rd) is an algebra with respect to the star product defined
by a matrix θij . We denote this algebra S(Rdθ). If θij is standard, formula (3) gives us an
isomorphism between S(R2nθ ) and an algebra of integral operators with matrix elements from
S(R2n). This is clear from the fact that the Fourier transform of a function from S(R2n)
is again a function from this space. Using the fact that every nondegenerate antisymmetric
matrix θij can be brought into standard form by means of a linear change of coordinates, we
see that S(Rdθ) is isomorphic to the algebra of integral operators with Schwartz class kernel.
Another interesting class is the set of smooth functions decreasing at infinity (i.e. functions
such that their derivatives of all orders exist and tend to zero at infinity). These functions
also form an algebra with respect to the star product multiplication (5) [6]. We denote this
algebra Rdθ . If two functions f and g tend to zero at infinity fast enough then integral (5) is
absolutely convergent and the star product f ∗ g is well defined. If we know only that the
functions f and g tend to zero at infinity we cannot say that (5) is absolutely convergent.
However, using the fact that the integrand in (5) contains a factor rapidly oscillating at
infinity, we can make sense of this integral by means of integration by parts provided that
derivatives of f and g also tend to zero at infinity.
One can consider classes of functions with a more specified asymptotics at infinity. Of
particular interest are classes Γmρ (R
d) of smooth functions f(x) on Rd satisfying
|∂αf(x)| ≤ Cα(1 + |x|2) 12 (m−ρ|α|) . (7)
Here α = (α1, . . . , αd) is a multiindex so that ∂αf(x) stands for ∂
α1
1 · . . . · ∂αdd f and |α| =
α1 + . . . + αd. Also ρ is a real number between zero and one, not including zero, and m is
a real number, Cα are positive constants. The condition (7) characterizes the behavior of
f and its derivatives at infinity. In particular it says that if for large x a smooth function
f(x) has an asymptotics of a polynomial of degree less than m then it belongs to Γmρ (R
d)
with ρ = 1. If m is negative the function falls off at infinity and each derivative increases
the power of the falloff by ρ.
One can prove that if f ∈ Γm1ρ (Rd), g ∈ Γm2ρ (Rd) then their star product is a function be-
longing to Γm1+m2ρ (R
d). Thus the set of functions Γmρ (R
d) for a negative m forms an algebra
with respect to the star product. If d = 2n and θ is nondegenerate then the corresponding
operators acting in Hilbert space H (operators having Weyl symbols from Γmρ (Rd)) are called
pseudodifferential operators of the class Gmρ (a good reference on pseudodifferential opera-
tors is [8]). In section 4.2 we will encounter other classes of pseudodifferential operators.
Throughout the text we distinguish between the sets of operators and the corresponding
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sets of functions (symbols of operators). The notation for the former ones will in general
include a subscript θ.
The pseudodifferential operators have a well defined action on Schwartz class functions
on Rd/2. Below we will be interested only in the case ρ = 1. The algebra corresponding to
the class of functions Γm1 (R
d) equipped with the star product (5) will be denoted as Γm(Rdθ).
Note that the algebra S(Rd) consisting of Schwartz class functions can be considered as an
intersection S(Rdθ) = ∩∞n=1Γ−n(Rdθ).
We will be interested in various field theories living on on a noncommutative Rd space.
Usually we consider fields (e.g. Yang-Mills fields) satisfying some boundary conditions at
infinity. The choice of algebra that we work with is determined by the conditions at infinity
we have in mind. It is useful to consider also along with the algebras A = Γm(Rdθ),S(Rdθ),Rdθ
the corresponding unitized algebras denoted A˜. For every algebra A we construct an algebra
A˜ by adding a unit element 1. The elements of A˜ can be written in the form a + c · 1
where a ∈ A, c ∈ C. If A is an algebra of continuous functions on Rd tending to zero
at infinity then A˜ is isomorphic to the algebra of continuous functions on a d-dimensional
sphere Sd. In general by unitizing the algebra of continuous functions on a locally compact
space X that tend to zero at infinity we obtain the algebra of continuous functions on its
one-point compactification X⊔{∞}. This means that the transition from Γm(Rdθ),S(Rdθ),Rdθ
to Γ˜m(Rdθ), S˜(Rdθ), R˜dθ can be considered in some sense as a one-point compactification of a
noncommutative Euclidean space, i.e., as a transition to a topological (but not metric!)
d-dimensional noncommutative sphere.
Trace. One can define a trace on the algebra S(Rdθ). For any element of S(Rdθ) the trace is
given by the integral over Rd of the function f(x) representing this element. This definition
makes sense because the Schwartz class functions are all integrable. As for the algebras Rdθ
and Γm(Rdθ), in general not every element belonging to them is integrable. So the trace is
defined only for some subset of elements on this algebras. Note however that the functions
from Γm(Rdθ) , m < −d are integrable and the integral can be considered as a trace on the
algebra Γm(Rdθ) ( the trace of commutator vanishes).
We can formally extend the trace defined above to the unitized algebras A˜ by specifying
the value of the trace on the unit element. There is no natural way to do it and this value
can be arbitrarily chosen.
In the case of nondegenerate θ the algebras above can be considered as algebras of pseu-
dodifferential operators and thus one can consider the usual operator trace on them. The
connection of the operator trace and the one given by the integral (of the symbol) can be
derived from formulas (3), (5). It is given by the relation∫
dnq 〈q|fˆ |q〉 =
∫
dnqdnp
(2π)n
f(q, p) (8)
where n = d/2 and q = (q1, . . . , qn), p = (p
1, . . . , pn) are Darboux coordinates in which θij
has the standard form (6) with h = 1. If we are not working in Darboux coordinates then the
relation between operator trace and the trace defined as an integral of symbol with respect
to arbitrary coordinate system x1, ..., xd contains a Jacobian of the transition to Darboux
coordinates. We have
Tˆrfˆ = |Pfaff(2πθ)|−1
∫
ddx f(x) (9)
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where Tˆr stands for the operator trace to be distinguished from the trace given by the integral
Trf ≡
∫
ddx f(x) . (10)
This trace has the advantage of being well defined for a degenerate θ whereas the operator
trace blows up when θ becomes degenerate.
2.3 Projective modules and endomorphisms
For any algebra A one can consider a (left) module AN consisting of column vectors with
entries in A. If A is unital then an arbitrary element f ∈ AN has a unique representation
f = a1 · e1 + . . .+ aN · eN
where
e1 =

1
0
...
0
 , e2 =

0
1
...
0
 , . . . , eN =

0
0
...
1

and all ai ∈ A. It follows from this remark that an A-linear map φ : AN → E of AN into
some other module E is specified by the images φ(e1), . . . , φ(eN). Moreover these images
can be arbitrarily chosen. In other words the elements e1, . . . , eN constitute a free system
of generators of AN ; the module AN is thus free. In particular if E coincides with AN then
A-linear maps are endomorphisms of AN . Regarding φ(e1), . . . , φ(eN) as an N × N matrix
we obtain a correspondence between endomorphisms of AN and N×N matrices with entries
from A. (Every endomorphism can be considered as a multiplication of a column vector by
such a matrix from the right.)
Let us emphasize that although the module AN can be also considered for non-unital
algebras A it is not a free module in that case (one cannot find a system of free generators).
As earlier N ×N matrices with entries from A specify endomorphisms of AN but in general
not all endomorphisms can be represented like this. For example for the algebra A = S(Rdθ)
the endomorphisms algebra of the module A1 includes all smooth functions with power-like
behavior at infinity (in particular growing) acting for left modules by star multiplication
from the right.
A projective module E over a unital algebra A is defined as a direct summand in AN . We
can then represent E as an image of a projector p : AN → AN (an endomorphism obeying
p2 = p, p† = p). Note that we use the notion of projective module only for unital algebras.
In that case the notion of projective module corresponds to the notion of a vector bundle in
the commutative geometry (see the general discussion in section 5.1, part I). As we discussed
above for any algebra A one can construct a unitized algebra A˜. Then every A-module E
can be considered as a module over A˜ if we represent 1 by the identity operator in E. It is
important to note that this trivial transition from an A-module to a A˜-module is not just an
irrelevant formality. It leads to a change of endomorphism algebra and therefore to a change
of corresponding physics (to a change in asymptotic behavior of the allowed fields).
Let us consider modules over algebras A = S(Rdθ) and A˜ = S˜(Rdθ). We assume the matrix
θij to be nondegenerate. (We fix our attention on this particular algebra only for definiteness.
The modification for other algebras will be discussed later.)
7
As we have already noted the algebra S(Rdθ) is isomorphic to the algebra of integral
operators acting on functions of d/2 variables. It is convenient for the future to restrict
this action on the (invariant) subspace of Schwartz class functions S(Rd/2) because all other
algebras introduced above also have a well defined action on this subspace. Thus the space
F = S(Rd/2) can be considered as an S(Rdθ)-module. We can also consider F as an S˜(Rdθ)-
module simply representing 1 by the identity operator
Let us give another construction of module F that shows that it is a projective module
over S˜(Rdθ). Fix an element p ∈ A ⊂ A˜ such that p ∗ p = p. For example in the case d = 2
it is easy to check using (5) that this equality is satisfied by the function
p(x) = 2e−(x
2
1
+x2
2
)/θ
where θ > 0 is the parameter of noncommutativity. It is easy to compute then∫
d2p(x) = 2πθ , (11)
that according to (9) corresponds to the operator trace of p being equal to one. Let us come
back now to the case of an arbitrary even dimension d. Choose p that satisfies p ∗ p = p and
in addition require that ∫
p dx = |Pfaff(2πθ)|
that as in the above d = 2 example means that we fix the operator trace of p to be one.
The conditions imposed on p mean that it is a projector operator on a one-dimensional
subspace in F . Now to construct the corresponding (left) projective module we should
consider elements of the form a · p, a ∈ A˜. Without loss of generality one can assume that p
has matrix elements of the form 〈x|pˆ|x′〉 = α¯(x) ·α(x′). Then matrix elements of an arbitrary
element in our module can be written as
〈x|aˆpˆ|x′〉 = α¯(x)ρ(x′)
where ρ(x′) ∈ S(Rd/2). The mapping ap → ρ(x′) establishes an isomorphism between the
two pictures of the module F . Since the element p is a projector in algebra A˜ we conclude
from the second construction that F is projective.
Note that there is also a well defined action of operators xˆj , j = 1, . . . , d (and polynomials
thereof) on F . In fact F furnishes an irreducible representation of the Heisenberg algebra
[xˆj , xˆk] = iθjk · 1 . (12)
By Stone- von Neumann theorem there is a unique irreducible representation of the canonical
commutation relations in Hilbert space and one can obtain all other representations by taking
direct sums of several copies of the irreducible one. Note that the Schwartz class functions
S(Rd/2) arises naturally as a common domain for operators xˆ within the whole L2(Rd/2). By
examining the proof of this theorem (that uses the canonical commutation relations in the
exponentiated Weyl form) we can argue that the corresponding representation of S˜(Rdθ) is
also irreducible.
There is yet another construction of the module F frequently used in physics literature.
By a linear transformation the set of operators xˆi satisfying (12) can be brought to a set ak,
a†l , k, l = 1, . . . , d/2 that satisfy
[ak, a
†
l ] = δkl , [ak, al] = [a
†
k, a
†
l ] = 0 . (13)
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One can think then of F as of a Fock space spanned by vectors
a†k1 · . . . · a†kn|0〉 (14)
where |0〉 is a Fock vacuum state, annihilated by all ak’s. In the representation of F used
above in terms of functions of d/2 variables the vacuum vector |0〉 corresponds to a Gaussian
function e−x·x. Clearly this function as well as any vector of the form (14) lies in S(Rd/2).
Imposing the same restriction on infinite linear combinations of vectors (14) is natural from
the point of view that they constitute a common domain of definition for operators ak, a
†
l
(and polynomials of them). Below we will frequently refer to F as a Fock module.
When dealing with field theories on noncommutative Rd spaces we will be mostly working
with endomorphisms rather than with the algebra itself. It is convenient therefore to have
left acting endomorphisms and right modules. From now on we will work only with right
modules. The right Fock module for which we will keep the same notation F consists of
linear functionals on the original Fock module. We will adopt the ket-vector notation 〈·|
for its elements. The algebra A˜ considered as an algebra of operators on S(Rd/2) then acts
naturally as 〈·| 7→ 〈·|aˆ, aˆ ∈ A˜. Due to the irreducibility of the module F its endomorphisms
are trivial. More generally for k copies of F endomorphisms are k×k matrices with numerical
entries, that act naturally from the left.
A (right) free module of rank N consists of N -columns of elements from A˜ and the algebra
acts by multiplication from the right. Endomorphisms of this module are N × N matrices
with A˜-valued entries, that act on the N -columns from the left in the natural way.
One can prove [7] that any projective module over A˜ is isomorphic to a module Fk⊕(A˜)N .
Thus it is characterized by two nonnegative integers k,N . In the case of d = 2 these integers
can be thought of as a magnetic flux number and a rank of the gauge group, and for d = 4
k plays the role of Pontryagin number and N of the rank of the gauge group. The K0-group
of A˜ is therefore Z⊕Z that matches with the K0-group of the even-dimensional sphere. The
positive cone however is different. For instance one cannot realize modules with a negative
magnetic flux or Pontryagin number. One can attribute this to a labeling problem - there is
no natural way to distinguish the deformations corresponding to θij and −θij .
One can represent an endomorphism X of a module Fk ⊕ (A˜)N in a block form
X =
(
A B
C D
)
where A is a k × k matrix with C-valued entries, B is a k × N matrix whose entries are
elements from F , C is a N × k matrix with entries from the dual space F∗ and D is an
N ×N matrix with entries belonging to A˜. (Later using the fact that the algebra A˜ acts on
F we shall consider its elements as operators F → F .) In the case when the endomorphism
X is hermitian the matrix A is hermitian, D is a hermitian operator, and B = C†. It is
convenient to represent such an endomorphism in the form
X =
(
Aji 〈bβi |
|bjα〉 Dˆβα
)
(15)
where the indices i, j run from 1 to k and the indices α, β run from 1 to N . This endomor-
phism maps an element
V =
( 〈vi|
Vˆα
)
∈ Fk ⊕ (A˜)N
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into (
Aji 〈bβi |
|bjα〉 Dˆβα
)( 〈vi|
Vˆα
)
=
(
Aji 〈vj |+ 〈bβi |Vˆβ
|bjα〉〈vj |+ Dˆβα · Vˆβ
)
.
The composition of two endomorphisms is also quite transparent in the notations (15):(
Aji 〈bβi |
|bjα〉 Dˆβα
)(
Bkj 〈cγj |
|ckβ〉 Eˆγβ
)
=
(
(AB)ki + 〈bβi |ckβ〉 Aji 〈cγj |+ 〈bβi |Eˆγβ
|bjα〉Bkj + Dˆβα|ckβ〉 |bjα〉〈cγj |+ DˆβαEˆγβ
)
(16)
where the summation over repeated upper and lower indices is assumed. To summarize
manipulations with endomorphisms follow a simple rule of matrix multiplication plus writing
one term next to another in the given order and making sense of the resulting expression as
whatever it appears to look like, e.g. a ket-vector followed by a bra-vector is an operator
(element of the algebra), same elements in the opposite order give rise to a number, etc.
A normalized trace specified on a unital algebra A˜ gives rise to a normalized trace on
an algebra of endomorphisms of any projective module over this algebra. If the projector
module at hand is specified by a projection P : A˜N → A˜N then endomorphisms of the module
specified by the image of P can be considered as a subalgebra of the matrix algebra MatN A˜
consisting of the elements of the form PeP , e ∈ MatN A˜. Restricting the natural trace on
the matrix algebra to this subspace we obtain a trace on the algebra of endomorphisms. It
is not hard to derive from (9) that the trace specified by integration (10) induces a trace on
the endomorphisms so that for a general endomorphism (15) we have
TrX = |Pfaff(2πθ)|
k∑
i=1
Aii +
N∑
α=1
∫
ddxDαα(x) , (17)
where Dβα(x) is the matrix-valued function on R
d representing the operator Dˆβα. Again it
should be noted that this trace is well defined only for a certain subclass of endomorphisms.
Namely the trace (17) exists when Dαα(x) is integrable. For N > 0 that condition evidently
excludes the identity endomorphism. However for a module Fk we have
Tr1 = k · |Pfaff(2πθ)| = TrPk
where Pk stands for a projector operator Pk : A˜k → A˜k that singles out Fk in the corre-
sponding free module.
2.4 Inner products
In section 5.4 of part I where we concentrated on unital algebras we explained that if an
algebra A is equipped with involution then one can define a A-valued inner product < ., . >A
on a free module AN by the formula
< e1, e2 >A≡< (a1, . . . , aN ), (b1, . . . , bN) >A=
N∑
i=1
a∗i bi . (18)
Similarly we can define an A-valued inner product on modules AN over nonunital algebras
by exactly same formula. The inner product (18) satisfies
< e1a, e2b >A= a
∗ < e1, e2 >A b (19)
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for any two elements a, b ∈ A and any two vectors e1, e2 ∈ AN . In general we say that an
A-module E is a Hilbert module if it is equipped with an A-valued inner product satisfying
(19). It is easy to construct the appropriate inner products on modules AN and Fk described
in section 2.3 over any of the algebras introduced in section 2.2. For the first type of modules
formula (18) works. For Fk the construction is as follows. Let φ, χ ∈ Fk. The inner product
< φ, χ >A is given by the element of A specified by the composition φ ◦χ∗ ∈ Hom(Fk,Fk).
Using the Dirac bra and ket notations the construction reads
< φ, χ >A= |φ〉〈χ| .
We say that an endomorphism Φ : E → E is hermitian if for a given A-valued inner
product < ., . >A it satisfies
< e1,Φe2 >A=< Φe1, e2 >A
for any two elements e1, e2 ∈ E. An endomorphism is called antihermitian if it satisfies the
above equality with the minus sign. For the modules AN ⊕Fk discussed above this general
definition is equivalent to the requirement that hermitian endomorphisms should have the
form (15).
2.5 Connections
Translations in space Rd induce an action of the corresponding abelian Lie group on the
algebras A, A˜ where A is one of the algebras introduced in section 2.2. One defines a
connection ∇i on projective module E over A˜ in standard way. Namely ∇i are operators
E → E satisfying the Leibniz rule
∇i(e · f) = e · (∂if) + (∇i(e)) · f (20)
for arbitrary e ∈ E and f ∈ A˜. Here ∂i stand for the infinitesimal action of the translation
in the i-th direction that is represented on functions by the partial derivative denoted the
same way. On a free module (A˜)N an arbitrary connection can be written as
∇i = ∂i + (Aˆi)βα
where (Aˆi)
β
α represents an endomorphism.
Consider now a module F . As we discussed above we have a well defined action of
operators Xˆ i on this module. One can check that operators of right multiplication by iθ−1jk xˆ
k
denoted ∇(0)j satisfy the Leibniz rule (20). This connection has the curvature
Fjk = [∇(0)j ,∇(0)k ] = −iθ−1jk 1 .
We will work with antihermitian connections. This means that an arbitrary connection can
be represented as ∇j = ∇0j + iAj where ∇0j is some fiducial (antihermitian) connection and
Aj is a hermitian endomorphism. We can choose a fiducial connection on a general module
E = Fk ⊕ (A˜)N as
∇0j =
(
iθ−1jk xˆ
k 0
0 ∂j
)
(21)
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This connection acts on an arbitrary element V ∈ E as
∇0j
( 〈v|
Vˆ
)
= i(θ−1)jk
( 〈v|xˆk
−(xˆkVˆ − Vˆαxˆk)
)
where for clarity we dropped the vector indices at 〈v| and V .
An arbitrary antihermitian connection on E has the form
∇j = ∇0j + i
(
(Aj)
k
i 〈(bj)βi |
|(bj)kα〉 (Dˆj)βα
)
. (22)
Complex coordinates. It is often convenient to use standard set of complex coordinates
zα α = 1, . . . , n where n = d/2 constructed as follows. Let us first bring the matrix θ
ij by
means of an SO(d) transformation to standard form
θij =
(
0 diag(θ1, . . . , θn)
−diag(θ1, . . . , θn) 0
)
(23)
written here in n× n block form.
Let us introduce complex coordinates
z1 =
1√
2
(x1 + ixn+1) ,
1√
2
(x2 + ixn+2) , . . . , zn =
1√
2
(xn + ix2n) . (24)
It is further convenient to introduce annihilation operators
a1 =
1√
2|θ1|
(xˆ1 + i · sgn(θ1)xˆn+1) , a2 = 1√
2|θ2|
(xˆ2 + i · sgn(θ2)xˆn+2) ,
. . . , ad =
1√
2|θn|
(xˆn + i · sgn(θn)xˆ2n)
and creation operators a†α which are hermitian conjugates of aα. They satisfy the canonical
commutation relations (13). The sign factors sgn(θα) allow us to treat arbitrary θ
jk of the
form (23) that might have positive as well as negative eigenvalues θi. The correspondence
between the operators zˆα and aα, a
†
α now has the following form
zˆα =
{
aα(θα)
1/2 , θα > 0
a†α|θα|1/2 , θα < 0
(25)
with the conjugated expressions for ̂¯zα.
In coordinates zα, z¯α we obtain
∇0zα
( 〈v|
Vˆ
)
=
1
θα
( 〈v|̂¯zα
−[̂¯zα, Vˆ ]
)
. (26)
An arbitrary connection has the form
∇zj = ∇0zj +
(
Aα 〈bα|
|cα〉 Dˆα
)
, ∇z¯α = (∇0zj )† +
(
A†α 〈cα|
|bα〉 Dˆ†α
)
where for brevity we omitted the matrix indices.
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2.6 Yang-Mills and scalar fields
Once we described endomorphisms and connections on modules over A and A˜ we are ready
to define field theories on these modules. To write action functionals specifying these theories
we first choose a metric tensor gij on R
d with a help of which we will be raising and lowering
the indices.
A connection on a module E is called a Yang-Mills field, an endomorphism is a scalar
field that in some sense is an analogue of a (commutative) scalar field in the adjoint repre-
sentation of the gauge group. It is also possible to define scalar fields “in the fundamental
representation” that are elements of the module itself. To obtain a number-valued functional
of these fields we will be using the trace defined according to (10), (17).
Let us first explain the case when the scalar fields are endomorphisms that will be our
primary case of interest in this review. We define a Yang-Mills - scalar fields action functional
as
S =
1
g2
Tr
(1
4
FjkF
jk +
1
2
∑
α
[∇j,Φα][∇j ,Φα] + V (Φ)
)
(27)
where Φα, α = 1, . . . , n are endomorphisms representing n scalar fields, V (Φ) is a potential
that we will assume to be a polynomial. It is easy to introduce fermionic fields, but for now
we will concentrate on bosonic systems.
The equations of motion corresponding to functional (27) read
[∇j , [∇j,∇k]] = −
∑
α
Φα[∇k,Φα] ,
[∇j , [∇j,Φα]] = ∂αV (Φ) (28)
where ∂αV stands for the partial derivative of the potential with respect to the α-th variable.
Consider now scalar fields Ψα “in the fundamental representation”, that is Ψα ∈ E are
elements of the module E itself. In that case the action functional analogous to (27) can
be constructed with a help of the A-valued inner product on E introduced in section 2.4.
Namely the action functional reads
S =
1
g2
Tr
(1
4
FjkF
jk +
1
2
∑
α
< ∇jΨα,∇jΨα >A +V (< Ψα,Ψβ >A)
)
. (29)
3 Solitons
3.1 Finite energy solutions
We can look for solutions to the equations of motion (28) that have a finite action, i.e. the
functional (27) is well defined and finite. We will refer to this type of solutions as solitons.
On a general module E = Fk⊕ (A˜)N the scalar fields Φα and the Yang-Mills field ∇i can be
decomposed according to (15) and (22) respectively. Let us first consider the case of a single
scalar field Φ. Let {φ0, . . . , φp} be the set of extrema of the function V (Φ). Also assume that
V (φ0) = 0. Then we have a set of simple finite action solutions to (28) constructed as follows.
The solutions have a block-diagonal form with respect to the decomposition E = Fk⊕(A˜)N .
The Yang-Mills fields are
∇j =
(
iθ−1jk xˆ
k 0
0 ∂j
)
+ i
(
(Dj)
l
i 0
0 (Dˆj)
α
β
)
(30)
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where
(Dj)
l
i =
 dj(1) . . . 00 . . . 0
0 . . . dj(k)
 , (Dˆj)βα =
 aj(1) · 1 . . . 00 . . . 0
0 . . . aj(N) · 1
 (31)
and dj(i), aj(α) are all numbers. The scalar field reads
Φ =

 λ1 . . . 00 . . . 0
0 . . . λk
 0
0 φ0 · 1
 (32)
where each λi is an element of the set of extrema {φi}. Substituting these solutions into (27)
and using the definition of trace (17) one finds the value of the soliton action
S =
|Pfaff(2πθ)|
g2
(
k∑
1
V (λi) +
k
4
(θ−1)ing
ijgnl(θ−1)jl) . (33)
One sees from this expression that the moduli di, aα are zero modes of the solitons.
3.2 Partial isometries
In the previous section we constructed finite energy solutions to the equations of motion
by starting with a module Fk ⊕ (A˜)N . We think that this approach is more in the spirit
of noncommutative geometry than the ideology accepted in the literature based on partial
isometry operators and most clearly stated in [37]. In this section we would like to explain
the connection between the two pictures.
This connection is based on the remark that Fk ⊕ (A)N considered as an A module is
isomorphic to (A)N . This isomorphism permits us to represent a very simple solution on
Fk ⊕ (A)N as a more complicated solution on a simpler module (A)N . A rigorous proof of
this isomorphism will be given in section 4.2. Here we will present a very transparent but
not completely rigorous consideration restricting ourselves for simplicity to the case N = 1.
Notice that a free module (A)1 can be decomposed into a direct sum of countably many
copies of module F . This can be done in the following way. As it was explained in section
2.2 each algebra A acts on a subset of H = L2(Rd/2) consisting of Schwartz class functions.
Let ei, i ∈ N be a countable basis in H such that each ei belongs to the Schwartz space.
For example one can take the basis consisting of energy eigenfunctions of a d-dimensional
harmonic oscillator. Then the rank one free module can be decomposed as
(A)1 =
∞⊕
i=0
Pi · A
where Pi = |ei〉〈ei| are orthogonal projectors onto the one-dimensional subspaces spanned
by the vectors ei. Each submodule Pi ·A is isomorphic to F . The isomorphism is established
by means of the mapping
Pi · f 7→ 〈ei|f ∈ S(Rd/2) ∼= F .
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As a consequence of the above decomposition the modules Fk ⊕ (A)1 and (A)1 are iso-
morphic. Using this isomorphism we construct a solution to the Yang-Mills-Higgs equations
of motion on (A)1 by first taking the solutions on Fk⊕(A)1 described in the previous section
and then applying the isomorphism. To this end let us first choose a particular isomorphism.
This can be done by choosing a basis ei ∈ S(Rd/2) ⊂ H in such a way that Fk sitting inside
(A)1 is identified with ⊕k−1i=0Pi · A ≡ Πk · A, Πk = ⊕k−1i=0Pi. Define an operator
S =
∞∑
i=0
|ei+1〉〈ei| : H → H .
It can be easily checked to satisfy
(S†)kSk = 1 , Sk(S†)k = 1−Πk . (34)
An operator satisfying such a property is called a partial isometry.
The desired isomorphism is established by a mapping M : Fk ⊕ (A)1 → (A)1 defined as
M : (
k−1∑
i=0
〈ei|f, g) 7→ Πk · f + Sk · g .
The inverse mapping is
M−1 : f 7→ (
k−1∑
i=0
〈ei|f, (S†)k · f) .
Here the dot “·” stands for the composition of operators.
Let us first find the image ∇˜0j : (A)1 → (A)1 of the standard connection (21) under this
isomorphism. We have
∇˜0j(f) = M∇0jM−1(f) = iΠk · f · θ−1jl xˆl + Sk∂j(S†)kf .
Using the identity
− i[θ−1jl xˆl, f ] = ∂j(f) (35)
we obtain from the above expression
∇˜0j = ∂j + Sk[∂j , (S†)k] + iθ−1jl Πk · xˆl . (36)
It is also easy to check that under the isomorphism M the gauge field (31) and the scalar
field (32) give rise to the following operators on A1
A˜j =
k−1∑
i=0
dj(i+1)|ei〉〈ei|+ aj(1− Πk) , (37)
Φ˜ =
k−1∑
i=0
λi+1|ei〉〈ei|+ φ0(1− Πk) . (38)
Thus the whole connection (30) on Fk ⊕ (A˜)N corresponds to a connection ∇˜j on A1 of the
form ∇˜j = ∇˜0j + A˜j where ∇˜0j , A˜j are given by expressions (36), (37).
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To compare these expressions with the ones obtained in [37] whose conventions are most
widely used in the literature we first rewrite the connection (36) in the complex coordinates
(24):
∇˜0zα = ∂zα + Sk[∂zα , (S†)k] + θ−1/2α Πk · a†α
where for simplicity we assumed all θα > 0. Using identities (34) and (35)) we can rewrite
it as
∇˜0zα = ∂zα − θ−1/2α (Sk · a†α · (S†)k − a†α) .
Now the case considered in [37] corresponds to d = 2, λi = φ⋆, φ0 = 0. Then the solution
with dj(i+1) = 0, aj = 0 that in the language of [37] corresponds to dressing a trivial gauge
field by a partial isometry Sk has the form
∇˜0z = ∂z + θ−1/2(a† − C) ,
∇˜0z¯ = ∂z¯ + θ−1/2(a− C†) ,
Φ˜ = φ⋆(1−Πk)
where
C = Ska†(S†)k , C† = Ska(S†)k . (39)
These expressions up to some minor differences in notations coincide with the ones obtained
in [37].
We feel that the following pedagogical remark is in order here. Although the ideology
of doing “dressing transformations” by partial isometries (34) to generate new solutions of
Yang-Mills-Higgs equations (28) may seem quite appealing in its simplicity, it should be
taken with some care. Thus if one regards (28) merely as an algebraic equation satisfied by
operators ∇j, Φα then naively one may wish to generate new solutions by simply taking a
transformation
∇j 7→ ∇′j = Sk∇j(S†)k , Φα 7→ Φα′ = SkΦα(S†)k .
Although formally this transformation results in operators ∇′j , Φα′ satisfying (28) it cannot
be considered as a new solution to the Yang-Mills-Higgs equations of motion because the
operators ∇′j fail to satisfy Leibniz rule and thus are not Yang-Mills fields any more. The
construction of [37] circumvents this problem essentially by a trick, introducing fields C, C†
that are endomorphisms and performing a dressing transformation (39) on these fields and
not on ∇j’s directly.
3.3 Scalar field solitons in the θ →∞ limit
Consider a single scalar field Φ on a module AN with action functional
S =
1
g2
∫
ddx(
1
2
[∂i,Φ][∂
i,Φ] + V (Φ)) (40)
where the function V (x) is assumed to be a polynomial, Φ ∈ EndAAN is Hermitian and g
is a coupling constant. For simplicity we will assume A = S(Rdθ) and that θij is brought
to the standard form (23). Moreover we will take θ1 = θ2 = . . . = θd/2 = θ > 0 so that
noncommutativity is parameterized by a single parameter θ. Following [24] let us further
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rescale the coordinates xi on Rdθ as x
i 7→ xi√θ. Rescaling also the coupling constant as
g2 7→ g2/θd/2 we obtain the action functional
S ′ =
1
g2
∫
ddx(
1
2θ
[∂i,Φ][∂
i,Φ] + V (Φ)) . (41)
Now the operators corresponding to rescaled coordinates all satisfy the canonical commuta-
tion relations
[xˆj , xˆj+n] = i , j = 1, . . . , n (42)
and θ enters (41) as a formal parameter. We see that taking the limit θ → ∞ results in
dropping the kinetic term from (41) while the algebra we work with stays the same specified
by (42). Thus when θ →∞ the approximate equations of motion take a very simple form
V ′(Φ) = 0 (43)
where V ′ stands for the derivative of V (x). For a polynomial potential V (x) it is easy to find
the complete set of solutions to (43). Let φ1, . . . , φp be a set of zeroes of V
′(x). Considering
Φ as a pseudodifferential operator acting in Hilbert space H we immediately imply from (43)
that any eigenvalue of operator Φ should coincide with one of the numbers φi. Therefore we
can represent Φ as
Φ =
p∑
i=1
φiPi (44)
where Pi are orthogonal projectors on subspaces Hi such that H = ⊕pi=1Hi. The energy of
solution (44) in the limit θ →∞ when we can neglect the kinetic term is given by
E =
1
g2
p∑
i=1
TrPiV (φi) =
1
g2
p∑
i=1
dimHiV (φi) .
From this expression we see that the energy is finite provided the dimensions dimHi are
infinite only when the corresponding V (φi) vanish. This in its turn may be possible only
when the set of extrema of V (x) and the set of its zeroes has a nontrivial intersection. It
is convenient to choose x = 0 to be such a point. That means that V (x) is of the form
V (x) = x2V˜ (x) where V˜ (x) is an arbitrary polynomial. In the case when x = 0 is the only
such point an arbitrary (asymptotic) finite energy solution can be written as Φ =
∑p
i=1 φiPi
where TrPi <∞ for all i.
It is not hard to implement first order corrections induced by nonzero kinetic term. We
can write an expansion for the exact solution
Φ = Φ0 +
1
θ
Φ1 + . . .
where Φ0 has the form (44). The first order correction to the energy is then given by
K ≡ 1
2θg2
Tr[∂i,Φ0][∂
i,Φ0] .
Thus we may seek an improved solution by minimizing the kinetic energy over all zero
order solutions Φ0 [24], [44], [48]. For simplicity let us consider the case when Φ0 is of the
form
Φ0 = φ1P = φ1
k∑
i=0
|ei〉〈ei|
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where |ei〉 ∈ H is a finite orthonormal system of vectors. Substituting it in the kinetic energy
and employing complex coordinates (24) we obtain
K = − 1
2θg2
d/2∑
α=1
Tr[aα,Φ0][a
†
α,Φ0] =
φ21
θg2
d/2∑
α=1
Tr
(
F †αFα + P
)
(45)
where
Fα = (1− P )aαP .
And we see from this expression that the kinetic energy satisfies a Bogomolnyi type bound
K ≥ φ
2
1kd
2θg2
that is saturated by the projectors P satisfying (1−P )aαP = 0 that means that P projects
on a subspace invariant under annihilation operators aα. Such subspaces are spanned by
coherent states
|z〉 = ezαa†α |0〉
that are eigenstates of operators aα with eigenvalues z
α ∈ C. The numbers zα can be consid-
ered as complex coordinates on the moduli space of approximate (first order in 1/θ) solutions
to the equation of motion. Summarizing the above discussion we can say that strictly at the
limit θ =∞ we have general solutions to the equation of motion of the form (44) labelled by a
collection of p orthogonal projectors Pi on finite-dimensional subspaces. Each such projector
of rank k specifies a point in an infinite-dimensional Grassmannian Gr(k,H), i.e., the corre-
sponding moduli space of solutions is infinite-dimensional (it is natural to identify solutions
related by a unitary transformation). However if one takes into account finite θ corrections
the corresponding moduli space reduces to a finite-dimensional complex manifold.
It was argued in the original paper [24] that the exact solitonic solutions in scalar theories
exist at finite θ. Recently the existence of rotationally invariant solitons at finite θ was
proved rigorously in [53]. Namely the authors of [53] obtained the following result. Let Pi
denote the orthogonal projectors onto the eigenspaces of the number operator
N =
d/2∑
α=1
a†αaα
of the d/2-dimensional harmonic oscillator. Then for any projection P on H ∼= L2(Rd/2),
which is the sum of a finite number of projections Pi, there is a unique family Φθ of rota-
tionally invariant solutions to the equation of motion
[∂i, [∂
i,Φ]] = θV ′(Φ)
that depend smoothly on θ and satisfy V ′′(Φθ) > 0 and Φθ → φ·P in Hilbert-Schmidt operator
norm as θ → ∞. Here φ stands for the local minimum of V (x). The theorem is proved in
the assumption that V has exactly one local minimum and one local maximum (see [53] for
details).
A similar construction to (44) also applies to the case of noncommutative tori that were
discussed at length in the first part of this review. In that case we may consider a single
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scalar field Φ taking values in endomorphisms of a free module (T dθ )
N , i.e., Φ is an N × N
matrix with entries from T dθ . The action functional is
1
g2
Tr([∂i,Φ][∂
i,Φ] + V (Φ)) (46)
where ∂i is the standard derivative on E and Tr is the canonical trace on the algebra of
endomorphisms (see part I for precise definitions and discussion). The matrix θij specifying
the noncommutative torus T dθ is defined up to addition of an antisymmetric matrix with
integer entries. Therefore the limit θ → ∞ strictly speaking does not make sense. We may
still however neglect the kinetic term in (46) in the limit of large volume (terms entering
the kinetic part scale as 1/R2i where Ri are radii of the torus). In that limit we obtain
approximate solutions to the equation of motion of the form (44) where Pi now are mutually
orthogonal projectors, i.e., elements of MatN (T
d
θ ) satisfying PiPj = δijPi, P
†
i = Pi. Any
solution of the form Φ =
∑p
i=1 φiPi will have a finite energy and there is no need for additional
assumptions on the form of potential V (x) that we had to impose in the Rdθ case. In the
two-dimensional case one can employ the Powers-Rieffel general construction of projector
operators (for example see [4], [5]). However the value of the soliton energy can be calculated
without knowing the detailed form of the projectors:
E =
1
g2
p∑
i=1
V (φi)TrPi =
1
g2
p∑
i=1
V (φi)ch0(Pi)
where ch0(Pi) stand for the zero order Chern numbers (dimensions) of the projective modules
specified by Pi. As we explained in the first part of the review the Chern numbers chn(E) of
an arbitrary projective module E depend only on the K-theory class of E and the noncom-
mutativity matrix θij . The K-theory class in its turn is specified by topological integers. The
explicit formulas for dimE = TrP via these numbers are given for d = 2, 3, 4-dimensional
tori in section 6.7. For example in the case d = 4 we may write the energy of the soliton
corresponding to a solution Φ = φ1P as
E =
V (φ1)
g2
(
n +
1
2
tr(θm) + qPfaff(θ)
)
.
Here n,mij , q are topological integers characterizing the K-theory class of E = PA1 corre-
sponding in string theory language to the numbers of D4, D2 and D0-branes wrapped on
T 4θ .
To conclude this section let us remark that the approximate solitons of this section and
the exact ones discussed in sections 3.1, 3.2 found an important application in describing
D-branes as solitonic solutions of the tachyon field in the presence of large B-field [54], [55]
(see also the annotated list of references in the last section of this paper).
4 Instantons
4.1 Instanton equation on Fk ⊕ Γ˜Nθ modules
In the part one of the review we discussed instantons on noncommutative tori and their
interpretation as BPS fields; see Sec. 8.1, 8.2. Here we would like to consider instantons on
noncommutative R4 space.
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In the above discussion of solitons we used the algebra A = S˜(R4θ). This is appropriate
because the corresponding solutions rapidly decrease at infinity. Instantons do not have this
property. Therefore we should replace S˜(Rdθ) with something else. It turns out that the
appropriate algebra is ∪m<−1Γm(R4θ) ≡ Γθ. Notice that this algebra could be also used in
the analysis of solitons.
The Fock module F can be considered also as a projective Γ˜θ-module. Thus every projec-
tive Γ˜θ-module is isomorphic to one of the modules Fk,N = Fk ⊕ Γ˜Nθ . Introducing complex
coordinates
z1 =
1√
2
(x1 + ix3) , z2 =
1√
2
(x2 + ix4) (47)
we have
D1 =
1√
2
(∇1 − i∇3) , D2 = 1√
2
(∇2 − i∇4) ,
D†1 =
1√
2
(∇1 + i∇3) , D†2 =
1√
2
(∇2 + i∇4)
where Di, D
†
i stand for ∇zi , ∇z¯i . In these coordinates the antiinstanton (self-duality) equa-
tion∗ Fij =
1
2
ǫijklF
kl takes the form
[D1, D2] = 0 , (48)
[D1, D
†
1] + [D2, D
†
2] = 0 . (49)
We also assume that in our set of coordinates xj the matrix θij has the standard form (23)
θij =

0 0 θ1 0
0 0 0 θ2
−θ1 0 0 0
0 −θ2 0 0
 . (50)
There are two distinct cases Pfaff(θ) = θ1 · θ2 > 0 and θ1 · θ2 < 0. These two cases are
connected by an orientation-reversing reflection. That reflection also interchanges instanton
and antiinstanton solutions. Without loss of generality we will limit ourselves to the case of
the antiinstanton equation and will allow both signs of the Pfaffian.
As explained in section 2.5 the connections D1, D2 have a general form
D1 = D
0
1 +
(
(B1)
s
r 〈Iβr |
|Ksα〉 (Rˆ1)βα
)
, D2 = D
0
2 +
(
(B2)
s
r 〈Lβr |
|Jsα〉 (Rˆ2)βα
)
where the indices r, s run from 1 to k and α, β run from 1 to N . Below for brevity we will
suppress these indices. Standard fiducial connection D0i is given by (26). To shorten the
notations we write
D0i =
(
∂˜i 0
0 ∂i
)
.
The curvature tensor −iθ−1jk of ∂˜i can be decomposed into selfdual and antiselfdual parts
according to
θ−1s.d. =
1
2
(θ−1 + θ˜−1) =
(
0 f+
−f+ 0
)
, θ−1a.s.d. =
1
2
(θ−1 − θ˜−1)
(
0 f−
−f− 0
)
.
∗Note that our choice of complex structure (47) is different from the one employed in [10], [11], [14], [1], and although the
equation looks formally the same it corresponds to an antiinstanton versus an instanton considered in those papers.
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where
f+ =
(
θ−12 − θ−11 0
0 θ−11 − θ−12
)
, f− =
( −(θ−11 + θ−12 ) 0
0 −(θ−11 + θ−12 )
)
and θ˜ij =
1
2
ǫijklθ
−1
kl .
Assuming K = L = 0, that can be considered as gauge conditions, the first instanton
equation (48) gives rise to the following set of equations
[B1, B2] + 〈I|J〉 = 0 , (51)
〈I|Rˆ2 −B2〈I|+ 〈I|∂2 − ∂˜2〈I| = 0 ,
Rˆ1|J〉 − |J〉B1 + ∂1|J〉 − |J〉∂˜1 = 0 ,
[Rˆ1, Rˆ2]− |J〉〈I|+ [∂1, Rˆ2] + [Rˆ2, ∂2] = 0 .
The second (real) instanton equation (49) can be also represented in terms of four equations
for each block. Here we write down only equation for the upper left block:
− (θ−11 + θ−12 ) + [B1, B†1] + [B2, B†2] + 〈I|I〉 − 〈J |J〉 = 0 . (52)
It is easy to see that equations (51), (52) closely resemble the ADHM matrix equations.
Moreover let us take an ansatz
〈Iβr | = (I0)βr 〈Φ| , |Jsα〉 = (J0)sα|Ψ〉
where (I0)βr , (J
0)sα are N × k and k × N matrices with numerical entries and 〈Φ|, |Ψ〉 are
such that 〈Φ|Ψ〉 = 1. Then it follows from (51), (52) that the matrices Bi, I0, J0 satisfy the
noncommutative ADHM equations
[B1, B2] + I
0J0 = 0 , (53)
[B1, B
†
1] + [B2, B
†
2] + I
0(I0)† − (J0)†J0 = ζr (54)
where ζr = θ
−1
1 + θ
−1
2 .
It looks like a natural conjecture that once a solution to the ADHM equations (53), (54)
is chosen one can find 〈Φ|, |Ψ〉, Rˆ1 Rˆ2 such that the rest of the equations following from
(48), (49) is satisfied.
Thus we see that following our approach based on classification of projective modules
Fk,N we obtained the noncommutative ADHM equations in a seemingly effortless way. The
relation between this approach and the standard one of [11], [14] can be established in
a similar way to how it was done for solitons in section 3.2. See sections 4.4, 4.5 for a
more detailed explanation of this relation and a more detailed treatment of the ADHM
construction.
4.2 Hypoelliptic operators, Fk,N-modules and partial isometries
In this section we will formulate some mathematical results that are needed for a more
complete and more rigorous treatment of gauge theory on noncommutative Rd.
In section 2.2 we introduced a class of functions Γmρ ≡ Γmρ (Rd). Let us introduce a subclass
Σmρ ⊂ Γmρ consisting of smooth functions f(x) that satisfy
|f(x)| ≤ C |x‖m , |∂αf(x)| ≤ Cα|f(x)|‖x‖m−ρ|α| (55)
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for all ‖x‖ > R for some R > 0, i.e. outside of a sphere of sufficiently large radius. We
say that a function f(x) belongs to the class HΓm,m0ρ if f ∈ Σmρ and there exists a function
g(x) ∈ Σ−m0ρ such that f(x)g(x) = 1 for ‖x‖ > r where r is some positive number. In other
words f(x) must have an inverse outside of a sphere of sufficiently large radius with respect
to the usual pointwise multiplication and this inverse must be a function from Σ−m0ρ . One
can prove (see for example [8]) that given a function f ∈ HΓm,m0ρ there exists a function
gθ ∈ HΓ−m,−m0ρ called parametrix that satisfies
1− f ∗ gθ ∈ S(Rd) , 1− gθ ∗ f ∈ S(Rd)
where ∗ stands for the star product defined by θ. Essentially what we are saying here is that
if a function f(x) is invertible up to an element from S(Rd) (invertible at large distances)
with respect to the pointwise product it is also invertible up to an element from S(Rd) with
respect to the star product. Note that if there is another element g′θ ∈ HΓ−m,−m0ρ such that
1− f ∗ g′θ ∈ S(Rd) then gθ − g′θ ∈ S(Rd) and 1− g′θ ∗ f ∈ S(Rd). Thus parametrix is unique
up to an addition of element from the Schwartz space.
The above definition of classes Γmρ , Σ
m
ρ and HΓ
m,m0
ρ can be extended in a straightforward
way to matrix-valued functions. The absolute value |f(x)| in formulas (7), (55) in that case
should be understood as a matrix norm. Matrix-valued functions belonging to the class Γmρ
are same as matrices whose entries are functions from this class. (This is wrong however for
the class HΓm,m0ρ .) The pointwise and Moyal multiplications should now be combined with
matrix multiplication.
If θ is nondegenerate we can consider elements from HΓm,m0ρ as pseudodifferential oper-
ators. We will denote this set of operators by HΓm,m0ρ,θ reserving the notation HΓ
m,m0
ρ for
their symbols. Such operators are called hypoelliptic (elliptic in the case m = m0). These
operators act on S(Rd/2) and can be considered there as Fredholm operators. That is ker-
nels of such an operator A and of its adjoint A† are finite-dimensional and the difference
ind(A) = dim(KerA) − dim(KerA†) is called an index of operator A. This index can be
calculated in the following way. Assume A is a hypoelliptic operator corresponding to an
n × n matrix valued function a(x) ∈ HΓm,m0ρ . Since the matrix a(x) is invertible for large
|x| we have a mapping from large sphere Sd−1 into GL(n). More precisely a(x) specifies a
homotopy class of mappings Sd−1 → GL(n). It is known that for n ≥ d/2 the homotopy
group πd−1(GL(n)) is isomorphic to integers Z. In particular for d = 4 the homotopy class
of a map from S3 to GL(n) is characterized by an integer
k ∈ π3(GL(n)) ∼= π3(U(n)) ∼= Z .
The integer k coincides (up to a sign) with the index of operator A. The relative sign factor
is given by the sign of the Pfaffian: sign(Pfaff(θ)). It comes from the operator - function
correspondence set by formula (5). The easiest way to see this effect is by noticing that
θi 7→ −θi exchanges the creation and annihilation operators (c.f. formula (25). A general
formula for k valid for any even d looks as follows (see for example [9])
k = ind(A) = −sign(Pfaff(θ))
(
i
2π
)d/2
(d/2− 1)!
(d− 1)!
∫
Sd−1
tr(a−1da)d−1 (56)
We readily see from this formula that while the sign of the integral in (56) depends on the
choice of orientation in Rd, the index of operator A does not.
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Example 1. Consider a function f = z - a complex coordinate on R2 introduced in section
2.5. Evidently it belongs to the space HΓ1,11 . The corresponding operator is
√
θa where a is
the annihilation operator. Its index is equal to one.
Example 2. Consider a matrix valued function
D =
(
z2 −z¯1
−z1 −z¯2
)
where zα are complex coordinates (24) on R
4. It is clear that the symbol D belongs to HΓ1,11 .
Note that if one adds a constant matrix to D the resulting function stays in HΓ1,11 (lower
order terms in z do not spoil ellipticity). To obtain the corresponding elliptic operator we
replace zα, z¯α by operators proportional to creation or annihilation operators according to
(25). Taking for example θ1, θ2 > 0 we get an operator
Dˆ =
( √
θ2a2 −
√
θ2a
†
1
−√θ2a1 −
√
θ2a
†
2
)
.
It is easy to see that this operator has a one-dimensional kernel spanned by the vector( |0〉
0
)
where |0〉 is the Fock space vacuum. The adjoint operator Dˆ† does not have zero modes.
Thus ind(Dˆ) = 1.
A more general construction of an element of HΓ1,11 that works in any even dimension is
D =
d∑
i=1
γix
i (57)
where γi are Dirac gamma-matrices. The inclusion D ∈ HΓ1,11 immediately follows from the
relation D2 = x · x. One can also show that ind(Dˆ) = 1.
Let us assume that a pseudodifferential operator A ∈ HΓm,m0ρ,θ has no zero modes, i.e.,
KerA = 0. Then we can construct an operator T = A(A†A)−1/2 obeying T †T = 1. It is
easy to check that both T and T † belong to HΓ0,0ρ,θ. Since the parametrix of any operator
is uniquely defined up to an operator with Schwartz class matrix elements the operator T †
is a parametrix of T and 1 − TT † has matrix elements from S(Rd) (i.e. belongs to S(Rdθ)).
We can apply this construction to the operator Dˆ considered above. In that case we have
T = Dˆ(Dˆ†Dˆ)−1/2 ∈ HΓ0,01,θ. This operator has index 1.
We can use such an operator T to give a rigorous proof of the isomorphism of A-modules
Fk⊕AN and AN where A is any of the algebras introduced in section 2.2. The construction
of the isomorphism goes as follows. Take any operator T satisfying T †T = 1 and having
index ind(T ) = k. For instance we can take T = (Dˆ(Dˆ†Dˆ)−1/2)k constructed with a help of
the matrix valued function D given by (57). Since T †T = 1 and the index of T equals k we
have dim(T †) = k. Consider a module E = KerT †⊕AN and a mapping M : E → AN acting
as (ξ, x) 7→ ξ + Tx. The inverse map transforms y ∈ AN into (Πy, T †y). It remains to prove
that KerT † is isomorphic to Fk. Note that the map Π = 1− TT † is a projector of AN onto
KerT †. By construction Π belongs to S(Rdθ). From this point on the proof of the isomorphism
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KerT † ∼= Fk is essentially a generalization of our argument from section 2.3 showing that F
is projective. Namely one can always choose a basis in our Hilbert space in such a way that
the matrix elements of Π are of the form 〈x|Π|x′〉 = ∑ki=1 α¯i(x)αi(x′) where the functions
αi(x) belong to S(Rd/2) and are orthogonal to each other. An arbitrary element of KerT † can
be written as Π · aˆ where aˆ ∈ AN . It has matrix elements 〈x|Πaˆ|x′〉 =∑ki=1 α¯i(x)ρi(x′) where
ρi(x) ∈ S(Rd/2). The mapping Π · aˆ 7→ (ρi(x)) ∈ Fk establishes the desired isomorphism.
It is easy to show that by means of the above isomorphism the trivial connection ∂i on
AN induces a connection Π∂iΠ on KerT †. Let us calculate a connection Dα on AN that
corresponds to the connection (
Π∂iΠ 0
0 ∂i
)
on KerT † ⊕AN . We have a sequence of maps
AN ∋ y 7→ (Πy, T †y) 7→ (Π∂iΠy, ∂iT †y) 7→ Π∂iΠy + T∂iT †y .
Therefore Di = Π∂iΠ+ T∂iT
†.
More generally we can consider a connection(
Π∂iΠ 0
0 ∂i
)
+
(
Bi 〈Ii|
|Ji〉 Rˆi
)
(58)
on KerT † ⊕AN . Under the isomorphism M it goes into a connection Di + Ai where
Ai = ΠBiΠ+ Π|Ij〉〈Ij|T † + T |Jj〉〈Jj|Π+ TRˆjT † (59)
or, less invariantly but more explicitly, assuming Π =
∑k
α=1 |α〉〈α| we can write
Ai = |α〉Bαβi 〈β|+ |α〉〈Iαi |T † + T |Jαi〉〈α|+ TRˆiT † .
Identifying KerT † with Fk we obtain a correspondence between connections on Fk ⊕ AN
and connections on AN . We can rewrite the above connection Di +Ai in the form T∂iT † +
Π∂iΠ+ νi.
Furthermore if we assume that both operators T and T † belong to HΓ0,01,θ then one can
argue that νi has the same behavior at infinity as the block Rˆi. This follows from formula
(59) once we notice that the terms containing Π belong to S(Rdθ) and multiplying by T or
T † does not change the asymptotic behavior. In particular (under the above assumptions on
T and T †) νi ∈ Γm(Rdθ) if and only if Rˆi belongs to the same algebra.
We shall call a connection (gauge field) (58) on a Γθ-module Fk,N whose lower right block
Rˆi belongs to Γθ a Γ˜θ-connection (gauge field). As the name reveals these connections are
precisely those connections on a given Γθ-module that can be extended to the corresponding
Γ˜θ-module. (As we already discussed once we add the unit element the endomorphisms of
A˜N correspond to matrices with entries from unitized algebra.)
4.3 Fields gauge trivial at infinity.
In this section we will analyze instantons on noncommutative R4 considering them as gauge
fields on Γθ
N . As usual we define an instanton as a gauge field satisfying (48), (49). However
we should also impose additional constraints on our gauge fields that will guaranty that the
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corresponding Euclidean Yang-Mills action is finite. We will require that (anti)instantons
are gauge trivial at infinity in the following sense.
We first give a definition of a connection gauge trivial at infinity that works for arbitrary
θ, in particular for a degenerate one. Consider an element T ∈ MatN (A) where A is one
of the algebras Rdθ , Γθ, S(Rdθ). Assume also that T ∈ HΓm,m01 . The parametrix S of T is
represented by a N ×N matrix belonging to HΓ−m,−m01 and we have elements Π = 1−T ∗S,
Π′ = 1 − S ∗ T belonging to MatN (S(Rdθ)). Then we say that a connection ∇i : AN → AN
is gauge trivial at infinity if it can be written in a form
∇i = T · ∂i · S +Π · ∂i + νi (60)
for some operators T and S satisfying the assumptions above and some endomorphism
νi ∈ Γθ. In this formula T and S stand for operators acting on AN by a star-multiplication
from the right (combined with the usual matrix multiplication). The term Π · ∂i is needed
here to ensure that operator ∇i is indeed a connection. This becomes manifest when we
rewrite the above expression as ∇i = ∂i+T [∂i, S]+νi that has the form ∂i+endomorphism.
Note also that in the commutative case θ = 0 the above definition coincides with the standard
definition of gauge triviality at infinity.
A gauge field, as we defined it, is a unitary (antihermitian) connection. Assume further
that the matrix θ is nondegenerate. This allows us to consider T and S as pseudo-differential
operators. To ensure unitarity we set in the above definition S = T †. Then automatically
T, T † ∈ HΓ0,01,θ. Furthermore in the above definition we have a freedom of shifting operators
T and S by operators from S(Rdθ). We can use that freedom to set either Π′ or Π, depending
on ind(T ), to zero. If we can set Π = 0 then Π′ is a projector and vice versa. We say that
∇i is a gauge field gauge trivial at infinity if it can be represented in the form
∇i = T · ∂i · T † +Π · ∂i · Π+ νi (61)
where νi is an antihermitian endomorphism from Γθ and T, T
† ∈ HΓ0,01,θ. The space of all
such connections has connected components labeled by the index I of operator T . We fix one
operator T = TI for every value of the index I and denote by GI the set of gauge fields having
the form (61) with the operator T = TI . Specializing further to the case of (anti)instantons
we will assume from now on that d = 4, A = Γθ.
As we explained in the previous section if operator T has a negative index we may use
a pair T , T † to establish an isomorphism of a general module Fk,N = Fk ⊕ ΓθN with ΓθN .
The results of the previous section imply that Γ˜θ gauge fields on a Γθ-module Fk ⊕ ΓθN
are in one to one correspondence with a class of gauge fields Gk gauge trivial at infinity
on a module Γθ
N . Moreover it is easy to check that the condition of gauge triviality at
infinity implies the finiteness of the Euclidean action (it follows essentially from inclusions
Γm(R4θ) · Γn(R4θ) ⊂ Γm+n(R4θ)). Notice that a connection on Fk ⊕ ΓNθ can be extended to a
connection on a Γ˜θ-module Fk ⊕ Γ˜Nθ . The former fact is implied from the inclusion νi ∈ Γθ.
This remark provides a bridge between the considerations of the present section and those
of section 4.1.
4.4 Noncommutative ADHM construction
Now we are fully armed to discuss the noncommutative ADHM construction in detail. In
part I of this review we explained how one can construct a connection on a module E specified
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by a projector P acting in a free module AN from any connection ∇0i on AN . Namely the
operator ∇ = P · ∇0i · P descends to a connection on E. In particular one may take ∇0i
to be just the trivial connection ∂i. This gives rise to the so called Levi-Civita connection.
The ADHM construction of (anti)self-dual connections starts with solutions to some matrix
equations that are further used to construct such a projector P that the corresponding
Levi-Civita connection P · ∂i · P is (anti)self-dual. The precise construction goes as follows.
For the discussion in this subsection we will assume unless the nondegeneracy is explicitly
stated that θ is arbitrary. Let V and W be a pair of complex vector spaces of dimensions k
and N respectively. Consider a Γθ-linear operator
D† : (V ⊕ V ⊕W )⊗ Γθ → (V ⊕ V )⊗ Γθ
defined by the formula
D† =
( −B2 + zˆ2 B1 − zˆ1 I
B†1 − ̂¯z1 B†2 − ̂¯z2 J†
)
(62)
where B1, B2 : V → V , I : W → V , J : V → W are linear mappings, zˆα ̂¯z1 are operators act-
ing by star multiplication by the corresponding complex coordinates (47). The requirement
that D† satisfies
D†D =
(
∆ 0
0 ∆
)
where ∆ is some operator ∆ : V ⊗ Γθ → V ⊗ Γθ is equivalent to ADHM equations (53),
(54) with ζr = −(θ1 + θ2). More precisely the vanishing of the off-diagonal blocks in D†D
is equivalent to the first ADHM equation (53) and the equality of the diagonal blocks is
equivalent to the second one (54). The difference between the present ζr and the one that
appeared in section 4.1 can be absorbed into redefinition of matrices B1, B2, I, J . It is easy
to compute that
∆ = (B1 − zˆ1)(B†1 − ̂¯z1) + (B2 − zˆ2)(B†2 − ̂¯z2) + II† =
(B†1 − ̂¯z1)(B1 − zˆ1) + (B†2 − ̂¯z2)(B2 − zˆ2) + J†J . (63)
Let us now show that provided θij is nondegenerate the operator ∆ does not have any
zero modes. Recall that our algebra Γθ has a natural representation in terms of integral
operators in S(R2), i.e. the Fock module F . If there exists an operator Φˆ ∈ V ⊗ Γθ
satisfying ∆ · Φˆ = 0 then any vector |φ〉 ∈ F of the form |φ〉 = Φˆ|φ〉 is annihilated by ∆.
Using the first representation in (63) we obtain an equation
〈φ|∆|φ〉 = ‖(B†1 − ̂¯z1)φ‖2 + ‖(B†2 − ̂¯z2)φ‖2 + ‖I†φ‖2 = 0
that implies
(B†1 − ̂¯z1)|φ〉 = 0 , (B†2 − ̂¯z2)|φ〉 = 0 , I†|φ〉 = 0 .
Analogously from the second representation of ∆ in (63) we obtain
(B1 − zˆ1)|φ〉 = 0 , (B2 − zˆ2)|φ〉 = 0 , J |φ〉 = 0 .
The set of operators zˆα, ̂¯zα can be identified up to numerical factors |θα|−1/2 with the set
of creation and annihilation operators a†α, aα. The particular identifications depend on the
signs of eigenvalues θα according to (25). The statement φ = 0 then follows from the fact
that the equations
(B + a†1)|φ〉 = 0 , (B′ + a†2)|φ〉 = 0
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have only trivial solution.
Thus when θ is nondegenerate the operator ∆ is invertible. The condition of nondegen-
eracy can be weakened. The proof above can be easily modified for the assumption that θij
is merely nonzero (see [14] for details). In the commutative θij = 0 case the nondegeneracy
of ∆ is a separate assumption. Assuming the nondegeneracy of ∆ we can split the module
(V ⊕ V ⊕ W ) ⊗ Γθ into a direct sum of two subspaces E ⊕ E ′ where E = Ker(D†) and
E ′ = D(V ⊕ V ⊕W ) ⊗ Γθ ≡ Im(D). These subspaces are in fact submodules because D
and D† are Γθ-linear operators. Each of these submodules can be identified with images of
orthogonal projectors E = Π(V ⊕ V ⊕W )⊗ Γθ, E ′ = (1− Π)(V ⊕ V ⊕W )⊗ Γθ where
Π = 1−D · (D†D)−1 ·D† . (64)
The inverse of operator D†D exists under the assumption that the operator ∆ is invertible
(that as we proved above is always true for nondegenerate θij and should be taken as an
additional requirement otherwise).
In summary starting with a solution to the noncommutative ADHM equations we con-
structed an orthogonal projector Π. The claim then is that the Levi-Civita connection Π∂iΠ
induced on the module E satisfies the self-duality equation. Let us give an explicit proof of
it. The curvature of connection Π∂iΠ is a two-form that restricted on E can be written as
F = dΠ ∧ dΠ = d(D(D†D)−1D†) ∧ d(D(D†D)−1D†) . (65)
Using
d(D†D)−1 = −(D†D)−1d(D†D)(D†D)−1
we obtain
d(D(D†D)−1D†) = Πd(D)(D†D)−1D† +D(D†D)−1d(D†)Π .
Substituting this expression into (65) we get
F = Πd(D)(D†D)−1 ∧ d(D†)Π +D(D†D)−1d(D†)Π ∧ d(D)(D†D)−1D† .
The second term in this expression vanishes when restricted to E . We can now plug the
concrete expressions for operators D and D† corresponding to (62) into the second term.
Using the identity(
dz¯2 −dz1
−dz¯1 −dz2
)
∧
(
dz2 −dz1
−dz¯1 −dz¯2
)
= 2
(
if1 f2 + if3
f2 − if3 −if1
)
where
f1 = dx
3 ∧ dx1 + dx2 ∧ dx4 , f2 = dx1 ∧ dx2 + dx3 ∧ dx4 , f3 = dx4 ∧ dx1 + dx3 ∧ dx2
are basic self-dual forms, we obtain for the curvature
F = 2Π
 i∆−1f1 ∆−1(f2 + if3) 0∆−1(f2 − if3) −i∆−1f1 0
0 0 0
Π
that is evidently self-dual.
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The above construction can be represented in a slightly different form. Instead of singling
out the submodule E by the condition E = KerD† we can take as a starting point an isometric
Γθ-linear map
ω : E˜ → (V ⊕ V ⊕W )⊗ Γθ (66)
that maps some Γθ-module E˜ onto E . For the mapping ω to be an isometry one has to have
ω†ω = 1. This mapping induces a self-dual connection on E that can be written as ω† ·∂α ·ω.
4.5 ADHM instantons as gauge fields trivial at infinity and Fk,N-modules.
In section 4.3 we introduced an important notion of gauge fields trivial at infinity. Such
fields have a finite Euclidean action. Here we would like to show that the instanton solutions
constructed via the noncommutative ADHM construction are gauge trivial at infinity.
To this end we first construct a module E˜ that is isometrically isomorphic to KerD† by
means of some embedding ω (66). Throughout the discussion in this subsection we assume
θij to be nondegenerate. An element ψ ∈ KerD† can be represented by a column vector
ψ =
(
φ
ζ
)
=
 φ1φ2
ζ

where φi ∈ V ⊗ Γθ and ζ ∈ W ⊗ Γθ. The equation D†ψ = 0 then reads
Aφ+ Cζ = 0 (67)
where
Aφ =
( −B2 + zˆ2 B1 − zˆ1
B†1 − ̂¯z1 B†2 − ̂¯z2
)(
φ1
φ2
)
, Cζ =
(
Iζ
J†ζ
)
.
The above operator A : (V ⊕V )⊗Γθ → (V ⊕V )⊗Γθ is defined as an operator of left star
multiplication by the corresponding matrix-valued function. This function belongs to the
class HΓ1,11 . The corresponding elliptic pseudo-differential operator (not to be confused with
the operator A itself) can be expressed via creation and annihilation operators according
to (25). It is not hard to see from those expressions that the index of A equals dimV
when Pfaff(θ) = θ1θ2 > 0 and Ind(A) = −dimV when θ1θ2 < 0. We will consider these
two cases separately beginning with the θ1θ2 > 0 case. In this case the operator A has
a parametrix Q that without loss of generality can be assumed to satisfy AQ = 1 and
QA = 1− P where P ∈ S(R4θ). By multiplying equation (67) by Q from the left we obtain
that φ = φ0 − QCζ where φ0 = Pφ belongs to the kernel KerA ∼= Fk. We take now
E˜ = Fk⊕ (W ⊗Γθ) where we identify Fk with a submodule KerA ⊂ (V ⊕V )⊗Γθ. Consider
a mapping ν : E˜ → (V ⊕ V ⊕W )⊗ Γθ acting as(
ρ
ξ
)
7→
(
ρ−QCξ
ξ
)
(68)
where ρ ∈ KerA ⊂ (V ⊕ V ) ⊗ Γθ, ξW ⊗ Γθ. This mapping is evidently Γθ-linear and has
trivial kernel. To check that the image of this map belongs to E we first note that as it
follows from AQ = 1 a point in the image of ν: φ = ρ − QCξ, ζ = ξ satisfies equation
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(67). Next, as we have Q ∈ HΓ−1,−11,θ and C ∈ HΓ0,01,θ, the element (ρ − QCξ, ξ) belongs to
(V ⊕ V ⊕W )⊗Γθ. It is also easy to check that the inverse mapping is given by the formula
ν−1 :
(
u
ξ
)
7→
(
u+QCξ
ξ
)
and it maps E into E˜ . It remains to modify the isomorphism ν to make it an isometry. This
can be done by taking ω = ν(ν†ν)−1/2. It is not hard to derive from the explicit form (68)
that ω and ν have the same asymptotic behavior at infinity. We imply from this that the
W ⊗ Γθ → W ⊗ Γθ block of the connection ω†∂αω : E˜ → E˜ has the from ∂α + a[∂α, b] where
a and b are some operators having the form a = 1 + a′, b = 1 + b′ where a′, b′ ∈ Γ−1(R4θ).
Therefore ω†∂αω is a Γ˜θ-connection and using the correspondence explained in section 4.2 we
conclude that (for θ1θ2 > 0) the noncommutative ADHM (anti)instanton solution is indeed
gauge trivial at infinity.
For simplicity we used above the assumption that the parametrix Q satisfies AQ = 1 and
QA = 1−P . The general situation when one has AQ = 1−P ′, QA = 1−P , P, P ′ ∈ S(R4θ)
can be reduced to this particular case by a change of variables: φ′ = φ, ζ ′ = ζ +Mφ where
M can be chosen in such a way that the above arguments will go through when applied to
the equation (A− CM)φ′ + Cζ = 0.
Let us consider now the case θ1θ2 < 0. In this case the matrix-valued function representing
the operator A above gives rise to an elliptic operator of index −dimV . Then one can assume
that there exists a parametrixQ : (V⊕V )⊗Γθ → (V⊕V )⊗Γθ satisfying QA = 1, AQ = 1−P ′
where P ′ ∈ S(R4θ) is a projector. Multiplying equation (67) describing the kernel of D† (67)
by operator Q from the left we obtain φ = −QCζ . Substituting this back into (67) we get
P ′Cζ = 0. This means that we can identify the space of solutions to D†ψ = 0 with the kernel
of operator P ′C : W ⊗ Γθ → (V ⊕ V ) ⊗ Γθ. Since P ′ considered as a pseudo-differential
operator in Hilbert space has a finite-dimensional image, i.e., is an operator of finite defect,
the operator solutions to P ′Cζ = 0 form a space isomorphic to a module W ⊗ Γθ. Assume
that there is an isometric embedding
T :W ⊗ Γθ → W ⊗ Γθ , T ∈ HΓ0,01,θ
such that the image of T coincides with E˜ = KerP ′C. Let us further define a mapping
λ : E˜ → (V ⊕ V ⊕W )⊗ Γθ as
λ(ζ) =
( −QCζ
ζ
)
. (69)
It is easy to check that this map is an isomorphism and its image coincides with E . As
before one can make this isomorphism an isometry by modifying it as λ˜ = λ(λ†λ)−1/2. Thus
ultimately we have a sequence of two isometric isomorphisms
ΓNθ
T−→ E˜ λ˜−→ E .
The pull-back of the ADHM antiinstanton on the module ΓNθ is a connection
∇α = (T †λ˜†) · ∂α · (λ˜T ) : ΓNθ → ΓNθ . (70)
The mapping λ˜ can be explicitly represented in a block form as
λ˜ =
( −QC(1 + (QC)†QC)−1/2
(1 + (QC)†QC)−1/2
)
≡
(
λ1
λ2
)
.
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Since the symbols of pseudodifferential operators corresponding to QC and (QC)† belong to
the class HΓ−1,−11 the symbol of λ1 belongs to the same class and the one of λ2 has the form
1 + λ′2 where λ
′
2 ∈ HΓ−1,−11 . Substituting this expression into (70) we obtain
∇α = T †∂αT + λ∗1[∂α, λ1] + λ∗2[∂α, λ2]
From the asymptotic properties of symbols of λ1 and λ2 noted above it follows that ∇α has
the form T †∂αT + νi where νi ∈ Γ−2(R4θ) ⊂ Γθ. Therefore we see that in this form ∇α has
a manifestly gauge trivial at infinity form. Note that the assumption on the parametrix Q
can be disposed of similarly to the θ1θ2 > 0 case.
Let us comment on the difference in treatments of the θ1θ2 > 0 and θ1θ2 < 0 cases. In the
first case Ind(A) = dimV = k and with our simplifying assumption on the parametrix the
pseudodifferential operator corresponding to A has a kernel of dimension dimV . Thus A itself
has a kernel isomorphic to a Fock module Fk and we took for our module E˜ = Fk⊕(W⊗Γθ).
In the second case Ind(A) = −dimV = −k and under our assumptions A has a cokernel
isomorphic to Fk. Moreover the construction of E˜ that we employed describes E˜ by means of
an operator T such that the pseudodifferential operator corresponding to T has a finite defect.
For a generic C the dimension of the defect subspace is precisely k and CokerT is isomorphic
to Fk. Intuitively this means that in this case E is given by means of “subtraction” of Fk
from the module W ⊗ Γθ in contrast to adding the same kind of Fock module in the case
θ1θ2 > 0. Another way to describe this situation is based on the consideration of Z2-graded
modules (supermodules and superconnctions). We interpret ”subtraction” of a module as
addition of this module with reversed parity. In this approach one can work with modules
over unitized algebra. The phenomenon of ”subtraction” of a Fock module is also discussed
in [12], [13] from a different point of view.
One can prove that all self-dual and antiself-dual gauge fields that are gauge trivial at
infinity can be obtained by means of ADHM construction [23]. As in the commutative
situation the proof is based on the consideration of Dirac operator in the presence of instanton
gauge field. The ADHM data can be extracted from the study of asymptotic behavior of
zero modes of this operator.
5 Literature
The subject of noncommutative solitons and instantons is currently an area of active research
and a number of new papers grows very fast. In this review we covered only basic facts about
these objects trying to provide a reader with a solid mathematical foundation. We refer the
reader to review papers [1], [2], [3] for exposition of other topics in noncommutative field
theories not covered in the present review. Below we would like to give some rough guide to
the existing literature that is very subjective and is concentrated on subjects that were not
covered in this review rather than on complete historical references.
Most of the mathematical results used in section 2 can be found in books [8], [6]. The first
examples of exact soliton solutions in Yang-Mills-Higgs type systems discussed in sections
3.1, 3.2 were considered in [26], [29]. These examples were generalized to a broader set
of models in [36], [37], [38]. Our exposition differs from the approach based on partial
isometries that is taken in most of the papers on the subject and follows the ideas of [21]
that were put forward for noncommutative instantons. The stability of the exact solutions
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in d = 2 + 1 dimension is analyzed in [36]. Exact solutions in systems with scalar fields “in
the fundamental representation” were studied in [39], [40].
The scalar solitons in noncommutative field theories in the limit θ →∞ were first studied
in paper [24]. Our exposition of this subject in section 3.3 is mostly inspired by papers [24],
[36], [44], [48]. The scalar solitons at finite θ were further studied in [31], [33], [42] [49].
The existence of exact scalar soliton solutions at finite θ was recently proved in [53]. The
questions of stability were addressed in [24], [47], [49] [53].
Noncommutative instantons and deformation of the ADHM construction were introduced
in paper [11]. The construction was further refined in [13], [14], [16], [17], [19], [20]. Our
exposition in section 4 essentially follows paper [21]. See also [1] for a complementary review
as well as papers [15], [18], [22] for related work in other directions.
The monopole solutions on noncommutative plane are studied in [25], [29], [38]. A number
of other types of solitonic solutions in various noncommutative field theories were considered
in papers [26], [27], [28], [30], [34], [41], [46], [51], [52].
Both the exact solitonic and the approximate ones at θ →∞ found an application in the
description of D-branes as solitons of the tachyon field in the limit of large B-field [54], [55].
This subject was further developed in papers [56], [57], [58], [59], [59], [60], [61], [62], [63],
[64].
Solitons on noncommutative tori and their application to the description of tachyon con-
densation were studied in [66], [68], [69]. Solitonic solutions on other noncommutative spaces
such as noncommutative orbifolds and fuzzy spheres are considered in [65], [67], [70].
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