INTRODUCTION
For many important practical or theoretical problems, the objective is to choose a "best" solution out of a large number of candidate solutions or the solution space. Such problems are typically known as combinatorial optimization problems. Acombinatorial optimization problem is formalized as a pair (S,C), where S is the finite -or possibly countably infinite -set of configurations (also called configuration or search space) and C a cost function, C:S− − >R,which assigns ar eal number to each configuration. For convenience, it is assumed that C is defined such that the lower the value of C, the better (with respect to the optimization criteria) the corresponding configuration. The problem now is to find a configuration for which C takes its minimum value, i.e. an (optimal) configuration i 0 satisfying
where C opt denotes the optimum (minimum) cost.
One common combinatorial optimization problem that arises frequently in applications is the problem of allocating rectangular and/or irregular patterns onto a large stock sheet of finite dimensions in such a way that the resulting scrap will be minimized. This problem is common to many applications in aerospace, shipbuilding, VLSI design, steel construction, shoe manufacturing, clothing and furniture. This problem is commonly known as the stock cutting problem or the 2D bin packing problem.
The stock cutting problem is an example of a large scale optimization problem. It is unlikely to be solved by an algorithm whose run time is bounded by a polynomial function. This is an example of an NP-hard problem [GaJo79] . This means that this problem requires a computing effort that increases exponentially with the problem size. Since the stock cutting problem is of practical importance, efficient approximation algorithms, namely,a lgorithms that do not produce optimal but rather close-to-optimal solutions, have been developed. These include linear and integer programming, dynamic programming, tree-search algorithms and artificial intelligence and operations research(AI/OR) integration. These proposed approaches have restrictions on the size and type of applications.
The paper is organized as follows: Section 2 discusses previous approaches to optimization of stock cutting, Section 3 presents Simulated Annealing through the concept of statistical mechanics. Section 4d escribes the relevant parameters that control Simulated Annealing and Section 5 relates these parameters to the problem of stock cutting. Section 6 discusses the notion implementation of moving figures and Section 7 discusses the cooling schedule used. Experimental results are reported in Section 8.
PREVIOUS METHODS
Linear programming methods have been extensively researched. Work has been done by Gilmore and Gomery [GiGo61, GiGo63, GiGo65] , Geoffrion and Marsten[GeMa72], Haessker [Haes80] , and Dyckhoff [Dych81] . In general this method involves solution of the problem through development of mathematical models consisting of an objective function that is to The stock cutting problem can result in a mathematical model consisting of hundreds and even thousands of variables and constraints. The above mentioned work has concentrated on finding special structural characteristics of the model and developing techniques that exploit these structures. These methods have successfully been applied to a broad class of stock cutting problems.
There are, however,many real problems for which these methods are not appropriate due to their structure or size. In many cases, this is caused by special restrictions. For such problems, other methods -often heuristic ones -are used.
Dynamic programming is one heuristic often used. Dynamic programming is an algorithm design method that takes a model of the problem and converts it into a series of single stage problems. This transformation is intuitively based on the principle that an optimal set of decisions has the property that whatever the first decision is, the remaining decisions must be optimal with respect to the outcome which results from the first decision. The difficulty is in determining quickly the optimal decisions. Otherwise, the problem degrades into enumeration of the decisions and determining which is the best. This has exponential complexity.S tudies of dynamic programming approaches to the stock cutting problem have been done by Beasley [Beas85a, Beas85b] , Sarker [Sark85] .
Another class of heuristics often used are tree-search methods. This method enumerates all possible solutions in a tree like organization. Many different tree organizations may exist for the solution space. Heuristics exist for finding the solution to the problem by traversing the tree.
These heuristics will start out on one path and will terminate when either an optimal solution is believed to have been found or the path is known to result in an unsatisfactory solution. It is difficult to determine which path to start on and once on a particular path, determining whether the path is worth traversing, i.e. lower costs possible or whether to proceed on a different path.
Work has been done by Christofides and Whitlock [ChWh77] , Hinxman [Hinx80] , and Beasley [Beas85a, Beas85b] .
Another heuristic used is the iterative improvement method. Application of the method of iterative improvement requires the definition of a solution space, a cost function, and a set of moves that can be used to modify a solution. Define a solution x i = (x i0 , x i1 , ... , x im )onmvariables. A solution y is a neighbor(neighboring solution) of a solution x if y can be obtained from x via one of the moves. In this method, one starts with an initial solution represented by x 0 = (x 00 , x 01 , ... , x 0m ). A ti teration i, if the current solution is x i then its neighbors neighbors are examined until a neighboring solution x i+ + 1 is found with a new cost. In that case, x i+ + 1 is the new solution and the process is continued to examine the neighbors of the new solution. The algorithm terminates when it arrives at a solution which has no neighboring solution with a lower cost. This process tends to minimize the cost but can get trapped in a poor solution i.e it may be local minimum, but not global. Figure 1 shows how this may happen. If x 0 is the chosen initial configuration then the iterative improvement method will choose configuration A as the optimum. If x ′ 0 is the chosen initial configuration then the iterative improvement method will choose configuration B as the optimum. Solution A is a local optimum. All neighboring solutions have ahigher cost than A, hence iterative improvement is trapped at A. However,Bisthe configuration that minimizes the cost. It is the global solution. Thus iterative improvement is sensitive to the choice of the initial configuration. tion or are not applicable to a wide variety of applications, a new approach using simulated annealing is considered. Simulated annealing can be used to give near optimal solutions and be used for all applications.
SIMULATED ANNEALING

Motivation
Simulated annealing is a method of optimization that tries to avoid the pitfalls inherent in other optimization methods, such as the iterative improvement approach; i. 
Statistical Mechanics
At the heart of the method of simulated annealing is an an analogy in statistical mechanics.
Statistical mechanics is the central discipline of condensed matter physics, a body of methods for analyzing aggregate properties of the large numbers of atoms to be found in samples of liquid or solid matter.B ecause the number of atoms is of order 10 23 per cubic centimeter,o nly the most probable behavior of the system at a given temperature is observed in experiments. Since at a given temperature, the behavior may vary,d etermining the most probable behavior is done by considering the average behavior of a collection of identical systems. This is called an ensemble of systems. In this ensemble, each configuration, defined by the set of atomic positions, r =( r i ), of the system is weighted by its Boltzmann probability factor,
where E(r)isthe energy of the configuration, k B is Boltzmann'sconstant, and T is temperature.
Afundamental question in statistical mechanics concerns what happens to the system in the limit of low temperature, T.F or example, whether the particles (could be referring to atoms or molecules) remain fluid or solidify,and if they solidify,whether they form a crystalline solid or a glass. Ground states, i.e. states with lowest energy and configurations close to them in energy are extremely rare among all configurations, yet they dominate at low temperatures because as T -7-is lowered the Boltzmann distribution collapses into the lowest energy state or states.
Consider a two-dimensional network of points arranged in a square lattice with each point, labeled by its integer coordinates i,j, connected to its four nearest neighbors, where two points i 1 , j 1 and i 2 , j 2 are nearest neighbors if either
Suppose we place in each point a particle with a magnetic moment(spin) and that each particle can be in one of two states, conventionally labeled r =−1and r =+1 or called "spin down" or "spin up" respectively.S uppose that each particle interacts with its nearest neighbors. Then the energy of the system can be written as
where C i 1 j 1 i 2 j 2 is a connection matrix such that
This is a very simplified but physically reasonable model, which was introduced by
Ising [Isin25] , for a two-dimensional substance exhibiting ferromagnetic behavior.J (a positive constant) is the contribution to the total energy given by a pair of adjacent spins, the sign of the contribution being negative if the two adjacent spins are aligned(i.e. both up or both down) and positive otherwise. The system, in order to minimize its energy,tends to align all its spins in the same direction. Therefore, the ground state configuration(state with minimal energy) is very simple, with all the spins pointing in one direction. In practice, the magnetization is rarely perfect, i.e the spins are slightly shifted towards the interior of the (-1,1) segment i.e.
where 0 < 1,2 << 1. This is corrected by replacing
The system is crystallized when E is minimal. The Boltzmann'sd istribution implies that E is minimal at a low temperature.
In practical contexts, low temperature is not a sufficient condition for finding ground states of systems. Experiments that determine the low temperature state of a system that gives us minimal energy are done by a method called annealing. First, the system is raised to a high temperature, then lowering the temperature slowly and spending a long time at temperatures in the vicinity of the freezing point. Enough time must be spent at each temperature for each of the spins to reach a steady state. In other words, each spin must be given enough time to polarize towards 1 or -1. This is called thermal equilibrium or quasi equilibrium. If the temperature is lowered too quickly,t he system does not have sufficient time to achieve equilibrium and the resulting state might have high energy.
As mentioned before, studies have shown that the distribution of atoms in a system, at a temperature T satisfies the Boltzmann'sd istribution. This probability expresses the idea that a system in thermal equilibrium at temperature T has its energy probabilistically distributed among all different energy states. Even at low temperatures, there is a chance, albeit very small, of a system being in a high energy state. Therefore, there is a corresponding chance of a system to get out of a local energy minimum in favor of finding a more global minimum.
The spin variables are discrete and updated asynchronously,i.e. spin variables do not polarize all at once. The annealing process of the system described by Ising can then be represented formally as follows:
where r i (t), r i (t + ¡ )r epresent the value of the spin variable r i at time t and t + ¡ ,r espectively
For large temperatures, the the second term of the above equation dominates. However,as the temperature decreases the first term will dominate.
Metropolis Algorithm
It is sometimes difficult to work with ensembles of physical systems. Metropolis [Metr53] introduced a simple algorithm to simulate the annealing process. For a given temperature T,the Metropolis method is a way to sample states of the physical system with the Boltzmann distribution. A state x 0 is randomly chosen. At each iteration, the algorithm then chooses (again randomly) a small perturbation ∆x i in the system and calculates the energy change ∆E caused by the perturbation.
If ∆E <0 ,t he the perturbation is "accepted", for it means that is energetically favorable for the system; otherwise, it is accepted with probability -13-
The states of a system correspond exactly to the configuration of the combinatorial optimization problem. The ground state corresponds to the optimal configuration i.e. configurations that minimize the cost function. The finding of the optimal configuration corresponds to determining the ground state. This process is called simulated annealing. The temperature becomes a control parameter.
With simulated annealing, a high value of T is started with, so that the probability of the system being in a given state is independent of the cost of that state. Ti ss lowly Initially,the control parameter,T ,isgiven a high value and the system is assumed to start at some state S. To simulate reaching thermal equilibrium at a temperature T,t he generic simulated annealing algorithm generates a sequence of configurations of the cost function. A generation mechanism is defined, so that given a configuration S, another configuration S ′ ,c an be obtained randomly from the neighborhood of S. ∆ is defined as the difference in the costs of each configuration i.e. ∆ =C(S ′ )-C(S). The probability for astate S ′ to be the next configuration is determined as follows:
The acceptance criterion is implemented by drawing random numbers from a uniform distribution on [0,1). Thus, there is non-zero probability of continuing with a configuration with higher cost than the current configuration. This is continued until equilibrium is reached. The control parameter,T ,i st hen lowered in steps, with the system being allowed to approach equilibrium for each step. The algorithm is terminated for some small value of T.T he final configuration is taken as the solution of the problem at hand.
Determination of the initial temperature T,the decrement factor of T at each step(i.e.
how T is updated) and the determining of thermal equilibrium is called the cooling schedule. Convergence with various cooling schedules has been proven [AaLa85] . Convergence at each temperature, or control parameter,means that the inner loop has reached thermal equilibrium. Convergence of the entire algorithm means that an optimum configuration, or cost value, has been reached. An exponentially long time may be required for convergence, depending on the size of the problem. Va rious heuristics in addition to the physical analogy must therefore be used in determining the cooling schedule.
SIMULATED ANNEALING PARAMETERS
The crucial parts of the algorithm are the definition of "move", or the way in which the configuration is perturbed and the cooling schedule.
Moves
configuration is perturbed to get a new configuration. Most researchers agree that at high temperatures, large moves should be made, but as the temperature is lowered, smaller moves should be made. Alarge move is defined as a move that causes a large difference in the value of the cost function. Asmall move is defined as a move that causes a small difference. Large moves at high temperatures allows the algorithm to avoid local minimum.
Cooling Schedule
As ummary of some effective cooling schedules is presented in [ when the system should halt processing. This is usually when there is little improvement in the optimization. The quantity little must be specified by the user and must be determined empirically such that solutions are accurate and terminate in a reasonable amount of time.
The time required for the inner loop to reach quasi-equilibrium is another parameter of the cooling schedule. There is a trade offb etween time and accuracy.T heory [AaLa85] says that for convergence, every state must be visited infinitely often. Obviously,i np ractical uses, this is not feasible. The length of the inner loop should be long enough to provide a good solution, but not so long as to provide little extra information for the time spent. Therefore, some heuristic must be used to determine inner loop iterations.
One common cooling schedule is described by van Laarhoven and Aarts [AaLa85] .
Let the notation ∆C ij refer to the difference in the cost of the system when the system goes from configuration i to configuration j.
Definition 4.1(Acceptance Ratio)
The acceptance ratio ¢ is the ratio between the number of configurations accepted by the algorithm and the total number of configurations generated by the algorithm for a given temperature.
As pointed out before, the value of T 0 should be high enough such that virtually all generated configurations are accepted. This corresponds to ¢ close to one. The value of T 0 can be obtained by monitoring the evolution of the system during a number of runs of the algorithm before the actual optimization process starts, and adjusting the cooling parameter in such a way that a constant value of the acceptance ratio is maintained. The value of T 0 is then given by the final value T obtained by updating T 0 mtimes according to the expression:
where m 1 and m 2 are the number of generated configurations with ∆C ij ≤ 0 and ∆C ij >0 (m 1 + m 2 = m 0 ),r espectively,and ∆C (−) the average value of those ∆C ij for which ∆C ij >0.
Determination of the start value of the cooling parameter in the way described above can only be done reliably in those cases where the values of the cost function for different configurations are sufficiently uniformly distributed. Otherwise, the above will result in a value of T 0 which is too small and, therefore, will cause the algorithm to get stuck in a local optimum. In this case one is forced to determine T 0 differently.
The notation C i (T k ) refers to the cost of configuration when the temperature or control parameter is T k .T he term C(T k )) approximates the statistical expectation of cost at temperature T k and is the average cost over n accepted moves, achieved after the inner loop has reached equilibrium i.e.
Similarly, C 2 (T k ) approximates the second moment of cost.
The sample variance of cost is defined as
The decrement rule f is established by the following equation:
The smaller £ ,t he slower the system cools. Also note the dependence on £ (T k );t he larger the variance of costs for the inner loop, the slower the system cools. The final value of the control parameter, T f ,i st aken to be the first value of the control parameter that satisfies
for some small value of ¥ .T he smaller ¥ ,the longer the algorithm runs.
Theoretically,t he thermal equilibrium is reached after each configuration is visited infinitely often. However,for practical purposes an approximation of when the algorithm has reached thermal equilibrium must be used. However,there is no practical, theoretical method of determining thermal equilibrium. In this paper,the number of iterations of the inner loop is dependent on the number of moves that were accepted. Hence, as an annealing run approaches a solution, the longer the inner loop will run.
Discussion of the Cost Function
The composite, or oriented 2D bin packing, stock cutting problem is the problem of cutting patterns from a stock sheet such that the scrap area is minimized and stock orientation is important. It is important to note that most applications do not allow the patterns to be rotated any random angle. In other words, patterns may rotate for a limited number of rotation angles. Va rious cost functions based on different parameters can be used.
Research has led us to believe that a cost function based on a weighted sum of distances between patterns within the configuration represents a computationally feasible function that allows us to minimize the scrap area.
Definition 5.1 (Shape Set)
Let the run of shapes to be cut be s = (s i ) for i = 1, . . . , S. s is the shape set. 
where r ik is the k'throtation of an object s i .
An object is h s i for some shape s i of the shape set s or is k th rotation of shape s i .
Finding Minimal Area
The cost function used is a weighted sum of distances between patterns within the configuration. An index, which we call the affinity relation and is denoted by a ij ,r epresents the tendency of object i to attract object j. The affinity relation between pattern i and j is the weight associated with the distance between objects i and j. In Figure 5 , assume that both objects are at their 0th rotational angle and no other rotational angle is permissible. The slopes of edges are computed as follows: Edges e 1,31 and e 2,23 have equivalent slopes. Hence, the two objects may be placed adjacent to each other by placing edges e 1,31 and e 2,23 adjacent to each other.F igure 6, shows this.
Definition 5.5(Edgewise Adjacent)
shape 2 shape 1 Figure 6 . Maximize Edgewise Adjacency.
Definition 5.7 The affinity relation for object i and l is the following:
Theorem 5.1 For each pair of object i,j , the affinity relation represents the positioning of the object that maximizes the length of edgewise adjacency.
Proof a ijklmn is the length of the edgewise adjacany between line segments e r ij k,k+1 and e r lm n,n+1 .
Cost Function
The cost function is the following:
where , are positive real numbers that indicate the contribution of each of the components in the cost function. Choosing too small will result in configurations positioned close to the origin, but far from an optimal placement.
The cost function for the simulated algorithm consists of two independent terms.
First Term of Cost Function
Consider the first term of the cost function is the following:
This term is minimized when the higher the affinity relation between two objects the smaller the distance between the two objects. Since the affinity relation represents the positioning of the corresponding objects such that the box surrounding the two shapes is -24-small, then the higher the affinity relation, the greater possibility of saving scrap area.
Hence minimizing the distance between two objects that have a high affinity relation should bring the objects closer the position that maximizes their edgewise adjacency.
The following table illustrates the status of the cost relative to the status of the affinity relation and distance values.
There is one problem associated with this function. If the adjacency between two patterns is zero, then the cost associated with those two patterns is 0, irrespective of the distance between them. Our solution to this problem was to maximize this term:
or equivalently minimize this term
and distance between the patterns is low.I fthe adjacency is 0, it doesn'taffect the result.
It is important to note that the cost function used in this paper does not always find the optimal solution. The affinity relation represents the positioning of the corresponding objects such that the box surrounding the two shapes is small. However,t his box is not minimal.
Theorem 5.2
The affinity relation does not guarantee that the positioning of the corresponding objects is such that the bounding box is minimal.
Proof
See Figures 8,9 ,10. It is easy to compute the affinity relation for shapes 1 and 2. Edgewise adjacency is maximized in both figures 9 and 10, however the bounding box in figure 9 is larger than the bounding box in figure 10 . 
Second Term of the Cost function
The cost function will also try to minimize the following:
where d i 0 represents the distance of pattern i from the origin. This forces the clustering of objects into a small bounding box.
Overlap
One component of the the cost function should include a penalty function on the area of overlapping patterns. It is easy to formulate this component if the objects are rectangular in nature [Cavi89]. However,wewould like to be able to work with more irregular patterns. Formulating algebraic constraints that prevent the overlapping is very difficult.
Our method of handling overlaps uses a three dimensional grid of indicators where the output of indicator V ijk is as follows:
if object i occupies grid jk otherwise V ijk = 1 implies that object i occupies grid point jk.
Definition 5.8 (Overlapping) Aconfiguration overlaps when the there exists the following situation:
for a fixed j and fixed k.
Moves
Types of Moves
Three types of moves are allowed in order to be able to change the arrangement of the given object. These three types of moves, Φ,are the following: Hence, at low temperatures, the large distance moves are almost invariably rejected. In order to generate moves which have a reasonable probability of acceptance, these large distance moves are prohibited by the use of a range-limiter window [Sech88] . When an object is selected for displacement, such as shape 1 in Figure 5 , the range-limiter window is centered at (x 0, y 0 ),c orresponding to the center of object i. The randomly selected new location for object i must lie within the range-limiter window.A tt he beginning of the annealing process, the window size is set to be large enough to contain all the objects and it shrinks slowly as the temperature decreases. In fact, the height and width of the window are proportional to the logarithm of the temperature.
x_dim represents the window span in the x-direction at the initial temperature. y_dim represents the window span in the y-direction at the initial temperature(T 0 ). The value of was chosen such that for the initial temperature, the term in the braces in the right hand side of the above equations is normalized to one. That is, Φ 2 will cause an interchange of objects i and k, where
Let c i= (x i, y i ) and c k = (x k, y k ) denote the centers of object i and k respectively.C ompute the following:
The displacements can be added to the chosen objects in a similar manner to using displacements displayed in Φ 1 .
Description of Φ 3
An object i is randomly selected to have its oriented changed. Arotational angle k is randomly chosen. h r ik is the set of vertices after object i has been rotated. where 1 corresponds to choosing Φ Φ 1 ,2corresponds to choosing Φ Φ 2 ,and 3 corresponds to choosing Φ Φ 3 .W eexperimented with several discrete probability distribution functions.
We first experimented with discrete uniform distribution on the integers 1,2,3, where the probability distribution function f(x) is the following:
In subsequent experiments the probability distribution function was the following:
where p+1 < 1 and p,q > 0.
The choice of p and q can have an important effect on the final solution.
Objects of moves, the displacements and rotational angles were chosen from a discrete uniform distribution.
Cooling Schedule
Using the method described in section 4 for determining the initial value of the control parameter, T 0 ,r esulted in a value of T 0 that was too small. This result made it difficult to determine the decrement value and the stopping criteria described in section 4.
Hence, the following heuristic was used in determining values for the simulated annealing parameters.
Afi xed number of runs of the algorithm, denoted by N, was assumed. The decrement function was assumed to be of the form:
where is 0. 85 < <0.95.
small changes in the value of the control parameter.S everal researchers have used this decrement rule and it has been shown to be successful [KiGV82] , [John87] .
We also chose a final value of the control parameter, T f to be a small enough number such that the acceptance ratio was very small. The initial value of T 0 was computed as follows:
The length of the inner loop, L, was based on the intuitive argument that for each value of T k aminimum amount of moves should be accepted. However,as T k approaches 0, moves are accepted with decreasing probability and thus the L becomes very long.
Hence, the length of the inner loop is ceiled by some constant. Other researchers [KiGV82] , [John87] have used this rule.
Experimental Results
We implemented the procedure described in this paper on placement of regular and irregular polygons described through line-segment geometry.D iscretization of this geometry was accomplished through application of a scan algorithm to fill each polygon with V ijk .T he pairwise affinity relation a ij was computed offline from the main annealing procedure for fixed rotations of 0, 90, 180, and 270 degrees.
Calibration of Procedure
To calibrate the annealing procedure, regular convex polygons were placed with the result shown in Figure 11 . While, by Theorem 5.2, the method is not guaranteed to minimize the area of the bounding box, these results are clearly good. 
SUMMARY
There is not yet enough practical experience with the method of simulated annealing to say definitively that it will realize its current promise. The method has several extremely attractive features, rather unique when compared with other optimization techniques. First, it is not "greedy", in the sense that it is not easily fooled by the quick payoffa chieved by falling into unfavorable local minima. Second, changes which cause the greatest cost difference are sifted over when the control parameter T is large. These decisions become more permanent as T is lowered, and attention then shifts more to smaller refinements in the solution.
FUTURE RESEARCH
Simulated Annealing is clearly a time-consuming procedure. Twop ossible methods exist for speeding up the process. The first is based on the granularity of the discretization and the second appeals to parallel processing.
The simulated annealing algorithm is fast for coarse granularities since the moves, Φ,a re less computationally expensive than for finer granularities. However,t he finer granularities are necessary to prevent overlapping and to achieve a usable result. Annealing at several different granularities can utilize a coarse approximation at the high T and utilize a fine granularity at lower values of T.T his structure yields a multigrid approach to the problem such as exploited in [FrMK90] . The problem structure is formulated as a pyramid as shown in Figure 15 . nance of a global state S of the annealing process. This is further complicated by the desirability of using distributed memory multiprocessors or multicomputers [AtSe88] which have no single global picture of the state. We are currently working on multigrid methods for this problem. In an asynchronous multigrid, both the number of processors and the granularity change simultaneously during the problem solution. At the start of the annealing process, at high T,large moves, and most moves are accepted. To minimize the amount of state information that must be communicated, the number of processors involved is kept low.A st he temperature decreases, more rejected moves are made and accepted moves are smaller.T hus, less state information needs be communicated between processors, and more processors may be employed. Thus in Figure 16 .
execution and processor utilization moves down through the pyramid hierarchy as the temperature decreases.
