Availability of off-the-shelf infrared sensors combined with high definition visible cameras has made possible the construction of a Software Defined Multi-Spectral Imager (SDMSI) combining long-wave, near-infrared and visible imaging. The SDMSI requires a real-time embedded processor to fuse images and to create real-time depth maps for opportunistic uplink in sensor networks. Researchers at Embry Riddle Aeronautical University working with University of Alaska Anchorage at the Arctic Domain Awareness Center and the University of Colorado Boulder have built several versions of a low-cost drop-in-place SDMSI to test alternatives for power efficient image fusion. The SDMSI is intended for use in field applications including marine security, search and rescue operations and environmental surveys in the Arctic region. Based on Arctic marine sensor network mission goals, the team has designed the SDMSI to include features to rank images based on saliency and to provide on camera fusion and depth mapping. A major challenge has been the design of the camera computing system to operate within a 10 to 20 Watt power budget. This paper presents a power analysis of three options: 1) multi-core, 2) field programmable gate array with multi-core, and 3) graphics processing units with multi-core. For each test, power consumed for common fusion workloads has been measured at a range of frame rates and resolutions. Detailed analyses from our power efficiency comparison for workloads specific to stereo depth mapping and sensor fusion are summarized. Preliminary mission feasibility results from testing with off-the-shelf long-wave infrared and visible cameras in Alaska and Arizona are also summarized to demonstrate the value of the SDMSI for applications such as ice tracking, ocean color, soil moisture, animal and marine vessel detection and tracking. The goal is to select the most power efficient solution for the SDMSI for use on UAVs (Unoccupied Aerial Vehicles) and other drop-in-place installations in the Arctic. The prototype selected will be field tested in Alaska in the summer of 2016.
INTRODUCTION
The Software Defined Multi-Spectral Imager (SDMSI) combines long-wave, near-infrared and visible imaging into a single smart camera with a wide range of spatial, spectral and temporal resolution integrating two or more off-the-shelf detectors with continuous image processing. The SDMSI integrates a real-time embedded processor to fuse images, detect targets and to create real-time depth maps for use on aerial platforms or as fixed node in a sensor network. Several SDMSI configurations have been built on a test-bench to explore alternatives for power efficient continuous image fusion with the idea that most of the primitive transform operations can be used in common with stereo matching when two visible and one infrared camera is used. For example common pixel or feature-level image registration, pyramidal transforms for resolution conversion, segmentation, and gradient edge detection. The SDMSI concept integrates co-processing for continuous transform such that the SDMSI main processor, which runs embedded Linux, can be devoted to the sensor network interface, user interfaces, and higher-level scene processing algorithms such as saliency and target recognition.
tested, but it became clear that new SoC (System on Chip) technology and higher-level FPGA and GP-GPU (General Purpose Graphics Processing Unit) co-processors enabled the ability to focus more on algorithms and system design research and less on the hardware development to interface cameras to image transform processing. Based upon this earlier work, the team decided to place focus on power efficiency and development of image transform primitives that can be off-loaded to a co-processor using off-the-shelf detectors and computing, such that the current instrument is really defined only by software. The software definition focuses on image transforms for the FPGA or GP-GPU co-processor and common embedded Linux software for scene processing and SDMSI configuration and use. As such, the concept which was referred to as a Computational Photometer has now been re-designed and is referred to as the SDMSI.
Use of SDMSI for Mapping, Search and Monitoring
The SDMIS is envisioned to be a versatile smart camera that can be used on UAVs, in marine environments on vessels and in fixed locations for applications such as port perimeter security. Ideally the design will enable scientific missions as well as security. The SDMSI is intended to use off-the-shelf LWIR (Long Wave Infrared, 10-14 micron), NIR (Near Infrared 0.7-1.4 micron) and visible optics and detectors (panchromatic 0.39-0.70 micron) and as such can be adapted well to a range of applications. The core of the SDMSI is the continuous image processing capability at low power to provide stereo mapping as well as image fusion for heterogeneous (distinct and dissimilar cameras in real-time at frame rates of 30Hz or higher. The design for the Arctic region limits the use of grid and battery power, so a primary focus of the work presented here is to adapt existing well-known 3D mapping and fusion transform primitives to low-power computation such as FPGA and GP-GPU. The primary goal is in fact to determine the computing solution with the lowest continuous power requirement as a function of frame rates, resolution and number of cameras.
SDMSI Challenges
A major challenge has been the design of the camera computing system to operate within a 10 to 20 Watt power budget for continuous 30Hz fusion and 3D mapping. To put this goal in perspective, the 2015 NASA technology roadmap TA4: Robotics and Autonomous Systems, has set a goal for planetary rovers at 1 Hz at 5 Watts or less, stating that as "an example is the need for sensors that produce range images on the order of once per second for rover navigation, with 512 x 512 pixels or over 1 steradian field of view with range resolution on the order of 10 centimeters (cm) at 10 meters (m), with a power consumption on the order of 5 watts (W) or less" [20] . The SDMSI has a 30Hz rate at 640x480 resolution or higher with continuous transform to register and fuse heterogeneous visible and LWIR images while simultaneously providing 3D mapping in visible, using a total of 3 cameras (1.2 to 1.5 Watts per camera) using between 2.5 and 7.5 Watts for computation, for a total of 6.1 to 12 Watts worst-case. The off-grid power supply and UAV batteries have been designed for a maximum output of 20 Watts. While the two goals are not directly comparable, the SDMIS is a power efficient design that will be tested in the harsh Arctic environment, similar to requirements for deep space instruments (other than radiation hardening).
SDMSI Power Efficiency for Fusion and 3D Mapping
This paper presents a power analysis of three options: 1) multi-core, 2) field programmable gate array co-processors with multi-core, and 3) graphics co-processing units with multi-core. The multi-core software only results are omitted since performance analysis is easily found using OpenCV and existing software libraries and tools that do not make use of coprocessors [43] . In fact, the project research goal is to efficiently off-load common image transforms so that CPU (Central Processing Unit) cores can be used for machine learning, sensor network participation and human interfaces rather than pixel-level transforms, with the goal to optimize overall SDMSI power efficiency. For each test, power consumed for common fusion workloads has been measured at a range of frame rates and resolutions. The detailed analysis from our power efficiency comparison for workloads specific to stereo depth mapping and sensor fusion are being used to select the most ideal configuration for testing with the ADAC (Arctic Domain Awareness Center at University of Alaska) in summer 2016. Preliminary mission feasibility results from testing with off-the-shelf LWIR and visible cameras in Alaska and Arizona will also be presented to demonstrate the value of the SDMSI for applications such as ice tracking, soil moisture, ocean color mapping, animal and marine vessel detection and tracking. Future work will depend upon power efficient continuous transforms describe in the paper (many common to both fusion and 3D mapping applications). 
MISSION OBJECTIVES
To date, the ADAC has provided the primary mission objectives for the SDMSI. ADAC has outlined key mission objectives to include: 1) coastal storm surge and ice tracking, 2) response to environmental threats in the region, 3) search and rescue operations, such those common to the USCG (United States Coast Guard), 4) port perimeter security. The SDMSI prototype for ADAC is intended for use in field applications including marine security, search and rescue operations and environmental surveys in the Arctic region. Based on the Arctic marine sensor network mission goals, the team has designed the SDMSI to include continuous mapping and image fusion features, with the goal to off-load the primary camera CPU so it is free provide intelligent features such as ranking images based on saliency, targets of interest and potential threats to security. Based on use in the Arctic, the research team has focused on low power continuous transforms to enable operation using 20 Watt or less power sources such as fuel cells, alternative (wind, solar in summer), and UAV battery or fuel cell systems, with a goal for the basic three camera configuration to use less than 10 Watts in continuous operation.
Primary Arctic Domain Awareness Mission
Deployment in marine environment for homeland security (ADAC) for use in ports, towers, vessels, buoys with longterm unattended operation. Use on vessels and UAVs for interactive search and rescue operations. In the summer of 2015, basic Arctic and maritime feasibility analysis was completed establishing that marine vessels and ice could be tracked well and for vessels many miles off shore, especially with the LWIR camera which can detect and distinguish vessels based on engine and exhaust stack configurations fused with S-AIS data (Satellite Automatic Identifiication System) [36] . For the ADAC maritime security and tracking missions, visible with LWIR fusion can combine thermal imaging cues for situational awareness with visible images and S-AIS so that agencies such as the U.S. Coast Guard can verify reported positions in S-AIS (or failure to report) with partially visible vessels in fog or darkness with expected thermal signatures of the engine systems similar to security examples noted in related research [10] . The U.S. Coast Guard has used forward looking infrared [38] , specifically finding LWIR to be of most use during the day to find targets in the water with less clutter (reflection of visible light from waves) [37] . Studies related to expand use of long-wave infrared and infrared by the U.S. Coast Guard have included surface oil spill tracking [39] and through ADAC new uses are being investigated such as use in coastal erosion mapping from UAV platforms and use in Arctic ports and straits for vessel monitoring and ice tracking. Feasibility studies planned and field trials to determine value of use on USCG vessels, buoys, and light-stations for SAR (Search and Rescue) as well as port and marine security operations are planned for summer 2016 and 2017. The authors believe that the SDMSI will simplify integration into a wide range of maritime security and safety applications in open water and in ports, but more field tests with the SDMSI is needed to fully validate this hypothesis. Low-cost, convenience (self-powered) and sensor fusion image processing with S-AIS in both visible and LWIR along with potential for UAV and buoy deployments based on low-power smart sensors has invigorated renewed interest in infrared [37] .
Related Arctic Missions
For SAR and mapping missions the SDMSI will operate with continuous data collection for shorter periods of time with battery power, most likely on UAVs or light aircraft. Operating off of battery power significantly limits mapping time. Today, the flight duration of quad-copters and other battery powered UAVs is typically tens of minutes, such that the payload operational limits (with a dedicated payload battery) are not the overall mission duration limit. For longer duration, higher altitude UAVs and emerging fuel cell hydrogen powered electric UAV systems, the duration of payload operation must also significantly improve, to hours of operation to match new UAV technologies.
For example, the authors intend to map coastal erosion regions in Alaska to produce digital elevation maps in summer 2016 or 2017. The goal of field testing is to prove out value not only for the primary security and safety uses, but also for parallel scientific surveys, such as marine environmental studies in the Arctic, so the SDMSI has been designed to allow for software configuration of the Linux-based camera system to work in detection and track and identification modes as an extension to basic fusion and 3D mapping. Finally, for security, the camera will most likely be mounted on coastal towers or on vessels and provide periodic surveillance to detect targets and track and identify targets only after visual saliency is determined for targets of interest. For fixed mounts, the camera is being designed to operate on a limited power budget for long duration unattended operation up to one year, potentially running off of fuel cell power rather than batteries. For all of the intended missions, the key is low power consumption in continuous transform modes as well as low idle and standby power use. Parallel development and integration testing with off-grid power solutions including batteries, but also renewable and fuel cell sources for Arctic conditions (operation below 40 degrees Celsius) are being considered as overall SDMSI mission objectives and design challenges, as summarized in Table 1 . Preliminary data collected on AscTec UAV in Arizona.
1. No-battery power system design using solar, ultra-capacitors and fuel cells in Arctic environment for long term unattended operation at fixed coastal sites and on buoys -up to one year.
2. Battery powered for short duration UAV and small aircraft use for SAR and environment mapping.
3. Design for unattended operation, drop-in-place, with intelligent mapping, detection, tracking and identification modes of operation. Opportunistic uplink of image data to vessels and UAVs in sensor networks with efficient, selective image storage with all data sources fused (S-AIS, GPS, visible, LWIR, NIR and optional LIDAR).
4. Low-cost such that use on buoys and UAVs is not prohibitive (an order of magnitude lower cost).
5. Integrated detectors with 8 bit or better dynamic range for visible and LWIR sensing.
6. Storage of all images for up to one year for opportunistic uplink in a sensor network.
7. Less than 2 kilograms for use on UAV systems including self-powering batteries.
8. Continuous resolution up and down conversion for LWIR, NIR and visible sources between 640x480 and higher 4:3 aspect ratios (based on commonly available LWIR cameras).
9. Off-load of CPUs on SDMSI for use by scene processing algorithms such as saliency.
10. Continuous transforms to register both homogenous visible cameras images (for 3D) and heterogeneous for multi-spectral fusion including pixel level registration, feature level, and pixel and feature level fusion.
RELATED RESEARCH Related Research
The authors have consulted a wide range of related research based on the interdisciplinary nature of the SDMSI use for the ADAC mission objectives and prior work on sensor fusion, including the following:
1. Multi-spectral instrumentation for remote sensing [17] , [18] , [19] that currently provides panchromatic and infrared images form satellite systems with spatial, temporal and spectral resolution comparable to what could be collected by the SDMSI at much lower altitudes, most likely with higher resolution. 2. Sensor fusion algorithms are well known at the pixel level [10] , [11] , [12] , [14] and general methods of pixel-level fusion based on distinct homogeneous and heterogeneous cameras in terms of spatial, spectral and temporal resolutions. 3. Environmental and physical-based fusion [1] , [2] , [5] , [6] , [13] , [15] that takes into account models of target physics and spectral absorption, emission, and reflectance. 4. Security sensor fusion [4] and more specifically face recognition [3] and perimeter security [9] , [16] . 5. Software defined sensor networks with semi-autonomous operation [8] used in extreme environments. 6. Computation of image saliency, passive depth maps, and fusion of images [21] , [22] , [23] , [24] , [25] , [26] have well-known algorithms the author's intend to use. 7. System architecture studies of low power image processing [20] using FPGAs or GP-GPUs.
While the related research is helpful, the authors did not find any single source solving the set of problems that are of interest to ADAC and meeting the requirements outlined for the SDMSI. Based on this related research, the biggest challenges for the SDMSI are heterogeneous continuous fusion and saliency determination for targets of interest, selfpowering for long duration, size and mass for buoy and UAV integration, and general image handling and processing in low-power remote sensor networks used in harsh Arctic environments. The related research validates the concept that the SDMSI should largely integrate off-the-shelf detectors, optics, and co-processor solutions with emphasis on meeting spectral, spatial and temporal fusion requirements through a combination of embedded SDMIS software.
SYSTEM DESIGN STUDY Continuous Infrared and Visible Image Fusion
Continuous fusion can be based upon physical features found in common between LWIR (and other infrared bands) that are in common with visible images, but this is an application specific approach that requires significant knowledge of the physical properties of the targets being observed. Such algorithms were considered for the SDMSI, but based upon the goal to support a wide range of ADAC missions, the ability to characterize targets by physical expectations of emission, absorption and reflection in various spectral bands does not generalize well, so these approaches are best used to tune specific multi-spectral fusion applications such as facial recognition [3] or remote sensing of well-known environments [1] as discussed in the previous section on related research.
The SDMSI intends to support heterogeneous LWIR and visible cameras, but with well-known extrinsic mounting differences and well-characterized differences in fields-of-view such that relatively accurate image registration between the LWIR and visible images can be achieved through geometric transformation for pixel-level registration and direct correspondence through resolution conversion (with Laplacian or Gaussian Pyramidal transforms) to determine corresponding pixels [10] [11][12] [14] , however, it is envisioned that the SDMSI will also support feature correspondence which can serve as verification for robust registration. How well this will work must be further investigated for each proposed use of the SDMSI and solving general correspondence and registration for multi-spectral images (from a wide spectral range) remains an area that requires more research -no single general method is known for feature correspondence due to the vastly different appearance of feature in the thermal band compared to visible.
For this initial power efficiency study, the focus is therefore on pixel-level methods of correspondence and registration that make use of Pyramidal transforms for resolution matching. This study does not yet include the well-known 3D affine geometric transformations and lens radial distortion transforms that would also be needed [31] for detectors that do not share a common bore sight.
Continuous Stereo Mapping
Continuous stereo mapping requires image registration by geometric transformation to account for camera mount extrinsic differences in fields of view and to account for any intrinsic differences in the camera optics or detectors (our study uses homogeneous visible cameras mounted on a common baseline). More costly solutions might design optics with a common bore sight and pick-off mirrors to avoid the computational cost of geometric transformation. Registration with the addition of pixel-level and even feature level correspondence can be used to increase robustness of left-camera and right-camera registration as shown in Figure 1 [30] . Based on the power efficiency and preliminary field testing completed by the authors to date, focus is on traditional pyramidal transforms, feature identification robust registration as well as pixel level, and on image enhancement. This approach will allow for transforms such as Laplacian and Gaussian pyramidal, gradient edge detection and shape-based feature extraction to be used in common for both 3D mapping and heterogeneous sensor fusion. The related research supports this hypothesis, but the authors did not find the integration of 3D and fusion combined with architecture for low-power continuous operation in previous work. The basic analysis presented here is the basis of the SDMIS architecture and the benchmarks developed could be of general use for power efficient computer vision systems.
Strategy to Define Common Transform Primitives
While the identification of common transforms required for both heterogeneous multi-spectral image fusion and common-spectrum visible stereo mapping needs more work to define the best transforms to support and benchmark for the SDMSI, we have started the process by selecting well-known potentially useful transforms to both applications.
The Sobel transform shown in Figure 2 is a simple gradient edge detector [27] , which represents a feature transform (for which improved methods such as Canny edge transform could be use), but is typical of the pixel level computation needed for edge feature extraction from images ranging from LWIR (10 to 14 micron) to visible (0.39 to 0.7 micron). More sophisticated gradient operators might be used, but would not likely change the outcome of power use by the GP-GPU or FPGA unless the operations exceeded co-processor cores available in the case of the GP-GPU or LE (Logic Elements) available on the FPGA. Similarity and use of common transforms used for 3D mapping and sensor fusion forms the basis for the significance of the analysis we present. This hypothesis that benchmarks can assist with architectural computing decisions can only be confirmed by expanding the benchmark suite and completion and testing of applications built from them. Similar work to identify common transforms for direct acceleration in co-processors is in progress by the OpenVX standards effort [32] . Ultimately, it is likely that a full suite of transform primitives for computer and machine vision can be identified so that image transform acceleration becomes much like graphics today, where all fundamental transforms are handled by custom application specific integrated circuit solution co-processors.
The Pyramidal Laplacian (resolution up-conversion) and Gaussian (resolution down-conversion) are fundamental to both multi-spectral fusion and 3D correspondence when cameras of different resolution are used, which is most common between LWIR and visible images, but useful in general for feature analysis [10] , [29] . The intent is to expand the basic transforms available for the SDMSI over time and to construct both fusion and 3D stereo matching applications based on these co-processor accelerated primitives. Work is in progress on the Hough linear transform (generalized to elliptical and any template shape) is a future benchmark for feature analysis [28] .
FPGA Co-processor Configuration
The FPGA co-processor tested is the Terasic DE1-SoC (Development model 1, System on Chip) which integrates an Altera28 nanometer Cyclone V FPGA with two ARM Cortex A9 central processors and 85,000 programmable logic elements. The benchmark image transforms are run such that they are transferred to the FPGA fabric via a bus interfaced buffer transfer to the logic array which transforms pixels concurrently, making multiple transfers as needed to scale resolution until the transformed image is completed. The benchmark runs under the control of a Linux software application with buffer transfer via an Altera driver, with the logic transform specified by an OpenCL kernel. The use of OpenCL is based upon the advantage of not requiring development of transforms in an HDL (Hardware Design Language) and with the long term goal that all transforms share a common OpenCL kernel format rather than porting transforms between different types of specifications unique to CPUs, GP-GPUs, and FPGAs. 
GP-GPU Co-processor Configuration
The GP-GPU co-processor tested is the Jetson TK1 (embedded development kit) which integrates the NVIDIA Tegra K1 System-on-Chip with four ARM Cortex A15 central processors and 192 CUDA (Computer Unified Device Architecture) co-processor cores. The benchmark image transforms are run such that they are transferred to the CUDA cores via a bus interfaced host to device memory transfer to the co-processors which transforms tiles from the image in parallel, making multiple transfers as needed to scale resolution until the transformed image is completed. The benchmark runs under the control of a Linux software application with buffer transfer via the NVIDIA CUDA driver, with the logic transform specified by a CUDA kernel. Ideally we intended to use a common OpenCL kernel, but the Jetson does not yet support OpenCL, so we used a similar CUDA kernel. OpenCL would have the advantage of not requiring reimplementation of transforms when used on either co-processor platform and would arguably result in a more direct comparison .
SYSTEM DESIGN ANALYSIS
The analysis of transform power requirements by transform type (Sobel and Pyramidal), resolution, and frame rate are presented here as measured. The focus in the analysis is on the co-processors and not on the main CPU cores. The implementation of the Altera Cyclone V SoC and NVIDIA Tegra K1 benchmarks tested here can be found on GitHub at https://github.com/siewertserau/fusion_coproc_benchmarks.
For this study, we have chosen to ignore the idle power and small power increases associated with scheduling transform kernel execution on the co-processors. Rather than attempting to configure the two SoCs to have identical CPU configuration power characteristics, we simply subtract off the idle and the continuous standby transform power use. A simple DMM (Digital Multi-meter) was used that store peak and average power used over time, with a continuous workload of transformation of a single in-memory image. Power efficiency studies for the NVIDIA Tegra K1 include more detail on lowering idle power while using the GP-GPU stream co-processors [33] . The most relevant blocks used in our study are shown in Figure 3 [41] . Likewise, for the Cyclone V SoC used, we again did not attempt to reduce idle power or power consumed while running the continuous load transforms. Previous work using FPGA SoCs and combined microprocessor and FPGA fabric designs for continuous encode, decode and transform have shown the value of using an FPGA as a co-processor in terms of energy used per pixel [34] [35] . The major elements most important to our study are shown in Figure 4 [40] . Again, we chose to ignore the idle power and background power used by the CPU cores and peripherals by characterizing it and subtracting off to estimate the power used by the FPGA fabric for the transform co-processing alone. Total system power used was measured because we will run from batteries and total system power is ultimately of primary interest to our research rather than measuring power consumed by the co-processor alone (breaking down power use more specifically might be of interest in future work). As our project progresses, we do plan to work on reducing idle power (to reduce battery draw down) and power consumed by CPU cores for participation in the sensor network and higher level scene analysis and processing such as saliency metrics for images collected [26] . 
FPGA Co-processor Continuous Power Use by Transform
Using the Cyclone V SoC to offload a Sobel gradient edge transform, the standby power draw (from CPU cores and all other sources) was 4.9 Watts on average. Attempts were not made to disable non-essential power loads. The test was completed with the SoC in a power state typical of running Linux and sequencing transforms from a memory-resident grayscale pixel image. For the FPGA, the power used for continuous operation is constant, but is a function of the size of the image that is presented to the FPGA fabric transform through the HPS to FPGA Bridge and the Main Switch (L3 in Altera technical documentation) [40] . Essentially the power used is a function of the logic elements used by the OpenCL compiler and the synthesis into logic by the Quartus mapping to the fabric and the AMBA AIX bus transfer rate. For the Sobel, the following report was provided on use of the fabric:
ALUTs: 10187 Registers: 13,561 Logic utilization: 7,427 / 32,070 ( 23 % ) Based on the logic utilization, it is clear that creating parallel transforms for tiles of the larger resolution images would be a possible way to increase throughput. This was not done at time of publication, but is now being pursued to verify that the FPGA fabric can scale by tiling and replicating kernels. The constant power, pixel rate per Watt and bus transfer rate indicates that the mapping used relatively constant pixel width for input. As noted in Altera documentation, the mapping and the sizing is automatic regardless of OpenCL kernel directives such as working set size [42] . The power consumption is summarized in Table 2 . The advantage of the FPGA fabric compared to the GP-GPU fabric is constant power consumption for continuous transform based on logic utilization and bus transfer rates alone. With tiling of higher resolution images into equivalent lower resolution tiles presented to multiple kernels, it should be possible to scale Sobel on the Cyclone V SoC to more than 8 million pixels/sec per Watt. Using the Cyclone V SoC to offload a Pyramidal Laplacian transform for resolution up-conversion and Pyramidal Gaussian transform for resolution down-conversion, the standby power draw (from CPU cores and all other sources) was 5.2 Watts for both because both transforms were loaded at the same time, but only one was tested at a time. For the Pyramidal up-conversion from lowest resolution of 320x240 and down-conversion from the highest resolution of 2560x1920, the following report was provided on use of the fabric for both contained in one kernel:
ALUTs: 24456 Registers: 34,062 Logic utilization: 17,721 / 32,070 ( 55 % ) ( 55 % )
Given higher FPGA utilization, this would make use of the fabric for USB3 and an analog video decoder shown in Figure 4 a challenge to integrate along with the Pyramidal transform as well as other transforms of importance to 3D mapping such as affine transforms for visible camera extrinsic mount differences. The power consumption for Pyramidal transforms (both up and down-conversion) is summarized in Table 3 and 4. The constant power, pixel rate per Watt and bus transfer rate indicates that the mapping used a relatively constant pixel width for logic transform input similar to Sobel, but using a majority of available logic. As noted in the Altera documentation, the mapping and the sizing is automatic regardless of OpenCL kernel directives such as working set size.
GP-GPU Co-processor Continuous Power Use by Transform
Using the 192 stream co-processors found on the Tegra K1 SoC Kepler GP-GPU to offload a Sobel gradient edge transform, the standby power draw (from CPU cores and all other sources) was 2.96 Watts on average. Attempts were not made to disable non-essential power loads. The test was completed with the SoC in a power state typical of running Linux and sequencing transforms from a memory-resident grayscale pixel image. For the GP-GPU, the power used for continuous operation is variable. The power consumption is summarized in Table 5 and in Figure 5 An advantage of the GP-GPU over FPGA fabric is that stream co-processors idle quickly and reduce overall power used. Using the Tegra K1 SoC Kepler GP-GPU to offload Pyramidal Laplacian resolution up-conversion followed by Pyramidal Gaussian down-conversion in a single test, the results hit saturation for the highest starting and ending resolution compared to the lowest. This benchmark is different from the FPGA benchmark which loads both upconversion and down-conversion kernels, but only exercises conversion in one direction at a time. Despite the more rigorous application of conversion both up and down the resolution pyramid, the GP-GPU still scales better than the FPGA. The power consumption is summarized in Table 6 and Figure 6 . The GP-GPU first does an up-conversion transform to the next highest 4:3 aspect ratio and then back through a downconversion to the original resolution in the same test. For example, from 320x240 down to 160x120 and back to 320x240. So 2560x1920 is taken down to 1280x960 and back to 2560x1920 and so forth for each resolution tested. 
Comparative Co-processor Continuous Power Use by GP-GPU and FPGA
General observations about power use by the FPGA compared to the GP-GPU:
1. The FPGA in the Cyclone V SoC has an order of magnitude lower throughput compared to the Tegra K1 (for example, 151 frames/sec for Sobel 320x240 for the FPGA compared to 1624 for the GP-GPU). 2. The FPGA has zero power gain as a function of frame rate and the GP-GPU has a mostly linear power gain for simple transforms like the Sobel, but much less linear for more complex transforms like Pyramidal. 3. The GP-GPU power gain is a function not only of frame rate, but also based on resolution and has significant gain as a function of both, whereas the FPGA power draw is not affected by frame rate at all (but does saturate) and only by resolution to a small degree. 4. The GP-GPU has much higher peak power consumed than the FPGA.
Overall, the Tegra K1 meets the SDMSI requirements better than the Cyclone V FPGA because it provides better scaling up to the desired frame rate of 30Hz for the transforms of interest that are in common to both 3D mapping and heterogeneous fusion. While it requires more power and has more power gain than the FPGA, for the SDMSI application, it meets all requirements up to 1280x960. With work on reduction of the idle and standby power consumed by the GP-GPU it would seem feasible that 2560x1920 could be achieved at 30Hz based on only needing to up-convert or down-convert one of the two images in fusion.
FUTURE WORK Higher Level Fusion Application Testing
Next steps for the ADAC SDMSI project following benchmarking is to compose applications for fusion (LWIR and visible) as well as 3D mapping (two homogeneous megapixel cameras) and to test with integrated cameras. Presently the project is using five megapixel Basler cameras for 3D visible with USB3 interfaces to the Jetson and USB2 to the DE1-SoC and FLIR (and DRS) 640x480 analog LWIR cameras to interface to both the Jetson and DE1-SoC. Fusion will be tested to combine a resolution transformed visible image with the 640x480 LWIR image with required geometric, lens and field-of-view transformations required. The goal is to test the capability in Anchorage this summer 2016 in a security application at University of Alaska, but to also pursue UAV testing at Embry Riddle Aeronautical University in Prescott.
3D Mapping Application Testing
Follow-on work for 3D mapping mostly involves registration and computation of disparity images and depth maps using two homogenous cameras (avoiding need for Pyramidal conversion at this point). Pyramidal conversion could be useful to reduce resolution and longer term for feature correspondence at lower resolution.
Combined 3D Mapping with Multi-spectral Fusion
Significant value of the SDMSI is seen to come from the ability to share common transforms and to provide fusion, 3D mapping or combined fusion and 3D mapping. Target applications for this include soil erosion mapping from a UAV to stereo map coastal topography and to combine with soil moisture estimates derived from LWIR imaging. A related goal is to fly a camera over the Arctic Ocean or mast mount to collect ocean surface height and color to compare with remote sensing of ocean color from satellite remote sensors. Comparison to satellite remote sensors is planned to include Worldview 2, 3 [17] , MODIS [18] and Landsat [19] . These satellite remote sensing systems cover similar 0.39 micron to 14 micron spectral ranges (with more spectral resolution), but with less spatial and temporal resolution.
Image Saliency and Ranking
Image saliency methods have been researched and the plan is to make use of the off-loaded CPU cores (4 on the Jetson and 2 on the DE1-SoC) to process higher level scene algorithms such as saliency and target recognition. The goal of offloading common transforms to the FPGA or GP-GPU co-processor is largely based upon efficiency and making the CPU available for higher level uses.
SUMMARY
In general the FPGA has essentially fixed power consumption for any given transform and image resolution with no gain as a function of frame rate. By comparison the GP-GPU is quite variable in terms of power used as a function of frame rate, by transform type and by resolution, but has much higher throughput at similar power levels.
Overall, software defined instrumentation such as the SDMSI can add value to security and environmental remote sensing applications at low cost by leveraging mostly off-the-shelf optics and detectors ranging from long-wave, shortwave, and near infrared to the visible spectrum if these heterogeneous cameras can be integrated through continuous coordinated image processing. Use of a co-processor such as an FPGA or GP-GPU frees up the main SDMSI processor. The work presented provides a starting point and useful suite of benchmarks that can be used for the ADAC mission objectives for the SDMSI, but can also be of use to a broader range of sensor fusion and smart camera applications in general. As optics, detector technology, computing and standards for integrating these devices progresses, it is expected that many instrument designs will become mostly defined by the algorithms of interest and applications and therefore share much in common with the SDMSI presented.
