Abstract. The introduction of energy efficiency as a new goal into already complex production plans is a difficult challenge. Decision support systems can help with this problem but these systems are often resisted by end users who ultimately bear the responsibility for production outputs. This paper describes the design of a decision support tool that aims to increase the interpretability of decision support outputs. The concept of 'grey box' optimisation is introduced, where aspects of the optimisation engine are communicated to, and configurable by, the end user. A multi-objective optimisation algorithm is combined with an interactive visualisation to improve system observability and increase trust.
Introduction
Energy efficient manufacturing is a key research challenge for both industry and academia. Systemic energy waste is closely tied to strategic production decisions and therefore poses a complex operations-research problem. An example of this involves switching idle machine into a low-power mode. While this strategy is an effective way to save energy, it is not a straightforward task in many industrial environments. Energy savings are often subservient to production targets and decisions about changing machine states involve weighing up a complex set of goals and constraints. These include hard metrics such as production capacity, predicted inventory and product priorities as well as soft constraints such as technician skill level, engineering requests and machine recovery risks. Operations managers currently apply human expertise to cope with this complexity. In high product mix factories this problem can become very challenging and even before energy-saving is considered. Optimisation algorithms can be applied to reduce the problem space associated with this decision and to highlight energy saving opportunities; however an algorithmic approach is challenged by soft constraints and unpredictable changes in goals. In addition operations managers tend to be wary of decision support tools due to their perceived brittleness and lack of transparency [1] .
A potential solution to this is to treat the human operators and automated systems not as autonomous agents but as team members in a joint-cognitive system [2] . Joint cognitive systems, where responsibility for control is shared between human and machine 'intelligence', are becoming increasingly important in all modern workplaces. System observability plays a critical role in the success of joint cognitive control as it ensures that human and automated agents can co-ordinate their actions and collaborate effectively [3] . This paper describes the design of a Decision Support System (DSS) using "grey box" optimisation and an interactive visualisation to ensure observability. This approach aims to expose aspects of an optimisation engine to increase flexibility in terms of goal and constraint settings and to communicate outputs in a manner that are easily interpretable to the end user. In this manner end user trust and the overall effectiveness of the system will be improved.
Applied Use Case
An individual operation within a manufacturing production process was selected for this research. This operation supports multiple products and involves a large fleet of parallel machines. Each machine requires a manual product configuration (a setup) before processing can occur. This means that the production capacity for each product can be changed in response to demand. As well as set-ups and processing, machines may be in idle, maintenance, engineering, down or powersave states. The optimisation problem investigated here involves allocating machines to states over time under multiple constraints.
Some constraints are hard e.g. meeting production targets by specified date, while others are soft, e.g. technician skill level. An adaptation of the Cognitive Work Analysis framework [4] was used as a requirements engineering technique to understand how operations managers currently access information, prioritise goals and communicate decisions. Initially the supervisors answered questionnaires, followed by interviews and observations. Additional questionnaires were provided to further analyse the work flow and to complete task analyses. Supervisors decision making strategies were analysed using the think-aloud protocol [5] and the supervisors actions and thoughts were saved for extended analysis using audio and screen capture software. During interviews and observations three critical requirements of the solution were identified.
Trust
A key challenge with any automated support system is that the final responsibility lies with the human agent. As a result an end user may not respond to a suggestion that they do not fully understand if the possible consequences are severe. Trust in automated systems is a well-known challenge in DSS and observability of system constraints is of key importance to increase user's confidence in the system. The representation of optimisation outputs in a relevant, interpretable format will be critical. In addition, to overcome the perceived brittleness of optimisation engines it is important that the end user can view, assess and edit goals, constraints and rules that act as inputs to the system.
Speed
Responsiveness is another key factor [6] . If a user is to interact and modifying goals and constraints it is important that they can get feedback on the impact of these changes without a prolonged waiting period. Furthermore, as this tool aims to optimise a current schedule it is critical that responses are provided before the current state changes.
Accuracy
The nature of this dynamic scheduling problem favours a satisficing [7] approach over maximal optimisation. On top of the speed requirement, it is important to realise that goals can change, different scheduling strategies can be used to arrive at the same outputs and some constraints may not be available to the system and will require adjustments by the end user.
At a high level the main objectives are to optimise energy efficiency by maximising the time that machines can remain in power-save state, without compromising production goals. The impact of the system will be to optimise for these key performance indicators resulting in maximised output, minimised cost and increased machine utilisation.
3
Optimisation Approach
Optimisation Engine Design and User Interaction
The optimisation engine has been designed to allow for a close integration with the final user. The visualisation and user interaction requirements have heavily affected the design approach taken for the optimisation engine.
One of these main requirements is increasing the trust from the user in the results obtained from the optimisation engine. This has been addressed in two different ways, affecting several basic components of the optimiser. First, the user is able to influence the solution selection by inputting his preferences, because depending on the dynamic situation at the plant the user will prefer different alternatives. To provide these options, the optimisation engine follows 2 different algorithms. In the first one the user provides his preferences "a priori", before the optimisation starts. This input will then be used by the algorithms as parameters that will guide the search for the optimum solution that best uses it.
The second approach does not need this prior info. In this case the optimisation algorithm will search for different solutions, together forming what is known as a "Pareto front" (the set of all solutions that are nondominated with respect to each other [8] ). In this set of solutions, no one can be selected as better than another until the user selects one of them, based on his current preferences. This selection involves a certain amount of decrease in optimality in one objective to achieve a gain in another. The maximum number of solutions presented should be limited so as not to overload the supervisor and allow him to concentrate on a few possibilities. The user interview has shown that a maximum of 3 options is needed. The optimisation engine uses this requirement to select 3 solutions among the whole Pareto front that are different enough to provide a significant diversity of options to the user. The algorithm being currently under testing is the NSGA-II [9] which uses an elitist, non-domination approach, together with a crowded-comparison operator. There are plans to test other algorithms in the future, like for example Harmony Search.
The other design decision to increase trust has been using a simulation-based optimisation so the user gets detailed info on all the consequences/implications of the proposed solution. For example, machine utilisation, energy savings per machine, % of committed production in time, utilisation of tools in machines, etc. A discrete-event simulation is used, which provides a descriptive environment for such highcomplexity systems as the one under study [10] . In this way the system observability and transparency is greatly increased. Figure 1 shows a high-level abstraction scheme of the DSS. This simulation design approach also opens the possibility to use this run-plan as a base for the introduction of new user-defined constraints directly over it. The user can introduce particular changes by using drag and drop or he can introduce them as general rules. For example, the user may want to select any machine to do some engineering work, but does not care which one. Then the optimisation engine will decide which machine to select.
The main features of the proposed optimisation engine are as follows:
• Multi-Objective. In a realistic manufacturing environment the final user has to balance different, often conflicting goals. This issue is explained below in more detail.
• Use of meta-heuristic algorithms e.g. simulated annealing and genetic algorithms.
These types of techniques are approximated, meaning that they are not able to always produce the optimal solution, but have the potential to produce good solutions in a short time.
• Simulation-based: the optimisation algorithm relies on a simulation of the process to provide the fitness values for each solution. An advantage of this approach is that it makes possible to provide the final user with increased environment descriptiveness, increasing the trust.
• Integration of PPIs (Production Performance Indicators) that act as goals and evaluation criteria for both the optimisation engine and the end user. PPIs are contextual information that provides common ground for human and automated agents.
• The user-defined constraints pose a problem of dynamic rescheduling, with the added difficulty that the time to get a solution adapted to the new scenario is limited.
To provide a solution to the new problem, the initial solution used for the rescheduling problem is obtained from the last solution generated for the old problem. This new starting solution must be first updated to the new problem, by deleting the operations already started. Starting with an already "good" solution, together with the reduction in the search space, will decrease the runtime needed to provide the new solution [11] . It is also necessary to adjust different algorithm parameters, like for example crossover operator and mutation rate in the case of genetic algorithms, to adapt to the new situation.
Multi-Objective Optimisation
This problem is defined as a multi-objective optimisation problem (MOO). There is no single global optimum solution in MOO problems. Instead of a single solution, there are a set of optimal valid solutions with different objectives magnitudes (fitness values) [12] .
A general MOO problem can be defined as:
where Fሺxሻ is the set of n objective functions, x is the vector of decision variables and ‫ܩ‬ are the m independent constraints.
In this use case the two following objectives are considered:
• Maximise duration in power saving state.
• Minimise the number of machine setups.
Multiple constraints are present in the model. Among the most important we can list the following:
• Meet production target. This is the hardest constraint in the model, involving a given number of different product types at a predefined time.
• Inventory arrival time.
• Machine setups require product-specific collateral equipment, of which there is a limited amount.
• User-Defined constraints: the user is able to change constraints online through the visualisation, such as fixing the state of a machine in a specified time.
The constraints impose limits in what is called the "feasible space", or the set of valid solutions that meet all constraints. The optimisation algorithms then try to find the Pareto front that optimises all objectives subject to those constraints.
In addition, the optimisation engine should be able to suggest maintenance timing within a defined window.
Visualisation approach
The output of the optimisation algorithm is a schedule of machines transitioning between states across a production period. This schedule is presented to the user in the form of a run-plan (outline shown in Figure 1 ). Different machine are listed top to bottom on the left of the display. Machine states are shown over time from left to right and are colour coded so that idle states are highly salient and demand attention. The user can zoom into different time periods to assess production schedules across a shift, a day or an entire week. The current time is clearly marked and past events are shaded out to indicate that they are non-editable. On loading the screen, the user is presented with the current schedule but this may be manually edited or re-optimised by clicking on the appropriate function buttons located above and below the runplan. User defined rules may be generated based on an expert users knowledge. For example a user may wish to spread out machine setups due to an unexpected resource constraint. This is achieved by simply dragging the setup event forward or backward in time. Similar actions can also be carried out to input or modify maintenance or power saving states. The panels on the right of the run-plan communicate important production performance indicators. These are updated as the user modifies the run plan in order to allow them to assess the impact of their actions. Following updates the end user can commit the run plan or may choose to re-optimise with their newly defined constraints. The tabbed menu at the top of the screen allows the user to try out multiple runplans to assess which strategy best suits their needs. 
Conclusions
This paper describes a decision support system (DSS) for improving the energy efficiency of production plans. The research aims to improve trust in DSS, and in turn its overall effectiveness, by combining an optimisation engine with a dynamic visualisation that:
• Communicates the rules and results of an optimisation engine in an intuitive manner • Allows end-users to generate dynamic constraints using simple drag and drop actions • Supports experimentation using what-if scenario planning • Generates a production plan incorporating energy saving opportunities This concept applies principles from joint cognitive system research to support complex decision making through the combination of human flexibility with computational power. A functional prototype has been developed and future work will focus of improving the performance of the algorithms, integration with a live production system and evaluation with end users.
