Parameter sensitivity analyses were conducted on a M( t)/C/o~ stochastic service system in which (1) the number of constants in an approximating nonhomogeneous Poisson process of inputs, (2) the mean of a Weibull c.d.f. of service time, and (3) the variance of the c.d.f. of service time were traded off in analyses of 24 cases for each of two fitting criteria: an L, metric implemented by a linear goal program, and an L, metric implemented by a mu&ilinear least squares regression. The model goodness of fit and estimated total input to the system are both more sensitive to the mean service time than to its variance or to the number of constants in the approximating Poisson input. The fitting criteria give consistent results, but the La criterion gives slightly higher estimates of total input to the system over a fixed period of time.
INTRODUCTION
&rated, and six cases were numerkally analyzed using both an L, metric (linear goal program) and an La metric (least squares regression). Additional sensitivity analyses were indicated, and the objective of this paper is to present the results of a systematic investigation of the sensitivity of that model to variation of input and service time parameters using the same data set as used in the earlier study [l] . A total of 24 distinct parameter combinations were analyzed, labeled cases l-24. For each case the same two fitting criteria were used as in the previous study: (1) with both zero and nonzero intercepts. A total of 72 numerical fitting exercises were computed, 48 of which are presented. Linear regression models with nonzero intercepts gave inadequate fits to the time series, and those results are not shown.
DEFINITIONS OF CASES INVESTIGATED
Twenty-four cases were def' d by distinct combinations of the number of coefficients defining the piecewise constant Poisson input intensity function h(t) (four cases), the mean of the c.d.f. of service (residence) time B(z) (two cases), and the variance of B(z) (three cases). 
Approximuting the Unknown Znput Intensity h(t)
A piecewise constant input intensity approximating the actual but unknown intensity X( t ),
(1) was fitted to the time series, requiring that the subintervals defined in Equation (1) be specified in advance. The constants X,,. . . , A, were estimated by a linear regression model with zero intercept. The target species was assumed to be present on day 126 and was present in abundance on the last day (t = 189) on which measurements were taken. Four cases of the index k defined in Equation (1) were selected: k = 1,2,3,6 (see Table 2 ). When k = 1, the Poisson arrival process is homogeneous; when k > 1 it is nonhomogeneous.
Residence Time CD. F. B(z)
A WeibuU form for the c.d.f. B(z) describing times of residence of individuals in the live larval state was assumed:
Two values of the mean of B(z) were selected as well as three values of the (Table 3 ). The six cases in Table 3 when combined with the four cases of the index k in Table 2 give the twenty-four cases (Table 4) analyzed by both the L, and L, fitting criteria. Other cases were. considered. A least squares regression model with nonzero intercept was employed to fit the same 24 cases to the time series, but the results were inferior on both biological and statistical grounds and are not reported here. In [l] a mean B(z) of 50 days was used initially, but was reduced to 10 days. Considerations of the biology of the species indicated that residence times in the live larval state of 5 to 10 days are more realistic than 50 days. Three cases for the variance of I?( z ) were chosen in order to compare relative effects of errors in estimates of the mean versus the variance of B(z) on. estimated total larval production and on goodness of fit of the models. The models become conceptually more complex whenever B(z) departs from the exponential case, i.e., whenever the coefficient c in the Weibull form is unequal to one. When c f 1 the stochastic process [ Nk( t )] denoting the -14  2  5  -10  -15  1  10  -20  -16  1  5  -10  -17  6  10  --80  18  6  5  --40  19  3  10  --80  20  3  5  --40  21  2  10  --80  22  2  5  --40  23  1  10  --80  24  1  5  --40 number of individuals in the live larval state at time t is a one state semi-Markov process, whereas it is a Markov process when c = 1. Thus, an additional purpose of selecting two values of c unequal to unity was to investigate whether the more complex semi-Markov model of net abundance, plausible on biophysical grounds, obtained a more adequate fit to the time series than did the more simplistic Markov model. Thus a three way comparison of relative effects of (1) variations in the mean of B(z), (2) variations in the variance of B(x), and (3) variations in the permissible degree of nonhomogeneity of the fitted input intensity X(t) was conducted. Relative effects were examined in terms of (1) total seasonal production of larvae and (2) goodness of fit of the models to the time series using both L, and L, fitting criteria. Tables 2-4 show all assumptions of numerical values of parameters needed to fit the 24 cases. The resulting 48 fits are summarized in Table S(a)-(c). Other outputs of the numerical analyses are not shown in separate tables, as they are accounted for in Table S(a)-(c). Except for identification of the constants in Equation (1) which are significantly different from zero and those which are negative, all important comparisons. of which there are seven, can be made with data from Table 5 (5) Estimated total production (col. 2) against coefficient of variation of B(z) (col. 7); (6) Estimated total production (col. 4) against coefficient of variation of B(z) (col. 7); (7) Estimated total production using L, criterion (col. 4) against estimated total production using L, criterion (~01. 2).
RESULTS AND DISCUSSION
Comparisons (l)-(2), (3)-(4), and (5)-(6) are matched, the purpose being to determine whether L, and L, fitting criteria give the same or at least consistent solutions. Comparison (7J shows whether the estimated total larval production is the same or different when L, and L, fitting criteria are used.
Comparisons (1) and (2) are consistent, and both show a rapid improvement in model fit from one to three subdivisions of the time axis. Only a slight improvement is shown when the number of subdivisions is increased from three to six, except for cases (2) and (4), in which a considerable improvement is demonstrated.
Comparisons (3) and (4) are consistent, and both show case (2) as providing the best-fitting model. The more complex semi-Markov process representation of the number of live larvae provides poorer model fits than the Markovian representation.
Comparisons (5) and (6) are consistent and are significant in terms of comparing relative effects of the mean and variance of B(z) and the number of constants in the input intensity function. The important point from these comparisons is that the mean of B(z) has (i) a much greater effect on the estimated total production than either of the other two factors and (ii) a substantial effect on the estimated total production. Comparison (7) shows that when all 24 cases are considered, the estimated total production is slightly higher for the La fitting criterion than for the L, criterion.
Column 6 shows the number of constants in the fitted input intensity which are significantly different from zero. In all cases where constants are not significantly different from zero, they represent time subintervals at the ends of the period of larval abundance. In some cases nonsignificant constants were positive, and in others they were negative.
Not shown in Table 5 (3) The mean of the c.d.f. B(z) exercises a greater effect on the estimated total larval production than does either its variance or the number of fitted constants in the input intensity x(t), provided that number is either three or six; (4) A best fitted model was found from the cases analyzed, which was the conceptually simpler Markovian representation of case 2.
(5) A &i-square test of fit of any of the cases l-24 to the time series is inconclusive, as many of the means in the series are not independent due to their proximity in time. Further model fitting should be preceded by reprocessing of the raw data into a revised time series in which data are grouped into time subintervals 130,132; 153,154; 161,166; 172,176,186,189 . One point of the time series would represent all raw measurements collected within each time subinterval. The degree of dependence between points of the time series would then be minimized. 
