Bezoutians play an important role in many diverse elds of numerical and symbolic computing because of their connections to system-theoretic concepts like stability and signature-symmetric realizations (see 19] , 10], 21], 22] and 24]). These relations make possible to treat problems arising from signal processing and control theory as an integral part of linear algebra. In this way, the e cient recursive evaluation of a triangular factorization of B becomes a central computational issue.
Many fast algorithms, that is, requiring O(n 2 ) arithmetic operations, have been developed for the triangularization of Bezoutians with entries over a eld 24] . However, these methods generally su er from potential instabilities which occur when ill-conditioned submatrices are encountered.
In this paper we address the stability problems by using exact integer arithmetic. That is, we develop a fast fraction-free procedure which reduces B into triangular form by means of ring operations and exact divisions only. Our approach yields a symbolic method for the inversion of B that can be used for the development of fast inversion algorithms for other structured matrices such as Toeplitz and Hankel ones 12], 15]. Further, our procedure can be described as a matrix analogue of some variant of the Euclidean algorithm applied to u(x) and v(x): r 0 (x) = u(x); r 1 (x) = v(x) r i?1 (x) = r i (x)q i (x) ? r i+1 (x) i = 1; : : :; L; (1.3) where ?r i+1 (x) is the remainder of the division of r i?1 (x) and r i (x), and r L (x) is the greatest common divisor (gcd) of u(x) and v(x). The sequence fr i (x)g L i=0 is a polynomial remainder sequence (p.r.s.) of u(x) and v(x).
The sub-resultant theory (see 7], 9] and 25]) is the fundamental tool for computing any p.r.s. over an integral domain rather than on a eld. The construction and the divisibility properties of sub-resultants are generally stated in terms of determinantal relations. Di erently, we feel that it is extremely illuminating to see the sub-resultant chain computation as an e ective tool for the fast symbolic recursive inversion of structured matrices. A similar matrix approach has been already considered in 1], 8], 13] and 28] but our method reaches better complexity estimates.
A rst well-known noticeable property relating Bezoutians with Euclid's algorithm raises from the question of checking the relative primeness of two polynomials. Clearly, this can be done by computing the greatest common divisor by means of the celebrated Euclidean scheme (1. Another important property relating Bezoutians and the Euclidean scheme concerns the concept of Schur complement. Assume we are given a matrix A partitioned into four blocks A i;j , i; j = 1; 2, where A 1;1 is k k and non-singular. The Schur complement of A 1;1 in A is the matrix S = A 2;2 ? A 2;1 A ?1 1;1 A 1;2 that is obtained in one step of block Gaussian elimination.
To our knowledge, the relations between the Schur complements of B(u; v) and the polynomials generated by (1.3) have not been completely understood in the literature and no clear statement can be found until the paper 4] where the authors have shown that the computation of the Euclidean scheme can indeed be reduced to computing a block triangular factorization of the matrixB = J n B(u; v)J n . Here and hereafter J n is the n n permutation matrix with unit anti-diagonal entries. Such reduction relies on the following: Proposition 1.1. The k k leading principal submatrixB k ofB = J n B(u; v)J n is non-singular if and only if there exists i, 1 i L, such that k = m i = n ? degr i (x). Moreover, the Schur complement S mi 2 Q (n?mi) (n?mi) ofB mi inB satis es S mi = J n?mi B(r i ; r i+1 )J n?mi ; 1 m i < n: Taking advantage from this structure-preserving property of the Schur complement, a block Gaussian elimination algorithm, applied to permuted Bezoutians, can be implemented at the cost of O(n 2 ) arithmetic operations 4]. A suitable variant of this process yields both a lower triangular matrix L with Toeplitz "stripes" of widths m i+1 ? m i , de ned by the coe cients of the remainders, and a block diagonal matrix D with Hankel diagonal blocks of sizes m i+1 ? m i , de ned by the coe cients of the quotients, such thatB = LDL T . The computation of this latter factorization by means of a divide-and-conquer approach leads to the fastest parallel implementation of the Euclidean scheme over any eld of constants 4], 14].
Although a simple modi cation of the block Gaussian elimination process can be applied in order to keep the computation over an integral domain leaving unchanged the structures of L and D, it can be easily observed that the block strategy doesn't allow us to e ciently control the growth of the coe cients length.
To our knowledge, all the existing fast algorithms for computing a block factorization of Bezoutians and other related structured matrices (say, Hankel and Toeplitz), over integral domains, su er from the occurrence of jumps of order O(n). In fact, in this situation, the bit length of the coe cients typically grows as O(n 2 log n). This is the main computational draw-back that makes the algorithms of this kind ine cient when large jumps are encountered.
In this paper we develop a new method, based on proposition 1.1 and on the Bareiss fraction-free elimination scheme 2], for the triangularization ofB over the integral domain Z. The resulting algorithm performs n ? 1 single elimination steps independently of the rank pro le ofB. In this way the internal structure both of the "stripes" of L and of the blocks of D is spoiled. Nevertheless, we prove that the structural invariance of the Bezoutian under the Schur complementation still holds if the Bareiss variant of Gaussian elimination is applied. Based on this key property, we prove that the LU factorization ofB can be computed with O(n 2 ) arithmetic operations, and that the bit length of the intermediate values of the computation grows at most as O(n(log nc)), where c is an upper bound of the moduli of the coe cients of u(x) and v(x). Both the bounds on the arithmetic cost and on the length of the integers generated by the algorithm are optimal.
As an application of our algorithm we present a new fraction-free implementation of the Euclidean scheme computation which delivers the (integer) coe cients of all the pseudo-remainder sequence, in O(n 2 ) arithmetic operations between O(n log(nc))-bit integers, no matter the polynomial remainder sequence is normal or not. Our approach can also be used for the computation of the sub-resultant chain since we show that the computed pseudo-remainders coincide with the sub-resultants up to a suitable scaling factor.
Our algorithm can be directly extended to polynomials with coe cients over more general integral domains 3], and used, say, for computing the inertia of a bi-variate polynomial (compare 11]).
Another extension is obtained by replacing the polynomials u(x) and v(x) with power series. In this case the Bezoutian, as well as its Schur complements are in nite matrices associated with a power series remainder sequence, as de ned in 8].
As a by-product, from the LU factorization ofB we obtain a triangular factorization of the Sylvester matrix that can be used for certain polynomial computations.
The paper is organized as follows. In section 2 we revisit the Bareiss variant of Gaussian elimination and prepare the tools for the analysis of the LU factorization of the Bezoutian. In section 3 we describe and analyze our algorithm for the LU factorization over Z of the matrixB. In section 4 the polynomial version of the algorithm for the computation of the polynomial remainder sequence is presented and analyzed. Section 5 contains some extensions and further applications.
PRELIMINARIES
Let us begin by reviewing the Bareiss modi cation of Gaussian elimination for matrices with entries over the integers 2]. Although this variant is usually derived from certain determinantal equalities, in this section we prefer to describe the resulting elimination process in terms of generalized Gauss transformations. This makes clear how Bareiss scheme extends to the general case where a permutation strategy is performed.
For the sake of simplicity, assume that A 2 Z n n is a strongly nonsingular matrix, i.e., for any j such that 1 j n, the j j leading principal submatrix A j of A is non-singular. It is well known from linear algebra that we may reduce the matrix A = A (0) = (a (0) i;j ) into upper triangular form by using Gaussian elimination. That is, we apply a sequence of transformations to A (0) , i;j ?
which is applied for k = 1; 2; : : :; n ? 1. The entries a (k? 1) k;k are referred to as the pivots. This formula clearly shows that the elimination process produces fractions and, therefore, the entries of the matrix A (k) at the k?th step generally belong to the quotient eld Q.
However, the update equation (2.2) can be suitably modi ed in order to perform all the computations over the integral domain Z without moving to the quotient eld. The resulting computational scheme is due to Bareiss 2] who also proposed extensions to more general integral domains 3].
Let us introduce the cumulative elimination matrix E k , k 1, such that Since A is strongly non-singular, the rows of E k are uniquely speci ed as the solutions of the above linear systems.
Replacing the solutions of (2.5) with the corresponding Cramer solutions (ê (k) i ) T A minfi;kg = ?det(A minfi;kg ) a i+1;1 : : : a i+1;minfi;kg ; (2.6) is the key to obtain an elimination procedure which works over Z. The ; k + 1 i n; k + 1 j n; (2.9) which is applied for k = 1; 2; : : :; n?1; with the initial conditionâ (?1) 0;0 = 1.
As we know, the assumption about the non-singularity of the leading principal submatrices of A can be removed. In practice, for a generic matrix A, the rule (2.9) should be complemented with a suitable pivoting strategy which has to be applied wheneverâ (k? 1) k;k = 0. The resulting algorithm will reduce a permuted version of A into upper triangular form by means of ring operations and exact divisions only.
The arithmetic cost of the Bareiss algorithm is the same as the one of Gaussian elimination, i.e., O(n 3 ) arithmetic operations. We may easily compute an upper bound to the Boolean cost if we estimate the bitlength of the integers involved in the computation. In fact, if (m) denotes the Boolean cost of the multiplication of m-bit integers and m(n) is the maximum length of the integers involved in the computation, then O(n 3 (m(n))) is an upper bound to the Boolean complexity of the Bareiss variant of Gaussian elimination. Now, m-bit integer multiplication can be performed with the customary algorithm at the cost (m) = O(m 2 ), or by means of Karatsuba algorithm 6] at the cost O(m log 2 3 ). The algorithm of Sch onhage- Strassen 29] , based on FFT, reaches the best known complexity bound (m) = O(m log m log logm), but with a larger overhead factor. In the current multi-precision packages like GMP, the GNU Multi Precision package, all of the three algorithms are implemented and applied according to the length of the operands.
Relation (2.6) is the key to analyze the growth of the length ofâ (k) i;j and consequently, the Boolean cost of Bareiss' algorithm. In fact, using Hadamard's inequality, we see that the length of the entries ofÊ k is bounded by O(k log kc) where c is an upper bound on the magnitude of the entries of the starting matrix A. From (2.7) there follows that the same estimates hold for the entries ofÂ (k) , whence we have m(n) = O(n log nc).
In conclusion, we are able to reduce a generic matrix A 2 Z n n into its upper triangular form using the Bareiss integer-preserving transformation algorithm at the overall cost of O(n 3 (n lognc)) Boolean operations. In the next section we will explain how it is possible to improve this complexity bound in the case where the matrix A has the structure of a Bezoutian of two polynomials with integer coe cients.
TRIANGULARIZATION OF BEZOUTIANS
In this section we introduce and analyze a division-free algorithm for computing a triangular factorization of the permuted BezoutianB = J n BJ n over the integers. We adjust the Bareiss integer-preserving transformation algorithm applied toB in order to exploit the structural properties of this matrix. We give an inductive description of the procedure, where the structure and the properties of the matrices involved are described step by step. Denote withB (0) =B !B (1) ! !B (n?1) the sequence of matrices generated by our algorithm, whereB (n?1) is upper triangular. In particular we focus our attention on the construction of the transformation that mapsB (mi) toB (mi+1) , where m i , i = 0; : : :; L ? 1, (m 0 = 0; S m0 =B), are de ned as in proposition 1.1. This reduction is accomplished by means of single steps of the Bareiss scheme complemented with a suitable pivoting strategy. The rst result is concerned with the invariance of the structure of matrices which the elimination process is applied to. This fact strongly simpli es the triangularization process. Moreover, the permutation J mi+1?mi introduced in this way does not a ect the sought LU factorization. In fact, the Schur complement of (Q (mi) ) mi+1?mi inQ (mi) coincides with S mi+1 up to a suitable scaling factor. This is the key observation that allows us to apply the integer preserving transformation keeping unchanged the Bezout structure of the Schur complement. In this way, by virtue of proposition 1.1, we obtain that Q (mi+1) is speci ed by its rst row or column. Let us analyze more closely the transformation that provides the rst row of Q (mi+1) from that of Q (mi) . In the view of (2.8), the modi ed Gauss elementary matricesM mi+1 ;M mi+2 ; : : :;M mi+1 , involved in the sequence of transformations This result makes clear that the rows of the elimination matrixÊ mi+1 are given by the Cramer solutions associated with the leading principal submatrices of a permuted reversed Bezoutian. As already observed in the previous section, this is the key strategy in order to control the coe cient growth. Now, regarding at the e cient evaluation of the rst row of Q (mi+1) over the integers, from the structure of each Gauss transformation we also deduce the following property: the computation of the rst row of Q (mi+1) can be carried out by determining both the rst and the ( In this way, we nally obtain the following fraction-free algorithm that transforms a permuted BezoutianB into its upper triangular form by using a sort of structured Gaussian elimination.
Algorithm. 1 Fraction-free triangularization of Bezoutians. Input: the entries of (the rst n ? m rows of) the permuted Bezoutian B =B (0) = JB(u; v)J 2 Z n n , where u(x) and v(x) are two polynomials with integer coe cients of degree n and m, n m, respectively. Alternatively, the coe cients of the polynomials u(x) and v(x).
Output: the integer entries of an upper triangular matrixB (n?1) 2 Z n n obtained fromB by row operations only.
Computation: Concerning the cost analysis of this algorithm, we rst observe that the computation of the rows m i +1 through m i+1 ofB (n?1) requires O((m i+1 ? m i )n) arithmetic operations. This yields the overall arithmetic cost of O(n 2 ) operations and, therefore, our algorithm is asymptotically optimal in the arithmetic model of computation. Moreover, if c is an upper bound on the magnitude of the entries of B, then, from proposition 3:3 it follows that the length of the integers involved in the computation is O(n(log nc)) bits. Hence, the overall Boolean cost is O(n 2 (n lognc)), where (m) denotes the Boolean cost of multiplication of m-bit integers.
SUB-RESULTANT CHAIN COMPUTATION
So far we have seen how a permuted Bezoutian JB(u; v)J can e ciently be reduced into upper triangular form by means of a fraction-free elimination scheme. In this section we make use of this result in order to develop a new algorithm for the computation of a polynomial remainder sequence, generated by u(x) and by v(x), over the integral domain Z. (x) ) denotes the leading coe cient of f(x), we de ne the process of pseudo-divisions (4.1), which always yields a pseudo-quotient t i (x) and a pseudo-remainder f i+1 (x) with integer coe cients. It is well known that the sequence generated in this way may su er from an exponential growth of the length of the coe cients. This may make the algorithm unusable for the large Boolean cost.
Throughout this section we will assume that f 0 (x) = u(x) 2 Z x] and f 1 (x) = v(x) 2 Z x], that is, we are considering p.r.s. of u(x) and v(x).
By choosing i = i = 1, we obtain the Euclidean scheme Boolean cost clearly depends on the coe cient growth which can be kept down by removing greatest common divisors. However, gcd computations are generally expensive and so they should be avoided. An alternative approach which does not require gcd computations consists of performing pseudo-divisions whereby factors known to exist are systematically removed from the coe cients of the pseudo-remainders.
The fundamental theorem of sub-resultants ( In conclusion, our fraction-free scheme for Bezoutian triangularization yields a fast method to compute the sub-resultant chain of u(x) and v(x) over the integral domain Z. The overall cost is O(n 2 (n lognc)) Boolean operations, where c here denotes an upper bound on the magnitude of the coe cients of the input polynomials. For comparison, the sub-resultant p.r.s. method by A. Akritas 1] , based on the triangularization of the resultant matrix, requires O(n 3 (n lognc)) Boolean operations since it is based on an unstructured version of Gaussian elimination. Di erently, the subresultant method of 8] uses a fast elimination procedure but, however, a quadratic coe cient growth can occur so slowing down the overall Boolean cost. The same criticism applies to the algorithms of 16].
CONCLUSIONS AND FURTHER EXTENSIONS
We have seen that the Bareiss variant of Gaussian elimination can be applied to factoring a permuted Bezoutian keeping unchanged the structural properties of the Schur complements. This provides a fast division-free algorithm for computing a polynomial remainder sequence of two polynomials with c-bit integer coe cients within the Boolean complexity bound O(n 2 (n lognc)).
The same result trivially holds for polynomials having coe cients over a general integral domain, say Z y], for y = (y 1 ; : : :; y q ) being a set of indeterminates.
We observe that, due to the permutation matrices J mi+1?mi used at the general stage of the algorithm, the sequence of polynomials f i (x) that is obtained in this way is not a Sturm sequence. In other words, because of the permutations, the matrix factorization cannot be transformed into an LDL T one.
In order to obtain a Sturm sequence we have to change the sign of f i (x) according to the values of m i+1 ? m i . In fact, detJ k = ?1 for k = 2 mod 4 or k = 3 mod 4, while detJ k = 1 otherwise. Di erently, by means of a slight change in the permutation strategy, it is possible to obtain right away a Sturm sequence without taking care about the sign of the permutations. The idea relies on applying a suitable permutation both to the rows and to the columns of JBJ so that the Schur complement obtained in this way is structurally unchanged. This strategy also leads to a method for computing the LDL T factorization of a permuted Bezoutian that is a useful tool in ; where the (q ?2) (q ?2) trailing principal submatrix is a lower triangular Hankel matrix.
The 2 2 leading principal submatrix of the above matrix is nonsingular, therefore it is possible to apply one step of 2 2 block Gaussian elimination in the Bareiss version 2]. It is immediate to verify that the Schur complement obtained in this way coincides with the (q ? 2) (q ? 2) trailing principal submatrix and no arithmetic operation is needed in this computation. The permutation policy, together with the Schur complementation by means of block Gaussian elimination in the Bareiss version, can be recursively applied to the whole matrix Q (mi) . In this way we arrive at the LDL T factorization of a permuted Bezoutian, where the same permutation acts both on the rows and on the columns. Bounds to the growth of the lengths of the intermediate integers generated by this scheme can be given similarly to the ones of section 3.
An interesting application of the LU factorization of the permuted Bezoutian comes from the following formula ( Given the LU decomposition of a permuted Bezoutian over the integers, the above formula enable us to solve a Sylvester system in O(n 2 ) arithmetic operations by avoiding explicit divisions within the overall Boolean cost O(n 2 (n lognc)). This fact nds applications in the solution of polynomial congruences like u(x)w(x)+v(x)z(x) = r(x) that can be reduced to solving Sylvester systems.
Another extension of our algorithm concerns computations with power series remainder sequences and Pad e fractions. Let us recall the following de nitions from 8]. The recursive application of the above proposition leads to the following result. Thus, from the above result, it follows that the LU (block) factorization of B(u; v) corresponds to compute the power series remainder sequence fs i ; R i (x)g i=?1;0;::: , of u(x) and v(x), and our algorithm of section 3 can be used to compute, for any n and m, the rst n coe cients of R i , i = 1; : : :; m.
