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Abstract
The paper considers the Popularity Adjusted Block model (PABM) introduced by Sengupta and Chen
(2018). We argue that the main appeal of the PABM is the flexibility of the spectral properties of the graph
which makes the PABM an attractive choice for modeling networks that appear in biological sciences. We
expand the theory of PABM to the case of an arbitrary number of communities which possibly grows with a
number of nodes in the network and is not assumed to be known. We produce estimators of the probability
matrix and the community structure and provide non-asymptotic upper bounds for the estimation and the
clustering errors. We use the Sparse Subspace Clustering (SSC) approach to partition the network into
communities, the approach that, to the best of our knowledge, has not been used for clustering network
data. The theory is supplemented by a simulation study. In addition, we show advantages of the PABM for
modeling a butterfly similarity network and a human brain functional network.
Keywords and phrases: Stochastic Block Model, Popularity Adjusted Block Model, Spectral Clus-
tering, Sparse Subspace Clustering
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1 Introduction
Statistical network analysis has become a major field of research, with applications as diverse as sociology,
biology, genetics, ecology, information technology to name a few. An overview of statistical modeling of
random graphs can be found in, e.g., [19] and [25].
Consider an undirected network with n nodes and no self-loops and multiple edges. Let A ∈ {0, 1}n×n be
the symmetric adjacency matrix of the network with Ai,j = 1 if there is a connection between nodes i and j,
and Ai,j = 0 otherwise. We assume that
Ai,j ∼ Bernoulli(Pi,j), 1 ≤ i ≤ j ≤ n, (1.1)
where Ai,j are conditionally independent given Pi,j and Ai,j = Aj,i, Pi,j = Pj,i for i > j.
The block models assume that each node in the network belongs to one ofK distinct blocks or communities
Nk, k = 1, · · · ,K . Let c denote the vector of community assignment, with ci = k if the node i belongs to
the community k. Then, the probability of connection between node i ∈ Nk and node j ∈ Nl depends on
the pair of blocks (k, l) to which nodes (i, j) belong. One can also consider a corresponding membership (or
clustering) matrix Z ∈ {0, 1}n×K such that Zi,k = 1 iff i ∈ Nk, i = 1, . . . , n.
A classical random graph model for networks with community structure is the Stochastic Block Model
(SBM) that has been studied by a number of authors (see, e.g., [1], [17] among others). Under this model, all
nodes belonging to a community are considered to be stochastically equivalent, in the sense that the probability
of connection between nodes is completely defined by the communities to which they belong. Specifically,
under the K-block SBM, this probability is completely determined by the community assignment for nodes
1
(i, j), so that Pi,j = Bci,cj where Bk,l is the probability of connection between communities k and l. In
particular, any nodes from the same community have the same degree distribution and the same expected
degree.
Since the real-life networks usually contain a very small number of high-degree nodes while the rest of the
nodes have very few connections (low degree), the SBMmodel fails to explain the structure of many networks
that occur in practice. The Degree-Corrected Block Model (DCBM) addresses this deficiency by allowing
these probabilities to be multiplied by the node-dependent weights (see, e.g., [23], [43], [11] among others).
Under the DCBM, the elements of matrix P are modeled as Pi,j = θiBci,cjθj , where θi, i = 1, . . . , n, are the
degree parameters of the nodes, and B is the (K ×K) matrix of baseline interaction between communities.
Identifiability of the parameters is usually ensured by a constraint of the form
∑
i∈Nk
θi = 1 for all k =
1, ...,K (see, e.g., [23]).
A network feature that is closely associated with community structure is the popularity of nodes across
communities defined as the number of edges between a specific node and a specific community. While the
DCBM allows to correctly detect the communities, and accurately fits the total degree by enforcing the node-
specific degree parameters, it enforces the node popularity to be uniformly proportional to the node degree.
Hence, the DCBM fails to model node popularities in a flexible and realistic way. For this reason, recently,
Sengupta and Chen (2018) introduced the Popularity Adjusted Stochastic Block Model (PABM) which mod-
els the probability of a connection between nodes as a product of popularity parameters that depend on the
communities to which the nodes belong as well as on the pair of nodes themselves. In particular, in PABM
Pi,j = Vi,cjVj,ci , (1.2)
where Vi,k, 1 ≤ i ≤ n, 1 ≤ k ≤ K, are the popularity scaling parameters and 0 ≤ Pi,j ≤ 1 for any
i and j. [34] introduced the notion of popularity of node i in community k as µi,k =
∑
j∈Nk
Pi,j . They
noted that the ratio of popularities of the nodes (i, j) ∈ Nk in the same community k is equal to one for the
SBM, is independent of community k (a function of i and j only) in DCBM but can vary between nodes and
communities for the PABM, thus, allowing a more flexible modeling of connection probabilities. The authors
showed that PABM generalizes both the SBM and the DCBM, suggested the quasi-maximum likelihood
type procedure for estimation and clustering and demonstrated the improvement achieved through this new
methodology.
The flexibility of PABM, however, is not limited to modeling the popularity parameters of the nodes. In
order to better understand the model, consider a rearranged version P (Z,K) of matrix P where its first n1
rows correspond to nodes from class 1, the next n2 rows correspond to nodes from class 2 and the last nK
rows correspond to nodes from classK . Denote the (k, l)-th block of matrix P (Z,K) by P (k,l)(Z,K). Since
sub-matrix P (k,l)(Z,K) ∈ [0, 1]nk×nl corresponds to pairs of nodes in communities (k, l) respectively, one
obtains from (1.2) that P
(k,l)
i,j = Vik,lVjl,k where ik is the i-th element in Nk and jl is the j-th element in Nl.
Thus, matrices P (k,l)(Z,K) are rank-one matrices with the unique singular vectors generating them. Indeed,
consider vectors Λ(k,l) with elements Λ
(k,l)
i = Vik,l, where i = 1, . . . , nk and ik ∈ Nk. Then, equation (1.2)
implies that
P (k,l)(Z,K) = Λ(k,l) [Λ(l,k)]T . (1.3)
Moreover, it follows from (1.2) and (1.3) that P (k,l)(Z,K) = [P (l,k)(Z,K)]T and that each pair of blocks
(k, l) involves a unique combination of vectors Λ(l,k):
P (Z,K) =

Λ(1,1)(Λ(1,1))T Λ(1,2)(Λ(2,1))T · · · Λ(1,K)(Λ(K,1))T
Λ(2,1)(Λ(1,2))T Λ(2,2)(Λ(2,2))T · · · Λ(2,K)(Λ(K,2))T
...
... · · · ...
Λ(K,1)(Λ(1,K))T Λ(K,2)(Λ(2,K))T · · · Λ(K,K)(Λ(K,K))T

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where
Λ =

Λ(1,1) Λ(1,2) · · · Λ(1,K)
Λ(2,1) Λ(2,2) · · · Λ(2,K)
...
... · · · ...
Λ(K,1) Λ(K,2) · · · Λ(K,K)
 (1.4)
The latter implies that matrix P (Z,K) is formed by arbitrary rank one blocks and hence rank(P (Z,K)) =
rank(P ) can take any value between K and K2. In comparison, all other block models restrict the rank of
P to be exactly K . This is true not only for the SBM and DCBM discussed above but also for their gener-
alizations such as the Mixed Membership models (see, e.g., [3] and [12]) and the Degree Corrected Mixed
Membership (DCMM) (see, e.g., [21]). Hence, the PABM allows for much more flexible spectral structure
than any other block model above.
This flexibility makes the PABM an attractive choice for modeling networks that appear in biological
sciences. Indeed, while social networks exhibit assortative behavior due to the human tendency of forming
strong associations, the biological networks tend to be more diverse. For this reason, PABM tends to be a
useful tool for modeling such networks.
However, while the PABM model is extremely valuable, the statistical inference in [34] has been incom-
plete. In particular, the authors considered only the case of a small finite number of communities K; they
provided only asymptotic consistency results as n → ∞ without any error bounds when n is finite; their
clustering procedure was tailored to the case of a small K , therefore, all simulations and real data examples
in [34] only tackled the case of K = 2.
The purpose of the present paper is to address some of those deficiencies and to advance the theory of the
PABM. Specifically, our paper makes the following contributions:
1. In contrast to [34], we consider the PABM with an arbitrary number of communities which possibly
grows with a number of nodes in the network and is not assumed to be known.
2. We argue that the main appeal of the PABM is the flexibility of the spectral properties of the graph
and replace the estimators in [34] that are based on averaging over the communities by more accurate
counterparts based on low rank matrix approximations.
3. While [34] only proved convergence of the estimation and clustering errors to zero as the number of
nodes grows, we derive non-asymptotic upper bounds for those errors when the number of communities
is arbitrary. In particular, we produce an upper bound for the estimation error of the matrix of the
connection probabilities and provide a condition that guarantees that the proportion of misclassified
nodes is bounded above by a specified quantity. All results in the paper are non-asymptotic and are
valid for any combination of parameters.
4. We use the accuracy of approximation of the adjacency matrix for various number of communities, to
identify the number of communities in the network.
5. We suggest to use the Sparse Subspace Clustering (SSC) approach to partition the network into com-
munities. While the SSC is widely used in computer vision, to the best of our knowledge, it has not
been used for clustering network data. The advantage of the SSC procedure (in comparison with the
Extreme Point algorithm applied in [34]) is that it has several well studied versions and can carry out
clustering not only for the PABM but also for the SBM and DCBM.
6. Our simulation study as well as the real data examples handle various number of communities K be-
tween 2 and 6. In particular, we demonstrate the advantages of the PABM for modeling networks that
appear in biological sciences.
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The rest of the paper is organized as follows. Section 2 discusses estimation and clustering in PABM as a
solution of a penalized optimization procedure. Section 2.1 introduces notations used throughout the paper.
Section 2.2 formulates estimation and clustering as solutions of an optimization procedure. Section 2.3 derives
upper bounds for estimation errors as well as sufficient conditions for the proportion of misclustered nodes to
be bounded above by a pre-specified quantity ρn with a high probability. Section 3 deliberates about practical
implementation of clustering and provides a simulation study and real data examples. In particular, Section 3.1
reviews the SSC and elaborates on what kind of SSC procedure we employ in this paper. Section 3.2 evaluates
the performance of this method using synthetic networks with various values ofK . Furthermore, it compares
the performance of the SSC with the Extreme Point algorithm applied in [34] using the simulation example
presented in [34] and shows the superiority of the former, especially when the homophily factor is small.
Section 3.3 brings two examples of biological networks that we model using the PABM. Finally, Section 4
presents the proofs of all statements in the paper.
2 Estimation and clustering
2.1 Notation
For any two positive sequences {an} and {bn}, an ≍ bn means that there exists a constant C > 0 independent
of n such that C−1an ≤ bn ≤ Can for any n. For any set Ω, denote cardinality of Ω by |Ω|. For any numbers
a and b, a ∧ b = min(a, b). For any vector t ∈ Rp, denote its ℓ2, ℓ1, ℓ0 and ℓ∞ norms by, respectively, ‖t‖,
‖t‖1, ‖t‖0 and ‖t‖∞. Denote by 1m them-dimensional column vector with all components equal to one.
For any matrix A, denote its spectral and Frobenius norms by, respectively, ‖A‖op and ‖A‖F . Let vec(A)
be the vector obtained from matrix A by sequentially stacking its columns.
Denote byMn,K a collection of clustering matrices Z ∈ {0, 1}n×K such that Zi,k = 1 iff i ∈ Nk, i =
1, . . . , n, and ZTZ = diag(n1, . . . , nK) where nk = |Nk| is the size of community k, where k = 1, . . . ,K.
Denote byPZ,K ∈ {0, 1}n×n the permutation matrix corresponding to Z ∈Mn,K that rearranges any matrix
B ∈ Rn,n, so that its first n1 rows correspond to nodes from class 1, the next n2 rows correspond to nodes
from class 2 and the last nK rows correspond to nodes from class K . Recall that PZ,K is an orthogonal
matrix with P−1Z,K = P
T
Z,K . For any PZ,K and any matrix B ∈ Rn×n denote the permuted matrix and its
blocks by, respectively, B(Z,K) and B(k,l)(Z,K), where B(k,l)(Z,K) ∈ Rnk×nl , k, l = 1, . . . ,K, and
B(Z,K) = PTZ,KBPZ,K , B = PZ,KB(Z,K)P
T
Z,K . (2.5)
Also, throughout the paper, we use the star symbol to identify the true quantities. In particular, we denote the
true matrix of connection probabilities by P∗, the true number of classes byK∗ and the true clustering matrix
that partitions n nodes into K∗ communities by Z∗.
2.2 Optimization procedure for estimation and clustering
In this section we consider estimation of the true probability matrix P∗. Consider block P
(k,l)
∗ (Z∗,K∗) of the
rearranged version P∗(Z∗,K∗) of P∗. Let Λ ≡ Λ(Z∗,K∗) ∈ [0, 1]n×K∗ be a block matrix with each column l
partitioned intoK∗ blocks Λ
(k,l) ≡ Λ(k,l)(Z∗,K∗) ∈ [0, 1]nk . Then, due to (1.3), P (k,l)∗ (Z∗,K∗) are rank-one
matrices such that P
(k,l)
∗ (Z∗,K∗) = [P
(l,k)
∗ (Z∗,K∗)]
T and that each pair of blocks (k, l) involves a unique
combination of vectors Λ(k,l). The structures of matrices P∗(Z∗,K∗), Λ and P∗ are illustrated in Figure 1.
Observe that although matrices P
(k,l)
∗ (Z∗,K∗) in (1.3) are well defined, vectors Λ
(k,l) and Λ(l,k) can be
determined only up to a multiplicative constant. In particular, under the constraint
1TnkΛ
(k,l) = 1TnlΛ
(l,k), (2.6)
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Figure 1: Matrices Λ, P (Z,K) and P in the case of n = 5 and K = 2. Matrix Λ (top left): Λ(1,1) (red),
Λ(2,1) (blue), Λ(1,2) (yellow), Λ(2,2) (violet). Assembling re-organized probability matrix P (Z,K) (top right):
P (1,1)(Z,K) (red), P (2,1)(Z,K) (green), P (2,2)(Z,K) (violet). Re-organized probability matrix P (Z,K)
(bottom left): P (1,1)(Z,K) (red), P (2,1)(Z,K) and P (1,2)(Z,K) (green), P (2,2)(Z,K) (violet). Probability
matrix P (bottom right): nodes 1,3,4 are in community 1; nodes 2 and 5 are in community 2.
[34] obtained explicit expressions for vectors Λ(k,l) and Λ(l,k) in (1.3).
In reality, K∗ and matrices Z∗ and P∗ are unknown and need to be recovered. If K∗ were known, in
order to estimate Z∗ and P∗, one could permute the rows and the columns of the adjacency matrix A using
permutation matrix PZ,K∗ obtaining matrix A(Z,K∗) = P
T
Z,K∗
APZ,K∗ and then, following assumption
(1.3), minimize some divergence measure between blocks of A(Z,K∗) and the products Λ
(k,l) [Λ(l,k)]T . One
of such measures is the Bregman divergence between A(Z,K∗) and Λ
(k,l) [Λ(l,k)]T .
The Bregman divergence between vectors x and y associated with a continuously-differentiable, strictly
convex function F is defined as
DF (x, y) = F (x)− F (y)− 〈∇F (y), x − y〉
where ∇F (y) is the gradient of F with respect to y. The Bregman divergence between any matrices X
and Y of the same dimension can be defined as the Bregman divergence between their vectorized versions:
DF (X,Y ) = DF (vec(X), vec(Y )). It is well known thatDF (X,Y ) ≥ 0 for anyX and Y andDF (X,Y ) =
0 iff X = Y . In particular, the Poisson log-likelihood maximization used in [34] corresponds to minimizing
the Bregman divergence with
F (x) =
∑
i
(xi lnxi − xi).
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Under the assumption (1.3) and the constraint (2.6) of [34], the latter leads to maximization over Λ(k,l) and
Z ∈ Mn,K∗ of the following quantity
l(Λ|A) = −DF (A,Λ) =
K∗∑
k,l=1
nk∑
i=1
nl∑
j=1
[
A
(k,l)
i,j ln
(
Λ
(k,l)
i Λ
(l,k)
j
)
−
(
Λ
(k,l)
i Λ
(l,k)
j
)]
. (2.7)
where A(k,l) stands for A(k,l)(Z,K∗), the (k, l)-th block of matrix A(Z,K∗). It is easy to see that the ex-
pression (2.7) coincides with the Poisson log-likelihood up to a term which depends on matrix A only, and is
independent of P,Z and K∗. Maximization of (2.7) over Λ, under condition (2.6), for given Z and K∗, leads
to the estimators of Λ obtained in [34]
Λ̂(k,l) =
A(k,l)(Z,K∗)1nl√
1TnkA
(k,l)(Z,K∗)1nl
; Λ̂(l,k) =
(A(k,l)(Z,K∗))
T 1nk√
1TnkA
(k,l)(Z,K∗)1nl
. (2.8)
Afterwards, [34] plug the estimators (2.8) into (2.7), thus, obtaining the likelihood modularity function which
they further maximize in order to obtain community assignments.
In the present paper, we use the Bregman divergence associated with the Euclidean distance (F (x) =
‖x‖2) which, for a given K , leads to the following optimization problem
(Λ̂, Zˆ) ∈ argmin
Λ,Z

K∑
k,l=1
∥∥∥A(k,l)(Z,K) − Λ(k,l)[Λ(l,k)]T∥∥∥2
F
 s.t. A(Z,K) = PTZ,KAPZ,K
Note that recovery of the components Λ(k,l) and Λ(l,k) of the products above relies on an identifiability con-
dition of the type (2.6). Since these conditions can be imposed in a variety of ways, we denote Θ(k,l) =
Λ(k,l)[Λ(l,k)]T and recover the uniquely defined rank one matrix Θ(k,l). In addition, since the number of clus-
ters K is unknown, we impose a penalty on K in order to safeguard against choosing too many clusters.
Hence, we need to solve the following optimization problem
(Θˆ, Zˆ, Kˆ) ∈ argmin
Θ,Z,K

K∑
k,l=1
∥∥∥A(k,l)(Z,K) −Θ(k,l)∥∥∥2
F
+ Pen(n,K)

s.t. A(Z,K) = PTZ,KAPZ,K , rank(Θ
(k,l)) = 1; k, l = 1, 2, · · · ,K.
(2.9)
Here, Θˆ is the block matrix with blocks Θˆ(k,l), k, l = 1, . . . , Kˆ and Pen(n,K) will be defined later.
Observe that, if Zˆ and Kˆ were known, the best solution of problem (2.9) would be given by the rank one
approximations Θˆ(k,l) of matrices A(k,l)(Zˆ, Kˆ)
Θˆ(k,l)(Zˆ, Kˆ) = Πuˆ,vˆ
(
A(k,l)(Zˆ, Kˆ)
)
= σˆ
(k,l)
1 uˆ
(k,l)(Zˆ, Kˆ)(vˆ(k,l)(Zˆ, Kˆ))T , (2.10)
where σˆ
(k,l)
1 are the largest singular values of matrices A
(k,l)(Zˆ, Kˆ)); uˆ(k,l)(Zˆ, Kˆ), vˆ(k,l)(Zˆ, Kˆ) are the cor-
responding singular vectors, and Πuˆ,vˆ
(
A(k,l)(Zˆ, Kˆ)
)
is the rank one projection of matrix A(k,l)(Zˆ, Kˆ) (see
Lemma 1 in Section 4 (Appendix) for the exact expression). Plugging (2.10) into (2.9), we rewrite optimiza-
tion problem (2.9) as
(Zˆ, Kˆ) ∈ argmin
Z,K

K∑
k,l=1
∥∥∥∥A(k,l)(Z,K)−Πuˆ,vˆ (A(k,l)(Z,K))∥∥∥∥2
F
+ Pen(n,K)

s.t. A(Z,K) = PTZ,KAPZ,K
(2.11)
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In order to obtain (Zˆ, Kˆ), one needs to solve optimization problem (2.11) for every K , obtaining
ZˆK ∈ argmin
Z∈Mn,K

K∑
k,l=1
∥∥∥∥A(k,l)(Z,K) −Πuˆ,vˆ (A(k,l)(Z,K))∥∥∥∥2
F
 (2.12)
and then find Kˆ as
Kˆ ∈ argmin
K

K∑
k,l=1
∥∥∥∥A(k,l)(ZˆK ,K)−Πuˆ,vˆ (A(k,l)(ZˆK ,K))∥∥∥∥2
F
+ Pen(n,K)
 . (2.13)
Note that if the true number of clusters K∗ were known, the penalty in (2.9) and (2.11) would be unnecessary.
Remark 1. Advantages of our estimation procedure. There are several advantages of the estimator (2.10)
in comparison with estimators (2.8) of [34]. First, rather than obtaining estimators in (2.8) by averaging, we
derive the rank one approximations of the unknown sub-matrices of probabilities which lead to the minimal
error (see, e.g., [18]) even when some of the nodes are misclustered and, therefore, the matrices P
(k,l)
∗ (Zˆ, Kˆ)
are not necessarily of rank one. Indeed, the estimators obtained by averaging are suboptimal since matrix
P∗ is contaminated with errors. Second, recoveries of the matrices Θ
(k,l) do not require any identifiability
conditions that can be imposed in a variety of ways. Finally, estimators Λ̂(k,k) of vectors Λ(k,k) in (2.8)
require the knowledge of the diagonal elements of matrix A that are not available. On the contrary, the rank
one approximation of a matrix can be achieved in the presence of missing values (see, e.g., [24]).
Remark 2. The true community assignment. [34] show that the likelihood modularity is maximized at
the true community assignment provided the, so called, detectability condition holds: for any two distinct
communities Nl and Nk and any two nodes, j1 ∈ Nl and j2 ∈ Nk, the set {(P∗)i,j1/(P∗)i,j2}ni=1 assumes at
leastK∗+1 distinct values, whereK∗ is the true (known) number of clusters and P∗ is the unknown true matrix
of probabilities. In our case, the correct community assignment is a solution of the optimization problem
(2.12) if matrix P∗ is a unique combination (up to permutations) of the K
2 rank one matrices. The latter
is guaranteed if collections of vectors Λ(k,1), . . . ,Λ(k,K∗) are linearly independent for any k = 1, . . . ,K∗.
Milder conditions can be found in [35].
2.3 The errors of estimation and clustering
In this section we evaluate the estimation and the clustering errors. We choose the penalty which, with high
probability, exceeds the random errors. In particular, we denote
F1(n,K) = C1nK + C2K
2 ln(ne) + C3(lnn+ n lnK) (2.14)
F2(n,K) = 2 lnn+ 2n lnK, (2.15)
where C1, C2 and C3 are absolute constants. Define the penalty of the form
Pen(n,K) =
(
2 + 16β−11
)
F1(n,K) + β
−1
2 F2(n,K), (2.16)
where positive parameters β1 and β2 are such that β1 + β2 < 1. Then, the following statement holds.
Theorem 1. Let (Θˆ, Zˆ, Kˆ) be a solution of optimization problem (2.9). Construct the estimator Pˆ of P∗ of
the form
Pˆ = PZˆ,KˆΘˆ(Zˆ, Kˆ)P
T
Zˆ,Kˆ
(2.17)
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where PZˆ,Kˆ is the permutation matrix corresponding to (Zˆ, Kˆ). Then, for any t > 0 and C˜ = C˜(C3) given
in (4.55), one has
P
{
1
n2
∥∥∥Pˆ − P∗∥∥∥2
F
≤ Pen(n,K∗)
(1− β1 − β2)n2 +
C˜t
n2
}
≥ 1− 3e−t, (2.18)
1
n2
E
∥∥∥Pˆ − P∗∥∥∥2
F
≤ Pen(n,K∗)
(1− β1 − β2)n2 +
3C˜
n2
(2.19)
Remark 3. The penalty. By rearranging and combining the terms, the penalty in (2.16) can be written in
the form
Pen(n,K) = H1nK +H2K
2 lnn+H3n lnK, (2.20)
whereHi ≡ Hi(β1, β2, C1, C2, C3), i = 1, 2, 3, and the estimation errors in (2.18) and (2.19) are proportional
to the right hand side of (2.20). The first term in (2.20) corresponds to the error of estimating nK unknown
entries of matrix Λ, the second term is associated with estimation of rankK2 matrix while the last term is due
to the clustering of n nodes into K communities. If K grows with n, i.e., K = K(n)→∞ as n →∞, then
the first term in (2.20) dominates the other two terms. However, in the case of a fixedK , the first and the third
terms grow at the same rate as n→∞. The second term is always of a smaller order provided K(n)/n→ 0.
In order to evaluate the clustering error, we assume that the true number of classes K = K∗ is known.
Let Z∗ ∈ Mn,K∗ be the true clustering matrix. Then Zˆ ≡ ZˆK is a solution of the optimization problem
(2.12). Note that if Z∗ is the true clustering matrix and Z is any other clustering matrix, then the proportion
of misclustered nodes can be evaluated as
Err(Z,Z∗) = (2n)
−1 min
PK∈PK
‖ZPK − Z∗‖1 = (2n)−1 min
PK∈PK
‖ZPK − Z∗‖2F (2.21)
where PK is the set of permutation matrices PK : {1, 2, · · · ,K} −→ {1, 2, · · · ,K}. Let
Υ(Z∗, ρ) =
{
Z ∈ Mn,K : (2n)−1 min
PK∈PK
‖ZPK − Z∗‖1 ≥ ρ
}
(2.22)
be the set of clustering matrices with the proportion of misclustered nodes being at least ρ, ρ < 1.
The success of clustering in (2.12) relies upon the fact that matrix P∗ is a collection ofK
2 rank one blocks,
so that the operator and the Frobenius norms of each block are the same. On the other hand, if clustering were
incorrect, the ranks of the blocks would increase which would lead to the discrepancy between their operator
and Frobenius norms. In particular, the following statement is true.
Theorem 2. Let K = K∗ be the true number of clusters and Z∗ ∈ Mn,K∗ be the true clustering matrix. If
for some α1, α2, ρn ∈ (0, 1), one has
‖P∗‖2F −
1 + α2
1− α1 maxZ∈Υ(Z∗,ρn)
K∑
k,l=1
∥∥∥P (k,l)∗ (Z)∥∥∥2
op
≥ H[C1nK + C2K2 ln(ne) + C3(n lnK + t)], (2.23)
then, with probability at least 1 − 2e−t, the proportion of the misclassified nodes is at most ρn. Here, H ≡
H(α1, α2), is a function of α1 and α2 only.
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3 Simulations and real data examples
3.1 Sparse subspace clustering
In Section 2, we obtained an estimator Zˆ of the true clustering matrix Z∗ as a solution of optimization problem
(2.11). Minimization in (2.11) is somewhat similar to modularity maximization in [6] or [43] in the sense that
modularity maximization as well as minimization in (2.11) are NP-hard, and, hence, require some relaxation
in order to obtain an implementable clustering solution.
In the case of the SBM and the DCBM, possible relaxations include semidefinite programming (see, e.g.,
[4] and references therein), variational methods ([10]) and spectral clustering and its versions (see, e.g., [22],
[27] and [33] among others). Since in the case of PABM, columns of matrix P∗ that correspond to nodes in the
same class are neither identical, nor proportional, direct application of spectral clustering to matrix P∗ does
not deliver the partition of the nodes. However, it is easy to see that the columns of matrix P∗ that correspond
to nodes in the same class form a matrix withK rank-one blocks, hence, those columns lie in the subspace of
the dimension at most K . Therefore, matrix P∗ is constructed of K clusters of columns (rows) that lie in the
union of K distinct subspaces, each of the dimension K . For this reason, the subspace clustering presents a
technique for obtaining a fast and reliable solution of optimization problem (2.11) (or (2.12)).
Subspace clustering has been widely used in computer vision and, for this reason, it is a very well studied
and developed technique in comparison with the Extreme Points algorithm used in [34]. Subspace clustering
is designed for separation of points that lie in the union of subspaces. Let {Xj ∈ RD}nj=1 be a given set of
points drawn from an unknown union of K > 1 linear or affine subspaces {Si}Ki=1 of unknown dimensions
di = dim(Si), 0 < di < D, i = 1, ...,K . In the case of linear subspaces, the subspaces can be described as
Si = {x ∈ RD : x = U iy}, i = 1, ...,K
where U i ∈ RD×di is a basis for subspace Si and y ∈ Rdi is a low-dimensional representation for point x.
The goal of subspace clustering is to find the number of subspaces K , their dimensions {di}Ki=1, the subspace
bases {U i}Ki=1, and the segmentation of the points according to the subspaces.
Several methods have been developed to implement subspace clustering such as algebraic methods ([8],
[30], [40]), iterative methods ([9], [2], [37]), and spectral clustering based methods ([16], [28], [29], [36],
[14], [15], [39]). In this paper, we shall use the latter group of techniques.
Spectral clustering algorithms rely on construction of an affinity matrix whose entries are based on some
distance measures between the points. In particular, in the case of the SBM, adjacency matrix itself serves as
the affinity matrix, while for the DCBM, the affinity matrix is obtained by normalizing rows/columns of A.
In the case of the subspace clustering problem, one cannot use the typical distance-based affinity because two
points could be very close to each other, but lie in different subspaces, while they could be far from each other,
but lie in the same subspace. One of the solutions is to construct the affinity matrix using self-representation of
the points with the expectation that a point is more likely to be presented as a linear combination of points in
its own subspace rather than from a different one. A number of approaches such as Low Rank Representation
(see, e.g., [28], [29]) and Sparse Subspace Clustering (see, e.g., [15], [14]) have been proposed in the past
decade for the solution of this problem.
In this paper, we use Sparse Subspace Clustering (SSC) since it allows one to take advantage of the knowl-
edge that, for a givenK , columns of matrix P∗ lie in the union ofK distinct subspaces, each of the dimension
at most K . If matrix P∗ were known, the weight matrix W would be based on writing every data point as a
sparse linear combination of all other points by minimizing the number of nonzero coefficients
min
Wj
‖Wj‖0 s.t (P∗)j =
∑
k 6=j
Wkj(P∗)k (3.24)
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where, for any matrix B, Bj is its j-th column. The affinity matrix of the SSC is the symmetrized version of
the weight matrixW . If the subspaces are linearly independent, then the solution to the optimization problem
(3.24) is such thatWk,j 6= 0 only if points k and j are in the same subspace. In the case of data contaminated
by noise, the SSC algorithm does not attempt to write data as an exact linear combination of other points.
Instead, SSC is based on the solution of the following optimization problem
Ŵj ∈ argmin
Wj
{
‖Wj‖0 + γ‖Aj −AWj‖22 s.t. Wjj = 0
}
, j = 1, ..., n, (3.25)
where γ > 0 is a tuning parameter. Problem (3.25) can be rewritten in an equivalent form as
Ŵj ∈ argmin
Wj
{
‖Aj −AWj‖22 s.t. ‖Wj‖0 ≤ L, Wjj = 0
}
, j = 1, ..., n, (3.26)
where L is the maximum number of nonzero elements in each column of W ; in our case L = K . We solve
(3.26) using the Orthogonal Matching Pursuit (OMP) algorithm ([32], [42]) implemented in SPAMS Matlab
toolbox (see [31]). Given Ŵ , the affinity matrix is defined as |Ŵ | + |Ŵ T | where, for any matrix B, matrix
|B| has absolute values of elements of B as its entries. The class assignment (clustering matrix) Z is then
obtained by applying spectral clustering to |Ŵ | + |Ŵ T |. We elaborate on the implementation of the SSC in
Section 3.2.
3.2 Simulations on synthetic networks
In this section we evaluate the performance of our method using synthetic networks. We assume that the num-
ber of communities (clusters) K is known and for simplicity consider a perfectly balanced model with n/K
nodes in each cluster. We generate each network from a random graph model with a symmetric probability
matrix P given by the PABM model with a clustering matrix Z and a block matrix Λ.
Sengupta and Chen (2018), in their simulations, considered networks with K = 2 communities of equal
sizes and matrices Λ in (1.2) with elements Λi,r = αi
√
h
1+h when node i lies in class r, and Λi,r = βi
√
1
1+h
otherwise, where h is the homophily factor. The factors αi and βi were set to 0.8 for half of the nodes in
each class and to 0.2 for another half at random, and h ranges between 1.5 and 4.0. Note that, although the
data generated by the procedure above follows PABM, the probability matrix has constant blocks, for which
the spectral clustering is known to deliver accurate results. In particular, the setting above leads to the SBM
with four blocks. However, the spectral clustering incurs some difficulties as the probabilities of connections
in every community become more diverse. In this paper, we ensure to generate networks that follow PABM
with diverse probabilities of connections.
To generate a more diverse synthetic network, we start by producing a block matrix Λ in (1.4) with random
entries between 0 and 1. We multiply the non-diagonal blocks of Λ by ω, 0 < ω < 1, to ensure that most
nodes in the same community have larger probability of interactions. Then matrix P (Z,K) with blocks
P
(k,l)
Z,K = Λ
(k,l)(Λ(l,k))T , k, l = 1, . . . ,K, mostly has larger entries in the diagonal blocks than in the non-
diagonal blocks. The parameter ω is the heterogeneity parameter. Indeed, if ω = 0, the matrix P∗ is strictly
block-diagonal, while in the case of ω = 1, there is no difference between diagonal and non-diagonal blocks.
Next, we generate a random clustering matrix Z ∈Mn,K corresponding to the case of equal community sizes
and the permutation matrix P(Z,K) corresponding to the clustering matrix Z . Subsequently, we scramble
rows and columns of P (Z,K) to create the probability matrix P = PZ,KP (Z,K)P
T
Z,K . Finally we generate
the lower half of the adjacency matrixA as independent Bernoulli variables Aij ∼ Ber(Pij), i = 1, . . . , n, j =
1, . . . , i − 1, and set Aij = Aji when j > i. In practice, the diagonal diag(A) of matrix A is unavailable, so
we estimate diag(P ) without its knowledge.
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Figure 2: The clustering errors Err(Zˆ, Z) defined in (2.21) (left panels) and the estimation errors
n−2 ‖Pˆ − P‖2F (right panels) for K = 3 (top), K = 4 (middle) and K = 5 (bottom) clusters. The er-
rors are evaluated over 50 simulation runs. The number of nodes ranges from n = 300 to n = 540 with the
increments of 60. SSC results are represented by the solid lines; SC results are represented by the dash lines:
ω = 0.5 (red), ω = 0.7 (blue) and ω = 0.9 (black).
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Figure 3: Clustering errors of SC and SSC for K = 2 clusters and n = 360, 420 and 480 nodes in the
simulations setting of [34]. The homophily factor h ranges from 1.5 to 4 with increments of 0.5
[34] used the Extreme Points (EP) algorithm, introduced in [26], as a clustering procedure. For K = 2,
the EP algorithm computes the two leading eigenvectors of the adjacency matrix A, and finds the candidate
assignments associated with the extreme points of the projection of the cube [−1, 1]n onto the space spanned
by the two leading eigenvectors of A. The technique is becoming problematic when K grows and the prob-
abilities of connections are getting more diverse, hence, [34] have only studied performances of estimation
and clustering in the case of K = 2 and the choices of probability matrix P described above. As we have
mentioned before, these are the settings for which the spectral clustering procedure allows to identify the
communities. Considering that we are interested in studying K > 2 and the more diverse probabilities of
connections, we use the spectral clustering directly (SC thereafter) and compare its precision with the sparse
subspace clustering (SSC) procedure.
Since the diagonal elements of matrix A are unavailable, we initially set Aii = 0, i = 1, ..., n. We solve
optimization problem (3.26) using the Orthogonal Matching Pursuit (OMP) algorithm. After matrix Ŵ of
weights is evaluated, we obtain the clustering matrix Zˆ by applying spectral clustering to |Ŵ | + |Ŵ T |, as
it was described in Section 3.1. Given Zˆ, we generate matrix A(Zˆ) = PT
Zˆ
APZˆ with blocks A
(k,l)(Zˆ),
k, l = 1, . . . ,K , and obtain Θˆ(k,l)(Zˆ, Kˆ) by using the rank one approximation for each of the blocks. Finally,
we estimate matrix P by Pˆ = Pˆ (Zˆ, Kˆ) using formula (2.17) with Kˆ = K .
We compared the accuracy of SSC and SCmethods in terms of the average estimation errors n−2 ‖Pˆ − P‖2F
and the average clustering errors Err(Zˆ, Z) defined in (2.21). Figure 2 shows results of these comparisons for
K = 3, 4 and 5, respectively, and the number of nodes ranging from n = 300 to n = 540 with the increments
of 60. The left panels display the clustering errors Err(Zˆ, Z) while the right ones exhibit the estimation errors
n−2 ‖Pˆ − P‖2F , as functions of the number of nodes, for three different values of the parameter ω: ω = 0.5,
0.7, and 0.9. Figure 2 confirms that the SSC is becoming more and more accurate in comparison with SC as
ω grows. The latter is due to the fact that the SSC is more suitable for handling heterogeneous connections
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probabilities.
Figure 3 presents the results of comparison of the clustering errors of SSC and SC in the simulations
settings of [34]. It is easy to see that, while for larger values of the homophily factor h both methods perform
almost equally well, the accuracy of SC deteriorates as h is getting smaller, due to the fact that the differences
between probabilities of connections within and between clusters become less significant. The latter shows
that the SSC approach is beneficial for clustering in PABM model. Indeed, it delivers more accurate results
than the SC when probabilities of connections are more diverse. On the other hand, SSC is still applicable
when the PABM reduces to the SBM, although SC is more accurate in the case of the SBM since it does not
require an additional step of evaluating the affinity matrix.
Remark 4. Spectral Clustering Versus Sparse Subspace Clustering. It is worth noting that when the matrix
of probabilities P∗ is close to being block diagonal, the spectral clustering can be still used for recovering
community assignments, even if P∗ does not follow the SBM. The latter is due to the fact that, in this situation,
the graph can be well approximated by a union of distinct connected components, and, therefore, SC allows to
identify the true clusters. Moreover, in such situation, SC has an advantage of not requiring an additional step
of self-representation, which is computationally costly and produces additional errors. On the other hand, as
we shall see from examples below, when probabilities of connections become more heterogeneous, SSC turns
to be more precise than SC. In addition, since PABM has more unknown parameters than SBM, its correct
fitting requires sufficient number of nodes per class (see, e.g., [36]); otherwise, its accuracy declines.
Remark 5. Unknown number of clusters. In our previous simulations we treated the true number of clusters
as a known quantity. However, we can actually use Pˆ to obtain an estimator Kˆ of K by solving, for every
suitable K , the optimization problem (2.13), which can be equivalently rewritten as
Kˆ = argmin
K
{‖Pˆ −A‖2F + Pen(n,K)}. (3.27)
The penalty Pen(n,K) defined in (2.16) is, however, motivated by the objective of setting it above the noise
level with a very high probability. In our simulations, we also study the selection of an unknown K using
somewhat smaller penalty
Pen(n,K) = ρ(A)nK
√
lnn (lnK)3 (3.28)
where ρ(A) is the density of matrix A, the proportion of nonzero entries of A.
In order to assess the accuracy of Kˆ as an estimator of K , we evaluated Kˆ as a solution of optimization
problem (3.27) with the penalty (3.28) in each of the previous simulations settings over 50 simulation runs.
Table 1 presents the relative frequencies of the estimators Kˆ of K∗ for K∗ ranging from 3 to 6, n = 420 and
n = 540 and ω = 0.5, 0.7 and 0.9. Table 1 confirms that for majority of settings, Kˆ = K∗, the true number
of clusters, with high probability. Moreover, the estimator Kˆ ofK is more reliable for higher values of ω and
larger number of nodes per cluster.
3.3 Real data examples
In this section, we report the performances of SSC and SC in studying real life networks. The social networks
usually exhibit strong assortative behavior, the phenomenon which is possibly due to the tendency of humans
to form strong associations. Perhaps, for this reason, the political blogs network, the British Twitter network,
and the DBLP network which have been analyzed by Sengupta and Chen (2018) have nearly block-diagonal
adjacency matrices, so SC exhibits good performance in clustering of those networks (see Remark 4).
However, PABMprovides a more accurate description of more diverse networks, in particular, the networks
that appear in biological sciences. Below, we consider a butterfly similarity network extracted from the Leeds
13
n=420 n=540
K∗ Kˆ ω = 0.5 ω = 0.7 ω = 0.9 ω = 0.5 ω = 0.7 ω = 0.9
2 0 0 0 0 0.02 0
3 0.76 0.80 0.90 0.66 0.76 0.92
3 4 0.24 0.16 0.10 0.24 0.16 0.08
5 0 0.04 0 0.10 0.06 0
6 0 0 0 0 0 0
n=420 n=540
K∗ Kˆ ω = 0.5 ω = 0.7 ω = 0.9 ω = 0.5 ω = 0.7 ω = 0.9
2 0 0 0 0 0 0
3 0.06 0.14 0 0.04 0 0
4 4 0.64 0.66 0.96 0.8 0.76 0.96
5 0.28 0.16 0.04 0.12 0.22 0.04
6 0.02 0.04 0 0.04 0.02 0
n=420 n=540
K∗ Kˆ ω = 0.5 ω = 0.7 ω = 0.9 ω = 0.5 ω = 0.7 ω = 0.9
2 0 0.02 0 0 0 0
3 0.02 0 0.02 0 0.04 0
5 4 0.14 0.16 0.04 0.12 0.1 0
5 0.64 0.66 0.82 0.76 0.74 0.96
6 0.2 0.16 0.12 0.12 0.12 0.04
n=420 n=540
K∗ Kˆ ω = 0.5 ω = 0.7 ω = 0.9 ω = 0.5 ω = 0.7 ω = 0.9
2 0 0.04 0 0 0 0
3 0.06 0.18 0.02 0 0.06 0
6 4 0.18 0.22 0.02 0.08 0.04 0
5 0.28 0.22 0.08 0.20 0.26 0.06
6 0.48 0.34 0.88 0.72 0.64 0.94
Table 1: The relative frequencies of the estimators Kˆ ofK∗ forK∗ ranging from 3 to 6, n = 420 and n = 540
and ω = 0.5, 0.7 and 0.9.
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Figure 4: Adjacency matrices of the butterfly similarity network with 41132 nonzero entries and 4 clusters
(left) and the brain network with 37250 nonzero entries and 6 clusters (right)
Butterfly dataset described in [41]. Leeds Butterfly dataset contains fine-grained images of 832 butterfly
species that belong to 10 different classes, with each class containing between 55 and 100 images. In this
network, the nodes represent butterfly species and edges represent visual similarities between them. Visual
similarities are evaluated on the basis of butterfly images and range from 0 to 1. We study a network by
extracting the four largest classes as a simple graph with 373 nodes and 20566 edges. We draw an edge
between the nodes if the visual similarity between those nodes is greater than zero. We carried out clustering
of the nodes using the SSC and the SC and compared the clustering assignments of both methods with the true
class specifications of the species. The SSC provides 89% accuracy while SC is correct only in 64% of cases.
In addition, we applied formula (3.27) with K ranging from 2 to 6 and obtained the true number of clusters
with 100% accuracy.
Figure 4 (left) shows the adjacency matrix of the graph (after clustering), which confirms that the network
indeed follows the PABM. The latter is due to the fact that, since the phenotype of the species in the same
class can vary, the SBM may not provide an adequate summary for the class similarities. Replacing the SBM
by the DCBM does not solve the problem either, since it is unlikely that few butterflies are “more similar” to
the others than the rest. On the other hand, the PABM allows some of the butterflies in one class to be “more
similar” to species of another specific class than the other, thus, justifying application of the PABM.
As the second real network, we analyze a human brain functional network, measured using the resting-state
functional MRI (fMRI). In particular we use the co-activation matrix described in [13] the brain connectivity
dataset. In this dataset, the brain is partitioned into 638 distinct regions and a weighted graph is used to
characterize the network topology. In our analysis, we set all nonzero weights to one, obtaining the network
with 18625 undirected edges. Since, for this network, the true clustering as well as the true number of clusters
are unknown, we first applied formula (3.27) with K ranging from 2 to 10 to find the number of clusters
obtaining Kˆ = 6. This agrees with the assessment in [13] where the authors partitioned the network into
6 groups (if one considers the “rich-club” communities as separate clusters). Subsequently, we applied the
SSC for partitioning the network into blocks and derived the estimator Pˆ of P∗. Figure 4 (right) shows the
adjacency matrix of the graph after clustering. The true probability matrix P∗ is unknown, we can only report
that n−2 ‖Pˆ −A‖2F = 0.05, which indicates high agreement between the two matrices.
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4 Proofs
4.1 Proof of Theorem 1.
Denote Ξ = A − P∗ and recall that, given matrix P∗, entries Ξi,j = Ai,j − (P∗)ij of Ξ are the independent
Bernoulli errors for 1 ≤ i ≤ j ≤ n and Ai,j = Aj,i. Then, following notation (2.5), for any Z and K
Ξ(Z,K) = PTZ,KΞPZ,K and P∗(Z,K) = P
T
Z,KP∗PZ,K.
Then it follows from (2.9) that∥∥∥PT
Zˆ,Kˆ
APZˆ,Kˆ − Θˆ(Zˆ, Kˆ)
∥∥∥2
F
+ Pen(n, Kˆ) ≤
∥∥∥PTZ∗,K∗APZ∗,K∗ −PTZ∗,K∗P∗PZ∗,K∗∥∥∥2F + Pen(n,K∗)
Using the fact that permutation matrices are orthogonal, we can rewrite the previous inequality as∥∥∥A−PZˆ,KˆΘˆ(Zˆ, Kˆ)PTZˆ,Kˆ∥∥∥2F + Pen(n, Kˆ) ≤‖A− P∗‖2F + Pen(n,K∗). (4.29)
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Hence, (4.29) and (2.17) yield∥∥∥A− Pˆ∥∥∥2
F
≤‖A− P∗‖2F + Pen(n,K∗)− Pen(n, Kˆ) (4.30)
Subtracting and adding P∗ in the norm of the left-hand side of (4.30), we rewrite (4.30) as∥∥∥Pˆ − P∗∥∥∥2
F
≤ ∆(Zˆ, Kˆ) + Pen(n,K∗)− Pen(n, Kˆ), (4.31)
where
∆(Zˆ, Kˆ) = 2Tr
[
ΞT (Pˆ − P∗)
]
. (4.32)
Again, using orthogonality of the permutation matrices, we can rewrite
∆(Zˆ, Kˆ) = 2〈Ξ(Zˆ, Kˆ), (Θˆ(Zˆ, Kˆ)− P∗(Zˆ, Kˆ))〉,
where 〈A,B〉 = Tr(ATB). Then, in the block form, ∆(Zˆ, Kˆ) appears as
∆(Zˆ, Kˆ) =
Kˆ∑
k,l=1
∆(k,l)(Zˆ, Kˆ) (4.33)
where
∆(k,l)(Zˆ, Kˆ) = 2
〈
Ξ(k,l)(Zˆ, Kˆ),Πuˆ,vˆ
(
A(k,l)(Zˆ, Kˆ)
)
− P (k,l)∗ (Zˆ, Kˆ)
〉
and Πuˆ,vˆ is defined in (4.64) of Lemma 1.
Let u˜ = u˜(k,l)(Zˆ, Kˆ), v˜ = v˜(k,l)(Zˆ, Kˆ) be the singular vectors of P
(k,l)
∗ (Zˆ, Kˆ) corresponding to the largest
singular value of P
(k,l)
∗ (Zˆ, Kˆ). Then, according to Lemma 1
Πu˜,v˜
(
P
(k,l)
∗ (Zˆ, Kˆ)
)
= u˜(k,l)(Zˆ, Kˆ)(u˜(k,l)(Zˆ, Kˆ))TP
(k,l)
∗ (Zˆ, Kˆ)v˜
(k,l)(Zˆ, Kˆ)(v˜(k,l)(Zˆ, Kˆ))T (4.34)
Recall that
Πuˆ,vˆ(A
(k,l)(Zˆ, Kˆ)) = Πuˆ,vˆ
[
P
(k,l)
∗ (Zˆ, Kˆ) + Ξ
(k,l)(Zˆ, Kˆ)
]
,
Then, ∆(k,l)(Zˆ, Kˆ) can be partitioned into the sums of three components
∆(k,l)(Zˆ, Kˆ) = ∆
(k,l)
1 (Zˆ, Kˆ) + ∆
(k,l)
2 (Zˆ, Kˆ) + ∆
(k,l)
3 (Zˆ, Kˆ), k, l = 1, 2, · · · ,K, (4.35)
where
∆
(k,l)
1 (Zˆ, Kˆ) = 2〈Ξ(k,l)(Zˆ, Kˆ),Πuˆ,vˆ(Ξ(k,l)(Zˆ, Kˆ))〉 (4.36)
∆
(k,l)
2 (Zˆ, Kˆ) = 2〈Ξ(k,l)(Zˆ, Kˆ),Πu˜,v˜
(
P
(k,l)
∗ (Zˆ, Kˆ)
)
− P (k,l)∗ (Zˆ, Kˆ)〉 (4.37)
∆
(k,l)
3 (Zˆ, Kˆ) = 2〈Ξ(k,l)(Zˆ, Kˆ),Πuˆ,vˆ(P (k,l)∗ (Zˆ, Kˆ))−Πu˜,v˜
(
P
(k,l)
∗ (Zˆ, Kˆ)
)
〉 (4.38)
With some abuse of notations, for any matrixB, letΠu˜,v˜
(
B(Zˆ, Kˆ)
)
be the matrix with blocksΠu˜,v˜
(
B(k,l)(Zˆ, Kˆ)
)
,
and Πuˆ,vˆ
(
B(Zˆ, Kˆ)
)
be the matrix with blocks Πuˆ,vˆ
(
B(k,l)(Zˆ, Kˆ)
)
, k, l = 1, 2, · · · , Kˆ . Then, it follows
from (4.35)–(4.38) that
∆(Zˆ, Kˆ) = ∆1(Zˆ, Kˆ) + ∆2(Zˆ, Kˆ) + ∆3(Zˆ, Kˆ) (4.39)
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where
∆1(Zˆ, Kˆ) = 2〈(Ξ(Zˆ, Kˆ),Πuˆ,vˆ(Ξ(Zˆ, Kˆ))〉 (4.40)
∆2(Zˆ, Kˆ) = 2〈Ξ(Zˆ, Kˆ),Πu˜,v˜
(
P∗(Zˆ, Kˆ)
)
− P∗(Zˆ, Kˆ)〉 (4.41)
∆3(Zˆ, Kˆ) = 2〈Ξ(Zˆ, Kˆ),Πuˆ,vˆ(P∗(Zˆ, Kˆ))−Πu˜,v˜
(
P∗(Zˆ, Kˆ)
)
〉 (4.42)
Now, we need to derive an upper bound for each component in (4.35) and (4.39).
Observe that
∆
(k,l)
1 (Zˆ, Kˆ) = 2〈Ξ(k,l)(Zˆ, Kˆ),Πuˆ,vˆ(Ξ(k,l)(Zˆ, Kˆ))〉 = 2
∥∥∥Πuˆ,vˆ(Ξ(k,l)(Zˆ, Kˆ))∥∥∥2
F
= 2
∥∥∥Ξ(k,l)(Zˆ, Kˆ)∥∥∥2
op
.
Now, fix t and let Ω1 be the set where
∥∥∥Ξ(Zˆ, Kˆ)∥∥∥2
op
≤ F1(n, Kˆ) + C3t. According to Lemma 4,
P(Ω1) ≥ 1− exp(−t), (4.43)
and, for ω ∈ Ω1, one has
|∆1(Zˆ, Kˆ)| ≤ 2
Kˆ∑
k,l=1
∥∥∥Ξ(k,l)(Zˆ, Kˆ)∥∥∥2
op
≤ 2F1(n, Kˆ) + 2C3t (4.44)
Now, consider ∆2(Zˆ, Kˆ) given by (4.41). Note that
|∆2(Zˆ, Kˆ)| = 2‖Πu˜,v˜
(
P∗(Zˆ, Kˆ)
)
− P∗(Zˆ, Kˆ)‖F |〈Ξ(Zˆ, Kˆ),Hu˜,v˜(Zˆ, Kˆ)〉| (4.45)
where
Hu˜,v˜(Zˆ, Kˆ) =
Πu˜,v˜
(
P∗(Zˆ, Kˆ)
)
− P∗(Zˆ, Kˆ)
‖Πu˜v˜
(
P∗(Zˆ, Kˆ)
)
− P∗(Zˆ, Kˆ)‖F
Since for any a, b and α1 > 0, one has 2ab ≤ α1a2 + b2/α1, obtain
|∆2(Zˆ, Kˆ)| ≤ α1‖Πu˜,v˜
(
P∗(Zˆ, Kˆ)
)
− P∗(Zˆ, Kˆ)‖2F + 1/α1 |〈Ξ(Zˆ, Kˆ),Hu˜,v˜(Zˆ, Kˆ) 〉|2 (4.46)
Observe that if K and Z ∈ Mn,K are fixed, then Hu˜,v˜(Z,K) is fixed and, for any K and Z , one has
‖Hu˜,v˜(Z,K)‖F = 1. Note also that, for fixed K and Z , permuted matrix Ξ(Z,K) ∈ [0, 1]n×n contains
independent Bernoulli errors. It is well known that if ξ is a vector of independent Bernoulli errors and h is
any fixed vector, then, for any x > 0, Hoeffding’s inequality yields
P(|ξTh|2 > x) ≤ 2 exp(−x/2)
Since 〈Ξ(Z,K),Hu˜,v˜(Z,K)〉 = [vec(Ξ(Z,K))]T vec(Hu˜,v˜(Z,K)), obtain for any fixedK and Z:
P
(
|〈Ξ(Z,K),Hu˜,v˜(Z,K)〉|2 − x > 0
)
≤ 2 exp(−x/2)
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Now, applying the union bound, derive
P
(
|〈Ξ(Zˆ, Kˆ),Hu˜,v˜(Zˆ, Kˆ)〉|2 − F2(n, Kˆ) > 2t
)
≤P
(
max
1≤K≤n
max
Z∈Mn,k
|〈Ξ(Z,K),Hu˜,v˜(Z,K)〉|2 − F2(n, Kˆ) > 2t
)
(4.47)
≤2nKn exp
{
−F2(n, Kˆ)/2
}
≤ 2 exp(−t),
where F2(n,K) is defined in (2.15). By Lemma 2, one has
‖Πu˜,v˜
(
P∗(Zˆ, Kˆ)
)
− P∗(Zˆ, Kˆ)‖2F ≤ ‖Πuˆ,vˆ
(
P∗(Zˆ, Kˆ)
)
− P∗(Zˆ, Kˆ)‖2F ≤ ‖Pˆ − P∗‖2F .
Denote the set on which (4.47) holds by ΩC2 , so that
P(Ω2) ≥ 1− 2 exp(−t). (4.48)
Then inequalities (4.46) and (4.47) imply that, for any α1 > 0, t > 0 and any ω ∈ Ω2, one has
|∆2(Zˆ, Kˆ)| ≤ α1‖Pˆ − P∗‖2F + 1/α1 F2(n, Kˆ) + 2 t/α1. (4.49)
Now consider∆3(Zˆ, Kˆ) defined in (4.42) with components (4.38). Note that matricesΠuˆ,vˆ(P
(k,l)
∗ (Zˆ, Kˆ))−
Πu˜,v˜
(
P
(k,l)
∗ (Zˆ, Kˆ)
)
have rank at most two. Use the fact that (see, e.g., Giraud (2014), page 123)
〈A,B〉 ≤ ‖A‖(2,r)‖B‖(2,r) ≤ 2‖A‖op‖B‖F , r = min{rank(A), rank(B)}. (4.50)
Here ‖A‖(2,q) is the Ky-Fan (2, q) norm
‖A‖2(2,q) =
q∑
j=1
σ2j (A) ≤ ‖A‖2F ,
where σj(A) are the singular values of A. Applying inequality (4.50) with r = 2 and taking into account that
for any matrix A one has ‖A‖2(2,2) ≤ 2‖A‖2op, derive
|∆(k,l)3 (Zˆ, Kˆ)| ≤ 4‖Ξ(k,l)(Zˆ, Kˆ)‖op‖Πuˆ,vˆ(P (k,l)∗ (Zˆ, Kˆ))−Πu˜,v˜
(
P
(k,l)
∗ (Zˆ, Kˆ)
)
‖F .
Then, for any α2 > 0, obtain
|∆3(Zˆ, Kˆ)| ≤
Kˆ∑
k,l=1
|∆(k,l)3 (Zˆ, Kˆ)| (4.51)
≤ 2
α2
Kˆ∑
k,l=1
‖Ξ(k,l)(Zˆ, Kˆ)‖2op + 2α2
Kˆ∑
k,l=1
‖Πuˆ,vˆ(P (k,l)∗ (Zˆ, Kˆ))−Πu˜,v˜
(
P
(k,l)
∗ (Zˆ, Kˆ)
)
‖2F .
Note that, by Lemma 2,
‖Πuˆ,vˆ(P (k,l)∗ (Zˆ, Kˆ))−Πu˜v˜
(
P
(k,l)
∗ (Zˆ, Kˆ)
)
‖2F
≤2‖Πuˆ,vˆ(P (k,l)∗ (Zˆ, Kˆ))− P (k,l)∗ (Zˆ, Kˆ)‖2F + 2‖Πu˜,v˜(P (k,l)∗ (Zˆ, Kˆ))− P (k,l)∗ (Zˆ, Kˆ)‖2F
≤4‖Πuˆ,vˆ(P (k,l)∗ (Zˆ, Kˆ))− P (k,l)∗ (Zˆ, Kˆ)‖2F
≤4‖Πuˆ,vˆ(A(k,l)(Zˆ, Kˆ))− P (k,l)∗ (Zˆ, Kˆ)‖2F = 4‖Θ(k,l)(Zˆ, Kˆ)− P (k,l)∗ (Zˆ, Kˆ)‖2F
21
Therefore,
Kˆ∑
k,l=1
‖Πuˆ,vˆ(P (k,l)∗ (Zˆ, Kˆ))−Πu˜v˜
(
P
(k,l)
∗ (Zˆ, Kˆ)
)
‖2F ≤
4
∥∥∥Θˆ(Zˆ, Kˆ)− P∗(Zˆ, Kˆ)∥∥∥2
F
= 4‖Pˆ − P∗‖2F (4.52)
Combine inequalities (4.51) and (4.52) and recall that
∥∥∥Ξ(Zˆ, Kˆ)∥∥∥2
op
≤ F1(n, Kˆ) + C3 t for ω ∈ Ω1. Then,
for any α2 > 0 and ω ∈ Ω1, one has
|∆3(Zˆ, Kˆ)| ≤ 8α2‖Pˆ − P∗‖2F + 2/α2F1(n, Kˆ) + 2C3 t/α2. (4.53)
Now, let Ω = Ω1 ∩ Ω2. Then, (4.43) and (4.48) imply that P(Ω) ≥ 1 − 3 exp(−t) and, for ω ∈ Ω,
inequalities (4.44), (4.49) and (4.53) simultaneously hold. Hence, by (4.39), derive that, for any ω ∈ Ω,
|∆(Zˆ, Kˆ)| ≤ (2 + 2/α2)F1(n, Kˆ)) + 1/α1 F2(n, Kˆ) + (α1 + 8α2)‖Pˆ − P∗‖2F + 2(C3 + 1/α1 +C3/α2) t.
Combination of the last inequality and (4.31) yields that, for α1 + 8α2 < 1 and any ω ∈ Ω,
(1− α1 − 8α2)
∥∥∥Pˆ − P∗∥∥∥2
F
≤
(
2 +
2
α2
)
F1(n, Kˆ) +
1
α1
F2(n, Kˆ) + Pen(n,K∗)− Pen(n, Kˆ)
Setting Pen(n,K) = (2 + 2/α2)F1(n,K) + 1/α1F2(n,K) and dividing by (1− α1 − 8α2), obtain that
P
{
‖Pˆ − P∗‖2F ≤ (1− α1 − 8α2)−1 Pen(n,K∗) + C˜ t
}
≥ 1− 3e−t (4.54)
where
C˜ = 2 (1 − α1 − 8α2)−1 (C3 + 1/α1 + C3/α2) (4.55)
In order to derive (2.18), set β1 = 8α2 and β2 = α1. In order to obtain the upper bound (2.19) note that for
ξ = ‖Pˆ − P∗‖2F−(1−β1−β2)−1 Pen(n,K∗), one hasE‖Pˆ − P∗‖2F = (1−β1−β2)−1 Pen(n,K∗)+Eξ,where
Eξ ≤
∫ ∞
0
P(ξ > z)dz = C˜
∫ ∞
0
P(ξ > C˜t)dt ≤ C˜
∫ ∞
0
3 e−t dt = 3C˜,
which yields (2.19).
4.2 Proof of Theorem 2.
Note that it follows from (2.12) that
K∑
k,l=1
∥∥∥∥A(k,l)(Zˆ)−Πuˆ,vˆ (A(k,l)(Zˆ))∥∥∥∥2
F
≤
K∑
k,l=1
∥∥∥∥A(k,l)(Z∗)−Πuˆ,vˆ (A(k,l)(Z∗))∥∥∥∥2
F
(4.56)
Observe that for any Z ∈Mn,K , one has
K∑
k,l=1
∥∥∥∥A(k,l)(Z)−Πuˆ,vˆ (A(k,l)(Z))∥∥∥∥2
F
=
K∑
k,l=1
{∥∥∥A(k,l)(Z)∥∥∥2
F
−
∥∥∥∥Πuˆ,vˆ (A(k,l)(Z))∥∥∥∥2
F
}
,
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so that, due to
K∑
k,l=1
∥∥∥A(k,l)(Z)∥∥∥2
F
=‖A‖2F , (4.56) can be re-written as
K∑
k,l=1
∥∥∥∥Πuˆ,vˆ (A(k,l)(Zˆ))∥∥∥∥2
F
≥
K∑
k,l=1
∥∥∥∥Πuˆ,vˆ (A(k,l)(Z∗))∥∥∥∥2
F
(4.57)
Applying Proposition 6.2 of Giraud [18], obtain
‖Πuˆ,vˆ(A(k,l)(Z))− P (k,l)∗ (Z)‖2F ≤
(2 + θ)2
θ2
min{nk,nl}∑
r=2
σ2rP
(k,l)
∗ (Z) +
2(1 + θ)(2 + θ)
θ
‖Ξ(k,l)(Z)‖2op,
where θ > 0 is an arbitrary constant, P∗ is the true matrix of probabilities, Ξ
(k,l)(Z) = A(k,l)(Z)−P (k,l)∗ (Z),
and σr(B) is the r−th largest singular value of B. Since matrix P (k,l)∗ (Z∗) has rank one, the previous inequal-
ity yields for θ =
√
2
‖Πuˆ,vˆ
(
A(k,l)(Z∗)
)
− P (k,l)∗ (Z∗)‖2F ≤ 2(1 +
√
2)2‖Ξ(k,l)(Z∗)‖2op (4.58)
Using Lemma 3, derive for any t > 0 that
P

K∑
k,l=1
∥∥∥Ξ(k,l)(Z∗)∥∥∥2
op
≤ C1nK + C2K2 ln(ne) + C3 t
 ≥ 1− exp(−t). (4.59)
Also, since card(Mn,K) = Kn , replacing t by n lnK + t and applying union bound, obtain
P

K∑
k,l=1
‖Ξ(k,l)(Zˆ)‖2op ≤ C1nK + C2K2 ln(ne) + C3(n lnK + t)
 ≥ 1− exp(−t). (4.60)
Note that for any α1 ∈ (0, 1),∥∥∥∥Πuˆ,vˆ (A(k,l)(Z∗))∥∥∥∥2
F
=
∥∥∥∥Πuˆ,vˆ (A(k,l)(Z∗))− P (k,l)∗ (Z∗) + P (k,l)∗ (Z∗)∥∥∥∥2
F
≥
(1− α1)
∥∥∥P (k,l)∗ (Z∗)∥∥∥2
F
−
(
α−11 − 1
)∥∥∥∥Πuˆ,vˆ (A(k,l)(Z∗))− P (k,l)∗ (Z∗)∥∥∥∥2
F
Combining the last inequality with (4.58) and taking a sum, obtain
K∑
k,l=1
∥∥∥∥Πuˆ,vˆ (A(k,l)(Z∗))∥∥∥∥2
F
≥ (1− α1)‖P∗‖2F − 2(1 +
√
2)2
(
1
α1
− 1
) K∑
k,l=1
∥∥∥Ξ(k,l)(Z∗)∥∥∥2
op
, (4.61)
where we used the fact that
∥∥P∗(Z∗)∥∥F =‖P∗‖F . On the other hand, for any Z ∈ Mn,K and any α2 > 0,∥∥∥∥Πuˆ,vˆ (A(k,l)(Z))∥∥∥∥2
F
≤ (1 + α2)
∥∥∥∥Πuˆ,vˆ (P (k,l)∗ (Z))∥∥∥∥2
F
+
(
1 + α−12
)∥∥∥∥Πuˆ,vˆ (Ξ(k,l)(Z))∥∥∥∥2
F
,
so that ∥∥∥∥Πuˆ,vˆ (A(k,l)(Z))∥∥∥∥2
F
≤ (1 + α2)
∥∥∥P (k,l)∗ (Z)∥∥∥2
op
+
(
1 + α−12
)∥∥∥Ξ(k,l)(Z)∥∥∥2
op
(4.62)
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Now, we prove the theorem by contradiction. Assume that Zˆ ∈ Υ(Z∗, ρn) is the solution of optimization
problem (2.12). Then, inequality (4.57) holds. Combining (4.57), (4.61) and (4.62), obtain that
(1− α1)‖P∗‖2F − 2(1 +
√
2)2
(
1
α1
− 1
) K∑
k,l=1
∥∥∥Ξ(k,l)(Z∗)∥∥∥2
op
≤
(1 + α2)
K∑
k,l=1
∥∥∥P (k,l)∗ (Zˆ)∥∥∥2
op
+
(
1 + α−12
) K∑
k,l=1
∥∥∥Ξ(k,l)(Zˆ)∥∥∥2
op
Due to (4.59) and (4.60), with probability at least 1− 2 exp(−t), the last inequality yields
(1− α1) ‖P∗‖2F − (1 + α2)
K∑
k,l=1
‖P (k,l)∗ (Zˆ)‖2op ≤ (1− α1)H[C1nK + C2K2 ln(ne) + C3(n lnK + t)],
where
H ≡ H(α1, α2) = 2(1 +
√
2)2
α1
+
1 + α2
α2(1− α1) . (4.63)
The latter contradicts (2.23), since Zˆ ∈ Υ(Z∗, ρn), which completes the proof.
4.3 Supplementary statements and their proofs
Lemma 1. Let u and v be the singular vectors of matrix A corresponding to its largest singular value σ.
Then, the best rank one approximation of A is given by Πu,v(A) where
Πu,v(A) = σuv
T = (uuT )A(vvT ) and 〈Πu,v(A), A −Πu,v(A)〉 = 0. (4.64)
Lemma 2. Let A = P + Ξ. Denote by (uˆ, vˆ) and (u, v) the pairs of singular vectors of matrices A and P ,
respectively, corresponding to the largest singular values. Then,
‖Πu,v(P )− P‖F ≤ ‖Πuˆ,vˆ(P )− P‖F ≤ ‖Πuˆ,vˆ(A)− P‖F (4.65)
where Πu,v(·) is defined in (4.64).
Proof. The first inequality in (4.65) is true because Πu,v(P ) is the best rank one approximation of P . Validity
of the second inequality in (4.65) follows from
‖Πuˆ,vˆ(A) − P‖2F = ‖Πuˆ,vˆ(P )− P +Πuˆ,vˆ(Ξ)‖2F = ‖Πuˆ,vˆ(P )− P‖2F + ‖Πuˆ,vˆ(Ξ)‖2F
Lemma 3. , Let elements of matrix Ξ ∈ (−1, 1)n×n be independent Bernoulli errors. Let matrix Ξ be
partitioned into K2 sub-matrices Ξ(k,l), k, l = 1, · · · ,K . Then, for any x > 0
P

K∑
k,l=1
∥∥∥Ξ(k,l)∥∥∥2
op
≤ C1nK + C2K2 ln(ne) + C3x
 ≥ 1− exp(−x), (4.66)
where C1, C2 and C3 are absolute constants independent of n and K .
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Proof. Consider vectors ξ and µ with elements ξk,l = ‖Ξ(k,l)‖op and µk,l = E‖Ξ(k,l)‖op, k, l = 1, · · · ,K ,
and let η = ξ − µ. Then,
∆ =
K∑
k,l=1
∥∥∥Ξ(k,l)∥∥∥2
op
= ‖ξ‖2 ≤ 2‖η‖2 + 2‖µ‖2 (4.67)
Hence, we need to construct the upper bounds for ‖η‖2 and ‖µ‖2.
We start with constructing upper bounds for ‖µ‖2. Let Ξ(k,l)i,j be elements of the (nk × nl)-dimensional
matrix Ξ(k,l). Then, E(Ξ
(k,l)
i,j ) = 0 and, by Hoeffding’s inequality, E
{
exp(λΞ
(k,l)
i,j )
}
≤ exp (λ2/8). Taking
into account that Bernoulli errors are bounded by one in absolute value and applying Corollary 3.3 of [5] with
m = nk, n = nl, σ∗ = 1, σ1 =
√
nl and σ2 =
√
nk, obtain
µk,l ≤ C0(√nk +√nl +
√
ln(nk ∧ nl))
where C0 is an absolute constant independent of nk and nl. Therefore,
‖µ‖2 ≤ 3C20
K∑
k,l=1
(nk + nl + ln(nk ∧ nl)) ≤ 6C20nK + 3C20K2 lnn. (4.68)
Next, we show that, for any fixed partition, ηk,l = ξk,l−µk,l are independent sub-gaussian random variables
when 1 ≤ k ≤ l ≤ K . Independence follows from the conditions of Lemma 3. To prove the sub-gaussian
property, use Talagrand’s concentration inequality (Theorem 6.10 of [7]): if Ξ1,Ξ2,Ξ3, · · · ,Ξn are indepen-
dent random variables taking values in the interval [0, 1] and f : [0, 1]n → R is a separately convex function
such that |f(x)− f(y)| ≤ ‖x− y‖ for all x, y ∈ [0, 1]n, then, for Z = f(Ξ1,Ξ2,Ξ3, · · · ,Ξn) and any t > 0,
one has
P(Z > EZ + t) ≤ exp(−t2/2). (4.69)
Apply this theorem to vectors ζk,l = vec(Ξ
(k,l)) ∈ [0, 1]nk×nl and f(Ξ(k,l)) = f(ζk,l) =
∥∥∥Ξ(k,l)∥∥∥
op
. Note
that, for any two matrices Ξ and Ξ˜ of the same size, one has ‖Ξ− Ξ˜‖2op ≤ ‖Ξ − Ξ˜‖2F = ‖vec(Ξ)− vec(Ξ˜)‖2.
Then, applying Talagrand’s inequality with Z = ‖Ξ(k,l)‖op and Z = −‖Ξ(k,l)‖op, obtain
P
(∣∣∣‖Ξ(k,l)‖op − E‖Ξ(k,l)‖op∣∣∣ > t) ≤ 2 exp(−t2/2).
Now, use the Lemma 5.5 of [38] which states that the latter implies that for any t > 0 and some absolute
constant C4 > 0,
E
[
exp(t(ηk,l − µk,l))
]
= E
[
exp(t(ξk,l − µk,l))
] ≤ exp(C4t2/2), C4 > 0. (4.70)
Hence, ηk,l are independent sub-gaussian random variables when 1 ≤ k ≤ l ≤ K .
Now, we obtain an upper bound for ‖η‖2. Use Theorem 2.1 of [20] which states that for any matrix A, if
for some σ > 0 and any vector h one has E[exp(hT η˜)] ≤ exp(‖t‖2σ2/2), then, for any x > 0,
P
{
‖Aη˜‖2 ≥ σ2(Tr(ATA) + 2
√
Tr((ATA)2)x+ 2‖ATA‖op x)
}
≤ exp(−x). (4.71)
Applying (4.71) with A = IK(K+1)/2 and σ
2 = C4 to a sub-vector η˜ of η which contains components ηk,l
with 1 ≤ k ≤ l ≤ K , obtain
P
{
‖η˜‖2 ≥ C4
(
K(K + 1)/2 +
√
2K(K + 1)x+ 2x
)}
≤ exp(−x).
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Since ‖η‖2 ≤ 2‖η˜‖2, derive
P
{
‖η‖2 ≥ 2C4K(K + 1) + 6C4x
}
≤ exp (−x) (4.72)
Combination of formulas (4.67) and (4.72) yield
P
{
‖ξ‖2 ≤ 2‖µ‖2 + 4C4K(K + 1) + 12C4x
}
≥ 1− exp (−x)
Plugging in‖µ‖2 from (4.68) into the last inequality, derive for any x > 0 that
P
{
‖ξ‖2 ≤ 12C20nK + 6C20K2 lnn+ 4C4K(K + 1) + 12C4x
}
≥ 1− exp (−x) . (4.73)
Since K(K + 1) ≤ 2K2 and 6C20K2 lnn + 8C4K2 ≤ max(6C20 , 8C4)K2 ln(ne), inequality (4.66) holds
with C1 = 12C
2
0 , C2 = max(6C
2
0 , 8C4) and C3 = 12C4.
Lemma 4. For any τ > 0,
P

Kˆ∑
k,l=1
∥∥∥Ξ(k,l)(Zˆ, Kˆ)∥∥∥2
op
− F1(n, Kˆ) ≤ C3t
 ≥ 1− exp (−t). (4.74)
where F1(n,K) is given by (2.14).
Proof. Using Lemma 3, for any fixedK and Z ∈ Mn,K , obtain
P

K∑
k,l=1
‖Ξ(k,l)(Z,K)‖2op − C1nK − C2K2 ln(ne)− C3x ≥ 0
 ≤ exp (−x).
Application of the union bound over Z ∈ Mn,K and K ∈ [1, n] and setting x = t+ lnn+ n lnK yields
P

Kˆ∑
k,l=1
‖Ξ(k,l)(Zˆ, Kˆ)‖2op − C1nKˆ − C2Kˆ2 ln(ne)− C3t− C3 lnn− C3n ln Kˆ ≥ 0

≤P
 max1≤K≤n maxZ∈Mn,K
 K∑
k,l=1
‖Ξ(k,l)(Z,K)‖2op − F1(n,K)
 ≥ C3t

≤
n∑
k=1
∑
Z∈Mn,K
P

K∑
k,l=1
∥∥∥Ξ(k,l)(Z,K)∥∥∥2
op
− F1(n,K) ≥ C3t
 ≤ nKn exp{−t− lnn− n lnK} ≤ exp (−t),
which completes the proof.
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