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Abstract
This paper aims to study a new class of integral equations called backward doubly stochastic
Volterra integral equations (BDSVIEs, for short). The notion of symmetrical martingale solu-
tions (SM-solutions, for short) is introduced for BDSVIEs. And the existence and uniqueness
theorem for BDSVIEs in the sense of SM-solutions is established.
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1 Introduction
Throughout this paper, let (Ω,F , P ) be a probability space and T > 0 be a fixed terminal time.
Let {Wt; 0 ≤ t ≤ T} and {Bt; 0 ≤ t ≤ T} be two mutually independent standard Brownian motion
processes, with values respectively in Rd and in Rl, defined on (Ω,F , P ). Let N denote the class
of P -null sets of F . For each t ∈ [0, T ], we define
Ft , FWt ∨ FBt,T ,
where for any process {ηt}, Fηs,t = σ{ηr − ηs; s ≤ r ≤ t} ∨ N and Fηt = Fη0,t. Denote ∆ = {(t, s) ∈
[0, T ]2| t ≤ s} and ∆c = {(t, s) ∈ [0, T ]2| s < t}. Consider the following integral equation:
(1.1) Y (t) = ψ(t) +
∫ T
t
f(t, s, Y (s), Z(t, s), Z(s, t))ds −
∫ T
t
Z(t, s)dWs, t ∈ [0, T ],
where f(ω, t, s, y, z, z′) : Ω×∆× Rk × Rk×d ×Rk×d → Rk is an FWs -adapted process and ψ(ω, t) :
Ω × [0, T ] → Rk is an FWT -measurable process. Such an equation is referred to as a backward
∗This work is supported by National Natural Science Foundation of China (Grant Nos. 11871309, 11371226,
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Key R&D Program of China (Grant No. 2018YFA0703900)
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stochastic Volterra integral equation (BSVIE, for short) introduced by Yong in [25, 27]. A special
case of (1.1) with f(·) independent of Z(s, t) and ψ(t) ≡ ξ was studied in [7] a little earlier. Since
then, there are many applications of BSVIEs among stochastic optimal control problems [17], risk
management [26] and capital allocations [6]. Some other recent developments of BSVIEs can be
found in [1], [2], [3], [12], [16], [22], [23], [24], [28], [30], and so on. As interpreted in [27], in
order to guarantee the uniqueness of solutions of BSVIE (1.1), some additional constraints should
be imposed on Z(t, s) as (t, s) ∈ ∆c. Then Yong [27] introduced the martingale solutions (M-
solutions, for short) for BSVIE (1.1). Also the symmetrical solutions (S-solutions, for short) of
(1.1) was introduced in [21].
On the other hand, Pardoux and Peng introduced so-called backward doubly stochastic differ-
ential equations (BDSDEs, for short) in [10] as follows:
Y (t) = ξ +
∫ T
t
f(s, Y (s), Z(s))ds
+
∫ T
t
g(s, Y (s), Z(s))d
←−
B s −
∫ T
t
Z(s)dWs, t ∈ [0, T ].
(1.2)
Since then, there are many literatures on the theory of BDSDEs. For example, [5], [11], [14],
[18, 19], [29], etc., have developed the theory and applications of BDSDEs.
In this paper, motivated by the above works, we study the following stochastic integral equation:
Y (t) = ψ(t) +
∫ T
t
f(t, s, Y (s), Z(t, s), Z(s, t))ds
+
∫ T
t
g(t, s, Y (s), Z(t, s), Z(s, t))d
←−
B s −
∫ T
t
Z(t, s)dWs, t ∈ [0, T ],
(1.3)
where f(ω, t, s, y, z, z′) : Ω×∆×Rk×Rk×d×Rk×d → Rk and g(ω, t, s, y, z, z′) : Ω×∆×Rk×Rk×d×
R
k×d → Rk×d are Fs-measurable, and ψ(ω, t) : Ω× [0, T ]→ Rk is FT -measurable. We call this new
type of equations (1.3) as backward doubly stochastic Volterra integral equations (BDSVIEs, for
short). Obviously BDSVIE (1.3) is a generalization of both BSVIE (1.1) and BDSDE (1.2).
Comparing with BSVIE (1.1), we notice that there are two independent Brownian motions
W (t) and B(t) in BDSVIE (1.3), where the dW -integral is a forward Itoˆ’s integral and the d
←−
B -
integral is a backward Itoˆ’s integral. The extra noise B in the equation could describe some
extra information that cannot be detected in practice, such as insider information in a financial
market, which is available only for some investors. However, the extra term d
←−
B would bring some
extra difficulties. We will overcome the difficulties by finding some suitable assumptions on the
coefficient g. For BDSVIE (1.3), similar to BSVIE (1.1), in order to guarantee the uniqueness
of solutions, some restrictions also should be imposed on Z(t, s) as (t, s) ∈ ∆c. However, Y (·)
and Z(t, ·) are F-measurable, not FW -adapted, so the measurability of solutions for BDSVIEs is
extremely complicated. Therefore we have to introduce a new definition of measurable solutions for
BDSVIE (1.3). In this paper we firstly introduce the notion of symmetrical martingale solutions
(SM-solutions, for short) for BDSVIEs. It is worth noting that the SM-solutions are different from
both the M-solutions (refer to [27]) and the S-solutions (refer to [21]) in the theory of BSVIEs.
Then we can luckily establish the existence and uniqueness theorem for BDSVIEs in the sense of
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SM-solutions. It is worth to point out that BDSVIE (1.3) could be applied in many fields such as
mathematical finance, risk management and stochastic optimal controls and so on. And we expect
to study more applications of BDSVIEs and more properties of the SM-solutions in the future
works. The connection between BDSVIEs and stochastic PDEs is another important issue in our
future investigations.
The remaining of this paper is organized as follows. In Section 2, some notations and prelim-
inary results are presented. We introduce the SM-solutions for BDSVIEs in Section 3. And the
existence and uniqueness of BDSVIEs in the sense of SM-solutions is proved in this section. For
the conciseness of the paper, in Section 4, as an appendix we show a detail proof for the backward
martingale representation theorem which will play an important role in this paper.
2 Preliminaries
Notation. The Euclidean norm of a vector x ∈ Rk will be denoted by |x|, and for a k × d matrix
A, we define ‖A‖ = √TrAA∗. For simplicity, let d = l and for H = Rk, Rk×d, t ∈ [0, T ], denote
• L2(FT ;H) = {ξ : Ω→ H | ξ is FT -measurable, E[|ξ|2] <∞};
• L2FT (0, T ;H) =
{
ψ : Ω× [0, T ]→ H | ψ(t) is FT -measurable, E
∫ T
0 |ψ(t)|2dt <∞
}
;
• L2F (0, T ;H) =
{
X : Ω× [0, T ]→ H | X(t) is Ft-measurable, E
∫ T
0 |X(t)|2dt <∞
}
;
• S2F (0, T ;H) =
{
X : Ω× [0, T ]→ H | X(t) is an Ft-measurable process, has continuous paths,
E
(
sup
0≤t≤T
|X(t)|2) <∞};
• L2F (∆;H) =
{
Z : Ω×∆→ H | Z(t, s) is Fs-measurable, E
∫ T
0
∫ T
t
|Z(t, s)|2dsdt <∞};
• L2F ([0, T ]2;H) =
{
Z : Ω × [0, T ] × [0, T ] → H | Z(t, s) is an Fs-measurable process,
E
∫ T
0
∫ T
0 |Z(t, s)|2dsdt <∞
}
.
Similarly, we can define L2F (∆
c;H), L2
FW
(∆c;H), L2
FB
(∆;Rk×d), etc. Also, let
H2∆[0, T ] = L2F (0, T ;Rk)× L2F (∆;Rk×d); H2[0, T ] = L2F (0, T ;Rk)× L2F ([0, T ]2;Rk×d).
It’s easy to see that H2∆[0, T ] and H2[0, T ] are Hilbert spaces.
(H1) Let
f : Ω× [0, T ]× Rk × Rk×d → Rk;
g : Ω× [0, T ]× Rk × Rk×d → Rk×d,
be jointly measurable such that for any (y, z) ∈ Rk × Rk×d,
f(·, y, z) ∈ L2F (0, T ;Rk), g(·, y, z) ∈ L2F (0, T ;Rk×d).
Moreover, we assume that there exist constants c > 0 and 0 < α < 1 such that for any
(ω, t) ∈ Ω× [0, T ], (y, z), (y′ , z′) ∈ Rk ×Rk×d,
|f(t, y, z)− f(t, y
′, z′)|2 ≤ c(|y − y′|2 + ‖z − z′‖2);
‖g(t, y, z) − g(t, y′, z′)‖2 ≤ c|y − y′|2 + α‖z − z′‖2.
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The following proposition is from Pardoux and Peng [10].
Proposition 2.1. Let (H1) hold, then for any ξ ∈ L2(FT ;Rk), the following BDSDE
(2.1) Y (t) = ξ +
∫ T
t
f(s, Y (s), Z(s))ds +
∫ T
t
g(s, Y (s), Z(s))d
←−
B s −
∫ T
t
Z(s)dWs, t ∈ [0, T ],
admits a unique solution (Y,Z) ∈ S2F (0, T ;Rk)× L2F (0, T ;Rk×d).
3 Main results
In this section, we study the existence and uniqueness result for BDSVIEs. Firstly, we introduce
the symmetrical martingale solution.
3.1 Symmetrical martingale solution
Consider the general type of BDSVIEs as follows:
(3.1)
Y (t) = ψ(t) +
∫ T
t
f(t, s, Y (s), Z(t, s), Z(s, t))ds
+
∫ T
t
g(t, s, Y (s), Z(t, s), Z(s, t))d
←−
B s −
∫ T
t
Z(t, s)dWs, t ∈ [0, T ],
where f(ω, t, s, y, z, ζ) : Ω×∆×Rk×Rk×d×Rk×d → Rk and g(ω, t, s, y, z, ζ) : Ω×∆×Rk×Rk×d×
R
k×d → Rk×d are Fs-measurable given maps, and ψ(ω, t) : Ω× [0, T ]→ Rk is FT -measurable. The
purpose is to prove BDSVIE (3.1) admits a unique solution (Y (·), Z(·, ·)) in H2[0, T ]. As showed
in Yong [27], for the sake of the uniqueness of solutions, some additional constraints should be
imposed on Z(t, s) for (t, s) ∈ ∆c. In order to do this, we introduce the symmetrical martingale
solutions for BDSVIE (3.1).
For any fixed t ∈ [0, T ], we define
M1(r) , E
[(
Y (t)− EY (t)) | FWr ], M2(r) , E[(Y (t)− EY (t)) | FBr,T ],
where 0 ≤ r ≤ t ≤ r ≤ T . It is easy to see that M1(r) is a martingale with respect to FWr
and M2(r) is a backward martingale with respect to FBr,T . Then from the forward and backward
martingale representation theorems (see Theorem 4.5), there exists a unique pair (X1(t, ·),X2(t, ·))
(parameterized by t ∈ [0, T ]) belongs to L2
FW
(0, t;Rk×d)× L2
FB
(t, T ;Rk×d) such that
(3.2)


M1(r) = EM1(0) +
r∫
0
X1(t, s)dWs, r ∈ [0, t];
M2(r) = EM2(T ) +
T∫
r
X2(t, s)d
←−
B s, r ∈ [t, T ].
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In particular, when r = t and r = t, and note that EM1(0) = 0 and EM2(T ) = 0, we obtain
(3.3)


E[Y (t)
∣∣FWt ] = EY (t) +
t∫
0
X1(t, s)dWs, (t, s) ∈ ∆c;
E[Y (t)
∣∣FBt,T ] = EY (t) +
T∫
t
X2(t, s)d
←−
B s, (t, s) ∈ ∆.
To close the gap of X1(·, ·) in ∆ and the values of X2(·, ·) in ∆c by symmetry:
(3.4)

X1(t, s) = X1(s, t), (t, s) ∈ ∆;X2(t, s) = X2(s, t), (t, s) ∈ ∆c.
Then
(X1(·, ·),X2(·, ·)) ∈ L2FW ([0, T ]2;Rk×d)× L2FB ([0, T ]2;Rk×d).
Now define the values of Z(·, ·) on (t, s) ∈ ∆c by:
(3.5) Z(t, s) = X1(t, s) +X2(t, s), (t, s) ∈ ∆c.
It is easy to check that when (t, s) ∈ ∆c, X1(t, s) is FWs -adapted and X2(t, s) is FBs,T -adapted,
hence Z(t, s) is Fs-measurable for (t, s) ∈ ∆c.
Definition 3.1. A pair of (Y (·), Z(·, ·)) ∈ H2[0, T ] is called a symmetrical martingale solution
(or SM-solution) of BDSVIE (3.1), if it satisfies (3.1) in the usual Itoˆ’s sense and, in addition,
(3.5) holds.
In the above, “SM” in “SM-solution” stands for a symmetrical martingale representation (for
Y (t) to determine Z(·, ·) on ∆c). Next, let M2[0, T ] be the set of all (Y (·), Z(·, ·)) ∈ H2[0, T ] such
that (3.5) holds. From (3.3)-(3.5), one has
2E
∫ T
0
|Y (t)|2dt
≥ E
∫ T
0
∫ t
0
|X1(t, s)|2dsdt+ E
∫ T
0
∫ T
t
|X2(t, s)|2dsdt
= E
∫ T
0
∫ t
0
|X1(t, s)|2dsdt+ E
∫ T
0
∫ t
0
|X2(s, t)|2dsdt
≥ 1
2
E
∫ T
0
∫ t
0
|Z(t, s)|2dsdt,
then,
(3.6) 4E
∫ T
0
eβt|Y (t)|2dt ≥ E
∫ T
0
eβt
(∫ t
0
|Z(t, s)|2ds
)
dt ≥ E
∫ T
0
∫ t
0
eβs|Z(t, s)|2dsdt.
Hence we deduce the following inequality,
E
∫ T
0
(
eβt|Y (t)|2 +
∫ T
0
eβs|Z(t, s)|2ds
)
dt ≤ 5E
∫ T
0
(
eβt|Y (t)|2 +
∫ T
t
eβs|Z(t, s)|2ds
)
dt.
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This implies that we can use the following as an equivalent norm in M2[0, T ]:
‖(Y (·), Z(·, ·))‖M2 [0,T ] ≡
[
E
∫ T
0
eβt|Y (t)|2dt+ E
∫ T
0
∫ T
t
eβs|Z(t, s)|2dsdt
] 1
2
.
Remark 3.2. In (3.5), if we let
Z(t, s) = X1(t, s), ∀(t, s) ∈ ∆c,
then we can define the M-solution in the sense [27]. However, here Z(t, s) is FWs -adapted. Similarly,
if
Z(t, s) = Z(s, t), ∀(t, s) ∈ ∆c,
then we can also define the S-solution in the sense [21].
3.2 Existence and uniqueness theorem
Firstly, we consider the existence and uniqueness result of the following BDSVIE,
Y (t) = ψ(t) +
∫ T
t
f(t, s, Y (s), Z(t, s))ds
+
∫ T
t
g(t, s, Y (s), Z(t, s))d
←−
B s −
∫ T
t
Z(t, s)dWs, t ∈ [0, T ].
(3.7)
For this type of BDSVIEs, since f and g are independent of Z(s, t), we need not the notion of
SM-solution, and just need to consider the measurable solution.
(H2) Assume
f : Ω×∆× Rk ×Rk×d → Rk; g : Ω×∆× Rk × Rk×d → Rk×d,
be jointly measurable such that for all (y, z) ∈ Rk × Rk×d,
f(·, ·, y, z) ∈ L2F (∆;Rk), g(·, ·, y, z) ∈ L2F (∆;Rk×d).
Furthermore, there exist constants c > 0 and 0 < α < 12 such that for any y, y
′ ∈ Rk, z, z′ ∈
Rk×d and (t, s) ∈ ∆,
|f(t, s, y, z) − f(t, s, y
′, z′)|2 ≤ c(|y − y′|2 + ‖z − z′‖2);
‖g(t, s, y, z) − g(t, s, y′, z′)‖2 ≤ α(|y − y′|2 + ‖z − z′‖2).
Theorem 3.3. Let ψ ∈ L2FT (0, T ;Rk), and suppose f and g satisfy the assumption (H2). Then
BDSVIE (3.7) has unique solution (Y (·), Z(·, ·)) ∈ H2∆[0, T ], and the following estimate holds,
(3.8)
E
∫ T
0
eβt|Y (t)|2dt+ E
∫ T
0
∫ T
t
eβs‖Z(t, s)‖2dsdt
≤ K
[
E
∫ T
0
eβt|ψ(t)|2dt+ E
∫ T
0
∫ T
t
eβs|f(t, s, 0, 0)|2dsdt+ E
∫ T
0
∫ T
t
eβs‖g(t, s, 0, 0)‖2dsdt
]
,
where K is a positive constant which may be different from line to line.
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Proof. The method used in the proof, similar in [15], is inspired by the method of estimating the
adapted solutions of BSDEs in [4]. We introduce the following family of BDSDEs (parameterized
by t ∈ [0, T ]), for r ∈ [t, T ],
(3.9) λ(r) = ψ(t) +
∫ T
r
f(t, s, λ(s), µ(t, s))ds +
∫ T
r
g(t, s, λ(s), µ(t, s))d
←−
B s −
∫ T
r
µ(t, s)dWs.
By Proposition 2.1, Eq. (3.9) admits a unique solution (λ(·), µ(t, ·)) on [t, T ], ∀t ∈ [0, T ]. Let
Y (s) = λ(s), Z(t, s) = µ(t, s), 0 ≤ t ≤ s ≤ T.
Then from (3.9), for r ∈ [t, T ],
(3.10) Y (r) +
∫ T
r
Z(t, s)dWs = ψ(t) +
∫ T
r
f(t, s, Y (s), Z(t, s))ds +
∫ T
r
g(t, s, Y (s), Z(t, s))d
←−
B s.
Especially when r = t, we obtain that
(3.11) Y (t) +
∫ T
t
Z(t, s)dWs = ψ(t) +
∫ T
t
f(t, s, Y (s), Z(t, s))ds +
∫ T
t
g(t, s, Y (s), Z(t, s))d
←−
B s.
Hence (Y (·), Z(·, ·)) is a solution of (3.7). Now we estimate
E
∫ T
0
eβt|Y (t)|2dt+ E
∫ T
0
∫ T
t
eβs‖Z(t, s)‖2dsdt.
In the following, for notational simplicity, we denote
f˜(t, s) = f(t, s, Y (s), Z(t, s)), g˜(t, s) = g(t, s, Y (s), Z(t, s)).
By Cauchy-Schwarz inequality, it follows that∣∣∣∣
∫ T
s
f˜(t, u)du
∣∣∣∣2
=
∣∣∣∣
∫ T
s
e
−γu
2 e
γu
2 f˜(t, u)du
∣∣∣∣2
≤
∫ T
s
e−γudu ·
∫ T
s
eγu|f˜(t, u)|2du
≤ 1
γ
e−γs
∫ T
s
eγu|f˜(t, u)|2du, 0 ≤ s ≤ t ≤ T,
where γ = β2 or β. By taking γ =
β
2 in (3.12), we see that∫ T
t
βeβs
∣∣∣∣
∫ T
s
f˜(t, u)du
∣∣∣∣2ds
≤ 4
β
∫ T
t
β
2
e
β
2
s ·
(∫ T
s
e
β
2
u|f˜(t, u)|2du
)
ds
≤
(
4
β
e
β
2
s
∫ T
s
e
β
2
u|f˜(t, u)|2du
)∣∣∣∣T
t
+
4
β
∫ T
t
eβs|f˜(t, s)|2ds
≤ 4
β
∫ T
t
eβs|f˜(t, s)|2ds.
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Therefore
(3.12) E
∫ T
0
∫ T
t
βeβs
∣∣∣∣
∫ T
s
f˜(t, u)du
∣∣∣∣2dsdt ≤ 4βE
∫ T
0
∫ T
t
eβs|f˜(t, s)|2dsdt.
We also obtain the following result by taking s = t and γ = β in (3.12),
(3.13) E
∫ T
0
eβt
∣∣∣∣
∫ T
t
f˜(t, s)ds
∣∣∣∣2dt ≤ 1βE
∫ T
0
∫ T
t
eβs|f˜(t, s)|2dsdt.
On the other hand, since
E
∫ T
t
βeβs
(∫ T
s
‖g˜(t, u)‖2du
)
ds
= E
(
eβs
∫ T
s
‖g˜(t, u)‖2du
)∣∣∣∣T
t
+ E
∫ T
t
eβs‖g˜(t, s)‖2ds
≤ E
∫ T
t
eβs‖g˜(t, s)‖2ds,
we obtain
(3.14) E
∫ T
0
∫ T
t
βeβs
(∫ T
s
‖g˜(t, u)‖2du
)
dsdt ≤ E
∫ T
0
∫ T
t
eβs‖g˜(t, s)‖2dsdt.
Similarly, it’s easy to see that
(3.15)∫ T
r
βeβs
(∫ T
s
‖Z(t, u)‖2du
)
ds =
(
eβs
∫ T
s
‖Z(t, u)‖2du
)∣∣∣∣T
r
+
∫ T
r
eβs‖Z(t, s)‖2ds, r ∈ [t, T ].
For every t ∈ [0, T ], we can rewrite (3.15) after taking r = t,
(3.16)
E
∫ T
0
∫ T
t
eβs‖Z(t, s)‖2dsdt
= E
∫ T
0
∫ T
t
βeβs
(∫ T
s
‖Z(t, u)‖2du
)
dsdt+ E
∫ T
0
eβt
∫ T
t
‖Z(t, u)‖2dudt.
Notice ψ(t) is FT -measurable, then by using the property of conditional expectation, it follows from
(3.11) that
E|Y (t)|2 + E
∫ T
t
‖Z(t, s)‖2ds
= E
(
ψ(t) +
∫ T
t
f˜(t, s)ds+
∫ T
t
g˜(t, s)d
←−
B s
)2
≤ E
(
2|ψ(t)|2 + 2
∣∣∣∣
∫ T
t
f˜(t, s)ds
∣∣∣∣2 +
∫ T
t
‖g˜(t, s)‖2ds
)
.
Therefore by (3.13),
(3.17)
E
∫ T
0
eβt|Y (t)|2dt+ E
∫ T
0
eβt
∫ T
t
‖Z(t, s)‖2dsdtr
≤ E
∫ T
0
(
2eβt|ψ(t)|2 + 2
β
∫ T
t
eβs|f˜(t, s)|2ds+ eβt
∫ T
t
‖g˜(t, s)‖2ds
)
dt.
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Similarly, from (3.10), we obtain
E|Y (s)|2 + E
∫ T
s
‖Z(t, u)‖2du ≤ E
(
2|ψ(t)|2 + 2
∣∣∣∣
∫ T
s
f˜(t, u)du
∣∣∣∣2 +
∫ T
s
‖g˜(t, u)‖2du
)
.
Then, from (3.12) and (3.14),
(3.18)
E
∫ T
0
∫ T
t
βeβs
(∫ T
s
‖Z(t, u)‖2du
)
dsdt
≤ E
∫ T
0
(
2eβt|ψ(t)|2 + 8
β
∫ T
t
eβs|f˜(t, s)|2ds+
∫ T
t
eβs‖g˜(t, s)‖2ds
)
dt.
Hence by combining (3.16), (3.17) and (3.18), it follows that
(3.19)
E
∫ T
0
eβt|Y (t)|2dt+ E
∫ T
0
∫ T
t
eβs‖Z(t, s)‖2dsdt
≤ 4E
∫ T
0
eβt|ψ(t)|2dt+ 10
β
E
∫ T
0
∫ T
t
eβs|f˜(t, s)|2dsdt
+E
∫ T
0
eβt
∫ T
t
‖g˜(t, s)‖2dsdt+ E
∫ T
0
∫ T
t
eβs‖g˜(t, s)‖2dsdt.
Or
E
∫ T
0
eβt|Y (t)|2dt+ E
∫ T
0
∫ T
t
eβs‖Z(t, s)‖2dsdt
≤ 4E
∫ T
0
eβt|ψ(t)|2dt+ 10
β
E
∫ T
0
∫ T
t
eβs|f(t, s, Y (s), Z(t, s))|2dsdt
+2E
∫ T
0
∫ T
t
eβs‖g(t, s, Y (s), Z(t, s))‖2dsdt
≤ 4E
∫ T
0
eβt|ψ(t)|2dt+ 10
β
E
∫ T
0
∫ T
t
eβs|f(t, s, 0, 0)|2dsdt+ 2E
∫ T
0
∫ T
t
eβs‖g(t, s, 0, 0)‖2dsdt
+(10c
β
+ 2α)E
[ ∫ T
0 e
βt|Y (t)|2dt+ E ∫ T0 ∫ Tt eβs‖Z(t, s)‖2dsdt
]
.
Hence
(
1− 10c
β
− 2α)E[ ∫ T
0
eβt|Y (t)|2dt+ E
∫ T
0
∫ T
t
eβs‖Z(t, s)‖2dsdt
]
≤ 4E
∫ T
0
eβt|ψ(t)|2dt+ 10
β
E
∫ T
0
∫ T
t
eβs|f(t, s, 0, 0)|2dsdt+ 2E
∫ T
0
∫ T
t
eβs‖g(t, s, 0, 0)‖2dsdt.
Now by letting β = 10c1−2α+1, then the estimate (3.8) holds, which implies the uniqueness of BDSVIE
(3.7).
From the above theorem, a corollary follows directly.
Corollary 3.4. Let ψ ∈ L2FT (0, T ;Rk), f ∈ L2F (∆;Rk) and g ∈ L2F (∆;Rk×d). Then BDSVIE:
Y (t) = ψ(t) +
∫ T
t
f(t, s)ds+
∫ T
t
g(t, s)d
←−
B s −
∫ T
t
Z(t, s)dWs, t ∈ [0, T ],
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has unique solution (Y (·), Z(·, ·)) ∈ H2∆[0, T ], and the following estimate holds,
(3.20)
E
∫ T
0
eβt|Y (t)|2dt+ E
∫ T
0
∫ T
t
eβs‖Z(t, s)‖2dsdt
≤ 4E
∫ T
0
eβt|ψ(t)|2dt+ 10
β
E
∫ T
0
∫ T
t
eβs|f(t, s)|2dsdt
+E
∫ T
0
eβt
∫ T
t
‖g(t, s)‖2dsdt+ E
∫ T
0
∫ T
t
eβs‖g(t, s)‖2dsdt.
Remark 3.5. The estimate (3.20) follows from (3.19). A detailed proof of the above corollary
is presented in Shi and Wen [20].
Remark 3.6. Under the assumptions of Theorem 3.3, if Z(·, ·) on ∆c is defined as follows,
Z(t, s) = X1(t, s) +X2(t, s), ∀(t, s) ∈ ∆c,
where X1 ∈ L2FW ([0, T ]2;Rk×d), X2 ∈ L2FB([0, T ]2;Rk×d) are determined by:

E[Y (t)
∣∣FWt ] = EY (t) +
t∫
0
X1(t, s)dWs, (t, s) ∈ ∆c;
E[Y (t)
∣∣FBt,T ] = EY (t) +
T∫
t
X2(t, s)d
←−
B s, (t, s) ∈ ∆,
and 
X1(t, s) = X1(s, t), (t, s) ∈ ∆;X2(t, s) = X2(s, t), (t, s) ∈ ∆c.
Then BDSVIE (3.7) admits a unique SM-solution in H2[0, T ].
Now we prove the existence and uniqueness of SM-solutin of BDSVIE (3.1).
(H3) Assume
f : Ω×∆×Rk × Rk×d ×Rk×d → Rk; g : Ω×∆× Rk × Rk×d × Rk×d → Rk×d,
be jointly measurable such that for all (y, z, ζ) ∈ Rk × Rk×d × Rk×d,
f(·, ·, y, z, ζ) ∈ L2F (∆;Rk), g(·, ·, y, z, ζ) ∈ L2F (∆;Rk×d).
Furthermore, there exist constants c > 0 and 0 < α < 1
T+8 such that for any y, y
′ ∈
R
k, z, z′, ζ, ζ ′ ∈ Rk×d and (t, s) ∈ ∆,
|f(t, s, y, z, ζ)− f(t, s, y
′, z′, ζ ′)|2 ≤ c(|y − y′|2 + ‖z − z′‖2 + ‖ζ − ζ ′‖2);
‖g(t, s, y, z, ζ) − g(t, s, y′, z′, ζ ′)‖2 ≤ α(|y − y′|2 + ‖z − z′‖2 + ‖ζ − ζ ′‖2).
For notational simplicity, in the following we denote f0(t, s) = f(t, s, 0, 0, 0) and g0(t, s) =
g(t, s, 0, 0, 0). Now we establish the main result.
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Theorem 3.7. Under the assumption (H3), for any ψ(·) ∈ L2FT (0, T ;Rk), BDSVIE (3.1) admits
unique SM-solution (Y (·), Z(·, ·)) ∈ H2[0, T ]. Moreover, the following estimate holds,
(3.21)
E
[ ∫ T
0
eβt|Y (t)|2dt+
∫ T
0
∫ T
t
eβs‖Z(t, s)‖2dsdt
]
≤ KE
[ ∫ T
0
|ψ(t)|2dt+
∫ T
0
∫ T
t
eβs|f0(t, s)|2dsdt+
∫ T
0
∫ T
t
eβs‖g0(t, s)‖2dsdt
]
.
Proof. For any (y(·), z(·, ·)) ∈ M2[0, T ], consider the following BDSVIE,
Y (t) =ψ(t) +
∫ T
t
f(t, s, y(s), z(t, s), z(s, t))ds
+
∫ T
t
g(t, s, y(s), z(t, s), z(s, t))d
←−
B s −
∫ T
t
Z(t, s)dWs, t ∈ [0, T ].
(3.22)
From Corollary 3.4, Eq. (3.22) exists unique solution (Y (·), Z(·, ·)) ∈ H2∆[0, T ]. Now we define
Z(·, ·) on ∆c as follows:
Z(t, s) = X1(t, s) +X2(t, s), ∀(t, s) ∈ ∆c,
where X1 ∈ L2FW ([0, T ]2;Rk×d) and X2 ∈ L2FB([0, T ]2;Rk×d) are determined by:

E[Y (t)
∣∣FWt ] = EY (t) +
t∫
0
X1(t, s)dWs, (t, s) ∈ ∆c;
E[Y (t)
∣∣FBt,T ] = EY (t) +
T∫
t
X2(t, s)d
←−
B s, (t, s) ∈ ∆,
and 
X1(t, s) = X1(s, t), (t, s) ∈ ∆;X2(t, s) = X2(s, t), (t, s) ∈ ∆c.
Then (Y (·), Z(·, ·)) ∈ M2[0, T ] is the unique SM-solution to BDSVIE (3.22), and we can define a
mapping Θ :M2[0, T ]→M2[0, T ] by
Θ(y(·), z(·, ·)) = (Y (·), Z(·, ·)), ∀(y(·), z(·, ·)) ∈ M2[0, T ].
From the estimate (3.20),
(3.23)
E
∫ T
0
eβt|Y (t)|2dt+ E
∫ T
0
∫ T
t
eβs|Z(t, s)|2dsdt
≤ 4eβTE
∫ T
0
|ψ(t)|2dt+ 10
β
E
∫ T
0
∫ T
t
eβs|f(t, s, y(s), z(t, s), z(s, t))|2dsdt
+E
∫ T
0
eβt
∫ T
t
|g(t, s, y(s), z(t, s), z(s, t))|2dsdt
+E
∫ T
0
∫ T
t
eβs|g(t, s, y(s), z(t, s), z(s, t))|2dsdt.
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For the second term in the right part of (3.23), from (H2) and notice (3.6), one has
E
∫ T
0
∫ T
t
eβs|f(t, s, y(s), z(t, s), z(s, t))|2dsdt
≤ E
∫ T
0
∫ T
t
eβs
(|f0(t, s)|2 + c|y(s)|2 + c|z(t, s)|2 + c|z(s, t)|2) dsdt
≤ c(T + 4)E
∫ T
0
eβt|y(t)|2dt+ cE
∫ T
0
∫ T
t
eβs|z(t, s)|2dsdt+ E
∫ T
0
∫ T
t
eβs|f0(t, s)|2dsdt.
Similarly, for the third term in the right part of (3.23),
E
∫ T
0
eβt
∫ T
t
|g(t, s, y(s), z(t, s), z(s, t))|2dsdt
≤ E
∫ T
0
eβt
∫ T
t
(|g0(t, s)|2 + α|y(s)|2 + α|z(t, s)|2 + α|z(s, t)|2) dsdt
≤ (α
β
+ 4α)E
∫ T
0
eβt|y(t)|2dt+ αE
∫ T
0
∫ T
t
eβs|z(t, s)|2dsdt+ E
∫ T
0
∫ T
t
eβs|g0(t, s)|2dsdt.
Also, for the fourth term in the right part of (3.23),
E
∫ T
0
∫ T
t
eβs|g(t, s, y(s), z(t, s), z(s, t))|2dsdt
≤ E
∫ T
0
∫ T
t
eβs
(|g0(t, s)|2 + α|y(s)|2 + α|z(t, s)|2 + α|z(s, t)|2) dsdt
≤ α(T + 4)E
∫ T
0
eβt|y(t)|2dt+ αE
∫ T
0
∫ T
t
eβs|z(t, s)|2dsdt+ E
∫ T
0
∫ T
t
eβs|g0(t, s)|2dsdt.
Hence we deduce
(3.24)
E
∫ T
0
eβt|Y (t)|2dt+ E
∫ T
0
∫ T
t
eβs|Z(t, s)|2dsdt
≤ 4eβTE
∫ T
0
|ψ(t)|2dt+ 10
β
E
∫ T
0
∫ T
t
eβs|f0(t, s)|2dsdt+ 2E
∫ T
0
∫ T
t
eβs|g0(t, s)|2dsdt
+[
K
β
+ α(T + 8)]E
∫ T
0
eβt|y(t)|2dt+ (K
β
+ 2α)E
∫ T
0
∫ T
t
eβs|z(t, s)|2dsdt.
Now, if (Yi(·), Zi(·, ·)) is the corresponding SM-solution of (yi(·), zi(·, ·)) to BDSVIE (3.22), i = 1, 2,
then
E
(∫ T
0
eβt|Y1(t)− Y2(t)|2dt+
∫ T
0
∫ T
t
eβs|Z1(t, s)− Z2(t, s)|2dsdt
)
≤ [K
β
+ α(T + 8)
]
E
(∫ T
0
eβt|y1(t)− y2(t)|2dt+
∫ T
0
∫ T
t
eβs|z1(t, s)− z2(t, s)|2dsdt
)
.
Let β = 2K1−α(T+8) , then the mapping Θ is contractive on H2[0, T ], which implies BDSVIE (3.1)
admits a unique SM-solution. And the estimate (3.21) directly follows from (3.24). This completes
the proof.
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4 Appendix
To our best knowledge, since we haven’t find a detail proof for the backward martingale repre-
sentation theorem, in the following we present its proof in details. In fact, similar to the proof
of classical martingale representation theorem, it is not difficult to prove the backward martingale
representation theorem.
First, we present two lemmas which will be used in the following. The first lemma is the
bakcward Itoˆ formula and the second lemma is a basic property of the space L2(FB0,T ,P).
Lemma 4.1 (Pardoux-Peng [10], Lemma 1.3). Let α ∈ S2
FB
(0, T ;R), β, γ ∈ L2
FB
(0, T ;R) be
such that,
αt = α0 +
∫ t
0
βsds+
∫ t
0
γsd
←−
B s, 0 ≤ t ≤ T.
Then, if φ ∈ C2(R), we have
φ(αt) = φ(α0) +
∫ t
0
φ′(αs)βsds+
∫ t
0
φ′(αs)γsd
←−
B s −
∫ t
0
φ′′(αs)γ
2
sds.
Lemma 4.2 (Øksendal [8], Lemma 4.3.2). The linear space of random variables of the type
(4.1) exp
{∫ T
0
htd
←−
B t − 1
2
∫ T
0
h2t dt
}
; h ∈ L2[0, T ] (deterministic)
is dense in L2(FB0,T ,P).
Remark 4.3. (i) Lemma 4.1 is a simplified version of Lemma 1.3 of Pardoux-Peng [10].
(ii) For Lemma 4.2, note that the integrand h in the backward Itoˆ integral (4.1) is a deterministic
function. In fact, when the integrand h is a deterministic function, the forward Itoˆ integral and
backward Itoˆ integral are coincide (see e.g., Pardoux-Protter [9]). Moreover, the filtration FB0,T is
the same as FBT from the definition. Therefore, Lemma 4.2 is the same as Lemma 4.3.2 of Øksendal
[8], and the proof of Lemma 4.2 is certainly the same as the proof of Lemma 4.3.2 of Øksendal [8].
Now we prove the backward Itoˆ martingale representation theorem.
Theorem 4.4. Let F ∈ L2(FB0,T ,P). Then there exists a unique stochastic process f ∈ L2FB (Ω×
[0, T ];R) such that
(4.2) F = E[F ] +
∫ T
0
ftd
←−
B t.
Proof. First assume that F has the form (4.1), i.e.,
F (ω) = exp
{∫ T
0
htd
←−
B t(ω)− 1
2
∫ T
0
h2tdt
}
; h ∈ L2[0, T ]
for some h ∈ L2[0, T ] (deterministic). Define
Yt(ω) = exp
{∫ T
t
htd
←−
B t(ω)− 1
2
∫ T
t
h2t dt
}
; 0 ≤ t ≤ T.
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Then by Itoˆ’s formula (Lemma 4.1)
dYt = Yt
(− htd←−B t + 1
2
h2t dt
)− 1
2
Yt
(− htd←−B t)2 = −Ythtd←−B t.
So that
YT = Yt −
∫ T
t
Yshsd
←−
B s,
or
Yt = YT +
∫ T
t
Yshsd
←−
B s
= 1 +
∫ T
t
Yshsd
←−
B s.
Therefore
F = Y0 = 1 +
∫ T
0
Yshsd
←−
B s,
and hence E[F ] = 1. So (4.2) holds in this case.
If F ∈ L2(FB0,T ,P) is arbitrary, we can by Lemma 4.2 approximate F in L2(FB0,T ,P) by linear
combinations Fn of functions of the form (4.1). Then for each n we have
Fn = E[Fn] +
∫ T
0
fn(t)d
←−
B (t), where fn ∈ V(0, T ).
By the Itoˆ isometry
E
[
(Fn − Fm)2
]
= E
[(
E[Fn − Fm] +
∫ T
0
(fn(t)− fm(t))d←−B (t)
)2]
=
(
E[Fn − Fm]
)2
+
∫ T
0
E[(fn(t)− fm(t))2]dt→ 0 as n,m→∞.
So {fn} is a Cauchy sequence in L2([0, T ] × Ω) and hence converges to some f ∈ L2([0, T ] × Ω).
Since fn ∈ V(0, T ) we have f ∈ V(0, T ). Again using the Itoˆ isometry we see that
F = lim
n→∞
Fn = lim
n→∞
(
E[Fn] +
∫ T
0
fnd
←−
B
)
= E[F ] +
∫ T
0
fd
←−
B,
the limit being taken in L2(FB0,T ,P). Hence the representation (4.2) holds for all F ∈ L2(FB0,T ,P).
The uniqueness follows from the Itoˆ isometry: Suppose
F = E[F ] +
∫ T
0
f1(t)d
←−
B (t) = E[F ] +
∫ T
0
f2(t)d
←−
B (t)
with f1, f2 ∈ V(0, T ). Then
0 = E
[(∫ T
0
(
f1(t)− f2(t)
)
d
←−
B (t)
)2]
=
∫ T
0
E
[(
f1(t)− f2(t)
)2]
dt
and therefore f1(t, ω) = f2(t, ω) for a.a. (t, ω) ∈ [0, T ] × Ω.
14
Theorem 4.5. Suppose Mt is an FBt,T -martingale and that Mt ∈ L2(P) for all 0 ≤ t ≤ T . Then
there exists a unique stochastic process f ∈ L2
FB
(Ω× [0, T ];R) such that
(4.3) Mt = E[MT ] +
∫ T
t
fsd
←−
B s, a.s., for all t ∈ [0, T ].
Proof. By Theorem 4.4 applied to F = Mt, we have that for all t ∈ [0, T ], there exists a unique
f t(s, ω) ∈ L2(FBt,T ,P) such that
M(t) = E[M(t)] +
∫ T
t
f t(s)d
←−
B (s) = E[M(T )] +
∫ T
t
f t(s)d
←−
B (s).
Now assume 0 ≤ t1 ≤ t2 ≤ T . Then
M(t2) = E
[
Mt1
∣∣∣FBt2,T ]
= E[M(T )] + E
[ ∫ T
t1
f t1(s)d
←−
B (s)
∣∣∣FBt2,T ]
= E[M(T )] +
∫ T
t2
f t1(s)d
←−
B (s).
But we also have
M(t2) = E[M(T )] +
∫ T
t2
f t2(s)d
←−
B (s).
Hence, by comparing the above two equations we get that
0 = E
[(∫ T
t2
(
f t1(s)− f t2(s))d←−B (s))2] = ∫ T
t2
E
[(
f t1(s)− f t2(s))2]ds
and therefore
f t1(s, ω) = f t2(s, ω) for a.a. (s, ω) ∈ [t2, T ]× Ω.
So we can define f(s, ω) for a.a. (s, ω) ∈ [0, T ] ×Ω by setting
f(s, ω) = fN (s, ω) if s ∈ [N,T ],
and then we get
M(t) = E[M(T )] +
∫ T
t
f t(s)d
←−
B (s) = E[M(T )] +
∫ T
t
f(s)d
←−
B (s) for all t ∈ [0, T ].
So the backward Itoˆ martingale representation theorem is obtained.
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