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Abstract
This paper proposes a beta nonlinear model to describe the kinet-
ics of ruminal degradation. The model generalizes the widely applied
model proposed by Ørskov and McDonald (1979) because the pro-
portion of degraded food is modelled with the beta distribution and
according to the Bayesian perspective. A default method to obtain a
prior distribution is proposed for this model, where the application of
standard methodologies, such as the Jeffreys prior (Jeffreys (1961))
or the reference priors (Bernardo (1979)), involves serious difficulties.
This methodology is generalized to a larger class of models, and an
implementation of the method in OpenBUGS is shown.
Keywords: Bayesian analysis, Beta regression, Default prior distri-
butions, Ruminal degradation kinetics
1 Introduction
The model proposed by Ørskov and McDonald (1979) is widely used to de-
scribe the kinetics of ruminal degradation and to provide information on the
quality and nutritional characteristics of food. According to the main col-
lection of the Web of Science, this model has been cited by at least 2793
research articles. The model assumes that y(t), the proportion of degraded
food up to time t, is given by the nonlinearizable curve y(t) = a+ b(1−e−ct),
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where a means the proportion of degraded food almost instantaneously and
b means the remaining proportion of food to be degraded at a velocity that
is controlled by c. Due to the biological meaning of these parameters, they
have to satisfy the following constraints: a ∈ (0, 1), b ∈ (0, 1), a + b ∈ (0, 1),
and c > 0.
The method of least squares is the standard approach used to estimate
the unknown parameters a, b, and c. This method presents two deficiencies
for this problem. First, the distributions of the estimators are unknown,
and hence, asymptotic approximations are usually used in standard statis-
tical packages to obtain standard errors and confidence intervals. However,
very often, the sample size is not large enough in the experiments performed
to study degradation kinetic curves, which limits the application of asymp-
totic approximations. Second, and perhaps more important, the method can
lead to unacceptable predictions if the estimates do not satisfy the above
constraints on a, b, and c.
Cano and Salmero´n (2007) have shown that the Bayesian approach avoids
these disadvantages automatically if the constraints are taken into account
in the prior distribution and consequently in the posterior distribution. On
the other hand, the Bayesian model in Cano and Salmero´n (2007) assumes
that the distribution of the observed proportions is the normal distribution;
concretely, if yi is the observed proportion at times ti, i = 1, . . . , n, then the
model assumes that
yi | a, b, c, σ ∼ N(a + b(1− e−cti), σ2), i = 1, . . . , n. (1)
However, the data are proportions, and hence, the normal distribution might
not be suitable. A reasonable solution to improve the model could be to apply
a transformation, such as the logit or the log-log, and then to assume that
the distribution of the transformed data is normal. However, this procedure
does not allow imposing that the mean of yi is a+ b(1− e−cti) in a treatable
way. Suppose that the transformation is yi = H(zi) and that the model for
zi is zi ∼ N(θi, σ2z). To obtain
a+ b(1− e−cti) =
∫ +∞
−∞
H(z)N(z | θi, σ2z)dz,
we would need to solve (θi, σ
2
z) as a function of (a, b, c), which complicates
the inference procedure. The solution adopted in this article models the
proportion yi using the beta distribution.
The proposed model is a beta nonlinear regression model, and it is pre-
sented in section 2. The model takes advantage of the parameterization used
in Ferrari and Cribari-Neto (2004), but the mean of the response variable,
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yi, is expressed as a+b(1−e−cti) to preserve the interpretation of the param-
eters instead of using the logit link function as in Ferrari and Cribari-Neto
(2004). In section 3, a prior distribution is proposed that takes into account
the interpretation of the parameters, and how the Bayesian model can be
implemented in OpenBugs is demonstrated. Although the model of Ørskov
and McDonald is widely used, these results are generalized to a large class
of models in section 4. Section 5 is dedicated to illustrating the procedure
with real and simulated data.
2 The beta nonlinear regression model
Let y1, . . . , yn be the independent observed proportions of degraded food at
times t1, . . . , tn, where 0 < t1 ≤ · · · ≤ tn. The beta distribution B(p, q) with
density function
f(y | p, q) = Γ(p+ q)
Γ(p)Γ(q)
yp−1(1− y)q−1, y ∈ (0, 1),
where p, q > 0, is used to model these proportions. To adapt the deterministic
equation proposed by Ørskov and McDonald (1979), the expected value of
yi is modelled as a+b(1−e−cti). Concretely, the proposed model is such that
yi | pi, qi ∼ B(pi, qi),
pi = µiτ,
qi = τ − pi,
µi = a+ b(1− e−cti),
(2)
i = 1, . . . , n, where a ∈ (0, 1), b ∈ (0, 1), a+ b ∈ (0, 1), τ > 0, and c > 0. The
restrictions on the parameters ensure that model (2) is well defined because
0 < a < µi < a+ b < 1.
The mean and variance of yi are given by
pi
pi + qi
=
µiτ
µiτ + τ − µiτ = µi,
and
piqi
(pi + qi)2(pi + qi + 1)
=
µiτ(τ − µiτ)
(µiτ + τ − µiτ)2(µiτ + τ − µiτ + 1) =
µi(1− µi)
1 + τ
,
respectively, and therefore, τ can be interpreted as a precision parameter.
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Model (2) is a nonlinear regression model with beta response and con-
straints on the unknown parameters, and the log-likelihood function of (a, b, c, τ)
for the sample (y1, . . . , yn) is
n log Γ(τ)−
n∑
i=1
log Γ(τµi)−
n∑
i=1
log Γ(τ(1 − µi))+
+
n∑
i=1
(τµi − 1) log yi +
n∑
i=1
(τ(1− µi)− 1) log(yi − 1),
(3)
where µi = a+ b(1− e−cti), a ∈ (0, 1), b ∈ (0, 1), a+ b ∈ (0, 1), τ > 0. Hence,
neither the frequentist nor the Bayesian approach is implemented by default
in the standard statistical packages. The Bayesian approach is considered in
this article.
3 The prior distribution
When prior information is not available, default prior distributions such as
the Jeffreys prior (see Jeffreys (1961)) or the reference priors (see Bernardo
(1979), Berger and Bernardo (1989), and Berger and Bernardo (1992)) are
usually recommended. However, these prior distributions are difficult to
obtain for models such as (2) because this model is a nonlinear non-normal
regression model, and the parameters appear in the log-likelihood function
(3) through the Gamma function. Note that µi in model (2) cannot be
expressed in the framework of the generalized linear models; that is, there
is no link function g such that g(µi) is a linear combination of the unknown
parameters a, b, and c, as in Ferrari and Cribari-Neto (2004). The procedure
used here is different and allows us to easily implement the resulting model
using OpenBUGS. The argument for developing a prior distribution is as
follows.
The prior distribution considered is of the form
pi(a, b, c, τ) = pi(a, b)pi(c)pi(τ).
Because a and b are proportions and a+b is also a proportion, the uniform
distribution
pi(a, b) ∝ 1, a, b, a+ b ∈ (0, 1)
is a sensible prior distribution.
Now, consider that a, b, and τ are known, and we wish to obtain a
prior distribution for c. Let ti be an arbitrary observation time. Because of
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µi = a + b(1 − e−cti) and c > 0, then µi ∈ (a, a + b). Since the unknown
parameter µi is the expected proportion at time ti, the uniform prior for µi
is a reasonable choice, and then the prior distribution of c should be
1
b
∣∣∣∣dµidc
∣∣∣∣ = tie−cti (4)
Because the choice of ti is arbitrary, the proposal is the average
pi(c) =
1
n
n∑
i=1
tie
−cti , c > 0.
Finally, a diffuse gamma prior is proposed for τ because this parameter
can be interpreted as a precision parameter.
The resulting prior distribution is not a standard prior, but it can be
implemented using OpenBugs because pi(c) is a mixture of exponential dis-
tributions, a | b ∼ U[0,1−b], and
pi(b) =
∫ 1−b
0
pi(a, b)da ∝ 1− b
is the density of the beta B(1, 2).
The model in BUGS language is as follows:
model
{
for(i in 1 : n) {
y[i] ~ dbeta(p[i],q[i])
p[i]<-mu[i]*tau
q[i]<-tau-p[i]
mu[i]<-min(a+b*(1-exp(-c*t[i])),1)
#Take min to prevent numerical problems
P[i]<-1/n
}
b ~ dbeta(1,2)
a ~ dunif(0.0,v)
v<-1-b
c ~ dexp(t[j])
j ~ dcat(P[])
tau ~ dgamma(0.001,0.001)
}
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Note that if one solves the equation µi = a + b(1 − e−cti) and assumes the
uniform distribution for µi, then
c = − 1
ti
log(1− u), u ∼ U[0,1],
which is equivalent to the exponential distribution (4).
4 Generalization to other models
The model proposed by Ørskov and McDonald (1979) is the most commonly
used model to describe ruminal degradation kinetics. However, other mod-
els have been used to describe forage degradation kinetics during incubation
in the rumen; see France et al. (1993), France et al. (2000), Dhanoa et al.
(1995), Dhanoa et al. (2000), Dhanoa et al. (2004), Lo´pez et al. (1999), Thornley and France
(2006), and Nasri et al. (2006). Most of these models can be written as
y(t) = a + bG(t, ξ), where the meanings of a and b are the same as that
in the model proposed by Ørskov and McDonald (1979), ξ ∈ Ξ is an un-
known parameter, and the function t ∈ R+ 7→ G(t, ξ) is a positive mono-
tonically increasing function with limt→+∞G(t, ξ) = 1, that is, the distribu-
tion function of a positive random variable T . For example, for the model
y(t) = a + b(1 − e−ct), the function G(t, ξ) = 1 − e−ξt is the exponential
distribution, and for the Michaelis-Mentel model, G(t, ξ) = t/(ξ + t) is the
distribution of a random variable whose logarithm has a logistic distribution.
Other examples for G(t, ξ) appear in the appendix; some of them have been
previously applied to explain ruminal degradation using the least squares to
estimate the unknown parameters.
Considering a general distribution function t ∈ R+ 7→ G(t, ξ) allows gen-
eralizing model (2) as follows:
yi | pi, qi ∼ B(pi, qi),
pi = µiτ,
qi = τ − pi,
µi = a+ bG(ti, ξ),
(5)
i = 1, . . . , n, where a ∈ (0, 1), b ∈ (0, 1), a + b ∈ (0, 1), τ > 0, ξ ∈ Ξ, and
t 7→ G(t, ξ) is a distribution function on R+ for each ξ ∈ Ξ.
The arguments for choosing the prior distribution pi(a, b, ξ, τ) are similar
to the previous ones for model (2). Again, pi(a, b) ∝ 1, a, b, a + b ∈ (0, 1).
Let h be the dimension of ξ = (ξ1, . . . , ξh). Then, given S = {i1, . . . , ih} ⊂
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{1, . . . , n}, since
µi1 = a + bG(ti1 , ξ),
µi2 = a + bG(ti2 , ξ),
...
µih = a+ bG(tih , ξ),
(6)
if the uniform distribution is assumed for (µi1 , . . . , µih) in the set defined by
(6) with ξ ∈ Ξ, then the prior distribution of ξ should be proportional to∣∣∣∣∂(µi1 , . . . µih)∂(ξ1, . . . , ξh)
∣∣∣∣ ,
under some regularity conditions on the function G. Note that for model
(2), it follows that h = 1, ξ = c, and the set defined by (6) is the interval
(a, a + b).
Alternatively, one can solve the system of equations
u1 = G(ti1 , ξ)
u2 = G(ti2 , ξ)
...
uh = G(tih , ξ)
(7)
obtaining ξ as a function of (ti1 , . . . , tih , u1, . . . , uh), where the distribution of
(u1, . . . , uh) is the uniform distribution in the set defined by (7) with ξ ∈ Ξ.
Since the choice {i1, . . . , ih} is arbitrary, the proposal for pi(ξ) is the av-
erage among all the subsets S with |S| = h. Again, a diffuse gamma prior is
proposed for τ .
4.1 The Michaelis-Mentel model
This model is described by the equation y(t) = a + bG(t, ξ), with G(t, ξ) =
t/(ξ + t), and ξ > 0. Then,
dµi
dξ
= − bti
(ξ + ti)2
,
and therefore
pi(ξ) =
1
n
n∑
i=1
ti
(ξ + ti)2
.
The density ξ 7→ ti/(ξ+ ti)2 is the density of the random variable ti(1−u)/u,
where u ∼ U(0, 1). This is equivalent to solving the equation u = G(ti, ξ).
Hence, this prior can be implemented in OpenBUGS as follows:
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model
{
for(i in 1 : n) {
y[i] ~ dbeta(p[i],q[i])
p[i]<-mu[i]*tau
q[i]<-tau-p[i]
mu[i]<-min(a+b*t[i]/(xi+t[i]),1)
#Take min to prevent numerical problems
P[i]<-1/n
}
b ~ dbeta(1,2)
a ~ dunif(0.0,v)
v<-1-b
u ~ dunif(0,1)
xi <- t[j]*(1-u)/u
j ~ dcat(P[])
tau ~ dgamma(0.001,0.001)
}
4.2 The France model
France et al. (1993) have proposed the model y(t) = a + bG(t, ξ), with
G(t, ξ) = 1− exp
(
−ξ1t− ξ2
√
t
)
,
where ξ = (ξ1, ξ2), ξ1 > 0 and ξ2 > 0. This model generalizes the model
proposed by Ørskov and McDonald (1979).
In this case, system of equations (7) is
u1 = G(s, ξ)
u2 = G(t, ξ)
and the solution is
ξ1 =
−√t log(1− u1) +
√
s log(1− u2)
s
√
t− t√s ,
ξ2 =
−s log(1− u2) + t log(1− u1)
s
√
t− t√s .
Therefore, the model in BUGS language is as follows:
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model
{
for(i in 1 : n) {
y[i] ~ dbeta(p[i],q[i])
p[i]<-mu[i]*tau
q[i]<-tau-p[i]
mu[i]<-min(a+b*(1-exp(-abs(xi1)*t[i]-abs(xi2)*sqrtt[i])),1)
#Take min and absolute values to prevent numerical problems
P[i]<-1/n
sqrtt[i] <- sqrt(t[i])
}
b ~ dbeta(1,2)
a ~ dunif(0.0,v)
v <- 1-b
xi1 <- (-sqrtt[j1]*lu1+sqrtt[j2]*lu2)/deno
xi2 <- (-t[j2]*lu2+t[j1]*lu1)/deno
deno <- t[j2]*sqrtt[j1]-t[j1]*sqrtt[j2]
lu1 <- log(1-u1)
lu2 <- log(1-u2)
j1 ~ dcat(P[])
j2 ~ dcat(P[])
u1 ~ dunif(0,1)
u2 ~ dunif(0,1)
tau ~ dgamma(0.001,0.001)
zero1<-0
zero1~dbern(C1)
C1 <- step(-xi1)
zero2<-0
zero2~dbern(C2)
C2 <- step(-xi2)
zero3<-0
zero3~dbern(C3)
C3<-equals(deno,0)
}
Note that the conditions ξ1 > 0 and ξ2 > 0 have been imposed.
Unfortunately, pi(ξ) is not always related to a standard prior as in model
9
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Figure 1: Contour plot and histograms based on 30000 simulation of
(log ξ1, log ξ2) in the Gompertz model for t = (3, 6, 9, 15, 24).
(2). For example, for the Gompertz model,
G(t, ξ) = 1− exp(−ξ1(exp(ξ2t)− 1)), ξ1, ξ2 > 0,
the Jacobian determinant ∂(µ1, µ2)/∂(ξ1, ξ2) is
b2ξ1
(
(t2 − t1)eξ2(t1+t2) + t1eξ2t1 − t2eξ2t2
)
e−ξ1(e
ξ2t1+eξ2t2−2),
and system of equations (7) has no analytical solution in general. However,
we can use a standard prior f(ξ) and then apply sampling importance resam-
pling (see Smith and Gelfand (1992)): after running OpenBUGS, the simu-
lations (a, b, ξ, τ) are weighted with weights proportional to pi(ξ)/f(ξ). In this
case, the prior distribution pi(ξ) can be obtained using simulation and kernel
density estimation with statistical packages as np; see Hayfield and Racine
(2008). The simulation from pi(ξ) can be performed simulating the set S,
uj ∼ U[0,1], j = 1, . . . , h, and solving (7) in the set Ξ. For example, for the
Gompertz model 30000 simulations of (log ξ1, log ξ2) have been performed
with this procedure and the contour plot and histograms are represented in
figure 1 when t = (3, 6, 9, 15, 24).
5 Examples
5.1 Orskov and McDonald’s experiment
The data y = (0.38, 0.51, 0.59, 0.79, 0.89), t = (3, 6, 9, 15, 24), have been ob-
tained from Ørskov and McDonald (1979) and analysed in Cano and Salmero´n
(2007). The unrestricted maximum likelihood estimates of a, b, and c were
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aˆ = 0.21001, bˆ = 0.8270, and cˆ = 0.0742, respectively, and the frequen-
tist 95% confidence intervals were (-0.0178, 0.4380), (0.5336, 1.1210), and
(-0.0164, 0.1648), respectively. Note that the confidence intervals contain
inadmissible values, aˆ + bˆ = 1.03701, and for t > 41.7, the prediction of the
proportion of food degraded is yˆ = aˆ+ bˆ(1− exp(−cˆt)) > 1.
The model implemented in OpenBugs was used with 3 chains, each with
50000 iterations (the first 1000 were discarded). The Bayesian estimates are
shown in Table 1, and the posterior estimation of the curve a+b(1−e−ct) for
t ∈ [0, 50] is shown in Figure 2. The potential scale reduction factors ranged
from 1.001 to 1.005.
In addition, the Michaelis-Mentel model and the France model were im-
plemented in OpenBugs with 3 chains, each with 50000 iterations (first 1000
discarded). The Bayesian estimates are shown in Tables 2 and 3. The
potential scale reduction factors ranged from 1.001 to 1.015. Note that
the posterior standard deviations of a and b were higher for the Michaelis-
Mentel model, and the posterior mean of the precision parameter τ was lower
than for the other models. The values of the deviance information criterion
(Spiegelhalter et al. (2002)) were −16.08, −0.463, and −4.491, for model
(2), the Michaelis-Mentel model, and the France model, respectively. All
these findings indicate that model (2) was the model that best predicted the
data.
Table 1: Posterior inference for model 2: mean, standard deviation, and
quantiles for the data in Ørskov and McDonald (1979).
Parameter Posterior inference
mean sd 2.50% 25% 50% 75% 97.50%
a 0.174 0.077 0.031 0.129 0.172 0.211 0.345
b 0.772 0.091 0.538 0.742 0.787 0.823 0.902
c 0.101 0.031 0.068 0.087 0.096 0.109 0.156
τ 251.2 236.8 12.51 84.13 179.9 343.1 890.4
5.2 Coverage of the credible intervals
A simulation study was performed to evaluate the coverage of the 95% credi-
ble intervals obtained under the proposed prior distribution of the parameters
in model (2).
For each set of parameter values (24 sets), 300 datasets were simulated
from model (2) with 10 observations, 2 at each of times 3, 6, 9, 15, and 24.
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Table 2: Posterior inference for the model of Michaelis-Mentel: mean, stan-
dard deviation, and quantiles for the data in Ørskov and McDonald (1979).
Parameter Posterior inference
mean sd 2.50% 25% 50% 75% 97.50%
a 0.224 0.169 0.008 0.084 0.187 0.334 0.607
b 0.668 0.227 0.117 0.534 0.720 0.848 0.965
ξ 14.07 359.8 1.180 4.185 5.576 8.033 39.14
τ 25.97 25.26 2.465 8.873 17.81 34.27 95.49
Table 3: Posterior inference for the model of France: mean, standard devia-
tion, and quantiles for the data in Ørskov and McDonald (1979).
Parameter Posterior inference
mean sd 2.50% 25% 50% 75% 97.50%
a 0.134 0.096 0.008 0.066 0.120 0.177 0.388
b 0.810 0.126 0.455 0.772 0.834 0.888 0.966
ξ1 0.079 0.025 0.022 0.066 0.079 0.092 0.129
ξ2 0.085 0.075 0.003 0.030 0.067 0.118 0.272
τ 202.4 202.4 7.399 58.14 140.5 280.4 747.2
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Figure 2: Posterior estimation of a + b(1 − e−ct): posterior mean (solid
line) and 95% credible intervals (red) based on the data (points) in
Ørskov and McDonald (1979).
For each dataset, the 95% credible intervals were based on the quantiles of
the posterior distributions: for a, b, and c, the 95% credible intervals were
the intervals from 0.025 to the 0.975 quantile of the corresponding posterior
distribution, whereas for σ = 1/
√
τ , the 95% credible interval was the interval
from 0 to the 0.95 quantile of the posterior distribution of σ. For each
dataset, OpenBUGS was used with chains of 10000 iterations. Table 4 shows
the proportion of credible intervals containing the true parameter values and
the average length of these credible intervals. The results indicate that the
proposed prior obtained good coverage of the 95% credible intervals.
6 Conclusion
A Bayesian beta nonlinear model to describe ruminal degradation kinet-
ics has been proposed. The beta distribution is used to address the ob-
served proportions instead of the normal distribution. The proposed model
solves some deficiencies that the usual approach (least squares) presents. De-
fault prior distributions, such as the Jeffreys prior (Jeffreys (1961)) or the
reference priors (Bernardo (1979) and Berger and Bernardo (1989), and
Berger and Bernardo (1992)), are difficult to obtain because the proposed
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Table 4: Simulation study. Proportion of credible intervals containing the
true parameter values and the mean length of the credible intervals
Set of parameters Coverage Length
a b c σ a b c σ a b c σ
0.17 0.77 0.15 0.05 0.96 0.97 0.96 1.00 0.22 0.19 0.07 0.09
0.17 0.77 0.10 0.05 0.96 0.94 0.98 0.98 0.16 0.14 0.05 0.09
0.17 0.77 0.08 0.05 0.99 0.97 0.98 0.99 0.15 0.14 0.05 0.09
0.10 0.80 0.15 0.05 0.97 0.97 0.98 0.98 0.19 0.17 0.07 0.09
0.10 0.80 0.10 0.05 0.96 0.95 0.97 0.98 0.15 0.13 0.05 0.09
0.10 0.80 0.08 0.05 0.99 0.96 0.99 0.98 0.13 0.15 0.05 0.09
0.17 0.77 0.15 0.02 0.98 0.99 0.99 1.00 0.12 0.10 0.04 0.05
0.17 0.77 0.10 0.02 0.99 0.99 0.99 1.00 0.09 0.07 0.03 0.05
0.17 0.77 0.08 0.02 1.00 0.99 1.00 1.00 0.08 0.08 0.03 0.04
0.10 0.80 0.15 0.02 0.99 1.00 1.00 1.00 0.12 0.10 0.04 0.05
0.10 0.80 0.10 0.02 1.00 1.00 1.00 1.00 0.09 0.07 0.03 0.05
0.10 0.80 0.08 0.02 0.99 1.00 0.99 1.00 0.08 0.09 0.03 0.05
0.24 0.66 0.15 0.05 0.98 0.96 0.99 0.97 0.24 0.20 0.09 0.09
0.24 0.66 0.10 0.05 0.95 0.96 0.97 0.99 0.18 0.15 0.07 0.09
0.24 0.66 0.08 0.05 0.99 0.97 0.99 0.97 0.15 0.15 0.06 0.09
0.24 0.66 0.15 0.02 0.99 0.99 0.98 1.00 0.13 0.11 0.05 0.05
0.24 0.66 0.10 0.02 0.99 0.99 0.99 1.00 0.10 0.08 0.04 0.05
0.24 0.66 0.08 0.02 1.00 1.00 1.00 1.00 0.09 0.09 0.04 0.05
0.24 0.46 0.15 0.05 0.97 0.97 0.97 0.99 0.25 0.22 0.16 0.09
0.24 0.46 0.10 0.05 0.98 0.97 0.98 0.99 0.19 0.22 0.12 0.09
0.24 0.46 0.08 0.05 0.97 0.96 0.97 0.99 0.17 0.26 0.11 0.09
0.24 0.46 0.15 0.02 0.99 1.00 0.99 1.00 0.14 0.11 0.08 0.05
0.24 0.46 0.10 0.02 0.99 0.99 0.99 1.00 0.10 0.10 0.07 0.05
0.24 0.46 0.08 0.02 0.99 1.00 1.00 1.00 0.09 0.14 0.06 0.05
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Figure 3: Trace, autocorrelation and density for a (first row) and b (second
row) based on the data in Ørskov and McDonald (1979).
models are nonlinear beta regression models. Instead of this approach, a de-
fault prior distribution is derived that automatically contemplates the con-
straints on the parameters. The proposed model has been generalized to a
large class of models and has been implemented in OpenBUGS.
The unknown precision parameter τ has been considered constant over
time. On the other hand, this parameter can be modelled as a function
of time after logarithm transformation, e.g., log τi = θ0 + θ1ti, i = 1, . . . , n,
similar to the approach proposed in Figueroa-Zu´n˜iga et al. (2013). However,
this improvement is limited by the sample size, which is usually moderate in
the experiments performed to study degradation kinetic curves.
The lagged version of the model proposed by Ørskov and McDonald
(1979), that is, with a period of time for which there is no degradation,
has been proposed as an approximation of sigmoidal behavior. However, it
seems unlikely that no degradation occurs during a short period of time and
then starts instantaneously at the end of that period. Therefore, the inclusion
of the lag parameter is difficult to justify biologically; see Van Milgen et al.
(1991) and Lo´pez et al. (1999). On the other hand, the presence of a lag term
cannot be determined from experiments in which the sampling time points
are not chosen around the lag time; see Mart´ınez-Teruel et al. (2009). In ad-
dition, sometimes models with a lag parameter present fitting problems; see
Nasri et al. (2006). On the other hand, a lag parameter can be introduced
easily in the models proposed in this article.
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Figure 4: Trace, autocorrelation and density for c (first row) and τ (second
row) based on the data in Ørskov and McDonald (1979).
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Appendix
1. The logistic model, derived from the truncated logistic distribution
G(t, ξ) =
1− e−t/ξ2
1 + e(ξ1−t)/ξ2
, ξ1 ∈ R, ξ2 > 0.
2. The generalized Michaelis-Mentel model, derived from the log-logistic
distribution
G(t, ξ) =
tξ2
ξ1 + tξ2
, ξ1, ξ2 > 0.
The system of equations (7) is
u1 =
tξ21
ξ1 + t
ξ2
1
u2 =
tξ22
ξ1 + t
ξ2
2
and the solution is
ξ1 =
tξ21 (1− u1)
u1
,
ξ2 =
log
(
(1−u2)u1
(1−u1)u2
)
log(t1/t2)
.
3. The log-normal distribution
G(t, ξ) = Φ
(
log t− ξ1
ξ2
)
, ξ1 ∈ R, ξ2 > 0,
where Φ(z) =
∫ z
−∞
e−z
2/2/
√
2pidz. The system of equations (7) is
u1 = Φ
(
log t1 − ξ1
ξ2
)
u2 = Φ
(
log t2 − ξ1
ξ2
)
and the solution is
ξ1 =
w2 log t1 − w1 log t2
w2 − w1 ,
ξ2 =
log t2 − log t1
w2 − w1 ,
where wi = Φ
−1(ui), i = 1, 2.
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4. The log-Cauchy distribution
G(t, ξ) = 1/2 +
1
pi
arctan
(
log t− ξ1
ξ2
)
, ξ1 ∈ R, ξ2 > 0.
The system of equations (7) is
u1 = 1/2 +
1
pi
arctan
(
log t1 − ξ1
ξ2
)
u2 = 1/2 +
1
pi
arctan
(
log t2 − ξ1
ξ2
)
and the solution is
ξ1 =
w2 log t1 − w1 log t2
w2 − w1 ,
ξ2 =
log t2 − log t1
w2 − w1 ,
where wi = tan(pi(ui − 1/2)), i = 1, 2.
5. The distribution of T = exp(X), where X is a random variable with
distribution function x 7→ F (x, ξ)
G(t, ξ) = F (log t, ξ), ξ ∈ Ξ.
6. The truncated Cauchy distribution
G(t, ξ) =
arctan ξ1
ξ2
+ arctan
(
t−ξ1
ξ2
)
arctan ξ1
ξ2
+ pi/2
, ξ1 ∈ R, ξ2 > 0.
7. The Gompertz distribution
G(t, ξ) = 1− exp(−ξ1(exp(ξ2t)− 1)), ξ1, ξ2 > 0.
8. The logmax distribution
G(t, ξ) = 1−
(
1 +
t
ξ1
)
−ξ2
, ξ1, ξ2 > 0.
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9. The Rayleigh distribution
G(t, ξ) = 1− exp
(
− t
2
2ξ2
)
, ξ > 0.
The system of equations (7) is
u = 1− exp
(
− t
2
2ξ2
)
and the solution is
ξ =
√
− t
2
2 log(1− u) .
10. The shifted Gompertz distribution
G(t, ξ) = (1− exp(−ξ1t)) exp(−ξ2 exp(−ξ1t)), ξ1, ξ2 > 0.
11. The type-2 Gumbel distribution
G(t, ξ) = exp(−ξ1t−ξ2), ξ1, ξ2 > 0.
The system of equations (7) is
u1 = exp(−ξ1t−ξ21 )
u2 = exp(−ξ1t−ξ22 )
and the solution is
ξ1 = exp
(−w1 log t2 + w2 log t1
− log t2 + log t1
)
,
ξ2 =
w2 − w1
− log t2 + log t1 ,
where wi = log(− log ui), i = 1, 2.
12. The log-Gumbel distribution
G(t, ξ) = exp
(
− exp
(
− log t− ξ1
ξ2
))
, ξ1 ∈ R, ξ2 > 0.
The system of equations (7) is
u1 = exp
(
− exp
(
− log t1 − ξ1
ξ2
))
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u2 = exp
(
− exp
(
− log t2 − ξ1
ξ2
))
and the solution is
ξ1 =
w2 log t1 − w1 log t2
w2 − w1 ,
ξ2 =
log t2 − log t1
w2 − w1 ,
where wi = − log(− log ui), i = 1, 2.
13. The Frechet distribution
G(t, ξ) = exp(−t−ξ), ξ > 0.
The system of equations (7) is
u = exp(−t−ξ)
and the solution is
ξ = − log(− log u)
log t
.
14. The Weibull distribution
G(t, ξ) = 1− exp (−(t/ξ1)ξ2) , ξ1, ξ2 > 0.
The system of equations (7) is
u1 = 1− exp
(−(t1/ξ1)ξ2)
u2 = 1− exp
(−(t2/ξ1)ξ2)
and the solution is
ξ1 =
(
tw12
tw21
) 1
w1−w2
,
ξ2 =
w1
log(t1/ξ1)
,
where wi = log(− log(1− ui)), i = 1, 2.
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