In recent years, the deep web has become extremely popular. Like any other data source, data mining on the deep web can produce important insights or summaries of results. However, data mining on the deep web is challenging because the databases cannot be accessed directly, and therefore, data mining must be performed by sampling the datasets. The samples, in turn, can only be obtained by querying deep web databases with specific inputs. In this paper, we target two related data mining problems, association mining and differential rule mining. These are proposed to extract high-level summaries of the differences in data provided by different deep web data sources in the same domain. We develop stratified sampling methods to perform these mining tasks on a deep web source. Our contributions include a novel greedy stratification approach, which recursively processes the query space of a deep web data source, and considers both the estimation error and the sampling costs. We have also developed an optimized sample allocation method that integrates estimation error and sampling costs. Our experimental results show that our algorithms effectively and consistently reduce sampling costs, compared with a stratified sampling method that only considers estimation error. In addition, compared with simple random sampling, our algorithm has higher sampling accuracy and lower sampling costs.
Introduction
The deep web is content on the web that is not accessible via searching general search engines. This content is often stored on databases that must be queried through forms or Ajax interfaces. Other types of content that form the deep web include non text files (multimedia, images, software, etc.), password protected content and dynamic content. In our work we concentrate on accessing deep web data from databases. Deep web data sources play an important role in modern society, impacting practically every Internet user. An early study on the deep web, published in 2001, estimated that the public information in the deep web is 500 times larger than the surface web, with 7 500 Terabytes of data, across 200 000 deep web sites [1] .
Deep web content stored on databases has unique characteristics. They can only be accessed through the query interface they support. These interfaces are based on input attributes, and a user query involves specifying values for these attributes. In response to such a query, dynamically generated pages maybe returned as the output, containing output attributes.
The deep web has received much attention lately [2, 3] . A number of recent efforts have also been building deep web querying systems [2, 3] , trying to provide mediator-like support. However, one issue that has not been considered much is mining data available in one or more deep web data sources. Clearly, like any other data sources, data mining on the deep web can produce important insight or summaries of results. For example, there may be interest in analyzing the available data from two different travel web-sites, and summarizing for which cases one can offer lower fares than the other.
Data mining on the deep web is challenging because the databases cannot be accessed directly. Thus, data mining must be performed based on sampling of the datasets. The samples, in turn, can only be obtained by querying the deep web databases with specific inputs. Though sampling for efficient data mining has been widely studied [4] [5] [6] [7] [8] , these methods are not directly applicable, as samples can only be obtained by issuing queries with specific inputs on the deep web. At the same time, there have been recent efforts on sampling the deep web [9] [10] [11] . However, none of these have been in the context of mining the deep web. Web mining is another widely studied topic [12] , but refers to analysis of the surface web. The deep web involves a distinct set of challenges.
In this paper, we target two related data mining problems, and develop sampling methods to efficiently mine deep web data sources. The first is frequent itemset mining [13] [14] [15] [16] , one of the most widely studied problems in the data mining community. The second is a somewhat similar problem, differential rule mining. The goal in differential rule mining is to obtain a summary of the differences in data provided by two different deep web data sources.
It is observed that there often are a large number of data sources providing similar information within the same domain. In such cases, it is difficult for a user to decide which data source they should use. For example, we consider a user traveling to Europe and looking to make a hotel booking for a specific city and date. This user is faced with a growing number of data sites that they can query. Integration systems like kayak.com can alleviate the need for manually querying different data sources, but a user still needs to analyze the results to find what suits their needs.
Differential rule mining on these data sources can help derive a summary that can later guide a user's search process. It evaluates the difference between different sources, primarily with respect to pattern of values with respect to the same entity. Patterns in the differences between values for the same entity are summarized by deriving differential rules.
A differential rule is of the form X → D 1 (t) > D 2 (t), where X is a frequent itemset composed of identical attributes, and t is a differential attribute in the two data sources. This rule indicates that given the occurrence of the itemset X, the value of attribute t from the data source D 1 is significantly larger than that from the data source D 2 . Here, identical attributes are attributes whose values are the same in these two data sources, whereas differential attributes are the attributes whose values are different.
Sampling for frequent itemset mining has been studied by several researchers [4] [5] [6] [7] , but the current work has been in the context of relational databases or streaming data, where data records are visible and samples are easy to obtain. An intuitive method for the deep web is to identify rules from a pilot random sample and further obtain samples to verify these rules. This method seems similar to the algorithm proposed by Toivonen [4] . However, since the data distribution in the backend database is unknown and the data records are not directly accessible, the sampling procedure is quite challenging. For example, to verify a discovered association rule A = a → Y, more data records containing A = a are required. If A is an output attribute from the deep web, obtaining these data records is quite hard, as the deep web data source will only accept values of input attributes in the queries. Randomly issuing more queries may yield the desired data records, but it may need a large and unknown number of queries to collect enough of the desired data records. Acquiring data from the deep web is especially time consuming, since deep web queries are executed over a wide area network. A recent study from a deep web integration system shows that nearly 80% of the execution time is spent on data delivery between server and clients [17] . Thus, to reduce the computation cost and the network connection time, sampling methods must be efficient and effective.
In this paper, we introduce the stratified sampling method to support association rule mining and differential rule mining on the deep web. Our approach includes novel methods for both stratification and sample allocation. As stated earlier, we first pick a pilot random sample from the deep web for identifying interesting rules. Then, the data distribution and relation between input attributes and output attributes are learnt from the pilot random sample. After that, stratification and sample allocation is conducted on the deep web.
Traditional stratified sampling methods [18] [19] [20] aim to minimize the variance of estimation, which is an indication of estimation accuracy. However, in order to conduct stratified sampling in the context of the deep web, efficiency or sampling cost, i.e., the number of distinct queries that need to be issued, is also an important consideration. We define an integrated cost that takes into account both the variance of estimation and the sampling cost. We also allow users to specify different weights to these two factors.
Stratification, which aims at dividing the entire population into sub-populations, is conducted on the query space of deep web data sources based on the knowledge obtained from the pilot random sample. The query space is recursively stratified in order to minimize the integrated cost in a greedy way. At each step, the input attribute that achieves the greatest reduction in the integrated cost is chosen and the query space is
