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This work aims to build on previous work in relating the 
user-controlled	laser	parameters	to	the	thermal	parameters	
which govern whether a single crystal can be achieved. 
Establishing a relationship between these two parameter 
sets will increase the reliability of single crystal production 
via directed energy deposition.
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Abstract
Directed energy deposition is a subset of laser additive 
manufacturing which has been suggested as a feasible 
method for producing single crystals of metal alloys such 
as	Ni-Mn-Ga	magnetic	shape-memory	alloys.	However,	re-
lating	the	thermal	parameters,	specifically	the	solidification	
front growth velocity V and thermal gradient G to the opera-
tional	parameters,	specifically	the	nominal	laser	power	and	
travel velocity, is challenging. Therefore, this work aimed to 
use	finite-element	analysis	(FEA)	to	create	thermal	models	
which allow for the determination of G and V for operational 
parameter combinations. Comparison with experimental 
data allowed for association of the range of G and V with 
the samples that best displayed single crystal growth. It 
was	found	that	a	high	power	and	medium-low	travel	veloci-
ty is most likely to result in single crystal growth.
1. Introduction
Directed	energy	deposition	(DED)	is	a	type	of	laser	 
additive manufacturing in which powdered material is 
injected via converging jets of an inert shield gas into 
the laser beam. This simultaneously melts the substrate 
and incident powder to join the two. DED is particularly 
attractive for production of macroscopic single crystals, 
which	have	numerous	material	property	benefits	over	their	
polycrystalline counterparts. Of importance to predicting 
whether	a	single	crystal	is	achievable	by	the	user- 
controlled	laser	parameters	(e.g.	laser	power,	laser	travel	
velocity)	are	the	thermal	gradient	G and interface growth 
velocity V. Mathematical models such as that developed 
by	Gäumann	et	al.	have	become	accepted	as	an	analytical	
representation	of	melt	pool	resolidification.	The	Gäumann	
model utilizes the Rosenthal solution, which describes the 










grains from nucleating. This allows the columnar front to 




change and circulation within the melt pool, which are very 
difficult	to	model	analytically.	
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An important parameter used to predict columnar 
growth	in	the	Gäumann	model	is	Gn ⁄V, where n is a  
material-specific	constant	determined	from	thermodynamic	
and kinetic analysis. This parameter is useful because it 
is independent of the vertical depth within the melt pool. 
A threshold value of Gn ⁄V at which the phase fraction of 
grains	nucleated	ahead	of	the	solidification	front	is	exactly	
half can be used to delineate between columnar and  
equiaxed growth. The value of n used	by	Gaümann	is	3.4,	
but	the	value	for	the	Ni-Mn-Ga	system	is	yet.	However,	
for the present, n	=	3.4	will	be	used,	allowing	the	literature	
threshold of G3.4⁄V =	2.7	x	1024 [K3.4m-4.4s] to serve as an 
approximate indicator of single crystal growth. 
Finite	element	analysis	(FEA)	provides	several	distinct	
advantages over analytical models. Because an FEA 
model	must	have	finite	boundaries,	the	effects	of	finite	
body size and the heat transfer boundary conditions are 
accounted	for,	unlike	the	semi-infinite	case	of	the	analytical	
model. Conversely, the FEA model has important limita-
tions. Whereas the analytical model can return the growth 




ilarly infeasible to represent in FEA, this method cannot 
be expected to accurately calculate the magnitude of the 
growth velocity and gradient. Still, so long as only the input 
travel velocity and nominal power are varied between runs, 
the model should serve to rank the experimental parameter 
combinations	by	their	solidification	parameters.	By	compar-
ison with the ranges posited by the analytical solutions, it 
may then be predicted which combinations are most likely 
to result in a single crystal. It is hypothesized that the value 
of G3.4⁄V, and thus likelihood of a single crystal, will be max-
imized at a parameter combination with middling values of 
laser power and travel velocity.
2. Methods
The experimental substrate was an austenitic Ni51Mn24.
4Ga24.6	single crystal. The substrate was a rectangular 
prism	with	approximate	dimensions	of	3.8	mm	in	the	laser	
travel	direction	x	2.7	mm	deep	x	15	mm	in	the	transverse	





sion enabled the modeling of a moving Gaussian heat 
source. The deposition of new powder was excluded so as 
to determine only behavior caused by the melting and re-
solidification	of	the	existing	substrate.	Temperature-depen-
dent quantities for Ni2MnGa,	specifically	density	ρ, thermal 










the experimental DED, although this is an approximation 
as a truly Gaussian heat distribution does not have a 
finite	boundary.	For	each	run,	the	laser	power	and	travel	
velocity were chosen as in the experimental setup. The 
nominal	powers	given	in	Table	1	were	attenuated	by	an	
absorptivity factor estimated by averaging the ratios of the 
experimental	cross-sectional	areas	of	each	melt	pool	to	
those of models with corresponding parameters but perfect 
absorptivity. This resulted in an estimated absorptivity of 
α	≈	0.266.	Several	additional	boundary	conditions	were	
added as heat sinks: convection to various degrees across 
the top surface and sides of the model, conduction through 
the bottom surface to represent heat loss to the mount, 
and a radiation condition. After the solution was completed, 




Since the thermal gradient is steep relative to the 
mesh spacing, it was assumed that the melt pool boundary 
could	be	defined	to	sufficient	accuracy	as	all	nodes	within	
a	small	range	(±	2	K)	of	the	solidus	temperature	(1100	K).	A	
Delaunay triangulation method, which is advantageous 
because	it	avoids	“splinter	triangles”,	was	used	to	interpo-
late a surface from the nodes. For each triangular element, 




primary axes of the model at every node at the same time 
step at which the temperature data was collected. Since 
the exact conductivity used by the simulation at every 
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given point was unable to be exported, the Brillo data was 
directly	imported	to	MATLAB,	where	linear	interpolation	
was used to approximate the instantaneous conductivity 
for	each	given	point.	Since	the	heat	flux	q" and conductivity 
k are known, the gradient G = ∇T can be found from 
Fourier’s	law	of	thermal	conduction	q" = -k∇T.
Figure 1: Top view of melt pool for 250 W – 2.5 mm/s track. (a) Growth  
velocity V with normal vectors. Color corresponds to magnitude of growth 
velocity. (b) Thermal gradient G vectors at the boundary of the melt pool.
Therefore, the experimentally observed transition 
between vertical growth and growth parallel to laser travel 
direction was able to be predicted from the model by the 
depth in the melt pool that the x-component	of	the	gradient	
is greater than the z-component.	However,	this	transition	










G3.4/V × 1024 
[K3.4m-4.4s]
100-0.5 3.4488 0.1223 138.25
100-1 3.8904 0.1372 185.62
100-2.5 4.1990 0.3587 92.025
200-2.5 2.5040 1.1087 5.5883
250-1 2.0650 0.4424 6.6816
250-2.5 2.6000 1.0621 6.0922
250-5 2.9782 2.0374 5.0389
250-10 3.3893 3.7297 4.2727
Table 1: Average thermal gradients and growth velocities calculated for each 
of the parameter combinations, denoted in power-velocity form, along with the 
G3.4/V value.
It	can	be	seen	from	Table	1	that	the	average	growth	
velocity was only a fraction of the laser travel velocity, 
and that the gradient generally increased with laser travel 
velocity. For a given travel velocity, the gradient tended 
to	decrease	significantly	with	increasing	laser	power.	The	
calculated values of G3.4⁄V were all found to be above the 
threshold	2.7	x	1024	except	for	250	W,	1	mm/s,	predicting	
that all experimental samples should display predominantly 
columnar growth, which indeed is what was observed. The 
predicted transition between vertical and horizontal growth 
is	compared	to	the	experimental	results	in	Table	2	via	com-
parison of the depth fraction of vertical growth relative to 
the melt pool depth. Note that no experimental fraction was 
determined	for	any	of	the	100	W	tracks	because	no	melt	












100 0.5 0 - -
100 1.0 0 - -
100 2.5 0	 - -
200 2.5 0.5833 0.5834 -0.0002
	250* 	1.0* - - -
250 2.5 0.4375 0.4209 3.944
250 5.0 0.4643 0.5573 -16.69
250 10.0 0.5000 0.3206 55.95
*This sample had highly irregular melt pool shape likely due to proximity to 
edge of substrate resulting in less material to act as a heat sink. No clear 
vertical region was observable. 
Table 2: Depth fraction of vertical growth as predicted by simulation vs. the 
experimentally observed depth fraction. Percent error is defined here as devia-
tion from the experimental depth.
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4. Discussion
The	results	in	Table	1	are	in	strong	agreement	with	the	






cates that this model is a satisfactory representation of the 
analytical	model	used	in	the	literature	[2].	All	eight	param-
eter combinations resulted in a melt pool, despite the fact 
that	the	three	100	W	tracks	did	not	display	any	evidence	of	
remelting in experiment. This can be attributed to the fact 
that the model does not factor in latent energy of fusion, 
i.e. without any additional energy cost for phase change. 
It is likely that, had this factor been able to be included 
in the model, no melt pool would have been observed in 
simulation. Even if there was some melting experimentally, 





associated with high laser velocity. This means that there 
is	no	clear	optimum	highest	gradient/lowest	velocity	com-







melting at least at the travel speeds tested. As mentioned, 
all parameter combinations had a G3.4⁄V index greater than 
the	threshold	value	of	2.7	x	1024 [K3.4m-4.4s]. The lowest 
reported	value	occurred	in	the	250	W	–	10	mm/s	run,	
which was also the only parameter combination which in 
experiment showed a transition from vertical growth not to 
horizontal cellular growth but to equiaxed dendritic growth. 
This is evidence that the G3.4⁄V index for this parameter 
combination has crossed some threshold value past which 
the growth mode has changed. A more conclusive expla-
nation is limited by the fact that the correct value of n is not 
known	for	this	particular	alloy.	As	defined	originally	by	Hunt	
and	later	utilized	in	the	Gäumann	model,	this	parameter	
is dependent on the linearity of the phase boundaries, the 
shape	of	the	dendrite	tips,	and	the	Péclet	number.	While	
the chosen value n	=	3.4	for	the	alloy	in	Gäumann	is	meant	
to be more realistic value than n	=	2	used	by	Hunt	(which	
assumes linear phase boundaries and hemispherical den-
drite	tips),	the	characteristics	of	the	controlling	phenomena	
would have to be determined for Ni51Mn24.4Ga24.6 for a more 
exact	definition	of	n [2].
As can be seen, the model was relatively accurate in 
predicting the depth of transition at low velocities, but less 
so	at	high	velocities.	It	is	predicted	that	the	250	W	–	10	
mm/s	track	was	associated	with	such	a	high	error	because	
the growth mode changed during processing, resulting in 
this metric no longer being a good predictor of transition. 
Still, the subjectivity of where the continuously changing 
growth	direction	is	considered	“horizontal”	makes	it	incred-
ibly easy for errors this large to arise. Additionally, while 
the general temperature distribution did show an elongated 
“tail”	in	the	wake	of	the	melt	pool,	the	melt	pool	itself	re-
mained relatively circular. Since it is expected that the melt 
pool should also have a tail whose size depends on the 
magnitude of the velocity, this suggests that the convection 
and	radiation	boundary	conditions	were	too	high;	this	is	
unsurprising as they were somewhat arbitrarily applied. 
5. Conclusion
Using	the	FEA	model	developed	in	ANSYS	Work-
bench, it was found that since high thermal gradients were 
generally	associated	with	high	solidification	velocity,	there	
is	no	highest	gradient/lowest	velocity	combination	which	
maximizes G3.4⁄V and by extension probability of achieving 
a single crystal. Instead, maximal G3.4⁄V was found in the 
250	W	–	1	mm/s	run,	satisfying	the	hypothesis	of	a	medi-
um-high	gradient	and	medium-low	velocity.	Future	work	
could determine a more accurate value of n  for this materi-
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