It is well known that solutions of ordinary differential equations are continuously dependent on finite-dimensional parameters in equations. In this paper we study the dependence of solutions and eigenvalues of second-order linear measure differential equations on measures as an infinitely dimensional parameter. We will provide two fundamental results, which are the continuity and continuous Fréchet differentiability in measures when the weak * topology and the norm topology of total variations for measures are considered respectively. In some sense the continuity result obtained in this paper is the strongest one. As an application, we will give a natural, simple explanation to extremal problems of eigenvalues of Sturm-Liouville operators with integrable potentials.
It is well known that solutions of ordinary differential equations are continuously dependent on finite-dimensional parameters in equations. In this paper we study the dependence of solutions and eigenvalues of second-order linear measure differential equations on measures as an infinitely dimensional parameter. We will provide two fundamental results, which are the continuity and continuous Fréchet differentiability in measures when the weak * topology and the norm topology of total variations for measures are considered respectively. In some sense the continuity result obtained in this paper is the strongest one. As an application, we will give a natural, simple explanation to extremal problems of eigenvalues of Sturm-Liouville operators with integrable potentials.
Introduction
It is a basic result that solutions of nonlinear ordinary differential equations (ODE) y = f (t, y, ξ),˙= the potential q can be considered as an infinitely dimensional parameter. It is then quite natural to study the dependence of solutions and other objects on these infinitely dimensional parameters. Different from the finitely dimensional case, this severely depends on different choice of topologies for infinitely dimensional parameters, like the weak topologies for integrable potentials [3, 12] .
In order to mention some results along this direction, we introduce some notation. Let Section 2) . For (y 0 , z 0 ) ∈ K 2 , we use y(t; y 0 , z 0 , q), t ∈ I , to denote the solution of Eq. (1.1) satisfying the initial condition (y(0),ẏ(0)) = (y 0 , z 0 ). Some results on the dependence of solutions on potentials are as follows. Given t ∈ I , as (nonlinear) functionals of q ∈ (L p (I, K), · p ), y(t; y 0 , z 0 , q) andẏ(t; y 0 , z 0 , q) are continuously Fréchet differentiable [19] . Furthermore, y(t; y 0 , z 0 , q) andẏ(t; y 0 , z 0 , q) are continuous in q ∈ (L p (I, K), w p ) [19, 31] . Since the weak topologies are considered, this shows that solutions have very strong continuous dependence on potentials in equations. These stronger continuity results are important in inverse spectral theory [19] .
Given a potential q ∈ L p (I, R), one has the eigenvalue problem y + λ + q(t) y = 0, t ∈ I, (1.2) with the Dirichlet or the Neumann boundary condition. By considering eigenvalues λ m (q) as (nonlinear) functionals of potentials q ∈ L p (I, R), based on the dependence results of solutions above, it has been revealed out in [19, 31] that λ m (q)'s are continuous and continuously Fréchet differentiable in q ∈ L p (I, R) when the weak topology w p and the norm topology · p for potentials are considered respectively. Further extension of these results to other systems can be found in [14, 27] . [3, 12] , one sees thatĽ m,p (r) andM m,p (r) are finite and can be attained by some potentials. However, for the most interesting case p = 1, as L (GODE), which are initially studied in 1950s by Kurzweil [10, 11] , followed by Jarník [7] and summarized in more recent books like [21, 22] . A typical example is the following differential equation −ÿ + rḢ(t) y = λy, (1.3) which was introduced by Kronig and Penney [9] in 1931 to describe the quantum mechanics in crystal lattices. Here r ∈ R and H : R → R is the Heaviside function H(t) = [t/2π ]. Note that rḢ(t) defines the Dirac measure of mass r at points 2kπ , k ∈ Z. Solutions y(t) of Eq. (1.3) are well-defined by allowing jumps of the derivativesẏ(t). Eq. (1.3) is called the Kronig-Penney Hamiltonian in some literature. For some recent studies on the spectrum and dynamics of generalized Kronig-Penney Hamiltonians, see Niikuni [17] and Zhang and Zhou [34, 35] . However, following [23, 4] , we will call equations with measures like Eq. (1.3) measure differential equations (MDE). Here, by a measure, it is an element in the dual space of the Banach space of continuous functions. More precisely, let C(I, K) be the Banach space of K-valued continuous functions on I with the supremum norm · ∞ . Then M 0 (I, K) := (C(I, K), · ∞ ) * is the space of K-valued measures on I . In the measure space M 0 (I, K), one has the topology induced by the norm · V of total variations. On the other hand, as the dual space of (C(I, K), · ∞ ), one has also in M 0 (I, K) the weak * topology w * defined using the weak * convergence in M 0 (I, K).
Given μ ∈ M 0 (I, K), we will write the second-order linear MDE with the measure μ as d y
• + y dμ(t) = 0, t ∈ I.
(1. 4) Here y • (t) stands for the generalized right-derivative of y(t) which will be defined precisely later.
The initial condition of MDE (1.4) is written as y(0), y
(1.5)
Mathematically, one can use different integrals to explain solutions of GODE and MDE, like that for stochastic differential equations [18] . For example, Tvrdý et al. [5, 25] have introduced the so-called regulated functions and used the Perron-Stieltjes integrals or the Kurzweil-Stieltjes integrals to study solutions in the class of regulated functions for general first-order linear systems of equations with measures. As for MDE (1.4), by letting z(t) := y • (t), Eq. (1.4) for y(t) is equivalent to the following system for (y(t), 6) which can be explained using the Lebesgue-Stieltjes integral because μ defines a measure. For the precise meaning, see Definition 3.1. Problem (1.4)-(1.5) has the unique solution y(t, u 0 , μ) with the generalized right-derivative or the velocity y • (t, u 0 , μ), which are well-defined on t ∈ I . Note that the velocity y • (·, u 0 , μ) belongs to M(I, K), the space of non-normalized K-valued measures on I .
Suggested by the results of [5, 14, 27, 31] , in this paper we will prove the following continuity and continuous differentiability results, which provide a deep understanding on dependence of solutions on measures, as an infinitely dimensional parameter. 
(1.8)
In particular, the following ending velocity functional is continuous
(1.9) 
(1.10)
Moreover, the Fréchet derivatives ∂ μ y(t, u 0 , μ) and ∂ μ y • (t, u 0 , μ) will be given in (3.18) and (3.19) .
Note from (1.7) and (1.8) that the continuity of solutions and their velocities are different. Moreover, examples show that continuity result (1.9) for velocities cannot be improved as that for
Next, we will extend eigenvalue theory of Sturm-Liouville operators to MDE. For a real measure μ ∈ M 0 (I, R), the eigenvalue problem of (1.4) is d y
(1.11)
It will be proved that, with the Dirichlet boundary condition, problem (1.11) admits a sequence of Since we are using the weak * topology for measures, Theorem 1.3 gives the strongest continuity result for eigenvalues in some sense. Different from the weak topologies of L p (I, R), the global weak * convergence of measures does not imply the local weak * convergence. It seems to the authors that the approach of power series in [19] cannot be adopted to the MDE in a direct way. To prove Theorem 1.3, we will introduce the arguments of MDE using a topological lifting and then exploit some estimates and techniques in [19, 31] for problem (1.2) to give a complete proof.
Finally, we will give a natural explanation to the extremal problems L m,1 (r) and M m,1 (r). Recall that balls of the measure space (M 0 (I, R), · V ) are sequentially compact with respect to the weak * topology w * [3, 12] . By embedding balls of (L 1 (I, R), · 1 ) into balls of (M 0 (I, R), · V ), it follows immediately from Theorem 1.3 that L m,1 (r) and M m,1 (r) are always finite. Moreover, with the help of some results from [26, 32] , it will be shown that the minimal values L m,1 (r) can be attained by some completely singular measures. For example, for the zeroth Neumann eigenvalues λ
Here δ a , a ∈ [0, 1], is the unit Dirac measure at a.
The paper is organized as follows. In Section 2, we will review some basic facts on measures, the Lebesgue-Stieltjes integral and the Riemann-Stieltjes integral. In Section 3, we will use the RiemannStieltjes integral only to give a simple explanation to the initial value problem (1.4)-(1.5). Then Theorems 1.1 and 1.2 will be proved. In Section 4, we will use the argument method to establish the basic theory for eigenvalues of problem (1.11) and then prove Theorems 1.3 and 1.4. In Section 5, we will present some applications of the main results to extremal problems of eigenvalues of SturmLiouville operators with potentials in L 1 balls.
Measures, Lebesgue-Stieltjes integral and weak * topology
For general theory of the Lebesgue-Stieltjes integral and the Riemann-Stieltjes integral, see, e.g., [2] . For general theory on weak topologies and weak * topologies, we refer to [3, 12] . In the following we briefly review some basic facts. 
be the space of (non-normalized) K-value measures of I . Here, for any t ∈ [0, 1), μ(t+) := lim s↓t μ(s)
is the right-limit. The space of (normalized) K-valued measures is
Note that the normalization condition for μ ∈ M 0 (I, K) is μ(0+) = 0. Hence μ(0) = 0 is possible. Due to the right-continuity of μ ∈ M 0 (I, K) on (0, 1), one has the following result for variations
For simplicity, we write V(μ, I) as μ V . By the Riesz representation theorem [12] 
is the same as the dual space of the Banach space ( [0, b] , where 0 < b 1, one has the following basic inequality
Typical examples of measures are as follows.
• Let : I → K be (t) ≡ t. Then yields the Lebesgue measure of I and the Lebesgue integral.
More generally, any q ∈ L 1 (I, K) induces an absolutely continuous measure by
(2.5)
In this case, one has (2.6) and
• For a = 0, the unit Dirac measure at t = 0 is
• For a ∈ (0, 1], the unit Dirac measure at t = a is
(2.7)
In the space M 0 (I, K) of measures, one has the usual topology induced by the norm · V . Due to duality relation (2.1), one has also the following weak * topology w * .
We say that μ n is weakly * convergent to μ 0 iff, for each f ∈ C(I, K), one has
We remark that in some literature, this topology is just called the weak topology for measures. For example, as a ↓ 0, one has
However, it is easy to verify that, as
In the space M 0 (I, K) of measures, besides the topologies · V and w * , the topology induced by the supremum norm · ∞ is also used in [5, 25] . As μ ∞ μ V for all μ ∈ M 0 (I, K), one sees that · ∞ is also weaker than · V .
We have the following relations for these weak topologies.
Lemma 2.3. One has
Proof. For (2.8), let us consider
, besides the L p norms · p , one has the following weak topologies [3, 12] . For p ∈ [1, ∞), we use w p to indicate the topology of weak convergence in L p (I, R), and for p = ∞, by considering L ∞ (I, R) as the dual space of (L 1 (I, R), · 1 ), we have the topology w ∞ of the weak * convergence. In a unified way,
Considering q ∈ L p (I, R) as a density, one has the measure μ q given by (2.5). Since μ q V = q 1 ,
The following is a direct consequence of definition of weak topologies.
Lemma 2.4. The following embeddings are continuous
Via (2.5), by the Hölder inequality and the isometrical embedding (2.10), one has the following results on these balls. 
Dependence of solutions of MDE on measures

Notion of solutions and existence, uniqueness
The scalar second-order linear MDE with the measure μ ∈ M 0 (I, K) is written as in the form (1.4). • y ∈ C(I, K), and
By introducing the function z(t) = y • (t)
• there exists a function z : I → K such that the following are satisfied
Since we have assumed that y ∈ C(I, K), the right-hand sides of (3.1) and (3.2) 
and then integral system (3.1)-(3.3) is another explanation to solutions of (1.4)-(1.5). See the difference (2.2) for Lebesgue-Stieltjes integrals. Due to jumps of measures at t = 0, solutions of (3.1)-(3.3)
will have no longer the continuity (1.9). See Section 3.2. That is why we use (3.2), instead of (3.3).
Another reason is that if μ = δ 0 , system (3.1)-(3.3) is the same asÿ = 0 which is not the MDE we want to study.
Since solutions of (1.4)-(1.5) are defined via fixed point equations (3.1)-(3.2) for (y, z), there are many methods to prove the existence and uniqueness of solutions. For example, one can find a proof from [5, 25] based on the Kurzweil-Stieltjes integral, which applies also to the first-order linear MDE. 
In general, y • (t) are not continuous in time t. This is quite reasonable because we are considering equations with measures μ which represent bumps in physics. Note that y ∈ C(I, K) and
. Some further properties for solutions y(t) and y • (t) are as follows.
Corollary 3.4.
(i) There holds 
, the two integrals of (3.4) are equal. The last equality of (3.4) can be simply deduced from Eq. (3.1).
(ii) For t 0 ∈ (0, 1), it follows from the right-continuity of y • at t 0 and equality (3.4) that the rightderivative is
Hence we have (3.5).
(iii) The absolute continuity of y is obvious from equality (3.4). As a measure, μ(t) has only at most countable many discontinuous points. In particular, the set 
Hence y • is left-continuous at any t 0 ∈ I μ . As y • ∈ M(I, K), we conclude that y • is continuous at any t 0 ∈ I μ . From equality (3.4) again, we know that at t 0 ∈ I μ , y has the classical derivativeẏ(t 0 ) and (3.6) holds for all t 0 ∈ I μ . Since I μ has the full Lebesgue measure, the proof is complete. 
By the linearity of (1.4) and the uniqueness of solutions, one has
The fundamental matrix solution of (1.4) is defined as
, t ∈ I.
Then one has
Note that N μ (0) = I 2 , the identity matrix. Then the Liouville law for MDE (1.4) can be proved by the same arguments as those in [15] or [24] .
Lemma 3.5. There holds the following equality
(3.8)
Now we consider second-order inhomogeneous MDE d y
where μ, ν ∈ M 0 (I, K) and h ∈ C(I, K). With the fundamental matrix solution N μ (t) defined by (3.7), the variant-of-constant formula for inhomogeneous equation (3.9) is as follows.
(3.10)
Continuity and differentiability of solutions in measures
Let us write the solution of problem (1.4)-(1.5) as y(t, u 0 , μ) with the velocity y • (t, u 0 , μ). We will study the dependence of (y(t,
The main result of [5] , applied to MDE (1.4), can be stated as the following continuity result with the topology · ∞ for measures.
By the continuous embedding, the following continuity result with the strongest topology · V can be deduced from Lemma 3.7.
However, the topology · ∞ for M 0 (I, K) is not compatible with the nature of M 0 (I, K). For example, (M 0 (I, K), · ∞ ) is not a Banach space. Moreover, one has no natural explanation to compact subsets of (M 0 (I, K), · ∞ ). Since M 0 (I, K) is the dual space of (C(I, K), · ∞ ), it is quite natural to consider the weak * topology w * in the space M 0 (I, K). This is actually the main motivation of this paper. From fact (2.9) on topologies w * and · ∞ , Theorem 1.1 cannot be deduced simply from Lemma 3.7.
The basic idea of the proof of Theorem 1.1 is the same as [31, Sections 2 and 3], in which the concept of uniformly completely continuous operators introduced in [29] and used in [13, 31] plays an important role. Here we adopt some variant of the proof in [31] .
Let u 0 ∈ K 2 be fixed. In the following we always assume that
One sees that G ∈ C(I 2 , R). For y ∈ C(I, K), the following is well-defined
and, in fact, Proof. This can be obtained as in [31] . We omit the detailed proof. 2
Proof. At first let us show that the sequence {Y n } n∈Z + is bounded in (C(I, K), · ∞ ). To this end, one has from integral equations (3.1) and (3.2) for Y n (t) and Z n (t)
where
Note thatŶ n (0) = |Y n (0)| = |y 0 |. Now the Gronwall inequality shows that sup n∈Z + Ŷ n ∞ C for some C > 0. Consequently, Y n ∞ Ŷ n ∞ C . Next let us show that the sequence {Y n } n∈Z + is equi-continuous. By (3.12),
(3.14)
For any 0 t 1 t 2 1, one has from (3.14)
Since G ∈ C(I 2 , R) is uniformly continuous, one sees that {Y n } is equi-continuous. Now the AscoliArzela theorem implies the compactness of {Y n }. 2
Proof of Theorem 1.1. The proof is analogous to that of [31, Theorem 3.5].
Step 1. For any subsequence {Y n } of {Y n }, by Lemma 3.10, one has some sub-subsequence {Y n } of
As n → ∞, we have
See (3.15) . For the term K n (t), we notice that, for any t fixed,
From the uniform convergence (3.15) and the pointwise convergence (3.16), the uniqueness of limits of equalities (3.14) for n = n → ∞ yields
By Lemma 3.9, this means that Y * (t) is necessarily the unique solution Y 0 (t) = y(t, u 0 , μ 0 ) of problem (1.4)-(1.5) with μ = μ 0 . As the limit Y * = Y 0 of (3.15) is independent of the choice of subsequences n and n , we conclude that Y n → Y 0 in (C(I, K), · ∞ ). This is the precise meaning of the continuity of (1.7).
Step 2. Recall from [15, p. 260 
where f , g ∈ C(I, K) and F (t) := [0,t] f (s) dμ(s). Then, for n ∈ Z + and f ∈ C(I, K), one has
When n → ∞, we obtain
This proves the continuity of (1.8).
Step 3. The continuity (1.9) of the ending velocities can be obtained from (1.8) . By setting the test-
. This is the precise meaning of continuity result (1.9). 2
In the following we give an example to show that the continuity result (1.9) cannot be improved. 
We construct examples only for t 0 = 1/2. Define, for n ∈ N, measures
Then, for any given f ∈ C(I, R), one has 
From these one sees lim n→∞ y • (1, μ n ) = −1 = y • (1, δ 1/2 ), verifying (1.9) for this example. However,
Remark 3.12. Example 3.11 shows that the velocity continuity result (1.9) in weak * topology is optimal. This is quite reasonable, because, in general,
. This is why the continuity results of solutions and velocities in w p topologies in [27, 31] are stronger than (1.9).
With the norm topology · V for μ ∈ M 0 (I, K), we can study the Fréchet differentiability of solutions y(t, u 0 , μ) and y • (t, u 0 , μ) with respect to μ when u 0 ∈ K and t ∈ I are fixed. 
In the following, let us work out the (Fréchet) derivatives of solutions with respect to μ. By the linearity, we need only to compute ∂ μ N μ (t). Since N μ (0) = I 2 , we have
Differentiating this equation with respect to τ , we know that
satisfy the following inhomogeneous MDE dΦ 
(3. 19) We remark that for the derivatives of solutions of ODE with respect to potentials, formulas like (3.19) can be found in [16, 19, 28] .
Eigenvalues of MDE and their continuity in measures
Argument and continuity in weak * topology
It is well known that the Dirichlet and the Neumann eigenvalues of (1.2) can be characterized using the arguments. For any non-zero solution y(t) of ODE (1.1), the argument of y(t) is defined as
which is understood as a continuous representation (in time t). See [30] . In literature like [1, 6, 8] , the argument of y(t) is also defined asθ (t) := − arg ẏ(t) + iy(t) .
Note that θ(t) differs fromθ (t) by a constant −π /2. We will adopt definition (4.1), as used in our works [27, 30, 31] 
Moreover, for each t ∈ I , Θ t q is an increasing C ∞ self-diffeomorphism of R. Now we are going to consider MDE (1.4). For a non-zero solution (y(t), y • (t)) of MDE (1.4), though y(t) is continuous in t, the velocity y • (t) is in general not continuous in t. Hence definition (4.1) cannot be adopted in a direct way, because θ(t) cannot be continuous in t. In the following we use some idea on lifting in general topology to give a natural definition for arguments of MDE, as done in [31] for ODE (1.1).
The topological fact we are going to use is as follows. Let
be the unit circle, which has the universal covering σ : R → S 1 defined by σ (ϑ) = (cos ϑ, sin ϑ)
T . 
More precisely,
Note that the joint continuity of
Consider MDE (1.4) with the real measure μ ∈ M 0 (I, R). Define
where ϕ i (t) are fundamental solutions of MDE (1.4) as before. By the Liouville law for MDE, one has det M μ (t) ≡ +1. Note that M μ (t) is the fundamental matrix solution of the system
in the usual sense. This system is also equivalent to MDE (1.4). By Theorem 1.1 and Corollary 3.8, we have the following continuity results.
• For t ∈ I , the following mapping is continuously differentiable
• For t = 1, the following mapping is continuous
In order to apply Lemma 4.1, as M μ (t) is non-singular, it induces a mappingM
Here | · | is the Euclidean norm of R
. Then eachM
t μ is an orientation-preserving diffeomorphism of S 1 . Suppose that t ∈ I is fixed. ThenM
In order to apply Lemma 4.1, we need only to fix a lifting ofM 
Explicitly,Θ t satisfies (4.3), and
Here cot : (0, π) → R and cot −1 : R → (0, π). See [31] . By Lemma 4.1, there exists a unique lifting 
Lemma 4.4. The following mapping is continuous
Proof. We have known that
is continuous. Applying Lemma 4.1 to the parameter space (X, τ ) = (M 0 (I, R), w * ) which is simply connected and path connected, we have the unique (continuous) lifting (4.5) such thatΘ 0 =Θ 1 . Since the continuity of (4.5) implies the continuity of (4.4) for t = 1, it follows from the uniqueness of liftings of homotopies thatΘ μ (ϑ) ≡ Θ μ (ϑ). Hence (4.5) In order to study the evolution of MDE (1.4), we introduce another concept. Let the solution of MDE (1.4) satisfying the initial condition y(0) = r 0 cos ϑ, 
. ( 
4.7)
Suggested by the classical defining ODE (4.2) for arguments, it is reasonable to consider the following first-order nonlinear MDE dθ = sin 2 θ dt + cos 2 θ dμ(t).
(4.8)
However, as cos 2 θ(t) will be discontinuous and dμ(t) is not the Lebesgue measure, we are not able to find a reasonable understanding for solutions of this equation.
From (4.6) and (4.7), we know that both R μ (ϑ) and Θ μ (ϑ) are also continuously differentiable in
9)
where R μ (ϑ) :
Proof. Differentiating
with respect to μ, we obtain
Recall that the Liouville law (3.8) is the same as
(4.10)
Using (3.19), we have 
This gives (4.9). 2 Formula (4.9) is a generalization of the results for arguments of linear ODE which are used to deduce the formulas for differentials of eigenvalues in potentials [28] . It will be used to yield differentials of eigenvalues of MDE in measures.
Note thatŷ(·, ϑ, μ) in (4.9) is a non-zero solution of Eq. (1.4) and (ŷ(·, ϑ, μ)) 2 is non-negative. Formula (4.9) shows that arguments Θ μ (ϑ) are monotone in μ. Precisely, let us introduce the following ordering for real measures. We say that real measures μ 2 μ 1 , if
We say that μ 2 > μ 1 , if μ i satisfy further
As a consequence of Lemma 4.5, we can apply the Lagrange theorem in Calculus to obtain the following results. Corollary 4.6.
(ii) In particular, if μ ∈ M 0 (I, R) and ϑ ∈ R are given, Θ μ λ (ϑ) is continuously differentiable and strictly increasing in λ ∈ R. Here μ λ (t) := λt + μ(t).
Continuity of eigenvalues in measures
Given a real measure μ ∈ M 0 (I, R), we write μ λ (t) := λt + μ(t) ∈ M 0 (I, C) for λ ∈ C. Then (1.11)
can be written as d y 
for some m ∈ Z, while λ ∈ R is an eigenvalue of problem (4.11)-(4.13) iff
for some m ∈ Z. For ODE (1.2), it is well known that (4.14) is solvable iff m ∈ N, while (4.15) is solvable iff m ∈ Z + . We will show that these are also true for MDE (4.11).
In order to prove these, we will follow the technique in [19] to give some estimates on Θ μ λ (ϑ).
The basic idea is to consider MDE (4.11) as a perturbation of the following simple ODË y + λy = 0, (4.16) whose fundamental solutions are
Both are entire functions of λ ∈ C. The fundamental matrix solution of Eq. (4.16) is
(t)Ṡ λ (t) .
One hasĊ
Let us write MDE (4.11) as an inhomogeneous MDE d y
• + λy dt = −y dμ(t).
From the variant-of-constant formula (3.10), the fundamental solutions ϕ i (t) := ϕ i (t, μ λ ) satisfy, for
By noticing that S λ (t − s) = 0 for t = s, the first columns of (4.17) and (4.18) hold at t = 0 as well.
Then ϕ i satisfy
For simplicity, let us write for ν ∈ M 0 (I, R)
whereν(t) is as in (2.3). Note thatν andν define the same measure dν = dν. By iterating the second equality of (4.19), we obtain
From the definition of L μ λ , one has, for f ∈ C(I, C),
Inductively,
Applying (2.4) to (4.24), we have
One crucial observation on T n is as follows. Since
For the proof of (4.20), we use the following elementary inequality
(4.26)
From this, for 0
(4.27)
Let f = S λ in (4.25). By using (4.26) for t = t 1 and (4.27), we obtain
Note that the integral I n (t) does not change under permutations of (t 1 , . . . , t n ). Moreover, all permuted domains for (t 1 , t 2 , . . . , t n ) are disjoint and have the union being a subset of [0, t] n . Asμ(t) is nondecreasing in t, we have
In conclusion,
Note that this is also true for n = 0 by (4.26).
Now let f = ϕ 2 in (4.24). By the arguments above, we can obtain
. (4.30) Let N → ∞ in (4.23). It follows from (4.30) that the second term tends to 0. By (4.29), we know that the series
is convergent. Since each term of the right-hand side of (4.31) is an entire function of λ ∈ C, we know that ϕ 2 (t, μ λ ) is also an entire function of λ. Moreover, by (4.29) and (4.31), we have the desired estimate (4.20).
To obtain (4.21), estimate (4.26) for S λ (t) can be replaced by the following elementary inequality
Estimates like (4.27) can be changed accordingly. We have
|λ| for all n 1. Hence, by (4.28),
λ|t+μ(t) .
As for (4.22) , from the second column of (4.18), one has (ii) When λ is negative, we will give in Lemma 4.12 some alternative estimates on ϕ 2 (t, μ λ ) and ϕ • 2 (t, μ λ ).
The ideas above can be applied to estimates of ϕ 1 (t, μ λ ) and ϕ • 1 (t, μ λ ). For example, using (4.17), ϕ 1 (t, μ λ ) can be expanded as
Instead of estimate (4.26) for S λ (t 1 ), one can use, for example,
The corresponding results are stated as in the following lemma, referring some detail to [19] .
Lemma 4.11. Let μ ∈ M 0 (I, R) and t ∈ I . There hold
where λ ∈ C for the first and the third estimates, while λ ∈ C \ {0} for the second estimate.
In the following we consider real parameter λ. 
Proof. By the expansion (4.31) for ϕ 2 (t) := ϕ 2 (t, μ λ ), we have
In (4.27), we have used (4.26) for S λ (t) which is true for all λ ∈ C. When λ = −ω 2 < 0, we can give
(4.34)
Letting t = 1, we get
obtaining estimate (4.32).
Note thatṠ λ (t) ≡ C λ (t). From (4.18), we have, for t ∈ I ,
where 
This proves (4.33). 
(4.39)
Note that cot : (0, π) → R is a decreasing homeomorphism. Denote 
As lim ε↓0 θ ε = 0, this has proved (4.36).
As for (4.37), it follows from Corollary 4.6(ii) that Θ μ (−π /2, λ) is strictly increasing in λ ∈ R. Moreover, it is obvious that arg(S λ (1) − iṠ λ (1)) → +∞ as λ → +∞. By (4.21) and (4.22), we can prove that (4.37) holds in a similar way. 2
Using the arguments, we have the following characterization on the Dirichlet and the Neumann eigenvalues of problem (4.11). 
Since μ n → μ 0 , by letting n → ∞, we know from Lemma 4.4 that
By Corollary 4.6(ii) again, we get
From (4.42) with n = 0, this is impossible. 2 
Continuous differentiability of eigenvalues in measures
By (4.14), we have
which is a bounded linear functional of (M 0 (I, R), 
is not reflexive, (C(I, R), · ∞ ) * * is unclear. However, for eigenvalues λ σ m (μ), (4.43) shows that Fréchet derivatives of eigenvalues are actually in (C(I, R), · ∞ ) which is a subspace of (C(I, R), · ∞ ) * * . This is important when one considers extremal problems of eigenvalues of MDE. See, for example, [33] . Now we apply the results of this paper on MDE to give a quite natural explanation to the extremal eigenvalues in [26, 32] . As a concise example, we only consider the extremal values L 
Extremal eigenvalues of ODE
for all p ∈ [1, ∞] and all r ∈ [0, ∞).
In the following, let r > 0 be fixed. For any p ∈ (1, ∞), there exist some potentials
Let us recall from [32] some facts on minimizers. Basically, as we are considering the minimal values, q p (t) 0 for all t ∈ I . Moreover, they are on the corresponding L p sphere q p p = r.
Due to the continuous differentiability of λ N 0 (q) and the L p sphere, the minimizers q p can be characterized using the variational method. In [32] , detailed computation has been undertaken for the zeroth periodic eigenvalues. However, due to the relation between the zeroth Neumann eigenvalues and the zeroth periodic eigenvalues, computation there can be transformed to that for L Let us introduce
We know that y p (t) satisfies the following critical equation
(5.5)
Moreover, y p (t) satisfies the Neumann boundary conditioṅ [32] .) Let r ∈ (0, ∞). We have the following results.
• There exists some P r > 1 such that if p ∈ [P r , ∞), the only solution y p (t) of (5 .5) [26, 32] . In this sense, the maximal problems in L p balls are relatively simple than the minimal problems.
