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Abstract—MIT has  been developing the iLab Shared 
Architecture (ISA) for remote laboratories since 1998.  It 
has  been based around concepts  and implementation issues 
that were in vogue at the time.  Recent developments in 
network architectures and implementation techniques offer 
opportunities to re-examine the original assumptions, and to 
contemplate expanded objectives. This paper explores one 
possible future being explored at The University of 
Queensland for a remote laboratory architecture based 
upon the original ideals of MIT’s ISA.
Index Terms—remote laboratories, REST, event driven 
programming, real-time communication, platform 
independent implementation.
I. INTRODUCTION
Many remote experiments have been built over the 
years of the Internet,  but very few of these designs have 
been created with planet-wide (or even cross institutional) 
engagement at the core of their design. The MIT  iLab 
Shared Architecture (ISA) is one such architecture which 
has this level of engagement encompassed from its very 
conception.
Researchers at The University of Queensland have 
constructed a number of remote experiments (in control 
engineering, power engineering, and physics) since 2006 
which exploit the iLab architecture. As a consequence of 
this experience, additional considerations about the 
original architecture have evolved.  This paper looks at the 
original design considerations of the MIT iLab Shared 
Architecture, the original implementation considerations, 
and then proposes a number of changes to both these 
aspects that are being considered in relation to 
contemporary  implementations methods as well as 
extensions to the architecture that have arisen in the light 
of development experience.
II. ILAB BACKGROUND
Many individuals and institutions have developed 
remote laboratories of the past 40 years [1]. The aim of 
the developer often has been to instrument hardware to 
grant access to a user from a remote location. Frequently, 
the issues of distributed access control,  management and 
allocation of lab resources, and data storage 
administration were not issues that attracted deep 
consideration.  MIT iLab Shared Architecture was 
designed with these considerations at the forefront.  
MIT iLab project was initially formed with the aim of 
defining a standard approach to the development of 
remote laboratories, and providing software tools to 
simplify the development of new experiments.  This 
approach led to the development of the iLab Shared 
Architecture [2].
Figure 1. Topology of a batched experiment based on the iLab Shared 
Architecture.
In general terms,  the iLab Shared Architecture divides 
any remote laboratory into three parts (refer to Figure 1):
• a lab client, which is the users lab specific interface 
to the experiment; and 
• a lab server,  which connects to the hardware and 
controls experiment execution; and
• a service broker,  a middle ware layer that provides 
functionality that is common to all experiments - 
functionality such as user authentication and 
authorization, and data storage.
The ISA provides a framework which uses web services 
for a distributed deployment of experiments.  Also, by 
placing services brokers in different institutions, the 
administration of users at each institution is handled at the 
service broker located at that institution.
Three different types of remote experiments to be 
supported by the ISA were initially identified:
• batch labs, where the experiment is completely 
specified prior to execution, and the experiments runs 
without intervention; and
• interactive labs, where the experiment or 
observations requires some sort of real-time interaction; 
and
• sensor labs, which run for extended periods of time 
and during which the experiment takes some snapshot 
of the entire period.
A feature of the batch lab is that the lab server and the 
client use web services to communicate entirely via the 
service broker.  In fact, the experiment execution is 
progressed in three phases.   First,  the experiment 
2specification made on the lab client is validated at the 
service broker (and not transmitted to the lab server) to 
ensure that there will be no damage to the apparatus. 
Second, the validated experiment specification is 
submitted to the lab server for execution.  Finally, the 
results are retrieved from the service broker and relayed 
back to the client.  Each of these steps represent one 
premise upon which the iLab server broker has been built.
Interactive experiments require control of the lab 
hardware so that the user can set parameters and observe 
the results.  Thus, the hardware requires dedicated access 
for a period of time (typically 15-20 minutes) and may 
require scheduling.  Note also that because of the need for 
real-time control (and the potentially higher bandwidth 
requirements between the lab client and the lab server) the 
use of web services to route all communications between 
the lab client and the lab server will not work effectively 













Figure 2. Topology of a interactive experiment based on the iLab 
Shared Architecture.
Another main difference between interactive and 
batched labs involves the role of the Service Broker. 
Interactive experiments require real-time control and, 
potentially,  much greater bandwidth between the lab client 
and the lab server. Because of this, the batched notion of a 
Service Broker that uses web services to route all 
communications between the lab client and lab server will 
not work effectively in an interactive iLab.
Formal specifications for the sensor labs have not been 
completed at this stage.
III. ILAB WEB SERVICES
In the design of the service broker those tasks that were 
common to or desired by most labs were termed “domain 
independent”.  The five high-level mechanism that were 
deemed to be desirable for most Internet-accessible labs 
were:
1. An experiment-storage mechanism to store all 
specifications pertaining to an experiment type or run, 
and all results returned by an experiment.
2. An authentication/security mechanism to both 
establish the identity of the user and to set up a secure 
web-connection with the remote lab.
3. An authorization mechanism to specify the 
privileges on the lab server and database for each 
user of a remote lab.
4. A reservation mechanism to allocate time slots for 
experiments, on both the client side and on the lab 
server side.
5. An administrative mechanism to manage user 
subscriptions, accounts, and group memberships.
The infrastructure created performs two central 
operations:
1. facilitates the tasks that are common to Internet-
accessible labs (referred to as the internal 
architecture), and
2. allows for the exchange of messages between this 
infrastructure and the lab components (referred to as 
the external architecture).
Web services were chosen to implement the external 
architecture, as this allows clients and servers to 
communicate and yet to be run on different architectures 
and platforms.  The choice of the time was XML over 
SOAP to implement a remote procedural call.  It was 
recognized that this choice restricted data transfers to be 
text-based and so sacrifice some data transfer speed, but it 
was felt that the interoperability advantage gained with a 
web service implementation far outweighed its 
disadvantages [3].
IV. CURRENT RESTRICTIONS
There exist a number of shortcoming in the existing 
ISA and in its implementation. We propose a number of 
extensions and enhancements which are detailed in this 
section.  We look at implementation issues first. 
The original implementation of the Service Broker was 
made using a Microsoft environment.  The server is 
coded in Microsoft C#, .NET (and ASP.NET), Microsoft 
SQLserver.  In fact, as we have discovered over time, the 
tool chain is highly dependent upon particular versions of 
each software package.  In order to maintain backwards 
compatibility with those experiments developed at the 
time of the initial specification of the APIs, it has proved 
very difficult to move off this original code base.  But it 
is the fragility of the tool chain that causes most concern 
with recently trained graduates in software engineering.
 The choice of C# as the programming language has 
also restricted the operating systems upon which this 
software can be run.  Any move to change the code to a 
new operating system is stymied as C# is only available 
on a Microsoft Windows platform; in fact, to Microsoft 
Windows 2003 Server Enterprise.
If we want to draw upon a large pool of developers to 
aid with the evolution of the iLab system we need to work 
with languages with large active developer bases.   C# 
does not appear to fit this need.
It has been observed that problems occur when it is 
proposed to move the database from the Microsoft SQL 
Server to an open source SQL database such as MySQL or 
Postgres.  Again, users are restricted to Microsoft SQL 
Server 2000 or 2005.
In order to work with the code base, users are restricted 
to Microsoft Visual Studio.NET 2005 Professional and 
Library.  This means that many existing software tools are 
precluded from use. 
Finally, there is no defined protocol for interactive labs 
to use to communicate between the lab client and the lab 
server.   From one point of view this is an advantage, as 
this allows experiments to utilize existing communications 
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is little or no access to the underlying protocol stack. 
Unfortunately, there are also very few packages available 
that enable users to develop their own interactive lab from 
scratch.  Many engineers have resorted to using 
LabVIEW from National Instruments [4].  This software 
allows the creation of rich and powerful user interfaces in 
the lab client.  However, the software is a commercial 
package and incurs a cost that some institutions may find 
prohibitive.  LabVIEW is a graphical programming 
language that requires a reasonable period of 
familiarization.  It use tends to be restricted to scientists 
and engineers, and is daunting for software developers to 
learn and retain.  It would be useful if there was available 
a simpler and freely available toolkit to develop and tinker 
with user interfaces in a lab client.
In the development of lab clients, there is no preferred, 
defined or specified development environment. 
ASP.NET has been used extensively in the Service Broker. 
Clients have been written in a range of languages, but 
Java seems to have had a lead in this area.  This is a run-
anywhere language but it does require yet another 
language to be in the developers toolkit, along with the C# 
and ASDP.NET already mentioned.  Also, the Java applets 
are dynamically loaded and it has been our experience that 
many of these applets tend to be large unless specific 
attention is paid to keeping the applet small.  This often 
requires a redesign of the user interface to enable this to 
occur,  e.g., in the redesign of the MIT  Microelectronic 
[5].
In the case of interactive labs that have used LabVIEW, 
the machine where the client runs is required to have a 
LabVIEW application installed.  This is difficult to 
achieve in some locations,  and impossible when using 
publicly accessible machines outside the institution where 
the client is normally expected to be run.
At the time of the original development of the ISA, the 
choice of SOAP and remote procedural calls using XML 
would have been obvious.  However, we have 
encountered problems caused by passing authorization 
information in the SOAP header and not in the payload. 
For example, one can consider that a remote lab is but a 
part of a larger experimental workflow.  The workflow 
could be that the experimental parameters could be 
selected from a database subject to some selection criteria. 
This data is then passed to the remote lab for execution. 
Data is returned from the remote lab and then could be 
passed to a statistics package such as R which is also 
available as a service.  This package may then be loaded 
with the data and a script which analyzes the data and 
displays outputs in the form of graphs and charts.   Such 
workflow engines already exist, are open source,  and are 
quite common in the area of bioinformatics and scientific 
analysis, for instance [6][7].  In its current form, an iLab 
cannot be incorporated into the workflow because of the 
need to manually log into the Service Broker directly.  It 
would be more convenient if the workflow engine could 
request this information and have the user complete this 
process as a normal part of the data handling in the normal 
flow.
V. DESIGN DECISIONS
We will address several topics here: the choice of 
service architecture, the choice of programming language, 
the extension to real-time communication, and the need to 
develop a new collaboration model between multiple lab 
clients supported via intercommunication between the lab 
clients.
A. Browser-based Lab Clients
The first step in the design decisions was that to move 
lab clients to be fully browser-based, thus removing the 
requirement to utilized any installed software components, 
including Java interpreters.  This choice means that lab 
clients must be written in HTML and CSS, and can also 
make use of JavaScript as all modern browsers now 
support this language.  There is a rich set of community 
developed, freely available packages which permits the 
development of powerful applications running in the 
browser.
Having made this decision, we now have access to a 
much wider pool of developers than had previously been 
the case.  One of the problems we have always faced is 
the design and development of appropriate GUIs in the lab 
client.  We can now draw on a huge community of 
developers who can produce new designs, or modify and 
extend existing designs.  Also, with the advent of the new 
graphical interface that we have seen with the work by 
Zornig and his team [8], we expect that the need for 
JavaScript programming will be significantly reduced.  It 
is our hope that end-users will soon be able to customize 
the lab client GUI, especially teachers of school children.
The effect of this choice profoundly affects many of the 
other decisions we then make, as seen below.
B. Migration to a RESTful interafce
The concept of REpresentational State Transfer (REST)
ful APIs has gained popularity as an architectural style 
between web apps  and  HTTP servers since the 
publication of the thesis by Fielding [9].  Using this 
approach greatly simplifies the design of servers and 
applications that call upon those services provided. Zornig 
[8] has already run some tests on using this architecture 
for the server with promising results, so this appears to be 
a straightforward decision.
Along with the development of RESTful architectures 
has been the move away from the data representation 
format of the eXtensible Markup Language (XML) to the 
JavaScript Object Notation (JSON) [10].   We find that 
support for JSON comes with the JavaScript engine in the 
browser, further simplifying the development of new 
software applications.
This choice of a RESTful architecture of itself does not 
have great impact on the original ISA design, as we could 
still pass the original XML (converted into JSON format 
for ease of processing) as the payload to and from the 
Uniform Resource Identifiers (URIs) of the Service 
Broker.  However,  the choice of programming language 
will have a profound effect on the eventual compatibility 
with the ISA architecture.
C. Web Service Programming Language Choice
    The distributed ISA code base for the Service Broker 
and for the representative lab client is entirely based upon 
Microsoft products.  This has proven problematic for 
some institutions around the world where the cost of this 
products is prohibitive. For some time there has been 
discussion about the move to a “run anywhere” platform 
that might be able to run under the common operating 
systems (Linux, MAC OS X, Microsoft).  A prominent 
proposal has always to develop this code in Java.
However, the last few years has seen a push for the 
development of server-side JavaScript.  This has the 
advantage that the server code is now open to all the 
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development - a not insignificant population.  The 
learning curve for code development is considerably 
reduced.  Also, software development environments 
support JavaScript development and debugging are widely 
available, often as open source code.
Note that Javascript in the browser is event driven, and 
an event driven programming style is both resource 
efficient and has high performance in servers.  This move 
from a remote procedure call model used in SOAP 
(basically a blocking paradigm) to an event driven 
paradigm is perhaps the most significant change. 
Interoperability with existing ISA software may be 
profoundly compromised.  This aspect is the subject of 
ongoing research within our centre.
The Javascript server framework we have adopted (for 
the time being) is Node.js [11]. It has an extensive range 
of user-contributed support libraries that, at this stage, 
seem to meet the needs of the project.
D. Real-Time Communications Support
The existing ISA architecture does not supply and 
support real-time data communication.  In the case of 
interactive experiments,  this is outside the specifications. 
A reference interface has been developed to enable 
LabVIEW support of real-time interactivity, but this is not 
the only case of real-time communications that needs 
considering.  We also have an interest in have the lab 
server and the Service Broker supply data detailing their 
operational status, data that needs to be supplied in real 
time.
At the moment the ISA architecture supplies two ways 
for a lab client to know the its execution status.  The lab 
server can be polled continuously to ask about jobs in the 
execution queue, or the client interface can wait for a 
notification from the Service Broker that the job has 
completed and results are available for collection.  This is 
large grained status.  
We are interested in finer granularity of this result. 
Consider the case of two different status queues that have 
been requested by one developer in the lab client GUI for 
a batch experiment.  First,  a job queue which lists all the 
jobs pending execution, with information detailing their 
estimated execution time and thus the waiting time in the 
queue. Second, an execution queue which exposes exactly 
what is happening during the execution of the experiment. 
Both of these queues need to be updated in real-time to 
provide the required feedback to the lab client user. (refer 
to Figure 3.)
Figure 3. Views of a job queue and an execution queue displayed in 
a batch experiment GUI.
E. Lab Client Intercommunication
Almost every remote lab emphasizes the remote access 
to laboratory equipment as the primary outcome. 
However, it is becoming equally important to the learning 
outcomes of the students that they collaborate over the 
choices made before, during, and after the execution of the 
experiment.  The DIESEL system [12] achieved 
collaboration by coordinating links to multiple remote 
desktops which link to a central experiment-controlling 
desktop.  This is very expensive for bandwidth and does 
not scale well with the number of users.
We are investigating distributed collaboration in a more 
direct manner.  Given that the JavaScript running in each 
lab client is event driven,  it is worthwhile to consider if 
events generated in one lab client can be propagated to all 
other clients, i.e., an event generated in one Javascript-
based client can be injected into other JavaScript-based 
clients.  
To this end, we are examining the efficacy of using a 
topic-based publish/subscribe paradigm [13].  In this 
model, events that originate in one lab client are published 
to a topic on a message server. The message server then 
passes that message to all lab clients that are subscribed to 
that topic.  This is an extremely efficient mechanism for 
distributing the events,  it scales well as these message 
servers are optimized for message throughput, and there 
are a number of suitable server available in the open 
source community [14] [15].
Adopting real-time communication in a batch 
experiment will now break the original assumption that 
the lab client only communicates with the lab server via 
the Service Broker.  This aspect will need further research 
as implementation of the Service Broker is pursued.
F. ISA Service Oriented Architecture Support
Implied in all of this is that the new architecture 
continue support for the same basic services identified in 
the initial ISA model specification.  Work is in progress on 
an implementation of these services in the new 
architecture.
One model being actively researched is the design of a 
bridge between the existing MIT ISA and the new 
architecture.   Given the disparity in the underlying models 
(RPC vs event driven), this work is progressing more 
slowly.
In this early phase of the project we are not 
implementing an underlying security model.  We are 
following the normal practice of determining the new 
APIs before we look at the most appropriate security 
model.
VI. CONCLUSION
This paper outlines progress to date on a redesign of the 
the original MIT iLab Shared Architecture.  Work has 
commenced on a batch lab version of the time-of-day 
reference design.  The research team is work on a number 
of aspects simultaneously in a bid to rapidly progress a 
working pilot system.  We will be looking to the remote 
lab community for feedback as work progresses.
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