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Enhanced people detection combining appearance and motion information
A. García-Martín and J.M. Martínez
The combination of two of the most recent people detectors from the state of the art is proposed. It is already known that the combination of independent information sources is useful for any detection task. In relation with people detection, there are two main discriminative information sources that characterize a person: appearance and motion. We propose the combination of two recent approaches based on both information sources. Experimental results over an extensive dataset show that the proposed combination significantly improves the results.
Introduction: In video analysis, people detection consists of locating all persons present in a scene according to a previously defined person model. People detection is one of the most challenging problems in computer vision. The complexity of the people detection problem is mainly based on the difficulty of modeling persons because of their huge variability in physical appearances, articulated body parts, poses, movements, points of views and interactions between different people and objects. This complexity is even higher in real world scenarios such as airports, malls, etc, which often include multiple persons, multiple occlusions and background variability.
As already presented in [1,2], our framework for people detection is based on the combination of appearance and motion information in order to work in more complex or realistic scenarios. In particular, in this letter we introduce in our framework the use of one of the most successful appearance-based approaches for general object detection to date [3] in combination with our people detector based on motion. The experimental results show how the improvement in one of the information sources affects positively to the final combination results.
People detection: The proposed people detection framework was already described in [1] and extended in [2] . It is able to perform two independent visual people detections, the first one using the shape or appearance of humans as discriminative feature and the second one using their motion. The final detection result is the combination of both sources outputs. The appearance and motion detections have been combined at blob level (position and dimension) following the Multiple Hypotheses Simplification Criteria (MHSC) [2] .
People detector based on appearance:
The appearance people detector is based on the Discriminatively Trained Deformable Parts (DTDP) [3] . DTDP is a part-based extension of the traditional Histogram of Oriented Gradients (HOG) detector [4] . Let us consider the part-based multiscale detector (Fig. 1) , where ܲ ሺ‫,ݔ‬ ‫,ݕ‬ ‫ݏ‬ሻ represents the confidence at pixel position ሺ‫,ݔ‬ ‫ݕ‬ሻ for body part ݊ ሺ݊ ൌ 1, … , ܰሻ associated to scale ‫ݏ‬ ሺ‫ݏ‬ ൌ 1, … , ܵ ሻ. Let also each body part be modelated by a 3-tuple ሺ‫ܨ‬ , ‫ݒ‬ , ݀ ሻ, where ‫ܨ‬ is the HOG filter response [4] for part ݊; ‫ݒ‬ is a two-dimensional vector defining the relative position of part ݊ with respect to the anchor position ൫‫ݔ‬ , ‫ݕ‬ ൯ of the whole body; and ݀ is a four-dimensional vector specifying coefficients of a quadratic function defining the cost for each possible placement of the part relative to the anchor position. The confidence score for part ݊ at scale ‫ݏ‬ is given as
giving the displacement of part ݊ relative to the anchor and
defining the potential spatial deformation distributions [3] . Assuming symmetry with respect to our hypothetical centres, a bounding box is obtained for each hypothesis. Finally, multiple hypotheses with more than 50% cover and overlap, as defined in [5] , are simplified to the highest score one.
Experimental results:
In order to evaluate the performance of the proposed approach (DTDP+IMM) and compare the results with our previous work [2] (ISM+IMM, HOG+IMM, TUD+IMM), we evaluate the new appearance and motion combination following the same methodology, i.e., the same evaluation dataset and evaluation metrics [6] . The test dataset contains 36 surveillance annotated sequences (3698 frames). This dataset contains highly crowded scenes, severely cluttered background and people at different scales.
As in our previous work [1,2], focusing on the people detection evaluation in video surveillance systems, firstly we have evaluated (Precision, Recall and F1Score) each separate detector and then their fusion over the 36 test sequences. Table 1 summarizes the obtained detection results. Using only the appearance information, the DTDP detector gets the best results in terms of Precision (95.1%), Recall (19.5%) and F1Score (30.7%). As in all the other cases, the fusion of two independent information sources (DTDP+IMM) provides a significant improvement in terms of Recall (34.9 or 117.4%) and F1Score (27.7 or 84.9%), but also as in the case of the HOG detector, there is a slightly improvement in terms of Precision (1.4%). Finally, using the combination of appearance and motion information, the detector DTDP+IMM gets the best results in terms of Precision (96.4%), Recall (26.3%) and F1Score (39.2%), mainly due to the better results of the DTDP detector by itself.
Figs. 2a, b and c show people detection examples of both approaches (DTDP and IMM) and also the final combination result (DTDP+IMM). It is clear that appearance information is much more efficient than the motion information mainly in terms of Recall (19.5% vs. 12.1%), but even so the motion information is useful in cases where appearance is not enough. 
Conclusion:
It has been already demonstrated that the combination of appearance and motion information is useful for people detection in complex scenarios. However, we propose a new appearance and motion combination using two recent people detection approaches from the state of the art. Experimental results show that the DTDP detector achieves better detection results than the other approaches from the state of the art based only on appearance. Consequently, our new proposed combination also achieves better final detection results.
