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Abstract
By considering level shifting during the insertion process we revisit the quantum Szilard engine (QSZE) with
fully quantum consideration. We derive the general expressions of the heat absorbed from thermal bath and
the total work done to the environment by the system in a cycle with two different cyclic strategies. We find
that only the quantum information contributes to the absorbed heat, and the classical information acts like
a feedback controller and has no direct effect on the absorbed heat. This is the first demonstration of the
different effects of quantum information and classical information for extracting heat from the bath in the
QSZE. Moreover, when the well width L → ∞ or the temperature of the bath T → ∞ the QSZE reduces
to the classical Szilard engine (CSZE), and the total work satisfies the relation Wtot = kBTln2 as obtained
by Sang Wook Kim et al. [Phys. Rev. Lett. 106, 070401 (2011)] for one particle case.
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1. Introduction
Maxwell’s Demon could separate hot atoms from cold, and therefore could obtain work from a single
heat bath. This seemed to violate the second law of thermodynamics [1, 2] and led to discussions and
confusions until 1929, when Szilard devised his ”Szilard Engine” (SZE) [3]. The SZE could extract work
from a bath using classical information (acquired by measurement of the atom) and establish the connection
between work and entropy to reassure the validation of the second law of thermodynamics, as illustrated
in Fig. 1. Later, Landauer [4] and Bennett [5] completely analyzed the SZE, and showed that the erasure
or reset of the Demon memory costs at least the energy of kBTln2 associated with the entropy decrease
of the engine. It was conjectured [6–8] that there exists a general equivalence relation between information
and work; namely, that by having any information J about the state of a physical system, it is possible, by
allowing the system to relax to its maximum-entropy state, to convert into mechanical work an amount of
heat W = kBTJ without any entropy increase in the environment. Moreover, there are many works on the
relationship between information and work, and some significant results have been obtained [9–11].
Research interests in the SZE have recently been revived in various theoretical contexts [12–16] and
experimental implementations [17–19]. However, early literatures hardly paid attention to fully quantum
analysis except for those via measurement process [20, 21]. Sang Wook Kim noticed that work is required
in the process of insertion for a quantum Szilard engine (QSZE) [22]. This makes the engine substantially
different from its classical counterpart, classical SZE (CSZE). It has been shown in Ref. [22] that work in
the insertion, expansion, removal processes, and the entire cycle are Wins = −∆ + kBTln2, Wexp = ∆,
Wrem = 0 and Wtot = kBTln2, respectively, when the insertion process is performed isothermally. Here,
∆ = ln[ z(L)Z(L/2) ], z(l) =
∑∞
n=1 e
−βEn(l) and En(l) =
h2n2
8ml2 (n = 1, 2, 3 . . . ) with h and m being Planck’s
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Figure 1: (Color online) Schematic diagram of the thermodynamic processes of the CSZE. Initially a single particle is prepared
in an isolated box. (A) The box is divided into two equal subspaces by a wall inserted at the center of box. The dotted circles
indicate that before the measurement which subspace the particle locates in is unconfirmed. (B) The particle is found on one
side after the measurement. (C) A load is attached to the wall, and the particle absorbs heat and does work via an isothermal
expansion at a constant temperature T . (D) To remove the wall which stops at the left end of box, the box returns to the
initial situation.
constant and the mass of the particle. In the QSZE, the insertion of the wall is characterized by increase
of the height of potential barrier. Energy levels in the box vary with the boundary conditions, contributing
to the quantum thermodynamic work and the system’s internal energy. Both the position of the insertion
and the rate of increase of the potential barrier height influence the level shifts. The faster the height of the
potential barrier increases, the greater the change of internal energy of the system and the energy becomes
infinite when the height tends to infinity instantaneously, i.e., the insertion is carried out instantaneously, as
discussed in [23]. If the system is initially in the ground state and the insertion is performed adiabatically
with the barrier being not at the center of the box, the particle will end up definitely in the larger part of
the box [23] which is different from the classical situation. In the case of isothermal insertion the effect of
energy level shifts is concealed by the heat exchange. So in order to demonstrate the quantum effects of
the QSZE completely, it is necessary to consider the adiabatic insertion. In this paper we assume that the
insertion is performed adiabatically and analyze the cycle of the QSZE with fully quantum considerations. It
is interesting to note that energy level shifts caused by the boundary conditions during the insertion process
play a significant role in extracting work or absorbing heat in the QSZE.
In this paper, we revisit the QSZE with fully quantum-mechanical consideration. We consider a single
particle in one-dimensional infinite square well, and devise two different cyclic strategies. For these two
cyclic strategies we are able to know explicitly the quantities of work done by the system, heat transferred,
and the change in internal energy in each step. In this way we can derive the general expressions of heat
transferred from the bath and the total work done by the system. We find that the quantum information
plays a decisive role in the whole cycle and is associated with heat absorbed from the bath and work done
by the system. However, the classical information of the particle being located at seems to behave like
a feedback controller, and has no direct effect on heat absorption. This is the first demonstration of the
different effects between quantum information and classical information for extracting heat from the bath
in the QSZE. When the well width L→∞ and bath temperature T →∞, our results show that the QSZE
reduces to the CSZE.
The paper is organized as follows. We introduce our model of the QSZE in section 2. We will present
two different cyclic strategies for the QSZE: One with isothermal expansion and the other with adiabatic
expansion, and analyze the cyclic processes of the QSZE with fully quantum consideration in section 3. Two
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limits of the QSZE at L→∞ and T →∞ are discussed in section 4. Finally, we present our conclusions in
section 5. Remarks on notational details and some technical derivations are given in the appendixes.
2. The model
Consider a single particle of mass m confined to a one-dimensional infinite square well of width L. The
eigenvalues En and eigenstates |En〉 are
En(L) =
n2h¯2pi2
2mL2
, n = 1, 2, 3..., (1)
|En(L)〉 =


√
2
L
sin[
npi(x− L/2)
L
], n = 2k
√
2
L
cos[
npi(x− L/2)
L
], n = 2k − 1
, (2)
where k is a positive integer and 0 ≤ x ≤ L.
Assume that the system is initially in thermal equilibrium with a bath at temperature T , the density
matrix ρ0(L) reads as
ρ0(L) =
∞∑
n=1
Pn(L)|En(L)〉〈En(L)|, (3)
where Pn(L) =
e−βEn
Z(L) is the probability of the particle in the eigenstate |En〉, and satisfies the normalization
condition
∑∞
n=1 Pn(L) = 1. Z(L) =
∑∞
n=1 e
−βEn is the partition function, β = 1kBT and kB is the Boltzmann
constant. The initial system’s internal energy U0(L) and the initial Von-Neumann entropy S0, are given by
U0(L) =
∞∑
n=1
Pn(L)En(L), (4)
S0 = −kBTr(ρ0lnρ0) = −kB
∞∑
n=1
Pn(L)lnPn(L), (5)
respectively.
3. The fully quantum analysis and discussions of the QSZE
In this section we will present two different cyclic strategies, one with isothermal expansion as illustrated
in Fig. 2 and the other with adiabatic expansion in Fig. 3. Each strategy consists of four steps: adiabatic
insertion, measurement, expansion and removal. The first two steps, adiabatic insertion and measurement,
usually are performed simultaneously and can be considered as one. We also assume that measurement
is perfect, and the case of imperfect measurement has been discussed in Ref. [24]. In order to reveal the
physics behind each process, we calculate the internal energy, work, heat and the entropy change in each
step.
Step One: Adiabatic Insertion and Measurement
It is widely accepted that when a wall is inserted at any position of the box, there is no heat and
work accompanied by in the CSZE. However, this is not the case in the QSZE. Analogous to the classical
insertion, the corresponding quantum process is characterized by increasing the height of the potential
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Figure 2: (Color online) Schematic diagram of the thermodynamic processes of the QSZE with an isothermal expansion. For
simplicity, we only take two lowest energy levels with odd and even parities as an example to show the rules of energy level
redistributions due to the insertion. (a) Initially a single particle is in a thermal equilibrium with a heat bath at temperature
T . (b) After adiabatically adding an infinite potential barrier at the center of square well, the well is split into two identical
subspaces and before the measurement the particle stays in the left or right subspaces with the same probability. (c) The
particle is found in the left subspace after the measurement. (d) The system contacts with the heat bath of temperature T and
reaches thermal equilibrium. (e) The system is performed an isothermal expansion. (f) The barrier arrives at the right end of
the well and the system returns to its initial state.
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Figure 3: (Color online) Schematic diagram of the thermodynamic processes of the QSZE with an adiabatic expansion. For
the same reason as in Fig. 2 we only take two lowest energy levels with odd and even parities as an example. (a) Initially a
single particle is in thermal equilibrium with a heat bath at temperature T . (b) After adiabatically adding an infinite potential
barrier at the center of square well, the well is split into two identical subspaces and before the measurement the particle stays
in the left or right subspaces with the same probability. (c) The particle is found in the left subspace after the measurement.
(d) The system is performed an adiabatic expansion. (e) The barrier arrives at the right end of the well. (f) The system
contacts with the heat bath and reaches thermal equilibrium.
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barrier. Adiabatic insertion dQ = 0 implies that the system is isolated from the heat bath and the potential
barrier increases very slowly at the center of potential well x0 = L/2. One can model the potential
V (x, t) =


∞, x < 0, x > L
λ(t)δ(x − L
2
), 0 < x < L
, (6)
where λ(t) varies from zero to infinity adiabatically. The insertion of the impenetrable barrier is completed
at λ(t)→∞.
Appendix A shows the detailed calculations of the energy level shifts during the adiabatic insertion (see
also [25]). There are two situations when the insertion takes place at x0 = L/2. The odd-parity eigenfunctions
|E2k(L)〉 remain the same in full space, because the insertion point is the same as nodes of the odd-parity
eigenfunctions such that the system cannot detect and therefore does not resist the insertion. When the
insertion is completed, |E2k(L)〉 become the eigenfunction |Ek(L/2)〉 in the left and right subspaces with
equal probability. Since Ek(L/2) = E2k(L), the energy levels do not shift in this situation.
The insertion changes the even-parity eigenfunctions |E2k−1(L)〉 and the eigenenergies. Interestingly,
the eigenenergies also vary with the insertion rate [23]. When the adiabatic insertion is completed, these
eigenfunctions become |Ek(L/2)〉 in the left and right subspaces with equal probability such that Ek(L/2) =
E2k(L). This suggests that E2k−1(L) will shift upward to the nearest level E2k(L).
Since the potential tends to infinity when the insertion is completed, the box will be divided into two
independent unrelated subspaces, and the particle will be either in the left subspace or the right subspace
with the same probability, P (L) = P (R) = 1/2. So the cross terms of ρ(L) and ρ(R), in the density matrix of
the system ρ1, become zero after the insertion and ρ1 reads as
ρ1 =
1
2 (ρ
(L) + ρ(R)). (7)
The density matrices of subspaces ρ(L) and ρ(R) can be expressed as
ρ(L) =
∞∑
k=1
P
(L)
k (
L
2
)|E(L)k (
L
2
)〉〈E(L)k (
L
2
)|, (8)
ρ(R) =
∞∑
k=1
P
(R)
k (
L
2
)|E(R)k (
L
2
)〉〈E(R)k (
L
2
)|, (9)
and
P
(L)
k (
L
2
) = P
(R)
k (
L
2
) = P2k(L) + P2k−1(L), (10)
E
(L)
k (
L
2
) = E
(R)
k (
L
2
) = E2k(L), (11)
where L and R denote the left subspace and the right subspace. The eigenstates |E(L)k (L/2)〉 and |E(R)k (L/2)〉
correspond to the eigenvalues E
(L)
k (L/2) and E
(R)
k (L/2) with the well width L/2. P
(L)
k (L/2) ( P
(R)
k (L/2))
is the probability in the state |E(L)k (L/2)〉 ( |E(R)k (L/2)〉) immediately after the insertion is completed. At
this moment the system is not yet in thermal equilibrium with the bath and P
(L)
k (L/2) or P
(R)
k (L/2) does
not satisfy the Boltzmann distribution. The entropy of the system is
S1 = −kBTr(ρ1lnρ1) = Sc + h(p), (12)
where Sc = kBln2, h(p) = −kBTr(ρ(L)lnρ(L)) represent the classical information entropy and quantum
information entropy of the system respectively (we will sometimes use information to refer to entropy in
the following context). The internal energy is
U1 =
1
2
∞∑
k=1
[P
(L)
k (
L
2
)E
(L)
k (
L
2
) + P
(R)
k (
L
2
)E
(R)
k (
L
2
)]. (13)
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Substitute Eqs. (10) and (11) into Eq. (13) one obtains
U1 =
∞∑
k=1
[P2k(L) + P2k−1(L)]E2k(L). (14)
The internal energy change merely comes from the work done by the outside agent because the insertion
is implemented adiabatically, i.e., Q1 = 0. In general, the measurement is performed without any energy
cost [22, 23], so the work W1 done by the outside agent, in the insertion process, equals the amount of the
increased internal energy, ∆U10, that is
W1 = ∆U10 = U1 − U0 =
∞∑
k=1
P2k−1(L)[E2k(L)− E2k−1(L)]. (15)
The total entropy change of the system is
∆S10 = S1 − S0 = Sc − [S0 − h(p)], (16)
where S0−h(p) > 0 and can be easily verified through the inequality P2k−1lnP2k−1+P2klnP2k < (P2k−1+
P2k)ln(P2k−1 + P2k). Interestingly, Eq. (16) shows that the information change in the insertion consists
of two parts: the increased classical information Sc, and the decreased quantum information, −[S0 − h(p)].
This implies that in the insertion process the classical information increases while the quantum information
decreases. In addition, it is noted that though the heat exchange is zero in the adiabatic insertion, dQ = 0,
the entropy change of the system, ∆S10, is not equal to zero because this process is a non-equilibrium
process, and the relation dQ = TdS doesn’t hold any more.
The classical information and the quantum information are acquired from different origins. The former
comes from the position distribution of the particle, while the later comes from the probability distribution
of the energy levels in quantum system which is obtained at the expense of the work done by the outside
agent. In the whole cycle, they also play different roles. The classical information Sc seems to behave like
a feedback controller determining the moving direction of the barrier and does not contribute to the heat
absorption, however, the quantum information S0 − h(p) determines the heat absorbed. We will show the
differences specifically in subsequent sections.
We make a measurement to localize the particle in one of two sides of the well. After the measurement
the classical information becomes zero and the particle, we assume, is in the left side (same discussions
when it is in the right). Then the feedback is finished. Based on the result of the feedback, the barrier will
eventually reach the right end of the well. The state ρ1, after measurement, collapses into ρ2 = ρ
(L) in the
left space. The internal energy of the system now becomes
U2 =
∞∑
k=1
P
(L)
k (
L
2
)E
(L)
k (
L
2
) = U1. (17)
It is commonly accepted that there is no cost of energy in the measurement process such that the heat
absorbed and work done for the system during measurement are zero
Q2 =W2 = 0. (18)
But the entropy of the system changes and becomes
S2 = −kBTr(ρ2lnρ2) = −kBTr(ρ(L)lnρ(L)) = h(p). (19)
The entropy change due to the measurement is ∆S21 = S2 − S1 = −Sc. This indicates again that we
now know exactly the side where the particle is located and the classical information disappears after the
feedback.
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Step Two: Expansion Process
We will discuss two cyclic strategies associated with different expansions. One is the isothermal expansion
described in Fig. 2. The other is that the system first undergoes an adiabatic expansion, and then relaxes
to thermal equilibrium by contacting the heat bath as illustrated in Fig. 3.
Case (A) Isothermal Expansion
The isothermal expansion consists of two procedures. We first ”hold” the barrier, let the system contact
the heat bath and wait until they reach thermal equilibrium, as shown in Fig. 2(c)→(d). There is no work
done in this procedure. Second we let the barrier move very slowly and eventually arrive at the right end
as shown in Fig. 2(d)→(f). We require that the second procedure be quasi-static such that the system and
the heat bath are always in thermal equilibrium. The system state at position x, can be described by the
density matrix ρ(x)
ρ(x) =
∞∑
k=1
Pk(x)|Ek(x)〉〈Ek(x)|, (20)
where L/2 ≤ x ≤ L, Pk(x) = exp[−βEk(x)]/Z(x) represents the probability of the particle at k energy level
Ek(x) =
k2h¯2pi2
2mx2 , and Z(x) =
∑∞
k=1 e
−βEk(x) is the partition function.
The first procedure, as shown in Fig. 2(d), ends up with the density matrix ρ3 = ρ(x = L/2),
ρ3 =
∞∑
k=1
Pk(
L
2
)|Ek(L
2
)〉〈Ek(L
2
)|. (21)
The work W3 and the internal energy U3 are
W3 = 0, (22)
U3 =
∞∑
k=1
Pk(
L
2
)Ek(
L
2
), (23)
respectively. The heat absorbed, Q3, equals the increase of the internal energy
Q3 = U3 − U2 =
∞∑
k=1
[Pk(
L
2
)− P (L)k (
L
2
)]Ek(
L
2
). (24)
The entropy of the system is
S3 = −kBTr(ρ3lnρ3) = −kB
∞∑
k=1
[Pk(
L
2
)lnPk(
L
2
)]. (25)
The entropy change ∆S32 in this procedure is
∆S32 = S3 − S2 = −kB[Tr(ρ3lnρ3)− Tr(ρ2lnρ2)]. (26)
It shows that the system state changes from ρ2 to ρ3 by absorbing heat Q3 to erase the quantum information
∆S32.
In the second procedure, the system entropy increases gradually and reaches its maximum S4 at x = L
where the system returns to the initial equilibrium state ρ0 so that
ρ4 = ρ0, (27)
U4 = U0(L), (28)
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S4 = S0. (29)
The quantum entropy change is given by
∆S43 = S4 − S3 = −kB[Tr(ρ0lnρ0)− Tr(ρ3lnρ3)]. (30)
In the spirit of the Landauer’s erasure principle in the CSZE, the classical information is erased gradually
with the moving barrier and vanishes when the barrier reaches the end of the well. By contrast the quantum
information in the QSZE with the isothermal expansion is erased gradually with the barrier moving until
the system returns to the initial state. The absorbed heat Q4 has erased the quantum information ∆S43.
In this way all the quantum information obtained in the insertion and the measurement has been erased
completely,
S0 − h(p)− [∆S32 +∆S43] = 0. (31)
This indicates that the amount of quantum information obtained equals to the total amount of quantum
information erased by absorbing heat in the cycle.
We now find out how much heat is absorbed and how much work is done by the system in the second
procedure, by using the first law of thermodynamics dQ = dU+dW . Here dQ and dW are the heat absorbed
and the work done by the system, respectively [26, 27],
dW = −
∑
n
PndEn, (32)
and
dQ =
∑
n
EndPn. (33)
For slowly moving barrier, we can integrate Eqs. (32) and (33) from L/2 to L and obtain the work done by
the system and the heat absorbed in the isothermal expansion,
W4 =
∞∑
k=1
∫ L
L/2
Pk(x)dEk(x) = −
∞∑
k=1
∫ L
L/2
e−βEk(x)
Z(x)
dEk(x) = kBTln
Z(L)
Z(L/2)
, (34)
Q4 =
∫ L
L/2
d[U(x) +W (x)] = U4 − U3 + kBTln Z(L)
Z(L/2)
=
∞∑
k=1
{[P2k(L)E2k(L) + P2k−1(L)E2k−1(L)]− Pk(L
2
)Ek(
L
2
)}+ kBTln Z(L)
Z(L/2)
.
(35)
Here, the absorbed heat Q4 is exploited to erase the amount of the quantum information ∆S43 and brings
the system back to the initial thermal equilibrium state ρ0 from ρ3.
The total work Wexp and the total heat Qexp in the two procedures are
Wexp =W3 +W4 = kBTln
Z(L)
Z(L/2)
, (36)
Qexp =Q3 +Q4 = −
∞∑
k=1
P2k−1(L)[E2k(L)− E2k−1(L)] + kBTln Z(L)
Z(L/2)
= −W1 +Wexp, (37)
respectively. Eq. (37) can also be rewritten as Qexp +W1 = Wexp. It implies that the total heat plus the
work done by the external agent in the insertion, Qexp +W1, equals to the work Wexp done by the system
in the expansion. Moreover, the quantum information S0 − h(p) is used to extract heat from the bath and
determines how much heat is absorbed or how much work is extracted.
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Case (B) Adiabatic Expansion and Thermalization
Similar to the strategy of the isothermal expansion, the process also consists of two procedures. The
system first undergoes an adiabatic expansion to the right end of square well, and then contacts the heat
bath and relaxes to thermal equilibrium.
The absorbed heat Q′3 = 0 in the adiabatic expansion, as illustrated in Fig. 3(c)→(e). The process is
non-equilibrium, and during the process the probability distribution of the energy level is the same as that
immediately after the insertion and measurement. Let Pk(x) be the probability at the energy level k and at
position x, then Pk(x) = P
(L)
k (
L
2 ), where
L
2 ≤ x ≤ L and P
(L)
k (
L
2 ) is given in Eq. (10). When the barrier
reaches the end of well at x = L, the internal energy U ′3(L) can be written as
U ′3 =
∞∑
k=1
P
(L)
k (
L
2
)Ek(L), (38)
and the quantum entropy of the system does not change,
S′3 = S2 = h(p). (39)
Since no heat is absorbed in this process, the work W ′3 equals to the internal energy decrease,
W ′3 = U2 − U ′3 =
∞∑
k=1
P
(L)
k (
L
2
)[Ek(
L
2
)− Ek(L)] =
∞∑
k=1
3[P2k(L) + P2k−1(L)]Ek(L). (40)
The system afterwards contacts the heat bath and relaxes to thermal equilibrium (i.e., thermalization),
as described in Fig. 3(e)→(f). There is no work done in this process, i.e., W ′4 = 0. The system only absorbs
heat Q′4,
Q′4 =U0 − U ′3
=
∞∑
k=1
[P2k(L)E2k(L) + P2k−1(L)E2k−1(L)]−
∞∑
k=1
P
(L)
k (
L
2
)Ek(L)
=
∞∑
k=1
3[P2k(L) + P2k−1(L)]Ek(L)− P2k−1(L)[E2k(L)− E2k−1(L)]
=W ′3 −W1,
(41)
and it is clear that Q′4 is also the total heat absorbed in a cycle with the adiabatic expansion and is exploited
to erase the quantum information ∆S0 − h(p).
The above analysis shows that the total heat Q′exp and the work W
′
exp in this strategy are
Q′exp = Q
′
3 +Q
′
4 = Q
′
4, (42)
W ′exp =W
′
3 +W
′
4 =W
′
3, (43)
respectively. It turns out that the heat Q′exp is the same as the heat Q
′
4. Eqs. (41) - (43) demonstrate that
the absorbed heat and the work done for the system in this strategy satisfy the relation Q′exp +W1 =W
′
exp.
This is the same as that of the isothermal expansion discussed in case (A) (Eq. (37)).
However, it is interesting to note that although the quantum information is the same in both strategies,
the results of the work and the heat are different. The heat absorbed and the work done in the QSZE depend
on the cyclic strategies, that are deviated from kBTln2 in the CSZE.
9
Step Three: Removal Process
As mentioned above, the barrier will always end up at the edge of the well when the expansion is
completed. Since the system will not be disturbed by removing the barrier, the work and heat are zero,
Wrem = 0 and Qrem = 0. After the removal the system returns to its initial state. We have analyzed each
step of the whole cycle, and now let’s check out the relations between the total heat absorbed and the total
net work done by the system for each strategy.
For the isothermal case, the total amount of heat Qtot absorbed from the heat bath is
Qtot = Q1 +Q2 +Q3 +Q4 = Qexp = −
∞∑
k=1
P2k−1(L)[E2k(L)− E2k−1(L)] + kBTlnZ(L)
Z(L2 )
. (44)
It shows that Qtot helps to recover the quantum entropy to its maximum value S0 from h(p). In another
word, the quantum information S0−h(p) can help the system absorb heat, Qtot, and eventually the system
returns to the initial state. The insertion work Wins equals to the minus W1, Wins = −W1, such that the
total work Wtot and total heat Qtot can be expressed as
Wtot =Wins +Wexp +Wrem = Qtot = −
∞∑
k=1
P2k−1(L)[E2k(L)− E2k−1(L)] + kBTlnZ(L)
Z(L2 )
. (45)
It suggests that the total absorbed heat is fully transformed into the effective work of the system, which
brings the system into the initial state.
The adiabatic expansion is similar to the isothermal. The total heat Q′tot and total work W
′
tot satisfy
Q′tot =W
′
tot =
∞∑
k=1
3[P2k(L) + P2k−1(L)]Ek(L)− P2k−1(L)[E2k(L)− E2k−1(L)]. (46)
Eqs. (45) and (46) show that the total amount of heat absorbed equals to the total work (net work) for
both of cyclic strategies.
We now summarize the above discussions as follows:
(a) We consider the four physical quantities, internal energy, work, heat and entropy (information) in both
CSZE and QSZE, and compare their physical properties. In the CSZE the internal energy is conserved
during the whole cycle, while in the QSZE the internal energy is changed in the insertion process and
in both the isothermal and adiabatic expansion processes. The CSZE only does work in the expansion
process during the entire cycle, while in the QSZE work is done in both insertion and expansion processes.
In the whole cycle of the CSZE the system only absorbs heat in the expansion process, while in the QSZE
it is not that case. In the strategy with the isothermal expansion the heat exchange between the system
and the bath occurs twice: After the insertion contacting with the bath and the expansion process, and
in the strategy with the adiabatic expansion it occurs only after the expansion contacting the bath.
The total absorbed heat is fully exploited to erase the quantum information, while in the CSZE the
absorbed heat is only used to erase the classical information. This paper classifies the entropy into the
classical entropy and the quantum information entropy. They have different origins. The former reflects
the distribution of the particle’s position and is the same as that in the classical system. The later is
determined by the probability distribution of the energy levels. In the QSZE, they play entirely different
roles. The classical information seems to behave like a feedback controller and has no contribution to
extracting heat from the bath, while the quantum information acquired during the insertion determines
the amount of heat absorbed and work done for the system in a cycle.
(b) The information itself cannot be converted into energy but it could be exploited to extract work or heat
[28] and, in the QSZE, the quantum information determines the amount of heat absorbed and work done
by the system.
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(c) Since the insertion and measurement lead to the quantum entropy decrease, the heat must be required,
in subsequent processes, to compensate the quantum entropy change and brings the system to the initial
state. This is consistent with the spirit of Landauer’s information erasing principle [4]. In the original
ideal CSEZ the insertion does not need work such that the whole process results in extracting the energy
kBTln2 from the bath or the entropy decrease kBln2. On the contrary, the net effect in the QSEZ is
that the system absorbs heat from the bath, obtains work in the insertion process, and does work to
the outside during the expanding process. It is noted that the work obtained in the insertion process is
not the same as that lost in the expansion process. Therefore, although the system returns to the initial
state after a cycle, the outside world will not return to its initial state. It turns out that the second law
of thermodynamics is not violated in the QSZE.
4. Discussions of two limits
Now let’s focus on the two limits L→∞ and T →∞.
Case (A) L→∞:
The partition function Z(L) in the limit L→∞ is
Z(L) =
∞∑
k=1
exp(−ξk2), (47)
where ξ = 1kBT
pi2h¯2
2mL2 > 0. When L→∞, the parameter ξ goes to zero and the sum in the above expression
can be replaced by an integral
Z(L) =
∫ ∞
1
exp(−ξx2)dx ≈
√
pi
2
ξ−
1
2 =
L√
h2/2pimkBT
, (48)
such that
lim
L→∞
Wexp = lim
L→∞
kBTln
Z(L)
Z(L2 )
= kBTln2. (49)
Based on Eqs. (B.5) and (B.10) in Appendix B, we obtain
lim
L→∞
W1 = 0, (50)
lim
L→∞
W1
U0
= 0. (51)
The two expressions suggest that the work in the insertion goes to zero when L → ∞, and it hardly has
influence on the system’s internal energy. According to Eq. (B.11), we have limL→∞
W1
Wexp
= 0, meaning that
W1 is much smaller than Wexp and can be ignored in the total work. We therefore obtain
Wtot =Wins +Wexp +Wrem = kBTln
Z(L)
Z(L2 )
≈ kBTln2. (52)
Eq. (C.8) in Appendix C shows that when L → ∞, the quantum information S0 − h(p) acquired in the
insertion will reduce to the classical information kBln2. From Eq. (16) the total information change in the
insertion will become zero. From above discussions we now arrived at the conclusion: When L→ ∞, none
of interested four physical quantities changes in the insertion process. It turns out that the QSZE reduces
to the CSZE completely.
Case (B) T →∞:
Based on the definition ξ = 1kBT
pi2h¯2
2mL2 , we can show that limT→∞ ξ = limL→∞ ξ = 0. Then in high-
temperature limit, the partition function Z(L) is the same as Eq. (48). We also have limT→∞Wexp =
11
kBTln2 which is the same as that in the L → ∞ case. Although the inserting work W1 is divergent [29],
Eqs. (B.13, B.14) in Appendix B tell us that when T → ∞, the internal energy is hardly changed in the
insertion because the work by the external agent is much less than the internal energy, such that
Wtot =Wins +Wexp +Wrem ≈ kBTlnZ(L)
Z(L2 )
= kBTln2. (53)
Eq. (C.8) in Appendix C shows that the quantum information S0 − h(p) acquired in the insertion will also
reduce to the classical information kBln2 and the total information change in the insertion becomes zero.
From the above discussions it is clear that the QSZE will reduce to the CSZE in L → ∞ and T → ∞
limits, that is just the result what we expected.
5. Conclusions
To summarize, we gave the detailed analysis and discussions on the QSZE of a single particle confined
to a one-dimensional infinite square well with fully quantum consideration. We for the first time considered
the energy level shifts in the insertion, and investigated its effect on physical quantities, such as heat, work,
internal energy, and entropy. We found that only the quantum information contributes to the absorbed heat,
while the classical information acts like a feedback controller and has no direct effect on the heat absorbed
from bath. We also demonstrated that the work done by the system is different from Wtot = kBTln2. It is
noted that unlike in the CSZE the external agent in the QSZE has to do some work in the insertion process,
and the one does the work in the insertion process is not the same one to which the system does the work in
the expansion process. Although the system returns to the initial states after one cycle, the outside world
will not return to its initial state. The second law of thermodynamics therefore is not violated in the QSZE.
In the limits of L → ∞ or T → ∞, the quantum Szilard engine (QSZE) reduces to the classical Szilard
engine (CSZE), and the relation Wtot = kBTln2 holds again. Significantly, it is the first demonstration
of the different effects between quantum information and classical information for extracting heat from the
bath in the QSZE, which provides further understanding of the relationships among heat, information and
work from quantum-mechanical perspective.
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Appendix A. Derivation of the rule of energy level redistribution in the limit of the height
of the barrier tending to infinity
We use ψ(x) instead of |E(x)〉 to denote the wave function of the system for simplicity. For a single
particle of mass m in a potential field described by Eq. (6), ψ(x) = 0, in the x < 0 and L < x regions.
When 0 < x < L, ψ(x) satisfies Schro¨dinger equation
− h¯
2
2m
d2ψ(x)
dx2
+ λδ(x − L
2
)ψ(x) = Eψ(x), (A.1)
and the boundary conditions are
ψ(0) = 0, ψ(L) = 0, ψ(
L+
2
) = ψ(
L−
2
), (A.2)
12
ψ′(
L+
2
)− ψ′(L
−
2
) =
2mλ
h¯2
ψ(
L
2
). (A.3)
The general solution of Eq. (A.1) is


ψ1(x) = A sin(kx+ ϕ1), 0 < x <
L
2
ψ2(x) = B sin(kx+ ϕ2),
L
2
< x < L
, (A.4)
where k =
√
2mE
h¯2
. Eq. (A.4) represents the eigenfunctions of the system. We will check that, for the
stationary wave functions ψn(x) =
√
2
L sin
npix
L , n = 1, 2, 3 · · · , when the integer n is even n = 2, 4, 6, · · · ,
the wave function ψn(
L
2 ) = 0 holds, and all the boundary conditions are satisfied. The solutions of Eq.
(A.1) with even n are
ψn(x) =
√
2
L
sin
npix
L
, n = 2, 4, 6 · · · . (A.5)
For the other solutions, we substitute Eq. (A.4) into Eq. (A.3) and have ϕ1 = 0, ϕ2 = −kL, and B = −A.
Eq. (A.4) can be expressed as


ψ1(x) = A sin kx, 0 < x <
L
2
ψ2(x) = A sin k(L− x), L
2
< x < L
. (A.6)
Substitute Eq. (A.6) into Eq. (A.3), one obtains
−ξ cot ξ = mL
2h¯2
λ, (A.7)
where ξ = kL2 . Eq. (A.7) indicates that the function y = −ξ cot ξ ≥ 0 is a periodic and monotone increasing
function in a period of pi2 . For the arbitrary ith period, the function becomes y = −ξi cot ξi = mL2h¯2λ, where
ξi =
kiL
2 =
L
2
√
2mE′
i
h¯2
, the variable ξi satisfies the relation (i − 12 )pi < ξi < ipi, and the corresponding
value of the function y varies from zero to infinity, namely, the parameter λ changes from zero to infinity
continuously. We therefore obtain
(2i− 1)2pi2h¯2
2mL2
< E′i <
(2i)
2
pi2h¯2
2mL2
. (A.8)
Eq. (A.8) can be also expressed as E2i−1 < E′i < E2i which is equivalent to the inequality (i− 12 )pi < ξi < ipi.
The two sides of the inequality correspond to λ → 0 and λ → ∞ respectively. From Eq. (A.5) and Eq.
(A.8), we conclude that the even levels E2i don’t shift and the odd levels E2i−1 shift upwards to E2i when
λ goes to infinity.
Appendix B. The work done by the external agent W1 in two limit cases
Case (A): L→∞.
According to Eq. (15), W1 can be written as
W1 =
∑∞
k=1 P2k−1(L)[E2k(L)− E2k−1(L)]∑∞
k=1 Pk
=
∑∞
k=1 exp[−ξ(2k − 1)2](4k − 1)ξ
β
∑∞
k=1 exp(−ξk2)
, (B.1)
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where
∑∞
n=1 Pn(L) = 1, Pn(L) =
e−βEn
Z(L) , Z(L) =
∑∞
n=1 e
−βEn is the partition function and ξ = 1kBT
pi2h¯2
2mL2 >
0. In view of the following relations:∫ ∞
1
e−ξx
2
xdx <
∞∑
k=1
e−ξk
2
k <
∫ ∞
0
e−ξx
2
xdx, (B.2)
and
0 <
∫ 1
0
e−ξx
2
dx <
∫ 1
0
dx = 1, (B.3)
we have
W1 <
1
β
4
∫∞
0
ξe−ξx
2
xdx∫∞
1
e−ξx2dx
=ξ
1
β
4
∫∞
0
e−ξx
2
xdx∫∞
0 e
−ξx2dx− ∫ 10 e−ξx2dx
<ξ
1
β
4
∫∞
0
e−ξx
2
xdx∫∞
0 e
−ξx2dx− ∫ 10 dx
=
1
β
2
√
pi
2 ξ
−1
2 − 1
,
(B.4)
where β = 1kBT is a constant.
lim
L→∞
W1 = lim
ξ→0
W1 = lim
ξ→0
1
β
2
√
pi
2 ξ
−1
2 − 1
= 0. (B.5)
In the derivation of Eq. (B.4) we have used the following formula [30]
I(n, a) =
∫ ∞
0
e−ax
2
xndx, (B.6)
where a > 0, n is an integer and I(0, a) =
√
pi
2 a
− 1
2 , I(1, a) = 12a
−1. By using the same formula as Eq. (B.6)
and the following relations:∫ ∞
1
e−ξx
2
x2dx <
∞∑
k=1
e−ξk
2
k2 <
∫ ∞
0
e−ξx
2
x2dx, (B.7)
and
0 <
∫ 1
0
e−ξx
2
x2dx <
∫ 1
0
x2dx =
1
3
, (B.8)
we have
W1
U0
=
∑∞
k=1 P2k−1(L)[E2k(L)− E2k−1(L)]∑∞
k=1 PkEk(L)
=
∑∞
k=1 exp[−ξ(2k − 1)2](4k − 1)∑∞
k=1 exp(−ξk2)k2
<
4
∫∞
0
e−ξx
2
xdx∫∞
1 e
−ξx2x2dx
=
4
∫∞
0
e−ξx
2
xdx∫∞
0 e
−ξx2x2dx− ∫ 10 e−ξx2x2dx
=
2
√
pi
4 ξ
− 1
2 − 13ξ
.
(B.9)
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Thus the limit is
lim
L→∞
W1
U0
= lim
ξ→0
W1
U0
= 0. (B.10)
From Eqs. (B.5) and (49) we have
lim
L→∞
W1
Wexp
= 0. (B.11)
Case (B): T →∞.
Since the limit
lim
T→∞
ξ = lim
L→∞
ξ = 0 (B.12)
holds, for T →∞, similarly one can obtain the same results as those in the Case (A), i.e.,
lim
T→∞
W1
U0
= lim
ξ→0
W1
U0
= 0, (B.13)
and
lim
T→∞
W1
Wexp
= lim
ξ→0
W1
Wexp
= 0. (B.14)
Appendix C. The entropy change S0 − h(p) in two limit cases
Here we consider S0−h(p) in the two limits T →∞ and L→∞. From the Eqs. (5,10,19), ∆ ≡ S0−h(p)kB
can be expressed as
∆ =− Tr(ρ0lnρ0) + Tr(ρ(L)lnρ(L))
=−
∞∑
k=1
PklnPk +
∞∑
k=1
(P2k−1 + P2k)ln(P2k−1 + P2k)]
=−
∞∑
k=1
(P2klnP2k + P2k−1lnP2k−1) +
∞∑
k=1
(P2k−1 + P2k)ln(P2k−1 + P2k)
=
∞∑
k=1
P2kln(1 +
P2k−1
P2k
) +
∞∑
k=1
P2k−1ln(1 +
P2k
P2k−1
)
=
∑∞
k=1 e
−ξ(2k)2ln[1 + eξ(4k−1)] +
∑∞
k=1 e
−ξ(2k−1)2ln[1 + e−ξ(4k−1)]∑∞
k=1 e
−ξk2 ,
(C.1)
where ξ = 1kBT
pi2h¯2
2mL2 > 0, and the above expression satisfies
∑∞
k=1 e
−ξk2ln[1 + e−ξ(2k+1)]∑∞
k=1 e
−ξk2 < ∆ <
∑∞
k=1 e
−ξk2ln[1 + e(−1)
kξ(2k−1)]∑∞
k=1 e
−ξk2 . (C.2)
For simplicity, let yL and yR represent the left side and right side of above inequality. The left side is
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yL =
∑∞
k=1 e
−ξk2ln[1 + e−ξ(2k+1)]∑∞
k=1 e
−ξk2
>
∑∞
k=1 e
−ξk2ln[2e−ξ(2k+1)]∑∞
k=1 e
−ξk2
=
∑∞
k=1 e
−ξk2ln2−∑∞k=1 e−ξk2ξ(2k + 1)∑∞
k=1 e
−ξk2
=ln2− 2
∑∞
k=1 e
−ξk2ξk +
∑∞
k=1 e
−ξk2ξ∑∞
k=1 e
−ξk2
>ln2− 2
∫∞
0
e−ξx
2
ξxdx +
∫∞
0
e−ξx
2
ξdx∫∞
0 e
−ξx2dx− ∫ 10 dx
=ln2−
√
pi
2 ξ
1
2 + 1
√
pi
2 ξ
−1
2 − 1
,
(C.3)
and the limit satisfies
lim
ξ→0
yL > lim
ξ→0
[ln2−
√
pi
2 ξ
1
2 + 1
√
pi
2 ξ
−1
2 − 1
] = ln2. (C.4)
For the right side in Eq. (C.2), we have
yR =
∑∞
k=1 e
−ξk2ln[1 + e(−1)
kξ(2k−1)]∑∞
k=1 e
−ξk2
<
∑∞
k=1 e
−ξk2ln(2eξ(2k−1))∑∞
k=1 e
−ξk2
<
∑∞
k=1 e
−ξk2ln2 + 2
∑∞
k=1 e
−ξk2ξk∑∞
k=1 e
−ξk2
=ln2 +
2
∑∞
k=1 e
−ξk2ξk∑∞
k=1 e
−ξk2
<ln2 +
2
∫∞
0
e−ξx
2
ξxdx∫∞
0 e
−ξx2dx− ∫ 10 dx
=ln2 +
1
√
pi
2 ξ
−1
2 − 1
.
(C.5)
Take the limit ξ → 0 in Eq. (C.5), we have
lim
ξ→0
yR < lim
ξ→0
[ln2 +
1
√
pi
2 ξ
−1
2 − 1
] = ln2. (C.6)
From Eqs. (C4, C6), one obtains
lim
ξ→0
∆ = ln2. (C.7)
According to limT→∞ ξ = limL→∞ ξ = 0 and ∆ =
S0−h(p)
kB
, we obtain
lim
L→∞
[S0 − h(p)] = lim
T→∞
[S0 − h(p)] = lim
ξ→0
kB∆ = kBln2. (C.8)
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