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CHAPTER 1 
INTRODUCTION AND BASIC FACTS 
During the past decade very powerful methods have been discovered 
which have led to a wealth of new results in the theory of empirical pro-
cesses. Many of these results concern the empirical process in a non-
standard setting. One such modern and very fruitful approach is based on 
the concept of a Vapnik-Cervonenkis indexing class. Without giving com-
plete references, we mention Vapnik & Cervonenkis (1971), Dudley (1978, 
1984), Alexander (1982, 1984b), Devroye (1982), Gaenssler (1983) and 
Pollard (1984). Another powerful approach, applicable for independent 
identically distributed (iid) random variables (rv's), i.e. real valued 
random elements, is the method of strong and weak approximations. This 
approach is followed in Koml6s, Major & Tusnady (1975a), Cs6rgo & Revesz 
(1981), Cs6rgo, Cs6rgo, Horvath & Mason (1986) and Mason & van Zwet (1985). 
Simultaneously various authors developed the theory of empirical processes 
along the classical lines, i.e. they used in contrast to the approximation 
methodology a "direct approach", based on simple indexing sets. In this 
connection we cite Csaki (1977), Shorack & Wellner (1978, 1982, 1986), 
Wellner (1978), Stute (1982, 1984), Mason, Shorack & Wellner (1983) and 
Ruymgaart & Wellner (1984) . For a review of the literature the reader is 
also referred to the survey paper by Gaenssler & Stute (1979). 
This monograph deals exclusively with the classical approach to the 
study of weighted empirical processes based on iid random vectors. As 
indexing sets we either use quadrants (points) or rectangles with sides 
parallel to the coordinate axes. A number of optimal results is obtained, 
concerning weak convergence and strong limit theorems. The theory 
developed here is more or less self-contained and uses only a limited 
number of known results. 
In order to be more explicit let us specify our setup and introduce 
2 
some notation. Throughout {x.}~ 1 will denote a sequence of iid random ]. i= 
vectors defined on a probability space (D, F, P) taking values in the unit 
square Id, with I= [0,1], d E :N. (We will adopt two dimensional termi-
nology like "square" and "rectangle" although the dimension d E lN is 
arbitrary but fixed.) The common, but arbitrary, distribution function 
(df) of the random vectors is denoted by F. We assume for convenience that 
the Xi take their values in the open unit square (0,l)d, so that in parti-
cular {t E Id : F(t) > O} c (0,l]d. If we need to display the coordinates 
of t E JR.d we write t = <t1 , ... ,td> <tj> and if tj = E; for all 1 ::_ j ::_ d 
we simply write <E;>. For s,t E lRd we define s < t to mean that s. < t J - j 
for all 1 ::_ j ::_ d; s < t means that sj < tj for all 1 < j < d and <sj A tj> 
is denoted by s A t. 
As indexing sets we will either use quadrants of the form 
[o,t1] x ••• x [0,td], t <tj> E Id, which are identified with the points 
t, or closed rectangles of the form [s 1 ,t1] x ••• x [sd,td], s = <sj> < t 
<t.>, s,t E Id, denoted by R(s,t) or simply R. The class of all these J 
closed rectangles is denoted by R. Occasionally, we will also use the class 
d R of all half-open rectangles (s 1 ,t1 ] x ••• x (sd,td], s < t, s,t (I , as 
an indexing class. Without confusion the rectangles in this class will also 
be denoted by R(s,t) or R. 
The errrpirical distribution function at stage n E :N , the usual esti-
mator of F for sample size n, is defined by 
( 1.1) F (t) 
n 
.! # {1 < i < n 
n 
In order to keep our notation simple we use F and Fn to denote both the df 
and the corresponding probability measure; in the latter case we use{•} 
instead of (·),e.g. we write 
(1.2) F{R} 
n 
#{l<i<n Xi ( R}, RE R (or R). 
The rrrultivariate errrpirical process, indexed by points, is now defined by 
( 1. 3) 
and the rrrultivariate errrpirical process, indexed by rectangles, by 
(1.4) n!(F {R} - F{R}), RE R. 
n 
3 
We will also use the notation in (1.4) for R E R. Note that UF(•) is tied 
d down at the lower boundary Ld = {t E I : t 1 
n 
A ... At.= O} of Id and at 
J 
its upper vertex <1>, meaning that UF(t) = 0 if t 
n 
E Ld or t = <1>. This 
property follows from the fact that both Fn and F are 0 on Ld and 1 at <1>. 
<l> 
• ~ L1~ • d=2 F1(t)=217 
n=1 F1{R}=ll7 
• 
t • 
• • 
We now present four fundamental results for UF. The first three results 
n 
concern the central limit theorem, the last the law of the iterated loga-
rithm. These results will be presented for an arbitrary df F on Id, rather 
than for a continuous one as is usually the case in the literature. For 
d E JN let Dd be the generalization to dimension d of the well-known space 
(d) D D[0,1] and let Ad be the a-algebra on Dd , generated by J 1 , the 
generalization to dimension d of Skorohod's J 1-topology on D. There exists 
a metric on Dd which generates J~d) and makes Dd a separable and complete 
metric space. For a description of this space and metric see Neuhaus (1971). 
Finally let p denote the supremum metric on Dd defined by 
( 1. 5) 
FACT 1.1.A. (See e.g. Neuhaus (1971).) 
(1.6) 
where + denotes weak convergence and uF is a Gaussian process with w 
(1. 7) F(s A t) - F(s)F(t), d s,t E I . 
4 
Like the uF , the 
n 
Ld = {t E Id : t 1 
limiting process uF is tied down at the lower boundary 
A .•• A td = O} of Id and at its upper vertex <1>. 
is continuous, the sample paths of uF are continuous as Furthermore, if F 
weU. 
FACT 1.1.B. (Skorohod (1956).) There exists a triangular array of row in-
(n) (n) • h dependent random vectors x1 , ••• ,x , n E JN, w-it common df F and a 
• ~F n F Gauss-ian process u , equal in law to u , all defined on the same proba-
bility space, such that 
(1.8) + 
a.s. 
o as n + 00 , 
h NE'u • h · · l b d (n) (n) were n -is t e emp-ir-ica process ase on x1 , ... ,xn . 
FACT 1.1.c. For an Ad-measurable functional h 
P(h is p-continuous at UF) = 1 we have 
(1.9) 
FACT 1.2. (Kiefer (1961) .) 
D -+ JR with d 
limsup sup JuF(t) I I (loglog n)! < 2-! 
n+oo tEid n 
( 1.10) a.s. 
If there exists a t E Id with F(t) = !, then "<" may be replaced by "=" 
Fact 1.1.A can be found in the literature for continuous df F, so 
that Fact 1.1.B follows for continuous F by the well-known Skorohod con-
struction. To extend the latter result to arbitrary F we make use of the 
existence of a continuous df C =CF on Id such that F(t) = C(<F.(t.)>), 
J J 
t E Id. This function is called the copula or dependence function; see 
e.g. Moore & Spruill (1975). It is easily seen that we may present un,F 
in the following way: 
( 1.11) 
(In the above the Fj are the marginals of F.) A little reflection now 
yields (1.8) for arbitrary Fon Id. Hence we also have (1.6) for arbitrary 
F. It is also possible to give a more direct proof of Fact 1.1.A for 
arbitrary F with the aid of CF , again, by generalizing the proof of 
Theorem 16.4 in Billingsley (1968) to dimension d. Finally note that 
5 
Fact 1.1.c does not follow from the so called "continuous mapping theorem", 
since only continuity w.r.t. the supremum metric p is assumed. However, 
this fact follows immediately from Fact 1.1.B, because (1.8) is formulated 
in terms of p. 
In this monograph we will be mainly concerned with weighted versions 
of the empirical processes. For this purpose let us define the class of 
weight functions Q* by 
(1.12) {q [0,1) + [O,co) q continuous and non-decreasing, 
q > o on (0, 1]}. 
Now for q,q E Q* the weighted multivariate empirical process, indexed by 
points, is defined by 
(1.13) 
q (F(t) )q (1-F (t)) 
and similarly the weighted multivariate empirical process, indexed by 
rectangles, by 
( 1.14) RE R. 
q(F{R}) q ( 1-F{R}) 
0 
(In this and other definitions we make the convention that 0/0 = O, cr/O = co, 
for cr > 0, and cr/O -co, for a < 0.) The most interesting weight functions 
turn out to be those q E Q* with q(O) = O, since UF is tied down almost 
n 
6 
surely, where F is 0 or 1. Notice that the weight function q = 1, which 
* yields the unweighted empirical process, is also an element of Q . 
We conclude this introductory chapter by giving a brief summary of 
the contents of this monograph. In Chapter 2, section 1, we will derive a 
probability inequality for the local behaviour of the empirical process 
for arbitrary df F. In Chapter 2, section 2, this inequality becomes a 
fundamental tool to derive global probability inequalities for weighted 
empirical processes under the assumption that the underlying distribution 
is uniform, i.e. 
(1.15) F(t) I tf I t E I d, 
where [t[ = IT~=ltj denotes the Lebesgue measure of R(<O>,t). This uni-
formity assumption will be maintained throughout Chapters 3-5. When this 
assumption holds, we will drop the superscript F from the notation, e.g. 
we write u instead of UF; u is called the uniform empirical process and n n n 
U the tied down Brownian sheet. 
In Chapter 3 we investigate the weak convergence of the weighted 
uniform empirical processes, indexed by points and rectangles respectively, 
for all possible weight functions. In Chapter 4 strong limit theorems for 
suprema of the absolute values of the weighted uniform empirical processes, 
mostly indexed by points, are obtained for weight functions of the form 
q(•) = (•)a, a E [0,1]. These suprema are taken over various types of 
regions. Chapter 5 is concerned with results for two types of oscillation 
moduli of the unweighted uniform empirical process. More specifically in 
section 1 the order of magnitude of the moments of these oscillation moduli 
is obtained and in section 2 a complete picture of the almost sure 
behaviour of one of these moduli is given. 
Finally in Chapter 6 we consider some generalizations and potential 
applications. In particular we present some results for -U v O and for 
n U~ with smooth F. It should be emphasized that again the basic inequality 
in Chapter 2 is the fundamental tool for the aforementioned results. Among 
the fields of possible applications we mention extreme value theory, 
U-statistics, general spacings and density and regression function esti-
mation. 
Each of the Chapters 2-5 and sections 1 and 2 of Chapter 6 will be 
concluded by a discussion of the results, including the relevant references. 
CHAPTER 2 
PROBABILITY INEQUALITIES 
In this chapter we collect the most important probability inequalities 
that we need for the proofs of our main results. In section 1 we first 
establish two versions of an inequality for partial sums of independent 
rv's indexed by elements of lNa. With the aid of this inequality we ob-
tain our basic inequality, concerning the fluctuation of the empirical 
process on a fixed arbitrary rectangle R E R. Typically in most appli-
cations this rectangle is small. In section 2 this basic inequality is 
used to establish sharp inequalities for the exceedance probability of the 
supremum of the weighted uniform empirical process along with two important 
maximal inequalities. These maximal inequalities are needed to obtain the 
almost sure results in Chapter 4. 
1. Basic probability inequalities 
Let d E JN and fix v E Na. For t E Nd with t ::_ v let i;t be an rv 
with mean 0 and variance a! < 00 and assume that these rv's are independent. 
For arbitrary s,u E lNd with s < u < v define partial sums by 
(2 .1) 
and write a 
INEQUALITY 
(2.2) 
s L: i;t u t<u 
2 Var s 
v 
2.1. For all 
P{max S 
u 
u<v 
, s L: i;t s,u 
s<t<u 
L: 2 at. t<v 
f. E :n:l. we 'have 
8 
v 
• • • • • • • 
• • • • • • • 
• • • • • • • d=2 u 
t 
• • • • • • • v=<7,6> 
s 
• • • • • • • 
• • • • • • • <l> 
PROOF. Let A = {max S > A} and B 
-- u<v u -
We first prove that 
(2.3) PA< 2PB. 
d d Let c = {k E JN k < JI. lv.} I D = { t E N : t. < v., vl . d} and g c -+ D 
- J= J J - J 2.J2 
a fixed bijective function with the property: k < l implies 
(g(k))d 2 (g(l)Jd. Write gCkl <(g(k)J 1, ••• ,(g(k))d-l'vd>, Ek={Sg(k) .:_A} 
c c E and~= EkEk_ 1 ... E1 (k C).Note that the ~·s are pairwise disjoint and 
that A = UkEC Ak. 
Now we have by the Chebyshev inequality and the independence of Ak 
and {sg~(k) - s > -~} that g(k) -
(2.4) PAk 2 2PAkP(SgCk) - Sg(k) .:_ -&) 
= 2P(Ak n {sgCk) - sg(k) .:.. -&}) 2 2P~B. 
Hence 
(2.5) PA= L P~ 2 2L P~B = 2PAB 2 2PB, 
kEC kEC 
which proves (2.3). It is now easily seen that the proof of Inequality 2.1 
can be completed by an induction argument. 
D 
9 
INEQUALITY 2. 2. For aU A E lR We have 
(2.6) P(max 
s<u<v 
S >A) < 22dP(S >A - 2d~). 
s,u - v -
PROOF. From the ~t' t E Nd, we derive a collection of rv's indexed by 
elements of :n-f d , which has the properties needed for application of 
Inequality 2 .1. To distinguish the elements of N2d and Nd we denote the 
elements of N2d by s, t etc. We consider t < w 
Fort with tj + td+j vj+l, Vl<j<d , we define 
~t = 0 otherwise. Now it is easily seen that 
= <v1, ••• ,vd,v1, •.• ,vd>. 
~- = ~ - - - . 
t <t1,t2, ••• ,td>' 
S = s 1 >' which combined with an application s,u <u1 , ••• ,ud,v1+1-s 1 , •.• ,vd+ -sd 
of Inequality 2.1 (with d replaced by 2d) yields 
(2. 7) P(max 
s<u<v 
S > A) < P(max s- > A) 
s,u - - u<w u -
0 
Now we return to the empirical process as defined in (1.3) and (1.4). 
The next inequality is a useful relation between UF and the process z 
n n 
defined by 
(2.8) Z (t) = n-!(N (t) - nF(t)), t E Id, 
n n 
where N 
n 
is a Poisson process on Id with EN (t) = nF(t) for all t E Id. In 
n 
the proof we shall use the 
F 
fact that conditional on Nn(<l>) = n the pro-
cesses Un and Zn are equal in law. 
INEQUALITY 2 • 3. For any R E R with F{ R} ~ !, a U :>. E :R and either ahoiae 
of sign we have 
(2.9) P(sup ± ~{s} ~ :>.) ~ 2P(sup 
SC:::R n SC:::R 
where s E R. 
± Z {S} ~A), 
n 
F PROOF. Let A1 = {supsc:::R ± un{s} ?._ :>.} and A2 = {supsc:::R ± 
that N {R} and N {RC} and independent. It follows that 
n n 
z {S} > :>.}. Notice 
n -
10 
(2 .10) 
n 
r 
k=O 
n 
r 
k=O 
P(A2 n {N {R} n 
(P(N {Re} = 
n 
n-k) 
P(N (<1>) = n) 
n 
k} n {N {Re} 
n 
n-k}J I P(N (<1>) 
n 
n) 
I P(N (<1>) n)) P(A2 n {N {R} k}) n n 
because P(Z =kl < P(Z = [T]) if Z is a Poisson(T) rv ([T] =largest 
integer 5._ T). An application of Stirling's formula completes the proof. 
CJ 
Note that the restriction F{R} 5._ 1 is used only at the end of the 
proof. It is easy to see that the number 1 in the statement of Inequality 
2.3 may be replaced by any number a < 1, provided only that we change the 
number 2 in (2.9) into a number depending on a. We will, however, only 
need this inequality for rectangles R with F{R} 5._ !. 
INEQUALITY 2.4. For any RE R, all >. E JR and either choice of sign we have 
(2 .11) P(sup ± z {S} >A) 5... 22dP(± z {R} >A - 2dl2F{R}), SCR n - n 
where s E R. 
PROOF. For k E N let Pk c R be the partition of R consisting of 2kd 
rectangles of equal Lebesgue measure with the property that the length of 
-k the i-th side of an element of Pk is 2 times the length of the i-th side 
of R. Observe now that the collection {± Zn{P}}PEP can be seen as a 
collection rv's {;t} (with the obvious indexati~n) to which Inequality t<v 
2.2 may be applied with o2 = F{R}. 
We also have 
(2 .12) 
* 
* lim sup 
k+«> 
± z {s} 
n 
sup ± z {s} 
SCR n 
a.s., 
where sup denotes the supremum over all S c R, S E R, such that S is a 
11 
union of elements of Pk. Combination of the observation just above (2.12) 
and (2.12) itself yields for all A E it 
(2 .13) P(sup ± z {s} >A)::.. 22dP(± z {R} >A - 2dv'2'FfR1). 
sc:::R. n n 
Since (2.13) holds for all A E lR (2.11) easily follows. 
c 
The proof of the aforementioned basic inequality requires sharp bounds 
for the tail probabilities of a Poissc:n rv. For this purpose we define 
~ : [-1,oo) + [O,oo) by 
(2.14) { ~(A) 
~ (0) 
-1 
A 
2A - 2 l log(1+cr)dcr 
0 
1; ~(-1) 2. 
0 2 3 
-2 2A {(l+A)log(l+A)-A}, A E (-1,0)U(0, 00 ); 
4 5 6 
This function has the following properties, see also Shorack & Wellner 
(1982, p. 641): 
~ is deaPeasing and aontinuous, 
(2.15) 
~(A).::_ 1/(l+A/3) A E [O,oo), 
(•)~(•) is inaPeasing. 
Let T > O, then we have for a Poisson (T) rv z and either choice of sign 
(2.16) 
12 
(For the minus part of (2.16) we also assume A < T because of the definition 
of l/J.) These bounds follow easily from computing the moment generating 
function and applying the Markov inequality. 
INEQUALITY 2.5: basic inequality. Let RE R with 0 < F{R} 2- l· Then we 
have for any £ E (0,1) 
(2.17) 
2 F + -(1-£)A P(sup un{s} ~A) < c exp( 2F{R} 
SCR 
A l/J (-l--)) I 
n F{R} 
A ~ O, 
(2.18) P(sup - UF{S} 
n 
~ J,) < c -(1-£)A 2 exp( 2F{R} l/J (-(~-£) ">)' 0 2_ A 2_ nlF{R}, 
SCR n F{R} 
P(sup luF{s}I > A) -(1-£)A2 l/J >, >, < c exp( 2F{R} (-!--)), ~ 0, 
SCR n n F{R} 
(2.19) 
where s E Rand c+, c , c E (0,oo) onZy depend on d and £. 
PROOF. Let us first consider (2.17) and (2.18). Combination of Inequality 
2.3, Inequality 2.4 and (2.16) immediately yields for A~ 4d12F{R}/£ and 
either choice of sign 
(2 .20) 
(Again for the minus part we also assume A 2_ n1F{R}.) For the other values 
of A for which we need to prove (2.17) and (2.18) we can, of course, bound 
the probabilities by 1. From this remark and (2.20) we immediately obtain 
the bounds given in (2.17) and (2.18). Finally, observe that (2.19) follows 
from (2.17) and (2.18). 
2. Probability inequalities for weighted uniform empirical processes 
For the remainder of this chapter until the end of Chapter 5 we 
restrict ourselves to the uniform empirical process. Later on (e.g. in 
Chapter 3) it will become clear why some restriction w.r.t. the df has to 
be made. On the other hand, in Chapter 6 we will see in quite a few cases 
that the restriction to the uniform distribution is too severe, i.e. that 
D 
we can prove the corresponding results in these cases for other df's as well. 
13 
* We introduce here a subclass of Q, see (1.12), defined by 
(2 .21) Q * {q E Q (·)-!q(·) non-increasing on (0,1]}. 
Next, we will use Inequality 2.5 to derive two essential inequalities for 
the weighted empirical process under the restriction that q E Q with q = 1. 
In Chapter 3 it will turn out that this is not a real restriction for our 
purposes, i.e. there we derive all the results for weight functions q,q E Q* 
For the proof of the first inequality we need a special countably in-
finite partition of (0,l]d, that becomes arbitrarily fine near the lower 
boundary of the support of F which is equal to Ld, the lower boundary of 
Id. For a fixed 6 E (0,1) this partition is the collection of rectangles 
(2.22) P(e) <k ( j ) > ( ]Nd }. 
b 
R(a,b) 
a 
For any R(a,b) E P(8) we have the useful property 
d 
(2.23) 
:L k(j) 
e j=l 
d 
:L (k(j)-1) 
e j=l 
y E (0,1); 
d=2 
P(~) 
3 
note that y is independent of the particular rectangle in the partition. 
For any 0 < a < S < let us introduce 
(2 .24) P(8;a,S) {R(a,b) E P(8) Jb[ ~a, [al < S}, 
14 
consisting of all rectangles having a non-empty intersection with the set 
{t E Id : a < ltl .::_ 8}. The inclusions 
(2 .25) {a .::_ It I .::_ 8} c U R c {ya .::_ It I .::_ 8/y} 
REP(6 ;a,8) 
are immediate. 
INEQUALITY 2.6. Let q E Q. Then we have for any E E (0,1) and 
0 <a.:'._ 8 .:'._ !(1-E) 
(2.26) P(su~ lu (tll/q(ltll 2:_ A) 
a.::_I tl.:J3 n 
8/(1-E) (log(l/o))d-1 (-(1-E)A2q2(o) (Aqla)))dcr, < C J 0 exp 20 ~ , >. 2:_ 0, (1-E)a n a 
where c C(d,E) E (O,oo). 
PROOF. Let 6 E (0,1). It follows from the monotonicity of q and from 
Inequality 2.5 that 
(2 .27) P(sup lun(tll/q(ltll 2'._A) 
a<ltl <8 
< P(max sup lun(tll/q(lall 2'._A) 
- R(a,b)EP(6;a,8) tER(a,b) 
< L: P (sup I Un (t) I 2:_ t.q (I a I)) 
R(a,b)EP(6;a,8) tER(a,b) 
< C"'" (-(1-E)t.2q 2 (1all (t.q(lal))) . 
.._ exp 2 lbl ~ 1 
R(a,b)EP(6;a,8) n lbl 
In view of (2.23) and because q E Q we may bound the first factor in the 
exponent in the right side of inequality (2.27) from below by 
(2 .28) 
2 2 2 2 (1-E)A q (lal) > y(l-E)A q (ltl) 2 I b I _ 2 It I , for t E R (a, b) • 
Using again q E Q and the monotonicity of q and~' the second factor in the 
exponent in (2.27) may be bounded from below by 
(2 .29) ' 1' (~~) _> '1' <"q1a)), -" ( b) E P(6 °) 'I' t 'I' , J or R a, ; a,µ . 
n lbl n a 
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When we use, writing ldtl for integration with respect to Lebesgue measure, 
(2. 30) (1-6)-dlbl- 1 f ldtl < (1-6)-d f 1/ltl ldtl 
R(a,b) R(a,b) 
at the transition from summation to integration we find by combining (2.25), 
(2.27) - (2.29) that 
(2. 31) P(sup iu (tll I q(ltll ~>.) 
a_s..Jtl_::J3 n 
2 2 
C(l 6 ) -d f 1 (-y(l-e)>. q Cltll '''(~q~a))) ldtl . 
.::._ - TtT exp 2ltl o/ ~ 
{ya<ltl<8/y} n a 
The right side of this expression can be bounded from above, using the 
change of variables o = s 1 =It!, s 2 = t 2 , ... , sd = td, by 
8/y d-1 2 2 
C(l-6)-d f (log(!/o)) exp(-y(l-~~A q (o) iji(~qia)))do. 
ya n a 
(2. 32) 
Choosing 6 = (1-e)l/d and relabeling (1-£) 2 by 1-£ and then 
C(d, 1-v'f=£J • (1-/l=E:)-d by C(d,£) we obtain as an upper bound for (2.32) 
the expression in (2.26). 
a 
Our next inequality is the analogue of Inequality 2.6 for weighted 
empirical processes indexed by rectangles (see (1.14)). To accomplish this 
we will use an interesting and useful point representation for closed 
rectangles. Define the sequence {x }00 of iid rv's in I 2d by i i=l 
(2 .33) -x. 
l. <1 - xil' ... , 1-xid' xil' ... , xid>, i E: llil. 
The common df of the X. will be denoted by F and the empirical df by Fn 
d l. 
Fors E: I defines'= <1> - s = <1-s.>. Observe that F(<s',t>) = lt-sl 
d d J 
II. 1 Ct.-s.) for s,t E: I with s < t and F = 0 elsewhere. Let U (<s,t>) J= J J - n 
F d 2d - -Un(<s,t>), s,t E: I , be the empirical process on I based on x 1 , ... ,Xn. 
It is now easy to see that we have the following point representation for 
the uniform empirical process indexed by rectangles 
(2. 34) U (<SI 1 t>) 
n 
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Observe that a similar point representation is used in the proof of 
Inequality 2.2. 
<0,1> <l> 
.. ------.,..-----------. 
I 
I 
I : ,,,/" 
I /" 
I,/ 
,.....r 
,; I -
.;""' I __ ....-..-
,; --1"" 
.,.?-..- I 
--;,? I 
---- / I I 
...- .- I -----~ <l,O> 
s R t <0> 1 L ______________________________________ J 
d=I 2d=2 
Now we need a covering of I 2d,{F = O}, which will play a similar role 
as the partition in (2.22). This covering consists of a countably infinite 
number of rectangles R ( R and becomesarbitrarily fine near the lower 
d boundary {<s,t> : s,t E I , <sj+tj> .:_ <1>, 3l.::_j.::_dsj+tj = 1} of the support 
of F. (For instance, when d = 1 this boundary is the line segment joining 
<0,1> and <1,0>.) The covering can be written as a product of a covering 
of the subset A= {<x,y> E I 2 : x+y > 1} of I 2 . Hence we have specified the 
covering completely if we define it on A. 
For a fixed 8 E ( i, 1) and i E JN let us first consider the set 
A { E 2 8i 8i-l} · · 1 h f · d i = , <x,y> I : < x+y-1.::_ . It is easi y seen t at we can in a 
finite covering P.' (8) of A. with squares RE R with the following 
l. l. 
properties: 
(2. 35) 
(2.36) 
(2. 37) 
U R c {<x,y> E I 2 
REP. I (8) 
l. 
i+2 i-2 8 < x+y-1 .::_ 8 } , 
each point of I 2 is contained in at most 2 rectangles of P.' (8), 
l. 
for each R(<x1 ,x2>, <y 1 ,y2>l E 
n-1 2 (yl-xl) (y2-x2) = ((1-8)8 ) 
P . ' ( 8 J we have 
l. 
The covering of A is now defined by 
(2 .38) P' (8J u 
n=l 
P. I (8); 
l. 
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from (2.35) and (2.36) it is clear that is has the property 
(2.39) eaah point of A is aontained in at most 8 reatangtes of P1 (6). 
Finally we obtain the covering P(6) of I 2d' {F = O} by taking the 
Cartesian product of d times P1 (6), where the coordinates s. and t. of 
J - J 
<s,t> E 12d are taken pairwise together to form 12 , ~ j <d. P(6) has 
the following properties: 
(2.40) 
(2 .41) 
(2.42) 
for any R(a,b) E P(6) holds F(a) > e4d y E (0,1), 
F(bl 
eaah point of 12d ' {F 
of P(6l, 
d O} is aontained in at most 8 reatangtes 
1 < (6(1-6))-2d J (F(<s,t>)l-2 id<s,t>I for RE P(6), <s,t> E I 2d. 
R 
Property (2.40) follows from (2.35), (2.41) is immediate from (2.39) and 
(2.42) from (2.37). Similar to P(6;a,S) in (2.24) we define for any 
0 < a ~ a < 1 
(2.43) P(e;a,S> {R(a,b) E P(6) F(bl .::_a, F(al < S} 
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and notice as in (2.25) 
(2 .44) {a 2 F(<s,t>) 2 S} c U R c {ya < F(<s,t>) < S/y}. 
REP(El;a,S) 
INEQUALITY 2.7. Let q E Q. Then we have for any EE (0,1) and 
0 <a 2 S 2 t(l-E) 
(2 .45) P (sup I u n { R} I I q ( I R I ) ~ A) 
RER:a<IRl<S 
P(sup lu (<s,t>) l/q(F(<s,t>ll ~ ;\J 
- n 
a2F(<s,t>).::Jl 
where IRI denotes the Lebesgue measure of Rand c C(d,E) E (0,oo). 
PROOF. The equality is immediate from (2.34), so we only have to prove the 
inequality. Let 8 E (t,1). The same reasoning as in the proof of Inequality 
2.6 yields 
(2. 46) P(sup lu (<s,t>J l/q(F(<s,t>JJ > ;\) 
a2F(<s,t>J2S n 
-
2 2 -
<CL exp(-(1-E)A q (F(a)) ~(;\q(F(a)))); 
R(a,bJEP(El;a,SJ 2F(b) ntF(b) 
note that a,b E I 2d We also have 
(2 .47) 
2 2 - - 2 2 -
_(1-E) A q (F (a) ) > ~y~(_l-_E_)~A~q~(_F~(_<s~, t>~>~> .f.' 
, Jor <s,t> E R(a,b), 
2F(b) 2F(<s,t>J 
(2 .48) ~(:\q~F(a))) ~ ~(:\q~al), for R(a,b) E P(El;a,SJ. 
n F(b) n a 
Using (2.42) at the transition from summation to integration we find by 
combining (2.41), (2.44) and (2.46) - (2.48) that 
(2 .49) P(sup lu (<s,t>J l/q(F(<s,t>ll > ;\J 
a_::.F(<s,t>l2S n 
-
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cad 2 
< 2 f CF«s,t>l l -
(6 (1-6)) d {ya~F(<s,t>l~S/Y} 
- 2 2 -
• exp(-y(1-E)A q (F(<s,t>)) ~(Aq(a))) !d<s,t>!. 
2F(<s,t>) n1a 
The change of variables u. = t.+s.-1 and v. t.-s. , for 1 ~ j ~ d, yields 
J J J J J J 
as an upper bound for the right side of (2.49) an expression like (2.31). 
Then by applying a second change of variables similar to the one below 
(2.31) we obtain as an upper bound for the right side of (2.49) 
(2.50) Cad S/y (log 1/cr)d-l y-(1 E)'
2q2 (cr) Aq(a) f - (- - I\ "' (--)) d 2d - 2 exp 2cr ~ ! cr. (6(1-6)) ya a n a 
Now we proceed in a way as we did at the end of the proof of Inequality 2.6 
to obtain the expression in (2.45). 
For some purposes it is convenient to define for v € [O,!): 
(2 .51) U (t) = n v (F (t) - It I) , t E Id. 
n,v n 
Note that the processes u 1 and U are identical; depending on the con-
n,:r n 
text we will use one or the other of these notations. 
INEQUALITY 2.a. Let v € [O,!). Then we "have for any E € (0,1) and 
0 <a~ B ~ !C1-E) 
(2.52) P(sup !u (tll/ltl 1-v~A) 
a~!tl~ n,v 
where c C(d,E) € (O,w). 
A~ O, 
The proof is very much the same as the proof of Inequality 2.6 and will 
be omitted. The next inequality is the analogue for rectangles of 
Inequality 2.a. Its proof will not be given either, since it follows the 
lines of the proof of Inequality 2.7. 
c 
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INEQUALITY 2.9. Let v E [O,t]. Then we have for any£ E (0,1) and 
0 < (l 2. s 2. t (1-£) 
S/(1-£) (log(l/cr))d-l 2 1-2v -v <CJ 2 exp(-!(1-£)A (ncr) ~(A(na) ))dcr, 
(1-£)a a 
A > 0 I 
where C C(d,£) E (0,oo). 
Finally we present two maximal inequalities which, when later com-
bined with Inequality 2.8 or 2.9, will yield optimal almost sure results. 
For their proofs we need the following generalization of the "Lemma for 
events" in Loeve (1977, p. 258): 
LEMMA 2.1. Let I be a well-ordered (i.e. totally ordered and every subset 
has a smallest element) countable indexing set and for every m E I let Am 
and Bm be events in some probability space. If for every m E I, 
A n (nk Ac) and B are independent, then m <m k m 
inf PB •PU A <PU (A n B ). 
mEI m mEI m - mEI m m 
PROOF. The proof is very much the same as the proof in Loeve (1977). Hence 
c it suffices to mention that umEI Am= umEI (Am n mk<mAk)) I which holds since 
I is a well-ordered set. a 
INEQUALITY 2.10. Let v E [O,t], 0 < (l 2- s 2- 1, £ E (0,1) and write 
nk = [(1+£/12)k], k E JN. Then we have for aZZ k E JN and for A> (2/£)v 
(2 .53) P(max sup ju (t) l!ltl l-v ~A) N2.I t 12.a n, v nk<n2_nk+l" µ 
<2P(sup ju (tll/ltl 1-v> (1-£)A). 
a2ltl.::f3 nk+l'v -
PROOF. Let {r. : i E N} be an ordering of {t E Id a < jtl 2_ S} n qid and l. 
write 
(2.54) s (t) 
n 
n(F (t)-jtj), t E Id. 
n 
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Since u E Dd we have that the first expression in (2.53), with "~).." 
n,v 
replaced by ">).." (observe that this may be done without loss of generality, 
cf. the proof of Inequality 2.4), is less than or equal to 
P(sup Js (r.lJ/Jr.J 1-v > >..(nk+l)l-v). 
n l. l. 
nk <n.:s_~+l ;iElN 
(2.55) 
For nk < n .::_ nk+ 1 and i E lN set 
(2.56) 
and 
(2.57) 
A . 
n,i 
B . 
n,i 
Js (r. l J { n i > >..(n. +l)l-v} 
Jr. J 1-v K 
l. 
I I I 11-v 1-v { s (r.) - s (r.) < r. >.. (nk+l) • !e:}. 
nk+l l. n l. - l. 
An application of Lemma 2.1 with the lexicographical ordering on 
{<n,i> : nk < n .::_ nk+l , i E JN} yields 
(2.58) inf PB . • the probability in (2.55) 
nk <n.:s_~+l ;iElN n,i 
< p u 
nk <n.:s_~+l ;iElN 
(A . n B .) 
n,i n,i 
.:s_P(sup Js (r.ll!lr.1 1-v 
iElN nk+l i i 
It is easily seen that 
(2.59) P(sup Is (r.lJ/Jr. Jl-v > (1-!E)A.(n +l)l-v) 
iE::N ~+1 i i - k 
< P(sup Ju (tl[/JtJ 1-v > (1-E)A.). 
- a.:s_JtJ.::_13 nk+l'v -
Hence we need only prove that PBn,i ~ 1 for all nk < n .::_nk+l and all 
i E ::N. By elementary considerations it can be shown that for < a < 2 
(2.60) 
where B(n,p) is a binomial rv with parameters n E JN and p E [0,1]. 
Applying the Markov inequality with a = 1/(1-v) yields by the choice of ).. 
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(2 .61) PBC . < 
n,i 
It should be noted that Inequality 2.10 and its proof remain valid, 
mutatis mutandis, for any underlying df F. Hence, choosing in particular 
F = F, we have in view of (2.34) 
INEQUALITY 2.11. Let v E [O,!], 0 <a::. s::. 1, EE (0,1) and write 
nk = [ (l+E/12)k], k E JN. Then we have for au k E lN and for ,\ > (2/E) v 
< 2P(sup iu {R}//IRil-v > (1-E),\). 
RER;a.:5_/Rl.::J3 nk+l'v 
3. Discussion and bibliography 
D 
Two papers by Ruymgaart & Wellner (1982, 1984) lay the foundation for 
this monograph and in particular for this chapter. In those papers 
Inequality 2.3, weaker versions of Inequalities 2.5 and 2.6 and the point 
representation for rectangles in (2.34) are established. 
Inequality 2.1 with a different proof is contained in Klesov (1983); 
it generalizes an inequality in Kolmogorov (1929) w.r.t. the dimension. 
Inequality 2.2 appears to be new. Related inequalities can be found in 
Kiefer (1961, p. 651), Wichura (1969), Orey & Pruitt (1973, p. 142) and 
Paranjape & Park (1973). Apart from the usefulness of Inequalities 2.1 and 
2.2 for this chapter, these inequalities might have a broader applicability. 
It is easy to see that Inequality 2.3 is true for functionals other than 
the supremum. Another version of this inequality can be found in Pyke & 
Shorack (1968); see also Donsker (1952). The proof of Inequality 2.4 is 
essentially contained in Orey & Pruitt (1973, p. 142). 
Inequality 2.5, which is the final result of section 1, is an 
improvement of Theorem 1.4 in Stute (1984). It can also be compared to 
Theorem 3.1 in Alexander (1982) and Theorem 2.3 in Alexander (1984a) where 
the empirical process is assumed to be indexed by Vapnik-Cervonenkis 
classes. It is a pleasant, though natural,consequence of our approach 
that the plus and minus parts can be kept separated. Hence also a sharp 
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bound for the minus part can be obtained; cf. the discussion above 
Inequality 1.2 in Shorack & Wellner (1982). Inequality 2.5 remains true 
for rectangles S and R that are both open or both closed. A proof follows 
by a slight modification of the proof of Inequality 2.4. 
Most often, Inequality 2.5 will be applied to 
P(sup lu!csll ~A), 
s<t 
which is a special case of the left side of (2.19), when Rand Sare chosen 
to be the quadrants R(<O>,t) and R(<O>,s). It is interesting to note that 
this version of Inequality 2.5 for quadrants could have been proved direct-
ly from Inequality 2.1, without the intervention of Inequality 2.2. An 
alternative proof of Inequality 2.5 for closed rectangles S and R can be 
obtained by combining Inequality 2.5 for quadrants with the point 
representation for rectangles in (2.34). 
Inequalities 2.6 and 2.7 are generalizations w.r.t. the dimension of 
Inequalities 1.1 and 1.2 in Shorack & Wellner (1982). Inequality 2.6 can 
also be compared to Lemma 2.5 in Stute (1982) and to Theorem 2.1 in 
Alexander (1984b). The choice of the partition used in the proof on 
Inequality 2.6 is motivated by O'Reilly (1974), and the point 
representation in (2.34) by Kiefer & Wolfowitz (1958). Inequality 2.7 is 
a sharp version of Inequality 3.1 in Einmahl, Ruymgaart & Wellner (1984). 
Note that the exponent of cr in the integrand in (2.26) is equal to 1, 
whereas this exponent is equal to 2 in (2.45). This suggests that it might 
be difficult to derive a result like Inequality 2.6 with no restriction on 
the underlying df. Inequality 2.8, along with a proof, is contained in 
Einmahl (1984a). Inequality 2.10 is a generalization of Lemma 3(ii) in 
Shorack (1980); cf. also Lemma 2.3 in James (1975) and the proof of 
Lemma 7.2 in Alexander (1984b). Lemma 7.1 in the latter paper can be com-
pared to our Lemma 2.1. 
CHAPTER 3 
CRITERIA FOR WEAK CONVERGENCE OF THE 
WEIGHTED MULTIVARIATE UNIFORM EMPIRICAL PROCESS 
In this chapter we derive necessary and sufficient conditions on the 
weight functions q E Q* for weak convergence of the weighted multivariate 
uniform empirical process, indexed either by points (section 1) or 
rectangles (section 2). To avoid some inessential problems (i.a. measura-
bility problems) we actually consider the convergence in probability to 
zero of the suprema of the weighted differences of U and U, where U and 
n n U are obtained from the Skorohod construction, presented in Fact 1.1.B. 
Without confusion, we shall henceforth drop the symbol from the notation. 
* All our results are stated for weight functions in Q , i.e. we will not 
need additional monotonicity conditions on the weight functions. For an 
explanation of the importance of this last remark we refer to section 3. 
1. Indexation by points 
It is the purpose of this section to give necessary and sufficient 
conditions on the weight functions q and q in order that 
(3 .1) 
lu (t)-u(t) I 
n 
supd 
tEI q(itl)q(l-iti) 
* The subclasses of Q that will 
* 
1 
-1 (3.2) ~ {q E Q J a 0 
* 
->- 0 as n->-
P 
appear in our theorems are 
2 
exp(-Aq (cr)/cr)dcr < 00 for all A > O}, 
q(cr) (3.3) Qk {q E Q (a (log(l/cr) )k) 1 
->- oo as a + o} , k E JN • 
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* THEOREM 3. 1 • Let d E llT and q E Q • Then we have 
(3.4) sup ju (t)-U(t) j/q(jtj) + Oas n + 00 , 
tEid n P 
if and onZy if q E Qd-l. 
PROOF. The theorem is well-known ford 1; see O'Reilly (1974). Hence we 
assume d > 2. The notation 
(3.5) g (cr) q(crl a > O d-1 1 , , (a (log ( 1/cr)) ) 
will be used in both parts of the proof. 
(<=)Suppose that q E Qd_ 1 . Following Shorack & Wellner (1982, p. 649) 
we may and will assume without loss of generality that 
(3.6) g(•_) < (log(l/(•lll(d-ll/2 and g.; on (0,1] (henae q E QJ. 
For any 0 < 6 2_ i we have 
5 
(3.7) supd ju (t)-U(t) j/q(jtj) < L Ynk, 
tEI n k=l 
2 1 d-1 -1 
where, with an= q (n)' Sn= (d-1) !(n(log n) ) and y E (0, 00), the rv's 
Ynk are given by 
(3.8) Ynl sup ju (tlj/q(jtjJ, 
02_jtj2_Sn/y n 
(3. 9) Yn2 sup ju (tJj/q(jtjJ, 
Sn/y2_j t j2_an n 
(3.10) Yn3 sup ju (t) j /q ( j t j), 
an2_j t j 2_6 n 
(3 .11) Yn4 sup ju <tl j /q < j t j i , 
oj tj2_o 
(3.12) y = 
n5 sup ju (t)-U(t) j/q(o). tEid n 
It will be shown that for any £ > 0 and each k 
y = y(£), 6 = 6(£) and N = N(£) ( lN such that 
(3.13) P(Ynk ~ £) 2_ £for n > N. 
1, ..• ,5 there exist 
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d=2 
n=4 
To show (3.13) fork= 1 let Jxj 1(n) = min{jx1(nlj, ... ,Jx(n)i}. Note that 
·n n 
P( Jxl 1(n) < S /y) + 1 - exp(-1/y), as n°+ 00 , since -logJ x 1(n)I is a gamma rv 
:n - n -1 d-1 -x 
with density fd(x) = ((d-1)!) x e l(O oo) (x). Hence we have 
(~ , lim P(jxj 1 < S /y) < E for y sufficiently large. Under the condition n+oo :n - n 
supO<jtJ<S /y Fn(t) = 0, which is fulfilled with probability_:::_ 1-E for n 
- -n 
sufficiently large by the remark just made, it is easy to see that 
(3.14) Yn1 2_n1 sup Jtj/q(jtj) 
02_Jtl.::J3n/y 
< nl (f3 /y) l{g<S /y) (log n) 1 (d-1) }-1 
- n n 
< E. 
Hence it follows that for n sufficiently large 
(3.15) 
We have from (3.6) that for any y 1 E (0,oo) 
(3 .16) 
N1 Cy 1J. Hence, applying Inequality 2.6 with q(•) ( •) l and 
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£=!and using the second expression in (2.15), we see that there exist 
c 1 , ... ,c4 E (0,oo) such that the last expression in (3.16) is bounded from 
above by 
(3.17) d 2 d-1 ! d-1 c 1 (log n) exp (-c2y 1 (log n) ljJ (c 3y 1 y (log n) ) ) 
provided y 1 and n are chosen sufficiently large. 
Inequality 2.6 (with a = an' S = o and £ = !) may be directly applied 
to (3.13) with k = 3. The integral in the resulting upper bound decreases 
to 0 as n + oo and then o + 0, since q ( Qd-l implies that 
(3.18) 11 
>. 2() J ~exp(- q 0 )do < 00 for aZZ >. > O; 
0 0 ° 
see Shor a ck & Wellner ( 1982 , ( 1 . 9) , ( 1 . 15) and ( 1 . 26) ) . 
According to Orey & Pruitt (1973, Theorem 2.2) the function >.q is 
point upper class for u, for all >. > 0. This yields 
supO<ltl<o iu(t) l/q(ltll +a.s. 0 as o + 0, which entails (3.13) fork 4. 
The validity of (3.13) fork= 5 is immediate from (1.8). 
(*) Let Sn be as before. We obviously have 
(3 .19) supd I U (t)-U(t) I /q( I tl) 
tEI n 
>sup ju (t)-U(t)j/q(jtj) 
-o.::_ltl.2J3n n 
Y. 
. I I (n) -1 From the remark below (3.13) it follows that P( X l:n ~Sn) + 1-e > 3/5. 
Hence with probability larger than 3/5 we have sup0~1tl.2J3n Fn(t) > n-l for 
all large n, which in turn implies 
(3.20) Y > {n1 (n- 1-s ) - sup iu(t) I }/q(S ) = z. 
- n O< I tl <S n 
- -n 
Now by applying Theorem 2.2 in Orey & Pruitt (1973) with, in their notation, 
~(~) (3N loglog ~)!we obtain with probability arbitrarily close to 1 
(for n large enough) 
sup 
O<jtj<S 
- -n 
ju(t) I < S!(3d loglog(l/S ))t < 1/(3nt). 
n n 
28 
Hence we have with probability larger than 1 for all large n 
(3. 21) z > (2n1qCS ll-l > {3((d-1J!J!g<S )}- 1. n - n 
The assumption that sup Ed lu (t)-U(t) l/q(ltll + 0 as n + 00 , t I n p 
jointly with (3.19) - (3.21) implies that g(Snl + oo as n + 00 • But since q 
is non-decreasing it is easily shown that g(cr) + oo as a + O, i.e. that 
q E Qd-1 · IJ 
* THEOREM 3. 2. Let d E JN and q E Q • Then we have 
(3.22) sup lu (t)-U(t) l/q(l-ltll + 0 as n + 00 , 
tErd n P 
if and only if q E ~· 
PROOF. Suppose q E ~· Starting with the equalities 
(3.23) 
we obtain using the union-intersection principle 
(3.24) lu (t)-U(tll < L lu {R.(t)}-U{R.(tJ}I, 
n - iEI n i i 
where the Ri(t) are rectangles of the form (s 1,1] x ... x (sd,1] with 
s. = t. ors. 0 for all 1 .::_ j < d and I is a finite indexing set. This 
J J J 
yields 
I = {1,2,3} 
d 2 
R1 {t) = A u B 
c R2 (t) B u c 
R3 (t) B 
(3.25) sup Ju (t)-U(t) J/qCl-JtJ) 
tEid n 
< :r sup Ju {R.(t)}-U{R.(tl}J/q(l-JtJJ. 
- iE1 tErd n 1 1 
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It turns out to be convenient to split this sum into two parts. Define 
70 as the set of all i E 1 such that R. (t) equals (0,l]j-lx (t. ,1] x (0,l]d-j 
1 J 
for some 1 .::_ j .::_d. Write 71 = I' 70 . For i E 70 we have 
(3.26) sup Ju {R.(t)}-U{R.(tl}J/q(l-JtJl 
tErd n i i 
<sup Ju {R. (t)}-U{R. (tl}J/qCJR. (t) Ji. 
- tEid n i i i 
Application of Theorem 3.1 with d = 1 completes the proof for this part of 
the sum. 
Now let i E 11. Define D(R. (t)) = # {j : R. (t) depends on t.}. Suppose 1 1 J 
D(R. (t)) = l, 2 .::_ l .::_d. By symmetry considerations studying 
1 
(3 .27) sup Ju {R.(t)}-U{R.(tl}J/q(l-JtJl 
tEid n i i 
is equivalent to studying 
supd Ju (t')-U(t'l J/q(l-J<l>-tJJ, 
tEI n 
(3.28) 
where t' is t restricted to Il in the way suggested above. 
Defining s = max 1 . d t. we have 2J2 J 
(3 .29) q(1-J<1>-tl) ~ q(S), 
and for small values of s 
(3 .30) 
because q E Q0 , using an argument similar to Shorack & Wellner (1982, (a) 
on p. 648). Using sf~ Jt•J and l > 2 we have 
(3. 31) 
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Theorem 3.1 implies that 
(3.32) sup l ju (t')-U(t') j/jt•I* + 0 as n + oo 
t'EI n p 
Statement (3.32) when combined with (3.29) - (3.31) yields 
(3 .33) sup ju (t')-U(t') j/q(l-j<l>-tj) + 0 as n + 00 • 
tEid n P 
This completes the if part of the proof. 
The only if part is clear from the only if part in the one 
dimensional case by restricting the supremum e.g. to points of the form 
t = <tl,1, ... ,1>. 
* COROLLARY 3. 1. Let d E lN and q, q E Q • Then we have 
(3.34) 
lu (t)-U(tl I 
n 
sup 
tEid q(ltlJqO-ltll 
+ 0 as n + 00 , p 
if and only if both q E Qd-l and q E ~-
[] 
In Chapter 1, Fact 1.1.C, we saw that h(Un) +w h(U) for a functional 
h D d + lR which is Ad-measurable and for which P (h is p-aontinuous in U) 
1. From Corollary 3.1 we can deduce a much stronger result. Before pre-
~ * senting it we need some notation. Let q,q E Q . Define 
(3.35) {g E Dd g(t) q(jtj )q(l-ltj )f(t) 
d for aZZ t E I and f E Dd} 
and the metric p ~ on qqDd by qq 
(3.36) 
where for g E qqDd, g/qq is defined by 
(3.37) (g/qq) (t) = g(t)/(q(jtl )q(l-jtl)) fort E Id. 
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COROLLARY 3.2. Let d E :N, q E Qd-1' q E Ila and h : Dd + lR a funational 
whiah is Ad-measurable and for whiah P(h is p ,..;-aontinuous in U) = 1, then qq 
PROOF. We will only give a sketch of the proof because it is more or less 
standard. For q E !la-l and q E Ila we have by Corollary 3.1 that 
p ,_.(U ,u) + 0. Now h is Ad-measurable and P(h is p ,_.-aontinuous in U) qq n P qq 
= 1 imply jh(U )-h(U)j + 0 as n + oo. This immediately yields 
n P 
h(U ) + h(U) as n + oo. 
n · w 
2. Indexation by rectangles 
At first sight one would expect that the purpose of this section, 
similarly to section 1, ·is to give necessary and sufficient conditions on 
the weight functions q and q in order that 
I u {R}-U{R} I 
n 
sup 
RER q( IRI )q(l-IRI) 
+ O as n + 00 • p 
It is easily seen, however, by extending an example in Shorack & Wellner 
(1982) to the multivariate case, that 
(3.38) sup ju {R}-U{R}j/q(jRj) = 00 a.s., for all 0 < E: < 1, 
RER;O<jRj.::_e: n 
for any q E Q* with q(O) = O. For this reason jRj has to be bounded away 
from 0 when the weighted empirical process indexed by rectangles is 
studied. 
LEMMA 3. 1. In the setup of this ahapter we have 
(3.39) sup ju {R}-U{R}j + Oas n + 00 • 
RER n a.s. 
c 
PROOF. Since a half-open rectangle R is determined by 2d points t it is 
immediate from Fact 1.1.B that (3.39) holds with R instead of R. Now notice 
that for every rectangle RE Ra sequence of rectangles {R.}~ 1 , with l. l.= 
Ri E R can be found such that U {R. }-U{R.} + U {R}-U{R} as i + 00 • Hence 
n i i a.s. n 
(3.39) easily follows. 
c 
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THEOREM 3.3. Let d E JN, q E Q* and y E (0, 00 ) fixed. Then we have 
(3.40) su12 lu {R}-U{R}l/q(IRI) -+ Oas n-+ 00 , 
RER;ylogn/n2_IRl2_1 n P 
if and only if q E Q1 · 
PROOF. (.,.) Suppose that q E Q1• As in the proof of Theorem 3.1 the 
notation 
(3.41) g(o) q(o) t I 0 > O, 
(olog(l/o)) 
will be used and as in (3.6) we may and will assume without loss of 
generality that 
(3.42) g(o) < (log(l/(•)))t and gi- on (0,1] <hence q E Q>. 
For any 0 < a 2_ i we have 
4 
(3.43) sup lu {R}-U{R}l/q(IRI> <I: znk, 
ylogn/n<IRl<l n k=l 
where with a 
n 
2 1 q (n-) and an = ylog n/n the rv's znk are given by 
(3.44) znl sup lu {R}l/q(IRI>, 
lln2.I Rl2_an 
n 
(3.45) zn2 sup iu {R}l/q(IRI>, 
an2_1Rl2_o n 
(3.46) zn3 sup !u{R}l/q(IRI >, 
02_IRl2_a 
(3.47) z = 
n4 sup lu {R}-u{R}l/q(a). RER n 
It will be shown that for any e > 0 and each k 
a = a (e) and N = N(e) E :N such that 
(3.48) P (Z nk ~ e) < e for n ~ N. 
1,2,3,4 there exist 
For k 1 the left side of (3.48) is bounded from above by 
(3.49) P(sup 
13 <IRl<a 
n- - n 
lu {R}l/IRlt > £g(a) (log(l/a ))i.,) 
n - n n 
< P (sup I Un { R} I I I R I t ~ y 1 (log n) t ) 
13 < IRI <a n- - n 
for y 1 E (0,oo) arbitrary and n ~N1 = N1 (y 1). Now Inequality 2.7 may be 
applied with q(•) = (•)! and£ = t. This yields the existence of 
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c 1 , ... ,c4 E (0, 00 ) such that the last expression of (3.49) is bounded from 
above by 
(3.50) 
provided y 1 and n are chosen sufficiently large. 
To handle zn2 we may again use Inequality 2.7. The integral in the 
resulting upper bound decreases to 0 as n + 00 and then o + 0, since q E Q1 
implies 
(3. 51) Jl (log 1/o)d-l (-Aq2 (o))d exp 0 o< 00 ,foraZZA>0,dEN, 
0 o2 
which can be seen by a slight modification of the proof of Proposition 3.1 
in Shorack & Wellner (1982). 
Using Theorem 2.1 in Orey and Pruitt (1973) we may treat zn3 in the 
same way as Yn4 in the preceding section. We also have similarity between 
zn4 and Yn 5 using (3.39) instead of (1.8). 
(=>) For this half of the proof we refer to csorgo, csorgo, Horvath 
& Mason (1986 , section 4.6) where the proof is given for the quantile 
process and the one dimensional empirical process. Their proof immediately 
carries over to the multivariate empirical process; the generalization of 
the results required in that paper can be found in Chapter 5, section 3, 
of this monograph and in Pyke (1972, p. 340) respectively. 
0 
We note in passing that the analogue for rectangles of Proposition 2.1 
in O'Reilly (1974) can be obtaind using some of the ideas in the proof of 
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* Theorem 3. 3: let d E JN and q E Q . Then we have 
(3.52) lim sup ju{R}j/q(jRI) 
o+o !Rl20 
0 a.s. 
if and only if q E Q1• 
For any y E (0,oo) define un,y, a process indexed by rectangles, by 
(3.53) U {R} 
n,y 
Combining Theorem 3.3 and (3.52) yields 
COROLLARY 3.3. Let d E IN, q E Q* and y E (0, 00 ) fixed. Then We have 
(3.54) sup ju {R}-U{R}j/q(jRj)->- 0 as n->- oo, 
RER n,y p 
if and only if q E Q1• 
* THEOREM 3. 4. Let d E lN and q E Q . Then we have 
(3.55) sup ju {R}-u{R}j/q(l-jRj)->- 0 as n->- 00 , 
RER n p 
if and only if q E ~· 
PROOF. (<=) For the sake of notational simplicity we restrict ourselves 
to the case d 2. Without any difficulty the proof can be extended to 
arbitrary d E:: IN. (See also the proof of Theorem 3.2 .) 
Note that it suffices to give this part of the proof with R replaced 
by R in (3.55); cf. the proof of Lemma 3.1. So let us choose an arbitrary 
R E R and denote its vertices with a 1 , a 2 , a 3 , a4 , starting at the right 
R 
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upper vertex and moving clockwise. Note that Ja 1 J > jRJ and 
Ja2 J, Ja3 I, Ja4 1 .::_ 1-IRI. From the inequality 
4 
(3.56) iu {R}-U{R}j/q(l-JRIJ < :t Ju (a.)-U(a.J l/qO-JRJl 
n - i=l n 1 1 
we see that we only have to deal with supRER Jun(ai)-U(ai) l/q(l-JRll 
for i = 1,2,3,4. Using q(l-IRll .::_ q(l-la1 ll we can apply Theorem 3.2 to 
handle the case i = 1 and with the same technique as used in the proof of 
this theorem we can also treat the cases i = 2,3,4. 
(~) Theorem 3.2 together with the observation that (3.55) implies 
(3.22) yields this part of the proof. 
Combination of Theorems 3.3 and 3.4 and Corollary 3.3 leads to 
COROLLARY 3.4. Let d E JN, q,q E Q* and y E (O,co) fixed. Then the 
following three statements are equivalent: 
(3.57) 
I u {R}-U{R} I 
sup ~=n'--~~~~- + 0 as n + co, 
ylogn/n.::_IRl.::_1 q(IRI )q(l-IRI) p 
I u {R}-U{R} I 
sup n,y + 0 as n + co, 
RER q(IRllq(l-IRIJ p 
(3.58) 
(3.59) q E Q1 and q E ~. 
3. Discussion and bibliography 
a 
Chapter 3, apart from Corollary 3.2, is contained in Einmahl, 
Ruymgaart & Wellner (1984). Our theorems are also contained in Alexander 
(1982, 1984c, 1985), either implicitly or explicitly. It should be noted, 
however, that our approach is quite different from his. 
Theorems 3.1, 3.2 and 3.4 are implicitly contained in Theorem 6.3 in 
Alexander (1982), which is proved, however, under the added assumption 
that 
(3.60) q(•)/(•) is non-increasing. 
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Furthermore our Theorem 3.1 is explicitly given as his Corollary 6.10, but 
again under the additional assumption in (3.60). In Alexander (1984c), the 
aforementioned theorems are also obtained without assuming (3.60). In the 
one dimensional case Theorem 3.1 is established by Chibisov (1964) and 
O'Reilly (1974). For a discussion of Chibisov-O'Reilly weight functions 
and related topics, see Csorgo, Csorg~, Horvath & Mason (1983, section 2). 
Recently a new approximation of the one dimensional uniform empirical 
process has been obtained in Csorg~, Csorgo, Horvath & Mason (1986), which 
among other things yields a nice proof of the Chibisov-O'Reilly theorem. 
In this paper it is also shown that our Corollary 3.2 is not optimal: they 
prove, ford= 1, that 
sup iu (t) l/q*(tJq*(l-t) + sup iu(t) l/q*(tlq*(l-t) 
tEI n w tEI 
with e.g. q*(cr) = (a loglog(l/cr))!, a E [0,1). This q*, however, is not 
an element of ~ , and thus there is no weak convergence of the weighted 
processes themselves. 
Theorem 3.3 is implicitly contained in Corollary 2.6 in Alexander 
(1985), where the if part is proved under the assumption in (3.60) and the 
only if part under the assumption that q E Q. For the if part of this 
theorem, see also Theorem 5.2 in Alexander (1982). Our truncation point 
ylog n/n in Theorem 3.3 is also chosen in Shorack & Wellner (1982, 
Theorem 1.2), where this theorem is proved ford= 1. Their proof of the 
only if part, however, is only correct for q E Q, and hence our theorem 
with d = 1 is an improvement of their theorem. 
The choice of y log n/n as truncation point is not as arbitrary as it 
seems to be at first sight. The reason for this choice is rather technical: 
{ylog n/n}:=l is (roughly speaking) the smallest sequence for which the 
argument of~ in (3.50) does not tend to 00 as n + 00 ; for more details see 
Corollary 2.5 and the discussion above it in Alexander (1985). Finally 
note that in principle a corollary similar to Corollary 3.2 can be inferred 
from Corollary 3.4 by use of the point representation for rectangles. We 
did not present it due to the fact that the point representation of U 
n,y is not an element of D2d which causes some technical problems. 
CHAPTER 4 
STRONG LIMIT THEOREMS FOR SUPREMA OF 
WEIGHTED MULTIVARIATE UNIFORM EMPIRICAL PROCESSES 
This chapter will be devoted to strong limit theorems for suprema of 
the absolute values of weighted multivariate uniform empirical processes 
indexed by points. Here the weight functions q and q in (1.13) will be 
restricted to q ( •) = q ( •) = (•)a., 0 < a. < 1. In section 1 the suprema will 
be taken over the whole unit square, in section 2 over its middle 
(= {t E Id ltl bounded away from 0}) and in section 3 over its tail 
(= {t E Id ltl close to O}). Some refinements of the results can and 
will be given for the one dimensional caze in sections 1 and 3. These 
refinements have no natural generalization to arbitrary dimension since 
they depend on the concept of an order statistic. It turns out that the 
class of rectangles is not a very suitable indexing class for the 
investigations in this chapter. Therefore we only briefly consider this 
indexing class in section 4. 
1. Suprema over the whole unit square: proper standardization is impossible 
We begin this section with a well-known result for order statistics, 
a version of the Borel - Cantelli lemma and an inequality. All these results 
turn out to be extremely useful in this chapter. For d = 1 and any integer 
< k < n let Xk:n denote the k-th order statistic of x 1 ,x2 , ... ,xn. 
FACT 4.1. (Mori (1976); see also Kiefer (1972) and Geffroy (1958/1959).) 
For any fixed positive integer k and sequence of positive constants {bn}:=l 
with b + we have 
n 
(4. 1) L 
n=l 
k-1 k 
n b 
n 
i.o.) 1. 
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Fork 1 statement (4.1) holds true without the condition b +. 
n 
FACT 4.2. (Barndorff-Nielsen (1961).) Let {An}:=l be a sequence of events 
in some probability space. Then E00 2 PA Ac 1 < 00 and lim PA = 0 imply n= n n- n-+«> n 
P(A i.o.) = 0. 
n 
INEQUALITY 4. 1. For every d E JN and integer m with 1 < m < n and O < a < 1 
we have 
(4.2) P(SUJ? nF (t) .'.:.. m) I t!_:::.a n 
where c 1 = c 1 (d), c 2 = c 2 (d) and c 1 ,c2 E [1, 00 ). Of course c 1 (1) and c 2 (1) 
can both be taken equal to 1. 
PROOF. Using the method of proof of Inequality 2.6 we obtain, with P(!;O,a) 
defined by (2.24), 
(4.3) 
< P(sup sup nFn(t) .:._ m) 
- R(a,b)EP(!;O,a) tER(a,b) 
< E P(sup nFn(t) .:._ m) 
R(a,b)EP(!;O,a) tER(a,b) 
< E 
R(a,b)EP(!;O,a) 
P(nF (b) > m) 
n -
< (n) E lblm 
m R(a,b)EP(!;O,a) 
< (n) 2dm2d f d I tlm- 1 1 dt! m I t!_:::.2 a 
2dm2d 
2da 
d-1 m-1 < (n) f (log(l/s)) s ds. m 0 
Elementary analysis shows 
(4.4) d-1 m-1 d m d-1 (log (1/s)) s ds _:::. c (d) (2 a) (1 v log (1/a)) , 
which completes the proof. 
D 
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We are now prepared to state and prove the two theorems of this 
section and some corollaries. The second theorem is a refinement of the 
first one for the case d = 1. We first state the results and afterwards the 
proofs. 
Let us define 
(4. 5) v 
n, v 
Jun,v<t>J 
sup ---"------ , 0 < v .::_ L 
tErd <It! c1-ltl» 1-v 
and for d 1 and fixed positive integer k 
(4 .6) 
lu <ti I 
sup n,v , 0 < v .::_ 1, 
X <t<X (t(l-t))l-v k:n-- n-k+l:n 
with un,v as defined in (2.51). Also let {an}:=l be a sequence of positive 
constants. 
THEOREM 4.1. Let d E JN and 0 < \) .::_ l. 
(I) 
(4. 7) 
(4. 8) 
1-v limsup (na ) V 
n n,v n-+<» 
n+oo 
lim (na )l-vv 
n n ,v 
oo, then 
a.s. 
0 a.s. 
COROLLARY 4.1. There exists no sequence of positive constants {a }00 1 n n= 
such that na + and 
n 
(4.9) 1 1-v limsup (na ) V 
n n,v 
COROLLARY 4.2. 
( 4. 10) 
log V 
limsup n,v 
loglog n (1-v)d 
a.s. 
a.s. 
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COROLLARY 4.3. For all s < 0 
(4.11) 0 a.s. 
THEOREM 4 • 2 • Let d = 1 , k E lN and 0 < v .::_ l. 
(I) 
(4.12) . 1-v (kl limsup (na ) V 
n n,v 
n->-oo 
a.s. 
(II) If "£° n k-1 k < oo and nan+, then a 
n=l n 
(4 .13) lim (na l 1-vv (k) 0 a.s. 
n-roo 
n n,v 
COROLLARY 4.4. 
lo v(kl 
(4 .14) limsup g n,v 1-v loglog n =k a.s. 
n-roo 
PROOF OF THEOREM 4.1. Part I. It is a consequence of Fact 4.1 with k 1 
that La log(l/a )d-l = 00 implies P(lxl 1 < Ea i.o.) = 1 for any E > O, n n :n n 
with lxll:n = min{lx1 1 , ... ,lxnl}; see the remark below (3.13). It can be 
easily seen that 
(4.15) 
;;;._!_ 
2n 
1-v (na ) V 
n n,v 
~() 
d=I 
I 
sup 1Fn(t)-tl;;;.-
te1 2n 
Hence we have 
(4.16) limsup (na ) l-vv > - 1--
n+m n n,v 2E1-v 
a.s. 
Letting E + 0 proves this part of the theorem. 
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Part II. We restrict ourselves without loss of generality to sequences 
00 -2 -1 -1 {an}n=l with n 2 an 2 n • Using an 2n we see that the assumptions of 
part II imply La (log n)d-l < 00 , which in turn in combination with na + 
nd n 
implies nan(log n) + 0 as n + 00 • Define for either choice of sign 
(4.17) 
with b 
n 
(4.18) 
±(F (tJ-ltll 
n 
----
ltl 1-v 
log n/n and let us first show that 
0 a.s. 
It suffices to prove that limsupn~ na!-vv~ < 1 a.s. 
Define the following events: 
(4.19) A 
n 
According to Fact 4.2 we need to prove that L PCn < 00 and lim PAn 
n~ Let y. be the solution of the equation 1,n 
(4.20) 
where 
(4.21) 
f (a) 
n 
f (a) 
n 
i, for i 0,1,2, ••• ,in 
1-v 
na+(a/an) , a E [O,oo). 
[f (b ) l +1 I 
n n 
1-v Note that in= 1+[log n +((log n)/(na )) ] and hence, since 
o. 
n 1-v 
nanlog n + 0 as n + 00 , we have in 2 3((log n)/(nan)) • Moreover, let 
x. = x. yi A b and observe that for large n, f is increasing on 1 1,n ,n n n 
[O , 00), fn-l 2 fn, bn-l ~ bn, xi bn and 1/'(2n)2,::_ xi 2 i l/ (1-v) an. Hence 
we have for large n n 
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(4.22) 
where 
(4.23) 
F (t)-\tl l 
c = { SUJ? _n ____ .'.: --1--v-; 
n O<lt\.::_bn \t\1-v nan 
< _1__ } 
1-v 
(n-l)an-l 
c {:it:O<ltl.::_bn nFn(t) .'.:_fn(\tll; Vt:O<\tl.::_bn(n-l)Fn-l(t) < fn(\t!J} 
i 
n 
i 
n 
c u 
i=l 
B . 
n,1 
B 
i; V ltl (n-l)F l (t) < i-1} 
t:xi-l< .::_xi n-
n,i 
, 
{sup (n-l)Fn-l (t) > i-1 
It\ <x. 
-1 
lxl<x.L n - l. 
We are now going to compute upper bounds for PB . (i = 1,2, ..• ,i) n,1 n 
and hence for PCn. In this computation c 1 ,c 2 , •.. ,c9 are finite numbers only 
depending on d and v. We first consider i = 1. Then we have by Inequality 4.1 
and the remarks above (4.22) for large n 
(4.24) 
For 2 < i .::_ in we have similarly for large n 
(4.25) 
Using the Stirling formula we obtain 
(4.26) 1/ (ml) < (e/m)m 
Combination of (4.25), (4.26) and the remarks above (4.22) yields 
(4.27) < 2.-1 (~6~xi)i-2(log n)2d-2 PBn,i _ c 5nxi1 1 
l+V V 
1-v 2 1-v i-2 2d-2 
.::_ c 5ni an(c6nin an) (log n) 
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Since nan log n + 0 as n + 00 , this last expression is less than or equal to 
(4.28) 
Combining (4.22), (4.24), (4.27) and (4.28) yields for large n 
(4. 29) 
d-1 Now we have, since L an(log n) < oo, that L PC < oo 
n 
For the proof of PAn + 0 as n + 00 , we need 
(4.30) 
Since X, 
J. 
n 
(4.31) 
A . 
n I J. 
b 
n 
we 
i 
A c u 
{sup nF (t) ~ i}. ltl <X, n 
- J. 
have 
n 
A 
n i=l n,i· 
Using Inequality 4.1 we have for 1 < i 2_ in by a similar computation as 
for the B . 
n,1 
(4.32) i-1 d-1 PA . 2_ c ( d, \J) (l) nan (log n) , 
n,1 
which in combination with (4.31) yields for large n 
(4.33) d-1 PAn 2_ 2c(d,\J)nan(log n) +Oas n + oo. 
Our next step is investigating the almost sure behaviour of Vn as 
defined in (4.17). We immediately see that 
which yields that 
(4.34) 1-\} -lim na V 
n n 
n+oo 
0 a.s. 
(na 
n 
1-\} 2\J-1 log n) (log n) , 
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Now consider 
(4.35) * v 
n 
IF (t)-JtJ I 
n 
From Theorem 4.3 in the next section it easily follows that 
(4.36) limsup sup 
n.._ bn<ltl~l 
Ju (t> J 
n,v < (2 (d+l)) t 
v J J 1-v (loglog n) t 
Using nan log n + 0 as n + oo, (4.36) yields that 
(4.37) 1-v * lim na V 
n n n+oo 
0 a.s. 
Combining (4.18), (4.34) and (4.37) yields 
(4.38) 1-v lim na sup 
n.._ n tEid 
JF (t)-JtJ I 
....;;;;n ____ = 0 
JtJ 1-v 
a.s. 
a.s. 
Noting that O < y ~ t implies 1 < (1-y)v-l ~ 2, we see that it remains to 
prove for 0 ~ \! < ! 
(4.39) lim (na )l-v sup 
n+00 n !<JtJ<l 
Ju (t> J n, \! 0 a.s. 
With the same approach as in the proof of Theorem 3.2 we can prove, using 
Inequality 2.6 or a result in Alexander (1982, Corollary 6.2) that "large 
d-d:imensional points" behave as "small (or large) 1-dimensional points", 
i.e. 
(4.40) l: a' < oo and na'+ imply 
n=l n n 
(na') 1-v Ju <t> I lim sup n,v 0 a.s. n tEid (1-J tJ) 1-v n+oo 
We omit the proof of (4.40), because it is straightforward though tedious. 
PROOF OF COROLLARY 4.2. Applying Theorem 4.1 with a = (n(log n)d)-l 
n 
with a = (n(log n)d+E)- 1 , E > O, gives the desired result. n 
and 
a 
a 
45 
PROOF OF THEOREM 4.2. Part I. Since L nk-lak 
n 
oo and a + it follows from 
n 
Fact 4.1 that for every£ > 0 
(4.41) P(Xk:n < £an A k/(2n) i.o.) 1. 
It is easy to see that 
(4.42) 
hence (4.41) implies for every £ > 0 
(4.43) a.s. 
Letting £ + 0 proves this part of the theorem. 
Part II. The proof is similar to the proof of the corresponding part 
of Theorem 4.1. We restrict ourselves without loss of generality to 
00 2 -1 
sequences {a } 1 with a > (n(log n) ) • By the assumptions of part II n n= n -
we also have na (log n)l/k ~ 0 as n ~ oo. Define for either choice of sign 
n 
(4.44) 
± (F (t)-t) 
n l ~up <t<b* Ok:n- - n 
otherwise, 
* < b 
- n 
* with b 
n 
(log n) l/k / n and let us first show that 
(4.45) 1-v + limsup nan Wn < 0 
n~ 
a.s. 
1-v + 
It is sufficient to prove limsupn~ nan Wn < 1 
* According to Fact 4.2 we need to prove L PCn 
where now 
(4.46) * A 
n 
{W+ > _1_} 
n - 1-v 
na 
n 
c * 
n 
a.s. 
< oo and lim 
n~ 
* PA 
n 
o, 
Let f (cr) and y. be the quantities defined in the proof of Theorem 4.1 
n * *i,n * * * 
and set xi xi,n Yi,n A bn and in [fn(bn)] + 1. We can make similar 
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observations as between (4.21) and (4.22), in particular we have 
·* 1/k 1-v in .:s_ 3((log n) I (nan)) for large n. To establish (4.45) we also 
require the following statements, which will be proved for large n: 
(4.47) 
(4.48) 
(4.49) 
1 l-v} c {V * t b*(n-l)F 1 (t) < f (t)}, t:x < < n- n (n-l)an-l k-1,n -n 
.. * l. 
n 
{W+ > - 1--} c U 
n - nal-v i=k 
n 
{W+ < -----
n-1 1-v (n-l)an-l 
{3 * * nF (t) > f (t)}, 
t:xi-l,n<t.:s_xi,n n - n 
* i 
1 n * 
w+ > ~~-} c U {(n-l)F 1 (xi ) ~ i-1; n - nal-v i=k n- ,n 
n 
X < x~ }. 
n - i,n 
We first prove (4.47). Let w E {W+ 1 < ((n-1)a1-v1)-1}. We have to n- n-
distinguish between the cases Xk:n-l > b~ and Xk:n-l .:s_b:. In the first 
case we have (n-l)Fn-l (t) .:s_ k-1 for all 0 < t .:s_b~, which implies that 
(n-l)F 1 (t) < nt + (t/a )l-v for all x.* 1 < t < b*. In the second case n- . n K- ,n - n 
we have (n-l)Fn-l (t) < (n-1)t+(t/an_1>1-v for all Xk:n-l .:s_ t .:s_b~, which 
since nanf implies 
(4. 50) 1-v * (n-l)Fn-l (t) < nt + (t/an) for Xk:n-l < t .:s_ bn. 
Notice that if Xk:n-l < yk-l,n , then (n-l)Fn-l (yk-l,n) ~ k, which contra-
dicts (4.50). Thus if (4.50) holds we must have 
(4.51) 
Now (4.51) implies that 
(4.52) 1-v (n-l)Fn-l (t) < nt + (t/an) for yk-l,n < t < Xk:n-l· 
* Combining (4.50) and (4.52) and replacing yk-l,n by xk-l,n yields 
(4 .53) w E {V * * (n-1)Fn_1 (t) < nt + (t/an)l-v}. t:x <t<b k-1,n - n 
This completes the proof of (4.47). 
Now we will prove 
* 
(4.48). Let w E {W+ > (nal-v)-1}. We must have 
n - n 
Xk:n .::_bn. Since xi~,n b* there exists 1 < i < i* such that n - n 
(4.54) * * ] xk·.n E (x. 1 ,x. • 1- ,n 1,n 
* If (4.54) holds with i < k then nF (xk ) > k, which implies that w is an 
n ,n -
47 
element of the set on the right side of (4.48). If (4.54) holds with i ~ k, 
* * then there must exist a t with yk-l n xk-l,n < Xk:n .::_ t .::_ bn and 
1-v ' 
nFn(t) ~nt+(t/an) , which also implies that w is an element of the set 
on the right side of (4.48). This completes the proof of (4.48). 
* Finally we prove (4.49). Observe that for any k <i.::_ in 
( 4. 55) {V * * (n-l)F (t) < f (t); 3 * * nF (t) >f (t)} 
t:xk-l,n<t_::.bn n-1 n t:xi-l,n<t.::_'\,n n - n 
{3 * nF (t) * i} c * > i; (n-l)F 1 (x. ) < 
t:xi-1,n <t<x. n - n- i,n 
- i,n 
{ (n-l)F 1 (x~ ) * c > i-1; x < x. }. n- i,n - n- i,n 
Now (4.49) follows from (4.47) and (4.48). 
We are now ready to show that L pc* < 00 • Using (4.49) and some of the 
n 
ideas of the proof of Theorem 4.1 we have for large n 
(4.56) * PC 
n 
·* l. 
n 
< nk-lak ~ ekik+l(t)i-k 
n i=k 
ekikv/(1-v)+l(ena iv/(1-v))i-k 
n 
k-1 k 
c(k)n a • 
n 
. k-1 k * Hence we have, since In an < 00 , that L PCn < 00 
Now we show that lim PA* = O. Observe that by (4.48) for large n 
n-+00 n 
* ·* i l. 
n n 
n * i (4 .57) PA* < L P(nF (x~) > i) < L (i) (xi) ' n n l. -i=k i=k 
48 
which by 
c(k)nkak 
n 
the same computation as in (4.56) is less than or equal to 
* for large n. Since limn+oo nan = 0 we have limn-+oo PAn = 0 and hence 
(4.45). 
In the same way as in the proof of Theorem 4.1 it can be shown that 
(4. 58) 
and that 
(4.59) 1-v lim na 
n-+oo n 
hence we have 
(4.60) 1-v lim na 
n 
a.s. 
IF (t)-tl 
n 
sup 
b*<t<l 
n 
sup 
x <t<l k:n 
1-v 
t 
IF (t)-tl 
n 
0 a.s., 
0 a.s. 
Now by symmetry considerations (4.13) almost immediately follows from 
(4.60). 
PROOF OF COROLLARY 4.4. A 1 . Th 4 2 with a = (n(log n)l/k)-l pp ying eorem • n 
1/k+E -1 . and with an= (n(log n) ) , E > 0, gives the desired result. 
2. Suprema over the middle: a law of the iterated logarithm 
In this section let {a }00 1 be a sequence of positive constants n n= 
such that 
(4.61) 
na 
n 
loglog n + c E (O,oo) as n + oo. 
For any a > 0 define 80 by 
(4.62) -1 a and 80 > 1. 
a 
a 
We now state first a useful inequality for the multinomial distribution 
and then the theorem of this section and some (results which are almost) 
corollaries. 
FACT 4.3. (Mallows (1968).) If <N1 , ••. ,Nm>' m E JN, is multinomially 
distrilJUted with parameters n and p 1 , ••• ,pm , where n E JN and p 1 , •.. ,pm 
are non-negative with~ 1 p. = 1, then we have for any A1, ••• ,A i= i m 
m 
P(Nl.::. Al; ..• ;Nm.::. Am) <IT P(Ni.::. Ai). 
i=l 
THEOREM 4.3. Let a E JN, o .::_ v .::_ 1 and c E (0, 00). Then we have 
(4.63) 
lu (tl I 
limsup sup ~~~n~'-v~~~~-
1 I n) vltl 1-v n+oo an.::_ t .::_1 (loglog 
COROLLARY 4 • 5. For every fixed a E ( O , 1 l we have 
(4. 64) limsup sup 
n+oo a <ltl<a 
n- -
lu "<tl i n, v 
COROLLARY 4.6. 
( 4. 65) limsup sup IF (tl/ltl - 11 sc/d-1 a.s .. , 
a <ltl<l n n+oo 
n- -
(4.66) limsup sup F (tl/ltl sc/d a.s. 
n+oo a <ltl<l n 
n- -
Without loss of generality we restrict ourselves in the proofs of 
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a.s. 
00 -1 
Theorem 4.3 and its corollaries to sequences {a } 1 with a = en loglog n. n n= n 
PROOF OF THEOREM 4.3. The case v = 1 is due to Alexander (1984b, Corollary 3.5). 
So assume 0 .::_ v < 1. (The fact that we do not give a proof for v = 1 is not 
imposed by the limitations of our approach. The case v = 1, however, behaves 
somewhat differently with regard to the other values of v, so that in some 
parts of the proof we should have to distinguish between the cases v = ! and 
O<v<!.) 
We first consider the upper bound. We split the interval [a ,1] in 
-1 -1 n 
three subintervals: [a ,n log n], [n log n,!] and [!,1] and prove first, 
n 
with A= cv(Sc/d-1), 
50 
(4.67) limsup sup 
n+00 a < I t I <n - l log n 
n- -
iu cti I n, v 
vl 11-v (loglog n) t 
< A a.s. 
By the Borel-Cantelli lemma and Inequality 2.10 it suffices to show that 
for every small positive £ we have L PDk < "'• where 
(4.68) D = {sup · -1 
k an ~I tl2_nk log n,. k+l r. 
I u cti I 
nk+l'v 
ltl 1-\} 
-2 \} 
> (l+c) (1-£) A(loqlog nk) } 
and nk = [ (1+£/12)k]. (Note that when \J = O, Inequality 2.10 is not applicable 
for A 2_ 1; a slightly modified version of the inequality, however, does the 
work in this case.) 
We now use Inequality 2.8, which yields 
(4.69) 
-1 ( (1-£)nk) log nk d-1 
J (log(l/cr)) dcr 
PDk ~ C (1-£)a a 
nk+l 
2 -2 2 1-2\J 
-2 -\} exp(-1 (1+£) (1-£) A c loglog nk \jJ ( (1+£) (1-£) Ac ) ) . 
d d d-1 l d-l-1 Using a T = (cr-T) Ll=O a T we see that for large k 
(4.70) 
-1 ( (1-£)nk) log~ d-1 J (log(l/cr)) 
(1-£)a 
nk+l 
a 
dcr 
1 nk 1 d (l-£)nk d d- { (log ( + ) ) - (log ( 1 ) ) } (1-£)cloglog n og nk k+l 
From the fourth property of \jJ in (2.15) and from (4.62) combined with (2.14) 
it follows that the exponential in (4.69) is less than or equal to 
(4.71) exp(-(1+£)d loglog nk). 
Combining (4.69) - (4.71) yields as an upper bound for PDk 
(4. 72) 
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provided k is sufficiently large. Recalling the definition of nk it is easy 
to see that (4.72) is summable ink. This completes the proof of (4.67). 
A similar but somewhat easier proof can be given for 
(4.73) 
lu (t) I 
lim sup ~~-n~,v~~~~~ 
n-roo -1 I I (loglog nlvltl 1-v 
n logn2_ t 2_t 
0 a.s. 
Using Fact 1.2 we also have 
(4.74) 
I u (t) I 
lim sup ~~n_,_,v~~~~~ 
n-+oo t2_ltl2_1 (loglog nlvltl 1-v 
0 a.s. 
Combining (4.67), (4.73) and (4.74) completes the upper bound part of the 
proof. 
We now consider the lower bound. It suffices to prove that 
(4.75) limsup sup 
n-+oo It I =a 
n 
nF (t) 
n > ci3 
loglog n - c/d a.s. 
Let£ be a small positive number and define o = 1-(1-£)l/( 2d). We now need 
the partition P(8) defined in (2.22) with 8 
there exists l l E lN with 
n 
(4.76) l -1 8 = en loglog n. 
This implies l = (1+0(1)) (log(1/o))-1log n 
c 1 = c 1 (£) E (O,oo). Define 
(4. 77) R 
n 
{R(a,b) E P(8 ) 
n 
For any R(a,b) E R we have 
n 
a }. 
n 
8 = (l+O(l))o such that 
n 
(1+0(1))c 1log n, where 
(4.78) IR(a,b) I (l+o (1)) (1-£) 1a . 
n 
Using Fact 4.3 it is easy to see that we have for A > O 
(4. 79) P(sup 
ltl=a 
n 
Fn (t) ~A) > P(max F {R(a,b)} ~A) 
- R(a,b)ER n 
n 
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1 - P(max 
R(a,b)ER 
n 
F {R(a,b)} < ;\) 
n 
> 1 - JI 
R(a,bJER 
n 
(1 - P(F {R(a,b)} > A)) 
n -
1 - (1 - P(F {R} .:_;\))#Rn, 
n 
where R is an arbitrary element of R • A combinatorial argument shows 
n 
(4.80) #R 
n 
( R+d-1\ d-1 } ((1+o(1~~~1log.n+d-1) = (1+o(1))c2(log n)d-1, 
where c 2 = c 2 (d,E) E (O,oo). 
Define F for m > n by 
n,m 
(4.81) (m-n)F mF - nF 
n,m m n 
and let {n.}~_ 1 be a subsequence of the natural numbers such that J J- 1 . 
n = (1+0(1)) (1/(1-(1-E) ))J. Arrived at this stage we can proceed as in j 
Lemma 1, Lemma 2 and the "inner class" proof of Theorem 3 in Kiefer (1972), 
where (4.75) is proved ford= 1. With some minor modifications we obtain 
for RE Rn. and;\ = (1-E)cSc/d loglog n. 
J J 
(4.82) P((n.-n. 1JF {R} > ;\) J J- nj-l'nj -
.-(1+0(1))(1-E)d 
J 
Combining this with (4.79) and (4.80) yields 
(4. 83) P(sup 
ltl=a 
n. 
J 
J. - ( 1 +o (1 l ) (1-E) d } (1 +o ( 1 l ) c 3 j > 1 - {1 -
.- (1-dE) ( 1+0 (1)) 
C3J ' 
d-1 
where c 3 = c 3 (d,E) E (0, 00 ). Again like in Kiefer (1972) an application of 
the Borel-Cantelli lemma completes the proof of (4.75). 
D 
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PROOF OF COROLLARY 4.5. For 0 < v < ! this corollary can easily be derived 
from Theorem 4.3 using Fact 1.2 and (4.75); for v =!the result is in 
Alexander (1984b). It is also easy to derive Corollary 4.5 from Theorem 4.3 
for all 0 < v .::_!by use of Corollary 6.2 in Alexander (1982). 
PROOF OF COROLLARY 4.6. The first part is Theorem 4.3 for v 
part is immediate from the first part and (4.75). 
3. Suprema over the tail: again laws of the iterated logarithm 
a 
0, the second 
a 
Throughout this section let {kn}:=l be any non-decreasing sequence of 
constants with 0 < kn .::_ n, n ( N, and define for d E N and 0 < v .::_ ! 
(4.84) D (kl =sup (n/k )v Ju (tlJ/Jtl!-v 
n,v n O<JtJ<k /n n n 
-n 
and for any fixed positive integer k, d 1 and 0 < v .::_ ! 
( 4. 85) D (k) (k ) 
n,v n 
v 
{
sup (n/kn) 
xk:n.::_t.::_kn/n 
o otherwise ; 
Note that 1-v in the weight functions in sections 1 and 2 is relabeled by 1-v. 
In the proofs of the theorems in this section we need the following result: 
FACT 4.4. (Alexander (1984b); ford= 1 see also Kiefer (1972).) If k /n + o, 
n 
kn/loglog n + 00 and limn-.oo loglog(n/kn)/loglog n = a, then 
(4.86) limsup sup nJF (t)-Jtl J/Ck loglog n)! > (2(1+a(d-1)))! 
n+oo JtJ=k /n n n 
n 
a.s. 
Ford= 1 statement (4.86), with a(d-1) 
condition. 
o, holds true without the second 
54 
We now present the theorems of this section for 0 < v < ! followed by 
their proofs. Then we will consider the case v = !. For brevity let us write 
(4.87) a = 
n 
THEOREM 4.4. Let d E lN and 0 < v < !. 
(I) oo, then 
n-+<» 
limsup D (k )/(loglog n)! 
n,v n 
(4.88) a.s. 
00 d-1 (II) If :tn=l an(log(l/an)) < 00 and kn/n + 0, then 
(4.89) limsup D (k )/(loglog n)! < (2d)! 
n,v n 
with equality almost surely for the case d 1. 
a. S • t 
(III) If in addition to the conditions of part II we assume 
limn+oo loglog(n/kn)/loglog n = a, then 
(4.90) limsup D (k )/(loglog n)! 
n,v n 
.l (2(1+a(d-1))) 2 
THEOREM 4. 5. Let d = 1, k E JN and 0 < v < L 
(I) 00 , then 
n+oo 
(k) ! limsup D (k )/(loglog n) 
n,v n 
a.s. (4. 91) 
00 k- 1 k (II) If :tn=l n an < 00 and kn/n + O, then 
n+oo 
limsup D(k) (k )/(loglog n)! = 21 
n,v n a.s. 
(4.92) 
a.s. 
PROOF OF THEOREM 4.4. Part I. By the same reasoning as in the beginning of 
the proof of Theorem 4.1 we have for any E > 0: P([x[ 1 <Ea i.o.) = 1. :n n 
Now knt implies that P([x[l:n < Ean A kn/n i.o.) = 1. Observe also that 
[x[ 1 ,n :5_ kn/n implies 
(4.93) 
D (k ) \I n! 
n, v n > ~ ) ------,...---,,--
(loglog n)! n 2n(loglog nl!lxl~~~ • 
Hence we have 
n-+«> 
limsup D (k )/(loglog n)! > 1/(2E!-v) 
n,v n -
a.s. (4.94) 
Letting E ~ 0 proves this part of the theorem. 
Part II. Notice that the assumptions of part II imply 
(4.9S) 
and 
(4.96) 
00 
d-1 I: an (log n) 
n=1 
< 00 
(log n)d/(kzv/(l-Zv) (loglog n)l/(l-Zv)) + 0 as n + 00 • 
n 
Thus for all large n 
(4.97) D (k ) < E (k ) + sup (n/k ) v I U (t) I I It I !-v, 
n,v n - n,v n b <ltl<k /n n n 
n- -n 
where 
(4.98) E (kl= suj (n/k )v lu (tll/ltl!-v 
n,v n O< tl~bn n -n 
and b = (loglog n)l/(Zv)/n. 
n 
We now prove 
(4.99) lim E (k )/(loglog n)! 
n-+«> n, v n 
0 a.s. 
SS 
The proof of (4.99) is similar to the proof of Theorem 4.1, part II, hence 
we will give a short proof in which for similar quantities as in the proof 
of Theorem 4.1 the same symbols are used. Define for either choice of sign 
(4.100) 
±(F (t)-ltl) 
n 
and let us first show that 
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nt+vv+ nt+vv+ 
(4 .101) limsup n < 1 
n-+<><> kv(loglog n)! 
a.s., hence lim ____ n__ ~ 
n-+<><> kv(loglog n)! 
n n 
Again we have to prove LPCn < 00 and limn-+<><> PAn = O, where this time 
(4.102) A 
n 
Let y, be the solution of the equation i,n 
(4.103) 
where 
(4.104) 
f (cr) 
n 
f (cr) 
n 
i, for i 0,1,2, .•• ,in 
ncr+kv(loglog )! t-v t-v n n n a , a E [O,oo), 
0 a.s. 
and write again x1. = x. = y. A b • For large n we have 1,n i,n n . 
i 
n 
C c U1• =l B . , n n,1 
with B . as defined in (4.23), and hence PC < L:n1 PB .. We also have n,1 n - i= n,1 
for large n 
(4.105) (2n)-2/(1-2v) < x. < i2/(1-2v)a • 
- l. - n 
d-1 Now we can show along the lines of (4.24)-(4.29) that PC = O(an(log n) ) 
n 
and along the lines of (4.30)-(4.33) that PA = 0(na (log n)d-1). We omit 
n n 
the straightforward details. Hence (4.101) is established. 
Notice that trivially we have 
(4 .106) 
kv(loglog 
n 
!+v 
< n 
t - v 
n) kn(loglog 
(loglog n)l/( 4vl 
n 
Hence by (4.96) 
(4.107) !+v - v ! limn Vn/(kn(loglog n) ) 
n-+<><> 
which completes the proof of (4.99). 
0 
(loglog n) (1+2v) I (4v) 
!+v 
n 
a.s., 
Now we will consider the second term on the right side of (4.97). 
This term is for large n less than or equal to 
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(4 .108) 
where 
(4.109) 
(4.110) 
G 
n 
sup lu (tll!<ltl loglog n}!, 
b <ltl <l /n n 
n- -n 
H =sup lu (tll!<ltlloglog n)!, 
n l /n<ltl<k /n n 
n - - n 
and l k /log k • Notice that l /n + 0. Using Inequality 2.6 (or 
n n n n 
Inequality 2.8) in combination with Inequality 2.10 we can prove, similarly 
to the proof of (4.67) with the v appearing there equal to !, that 
(4.111) limsup G < (2(d+1))! 
n-
n-+<><> 
a.s. and limsup H < (2d)! 
n-
a.s. 
From (4.99) and (4.111) we have (4.89). For the cased= 1, Fact 4.4 along 
with (4.89) completes the proof of part II. 
Part III. Under the additional assumption of this part we can, again 
along the lines of the proof of (4.67), improve the result for Hn in 
(4.111): 
(4.112) limsup H < (2(1+a(d-1)))! 
n-
n-+<><> 
a.s. 
Now (4.99), (4.111) and (4.112) yield the upper bound part of (4.90). From 
Fact 4.4 we can infer the lower bound part. This completes the proof of 
Theorem 4.4. 
0 
PROOF OF THEOREM 4.5. Part I. Observe that for any £ > O, 
ea A k/(2n) A k /n 
n n 
£an for large n. Combining this with Fact 4.1 we have 
(4.113) 1. 
As in the proof of Theorem 4.4 this immediately yields (4.91). 
Part II. The proof of this part is a mixture of Theorem 4.3, part II, 
and Theorem 4.2, part II. We now have (4.96) with d replaced by 1/k and 
hence for large n 
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(4.114) o(k) (k) < E(k) (k) + (loglog n)t(G /(log k )v + H ), 
n,v n - n,v n n n n 
where G and H are defined in (4.109) and (4.110) respectively (of course n n 
now d = 1), 
(4.115) E(k) (k ) 
n,v n 
and b as below (4.98). 
n 
{
sup (n/k )v 
X <t<b n k:n- - n 
O othePlilise, 
Now by the method used in the proof of part II of Theorems 4.1, 4.2 
and 4.4 and inclusions like (4.47) - (4.49) it follows that (cf. (4.99)) 
(4.116) lim E(k) (k )/(loglog n)t 
n+oo n,v n 
0 a.s. 
But (4.116) and (4.111) with d 
yield 
1, combined with (4.114), immediately 
(4.117) limsup D(k) (k )/(loglog n)t < 21 
n,v n -
a.s. 
Fact 4.4 along with P(Xk:n > kn/n i.o.) 
part and hence of Theorem 4.5. 
0 completes the proof of this 
a 
Finally we shall deal with the case v = t, i.e. the unweighted case. 
But before we present the analogues for v = ! of Theorems 4.4 and 4.5, we 
give some results which we shall require in their proofs. 
INEQUALITY 4.2. Let EE (O,t] and a E (0,k). Then we have 
(4 .118) t 1 d-1 -(1-E)A 2 A P(sup lu (t) I .'.'._ Aa ) .::. C(log a) exp( 2 ijJ (--T)), A.'.'._0, 
ltl.::_a n (na), 
where c C(d,E) E (O,oo). 
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The proof of this inequality is similar to, but somewhat easier than, the 
proof of Inequality 5.1. For this reason we give a full proof of 
Inequality 5.1 and omit the proof of this inequality. 
INEQUALITY 4.3. Let e E (0,1), a E (0,1) and write nk 
Then we have for aU k E lN and for :>. > 2 (a/e) ! 
k [(1+!el ], k E :N. 
(4.119) P(max suf !u (tll ~A).::_ 2P(suf lu (tll > (1-e)A). 
nk<n.::_nk+l It .::_a n It .::_a nk+l 
PROOF. Similarly as in the proof of Inequality 2.10 we have 
(4.120) 
.::_ P(sup Is (rill > (1-!e):>.(nk+1)!) 
iElM nk+1 
.::_ P(suf lu (tll ~ (1-e):>.), 
It .::_a nk+1 
where for nk < n .::_ nk+l and i E lN 
(4.121) 
So it remains to prove that PB* . > ! for all nk < n < nk 1 and all i E JN. n,i - - + 
But by an application of Chebysev's inequality we have 
(4.122) 
* 4lr.1(1-lr.l)(nk 1-(nk+l)) PB c < i i + 
n,i - A2(nk+l)e2 
< 2ea < ! 
- 2 2 - • A e 
c 
For the sequence {kn}:=l , introduced in the beginning of this section, 
we have: 
FACT 4.5. (Alexander (1984b); for d 
kn/loglog n + 0 and kn/n + O then 
1 see also Kiefer (1972).) If 
n!F (tl-ltl I 
n (4.123) limsup sup 
n+co lt!=k /n 
n 
loglog n log((loglog n)/kn) > 1 a.s. 
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THEOREM 4.6. Let d E lN. 
(I) If k /loglog n + 0 and k /n + O, then 
n n 
(4.124) limsup D 1 (k )/(loglog n)l oo a.s. 
n-+<x> n,, n 
(II) If kn/loglog n + c E (0, 00), then 
(4.125) limsup D ,(k )/(loglog n)l 
n+oo n,. n 
a.s. 
(III) If kn/loglog n + 00 and kn/n + 0, then 
(4.126) limsup D 1 (k )/(loglog n)l < (2d)l 
n-Ko n,"2" n 
a.s., 
with equality almost surely for the aase d 1. 
(IV) If in addition to the aonditions of part III we assume 
lim loglog(n/k )/loglog n = a, then n+oo n 
(4.127) limsup D 1 (k )/(loglog n)l (2 (l+a (d-1))) 1 
n+oo n,, n 
THEOREM 4.7. Let d and k E 111. 
(I) If k /loglog n + 00 and k /n + 0, then n n 
(4.128) (k) l limsup D 1 (k )/(loglog n) 
n-+oo n,, n 
a.s. 
(II) If kn/loglog n + c E (0, 00 ), then 
(4.129) limsup D(k~(k )/(loglog n)l 
n+oo n,. n 
c 1cs -1) 
c 
(III) If kn/loglog n + 00 and kn/n + O, then 
(4 .130) limsup D(k~(k )/(loglog n)! = 21 
n+oo n,, n 
a.s. 
a.s. 
a.s. 
PROOF OF THEOREM 4.6. Part I. Assertion (4.124) is an immediate consequence 
of Fact 4.5. 
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Part II. First-note that we can assume without loss of generality that 
kn cloglog n. Using Inequality 4.2 along with Inequality 4.3 we have, 
again similarly to the proof of (4.67), that ct(6c/d-1) is almost surely 
an upper bound for the limsup in (4.125). That it is almost surely a lower 
bound follows from (4.75). 
Parts III and DJ. Again the upper bounds follow from 
Inequalities 4.2 and 4.3;the lower bounds follow from Fact 4.4. 
PROOF OF THEOREM 4.7. Part I. For almost every w € n we can take a sub-
sequence {nj};=l such that (see Fact 4.5) 
(4.131) lim n.JF (k /n.,w)-k /n.l/(k loglog n.)t j-+oo J nj nj J nj J nj J co. 
Now kn/loglog n ~ 0 implies 
(4.132) lim n.F (k /n.,w)/(k loglog n.)t j-+oo J nj nj J nj J = co 
and hence ~:n. (w) .::_ kn./nj for all large j. Thus we have, recalling the 
J J 
definition of o(kl(k ), 
n,-z n 
(4.133) lim D(k) 1 (kn_,w)/(loglog nj)t j-+oo nj,-z J 
·which completes the proof of this part. 
co, 
Part II. Again assume kn cloglog n. It is well known (e.g. Kiefer 
(1972)) that for all e € (Q,co) 
(4.134) P(Xk:n ~ ((1+e)loglog n)/n i.o.) o. 
From part II of Theorem 4.6 (d = 1) and (4.134) combined with (4.75) we 
obtain part II for c > 1. Now we consider O < c.::_ 1. From the proof of 
Theorem 4.6 it follows that for almost every w € n we can take a sub-
sequence {nj};=l such that 
(4.135) limn.IF (k /n.,w)-k /n.l/(k loglog n.)t j+co J nj nj J nj J nj J 
c 
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Notice that 0 < c ~ 1 implies Sc~ e. Hence we have from (4.135) that 
Xk (w) < k /n for all large j, which in combination with (4.135) 
:nj - nj j 
implies 
(4.136) 
Now Theorem 4.6, part II, completes the proof of this.case and hence of 
part II. 
Part III. This part follows immediately from part III of Theorem 4.6, 
(4.134) and Fact 4.4. 
c 
4. Indexation by rectangles 
As remarked at the beginning of this chapter, it is not very meaning-
ful to consider the empirical process indexed by rectangles R E R for the 
investigations in this chapter. The main reason for this is the fact that 
the weighted empirical process "blows up" if JaJ becomes small, see (3.38). 
Also, expressions like (4.6) have no meaning if t is replaced by R or, as 
the case may be, JaJ. Therefore only the analogues for rectangles of 
Theorems 4.3 and 4.6 can be considered. However, the analogue of 
(k /n)! D 1 (k ), see (4.84), is just the oscillation modulus defined in n n,:i n 
(5.1) of the next chapter. Hence a theorem for rectangles like Theorem 4.6 
will be postponed until Chapter 5, where this oscillation modulus is 
studied in detail. 
We now present analogues of Theorem 4.3 and its corollaries. For 
this purpose let {a }00 1 be a sequence of positive constants such that n n= 
(4.137) 
na 
~~n-+ c E (O,oo) as n + 00 • log n 
THEOREM 4.8. Let d E JN, O < v ~!and c E (O,oo). Then we have 
(4.138) lim sup 
n+m an.::_JaJ.::_1 vJ 11-v (log n) R 
cv ea -1> 
c 
a.s. 
COROLLARY 4.7. For every fixed a €(0,1) we have 
(4.139) lim sup 
I u {R} I 
n,v 
n->«> an.::_ I R I .::_a 
COROLLARY 4.8. 
(4.140) lim sup IF {R}/jRJ-11 f3 -1 
an.::_JRJ.::_1 n 
c 
n->«> 
(4.141) lim sup F {R}/jRJ Sc a.s. 
n->«> an.::_JRJ.::_1 n 
CV (f3 -1) 
c 
a.s., 
a. s. 
PROOF OF THEOREM 4.8. We only give a brief sketch of the proof because it 
resembles that of Theorem 4.3. Assume without loss of generality that 
-1 
an= en log n. By an application of Inequality 2.9, along with 
Inequality 2.11 and a reruark as below (4.68), one can show 
(4.142) 
I u {R} I 
limsup sup ___ n~,_v ____ < cv(f3 -1) 
n->«> an.::_JRJ.::_! (log nlvJRJ 1-v - c 
a.s. 
Combining this with Fact 1.2, along with the point representation for 
rectangles, we see that cv(f3 -1) is an upper bound for the expression on 
c 
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the left in (4.138) almost surely. In Koml6s, Major & Tusnady (1975b,(3.11)) 
it is shown for d = 1, that 
(4.143) lim sup 
n-+oo J Rj =a 
n 
nF {R} 
_n __ = cf3 
log n c a.s. 
Now (4.138) readily follows from (4.142) and (4.143). 
PROOF OF COROLLARIES 4.7 AND 4.8. Corollary 4.7 follows easily from 
Theorem 4.8, Fact 1.2 and (4.143); cf. the proof of Corollary 4.5. The 
first part of Corollary 4.8 is Theorem 4.8 for v 
immediate from the first part and (4.75). 
0, the second part is 
a 
a 
We conclude this section by presenting a result which is more or less 
a corollary to our Theorem 4.1 and Corollary 3.9 in Alexander (1984b). 
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COROLLARY 4.9. Let d E N and µ E (-00 ,1). Then we have 
(4.144) 
whereas 
(4.145) 
lim sup µ 1 1µ 
/R/>(log n) (log n) -
loglog n 
n+oo 
- n 
limsup sup 1 
n+oo /R/~J (log n)-,; 
/u {R} I 
n 
/u {R} I 
n 
a.s. 
1-µ a.s., 
PROOF. "Large a-dimensional rectangles" also behave as "small 1-dimensional 
points". That means that (4.40) holds true with t replaced by R (cf. the 
proof of Theorem 3.4). Taking v = 1 and combining this with Corollary 3.9 
of Alexander (1984b) completes the proof. 
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~- Discussion and bibliography 
We begin this section with a diagram which surveys all known strong 
limit theorems for weighted empirical processes, indexed by points, when 
the weight functions are of the form q(•) = q(•) = (•)a. 
~ dim. Id ; v = 1-a middle of Id ; v = 1-a tail of Id ; v = t-a 
Smirnov ( 1944) 
d = 1 
0 Chung (194 9) L 
d E lN Kiefer (1961) not interesting Einmahl & 
since LIL holds L Mason (1985b) L 
(0,!) d = 1 James (1975) L on whole unit 
d E JN Alexander (1982) square 
t 
d = 1 Csaki (1974,1975,1982) 
N csaki (1977) L 
d E lN Einmahl & Mason (1985a) Alexander (1984b) 
d = 1 Mason (1981) 
Einmahl (1984a) immediate from (!,1) N L N d E lN Einmah l & Mason (1985a) 
Einmahl & 
d = 1 Shorack & Wellner (1978) Wellner (1978) Mason (1985a) N L 1 d E JN Mason (1982) Einmahl (1984a) 
L means: LIL (law of the iterated logarithm) 
N means: no proper standardization is possible 
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Theorem 4.1 (a E [!,1]), which is contained in Einmahl & Mason (1985a), 
is a generalization of various results in the literature in which special 
values of v and dare considered. Corollary 4.1 shows that for vn,v no 
LIL type result holds. However, by Corollary 4.2, log V obeys a LIL. 
n,v 
Note that Corollary 4.3 implies a Glivenko-Cantelli theorem for the 
weighted empirical process if 0 < v .:::_ ! (and, of course, for!< v .:::_ 1). 
Theorem 4.2 is contained in Einmahl, Baeusler and Mason (1985). It shows 
another way of generalizing Theorem 4.1 with d = 1. We remark that since 
it can be inferred from Fact 4.1 that for any sequence of positive constants 
{bn}:=l' we have 
E b = ~implies P(x1 < b A 1/(2n) i.o.) 1, 
n=l n :n - n 
it easily follows that part I of this theorem, for k 
the condition a ~. 
n 
1, holds true without 
Theorem 4.3 (a E [!,1]) is contained in Einmahl (1984a) and is also 
considered by several authors for special values of v and d. This theorem 
shows that a LIL does hold if we don't take the suprema over the whole unit 
square; cf. Theorem 4.1. A closer inspection of the number on the right in 
(4.63) even shows that {cloglog n/n}:=l is, roughly speaking, the smallest 
sequence for which a LIL, in this sense, can be proved; see Alexander 
(1984b, p.3) for properties of 80 • As far as this theorem is concerned no 
results were known for v strictly between 0 and !, not even ford 1. 
Alexander (1984d) pointed out to me, however, that the result for 0 < v < ! 
in Theorem 4.3 can be obtained from the result for v = ! and its proof, 
instead of giving a direct proof. This remark can also be made for 
Theorem 4.8. It should be noted that the sequence {cloglog n/n}:=l plays 
a similar role for the empirical process, indexed by points, as 
{clog n/n}:=l does for the empirical process, indexed by rectangles; see 
e.g. Theorems 4.3, 4.6, 4.8 and 5.3. It is also interesting to observe 
that there is a discontinuity in behaviour in v = ! for the limsup in 
(4.63) if c!(Bc/d-1) < (2(d+1))!. The results in Corollary 4.6 are the 
multivariate versions of Corollary 2(iii) and Theorem 2(i), respectively, 
in Wellner (1978). 
For values of a in [O,!) the results differ from the results in 
sections 1 and 2. In that case it is shown in James (1975, d = 1) and in 
Alexander (1982, Corollary 6.2, d E JN) that a LIL holds already, when 
the suprema are taken over the whole unit square Id. Therefore it is not 
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interesting to consider an analogue of Theorem 4.3 for these values of a. 
Theorems 4.4-4.7 (a E [O,tll are established in Einmahl & Mason (1985b). 
As far as I know, this is the first time that results of this type have 
been considered. These theorems show that for the given weight functions a 
LIL in the tail holds under additional assumptions on the sequence {k }''" 1• n n= 
This is not true if D (k) and D(k) (k) are considered for v E [-t,O], n,v n n,v n 
because it readily follows from Theorems 4.1 and 4.2 and their proofs that 
in those cases we have again the "00 or 0 behaviour". If we consider 
Theorem 4. 4, for convenienc.e we choose d = 1 , or Theorem 4. 5 we see that 
the value of the limsup is "always" 00 or 21. The proofs of Theorems 4.4 
and 4.5 show indeed what this remark suggests, namely that these theorems 
describe a behaviour which is a kind of mixture of that of Theorems 4.1-4.2 
and Theorem 4.3. Note that in contrast to Theorems 4.4 and 4.5, the values 
of the limsup in TheorellE·4.6 and 4.7 decrease continuously from 00 to 21 
as the order of magnitude of the sequences {k }00 1 increases. n n= 
Theorem 4.8, for v t and d E JN, is obtained in Alexander (1984b, 
Corollary 3.9). In that corollary also truncation points other than 
clog n/n are considered; see also Mason, Shorack & Wellner (1983) dor d 1. 
Corollary 4.9, contained in Einmahl & Mason (1985a), nicely illustrates 
that in one situation small rectangles determine the value of the limsup 
(or lim), whereas in a slightly different situation, large rectangles do. 
For distributional analogues of the results in this chapter when d = 1, 
the reader is referred to Jaeschke (1979), Eicker (1979), Mason (1983, 1985) 
and Csorg~ & Mason (1985). 
CHAPTER 5 
LIMIT THEOREMS FOR THE OSCILLATION MODULI 
OF THE MULTIVARIATE UNIFORM EMPIRICAL PROCESS 
First we give the definitions of the two different oscillation moduli 
of the multivariate empirical process which we consider; in the one 
dimensional case these definitions (almost) coincide. The oscillation 
modulus with which we shall deal mostly is 
(5.1) w (a) =sup lu {R}I, 0 <a< 1; 
n RER; I Rl.::_a n 
slight modifications of wn have applications in the theory of density 
estimation. We will also consider the oscillation modulus 
(5.2) M (a) sup lu (t)-U (s) I, a.'.'._ O; 
n I tj-sj l.::_a,Vj n n 
this modulus can be used for proving tightness of the sequence {un}:=l· In 
section 1 we derive the exact order of magnitude of the moments of both 
wn(a) and Mn(a) for n somewhat larger than 1/a. We consider, in section 2, 
the almost sure behaviour of wn(an), where {an}:=l are sequences of 
positive numbers decreasing to O. These sequences may tend to G at all 
possible rates, i.e. we consider sequences which are almost constant, 
sequences which are so small that almost surely sup! I nF {R} tends to 1 R <a n 
-n and everything in between. 
1. The order of magnitude of the moments 
We begin this section by giving a sharp upper bound and a lower bound 
for the probability that wn(a) exceeds a certain value. Using these bounds 
the order of magnitude of the moments of wn(a) will follow easily from the 
relation 
(5.3) f P(X > >. l/v)dl., v E JN, 
0 
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where X is a non-negative rv. In the second part of this section the same 
will be done for M • 
n 
INEQUALITY 5.1. Let EE (O,!] and a E (O,i}. Then we have 
(5.4} 
where c = C(d,E} E (0,~}. 
PROOF. For this proof we use the point representation for rectangles, as 
defined in (2.34); we then have with the notation used there 
(5.5) P(sup lu (<s,t>>I > Aai). 
- n -F {<s,t>}~a 
"ld+l Next we need some definitions. Define 6 by 6~ = 1-E and l E lN by 
61+1 < l 1 1 a .::_ 6 and note that l .::_ log a/log a· For k E lNO N U {O} define 
(5.6) A(6,k) = {u E Id : <uj> = <6k(j~ (k(j) E JN0 ) and~ k(j) 
j=l 
• 
• 
• 
• 
• 
d=2 
and for a E (1,2) and x E (0,1) 
k} 
{ 2 1-ax <1-k(a-1)x, ax+k(a-1)x> E I : k E N0 , k .::_ [ ca-l}x1} 
u {<ax,1>} if ax < 1 
(5.7) B(a,x> 
{<1, 1>} if ax ~ 1. 
• 
• 
• 
• 
• 
, , 
( k+d-1\ It is easily seen that #A (8 ,k) = d-l }' cf. (4. 80), and that 
#B(S,x) .:::_ 1/(($-l)x). 
From (2.19) and the fourth expression in (2.15) it follows that for 
"' "' 2 d "' "' d - "' "' <s,t> E I (s,t E I ) with F(<s,t>) .:::_ a/(1-£) 
(5.8) P(sup 
"' "' <s,t>.:::_<s,t> 
I U (<s,t>) I .'.:.. I.a!) 
n 
Using (5.5) - (5.7) we have 
(5.9) P(w (a) _'.:_I.a!) < P(sup 16 (<s,t>) I > I.a!) 
n F(<s,t>).:::_el n -
< P(max sup lun(<s,t>) I_~ !.a1J 
- uEA(8,f-d) <t.+s.-l><u 
< I: 
uEA(8 ,l-d) 
< I: 
uEA(8 ,f-d) 
J J -
P(sup 
<t/sj-1>.:::_u 
P(max d sup ,...,,..., 
E 1 <s,t>.::_<s,t> <s,t> TI B(9,u.) 
j=l J 
< I: I: P(sup 
<s,t>.:::_<s,t> uEA(8,f-d) d 1 <s,t>EIT B(s,u.l 
j=l J 
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where IT~ 1 B(-81 ,u.) is the Cartesian product J= J 
same way as below (2.39). Notice that <s,t>, 
d u. l-2d F(<'~,'t>l ITj=l (e2" 1) ~a ~ a/(1-e:). 
of the 1 formed in B(9 1 u.), 
d 1 J implies E IT. l B(-,u.) J= a J 
Hence by (5.8) the last 
expression in (5.9) is less than or equal to 
d 2 2 l-1 6 c -(1-e:) \ \ (d-1) IT ((1-6)u.) exp( 2 1/J (--)) j=l J (na)t 
1 1-d 6 d 1 1 d-1 -(1-e:) 2 \ 2 \ 
< C(log 9l (1_6 ) a(log a) exp( 2 1/J (--1)) · (na) 
2 . 4d+2 Relabeling (1-e:) by (1-e:) (which entails 6 = 1-e:) and 
1-d d C(log(l/6)) (6/(1-6)) by c, we obtain the right side of (5.4). 
INEQUALITY 5.2. Let a E (O,t] andµ E (0, 00 ). Then we have for 
n ~ (µ/a)log(l/a) and c 1at ~ \ ~ c 2a 1(log(1/a))t 
(5.10) 2 [1/a] P(wn(a) > \) ~ 1-(1-exp(-c3 \ /a)) , 
For the proof of Inequality 5.2 we need 
the 
a 
FACT 5.1. (Kolmogorov (1929); see also Alexander (1984b), Lemma 7.5.) Let 
RE R with IRI ~ t. Then for every e: > 0 there exist c 4 ,c5 E (0, 00 ) suah 
that for c 4 IRl 1 ~ \ ~ c 5n 11RI 
(5 .11) 
PROOF OF INEQUALITY 5.2. Let R be a subset of R consisting of [1/a] 
a 
rectangles R with disjoint interiors and JRI = a. Using Fact 4.3 and 
Fact 5.1, with e.g. e: = 1, now immediately yields 
(5.12) P(w (a) > \) > P(max 
n - RER 
a 
U {R} > \) 
n 
1-P(max 
RER 
U {R} ~ \) > 1-IT 
n RER 
a a 
1-II 
RER 
et 
11 2 [1/et] (1-P(Un{R} > A)) > 1-(1-exp(-c3--a->> 
THEOREM 5.1. For µ E (0, 00 ) and v E JN there exist nwribers 
O < c1 = c1 (v,µ) .s_ c2 = c2 (d,v,µ) < 00 suah that for all et E (O,!] and 
n > (µ/et)log(l/et) 
(5.13) 
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PROOF. First observe that we may (and will) assume without loss of 
generality that 1/et E JN, et is sufficiently small and µ .s_ l. Write m = 1/et. 
Then we have for the upper bound by (5.3) and Inequality 5.1 with~ = ! 
(5.14) E (w (et) ) \! 
n 
c (logm) !v 
4 m 
.s_ f ldA 
0 
< c (logm)!v + Cm(log m)d-l 
- 4 m 
v -!v 
where c 4 = 8 µ • We now see by the change of variables 
m!Al/v =µ!(log m)!y that this last integral is equal to 
(5.15) Vµ !v (logm) !v J ( 2 µ ,,, ( ) v-ld exp -y log m -4 'I' y ) y y. 
m 8/µ 
2 
From (2.15) it follows that y ljJ(y) ..'.:. y for y ..'.:. 8. Hence we have by 
elementary analysis that the expression in (5.15) is less than er equal to 
( ) (logm) !v 1 cs v,µ m _2 __ _ 
m log m 
• This in combination with inequality (5.14) corn-
pletes the proof of the upper bound part. 
Now we consider the lower bound. By Inequality 5.2 and again (5.3) we 
have 
(5.16) 2/v m 1- (1-exp ( -c 3m1' ) ) dA 
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where this last inequality holds for large m. This completes the proof of 
the theorem. 
a 
In the remainder of this section we will derive the order of magnitude 
of the moments of Mn(a). Actually we will prove exactly the same theorem 
as we proved for wn(a). To achieve this we need similar inequalities for 
Mn as the Inequalities 5.1 and 5.2. To facilitate their proofs we will 
present these inequalities under the inessential condition that 1/a E lN. 
We now give some notation which is needed in these proofs. For 
1/a E :JN, P c R is the partition of (O,l]d into the squares of equal size a 
(5.18) Rk(l), .•. ,k(d) = ( (k(l)-l)a,k(l)a)x ... x ( (k(d)-l)a,k(d)a], 
with k(j) E N and k(j) .::_ 1/a for all j .::_d. Let us also introduce for 
j < d and 1 .::_ k .::_ l/a (k E :JN) the slices 
(5.19) cj,k = (O,l]j-l x ( (k-l)a,ka] x (O,l]d-j 
and the rv's 
(5.20) sup lu{s}I. 
n 
sec. k;sER 
J I 
Finally we define an auxiliary oscillation modulus by 
(5. 21) M (a) 
n 
max sup 
REPa s,tER 
lu (t)-U (s) I, 
n n 
observe that since Un E Dd we have 
(5.22) d--M (a) < M (a) < 2 M (a), 1/a E lN. 
n - n n 
1/a E lN; 
INEQUALITY 5.3. For a E (O,!] and 1/a E lN we have 
(5.23) 
where C = C(d), c 1 = c 1 (d) and C,c 1 E (0, 00 ). 
PROOF. First note that 
(5.24) sup 
s,tE~(l), •.. ,k(d) 
d 
lu(t)-U(sll<:t VJ',k(J')" 
n n j=l 
Hence we have 
d 
(5.25) 'M (al < max :t 
vj,k(j) n k(l), •.• ,k(d) j=l 
d d 
< :t max 
vj,k(j) :t max v. k j=l k(l), ..• ,k(d) j=l 1.::_k.::_1/a J , 
By combining (5.22) and (5.25) and applying (2.19) with£ 
(5.26) 
d 
P(Mn(a) ~A) < P(:t max vj,k ~ A/2d) 
j=l 1.::_k.::_1/a 
d 
<I: P(max V. k > A/(d2d)) 
j=l 1.::_k.::_1/a J' -
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! we obtain 
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d 1/a d 1 A 2 A 
<I: I: P(Vj,k .'.:_ A/(d2)) .::_ dC a exp(-cl a 1Ji (-1-)), j=l k=l n a 
where for the last inequality the fact that 1jJ decreases is used. Relabeling 
dC by C completes the proof. 
[J 
INEQUALITY 5.4. Let a E (0,1], 1/a E JN andµ E (0, 00). Then we have for 
! ! ! n > (µ/a)log(l/a) and c 1 a .::_ .A.::_ c 2a (log(l/a)) 
(5.27) 2 1/a P(Mn(a) >A) > 1-(1-exp(-c3 .A /a)) , 
PROOF. Using (5.22) and the same approach as in (5.12), including 
Facts 4.3 and 5.1, we immediately see 
(5.28) P(M (a) > .A) > P(M (a) > :\) > P(max Un{c 1 ,k} > A) 
n n - 1.::_k.::_1/a 
2 
> 1-(1-exp(-c3 ~ ))l/a 
[J 
We now present our moment theorem for Mn(a), the proof of which will 
be omitted because it is very much the same as the proof of Theorem 5.1. 
This can easily be seen by comparing the Inequalities 5.1 and 5.2 and the 
Inequalities 5.3 and 5.4. 
THEOREM 5.2. For µ E (0, 00 ) and v E IN there exist nwnbers 
0 < c1 = c 1 (v,µ) .::_ c2 = c2 (d,v,µ) < 00 such that for all a E (O,!] and 
n > (µ/a)log(l/a) 
(5.29) 
2. The almost sure behaviour of the oscillation modulus w 
n 
Just as in Chapter 4 we need for the strong results in this section a 
maximal inequality. Using again the point representation for rectangles its 
7S 
proof is, mutatis mutandis, identical to the proof of Inequality 4.3 (see 
also the remark below Inequality 2.10). 
INEQUALITY S.S. Let EE (0,1), a E (0,1) and write nk 
Then we have for aZZ k E IN and for A> 2(a/E)l 
k [ ( 1 +1E) ] I k E IN. 
(S.30) w (a) .:.. A) < 2P(w (a) > (1-E) A). 
n nk+l 
Now we are ready to present and prove the theorem of this section. 
For this purpose let {a }00 1 be a sequence of numbers in (0,1) decreasing n n= 
to 0 and let us recall the definition of S0 in (4.62). 
THEOREM S. 3. Let d E IN. 
(I) If log(l/an)/loglog n + c E [0, 00 ) and nant' then 
(S.31) 
(II) 
(S.32) 
(III) 
(S.33) 
w (a ) 
(2(l+c)) 1 limsup n n 
(a loglog n) 1 n+oo 
n 
If log ( 1/an) /loglog n + oo, nan/log n + 
w (a ) 
21 lim n n 
(a log (1/a ) ) 1 
a.s. 
n+oo 
n n 
If nan/log n + c E (0 ,oo) I then 
n 1w (a ) lim __ n__ n_ 
log n c(S -1) c a.s. 
a.s. 
oo and na t, then 
n 
(IV) If nan/log n + 0, log(l/an) /log n + 1 and n2ant, then 
(S.34) 
(V) 
(S.35) 
l 
n wn(an)log((logn)/(nan)) 
lim -----------~ 1 
n+oo 
If log(l/an)/log n 
log n 
c E (1,oo) (i.e. a 
n 
[c/(c-1)) a. S. I 
a.s. 
n-c), then 
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if in addition c/ (c-1) !l :N, then c may be replaced by c -+ c and limsup 
n 
by lim. 
PROOF. Let us first prove that the numbers on the right are upper bounds 
for the respective expressions on the left almost surely. It turns out that 
all the upper bounds can be easily obtained by an application of 
Inequality S.1, combined with Inequality S.S. Because of this similarity 
in proof for all the cases, we confine ourselves to giving a proof for 
part I. 
By the Borel-Cantelli lemma and Inequality S.S it suffices to show 
that for every small positive £ we have L Pl\ < 00 , where 
(S.36) 
(S.37) 
-1 t 1\ = {w (a ) > (2(1+2£) (1-c) (l+c)a loglog nk) } 
nk+l nk - nk+l 
[(l+!c)k]. By an application of Inequality S.1 we have 
1 1 d-1 PA_ < C -(log--) exp(-(1+2£) (l+c) (loglog k - a a 
nk nk 
a 
n n)~ 
k a 
nk 
By the conditions of part I it is easily seen that the argument of the 
function ~ tends to 0 as k-+ 00 • Hence we have by (S.37) for large k 
(S.38) 1 1 d-1 PAk ::_ C -;:;:--(log -;:;:---l exp(-(l+c) (l+c)loglog nk) 
nk nk 
C _l_(lo _l_)d-1 (-1--) (l+c) (l+c). 
a g a log nk 
nk nk 
Using again the conditions of part I it follows from (S.38) that the PAk 
are summable, which completes this part of the proof. 
Let us next turn to the proof that these same numbers are lower bounds 
for the expressions on the left almost surely. Due to the fact that all the 
results in this theorem are independent of the dimension, we can use the 
one dimensional lower bounds whenever they are available. These lower bounds 
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can indeed be found in the literature for parts I, II, III and IV, namely 
in Mason, Shorack & Wellner (1983, Theorem 3), Stute (1982, Lemma 2.9), 
Koml6s, Major & Tusnady (1975b, (3.11)) and Alexander (1984b, 
Theorem 3.l(C) and its proof) respectively. Hence it only remains to con-
sider the lower bounds in part V. 
We first consider the case c/(c-1) E JN. Since nan+ 0, it suffices 
to prove 
(5.39) 
with nk 
we have 
(5.40) 
limsup sup a.s., 
k+oo RER, I RJ2a 
nk+l 
2k and F defined as in (4.81). By straightforward computation n,m 
form E IN0 and a binomial rv B(n,p) with np < ! and n > 2m 
P(B(n,p) ~ m) ~ C(m) (np)m, C(m) E (0,1). 
Hence we have for large k, with R as in the proof of Inequality 5.2, Cl 
(5.41) P(sup 
IRJ<a 
- nk+l 
> P(max 
RER 
a 
nk+l 
> 1 - IT 
RER 
a 
(nk 1-nk)F {R} > c/(c-1)) + nk,nk+l -
nk+l 
[ 2 (k+1)c] 
c/(c-1) 
> 1 - h-C(c/(c-1)) (2k2-(k+l)c) } 
+ 1 - exp(-C(c/(c-1))2-c/(c-l)) ask+ oo, 
where for the second inequality again Fact 4.3 is applied. Now (5.39) 
follows by an application of the Borel-Cantelli lemma. 
Finally we consider the case c/ (c-1) fl JN. Then we have 
1 log(a )/log 
n 
-c+O (1) . n + c, which is equivalent with an = n • Again since 
nan+ 0, it suffices to prove 
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(5.42) liminf sup 
n-+<><> RER; J R J <a 
-n 
nF {R} > [c/(c-1)] 
n 
So we have to show that 
(5.43) L P(SUJ? 
n=l JRI <a 
-n 
nF {R} < [c/(c-1)]-1) < oo 
n 
a.s. 
Definingµ E (0,1) byµ= c/(c-1)-[c/(c-1)] and using again R , Fact 4.3 
a 
and (5.40) we have for large n 
(5.44) P(sup 
JRJ~an 
< P(max 
- RER 
< rr 
RER 
a 
n 
a 
nF {R} < 
n 
[c/(c-1)]-1) 
nF {R} < [c/ (c-1) ]-1) 
n 
n 
(1-P(nF {R} > [c/(c-1)])) 
n 
< {l-C([c/(c-l)]) n-(c-l)[c/(c-1)]+0(1)} 
~ exp(-C([c/(c-l)])nl(c-l)µ). 
c+O (1) 
n 
These last numbers in (5.44) are summable since !(c-1)µ > 0. This proves 
(5.42) and hence Theorem 5.3. 
3. Discussion and bibliography 
The investigations which led to Theorems 5 .1 and 5. 2 were motivated 
by Silverman (1983), where the convergence to zero (as n + 00 and then 
a 
a ~ 0) of the expectation of the oscillation modulus of the weighted uni-
variate uniform empirical process plays an important role in establishing 
weak convergence of weighted empirical processes of U-statistic structure. 
It should be noted that in these theorems the lower bounds for arbitrary 
v E ~ can easily be derived from the case v = 1 and the Jensen inequality. 
A slightly weaker version of Theorem 5.2 is contained in Einmahl & 
Ruymgaart (1984). 
Inequality 5.1 is a generalization in various respects of several 
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results in the literature. Univariate versions of this inequality are 
established in Stute (1982, Le111111a 2.4) and Mason, Shorack & Wellner (1983, 
Inequality 1). A multivariate version of Inequality 5.1 is given in Stute 
(1984, Theorem 1.5). His inequality, however, is only applicable for 
relatively large sequences {a }~ 1 (see Theorem 5.3). It should also be n n= 
noted that in his paper the upper bound for the exceedance probability 
of the oscillation modulus is essentially the same as tnat given in 
Inequality 5.1. His definition of the oscillation modulus is more 
restrictive than ours: conditions are imposed on the sides of the 
rectangles, which allow one dimensional techniques to be applied. A similar 
oscillation modulus will be considered further on in the discussion. 
Section 2 of this chapter is contained in Einmahl & Ruymgaart (1986). 
Inequality 5.5 is an improvement of a maximal inequality which is given 
implicitly in the proof of ·Lemma 2.6 in Stute (1982) and explicitly in 
Mason, Shorack & Wellner (1983, Inequality 2), also compare our 
Inequality 2.11 (with v = !) with Stute's result. Inequality 5.5 
generalizes both aforementioned one dimensional results to dimension d E :N, 
and improves them as far as the conditions on a and A are concerned. More-
over, in our upper bound the maximal index of the block appears, rather 
than the maximal index of the next block. In this way our maximal 
inequality resembles Kolmogorov type inequalities like Inequality 2.1. 
Before discussing Theorem 5.3 we first define some oscillation moduli 
which are related to w and derive some results for them. We define for 
O < a < 1: 
(5.45) 
(5.46) 
(5.47) 
W~(a) 
w (a) 
n 
n Cal 
n 
n 
sup 
R(s,t)ER;max 
l~J~_d 
lu {R(s,t>}I, 
lt.-s.l<a1/d n 
J J -
sup lu {R}I, 
RER;jRi=a n 
I u {R},, 
n 
where R denotes the class of aZZ closed rectangles in Id. It is immediate 
that w~(a) ~ wn(a), hence it follows that the upper bounds in Theorem 5.3 
are also upper bounds for w~. Since in the case d = 1 the modulus w~ 
reduces to wn' the lower bounds of these moduli coincide as well. So we 
have shown that Theorem 5.3 holds true with wn replaced by w~. We also 
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have immediately that wn(a) .::_ wn(a). It turns out that all the lower 
bounds for wn can actually be based on wn. Hence Theorem 5.3 holds also 
true for wn. It is easy to see that 
(5.48) d a.s. 
This simple result shows that the almost sure behaviour of Qn depends on 
the dimension d, whereas the results for wn are independent of the 
dimension. This difference in the almost sure behaviour of the moduli Q 
n 
and wn not only shows itself for the degenerate sequence {O}:=l· Consider 
a sequence of part V with c > 2; we have lim n1w (a) = 1 a.s., where-
n-+<» n n 
as it follows from (5.48) that liminf n1n (a ) > d a.s. 
n-+<» n n -
Theorem 5.3 generalizes and improves upon various results in the 
literature and gives a complete description of the almost sure behaviour 
of the limsup of properly standardized versions of wn. The one d.l.mensional 
version of part I is established in Mason, Shorack & Wellner (1983), with 
the aid of a result in Chan (1977) and strong approximation techniques. 
Part II, for d = 1, is contained in Stute (1982) and for w~ and arbitrary 
d E lN in Stute (1984). Part III is proved ford= 1 in Mason, Shorack 
& Wellner (1983), where also a partial result for part IV (d = 1) is 
given. For w~ (d E JN) part III is contained in Einmahl & Ruymgaart ( 1985a) ; 
for wn this part is established in Einmahl (1984b), along with an alter-
native proof. The sequences of part V so far have not been considered in 
the literature. It is pointless to consider smaller sequences than those 
in part V because the lim is almost surely equal to 1 if c > 2 and even 
lim n 1w (0) = 1. 
n-+<» n 
CHAPTER 6 
GENERALIZATIONS AND APPLICATIONS 
This final chapter has a somewhat different character than the pre-
ceding ones. It consists of four more or less unconnected sections; in the 
first three sections generalizations of the results in Chapters 2-5 will 
be briefly considered, whereas in the last section some (non-standard) 
applications of the theory are mentioned. Section 1 will be devoted to the 
"negative parts" of empirical processes and in section 2 df's other than 
the uniform will be considered. A few miscellaneous results are discussed 
in section 3. It is beyond the scope of this monograph to present the 
proofs of the theorems in sections 1 and 2. Although occasionally there are 
subtle differences in detail, in principle their proofs are patterned on 
those of the corresponding theorems in the previous chapters. 
1. The negative part of the empirical process 
Let us define U~ and Un' the positive and negative parts of Un' by 
(6.1) 
+ (6.2) W~ (CL) = SUJ2 
RER; [ R[~a 
d 
t E I , 
O<ct<l. 
By inspection of the proofs of the results in Chapters 3-5 for the absolute 
value of U and w , it is easily seen that those results remain true for 
+ + n n 
Un and wn. Due to the asymmetry of the binomial distribution the situation 
is completely different for U- (and w-). We will consider the latter pro-
n n 
cess briefly in this section, presenting some of the most interesting 
82 
analogues for Un of the results in Chapters 2-5. Surprisingly, we will see 
that U- behaves much "better" than U+ for relatively small indexing sets. 
n n 
In particular, truncation, as in Theorems 3.3 and 4.3, is superfluous now: 
we can take the suprema over ~ and over the whole unit sguare respectively. 
We begin with the analogue for U- of Inequality 2.6; its proof will 
n 
be omitted since it can be patterned on that of Inequality 2.6, using 
(2.18) instead of (2.19). We will replace~(·)(~ 1) by 1, since it is not 
needed for most applications. Note that (2.18) is true for all A > 0 if 
~(-(1-e:)A/(n!IRI)) is omitted. "Negative versions" of Inequalities 2.7-2.9 
can be derived in the same way and will therefore not be stated here. 
INEQUALITY 6.1. Let q E Q. Then we have for any e: E (0,1) and 
o <a~ a~ !Cl-e:) 
(6.3) 
fa/Cl-e:)(log(l/a))d-l (-(1-e:JA2lca>) d < c exp 20 a, (1-e:)a a A ~ O, 
where c C(d,e:) E (Q,ao). 
Now we turn to wn. The proof of the next inequality is illDilediate from 
the proof of Inequality 5.1. 
INEQUALITY 6.2. Let e: E (O,!} and a E (O,!). Then we have 
(6.4) 
where c C(d,e:) E (O,ao). 
A brief examination of the proofs of the maximal inequalities presented 
in Chapters 2,4 and 5, shows that all those inequalities remain valid for 
the corresponding negative (and positive) parts. 
We now present the main results of this section followed, in con-
clusion1 by a discussion. 
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THEOREM 6.1. Let d E :N and q E Q. Then we have in the setup of Chapter' J 
(6. 5) sup lu-(t)-U-(t)l/qC!tl> + o as n + 00 , 
tEid n P 
if and only if q E ~, whePe u-(t) = -U(t) v O, t E Id. 
* THEOREM 6. 2. Let d E JN and q E Q • Then we have in the setup of Chapter' J 
(6.6) 
if and only if q E Q1• 
THEOREM 6 • 3 • Let d E JN. Th(tn we have 
(6. 7) 
U-(t) 
n 
limsup supd ! ! 
n+oo tEI (loglog n) It! 
(2 (d+l)) ! a.s. 
THEOREM 6.4. Let d E lN and o < v < !. Then we have in the obvious notation 
(6.8) 
u- (t) 
n,v v -limsup supd 1 = max c (1-S /d) a.s., 
n+oo tEI (loglog n>vltl -v c>d c 
whePe, fol' o E (1, 00 ), S~ is the solution in (0,1) to the equation in (4.62) 
and, fol' o E (0,1], 80 = O. 
THEOREM 6.5. Let d E JN and {an}:=l as in (4.61). Then we have 
(6.9) limsup sup ltl/Fn(t) = 1/S~/d a.s. 
n+oo a nj t 1.:::.1 
THEOREM 6.6. Let d E JN. 
(I) If log(l/a )/loglog n + c E [O,oo) and na t, then 
n n 
(6.10) 
w-(a ) 
limsup n n 
n+oo (a loglog n)! 
n 
(2 ( l+c)) ! a.s. 
(II) If log(l/an)/loglog n + 00 , na /log n + oo and na t, then 
n n 
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(6 .11) 
(III) 
(6.12) 
w-(a) 
n n lim ~~~~~~~-
n+«> (a log(l/a ))! 
n n 
If na /log n + c E [O,oo), then 
n 
w-(a) 
lim ~ 
n+00 n 1a 
n 
1-S 
c 
a.s. 
a.s. 
Inequality 6.1 is the generalization to dimension d of the negative 
part of Inequality 1.1 in Shorack & Wellner (1982), whereas Inequality 6.2 
generalizes the corresponding part of Inequality 1 in Mason, Shorack & 
Wellner (1983) w.r.t. the dimension. Note, however, that they omit the 
function ~ in their upper bound, which leads to the incorrect value for the 
limit in their statement (6-) for c > 1. Our Theorem 6.6, part III, corrects 
their statement (6-) in this case. Theorem 6.3 generalizes Theorem 3.4 in 
Csaki (1977) to dimension d, cf. also Theorem 1 in Shorack (1980). Since 
v - ! 
maxc>d c (1-Sc/d) < (2(d+1)) , for 0 < v < !, in contrast to Theorem 4.3, 
it is more convenient to state the results separately in (6.7) and (6.8). 
Theorem 6.5 generalizes Theorem 2(ii) in Wellner (1978). We included it in 
this section, since for a E (0,1) and A > 1 
(6.13) 
Finally, we remark that the analogues for the negative parts of the results 
in Chapters 3-5 which are not presented in this section, can also be de-
rived by our tools and techniques. For the sake of brevity, we do not pre-
sent them here. 
2. Extensions to a continuous density bounded away from 0 and 00 
In this section, the underlying df is not necessarily the uniform one. 
Instead it will be assumed more generally for the df F of the Xi, defined 
in Chapter 1, that 
continuous density f w.r.t. Lebesgue measure, such that 
(6.14) 
inf f(t) < sup f(t) = M < 
tEid - tEid 
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In this setup we obtain in a number of cases analogues for U~, see (1.3), 
of the results in Chapters 2-5. Although assumption (6.14) may be weakened 
somewhat in the statements of the results in this section, we recall that 
e.g. Theorem 3.1 cannot hold for all df's F, in particular nor for F (see 
(3.38) and (2.34)). We restrict ourselves, for the sake of convenience and 
brevity, to the empirical process indexed by points. The process indexed 
by rectangles, however, can be treated along similar lines. We make one 
exception in the case of the indexing class R and present the analogue for 
wF (defined below) of Theorem 5.3. 
n 
As in section 1 we begin with the analogue of Inequality 2.6; the 
analogue of Inequality 2.8 can be derived in a similar way. 
INEQUALITY 6.3. Let q E Q. Then we have for any £ E (0,1) and 
0 <a< S < !(1-£) 
(6 .15) P(sup 
a.::_F (t) 2_S 
< c JS/(1-£) (log(l/cr))d-l (-(1-£)A.2q2 (cr) ,,, (!q(a)))d , 
a exp 20 o/ ! a, A.:::_ O, (1-£)a n a 
where c C(d,£,m,M) E (0,"'). 
PROOF. The proof is along similar lines to that of Inequality 2.6. There-
fore we will restrict ourselves to the two main differences that appear, 
namely the analogue of (2.23) and the change of variables below (2.31). It 
is easily seen that instead of (2.23) it suffices to show that for any 
£ E (0,1) there exists a 8 E (0,1) such that for any R(a,b) E P(8) 
(6 .16) !(a) > 1-£. F(b) 
Let us write E = R(<O>,b) 'R(<O>,a). Then we have in the obvious notation 
(6.17) F(b) F(a) 
1 + F{E} < 1 MIEI 
F(a) - + mlal 
Now, by letting 8 t 1, it is easily seen that (6.16) holds true. 
Replace the change of variables below (2.31) by a= s 1 = F(t), 
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s2 = t 2 , .•• , sd = td. Then elementary analysis, using (6.14), easily com-
pletes the proof. 
Let us now define wF by 
n 
(6.18) wF(a) = suE luF{R}I, O <a< 1; 
n RER; IRl~a n 
note that for an oscillation modulus we have to consider rectangles with 
JRJ ~a, rather than F{R} ~a, cf. the left side of (6.15). Following the 
proof of Inequality 5.1 we obtain 
INEQUALITY 6.4. Let£ E (O,!] and a E (0,1/(4M)). Then we have 
(6.19) 
where c C(d,£) E (O,oo). 
Observe that also all the appropriate maximal inequalities remain true, 
mutatis mutandis, under assumption (6.14), as indicated above 
Inequality 2.11. 
We now present our results. Since the statements of most of the 
theorems do not change drastically when generalized to the non-uniform 
case (6.14), we will only state two such theorems explicitly, namely the 
analogues of Theorems 4.1 and 5.3. The other theorems will be only dis-
cussed. For the analogue of Theorem 4.1 we need the following definition: 
(6.20) 
n\IJF (t)-F(t) I 
sup n , 0 < v ~ l· 
tEid (F (t) (1-F (t))) l-v 
THEOREM 6.7. Let d E lN, O < v < ! and {an}:=l a sequence of positive 
constants. 
oo, then 
n-roo 
limsup (na )l-v VF 
n n,v 
a.s. (6.21) 
a 
( If ..-"' I l d-1 d th II) ~n=l an(log (1 an) <"'an nan+' en 
(6.22) lim (na )l-v VF 
n n, v 
0 a. s. 
THEOREM 6.8. Apart from the nurribers on the right, Theorem 5.3 remains 
F 
exactly the same for w . These nurribers become for the respective parts: 
n 
(6.23) 
Theorem 6.7 is implicitly contained in Einmahl & Mason (1985a). 
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"Part II" of Theorem 6.8 is proved ford = 1 in Stute (1982) and for d E :N, 
based on a restricted definition of the oscillation modulus (the general-
ization of w~ w.r.t. the df), in Stute (1984), where also a weaker version 
of Inequality 6.4 for that modulus is obtained. Using i.a. inequalities 
like Inequality 6.3 it can be seen that Theorems 3.1, 3.2, 4.2 and 5.2 
remain also true, mutatis mutandis, under assumption (6.14). Replacing Un 
by UF and [t[ by F(t) in Theorems 4.3-4.5 does not affect the upper bounds. 
n 
It is likely that the same lower bounds can be derived by modifications of 
techniques like those used for the proof of (4.75). Also the required lower 
bounds may be contained implicitly in Alexander (1984b). Theorems 4.6 and 
4.7 appear to remain unaltered under (6.14). It is interesting to observe 
that the replacement of wn 
Theorem 5.3. This is due to 
tained in the definition of 
3. Miscellaneous results 
by wF affects the 
n 
the fact that [R[ 
F 
w . 
n 
numbers on the right in 
(instead of F{R}) is main-
a. Empirical processes based on spacings. First we present the ana-
logue of Theorem 4.1 for the empirical process based on uniform one 
dimensional spacings. This result is stated and proved in Einmahl & 
van Zuijlen (1985); large parts of the proof are obtained by modifications 
of the corresponding parts of the proof of Theorem 4.1. Let {x.}~ 1 be the l. i= 
sequence of rv's defined in Chapter 1 (d = 1), with F the uniform df. For 
n > 2 define F to be the empirical df based on the transformed uniform 
n 
spacingslD. 1-exp(-nD. ), j = 1, ... ,n, where D. is the j-th spacing, J,n J,n J,n 
defined by oj,n = Xj:n-l-Xj-l:n-l (XO:n-l = O, xn:n-l = 1). Notice that 
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the empirical process nt(F (t)-t), t EI, is not included in the setup of 
n 
this monograph since the rv' s ID . are dependent (and form a triangular J ,n 
array instead of a sequence). Finally define for 0 < v .::_ t 
nvJF' (tl-tJ 
(6.24) v n ·. 
n,v,l sup t1-v tEI 
nvJF (tl-tJ 
(6. 25) 
vn,v,IL 
n 
sup 
(1-t)1-v tEI 
and note that l or IL indicates whether the process is weighted in the left 
or right tail. 
THEOREM 6.9. Let {an}:=l be a sequence of positive constants and iet 
0 < v < t. 
(If) 
(6.26) 
(Ill) 
(6.27) 
( IIL) 
(6.28) 
(6.29) 
a 
n "'» then 
limsup (na )l-v V 
n n,v,l 
n-+<><> 
a.s. 
a + and na log n + O, then 
n n 
lim (na ) 1-v 
vn,v,l 0 a.s. n 
n-+<><> 
00 
then If l:n=1 an log (1/a ) 00 
' n 
n+oo 
1-v ~ limsup (na ) V • 
n n, \) ,n a.s. 
n-+<><> 
lim (na ) l-v V 
n n,v,IL 0 a.s. 
b. Compound errrpiricai processes. Another situation which can not be 
covered in our general format occurs when the jumps of the empirical df 
are allowed to be rv's. We will briefly explain and discuss this case here. 
Let {<X.,Y.>}~ 1 be a sequence of iid random vectors, where the X. take i i i= i 
their values in Id and the Y. in a bounded subset Ac JR. Typically X. and 
i i 
Yi are dependent. Now define the so called compound empirical df by 
* (6.30) F (t) 
n 
0 
1 n 
-L 
n i=l 
Ys{-______ ..., 
and the compound multivariate. empirical process by 
(6. 31) u* (t) 
n 
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(R(<O>,t) ER), 
d=I 
where F*(t) = EYilR(<O>,t) (Xi). Observe that U~(t) reduces to the ordinary 
empirical process when the distribution of the Yi is degenerate at 1. In 
order to define a proper weighting for the process u·*, we set 
n 
(6. 32) V(t) 
Now, with modifications of the techniques used in the previous chapters, 
in particular by relating u* to a compound Poisson process, it is possible, 
n 
under some additional assumptions, to obtain asymptotic results for the 
weighted compound multivariate empirical process 
(6.33) u:(t)/q(V(t)), t E Id (q E Q*). 
For more details see Einmahl & Ruymgaart (1985b), where in particular a 
weak convergence result and a strong limit theorem for the process in 
(6.33) are obtained. Also refer to Marcus & Zinn (1984). 
c. Extension to JRd. It is easily seen that the theorems in this mono-
graph extend to empirical processes on lRd by applying suitable trans-
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formations ~j' say, on each coordinate tj of 
a transformation~: (0,l)d +:Rd, with ~(t) 
d t € (0,1) , 
= <~j (tj)>, 
1 ~ j ~ d, i.e. 
t € Id. 
d. Poisson pl'Ocesses. It is also obvious that our approach will lead 
ipso facto to results for Poisson processes, since the basic inequality 
for these processes is implicitly contained in Chapter 2, section 1. 
4. Some applications 
a. Extreme values. Theorems 4.2 and 4.5 are likely to have a wide 
variety of applications in probability theory, in particular in the theory 
of extreme values. Theorem 4.2 is already applied in the study of the 
almost sure stability of sums of extreme values in Einmahl, Haeusler & 
Mason (1985). Theorem 4.5, in turn, has already proven to be a valuable 
tool in establishing LIL's for sums of extreme values, see Haeusler & 
Mason (1985) and Deheuvels, Haeusler & Mason (1986). 
b. U-statistics. A nice application of the basic inequality, can be 
found in Helmers & Ruymgaart (1986), where the inequality in (2.18) is 
applied to obtain a similar inequality for empirical processes of 
u-statistic structure. Their inequality is derived using a moment gene-
rating function technique; statement (5.3) along with (2.18) is then used 
to bound the moment generating function from above. 
c. General spacings. Let us define w± in the obvious way, see (5.46) 
n 
and (6.2). Then it is straightforward that Theorems 5.3 and 6.6 remain true 
for w+ and w- respectively. Combination of the thus obtained results and 
n n 
a slight modification of an observation in Mason (1984) leads to theorems 
on the almost sure behaviour of properly defined multivariate maximal or 
minimal k-spacings, where k depends on n. It should be noted that these 
spacings are defined in terms of rectangles, but it is also possible to 
use a more general setup, where the class of rectangles is replaced by a 
class of sets satisfying certain entropy conditions. For a detailed study 
of these spacings in the latter setup the reader is referred to Deheuvels, 
Einmahl, Mason & Ruymgaart (1986). 
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d. Density and regression function estimation. With the aid of suitable 
transformations the basic inequality has also applications in the theory 
of density estimation on JR.d. Especially strong convergence properties of 
the "multivariate naive estimator" are immediate. For more details we refer 
to Stute (1982, 1984). Note that in a similar way the basic inequality for 
the process u*, defined in (6.31), can be used when estimating the multivariate n 
* regression function, since F is in a sense a cumulative version of this 
function. This is briefly worked out in Einmahl & Ruymgaart (1985b). 
e. Other applications. Of course the basic inequality (and 
Inequality 5.3) can also be used to obtain "tightness" of the unweighted 
empirical processes, i.e. that our theory also provides a proof for 
Fact 1.1.A. For some other applications of the theory of empirical pro-
cesses (pattern recognition, cluster analysis, etc.) we refer to Dudley 
(1982), Pollard (1981, 1982) and Stute (1982, 1984). 
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