The development of a neurocomputing technique to forecast the average winter shower in India has been modeled from 48 years of records . The complexities in the rainfall-sea surface temperature relationships have been statistically analyzed along with the collinearity diagnostics.
INTRODUCTION
It is widely accepted that the climate and its variability are the result of a complex system of air-sea interactions and atmosphere-ocean feedbacks (Latif ; Wang et al. ) . Sea surface temperature (SST) and their interaction play a significant role in the phenomenon of rainfall (Maity & Nagesh Kumar ) . The association between seasonal or annual rainfall and global SST is well documented in the literature for various parts of the world ( Basically, the changes in SST influence the large-scale atmospheric circulation, which in turn influences the rainfall (Maity & Nagesh Kumar ) .
In the tropics, positive SST anomalies are associated with enhanced convection and the resulting heating is balanced by adiabatic cooling (Reddy & Salvekar ) .
SST anomalies also play an important role in producing rainfall (Clark et al. ) . The El-Niño-Southern Oscillation (ENSO) is a coupled ocean-atmosphere phenomenon that has worldwide impact on climate in general and Indian monsoons in particular (Kumar ) . The oscillations in wind stress due to the Southern Oscillation are associated with changes in the circulation of the ocean and the SST anomaly that are referred to as El Nino. Warm ENSO episodes are characterized by an increased number and intensity of tropical storms over the Bay of Bengal and hence enhanced winter monsoon rainfall (Kumar ) .
The importance of the Indian summer monsoon rainfall, on which the country's agriculture, power generation and industrial production heavily depend, is well known (Rao ) . A number of studies have been made to examine and the Indian Ocean from Africa to Australia (Rao ) .
The studies pertaining to the winter monsoon season are very few in the literature, although this season's rainfall is quite important for southern peninsular India. Literature on the winter-monsoon rainfall over India includes Rao (, ), Singh () and Raj () • Unlike other statistical techniques, the ANN makes no prior assumptions concerning the data distribution.
• It can model highly nonlinear functions and can be trained to accurately generalize when presented with new, unseen data.
Conventional weather forecasting models are highly data-specific and based on complex and expensive-to-maintain mathematical models that are built many months in advance of the event they are attempting to predict. The performance of conventional statistical models very often relies on the availability of accurate real-time data inputs, the quality of the engineering knowledge and the mathematical skills used to specify, build and operate the models, and the ability of the models to respond to the unexpected and rapidly changing environment. The ANN, on the other hand, offer real prospects for an effective, more flexible and less assumption-dependent adaptive methodology well suited for modeling weather forecasting, which by its nature is inherently complex because of nonlinearity and chaotic effects (Maqsood et al. ) . An exhaustive review of issues associated with the suitability of ANN in meteorological forecasting is available (Hsieh & Tang ) .
In the present paper, the time series pertaining to the winter shower over the study zone has first been viewed for its non-stationarity and associated non-persistence over In this step, the multiple linear regression is adopted and multicollinearity within the dataset is investigated. A stepwise removal of variables is adopted and consequently six models are generated from the six predictors. The collinearity diagnostics are presented in Table 1 . The third column of Table 1 shows the standardized regression coefficients and it is found that positive as well as negative coefficients are appearing. This indicates that there is a positive as well as a negative impact of the predictors on the predictand. Moreover, it is observed that none of the coefficients are of significantly high value. This indicates that none of the predictors are having a major impact on the predictand. However, it is seen that, in model 1, which contains all of the six predictors, the SST of November is almost À0.6.
It can, therefore, be said that this predictor has relatively higher influence on the predictand than the remaining five predictors. Subsequently, the values of the t-statistic are calculated and it is revealed from the next column that the significance level is above 0.05 in all cases. This indicates that, in none of the cases, the t-statistic is significant in more than 95% of cases in the long run. This leads us to conclude that the predictors are not having any prominent impact upon the predictand. In the last two columns of This indicates the presence of multicollinearity, that means, the above two predictors are having a similar impact on the predictand. To remove the multicollinearity, the predictor SST of December is removed and the second model is generated. It is found that none of the tolerance values is less than 0.1 and none of the VIF is greater than 10. Thus, the second model is free from multicollinearity.
It is found that the correlation coefficient R is almost equal in models 1 and 2. However, the other models have much smaller correlation coefficients. Thus, we identify model 2 as a relatively acceptable model and in subsequent sections we generate ANN models with the predictors selected after removal of multicollinearity, i.e. model 2. To generate the ANN model all the data are scaled to provide values between 0.1 and 0.9 as follows:
where z i denotes the transformed appearance of the raw data x i . After the modeling is completed, the scaled data are reverse-scaled according to The method may be described as
where x 1 , x 2 , …, x 6 represent the six predictors mentioned in the first paragraph of this section and y d 
where 〈〉 implies the average over the whole test set.
METHODOLOGY
In this algorithm, an initial weight vector w k of a feedforward neural network is iteratively adopted according to the recursion
where w k denotes the weight vector at the kth step. This recursion relation is used to find an optimal weight vector.
Presenting a set of pairs of input and target vectors to the 
In the learning scheme for the back-propagation algorithm (Widrow & Lehr ), the weight vector w k contains the weights computed during the kth iteration and the output error function E is the multivariate function of the weights of the network. Mathematically this is expressed as
where E p (w k ) represents the half-sum-of-squares error function of the network outputs for a certain input pattern p.
The objective of this supervised learning is to select the set of weights that minimizes E, which is the deviation between the network output and the target pattern over the complete set of training patterns. This is presented to the neural network, called an epoch (Gardner & Dorling ) . The learning continues until E is less than a preset value at the end of an epoch.
In Equation (1), if the function f d is nonlinear, then a nonlinear perceptron is achieved. Additional room for a good fitting of data is obtained by introducing a set of hidden nodes z dk (k ¼ 1, 2, …, n) in such a way that
and
The function f is defined as
This form of transfer function is very popular in the ANN literature because of the form of its derivative. Yegnanarayana (). In order to find the w and v, the back-propagation method is to be used. To implement the ANN methodology in the present problem, the entire dataset under study is divided into two subsets, namely the training set and the test set. In the ANN literature, an exhaustive variable selection is recommended to get a better performance when the problem is a multivariate prediction. In the previous section, we have already done this variable selection using the method of multiple regression.
Two models have been generated using the predictors identified in the previous section. The selected predictors are rainfall amounts of November, December and January and the SST of November and January. The training set has been generated in three different ways:
1. Using a round robin method to select 70% of the dataset as the training set.
2. Using the first 70% as the training set and the remaining 30% as the test set.
3. By continuously withholding 6 years and training through the remaining years.
This ratio of the number of training and test cases (i.e. the ratio 7:3) is similar to that followed in Lundin et al.
(). An adaptive gradient learning (Lundin et al. )
has been used using a modified cascade method. The sigmoid function given by Equation (11) 
RESULTS AND COMPARISON
First, we discuss the performance of the multiple linear regression. The results of variable selection have been presented in Table 1. The table displays 2. Predicted values for these years (1, 2, 3, 4, 5, 6 ) are calculated 3. Data pertaining to the next 6 years (7, 8, 9, 10, 11 and 12) are withheld and training is done on the remaining 42 years.
4. Predicted values for these years (7, 8, 9, 10, 11 and 12) Thus, the best model from the given study is the ANN model, where the first 70% of the data constitute the training set for adaptive gradient learning, and the final architecture contains 5 input nodes, 19 hidden nodes and 1 output node.
