Abstract-We study the complexity of the following "resolution width problem": Does a given 3-CNF formula have a resolution refutation of width k? For fixed k, refutations of width k can easily be found in polynomial time. We prove a matching polynomial lower bound for the resolution width problem that shows that there is no significant faster way to decide the existence of a width-k refutation than exhaustively searching for it. This lower bound is unconditional and does not rely on any unproven complexity theoretic assumptions.
I. INTRODUCTION
Resolution is a well-known and intensively studied proof system to detect the unsatisfiability of a given formula in conjunctive normal form (CNF). Starting with the clauses from the CNF formula one iteratively derives new clauses using only one simple rule: The resolution rule takes two clauses γ ∪ {X}, δ ∪ {¬X} and resolves γ ∪ δ. The given CNF formula is unsatisfiable if, and only if, the empty clause can be derived. Despite its simplicity resolution has been found many applications in practical SAT solving. Most state-of-theart SAT solvers try to find resolution refutations.
One natural complexity measure for resolution is the length of a refutation. This measure is also important for resolution based satisfiability testing since the running time of that SAT solvers is lower bounded by the length of the underlying resolution refutation. Haken [11] proved the first superpolynomial lower bound on the length of resolution refutations for the pigeon hole principle. Several improvements and length lower bounds for other combinatorial principles followed. A second complexity measure is the width of a resolution refutation, which is the size of the largest clause in the refutation. Ben-Sasson and Widgerson [6] underlined its importance by showing that every length S resolution refutation of an nvariable 3-CNF formula can be transformed to a refutation of width at most O( √ n log S). Hence, if a 3-CNF formula has a "short" (subexponential) refutation, then it has also a "narrow" refutation of sublinear width. This fact enabled them to rederive essentially all previous known exponential length lower bounds by proving linear width lower bounds. Furthermore, they proposed a simple dynamic algorithm that searches for a refutation of smallest width. This heuristics was already known before and dates back to Galil [9] . It proceeds in a very simple way:
Derive all clauses of width at most i. until the empty clause has been derived.
Since on n variables there are at most O(n k ) clauses of width k, the algorithm terminates after n O(w) steps, where w is the smallest width of a resolution refutation of Γ. To estimate the running time of this procedure on a given instance, one needs to solve the following decision problem.
Resolution width problem
Input: A 3-CNF formula Γ and an integer k. Question: Does Γ have a resolution refutation of width at most k?
The algorithm above solves this problem within exponential time by deriving all clauses of width at most k. Our first theorem states that this problem cannot be solved within polynomial time.
Theorem 1. The resolution width problem is complete for EXPTIME.
Motivated by an EXPTIME-completeness result for the kconsistency heuristics for general CSP [16] , Vardi raised the question for the complexity of the resolution width problem and conjectured that it is EXPTIME-complete. In 2006, Hertel and Urquhart [12] claimed to have solved the problem, but later retracted their claim [13] . Nordström mentions it as an open problem in his recent survey [17] . A related problem is the regular resolution width problem that asks whether or not there exists a regular resolution refutation of width at most k. Urquhart stated its complexity as open problem and conjectured it to be PSPACE-complete [20] . We settle this conjecture as well.
Theorem 2. The regular resolution width problem is complete for PSPACE.
For more motivation of the above theorems we refer to Chapter 7 of Hertel's dissertation [14] that also discusses quite a few interesting consequences. If an unsatisfiable 3-CNF formula can be refuted by a constant width resolution refutation, then the algorithm above recognizes its unsatisfiability within polynomial time. Thus, searching for widthk refutations may serve as polynomial time heuristics for determining unsatisfiability. On the other hand the degree of the polynomial depends on k and it is natural to ask whether this is necessary. That is, can the following decision problem be solved in, say, quadratic time?
Resolution width-k problem Input: A 3-CNF formula Γ. Question: Does Γ have a resolution refutation of width at most k?
The existence of an O(2 k Γ 2 ) time, hence quadratic, algorithm for the resolution width-k problem would be consistent with Theorem 1 and with our previous knowledge. Our third theorem rules out this possibility in a very strong manner. Note that this lower bound is unconditional because it is ultimately obtained from the deterministic time hierarchy theorem. The simple algorithm above computes a resolution refutation of width at most k, provided there is one, in time Γ O(k) . Hence, this theorem also states that there is no significant better way to decide the existence of a width-k refutation than exhaustively searching for it. The proof of Theorem 3 also settles the parameterized complexity of the resolution width problem: This corollary adds one more natural problem to the short list of XP-complete problems. However, Theorem 3 is stronger in the sense that XP-completeness does not rule out the possibility of time O(n log log k ) algorithms. As mentioned above, every width-k refutation has length at most O(n k ) where n is the number of variables in the 3-CNF formula and it is an intriguing question if this bound is sharp. We prove for every constant k a near optimal lower bound by explicitly constructing a family {Γ k n } ∞ n=1 of 3-CNF formulas with O(n) variables that can be refuted in width-k resolution, but for which every width-k resolution refutation has length at least Ω(n k−1 ). On the other hand, Γ k n can be refuted by a treelike resolution refutation of width k + 1 and constant length (depending on k). Thus, the refutation of smallest width is by means longer than the shortest one. Such a trade-off was unknown before and relates to the work of [3] and open problems in [18] (see also [17, (Chapter 6) ] for further discussion). • Every width-k resolution refutation of Γ k n has length at least Ω(n k−1 ).
• There is a width-(k + 1) treelike resolution refutation of Γ k n of length O(1). The three computational lower bounds stated above are obtained by essentially one reduction from the combinatorial KAI-game [15] to a restricted variant of the existential pebble game that characterizes resolution width [2] . Our proofs built on earlier work by Kolaitis and Panttaja [16] and recent work by the author of this paper [7] on the complexity of existential pebble games. We introduce both games and state the reduction in the next section. Section III summarizes the proof techniques and outlines the reduction, the details of the reduction are given in Section IV and V. In Section VI we sketch the lower bound on the length of width-k resolution refutations.
II. DEFINITIONS AND PROOF OF THE MAIN THEOREMS

A. A Game Characterization of Resolution Width
A literal is either a Boolean variable X or its negation ¬X. A clause γ is a disjunction of literals and the width of a clause is the number of literals in it. A CNF formula Γ is a conjunction of clauses and a d-CNF formula is a CNF formula that contains only clauses of width at most d. It is common to view clauses as sets of literals and formulas as sets of clauses. Resolution is a well-known calculus for proving the unsatisfiability of a given CNF formula. The resolution rule on X takes two clauses γ ∪ {X} and δ ∪ {¬X} and derives the resolvent γ ∪ δ. A resolution derivation of a clause γ from a CNF formula Γ is a sequence of clauses (γ 1 , . . . , γ n ) such that γ = γ n and every clause γ i is either contained in Γ or a resolvent of two preceding clauses. A resolution refutation is a resolution derivation of the empty clause.
The length of a resolution derivation is the number of clauses it contains and the width of a resolution derivation is the maximum width over all clauses in that derivation. A resolution derivation of γ can also be viewed as a directed acyclic graph (dag) where the nodes are labeled with the clauses from the derivation, one node of in-degree 0 is labeled with γ and all nodes of out-degree 0 are labeled with clauses from Γ. There is one arc from δ to γ 1 and one arc from δ to γ 2 if δ is the resolvent of γ 1 and γ 2 . The depth of a resolution derivation of γ from Γ is number of arcs on the longest directed path in the corresponding dag. A resolution derivation is regular if on every path from the root to the leafs in the associated dag no variable has been used twice by the resolution rule.
A partial assignment is a partial mapping p from the Boolean variables to {0, 1}. The Boolean existential (k + 1)-pebble game introduced by [2] works with these partial assignments and is designed to simulate width-k resolution. This game can be seen as a special case of the model-theoretic existential (k + 1)-pebble game. On the other hand it is quite similar to Pudlak's Prover-Delayer game for resolution [19] if one bounds the size of the so-called record. For abbreviation we call the Boolean existential (k + 1)-pebble game "widthk game" here. The game is played by two players, called Spoiler and Duplicator, and the positions of the game are partial assignments of domain size at most k + 1. The game starts with the empty assignment. In each round, Spoiler asks Duplicator for the assignment of a variable X and Duplicator has to answer with either X → 0 or X → 1. Spoiler can store at most k + 1 variables and its assignments, but he can delete information at any time. After Spoiler has stored the (k + 1)st assignment, he is forced to delete at least one assignment before doing anything else. Spoiler wins the game if he can reach an assignment that falsifies a clause from Γ and Duplicator wins the game if she has a strategy such that Spoiler can never reach such a position. For illustration we also view a partial assignment p of domain size l as a set of l pebbles marked with 0 or 1 and lying on the variables Dom(p). In [2] it was shown that Spoiler wins the width-k game on Γ if, and only if, Γ has a resolution refutation of width at most k. The next lemma relates also the depth of a width-k refutation to the number of rounds in the width-k game. 
Proof:
We first show how a width-k resolution refutation leads to a winning strategy for Spoiler. We can identify every clause γ of width l with the unique partial assignment of domain size l that falsifies it. For example, the clause {X, ¬Y, Z} is falsified by the partial assignment {X → 0, Y → 1, Z → 0}. Spoiler plays along the arcs in the resolution dag from the empty clause to some clause in Γ and always stores the assignment that falsifies the current clause (hence this assignment has domain size at most k). First, the game starts with the empty assignment that corresponds to the empty clause in the derivation. If the current clause is derived from γ 1 ∪ {X} and γ 2 ∪ {¬X} via resolving on X, then Spoiler asks for X. Depending on Duplicators choice, he walks to either of the two parents and deletes assignments that are not related to the new clause. Finally, he reaches an assignment that falsifies a clause from Γ and thus he wins. Since he follows a path from the root to the leafs in the dag, the number of rounds is bounded by the depth of the refutation.
In an analog way one can develop a resolution refutation of width at most k from a winning strategy for Spoiler in the width-k game. In order to do this we first construct a resolution refutation that also uses the weakening rule that derives a clause γ from a clause δ ⊂ γ. A resolution refutation with weakening can easily be transformed to a standard resolution refutation without increasing length, width and depth. The refutation we construct uses the clauses that are falsified by the current assignment, if the domain size is less than k + 1. For every partial assignment of domain size k + 1 occurring in the strategy, we consider the clause that relates to the corresponding partial assignment after Spoiler was forced to delete one variable. Deleting assignments in Spoilers strategy corresponds to weakening. If Spoiler asks for X this essentially corresponds to resolving on X, but we have to be a little bit more precise here. Let γ be the clause that relates to the current assignment (that falsifies it) and X be the variable Spoiler asks for. If |γ| < k, then γ is obtained from γ ∪ {X} and γ ∪{¬X} via resolving on X. If |γ| = k, let γ 1 ⊂ γ ∪{X} and γ 2 ⊂ γ ∪ {¬X} be the clauses obtained after Spoiler was forced to delete at least one assignment. Now it holds that (1) γ is (a weakening of) γ 1 or (2) γ is (a weakening of) γ 2 or (3) X ∈ γ 1 and ¬X ∈ γ 2 and γ is (a weakening of) the resolvent of γ 1 and γ 2 . Since every play of the game relates to a path from the empty clause to some clause in Γ in the resolution-dag we get a width-k resolution refutation of depth at most d (after getting rid of the weakening).
A slight modification of the width-k game yields an appropriate game to characterize regular resolution refutations of width at most k [14] . The regular width-k game proceeds as the width-k game with the restriction that Spoiler is not allowed to ask for a variable twice. The following lemma is a straightforward adaptation of Lemma 6.
Lemma 7. Spoiler wins the regular width-k game on Γ within d rounds if, and only if, Γ has a regular resolution refutation of width at most k and depth at most d.
B. The Pebble Games of Kasai, Adachi and Iwata
An instance of the KAI-game [15] is a tuple (U, R, s, θ) where U is the universe,
with R ⊆ U 3 the set of rules, s : [k] → U the start position and θ ∈ U the goal. We let [k] be the set of k pebbles in the game. A rule is of the form (u, v, w, c, d), with c = d, u = v = w = u and the intended meaning that if pebble c is on u and pebble d is on v and there is no pebble on w, then one player can move pebble c from u to w. This is a slight more wasteful notion as originally used in [15] , where the set of rules is R ⊆ U 3 , but it is useful in our reduction to specify the pebbles c and d in the rules. A position of the KAI-game is an injective mapping
If r is applicable to p, then r(p) is the position that occurs after applying r to p. The set of all rules in R applicable to a position p is denoted by appl(p) and T r (p) ⊆ [k] denotes the set of pebbles i such that p(i) contradicts the applicability condition of rule r:
The KAI-game is played by two players and proceeds in rounds. In the first round Player 1 starts with position s and chooses a rule r ∈ appl(s), the new position is p = r(s). In the next round Player 2 chooses a rule r ∈ appl(p) and applies it to p. Then it is Player 1's turn and so on. Player 1 wins the game if he reaches a position p, where p(z) = θ for one z ∈ [k] (that is called a winning position) or where Player 2 is unable to move. Player 2 wins if she has a strategy ensuring that Player 1 cannot reach such a position. The next definition formalizes winning strategies for Player 2, they contain a set of positions K 1 where it is Player 1's turn and a set of positions K 2 where it is Player 2's turn and a function κ that tells Player 2 which rule to choose next. Definition 8. A winning strategy for Player 2 in the KAI-game on G = (U, {r 1 
is a mapping such that the following holds:
• s ∈ K 1 .
• For every p ∈ K 1 and every r i ∈ appl(p):
In the k-pebble KAI-game the instances are required have to exactly k pebbles (as indicated by the start position). The underlying directed graph of a KAI-game instance G = (U, R, s, θ) consists of the node set U and arcs (u, w) and (v, w) for every rule (u, v, w, c, d) ∈ R. An instance of the KAI-game is acyclic if its underlying directed graph is acyclic and the acyclic KAI-game is the KAI-game restricted to acyclic instances. The next theorem from [15] addresses the complexity of deciding which player wins the (acyclic) KAI-game.
Theorem 9. Determining the winner in the KAI-game is complete for EXPTIME and determining the winner in the acyclic KAI-game is complete for PSPACE.
It can be decided in time n O(k) if Player 1 has a winning strategy in the k-pebble KAI-game on G, thus this problem is in PTIME for every fixed k. Theorem 10 below states a corresponding lower bound. It was proven in [1] by simulating a deterministic multi-tape Turing machine of running time n k within the k -pebble KAI-game so that the machine accepts if, and only if, Player 1 wins the KAI-game. The lower bound then follows from the time hierarchy theorem, that states that Turing machines of running time n k cannot be simulated in time n k−ε .
Theorem 10. For every ε > 0, determining the winner in the k-pebble KAI-game is not in DTIME(n
C. Proof of the Main Theorems
We write (regular) width game to denote that the parameter k is given as part of the input. We now prove the computational lower bounds, using the reductions stated in the next two lemmas. The main lemmas itself are proven at the end of Section V.
Lemma 11 (First Main Lemma).
There is a LOGSPACEreduction from the KAI-game to the width game and from the acyclic KAI-game to the regular width game.
Proof of Theorem 1:
It is easy to see that the resolution width problem is in EXPTIME by iteratively resolving all clauses of width at most k. Since determining the winner in the KAI-game is EXPTIME-hard (Theorem 9) it is EXPTIMEhard to determine the winner in the width game by Lemma 11. Hence, the resolution width problem is complete for EXPTIME.
Proof of Theorem 2: Spoiler has a forced win in the regular width game if, and only if, he can win the game within | Var(Γ)| steps. Thus, an alternating Turing machine can decide if Spoiler can win the game in polynomial time. By APTIME=PSPACE [8] we get that the regular resolution width problem is in PSPACE. Since the acyclic KAI-game is PSPACE-hard (Theorem 9) and there is a LOGSPACEreduction from the acyclic KAI-game to the regular width game (Lemma 11) it follows that the regular resolution width problem is complete for PSPACE.
Lemma 12 (Second Main Lemma).
There is a reduction from the k-pebble KAI-game to the width-(k + 1) game that computes for every instance G of size G a 3-CNF formula Γ(G) such that the following holds.
• Player 1 has a winning strategy in the k-pebble KAIgame on G if, and only if, Spoiler has a winning strategy in the width-(k + 1) game on Γ(G).
• The reduction is computable in DTIME( G 3 ). ) for a k ≥ 14. This contradicts Theorem 10.
Proof of Theorem
III. PROOF TECHNIQUES AND OUTLINE
We devise one reduction that proves both statements in Lemma 11 and a weaker form of Lemma 12 (with Γ(G) = O( G 4 )) at once. With a slight modification of that reduction we obtain the bounds from Lemma 12. For the rest of the
and θ ∈ [n] be an instance of the k-pebble KAI-game. We construct a 3-CNF formula Γ(G) such that the following holds.
• If G is acyclic and Player 1 has a winning strategy in the k-pebble KAI-game on G, then Spoiler has a winning strategy in the regular width-(k + 1) game on Γ(G).
A. Combining Strategies
In our reduction we construct the clause set Γ(G) out of smaller clauses sets, called gadgets. The gadgets are defined on pairwise disjoint variable sets and there are additional clauses to connect these gadgets. In order to establish a winning strategy for one player, we need to combine strategies on the gadgets to a strategy on Γ. The easier part is to do that for Spoiler with a notion obtained from finite model theory [10] .
We say that Spoiler can (regularly) reach position p 2 from position p 1 on Γ if he has a strategy in the (regular) width-(k +1) game such that starting from position p 1 he either wins the game or position p 2 occurs in the game after some finite number of rounds. We can combine such strategies to show that Spoiler can reach some position p from ∅; if p falsifies a clause from Γ(G) this gives us a winning strategy for Spoiler and hence a resolution refutation.
It is more difficult to establish a winning strategy for Duplicator, but we can benefit from the view of the width-(k + 1) game as existential (k + 2)-pebble game [2] and the techniques developed for the existential pebble games in [7] .
If there is a winning strategy H for Duplicator, then she can always provide a correct answer z for a queried variable Z without falsifying any clause from Γ. A critical strategy is nearly a winning strategy in the sense that Duplicator wins unless the game reaches a critical position. Duplicator may not have an appropriate answer in that situation, but she knows that Spoiler has stored a critical position (and nothing else, since | Dom(p)| = k + 1) and can use this information to flip to another critical strategy H with p ∈ H . The following lemma enables us to construct a winning strategy out of a collection of critical strategies. 
Every gadget Q ⊆ Γ(G) we construct has a boundary bd(Q) ⊆ Var(Q), that are the variables on which the gadget is connected to other gadgets. Furthermore, two gadgets Q and Q are only connected by the clauses {X, ¬Y } and {¬X, Y } (denoted X ↔ Y ) for variables X ∈ bd(Q) and Y ∈ bd(Q ).
A boundary function of a strategy H on a gadget Q is a function β : bd(Q) → {0, 1} such that p(X) = β(X) for all p ∈ H and X ∈ bd(Q) ∩ Dom(p). We say that two strategies G and H on gadgets Q G and Q H are connectable, if they have boundary functions β G and β H and it holds that
Lemma 15. Let G and H be two connectable critical strategies on gadgets Q G and Q H . The composition G H := {g∪h | g ∈ G, h ∈ H} is a critical strategy on Q G ∪ Q H and their connecting clauses. Furthermore, G H has critical positions crit(G) ∪ crit(H) and the boundary function β G ∪ β H .
We use the operator to construct a critical strategy for Γ(G) out of critical strategies on the gadgets. Then we show that the union of those global critical strategies is by Lemma 14 a winning strategy for Duplicator.
B. The Construction
In this paragraph we give an overview on the construction and the gadgets we use. Detailed descriptions of the gadgets and the strategies on them are given in the next section. We construct Γ(G) as illustrated in Figure 1 Figure 1 . The 3-CNF formula Γ(G).
After every Rule Gadget S r there is a copy MS r of the Switch M with input variables X(M ) i j and output variables Y (M ) i j . Switches were already used before to prove lower bounds for model theoretic pebble games [7] , [10] , [16] and they are always the most involved part of the construction. This holds also for our Switch that bases on some kind of pigeonhole principle. 
IV. THE GADGETS
For a partial assignment p we let cl(p) := {p | p ⊆ p}. It is easy to see that if p is a satisfying total assignment of Γ, then cl(p) is a winning strategy for Duplicator in the width-(k + 1) game on Γ. 
A. Rule Gadget for Spoiler
Lemma 16 (Spoiler's strategy on S r ). Spoiler can regularly reach p on Y (S r ) from p on X(S r ) for every position p and every rule r applicable to p.
Proof: By definition, the gadget contains the clauses Proof: Let R p := cl(β p ) and R 0 := cl(β 0 ), where β p and β 0 are the boundary functions defined in the above lemma. Since β p and β 0 define total assignments that satisfy all clauses from the gadget, R p and R 0 are winning strategies on S r .
B. Rule Gadget for Duplicator
For every rule r = (u, v, w, c, d) 
As for the S r gadget, Spoiler can move a valid position through the gadget while applying the rule. If Duplicator has chosen a Rule Gadget for a rule r not applicable to p, then she is penalized by losing immediately. Proof: If r is applicable to p, then there are clauses 
The essence of the Switch can be described by a kind of pigeon hole principle. There are k holes and kn groups of four pigeons each. Every group of four pigeons corresponds to one of the kn variables X(M ) j is arriving, then it will sit in some hole. The clauses (16) state that in every hole there is at most one pigeon.
The intended meaning of the variable B l is "hole l is occupied" and it is ensured by the clauses (17) that this variable is true, if some pigeon actually sits in hole l. The variable B states "all holes are occupied" and it is guaranteed by the clauses (18) , (19) and (20) 
By Lemma 15, I 1 and I 2 are critical strategies with crit(I 1 ) = crit(S 
E. The Choice Gadget
The Choice Gadget C contains input variables X(C) 
