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Abstract
By introducing a new approximate Green function, we obtain the pointwise estimates on the
solutions of Euler equations with linear frictional damping, from which we can deduce the
optimal Lp ð1pppþNÞ convergence rates to the nonlinear diffusion waves. The pointwise
estimates and Lp ð1ppo2Þ convergence rates given in this paper are new.
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1. Introduction
In this paper, we study the time-asymptotic behavior of solutions to the p-system
with frictional damping, which in Lagrangian coordinates can be written as
vt  ux ¼ 0;
ut þ pðvÞx ¼ au; a > 0; p0o0;
(
ð1:1Þ
with the initial data
ðv; uÞðx; 0Þ ¼ ðv0ðxÞ; u0ðxÞÞ:
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Here vðx; tÞ > 0 and uðx; tÞ represent the speciﬁc volume and velocity, respectively,
and a > 0 is the frictional coefﬁcient. The pressure pðvÞ is assumed to be a smooth
function of v with pðvÞ > 0; p0ðvÞo C0o0 for v under consideration.
It was proved in [3] that the solutions to (1.1) time asymptotically behave like
those governed by the Darcy’s law in L2 and LN norms if the solution is away from
vacuum. That is, as t tends to inﬁnity, the solution ðvðx; tÞ; uðx; tÞÞ of (1.1)
approaches to the solution ð%vðx; tÞ; %uðx; tÞÞ governed by the following system with the
same end states as vðx; 0Þ at inﬁnity:
%vt ¼ 1a pð%vÞxx;
pð%vÞx ¼ a %u:
(
ð1:2Þ
The convergence rates in Lp ð2pppNÞ norms were studied in [9,10] by using the
energy method and an approximate Green function.
However, the pointwise estimates and Lp ð1ppo2Þ convergence rate cannot
be obtained by the method used in [10]. The reason can be explained as follows.
Since the large time behavior of the solution to the Euler equations with
linear damping is governed by a parabolic equation derived by using Darcy’s
law, the main idea in [10] is to consider a linear parabolic equation by putting the
second-order derivative with respect to time variable to the right-hand side of the
equation and treating it as a source. Notice that this second-order derivative term is
linear. The advantage of this method is that the obtained linear equation becomes a
heat equation with variable coefﬁcient which depends on the diffusion wave.
Therefore, the approximate Green function can be deﬁned easily which is a variation
of the heat kernel. However, the second-order derivative with respect to time in the
source requires higher-order derivatives on the solutions in the analysis.
Consequently, to close the decay estimates of the solution needs a crude decay
estimates on the highest order derivatives of the solution with respect to time
obtained by energy method. Since the energy method is crucial there, to our
knowledge, this will not give any detailed pointwise estimates. But the estimates for
Lp with pX2 can be obtained, cf. [10].
How to overcome the above difﬁculty is the main purpose of this paper. Here,
we ﬁnd a new way to construct an approximate Green function for the purpose
of obtaining the pointwise estimates on the solutions so that a sharper result
on the convergence rates in Lp ð1pppNÞ can be established. In particular,
the L1 estimate is obtained. Our idea is to keep the second-order derivative
with respect to time variable on the left-hand side of the equation. Therefore, the
linear equation now is of the second order, and of hyperbolic type with linear
damping and variable coefﬁcient. Notice that here the source term is nonlinear
where the highest order derivative has a factor of lower-order derivatives. In the
following analysis, we ﬁrst give a detailed pointwise estimates of the Green
function to the above linear hyperbolic equation by treating the variable coefﬁcient
as a parameter through Fourier analysis. Then we introduce a new method to
deﬁne an approximate Green function to the original linearized equation. Based on
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these analysis, we can estimate the error due to the approximate Green function
and the integral of the product of the approximate Green function and the
nonlinear source to obtain the desired estimates. We should mention that
some of the techniques used here in the Fourier analysis on the Green function
come from the study on Navier–Stokes equations and hyperbolic systems with
relaxation in [6,12].
Furthermore, as a preparation for the study of planar diffusion wave in multi-
dimensional space, we give estimates on higher-order derivatives on the solutions in
this one-dimensional setting. For this, we make some interesting improvement on the
analysis in closing the a priori estimates in the last section.
There are other interesting problems concerning (1.1) with partial results obtained
so far. One of them is the behavior of the solutions when vacuum appears. For this
problem, the equivalence between (1.1) and (1.2) is known for some special families
of solutions by construction and the LN solutions by compensated compactness.
Another problem is the existence of global weak solutions with ﬁnite total variation.
This was proved for the case when the end states of the initial data at inﬁnities
coincide. But the problem without this restriction is still open. Interested readers
please refer to [1,2,4,5,13] and reference therein. Some interesting works on the
convergence to the Darcy’s law from the compressible Euler ﬂow and the study of
limiting behavior of nonhomogeneous hyperbolic systems when the relaxed
equilibrium is described by parabolic equations are done in [7,8]. There are also
some works on the case with boundary and the case for nonisentropic gas which we
do not refer here because it is irrelevant to this paper.
The rest of the paper is arranged as follows: The main theorems are stated in
Section 2. In Section 3, we will ﬁrst study the Green function with a parameter in
details by Fourier analysis. In Section 4, the new approximate Green function is
introduced and the proof of the main theorems is given in the last section.
Throughout this paper, C and b will be used to denote a generic positive large and
small constants, respectively.
2. The main result
As in [3,9,10], we are interested in the large time behavior of the solution of (1.1)
with initial data satisfying
ðv; uÞðx; 0Þ-ðv7; u7Þ as x-7N ð2:1Þ
with vþ not necessarily being equal to v: Denote the self-similar solution, i.e. the
diffusion wave, of (1.2) in the form of jð xﬃﬃﬃﬃﬃﬃ
tþ1p Þ by %vðx; tÞ with the same end states at
inﬁnities as vðx; 0Þ; i.e.,
%vðx; tÞ ¼ f xﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t þ 1p
 
; %vð7N; tÞ ¼ v7: ð2:2Þ
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Also set
%uðx; tÞ  1
a
pð%vÞx: ð2:3Þ
From [3,10], we know that %vðx; tÞ has the following exponential decay property in x2tþ1:




j@kx %vðx; tÞjpCjvþ  vjð1þ tÞk=2eCa
x2
1þt: ð2:4Þ
Since the u component of the solution is expected to decay exponentially in t at
x ¼7N; an auxiliary functions ðu˜; *vÞ was introduced in [3] as follows:







*vðx; tÞ ¼ uþ  ua e
atm0ðxÞ; ð2:6Þ
where m0ðxÞ is a smooth function with compact support satisfyingZ N
N
m0ðxÞ dx ¼ 1:
It is easy to check that ðu˜; *vÞ satisﬁes
*vt  u˜x ¼ 0;
u˜t ¼ au˜:
(
Let the initial data v0ðxÞ be a small perturbation of a diffusion wave %vðx; 0Þ: We are
going to study how the solution behaves pointwise as t tends to inﬁnity. As in [3],
there exists a shift x0 such that the initial data satisﬁes:Z N
N
ðv0ðyÞ  %vðy þ x0; 0Þ  *vðy; 0ÞÞ dy ¼ 0:




ðvðy; tÞ  %vðy þ x0; tÞ  *vðy; tÞÞ dy; ð2:7Þ
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satisﬁes Vð7N; tÞ ¼ 0: Here x0 is a constant uniquely determined byZ N
N
ðvðx; 0Þ  %vðx þ x0; 0ÞÞ dx ¼ uþ  ua : ð2:8Þ
For later use, denote
Uðx; tÞ ¼ uðx; tÞ  %uðx þ x0; tÞ  u˜ðx; tÞ; ð2:9Þ
V0ðxÞ ¼ Vðx; 0Þ and U0ðxÞ ¼ Uðx; 0Þ ¼ Vtðx; 0Þ: From (1.1), (1.2), (2.5)–(2.9), we
have
Vt  U ¼ 0;
Ut þ ðpðVx þ %v þ *vÞ  pð%vÞÞx þ aU ¼ 1a pð%vÞxt;
ðV ;UÞjt¼0  ðV0;U0ÞðxÞ-0 as x-7N:
8><
>: ð2:10Þ
By linearizing the second equation of (2.10) about %v; we have the following
system:
Vt  U ¼ 0;
Ut þ ðp0ð%vÞVxÞx þ aU ¼ F1 þ F2;
ðV ;UÞjt¼0  ðV0;U0ÞðxÞ-0 as x-7N;
8><
>: ð2:11Þ
where Fjðx; tÞ ¼ ðF˜jðx; tÞÞx ðj ¼ 1; 2Þ; and
F˜1ðx; tÞ ¼ 1a pð%vÞt;
F˜2ðx; tÞ ¼ ðpðVx þ %v þ *vÞ  pð%vÞ  p0ð%vÞVxÞ: ð2:12Þ
From now on, we will study system (2.11). First, the following theorem is a direct
consequence of the a priori estimates obtained in [3,9], and we omit its proof for
brevity.
Theorem 2.1. For sufficiently small e0; if
juþ  uj þ jvþ  vj þ jjV0jjHnþ3 þ jjU0jjHnþ2pe0
then there exists a global in time solution ðVðx; tÞ;Uðx; tÞÞ of (2.10) satisfying
jjVðtÞjjHnþ3 þ jjUðtÞjjHnþ2pCe0; ð2:13Þ
where n is a positive integer.
Our main results of this paper are stated in the following.
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Theorem 2.2. For mX3; if V0ðxÞ and U0ðxÞ satisfy the condition of Theorem 2.1 for
n ¼ 2m; and for some sufficiently small e0 and any positive number N > 12;





j@hxU0ðxÞjpe0ð1þ x2ÞN ; ð2:14Þ
then there exists a global in time solution ðVðx; tÞ;Uðx; tÞÞ of (2.10), which satisfies
j@kxVðx; tÞjpCe0ð1þ tÞðkþ1Þ=2BNðx; tÞ;
j@lxUðx; tÞj  j@t@lxVðx; tÞjpCe0ð1þ tÞðlþ3Þ=2BNðx; tÞ; ð2:15Þ
where kpm  1; lpm  3 and





That is, in the original function ðu; vÞ; we have
j@k1x ðvðx; tÞ  %vðx þ x0; tÞ  *vðx; tÞÞjpCe0ð1þ tÞðkþ1Þ=2BNðx; tÞ;
j@lxðuðx; tÞ  %uðx þ x0; tÞ  u˜ðx; tÞÞjpCe0ð1þ tÞðlþ3Þ=2BNðx; tÞ:
Remark 2.1. If the initial perturbation decays exponentially in x; then the
perturbation decays exponentially in x for any time. In fact, if















As a corollary of Theorem 2.2, we have the following theorem.
Theorem 2.3. For pA½1;N and mX2; if V0ðxÞ and U0ðxÞ satisfy the conditions of
Theorem 2.1 for n ¼ 2m and (2.14), then there exists a global in time solution
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where kpm  1; lpm  3: That is, for the functions ðu; vÞ; we have














3. Green function with a parameter
In this section, we ﬁrst consider a linear partial differential equation with constant
coefﬁcient and parameter l as follows:
Vtt  lVxx þ aVt ¼ 0: ð3:1Þ
If Gnðl; x; tÞ is the Green function of (3.1), then it satisﬁes:
Gnttðl; x; tÞ  lðGnðl; x; tÞÞxx þ aGnt ðl; x; tÞ ¼ 0;
Gnðl; x; 0Þ ¼ 0; Gnt ðl; x; 0Þ ¼ dðxÞ; ð3:2Þ
where l is a parameter satisfying C1 > l > C0 > 0 with constants C1 and C0; and d is
the Dirac function.
We now establish estimates of Green function of (3.2) which will be used to obtain
the pointwise estimates for the approximate Green function. This can be done by
Fourier analysis as in [6] for the Navier–Stokes equations and [12] for hyperbolic
system with relaxation.




f ðx; tÞeixx dx;
and the inverse Fourier transform is




The symbol of the operator for Eq. (3.1) is
t2 þ lx2 þ at: ð3:3Þ
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Here, t and x correspond to @@t and Dx respectively, and Dx ¼ 1i @@x: It is easy to see that
the eigenvalues of (3.3) for t are





From (3.2), we have by direct calculation that
Gˆnðl; x; tÞ ¼ ða2  4lx2Þ1=2ðemþðxÞt  emðxÞtÞ: ð3:5Þ
For convenience, we sometimes decompose Gˆnðl; x; tÞ ¼ Gˆþðl; x; tÞ þ Gˆðl; x; tÞ;
where
Gˆ7ðl; x; tÞ ¼7m10 em7ðxÞt; m0 ¼ ða2  4lx2Þ1=2:
Notice that
@lðGˆ7Þðl; x; tÞ ¼ ð2x2m20 8x2tm10 ÞGˆ7ðl; x; tÞ: ð3:6Þ
For Gˆnðl; x; tÞ and Gˆ7ðl; x; tÞ; we ﬁrst have the following lemma from standard
consideration.
Lemma 3.1. Gˆnðl; x; tÞ is a holomorphic function of x: Gˆ7ðl; x; tÞ also is a holomorphic





In the following, we are going to obtain some detailed properties of the Green
function Gnðl; x; tÞ: Denote
Gnðl; x; tÞ ¼
Z e
e
Gˆnðl; x; tÞeixx dxþ
Z
epjxjpR




Gˆnðl; x; tÞeixx dx
¼: Gn1ðl; x; tÞ þ Gn2ðl; x; tÞ þ Gn3ðl; x; tÞ:
For G7; the corresponding G7j ðj ¼ 1; 2; 3Þ can be deﬁned in the same way.
Lemma 3.2. For sufficiently small e; there exist positive constants C and b; such that
j@lt@hlDkxGþ1 ðl; x; tÞjpCð1þ tÞð1þ2lþkÞ=2ebx
2=ð1þtÞ; ð3:7Þ
j@lt@hlDkxG1 ðl; x; tÞjpCeat=2ebx
2=ð1þtÞ ð3:8Þ
for any non-negative integers l; h and k:
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Proof. Since Gˆ7 is a holomorphic function of x at the origin. Thus, we can move the
path of integration from ½e; e to Sðe; e; cÞ; where
Sða; b; cÞ ¼ fxjRe x ¼ a; Im x : 0-cg[
fxjIm x ¼ c;Re x : a-bg[
fxjRe x ¼ b; Im x : c-0g:
Let x ¼ zþ iZ; z and Z are real numbers. Since jxjpe and e > 0 is sufﬁciently small,
we have
Reðmþt þ ixxÞ ¼ ða1lZ2t  xZÞ  a1lz2t þ Oð1ÞðZ4 þ z4Þt;
Reðmt þ ixxÞ ¼ at þ ða1lZ2t  xZÞ þ a1lz2t þ Oð1ÞðZ4 þ z4Þt:
We only prove (3.7) in the following since the corresponding estimate on G1 can be
























 ððZ2 þ z2Þð1þ tÞÞh dZ:
For ajxj
2ltoe2; we let c ¼ ax2lt; then ða1lZ2t  xZÞjZ¼c ¼ ax
2
2lt : Denote the left-hand of

















 ððZ2 þ z2Þð1þ tÞÞk=2þlþh dZ
pCð1þ tÞðkþ1Þ=2lðebx2=ð1þtÞ þ ebtÞ:




















 ððZ2 þ z2Þð1þ tÞÞk=2þlþh dZ
pCð1þ tÞðkþ1Þ=2lðebt þ eb1jxjÞ
pCð1þ tÞðkþ1Þ=2lebt:
This completes the proof of the lemma. &
Lemma 3.3. For fixed e and R; there exist positive constants b and C; such that
j@lt@hlDkxGn2ðl; x; tÞjpCebt: ð3:9Þ
Proof. For any ﬁxed e and R; we can choose b1 > 0 sufﬁciently small such that if
epjxjpR
jemþðxÞtjpCeb1t:
As for emðxÞt; since Re mðxÞp a2; we have
jemðxÞtjpCeat=2:
Thus if jm0ðxÞjXe1 > 0; one has
jGˆn2ðl; x; tÞjpCeb2t:
Notice that emþðxÞt  emðxÞt ¼ Oð1Þeat=2m0ðxÞt if jm0ðxÞjoe1; and e1 is sufﬁciently














for some b > 0; which implies (3.9). &
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Eq. (3.11) will be used in the proofs of the following lemmas.
Lemma 3.4. For R sufficiently large, there exists a constant C > 0; such that
jGn3ðl; x; tÞjpCeat=4: ð3:12Þ
Moreover, there exists a distribution













such that when l þ kX1; we have
j@lt@hlDkxGn3ðl; x; tÞ  Knl;k;hðl; x; tÞjpCeat=4; ð3:13Þ
where q7jþhðtÞ; j ¼ 0;y; l þ k are polynomials of t with degrees not greater than j þ h
correspondingly.
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Eq. (3.11) gives
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where q7m ðtÞ is polynomial of t with degree not greater than m; and jqþjþhðtÞj ¼
jqjþhðtÞj then we can deduce that


































Similar to the proof of (3.12), we get (3.13). &
Lemma 3.5. For M > 0 sufficiently large, there exists a constant C > 0; such that
when jxj=ð1þ tÞXM; we have
j@ltDkx@hlGnðl; x; tÞ  Knl;k;hðl; x; tÞjpCeat=4ejxj
2=ð1þtÞ: ð3:14Þ
Proof. By Lemma 3.1, we can move the path of integration to SðN;N; 2x=ð1þ
tÞÞ: Then
Gnðl; x; tÞ ¼ C
Z N
N
Gˆnðl; zþ 2ix=ð1þ tÞ; tÞeixze2x2=ð1þtÞ dz:
Since jxj=ð1þ tÞ > M and M is sufﬁciently large, we know that jxj ¼ jzþ 2ix=ð1þ
tÞj is large enough and then (3.11) can be applied to variable zþ 2ix=ð1þ tÞ:
































Oððz2 þ ð2x=ð1þ tÞÞ2Þ1ð1þ teOðz2þð2x=ð1þtÞÞ2ÞtÞÞ dz:
W. Wang, T. Yang / J. Differential Equations 187 (2003) 310–336322
Since
1




z2 þ ð2x=ð1þ tÞÞ2 
ð2x=ð1þ tÞÞ2



















ð1þ tÞjx7 ﬃﬃﬃlp tj
 !
:









ð1þ tÞjx7 ﬃﬃﬃlp tj þ 1þ et=M
 !
pCeat=2ebx2=ð1þtÞ:
Thus, we have (3.14) for l ¼ k ¼ h ¼ 0: The general case can be proved similarly as
in Lemma 3.5. &
Combining Lemmas 3.2 with 3.5, we have
Theorem 3.1. For non-negative integers l; k and h; there exists a distribution
Knl;k;hðl; x; tÞ; such that
j@ltDkx@hlGnðl; x; tÞ  Knl;k;hðl; x; tÞjpCð1þ tÞð1þkþ2lÞ=2ebx
2=t: ð3:15Þ
Proof. If jxj=ð1þ tÞpM; we have
tp M
2x2









Thus, (3.15) holds for jxj=ð1þ tÞpM by Lemmas 3.2–3.4. For jxj=ð1þ tÞ > M;
Lemma 3.5 implies (3.15), and this completes the proof. &
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4. Approximate Green function
In this section, we construction the approximate Green function for the unknown
function Vðx; tÞ:
Vtt  ðaðx; tÞVxÞx þ aVt ¼ F ; ð4:1Þ
where aðx; tÞ ¼ p0ð%vðx; tÞÞ > C0 > 0; F ¼ F1 þ F2: The constructed approximate
Green function Gðx; t; y; sÞ for (4.1) satisﬁes the basic requirement
Gðx; t; y; tÞ ¼ 0; Gsðx; t; y; tÞ ¼ dðy  xÞ: ð4:2Þ
By multiplying (4.1) whose variables are now changed to ðy; sÞ by G and integrating





Gsðx; t; y; 0ÞV0ðyÞ dy þ
Z N
N












ððGss  aGsÞðx; t; y; sÞ
 ðaðy; sÞGyðx; t; y; sÞÞyÞVðy; sÞ dy ds: ð4:3Þ
If aðy; sÞ is a constant and G is a Green function of (4.1), then we know that the last
integral of (4.3) is equal to zero. However, it now depends on the proﬁle of the
diffusion wave. Therefore, we can only try to minimize the term Gss  aGs  ðaGyÞy:
For this purpose, we compare it with the linear partial differential equation with
constant coefﬁcient and a parameter l; i.e. (3.1). From the discussion of the last
section, the Green function Gnðl; x; tÞ satisﬁes (3.2) and Theorem 3.1. Deﬁne an
approximate Green function for (4.1) as follows:
Gðx; t; y; sÞ ¼ Gnðaðy; sðt; sÞÞ; x  y; t  sÞ; ð4:4Þ
where sðt; sÞAC3ðR2Þ and
sðt; sÞ ¼ s; s > t=2þ 1;
t=2; spt=2:
(
Moreover, we can choose sðt; sÞ to be smooth when sAðt=2; t=2þ 1Þ; such thatX
1pl1þl2p3
j@l1t @l2s sðt; sÞjpC: ð4:5Þ
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When t > 1; we also obtain
sðt; sÞ1p C
1þ t: ð4:6Þ
It is clear that the approximate Green function deﬁned in (4.4) satisﬁes the condition
(4.2), and
Gn33ðaðy; sÞ; x  y; t  sÞ  aðy; sÞGn22ðaðy; sÞ; x  y; t  sÞ
þ aGn3ðaðy; sÞ; x  y; t  sÞ ¼ 0; ð4:7Þ
where Gnj ¼ Gnj ðaðy;sÞ; x  y; t  sÞ denotes the partial derivative with respect to the
jth ðj ¼ 1; 2; 3; 4Þ variable of Gn:
The function Gðx; t; y; sÞ is not symmetric with respect to the variables x; t and y; s:
Instead, we have the following relations:
@xG ¼ @yG þ @aðGnÞay;
@tG ¼ @sG þ @aðGnÞðas þ atÞ; ð4:8Þ
where ay; at and as represent the derivatives of a with respect to y; t; s; respectively.
Since aðy; sðt; sÞÞ ¼ p0ð%vðy; sðt; sÞÞÞ; it follows from [10] that
j@l1t @l2s @ky aðy; sðt; sÞÞjpCe0ð1þ tÞðk=2þl1þl2Þ ð4:9Þ
for k þ l1 þ l2X1: Now we give a pointwise estimate to the approximate Green
function Gðx; t; y; sÞ: In fact, from Theorem 3.1 and the above discussion, it is
straightforward to have the following theorem.
Theorem 4.1. For l ¼ 0; 1 and a positive integer k; there exists a distribution

















ð@l1t @l2s @k1x @k2y Gðx; t; y; sÞ  Kl;kðx; y; t; sÞÞ


pCðð1þ tÞð1þkþ2lÞ=2 þ ð1þ t  sÞð1þkþ2lÞ=2ÞebðxyÞ2=ðtsÞ; ð4:11Þ
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where l ¼ 0; 1 and q˜7j ðj ¼ 0;y; l þ k  1Þ are polynomials of t with degrees not
greater than j correspondingly.























ðð1þ t  sÞð1þ2lþhÞ=2
 ð1þ tÞðkk0ÞÞebðxyÞ2=ðtsÞ
þ Kl;hðx; y; t; sÞÞ@k0y gðy; sÞ dy ds: ð4:12Þ
Set the error due to the approximate Green function by RG;
RG  Gssðx; t; y; sÞ  aGsðx; t; y; sÞ  ðaðy; sÞGyðx; t; y; sÞÞy:
Then (4.7) implies that
RG ¼ðaðy; sÞ  aðy; sÞÞGn22 þ 2Gn13asðy; sÞ þ Gn11ðasðy; sÞÞ2
þ Gn1assðy; sÞ  aðy; sÞð2Gn12ayðy; sÞ þ Gn11ðayðy; sÞ2Þ
þ Gn1ayyðy; sÞ  aGn1asðy; sÞ: ð4:13Þ
Notice that
jaðy; sÞ  aðy; sÞj







It follows from Theorem 4.1, (4.9) and (4.13) that there exists a distribution
KGðx; y; t; sÞ
¼ ðaðy; sÞ  aðy; sÞÞKn2;0;0 þ 2Kn0;1;1asðy; sÞ þ Kn0;0;2ðasðy; sÞÞ2
þ Kn0;0;1assðy; sÞ  aðy; sÞð2Kn1;0;1ayðy; sÞ þ Kn0;0;2ðayðy; sÞ2Þ
þ Kn0;0;1ayyðy; sÞ  aKn0;0;1asðy;sÞ;
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such that
RG ¼ Oð1Þe0Yðy; t; sÞðð1þ t  sÞ1=2ebðxyÞ
2=ðtsÞ þ KGðx; y; t; sÞÞ; ð4:15Þ
where
Yðy; t; sÞ ¼ ðð1þ tÞ1 þ ð1þ t  sÞ1=2ð1þ sÞ1=2Þe
by2
1þt:
Furthermore, it can be shown by straightforward calculation that there exists a
distribution























y RGðx; t; y; sÞ




þ KG;l;kðx; y; t; sÞÞ: ð4:16Þ
Here l ¼ 0; 1 and Q7j ðj ¼ 0;y; l þ k þ 1Þ are polynomials of t with degrees not
greater than j correspondingly.
In deducing the pointwise estimates, we need to perform integrations by parts for




















 ðð1þ tÞðklÞ=2Þð1þ t  sÞ1=2ebðxyÞ2=ðtsÞ
þ KGðx; y; t; sÞÞ@lygðy; sÞ dy ds ð4:17Þ


























Yðy; t; sÞðð1þ tÞð2þklÞ=2Þð1þ t  sÞ1=2
 ebðxyÞ2=ðtsÞ þ KGðx; y; t; sÞÞ@lygðy; sÞ dy ds: ð4:18Þ
All the above pointwise estimates and identities will be used in the next
section to obtain pointwise estimates and the Lp convergence rates on the solutions
to (4.1).
5. The Proof of Theorem 2.2
From (4.3), we have
@lt@
k































@kxRGðx; t; y; sÞVðy; sÞ dy ds:
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We will derive the estimates on I l;kj ðj ¼ 1; 2; 3Þ in the following. First, we give a
lemma which will be used in the analysis.





















2=tpCBNðx; tÞ; (5.2) and(5.3) are direct consequences of Lemmas 3.4




BNðx  y; t  sÞBNðy; sÞ dypC
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ








BNðx  y; t  sÞ dypCe0ð1þ t  sÞ1=2:
Also we can obtain INpCe0ð1þ sÞ1=2 similarly. Thus, (5.4) hold when x2pt: For
case when x2 > t; since
1þ ðx  yÞ
2


































1þ ðx  yÞ
2







pC 1þ t  s
1þ t
 N
ð1þ sÞ1=2 þ 1þ s
1þ t
 N









Thus the lemma is proved. &






















þeat=3ð1þ x2ÞN ; 2l þ kpm  1;
1; 2l þ k > m  1:
8><
>:
By Lemma 5.1, we know that
jI l;k1 jpCe0ð1þ tÞð1þkþ2lÞ=2
BNðx; tÞ; 2l þ kpm  1;
1; 2l þ k > m  1:
(
ð5:5Þ
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For I l;k2 ; we ﬁrst set
Fk;lðx; tÞ ¼ ð1þ tÞnð1þkþ2lÞ ð1þ
x2
1þtÞN ; 2l þ kpm  1;
1; 2l þ k > m  1;
(
and for lp1 and a even integer m; set
MðtÞ ¼ sup
0pspt;xAR;2lþkp2m





m  2; h ¼ m þ 1;m þ 2;
m  4; h ¼ m þ 3;m þ 4;
^ ^
0; h ¼ 2m  1; 2m:
8>>>><
>>>:
It follows easily from [3,10] that
@lt@
k








F˜2 ¼ ðp0ð%vÞ*v þ p00ð%v þ yðVx þ *vÞÞððVx þ *vÞ2=2Þ;
with 0oyo1; we have
j@lt@kx *vðx; tÞjpCjuþ  ujeat@kxm0ðxÞ:
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By (5.6) and Theorem 2.1, we have for lp1; 1þ 2l þ kp2m
j@lt@kx@xðV2x Þj
p
CM2ðtÞð1þ tÞ3þkþ2l2 B2Nðx; tÞ; 1þ 2l þ kpm  2;
CM2ðtÞð1þ tÞm2BNðx; tÞ; 1þ 2l þ k
¼ m  1;m;
CM2ðtÞð1þ tÞm22 BNðx; tÞ; 1þ 2l þ k
¼ m þ 1;m þ 2;
^ ^
CM2ðtÞð1þ tÞ1BNðx; tÞ; 1þ 2l þ k
¼ 2m  3; 2m  2;
Ce0MðtÞð1þ tÞ1BNðx; tÞ; 1þ 2l þ k




Also, (5.7), (5.9) and (5.10) yield
j@lt@kxF2jpCðe0 þ M2ðtÞÞ
ð1þ tÞ3þkþ2l2 B2Nðx; tÞ; 1þ 2l þ kpm  2;
ð1þ tÞm2BNðx; tÞ; 1þ 2l þ k
¼ m  1;m;
ð1þ tÞm22 BNðx; tÞ; 1þ 2l þ k
¼ m þ 1;m þ 2;
^ ^
ð1þ tÞ1BNðx; tÞ; 1þ 2l þ k
























ðð1þ t  sÞð1þkk˜Þ=2ð1þ tÞðk˜hÞ=2
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K0;kðx; y; t; sÞFðy; sÞ dy ds:
Thus, if kp2m  1; then Theorem 4.1, Lemma 5.1 and (5.11) give
jI0;k2 jpCðe0 þ M2ðtÞÞð1þ tÞnð1þkÞBNðx; tÞ: ð5:12Þ
























ðð1þ t  sÞð3þkk˜Þ=2ð1þ tÞðk˜hÞ=2












K1;kðx; y; t; sÞFðy; sÞ dy ds:
Then, if kp2m  3; Theorem 4.1, Lemma 5.1 and (5.11) give that
jI1;k2 jpCðe0 þ M2ðtÞÞð1þ tÞnð1þ2þkÞBNðx; tÞ: ð5:13Þ
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Yðy; t; sÞð1þ tÞðklÞ=2ðð1þ t  sÞ1=2












KG;0;kðx; y; t; sÞVðy; sÞ dy ds:
By Lemma 5.1, Theorem 2.1 and (4.16), we can obtain
jI0;k3 jpCM2ðtÞð1þ tÞnð1þkÞBNðx; tÞ; ð5:14Þ
when kp2m  1:


























Yðy; t; sÞð1þ tÞðklÞ=2ðð1þ t  sÞ1=2
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KG;1;kðx; y; t; sÞÞVðy; sÞ dy ds:
By using Lemma 5.1 and (4.16) again, we can also obtain for kp2m  3 that,
jI1;k3 jpCM2ðtÞð1þ tÞnð3þkÞBNðx; tÞ: ð5:15Þ
Combining (5.6), (5.12)–(5.14) with (5.15), we have
j@lt@kxVxðx; y; tÞjpCðe0 þ M2ðtÞÞð1þ tÞnð1þkþ2lÞBNðx; tÞ: ð5:16Þ
Noticing that Uðx; tÞ ¼ Vtðx; tÞ; (5.16) gives
MðtÞpCðe0 þ M2ðtÞÞ:
Since e0 is sufﬁciently small, by continuity argument we have MðtÞpCe0: That is,
when kpm  1 and lpm  3;
j@kxVðx; tÞjpCe0ð1þ tÞð1þkÞ=2BNðx; tÞ;
j@lxUðx; tÞjpCe0ð1þ tÞð3þkÞ=2BNðx; tÞ; ð5:17Þ
and the proof of Theorem 2.2 is complete. &
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