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Abstract
A selfadjoint involutive matrix J provides Cn with an (indefinite) inner product [x, y] ≡
〈Jx, y〉. For a pair of J -selfadjoint matrices A,B, the J -order relation A J B is defined as
[Ax, x]  [Bx, x] for all x.
We will show that if A,B are J -selfadjoint matrices such that all eigenvalues of A,B
are real and contained in an interval (α, β) then, for any operator monotone function f (t) on
(α, β), the matrices f (A), f (B) are well defined by the Riesz–Dunford integral and
A
J
 B ⇒ f (A) J f (B).
When J = I and f (t) = t 12 on (0,∞), this is the classical Löwner inequality.
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1. Introduction
It is a well-known theorem of Löwner that for a pair of selfadjoint n× n matrices
A,B
A  B  0 ⇒ A 12  B 12 ,
where order relation A  B means that A− B is positive semi-definite, or equiva-
lently
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〈Ax, x〉  〈Bx, x〉 (x ∈ Cn).
(A > 0 means that A is positive definite, that is, A  0 and A is invertible.)
A real valued continuus function f (t) defined on a (finite or infinite) interval
(α, β) is said to be matrix monotone of order n on (α, β) if for any pair of n×
n selfadjoint matrices A,B with σ(A), σ (B) ⊂ (α, β) (σ(A) denoting the set of
eigenvalues of A)
A  B ⇒ f (A)  f (B),
where f (A) is defined by the usual functional caluculus for a selfadjoint matrix.
Further f (t) is said to be operator monotone on (α, β) if it is matrix monotone
of all order on (α, β). The naming “operator monotone” comes from the fact that,
for a function matrix monotone of all order, the order preserving relation can be au-
tomatically extended to the case of a pair of selfadjoint operators on a Hilbert space.
The above mentioned Löwner theorem says that the square root function f (t) = t 12
is operator monotone on (0,∞).
One of many deep results of Löwner (see [4] as a modern version) concerning
characterizations of operator monotone functions on (α, β) is that f (t) admits ana-
lytic continuation f (ζ ) to the domain C \ {(∞, α] ∪ [β,∞)} such that
Im(f (ζ )) · Im(ζ ) > 0 (ζ ∈ C, Im(ζ ) = 0).
Given a selfadjoint involution J , that is, J = J ∗, J 2 = I , let us consider an (in-
definite) inner product [·, ·] induced by J ;
[x, y] ≡ 〈Jx, y〉 (x, y ∈ Cn).
For a matrix A, its J -adjoint A# is defined naturally by
[Ax, y] = [x,A#y] (x, y ∈ Cn),
which is equivalent to say that
A# ≡ JA∗J.
A matrix A is said to be J -selfadjoint if A = A# or equivalently JA is selfadjoint,
that is,
JA = A∗J.
For a pair of J -selfajoint matrices A,B, let us define an order relation A J B as
[Ax, x]  [Bx, x] (x ∈ Cn),
or equivalently JA  JB.
J -selfadjointness of a matrix A does not always imply that all eigenvalues of A
are real. If A is J -selfadjoint and I J A then all eigenvalues of A are real. For, in
this case, I − A is a prodcut of selfadjoint J and a positive semi-definite matrix.
Recall that a matrix A is called a J -contraction if I
J
 A#A, that is, J  A∗JA
or equivalently
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[x, x]  [Ax,Ax] (x ∈ Cn).
As mensiond above, for a J -contraction A all eigenvalues of the product A#A are
real. Further more it is known as a result of Potapov–Ginzburg (see [1, Chapter 2,
Section 4]) that in this case all eigenvalues are non-negative real.
If all eigenvalues of a J -selfadjoint matrix A are real and σ(A) ⊂ (α, β), for
any operator monotone function f (t) on (α, β) we can define f (A) by the Riesz–
Dunford integral
f (A) = 1
2πi
∫
C
f (ζ )(ζ I − A)−1 dζ,
where C is a closed rectifiable contour in the domain of analytic continuation of
f (t), surrounding σ(T ) positively in its interior. f (A) becomes J -selfadjoint.
Of course, when A is selfadjoint, this integral produces the same matrix as that
defined by the usual functional caluculus for a selfadjoint matrix.
Our main result (Theorem 4) is that if all eigenvalues of two J -selfadjoint matri-
ces A,B are real and σ(A), σ (B) ⊂ (α, β) then
A
J
 B ⇒ f (A) J f (B)
for any operator monotone function f (t) on (α, β).
For a J -contraction A, even when A#A has 0 as its eigenvalue, we can define its
square-root (A#A)
1
2 by the operator monotone function f (t) ≡ t 12 on (0,∞), called
the J -modulus of A. A consequence (Corollary 7) of our theorem is that
I
J
 A#A
J
 B#B ⇒ I J (A#A) 12 J (B#B) 12 .
2. Inequalities
The inertia of a matrix A is a triple of non-negative integers (π−(A), π0(A),
π+(A)) where π+(A) (resp. π−(A)) is the number of eigenvalues of A with positive
(resp. negative) real part (with multiplicities counted) while π0(A) is the number of
eigenvalues on the imaginary axis.
It is evident that the inertia is invariant for similarity. If A is selfadjoint and S is
invertible,A and S∗AS have same inertia, and conversely if two invertible selfadjoint
matrices A and B have same inertia then there is an invertible matrix S such that
A = S∗BS.
The following lemma is known as an inertia theorem (see [6, Chapter 13, Section
1]).
Lemma 1. For a matrix A, the condition π0(A) = 0 is equivalent to the existence
of an invertible selfadjoint matrix H such that
HA+ A∗H > 0.
76 T. Ando / Linear Algebra and its Applications 385 (2004) 73–80
In this inequality, A and the selfadjoint matrix H have necessarily same inertia.
Lemma 2. Let A,B be invertible selfadjoint matrices. If all eigenvalues of the prod-
uct AB are positive real, then A and B have same inertia.
Proof. Since by assumption
π−(AB) = π0(AB) = 0,
by Lemma 1 there is positive definite H such that
H · (AB)+ (BA) ·H > 0.
Multiplying this inequality by H− 12 from both sides, we can see(
H
1
2AH
1
2
)
·
(
H−
1
2BH−
1
2
)
+
(
H−
1
2BH−
1
2
)
·
(
H
1
2AH
1
2
)
> 0,
which implies, again by Lemma 1, that H 12AH 12 and H− 12BH− 12 have same inertia,
so that A and B have same inertia. This completes a proof. 
The following is due to Smul’yan [7] (see also [2,5]).
Lemma 3. Let A,B be invertible selfadjoint matrices with same inertia. Then A 
B implies A−1  B−1.
Proof. Write
A = |A| 12 J1|A| 12 and B = |B| 12 J2|B| 12 ,
where J1 and J2 are selfadjoint involutions. Since |A| 12 and |B| 12 are invertible self-
adjoint, A and J1 have same inertia and B and J2 have same inertia. Therefore by
assumption J1 and J2 have same inertia. Then there is an invertible matrix S such
that J2 = S∗J1S (and hence also J2 = S−1J1(S∗)−1).
Now A  B implies
J1  |A|− 12 |B| 12 S∗J1S|B| 12 |A|− 12 .
This means that S|B| 12 |A|− 12 is a J1-contraction. Then according to a theorem of
Potapov–Ginzburg (see [1, Chapter 2, Section 4]) its adjoint |A|− 12 |B| 12 S∗ is again a
J1-contraction, that is,
J1  S|B| 12 |A|− 12 J1|A|− 12 |B| 12 S∗
or
|B|− 12 S−1J1(S∗)−1|B|− 12  |A|− 12 J1|A|− 12 ,
which is equivalent to B−1  A−1. This completes a proof. 
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Now we are in position to prove our main result.
Theorem 4. Let J be a selfadjoint involution, and A,BJ -selfadjoint matrices with
σ(A), σ (B) ⊂ (α, β). Then
A
J
 B ⇒ f (A) J f (B)
for any operator monotone function f (t) on (α, β).
Proof. Since σ(A), σ (B) are bounded sets, we may assume that (α, β) is a finite
interval.
Given an operator monotone function f (t) on (α, β), it is easy to see that the
function g(t) defined by
g(t) ≡ f
(β − α
2
t + α + β
2
)
is operator monotone on (−1, 1), and for any matrix T with σ(T ) ⊂ (α, β)
f (T ) = g
( 2
β − α
(
T − α + β
2
I
))
.
Since A
J
 B implies
2
β − α
(
A− α + β
2
· I
) J
 2
β − α
(
B − α + β
2
· I
)
,
we may further assume that (α, β) = (−1, 1).
It is a version of the Löwner theorem, due to Bendat–Sherman [3], that any oper-
ator monotone function f (t) on (−1, 1) admits a representation
f (t) = f (0)+
∫ 1
−1
t
1 − tλ dm(λ)
where dm(·) is a positive measure on [−1, 1], and for any matrix T with σ(T ) ⊂
(−1, 1)
f (T ) = f (0) · I +
∫ 1
−1
T (I − λT )−1 dm(λ),
where the left hand side is defined by the Riesz–Dunford integral.
Therefore, for the assertion of Theorem 4, it suffices to prove that
JA  JB and σ(A), σ (B) ⊂ (−1, 1) (†)
implies
JA(I − λA)−1  JB(I − λB)−1 (−1 < λ < 1),
or equivalently
1
λ
J (I − λA)−1  1
λ
J (I − λB)−1 (0 < |λ| < 1). (‡)
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Since σ(A), σ (B) ⊂ (−1, 1) implies
σ(J (J − λJA)) = σ(I − λA) ⊂ (0, 2) (−1 < λ < 1)
and
σ(J (J − λJB)) = σ(I − λB) ⊂ (0, 2) (−1 < λ < 1),
it follows from Lemma 2 that J, J − λJA, and J − λJB have same inertia.
Since, for 0 < λ < 1, (†) implies
J (I − λA) = J − λJA  J − λJB = J (I − λB),
it follows from Lemma 3 that
(J − λJA)−1  (J − λJB)−1,
which leads to
1
λ
J (I − λA)−1  1
λ
J (I − λB)−1.
In a similar way, when −1 < λ < 0 we have
(J − λJA)−1  (J − λJB)−1,
so that
1
λ
J (I − λA)−1  1
λ
J (I − λB)−1.
These complete a proof of (‡). 
3. J -modulus
For A > 0, the matrix defined by
1
π
∫ 1
0
A{λA+ (1 − λ)I }−1(λ(1 − λ))− 12 dλ (∗)
coincides with the square root of A defined by the Riesz–Dunford integral. Even in
the case A  0 the integral (∗) is convergent and coincides with the (unique) positive
semi-definite square roof of A.
If A is J -selfadjoint with σ(A) ⊂ (0,∞), the integral (∗) is convergent and coin-
cides with the J -selfadjoint square root defined by the Riesz–Dunford integral.
When A is J -selfadjoint with σ(A) ⊂ [0,∞), we have to impose some condition
for the convergence of the integral (∗).
Lemma 5. Suppose that A is J -selfadjoint with σ(A) ⊂ [0,∞). If I J A, that is,
J  JA, then the integral (∗) is convergent and gives a J -selfadjoint square root of
A with non-negative eigenvalues.
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Proof. We may assume M ≡ ker(A) /= {0}. Let C ≡ J (I − A). Then it follows
from C  0 that
||C|| · 〈Cx, x〉  ||Cx|| (x ∈ Cn).
This implies that
||C|| · [y, y]  ||y||2 (y ∈M),
hence M is a so-called J -positive subspace. Then it is known (see [1, Chapter 1,
Section 7]) that Cn is the (algebraic) direct sum of M and its J -orthocomplement
N, defined by
N ≡ {z; [y, z] = 0 ∀y ∈M},
both of which are invariant for A. By definition we have σ(A|N) ⊂ (0,∞). Now
any vector x ∈ Cn is uniquely written as
x = y + z with y ∈M, z ∈N
and for any 0 < λ < 1
A{λA+ (1 − λ)I }−1x = (A|N){λ(A|N)+ (1 − λ)I }−1z,
which guarantees the convergence of the integral
1
π
∫ 1
0
A{λA+ (1 − λ)I }−1(λ(1 − λ))− 12 x dλ.
This completes a proof. 
Theorem 6. Let A,B be J -selfadjoint matrices with non-negative eigenvalues. If
I
J
 A
J
 B,
then J -selfadjoint square roots A 12 and B 12 are well defined and
I
J
 A 12
J
 B 12 .
Proof. When σ(A), σ (B) ⊂ (0,∞), this is a consequence of Theorem 4 with the
operator monotone function f (t) = t 12 on (0,∞).
When A or B has 0 as its eigenvalue, the square roots are defined by the integral
(∗) which are convergent by Lemma 5. As in the proof of Theorem 4 JA  JB
implies that
JA{λA+ (1 − λ)I }−1  JB{λB + (1 − λ)I }−1 (0 < λ < 1).
Therefore we have JA
1
2  JB 12 . This completes a proof. 
Corollary 7
I
J
 A#A
J
 B#B ⇒ I J (A#A) 12 J (B#B) 12 .
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Proof. As mentioned in Section 1 the assumption implies that σ(A#A), σ (B#B) ⊂
[0,∞). Now apply Theorem 6 to complete a proof. 
The square roots (A#A)
1
2 is called the J-modulus of A. Now A admits a J-polar
representations A = U(A#A) 12 with J -unitary U , that is, U#U = I (see [1, Chapter
4, Section 1]).
References
[1] T.Ya. Azizov, I.S. Iokhvidov, Linear Operators in Spaces with an Indefinite Metric, Nauka, Moscow,
1986 English translation: Wiley, New York, 1989.
[2] T.Ya. Azizov, V.L. Khatskevich, On selfadjoint operators associated with inequalities and applica-
tions to problems in mathematical physics, Mat. Zametki 55 (6) (1994) 3–12 English translation:
Math. Notes 55 (5–6) (1994) 549–554.
[3] J. Bendat, S. Sherman, Monotone and convex operator functions, Trans. Amer. Math. Soc. 79 (1955)
58–71.
[4] W. Donoghue, Monotone Matrix Functions and Analytic Continuation, Springer-Verlag, New York,
1974.
[5] S. Hassi, K. Nordström, Antitonicity of the inverse and J -contractivity, Operator Theory Adv. Appl.
61 (1993) 149–161.
[6] P. Lancaster, M. Tismensky, The Theory of Matrices; with Applications, second ed., Academic Press,
San Diego, 1985.
[7] Yu.L. Smul’jan, On inequalities between Hermitian operators, Mat. Zametki 49 (4) (1991) 138–141
English translation: Math. Notes 49 (3–4) (1911) 423–425.
