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Distributions propres invariantes sur la paire
syme´trique
(
gl(4,R), gl(2,R)× gl(2,R))
Pascale Harinck∗ Nicolas Jacquet†
Re´sume´
We study orbital integrals and invariant eigendistributions for the
symmetric pair (g, h) =
(
gl(4,R), gl(2,R)× gl(2,R)). Let q = g/h and
let N be the set of nilpotents of q. We first obtain an asymptotic beha-
vior of orbital integrals around nonzero semisimple elements of q. We
study eigendistributions around such elements and give an explicit ba-
sis of eigendistributions on q−N given by a locally integrable function
on q −N .
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Introduction
Dans cet article, nous e´tudions les inte´grales orbitales des fonctions de
classe C∞ a` support compact et les distributions propres invariantes pour la
paire syme´trique (gl(4,R), gl(2,R) × gl(2,R)).
De tels objets sont parfaitement de´crits pour les alge`bres de Lie
re´ductives g1 ( correspondant a` la paire syme´trique (g1 × g1, diagonale))
par les travaux d’Harish-Chandra puis de A. Bouaziz, et pour les paires
syme´triques de rang 1 a` travers les travaux de nombreux auteurs dont
P.D. Me´the´, A. Tengstrand, J. Faraut et G.van Dijk. Par ailleurs, J. Seki-
guchi a de´termine´ la liste des paires syme´triques pour lesquelles il n’existait
pas de distributions propres invariantes a` support dit singulier c’est-a`-dire
dans le comple´mentaire dans q de l’ouvert dense qreg des e´le´ments re´guliers
de q.
Hormis ces situations, les proprie´te´s des inte´grales orbitales et des distri-
butions propres invariantes sont peu connues dans le cadre ge´ne´ral des paires
syme´triques quelconques. Le travail pre´sente´ ici donne un premier exemple
d’e´tude pre´cise et explicite de tels objets pour une paire syme´trique de rang
supe´rieure a` 2.
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quet@gmail.com
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On conside`re le groupe G = GL(4,R) et son alge`bre de Lie g = gl(4,R)
munis de l’involution σ de´finie par σ(X) =
(
I2 0
0 −I2
)
X
(
I2 0
0 −I2
)
,
ou` I2 est la matrice identite´ 2 × 2. Soit g = h ⊕ q la de´composition de g
relative en sous-espaces propres pour σ associe´s respectivement a` +1 et −1
et H = GL(2,R) ×GL(2,R) le sous-groupe de G des points fixe´s par σ.
L’inte´grale orbitale d’une fonction f ∈ C∞c (q) est la moyenne de f sur
les H-orbites des e´le´ments semi-simples re´guliers de q. Nous pre´cisons tout
d’abord le comportement des inte´grales orbitales au voisinage de tout point
semi-simple non nul. On note N le coˆne des e´le´ments nilpotents de q et on
fixe un caracte`re χ re´gulier de l’alge`bre S(q)H des ope´rateurs H-invariants a`
coefficients constants sur q. Nous obtenons des conditions ne´cessaires et suf-
fisantes pour qu’une fonction localement inte´grable sur U = q−N de´finisse
une distribution TF invariante et propre pour le caracte`re χ sur U , c’est-
a`-dire sastisfaisant, pour tout P ∈ S(q)H , la relation ∂(P )TF = χ(P )TF
sur U . Nous de´duisons une base de distributions invariantes, propres pour
le caracte`re χ sur U donne´es par une fonction localement inte´grable sur U
et nous ferons quelques commentaires sur l’extension de ces solutions sur q.
La paire syme´trique (g, h) figure dans la liste de J. Sekiguchi et corres-
pond a` la situation tangente de l’espace syme´trique GL(4,R)/GL(2,R) ×
GL(2,R). Des re´sultats partiels concernant inte´grales orbitales et distribu-
tions sphe´riques sur GL(4,R)/GL(2,R) × GL(2,R) ont e´te´ annonce´s par
S. Kato et S. Aoki dans ([1]), mais aucune preuve n’est explicitement donne´e
dans leur article ce qui ne nous a pas permis de comparer nos re´sultats.
Pre´cisons le contenu de cet article.
La premie`re partie est consacre´e a` l’e´tude des orbites sous H des
e´le´ments semi-simples et des sous-espaces de Cartan de q (c’est-a`-dire forme´
d’e´le´ments semi-simples de q, abe´lien et maximal pour ces proprie´te´s) . Les
H-orbites semi-simples de q sont uniquement de´termine´es par les polynoˆmes
Q(X) = tr(X2)/2 et S(X) = det(X) qui forment une base de l’alge`bre C[q]H
des polynoˆmes H-invariants sur q, ou encore par les valeurs propres u(X) et
v(X) de Y Z si X =
(
0 Y
Z 0
)
. Les fonctions u et v satisfont les relations
u+ v = Q et uv = S.
La paire syme´trique (g, h) est de rang 2 et posse`de 4 classes de conju-
gaison sous H de sous-espaces de Cartan selon la nature des valeurs propres
u(X) et v(X) : a++, a+− et a−− sur lesquels les fonctions u et v prennent
des valeurs re´elles de signe constant et a2 sur lequel u et v sont complexes
conjugue´es. L’ensemble qreg est forme´ des e´le´ments semi-simples X dont les
valeurs propres sont deux a` deux distinctes ce qui e´quivaut a` la condition
u(X)v(X)(u(X) − v(X)) 6= 0. Le syste`me de racines de chaque sous-espace
de Cartan comporte deux racines positives de multiplicite´ 1 dont les carre´s
sont les fonctions 4u et 4v, et deux racines de multiplicite´ 2 dont le produit
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est, a` une fonction localement constante sur qreg pre`s, la fonction u − v.
Nous mettons en e´vidence des syme´tries entre ces sous-espaces de Cartan et
de´finissons un isomorphisme H-invariant ̟ de q qui renverse l’ordre d’Hira¨ı.
Nous souhaitons e´tudier le comportement des inte´grales orbitales et des
distributions propres invariantes au voisinage des points semi-simples non
nuls et non re´guliers. Ces e´le´ments, appele´s semi-re´guliers, sont les e´le´ments
semi-simples X ∈ q pour lesquels une et une seule des trois valeurs u(X),
v(X) ou u(X)− v(X) est nulle ou de manie`re e´quivalente qui sont a` l’inter-
section d’exactement deux sous espaces de Cartan.
Le paragraphe 1.4 est consacre´ a` l’e´tude des centralisateurs des e´le´ments
semi-re´guliers. Tout e´le´ment semi-re´gulier annule´ par une racine de mul-
tiplicite´ 1 (ce qui correspond a` la situation u(X) = 0 ou bien v(X) = 0
avec u(X) 6= v(X)) est conjugue´ sous H a` un e´le´ment de a++ ∩ a+− ou de
a+− ∩ a−−. Soient z1 et z2 les centralisateurs dans g de chacun de ces deux
espaces. Alors m = z1 + z2 est une sous-alge`bre de Lie σ-stable de g et la
sous-paire syme´trique (m,m ∩ h) est isomorphe au produit de deux copies
H-conjugue´es de (gl(2,R), gl(1,R) × gl(1,R)). Les e´le´ments semi-re´guliers
annule´s par une racine de multiplicite´ 2 ( ce qui correspond a` la situation
u(X) − v(X) = 0 et u(X)v(X) 6= 0) sont tous H-conjugue´s a` un e´le´ment
de a++ ∩ a2 ou de ̟(a++ ∩ a2) = a−− ∩ h0 · a2 ou` h0 ∈ H. Soit z3 et z4 les
centralisateurs repectifs de ces deux espaces. On a alors les isomorphismes
(z3, z3∩h) ≃ (gl(2,R)×gl(2,R), diagonale) et (z4, z4∩h) ≃ (gl(2,C), gl(2,R)).
De plus, on a q = z3 + z4 .
L’inte´grale orbitale M(f) d’une fonction f ∈ C∞c (q) est la fonction H-
invariante de classe C∞ sur qreg donne´e pour X ∈ qreg par M(f)(X) =
|δ(X)|
∫
H/ZH (X)
f(h · X)dh˙, ou` δ(X) = u(X) − v(X) et ZH(X) est le cen-
tralisateur de X dans H.
Pour e´tudier le comportement de M(f) au voisinage des points semi-
simples non nuls, nous ge´ne´ralisons tout d’abord les re´sultats de T. Teng-
strand et J. Faraut concernant les inte´grales orbitales sur les hyperbolo¨ıdes
(espace syme´trique de rang 1) . Ceci fait l’objet de la partie 2. Etant donne´
une forme quadratique Q sur Rn, la fonction moyenne MQ(f) de f ∈
C∞c (Rn) introduite par J. Faraut ( [6] appendice) est l’application MQ(f) ∈
C∞(R∗) ve´rifiant pour tout F ∈ C∞c (R), la relation
∫
Rn
F ◦ Q(x)f(x)dx =∫
R
F (t)MQf(t)dt. Pour t ∈ R∗, on a MQ(f)(t) = φ0(t) + η(t)φ1(t), ou` φ0 et
φ1 sont des fonctions de classe C∞ a` support compact dans R et η est une
fonction singularite´ de´pendant de la signature de la forme quadratique Q.
Nous ge´ne´ralisons ce re´sultat pour f ∈ C∞c (Rm × Rn) en montrant qu’il
existe Φ0 et Φ1 dans C∞c (Rm × R) ve´rifiant, pour tout (x, t) ∈ Rm × R∗,
la relation MQ(f(x, ·))(t) = Φ0(x, t) + η(t)Φ1(x, t), et toute fonction du
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type Φ0(x, t) + η(t)Φ1(x, t) avec Φ0 et Φ1 dans C∞c (Rm × R) est l’image
MQ(f(x, ·))(t) d’une fonction f ∈ C∞c (Rm×Rn) (The´ore`mes 2.1.2 et 2.1.3).
Nous conside´rons e´galement la moyenne MQ′ (x 7→MQ(f(x, .))) (t′, t) rela-
tive a` une forme quadratique Q′ de Rm (The´ore`mes 2.2.1 et 2.2.1).
En adaptant la me´thode de descente d’Harish-Chandra a` la paire
syme´trique (m,m ∩ h), nous en de´duisons le comportement des inte´grales
orbitales simultane´ment au voisinage des points non nuls de a++ ∩ a+− et
a+− ∩ a−− (the´ore`me 3.3.1) :
Soit H2log l’espace des fonctions sur (R∗)2− diag de la forme ϕ0(t1, t2) +
log |t1|ϕ1(t1, t2)+ log |t2|ϕ1(t2, t1)+ log |t1| log |t2|ϕ2(t1, t2) avec ϕ0, ϕ1, ϕ2 ∈
D(R2 − diag) et ϕ0, ϕ2 syme´triques.
Soit Um = H ·8 m ∩ q = {X ∈ q;Q2(X) − 4S(X) > 0}. Alors, pour tout
f ∈ C∞c (H.8m ∩ q), il existe une unique fonction Ff ∈ H2log telle que pour
X ∈ H ·8 m ∩ qreg, l’on ait M(f)(X) = Ff
(
u(X), v(X)
)
et l’application
f 7→ Ff est surjective de C∞c (H.8m ∩ q) dans H2log.
Les autres points semi-re´guliers correspondent a` la situation u(X) =
v(X) et sont conjugue´s a` un e´le´ment de a++∩a2 ou de h0.a2∩a−− avec h0 ∈
H. Contrairement a` la situation pre´ce´dente, ces deux cas ne peuvent eˆtre
traite´s simultane´ment mais se de´duisent l’un de l’autre par l’isomorphisme̟
de q. La me´thode de descente classique de Harish-Chandra donne le re´sultat
suivant.
Soit Y la fonction d’Heaviside et soit HpairY l’espace des fonc-
tions sur R∗ × R de la forme a(τ, w) + Y (−w)|w|1/2b(τ, w) avec
a, b ∈ C∞c (R∗ × R ∩ {(τ, w); τ2 > w} paires par rapport a` τ . On note
U3 = H ·8 (z3 ∩ q) = {X ∈ q;S(X) > 0 et Q(X) > −2
√
S(X)}. Alors,
pour tout f ∈ C∞c (U3), il existe une unique fonction Gf ∈ HpairY telle
que M(f)(X) = Gf (τ, w), ceci pour tout X ∈ U3 ∩ qreg tels que, pour
Q(X)
2
+
√
S(X) = τ2 et
Q(X)
2
− √S(X) = w avec τ2 > w. De plus
l’application f 7→ Gf est surjective de C∞c (U3) dans Hpairη .
Les deux dernie`res parties sont consacre´es a` l’e´tude des distributions
propres invariantes sur q. On fixe un caracte`re χ de C[qC]
HC = C[Q,S] ≃
S(q)H donne´ par deux complexes λ1 et λ2 ve´rifiant χ(Q) = λ1 + λ2 et
χ(S) = λ1λ2 avec λ1λ2(λ1 − λ2) 6= 0.
Dans la partie 4, nous de´crivons les solutions analytiques du syste`me
suivant :
(
Eχ(q
reg)
)
pour tout P ∈ C[qC]HC alors ∂(P )F = χ(P )F sur qreg.
On fixe un sous-espace de Cartan a de q dont on note WHC(aC) le
quotient du normalisateur de aC dans HC par son centralisateur. Les
ope´rateurs de Dunkl permettent de de´crire l’action des composantes radiales
des ope´rateurs ∂(Q) et ∂(S) sur l’espace des fonctions WHC(aC)- invariantes
. Plus pre´cise´ment, notons α1 et α2 les racines de multiplicite´ 1 de a dans
g, alors, la fonction H-invariante F sur qreg satisfait le syste`me
(
Eχ(q
reg)
)
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si et seulement si, pour tout sous-espace de Cartan a de q, on a{ (
∂(Q)F
)
/areg
= δ−1 ◦ (Lα1 + Lα2) ◦ δ(F/areg ) = (λ1 + λ2)F/areg(
∂(S)F
)
/areg
= δ−1 ◦ (Lα1Lα2) ◦ δ(F/areg ) = (λ1λ2)F/areg
ou` Lαi =
1
4αi
∂(αi)(αi∂(αi)). Cet ope´rateur est la composante radiale de
l’ope´rateur de Laplace de la paire syme´trique de rang un (so(2, 1), so(1, 1))
(appendice A de [5]) lorsque la racine αi est re´elle ou imaginaire.
Les ope´rateurs Lα1 et Lα2 commutent car α1 et α2 sont orthogonales,
ainsi le syste`me pre´ce´dent se rame`ne a` l’e´tude de ker(Lαj−λid) pour j = 1, 2.
Via le changement de variable z = α2j , nous montrons que ses solutions
s’expriment a` l’aide des solutions d’une part sur C et d’autre part sur R de
l’e´quation de type Bessel (EC) LcΦ = 4z
∂2Φ
∂z2 + 4
∂Φ
∂z = λΦ .
Un syste`me fondamental de l’espace Sol(Lc, λ) des solutions de (EC) sur
C − R− est donne´ par une fonction Φλ analytique sur C et une fonction
Wλ(z) = wλ(z) + log(z)Φλ(z) ou` log(z) de´signe la de´termination principale
du logarithme et wλ est une fonction analytique sur C. L’espace des solu-
tions Sol(L, λ) sur R∗ de l’e´quation 4t∂2Φ
∂t2
+ 4∂Φ∂t = λΦ est engendre´ par les
fonctions Φλ(t) et W
r
λ(t) = wλ(t) + log |t|Φλ(t) avec t ∈ R∗. On constate en
particulier que la solution Wλ(z) ne se prolonge pas sur R
∗ en W rλ(t) ce qui
joue un roˆle important par la suite.
La fonction F solution de
(
Eχ(q
reg)
)
s’e´crit alors sur chaque composante
connexe de qreg comme combinaison line´aire de fonctions
A(u(X))B(v(X))
u(X)− v(X)
et
A(v(X))B(u(X))
u(X) − v(X) ou` (A,B) parcourt Sol(L, λ1)×Sol(L, λ2) lorsque u(X)
et v(X) sont re´elles et Sol(Lc, λ1)× Sol(Lc, λ2) sinon.
Dans la partie 5, nous conside`rons une solution F du syste`me
(
Eχ(q
reg)
)
.
Nous cherchons des conditions ne´cessaires et suffisantes pour que la distri-
bution T∂(P )F − ∂(P )TF soit nulle pour tout P ∈ S(q)H . Comme dans le
cas du groupe ([10]), la formule d’inte´gration de Weyl permet une e´tude sur
chaque sous-espace de Cartan. Une inte´gration par parties tenant compte
du comportement des inte´grales orbitales obtenu pre´ce´demment nous per-
met de de´gager des conditions ne´cessaires qui portent sur le comportement
de F au voisinage des points semi-re´guliers.
Nous e´tudions tout d’abord les conditions ne´cessaires successivement sur
les ouverts Um = H ·8 m ∩ q, U3 = H ·8 (z3 ∩ q) et ̟(U3) = H · ̟(8(z3 ∩ q))
qui forment un recouvrement ouvert de q−N = U .
Sur l’ouvert Um, la partie 4 assure qu’il existe une fonction Ψm ∈
C∞((R∗)2 − diagonale), syme´trique telle que, pour X ∈ Um ∩ qreg , on ait
F (X) = Ψm(t1, t2)/|t1−t2| avec {u(X), v(X)} = {t1, t2} ⊂ R∗)2−diagonale.
La fonction Ψm et les inte´grales orbitales d’une fonction de C∞c (Um) ont
des singularite´s de type log |tj |. Nous obtenons des conditions de recollement
analogues a` celles de J.Faraut pour un hyperbolo¨ıde a` une nappe ([6]) qui
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s’expriment de la manie`re suivante :
Si u est une fonction de la forme u(t) = v(t)+log |t|w(t), ou` v,w ∈ C2(R∗)
admettent, ainsi que leurs de´rive´es, des limites a` droite et a` gauche en 0.
On pose u[1](t) = tu′(t) et u[0](t) = u(t) − log |t|u[1](t), de telle sorte
que limt→0± u
[1](t) = w(0±) et limt→0± u
[0](t) = v(0±). Alors pour tout
j ∈ {0, 1} et pour tout t ∈ R∗, on a (proposition 5.2.1)
(Ψm(t, .))
[j](0+) = (Ψm(t, .))
[j](0−) et (Ψm(., t))
[j](0+) = (Ψm(., t))
[j](0−).
On note pour f et g deux fonctions d’une variable complexe,
S+(f, g)(z1, z2) = f(z1)g(z2) + f(z2)g(z1) et [f, g](z1, z2) = f(z1)g(z2) −
f(z2)g(z1). On obtient alors (corollaire 5.2.1) que la fonction Ψm est com-
binaison line´aire de fonctions S+(A,B)(t1, t2) et signe(t1 − t2)[A,B](t1, t2)
lorsque (A,B) parcourt Sol(L, λ1)× Sol(L, λ2)〉.
Pour l’e´tude sur l’ouvert U3, on de´finit la fonction (Ψm)r sur {(τ, θ) ∈
(R∗+)
2; τ2 6= θ2} par (Ψm)r(τ, θ) = Ψm
(
(τ + θ)2, (τ − θ)2) et la fonction Ψ2
paire en chaque variable sur (R∗)2 par Ψ2(τ, θ) = (u − v)(Xτ,θ)F (Xτ,θ) ou`
l’orbite H · Xτ,θ est caracte´rise´ par {(τ + ıθ)2, (τ − ıθ)2}. Les conditions
ne´cessaires obtenues sont alors (proposition 5.2.3)
∀τ ∈ R∗+,
{
∂
∂θ (Ψm)r(τ, 0
+)− ∂∂θΨ2(τ, 0+) = 0
Ψ2(τ, 0
+) = 0
.
ce qui donne les expressions suivantes des fonctions ψm et ψ2 (corollaire
5.2.2) :
pour t1 > t2 > 0 alors Ψm(t1, t2) = Ψ
+(t1, t2) + ıΨc(t1, t2)
pour τ > 0 et θ > 0 alors Ψ2(τ, θ) = Ψc(u(Xτ,θ), v(Xτ,θ)),
ou` Ψ+ ∈ V ect〈S+(A,B); (A,B) ∈ Sol(L, λ1) × Sol(L, λ2)〉 et Ψc ∈
V ect〈[A,B]; (A,B) ∈ Sol(Lc, λ1)× Sol(Lc, λ2)〉
On utilise ensuite l’application ̟, pour obtenir les conditions de recol-
lement et les fonctions correspondantes sur ̟(U3).
La synthe`se des re´sultats pre´ce´dents permet de de´crire une base de l’es-
pace des distributions propres invariantes sur U = q − N de´finies par une
fonction localement inte´grable sur U . Celle-ci est donne´e par les fonctions
suivantes (the´ore`me 5.2.2) :
(1) La fonction analytique Fana =
[Φλ1 ,Φλ2 ](u, v)
u− v qui s’exprime e´galement
sous la forme f(Q,S) ou` f est analytique sur R2. Cette distribution est
propre invariante sur q tout entier.
(2) La fonction Fsing =
[Φλ1 , wλ2 ](u, v) + [wλ1 ,Φλ2 ](u, v) + log |uv|[Φλ1 ,Φλ2 ](u, v)
u− v
qui s’exprime e´galement sous la forme f(Q,S) + log |S|g(Q,S) ou` f et g
sont analytiques sur R2. Cette fonction est localement inte´grable sur q.
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(3) Les fonctions du type F+A,B = Y (Q
2 − 4S)A(u)B(v) +A(v)B(u)
u− v , ou` Y
de´signe la fonction d’Heaviside et (A,B) parcourt Sol(L, λ1)× Sol(L, λ2).
Ces re´sultats sont partiels et montrent la limite de la me´thode de des-
cente. D’une part, nous n’obtenons pas le comportement des inte´grales or-
bitales au voisinage de 0 et ceci est ne´cessaire pour savoir si les fonctions
Fsing et F
+
A,B se prolongent en des distributions propres invariantes sur q
tout entier. Par ailleurs, les restrictions a` z3∩ q des fonctions obtenues n’ont
aucun lien avec les distributions propres invariantes pour la paire syme´trique
(z3, z3 ∩ h) ≃ gl(2,R).
Ainsi, notre e´tude montre que si T est une distribution propre invariante
sur q alors sa restriction T/qreg = F est une fonction localement inte´grable
sur U . Mais les questions suivantes restent ouvertes : la fonction F est-elle
localement intg´rable sur q ? La distribution TF est-elle propre invariante sur
U ? sur q ?
1 Pre´liminaires
1.1 Notations
SiM est une varie´te´ diffe´rentiable, on note C∞(M) l’espace des fonctions
de classe C∞ surM ,D(M) le sous-espace de C∞(M) des fonctions a` support
compact et D(M)′ l’espace des distributions sur M , c’est-a`-dire le dual de
D(M).
Pour N ⊂M et f une fonction de´finie sur M, on notera f/N sa restriction
a` N .
Si Ω est un ensemble fini, alors | Ω | de´signe son cardinal.
Le spectre d’une matrice X sera note´ Sp(X).
On notera log la de´termination principale du logarithme de´finie sur C−
R− par log(z) = log |z| + ıArg(z) ou` l’argument Arg(z) de z appartient a`
]− π, π[.
La fonction Y (t) de´signera la fonction d’Heaviside sur R.
Soit G un groupe alge´brique line´aire de´fini sur R. On note G l’ensemble
de ses points re´els et GC l’ensemble de ses points complexes. Soit g l’alge`bre
de Lie de G. Pour g ∈ G et X,Y ∈ g, on notera g · X = Ad(g)X (resp.
ad(Y )X = [Y,X]) l’action adjointe de G (resp. g) sur g.
Soit M un sous-groupe de G et MC son complexifie´ dans GC. Si U une
partie de g alors, on note ZM (U) = {m ∈ M ;m · u = u pour tout u ∈ U}
le centralisateur de U dans M et NM (U) = {m ∈ M ;m · U ⊂ U} son
normalisateur. De meˆme pour tout sous-espace vectoriel v de g, on note
zv(U) le centralisateur de U dans v et nv(U) son normalisateur.
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Soit V un espace vectoriel re´el de dimension finie. On notera V ∗ son dual
et VC son complexifie´. L’alge`bre syme´trique S[V ] de V s’identifie d’une part
a` l’alge`bre R[V ∗] des fonctions polynomiales a` coefficients re´els sur V ∗ et
d’autre part, a` l’alge`bre des ope´rateurs diffe´rentiels a` coefficients constants
re´els sur V . De meˆme, on a S[VC] = C[V
∗] et cette alge`bre s’identifie a`
l’alge`bre des ope´rateurs diffe´rentiels a` coefficients constants complexes sur
VC. Si u ∈ S[V ] (resp. S[VC]), on note ∂(u) l’ope´rateur diffe´rentiel corres-
pondant.
On note S[V ]M (respectivement S[VC]
M ) la sous alge`bre de S[V ] (respec-
tivement S[VC]) constitue´e des e´le´ments invariants sous l’action d’un sous-
groupe M de G.
On conside`re G = GL(4,R) et son alge`bre de Lie g = gl(4,R) munis de
l’involution
σ(X) =
(
I2 0
0 −I2
)
X
(
I2 0
0 −I2
)
,
ou` In est la matrice identite´ de taille n× n.
Le groupe H =
{(
A 0
0 B
)
;A,B ∈ GL(2,R)
}
est alors le sous-groupe
des points de G fixes sous l’action de σ dont l’alge`bre de Lie est h = {X ∈
g;σ(X) = X}. On note q = {X ∈ g;σ(X) = −X} de telle sorte que g = h⊕q.
On a
h =
{(
A 0
0 B
)
;A,B ∈ gl(2,R)
}
, et q =
{(
0 Y
Z 0
)
;Y,Z ∈ gl(2,R)
}
.
L’espace q est stable sous l’action de H et plus pre´cise´ment, pour(
A 0
0 B
)
∈ H et
(
0 Y
Z 0
)
∈ q, on a
(
A 0
0 B
)
·
(
0 Y
Z 0
)
=(
0 AY B−1
BZA−1 0
)
.
On note qss l’ensemble des e´le´ments semi-simples c’est-a`-dire des ma-
trices semi-simples, de q. L’alge`bre de Lie g e´tant de rang 4, il existe
des polynoˆmes d4 6= 0, . . . , d16 sur g tels que pour tout X ∈ g, l’on ait
det(t−ad(X)) =
16∑
j=4
dj(X)t
j . Un e´le´ment X ∈ g semi-simple est dit re´gulier
dans g si d4(X) 6= 0 ce qui e´quivaut a` dire que les valeurs propres de X sont
deux a` deux distinctes.
De´finition 1.1.1. Soit l le plus petit entier tel que dl/q 6= 0. Un e´le´ment X
de q est q-re´gulier s’il est semi-simple et satisfait dl(X) 6= 0. On note qreg
l’ensemble des e´le´ments q-re´guliers de q.
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Les valeurs propres de la matrice Y =

0 0 λ1 0
0 0 0 λ2
λ1 0 0 0
0 λ2 0 0
 ∈ q sont
±λ1 et ±λ2. Ainsi, on a l = 4 et le re´sultat suivant est imme´diat.
Lemme 1.1.1. Soit X ∈ q. Alors X est q-re´gulier si et seulement si X est
semi-simple et re´gulier dans g.
On appelle sous-espace de Cartan a ⊂ q un sous-espace abe´lien, forme´
d’e´le´ments semi-simples et maximal pour cette proprie´te´. On note car(q)
l’ensemble des sous-espaces de Cartan de q.
Soit a un sous-espace de Cartan. On note ∆(gC, aC) le syste`me de racines
de aC dans gC et lorsque l’on choisit un ordre sur celui-ci, on note ∆(gC, aC)
+
le syste`me de racines positives correspondant. Soit W (gC, aC) le groupe de
Weyl de ∆(gC, aC) et WH(a) = {Ad(h)/a;h ∈ NH(a)} ≃ NH(a)/ZH(a) le
groupe de Weyl de a dans H.
Pour α ∈ ∆(gC, aC), on note gαC = {Y ∈ gC, ∀X ∈ a, [X,Y ] = α(X)Y },
l’espace radiciel correspondant et mα = dimCg
α
C la multiplicite´ de α.
On rappelle les re´sultats classiques suivants :
Proposition 1.1.1. (paragraphe 1 de [15]) (a) Les e´nonce´s suivants sont
e´quivalents :
1. X est q-re´gulier.
2. zq(X) est un sous espace de Cartan de q.
3. Si a est un sous-espace de Cartan de q contenant X, alors X n’annule
aucune racine de aC.
(b) Tout e´le´ment re´gulier appartient a` un unique sous-espace de Cartan de
q.
On note ω la forme biline´aire syme´trique sur g de´finie par par ω(X,X ′) =
1
2tr(XX
′) pour X et X ′ dans g. La restriction de ω a` [g, g] co¨ıncide, a` un
facteur multiplicatif pre`s, avec la forme de Killing. La forme ω est H−
invariante et non de´ge´ne´re´e. Il est en de meˆme de ses restrictions a` h× h, a`
q× q et a` a× a pour tout a ∈ car(q).
Soit a ∈ car(q). Ainsi, pour tout α ∈ ∆(gC, aC), il existe un unique
e´le´ment hα ∈ aC tel que ω(hα,X) = α(X) pour tout X ∈ a. On de´finit
la partie compacte aI =
(∑
α∈∆(gC,aC)
ıRhα)
)
∩ a et la partie de´ploye´e
aR =
(∑
α∈∆(gC,aC)
Rhα)
)
∩ a de a de telle sorte que l’on ait a = aR + aI .
Une racine α est dite re´elle (respectivement imaginaire) si α(a) ⊂ R (res-
pectivement α(a) ⊂ ıR), ceci est e´quivalent a` hα ∈ aR (respectivement
hα ∈ ıaI).
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On note 〈a〉 un repre´sentant de la classe de conjugaison de a sous l’action
de H. L’ordre d’Hira¨ı sur les classes modulo H des sous-espaces de Cartan
est de´fini de la manie`re suivante : soient a et b deux sous-espaces de Cartan.
On dit que 〈a〉 ≤ 〈b〉 si et seulement si il existe h ∈ H tel que (h · a)R ⊂ bR.
Lorsque cette inclusion est stricte, on dit alors que 〈a〉 < 〈b〉.
1.2 Sous-espaces de Cartan
On de´finit les sous-espaces de Cartan aǫ1,ǫ2 pour ǫ1 et ǫ2 = ±, et a2 de q
de la manie`re suivante :
aǫ1,ǫ2 =
Xǫ1,ǫ2u1,u2 =
 0
u1 0
0 u2
ǫ1u1 0
0 ǫ2u2
0
 ; (u1, u2) ∈ R2

a2 =
Xτ,θ =
 0
τ −θ
θ τ
τ −θ
θ τ
0
 ; (θ, τ) ∈ R2
 .
Les sous-espaces a+,− et a−,+ sont conjugue´s parK =

0 1
1 0
0
0
0 1
1 0
.
Lemme 1.2.1. 1. Soit X =
(
0 Y
Z 0
)
∈ qreg . Si λ est une valeur
propre de X alors λ 6= 0 et −λ est aussi une valeur propre de X. On
a Sp(Y Z) = {λ2;λ ∈ Sp(X)}.
2. La famille < car(q) >= {a+,+, a+,−, a−,−, a2} est une famille
repre´sentative des classes de conjugaison sous H des sous-espaces de
Cartan de q.
Preuve : 1 . Soient U et V dans C2 tels que
(
U
V
)
soit un vecteur propre
non nul de X pour la valeur propre λ. On a alors Y V = λU et ZU = λV .
Si λ 6= 0 alors U et V sont non nuls. Par suite, le vecteur
(
U
−V
)
est un
vecteur propre non nul de X pour la valeur propre −λ.
Comme X est re´gulier dans q, ses valeurs propres sont deux a` deux
distinctes. D’autre part, si 0 e´tait une valeur propre de X alors, par ce
qui pre´ce`de, elle serait double ce qui est impossible puisque X est re´gulier.
Ainsi, on a Sp(X) = {±λ1,±λ2} ou` λ1 et λ2 sont deux nombres complexes
non nuls tels que λ1 6= ±λ2. En particulier, les matrices X, Y et Z sont
inversibles.
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Pour j = 1 ou 2, on fixe un vecteur propre non nul
(
Uj
Vj
)
associe´ a` la
valeur propre λj . Les vecteurs U1 et U2 de C
2 sont non nuls puisque la famille
{
(
Uj
Vj
)
,
(
Uj
−Vj
)
}j est une base de C4 et ils ve´rifient Y ZU1 = λ21U1 et
Y ZU2 = λ
2
2U2. On obtient donc la premie`re assertion.
2 . Le spectre {λ21, λ22} de Y Z est donne´ par les racines du polynoˆme
x2−tr(Y Z) x+det(Y Z) ∈ R[x]. Ainsi, soit λ21 et λ22 sont re´els, soit λ21 ∈ C\R
et λ2 = ±λ1.
Si λ21 et λ
2
2 sont re´els, il existe une matrice P ∈ GL(2,R) telle
que PY ZP−1 =
(
λ21 0
0 λ22
)
. Notons sgn(x) le signe de x ∈ R. On
peut donc e´crire PY ZP−1 = DD′ ou` D =
( |λ1| 0
0 |λ2|
)
et D′ =(
sgn(λ21)|λ1| 0
0 sgn(λ22)|λ2|
)
. On obtient alors
(
P 0
0 D′PZ−1
)
· X =(
0 D
D′ 0
)
et dans ce cas X est H-conjugue´ a` un e´le´ment de a+,+, a+,−
ou a−,−.
Si λ2 = ±λ1, on e´crit λ1 = τ + iθ avec (θ, τ) ∈ R2. Il existe alors une
matrice P ∈ GL(2,R) telle que PY ZP−1 = M2 avec M =
(
τ −θ
θ τ
)
.
On obtient donc
(
P 0
0 MPZ−1
)
·X =
(
0 M
M 0
)
et dans ce cas X est
conjugue´ a` un e´le´ment de a2.
Soit a ∈ car(q) et X ∈ areg tel que a = zq(X). Par ce qui pre´ce`de, il
existe h ∈ H tel que h.X appartienne a` a+,+, a+,−, a−,− ou a2. Comme
zq(h.X) = h.a, on obtient la deuxie`me assertion.
Pour a ∈ car(q), on note α1 et α2 les deux racines de multiplicite´ un
dont on fixe les valeurs sur a ∈< car(q) > de la manie`re suivante :
X++u1,u2 ∈ a++ X+−u1,u2 ∈ a+− X−−u1,u2 ∈ a−− Xτ,θ ∈ a2
α1(X) 2u1 2u1 2iu1 2(τ + ıθ)
α2(X) 2u2 2iu2 2iu2 2(τ − ıθ)
Dans tout cet article, on fixe le syste`me de racines positives en posant
∆(gC, aC)
+ = {α1, α2, β1, β2} ou` les deux racines β1 = α1 − α2
2
et β2 =
α1 + α2
2
sont de multiplicite´ deux.
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Ainsi, suivant l’ordre d’Hira¨ı, nous avons
〈a−,−〉 < 〈a+,−〉 < 〈a+,+〉 et 〈a−,−〉 < 〈a2〉 < 〈a+,+〉.
avec les relations suivantes a+,+ ∩ a+,− = Rhα1 = Ker α2, a+,− ∩ a−,− =
Rıhα2 = Ker α1, a+,+ ∩ a2 = Rhβ2 = Ker β1 et a−,− ∩ h0 · a2 = Rıhβ1 =
Ker β2, ou` h0 =

0 1
1 0
0
0
1 0
0 −1
.
On de´finit l’involution H-e´quivariante ̟ de q par ̟(
(
0 Y
Z 0
)
) =(
0 Y
−Z 0
)
. Cet automorphisme ve´rifie les proprie´te´s suivantes :
1. pour (X,X ′) ∈ q2, on a [̟(X),̟(X ′)] = −[X,X ′].
2. pour (X,X ′) ∈ h× q, on a [X,̟(X ′)] = ̟([X,X ′]), ceci provenant de
la H-e´quivariance de ̟.
3. ̟(a+,+) = a−,− ̟(a+,−) = a−,+ et ̟(a2) = h0 · a2, et plus
pre´cise´ment, pour Xτ,θ ∈ a2, on a ̟(Xτ,θ) = h0 ·Xθ,τ .
En particulier, l’involution ̟ renverse l’ordre d’Hira¨ı sur car(q).
Pre´cisons maintenant les groupes WH(a) pour a ∈< car(q) >. On pose
κ = AdK = Ad

0 1
1 0
0
0
0 1
1 0
 et ̺ = Ad

1 0
0 −1 0
0
1 0
0 1
 .
Sur a+,+ et a−,−, l’e´le´ment κ e´change les racines α1 et α2 et l’e´le´ment ̺
e´change les racines β1 et β2 et on obtient alors :
Lemme 1.2.2. 1. WH(a+,+) =WH(a−,−) = {±I4,±κ,±̺,±κ̺}
2. WH(a+,−) = {±I4,±̺}
3. WH(a2) = {±I4,±κ}
Preuve : Soit h =
(
A 0
0 B
)
∈ NH(a+,+). Pour tout X++u1,u2 ∈
a+,+ il existe X
++
v1,v2 ∈ a+,+ tel que h · X++u1,u2 = X++v1,v2 . Ainsi, on a
A
(
u1 0
0 u2
)
B−1 = B
(
u1 0
0 u2
)
A−1 =
(
v1 0
0 v2
)
. Par suite, pour
M = A ou B, on a M
(
u21 0
0 u22
)
M−1 =
(
v21 0
0 v22
)
et donc, M est
diagonale ou KM est diagonale. La premie`re relation implique que, soit
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A et B sont diagonales et A2 = B2, soit
(
0 1
1 0
)
A et
(
0 1
1 0
)
B sont
diagonales et ont meˆme carre´. Maintenant, on remarque que ZH(a+,+) =

a 0
0 b
0
0
a 0
0 b
 ∈ GL(4,R)
, ce qui donne aise´ment la premie`re as-
sertion. Les autres assertions se prouvent de meˆme.
1.3 Orbites semi-simples
Nous allons de´crire maintenant les orbites semi-simples de q sous l’action
de H.
La paire syme´trique (g, h) est de rang 2. Par suite, une base de C[qC]
HC
est donne´e par les polynoˆmes Q et S de´finis , pour X =
(
0 Y
Z 0
)
∈ q, par
Q(X) =
1
2
tr(X2) = tr(Y Z) = ω(X,X) et S(X) = det(X) = det(Y Z).
Pour X =
(
0 Y
Z 0
)
, les racines du polynoˆme t2 − Q(X)t + S(X)
forment le spectre de Y Z. On pose
S0 = Q
2 − 4S et δ = ıY (−S0)
√
|S0|
(ou` Y est la fonction d’Heaviside) de telle sorte que δ2 = S0. On de´finit les
fonctions H-invariantes u et v sur q par
u =
Q+ δ
2
et v =
Q− δ
2
,
de telle sorte que, pour X =
(
0 Y
Z 0
)
∈ qss, alors Sp(Y Z) =
{u(X), v(X)}.
Lemme 1.3.1. 1. L’application{ {H-Orbites semi-simples de q} −→ R2
O = H ·X 7−→ (Q(X), S(X))
est bijective.
2. Nous notons ∼ la relation d’e´quivalence sur C2 qui identifie les couples
(x, y) et (y, x). Alors l’application{ {H-Orbites semi-simples de q} −→ C2/ ∼
O = H ·X 7−→ (u(X), v(X))
est injective et d’image
(
R2 ∪ {(λ, λ¯);λ ∈ C−R})/ ∼.
13
Preuve : La description de a+,+, a+,−, a−,− et a2 permet d’obtenir l’image
des deux applications conside´re´es. Par ailleurs, toute H- orbite semi-simple
rencontre a ∈< car(q) >. L’e´tude de WH(a) pour a ∈< car(q) > donne´e
dans le lemme 1.2.2 permet d’e´tablir l’injectivite´ de ces applications.
Remarque 1.3.1. 1. Soit X ∈ qss. Alors, les fonctions u et v prennent
des valeurs re´lles sur aǫ1ǫ2 pour ǫ1, ǫ2 = ± et on a
(a) H ·X ∩ a+,+ 6= ∅ si et seulement si u(X) ≥ 0 et v(X) ≥ 0,
(b) H ·X ∩ a+,− 6= ∅ si et seulement si u(X)v(X) ≤ 0,
(c) H ·X ∩ a−,− 6= ∅ si et seulement si u(X) ≤ 0 et v(X) ≤ 0,
(d) H · X ∩ a2 6= ∅ si et seulement si u(X) et v(X) sont dans C et
u(X) = v(X).
2. Soit a ∈ car(q) et X ∈ a. On a les relations suivantes entre les racines
de ∆(gC, aC), les polynoˆmes Q,S et S0 et les fonctions u et v :
Q(X) =
α1(X)
2 + α2(X)
2
4
= u(X) + v(X),
S(X) =
α1(X)
2α2(X)
2
16
= u(X)v(X),
S0(X) = β1(X)
2β2(X)
2 = (u(X)− v(X))2.
δ(X) =
{ |β1(X)β2(X)| si a est H-conjugue´ a` a+,+, a+,− ou a−,−
ı|β1(X)β2(X)| si a est H-conjugue´ a` a2
3. qreg = {X ∈ q, S(X)S0(X) 6= 0}.
1.4 Points semi-re´guliers
Les distributions propres invariantes et les inte´grales orbitales sont des
fonctions H-invariantes de classe C∞ sur qreg. Pour e´tudier ces objets au
voisinage des points de q− qreg, nous nous inspirons de la me´thode de des-
cente d’Harish-Chandra qui consiste a` ramener cette e´tude a` celle d’objets
de meˆme type de´finis sur des espaces syme´triques plus petits construits a`
partir des centralisateurs des points semi-re´guliers.
On rappelle qu’un e´le´ment semi-re´gulier est un e´le´ment de qss qui se
trouve dans l’intersection d’exactement deux sous-espaces de Cartan. De
fac¸on e´quivalente c’est un e´le´ment d’un sous-espace de Cartan qui annule
exactement une racine positive.
Ainsi, tout point semi-re´gulier est conjugue´ parH a` un e´le´ment de a+,+∩
a+,−, a+,−∩a−,−, a+,+∩a2 ou a−,−∩h0 ·a2 avec h0 =

0 1
1 0
0
0
1 0
0 −1
.
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Pour a ∈ car(q), on rappelle que ∆(gC, aC)+ = {α1, α2, β1 =
α1 − α2
2
, β2 =
α1 + α2
2
} ou` α1 et α2 sont fortement orthogonales et de
multiplicite´ 1 et β1, β2 sont de multiplicite´ 2, orthogonales mais non forte-
ment orthogonales. Ces diffe´rences entre racines de multiplicite´ 1 et racines
de multiplicite´ 2 interviennent dans l’e´tude des centralisateurs des points
semi-re´guliers et seront essentielles lors de l’e´tude des distributions propres
invariantes .
1.4.1 Points semi-re´guliers annule´s par une racine de multiplicite´
un
Soit H1 =
 0
1 0
0 0
1 0
0 0
0
 = 12hα1 et H2 = κ(H1) = 12hα2 les
coracines respectivement de α1 et α2 sur a+,+. Ainsi, on a RH1 = a+,+ ∩
a+,−, R̟(H1) = a−,−∩ a−,+ Rκ(H1) = a+,+∩ a−,+, et R̟ ◦κ(H1) =
a−,− ∩ a+,−.
Soit z1 = zg(H1) =


a 0
0 b
x 0
0 y
x 0
0 z
a 0
0 c
 ; a, b, c, x, y, z ∈ R
 et z2 =
zg(H2) = κ(z1).
Les alge`bre z1 et z2 sont re´ductives et σ-stables. On note cj le
centre de zj. On a alors cj = cj ∩ h ⊕ RHj et c1 ∩ h = c2 ∩ h =

a 0
0 b
0 0
0 0
0 0
0 0
a 0
0 b
 ; a, b ∈ R
 . Pour conserver la syme´trie des espaces,
on pose A1 =

0 0
0 1
0 0
0 0
0 0
0 0
0 0
0 1
 de telle sorte que c1∩h = RA1⊕Rκ(A1)
et on note m1 = RA1 ⊕ [z1, z1] et m2 = κ(m1).
On de´finit alors l’espace m par
m = z1 + z2 = c1 ∩ h⊕ [z1, z1]⊕ [z2, z2] = m1 ⊕m2.
Lemme 1.4.1. 1. Les alge`bres m1 et m2 sont re´ductives, σ-stables et
[m1,m2] = {0},
2. m est une sous-alge`bre de Lie σ-stable de g de dimension 8. La paire
syme´trique (m,m ∩ h) est de rang 2 et c’est le produit des deux paires
syme´triques de rang un (m1,m1∩h) et (m2,m2∩h), chacune isomorphe
a` (gl(2,R), gl(1,R)× gl(1,R)), que l’on peut permuter a` l’aide de κ.
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Preuve : Les alge`bres z1 et z2 sont re´ductives et σ-stables et les e´le´ments A1
et A2 sont centraux dans m donc m1 et m2 sont re´ductives et σ-stables. Les
racines de a+,+ e´tant re´elles, on a z1 = zg(a++)⊕(gCα2∩g⊕gC−α2∩g)et [z1, z1] ⊂
(gCα2 ∩ g⊕ gC−α2 ∩ g). Les racines α1 et α2 sont fortement orthogonales et les
e´le´ments A1 et κ(A1) sont centraux dans m, ainsi on obtient [m1,m2] = {0}.
Comme [z1, z1] =
{
0 0
0 −c
0 0
0 y
0 0
0 z
0 0
0 c
 , y, z, c ∈ R}, la deuxie`me as-
sertion est imme´diate.
Pour (a, b, c, d) ∈ R4, on note diag(a, b, c, d) =

a 0
0 b
0
0
c 0
0 d
 .
On rappelle que κ = Ad(K) avec K =

0 1
1 0
0
0
0 1
1 0

Lemme 1.4.2. Soit N = NH(m ∩ q).
1. On a N = N0 ∪KN0 avec N0 = {diag(a, b, c, d); a, b, c, d ∈ R∗}.
2. Soit h ∈ H et X ∈ m ∩ q tels que S0(X) 6= 0 et h · X ∈ m ∩ q, alors
h ∈ N . ( Le polynoˆme S0 ∈ C[q]H est de´fini dans le paragraphe 1.3).
3. Si X ∈ m ∩ qreg alors ZH(X) = {diag(α, β, α, β);α, β ∈ R∗}.
P reuve : Pour D ∈ GL(4,R) une matrice diagonale, on a imme´diatement
D ∈ N et KD ∈ N .
Soient h =
(
A 0
0 B
)
∈ H et X ∈ m ∩ q tels que h ·X = X ′ ∈ m ∩ q.
On e´crit X =
 0
x 0
0 y
z 0
0 t
0
 et X ′ =
 0
x′ 0
0 y′
z′ 0
0 t′
0
 . Ainsi,
on a A
(
x 0
0 y
)
B−1 =
(
x′ 0
0 y′
)
et B
(
z 0
0 t
)
A−1 =
(
z′ 0
0 t′
)
, ce
qui donne A
(
xz 0
0 yt
)
A−1 = B
(
xz 0
0 yt
)
B−1 =
(
x′z′ 0
0 y′t′
)
.
Supposons S0(X) 6= 0. On a alors xz 6= yt, et par suite x′z′ 6= y′t′. Si
xz = x′z′ et yt = y′t′ alors A et B sont diagonales, donc h est diagonale.
Si xz = y′t′ et yt = x′z′, alors
(
0 1
1 0
)
A et
(
0 1
1 0
)
B sont diagonales,
donc Kh est diagonale. On obtient ainsi les assertions 1. et 2.
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Si X ∈ m ∩ qreg et h.X = X alors S0(X) 6= 0 et h ∈ N0 par ce qui
pre´ce`de. On en de´duit facilement l’assertion 3.
Lemme 1.4.3. La famille < car(m ∩ q) >= {a+,+, a+,−, a−,−} est une
famille repre´sentative des classes de conjugaison sous N des sous-espaces
de Cartan de m ∩ q.
Preuve : Par de´finition de m ∩ q, les sous -espaces a+,+, a+,− et a−,− sont
des sous-espaces de Cartan de m ∩ q. Si a est un sous-espace de Cartan de
m ∩ q, c’est un sous-espace de Cartan de q et donc, il existe h ∈ H tel que
h · a ∈< car(q) > . Maintenant, par le point 2 . de la remarque 1.3.1, le
polynoˆme S0 ∈ C[q]H ne prend que des valeurs ne´gatives sur a2. Un e´le´ment
de m∩q s’e´crit X =
 0
x 0
0 y
z 0
0 t
0
 et par suite S0(X) = (xz−yt)2 ≥
0. On obtient donc h · a ∈ {a+,+, a+,−, a−,−}. L’assertion 2 . du lemme 1.4.2
donne alors h ∈ N ce qui prouve le lemme.
1.4.2 Ele´ments semi-re´guliers annule´s par une racine de multi-
plicite´ deux
On note H3 =
 0
1 0
0 1
1 0
0 1
0
 la coracine de β2 dans a+,+. On a
alors RH3 = a+,+∩a2 et R̟(H3) = a−,−∩̟(a2) = a−,−∩h0 ·a2. Ainsi, tout
e´le´ment semi-re´gulier annule´ par une racine de multiplicite´ 2 est H-conjugue´
a` un e´le´ment de RH3 ou de R̟(H3).
On pose z3 = zg(H3) =
{(
A B
B A
)
;A,B ∈ gl(2,R)
}
et z4 =
zg(̟(H3)) =
{(
A B
−B A
)
;A,B ∈ gl(2,R)
}
. La paire syme´trique (z3, z3∩
h) est donc isomorphe a`
(
gl(2,R) × gl(2,R), diag(gl(2,R) × gl(2,R))
)
≃
gl(2,R) par l’application
(
A Y
Y A
)
→ (A+Y,A−Y ) et la paire syme´trique
(z4, z4∩h) est isomorphe (gl(2,C), gl(2,R)) par l’application
(
A Y
−Y A
)
→
A+ ıY .
Comme q = z3 ∩ q ⊕ z4 ∩ q, on ne peut pas effectuer de re´duction a`
un espace plus petit comme au paragraphe pre´ce´dent. Bien que les espaces
vectoriels z3 ∩ q et z4 ∩ q ne soient pas conjugue´s sous H, on remarque
que ̟(z3 ∩ q) = z4 ∩ q. Ainsi l’e´tude sur z3 ∩ q suffira pour comprendre les
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phe´nome`nes au voisinage de tous les e´le´ments semi-re´guliers annule´s par une
racine de multiplicite´ deux.
On note K˜ =
(
I2 0
0 −I2
)
et κ˜ = Ad(K˜) de telle sorte que κ˜|q = −Id|q.
Lemme 1.4.4. Soit N3 = NH(z3 ∩ q).
1. On a N3 = N
0
3 ∪ K˜N03 avec N03 =
{(
A 0
0 A
)
;A ∈ GL(2,R)
}
.
2. La famille < car(z3 ∩ q) >= {a+,+, a2} est une famille repre´sentative
des classes de conjugaison sous N3 des sous-espaces de Cartan de z3∩q.
Preuve : Si h =
(
A 0
0 A
)
alors on a imme´diatement h ∈ N3 et K˜h ∈ N3.
Si h =
(
A 0
0 B
)
∈ N3 alors pour tout Y ∈ GL(2,R), on a AY B−1 =
BYA−1 et donc la matrice P = B−1A ve´rifie PY P = Y pour tout
Y ∈ GL(2,R). En appliquant ceci a` Y =
(
1 0
0 0
)
, puis a` Y =
(
0 0
0 1
)
on obtient P =
(
ǫ1 0
0 ǫ2
)
avec ǫj = ±1. Comme A = BP , la relation
AY B−1 = BY A−1 pour tout Y ∈ GL(2,R) donne l’assertion 1.
Soit a un sous-espace de Cartan de z3∩q. Il existe h ∈ H tel que h ·a ∈<
car(q) >. Comme le polynoˆme S prend des valeurs positives sur z3 ∩ q et
des valeurs ne´gatives sur a+,−, on a h ·a 6= a+,−. Maintenant, si h ·a = a−,−,
par un raisonnement analogue a` ce qui pre´ce`de, il existerait P ∈ GL(2,R)
telle que pour toute matrice diagonale D l’on ait PDP = −D ce qui n’est
pas possible. Ainsi on a h.a ∈ {a+,+, a2}. Par suite a et h.a sont deux sous-
espaces de Cartan H- conjugue´s de z3 ∩ q, il existe donc h1 ∈ N3 tel que
h1 · a = h · a. On a alors h1h−1 ∈ NH(h · a) et donc par le lemme 1.2.2 on
obtient h ∈ N3.
2 Ge´ne´ralisation de certains re´sultats sur les
inte´grales orbitales en rang un
Nous rappelons tout d’abord certains re´sultats d’Harish-Chandra concer-
nant l’inte´gration sur les fibres dont on peut trouver la preuve dans le lemme
1 du chapitre 2 premie`re partie de [21] ou dans le chapitre 3 page 192 de [4].
Proposition 2.0.1. Soient M et N deux varie´te´s C∞ de dimension m et
n. Soit ψ : M → N une submersion de classe C∞ surjective de M sur N .
Soient ωM (resp. ωN) une m-forme (resp. n-forme) de classe C∞ sur M
(resp. N) non nulle en tout point. On note µM et µN les mesures de Radon
positives respectivement sur Met N associe´es . Alors, on a :
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1. Pour tout f ∈ D(M), il existe une unique fonction ψ∗(f) ∈ D(N) telle
que ∫
M
f · F ◦ ψdµM =
∫
N
ψ∗(f)FdµN ,∀F ∈ D(N). (1)
La fonction ψ∗(f) est de´finie comme suit : pour tout y ∈ N , il
existe une unique mesure de radon positive µy telle que ψ∗(f)(y) =∫
ψ−1(y) fdµy. Ceci est appele´ l’inte´gration sur les fibres.
2. L’application ψ∗ est une application line´aire continue surjective de
D(M) dans D(N).
3. La relation (1) est vraie si F est localement inte´grable pour µN .
4. L’application ψ∗ se prolonge aux fonctions µM -inte´grables f et dans
ce cas ψ∗(f) est de´finie presque partout et µN -inte´grable. La relation
(1) est encore vraie.
De plus si f est a` support compact, alors ψ∗(f) est a` support compact
et de C∞ sur tout ouvert Ω tel que f est C∞ sur ψ−1(Ω).
2.1 Cas d’une forme quadratique
Soient p et q deux entiers de N∗ et n = p+q. Soit Q la forme quadratique
de´finie sur Rn par
Q(y1, ..., yn) =
p∑
i=1
y2i −
q∑
i=1
y2i+p.
L’application Q est submersive et surjective de Rn − {0} dans R et la
proposition pre´ce´dente permet de de´finir l’application Q∗ : D(Rn − {0}) →
D(R). Cette application e´tudie´e par A. Tengstrand dans [18] est appele´e
fonction moyenne par J. Faraut dans [5] et note´e MQ. Dans toute la suite,
nous noterons Q∗ =MQ.
D’apre`s le point 4 . de la proposition 2.0.1, comme 0 est une valeur cri-
tique de Q, l’application MQ se prolonge en une application continue, note´e
encore MQ, de D(Rn) dans C∞(R∗)∩L1(R) et pour f ∈ D(Rn), la fonction
MQ(f) satisfait toujours la relation (1) qui s’e´crit,∫
Rn
F ◦ Q(y)f(y)dy =
∫
R
F (t)MQf(t)dt pour tout F ∈ D(R). (2)
Nous rappelons succinctement les proprie´te´s essentielles de MQ(f). On
pourra se re´fe´rer a` l’appendice de [5] ou au chapitre 4 pages 204 et 205 de
[4] pour les de´tails.
Soit f ∈ D(Rn). Le comportement de MQ(f)(t) au voisinage de t = 0
se de´crit a` l’aide d’une fonction η de´finie sur R∗, qui de´pend de la signature
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(p, q) de Q. Cette fonction, appele´e ”fonction singularite´” relative a` Q, est
de´finie de la manie`re suivante (la fonction d’Heaviside est note´e Y ) :
Si p est impair et q est pair, η(t) = Y (t)t
n
2
−1
Si p est pair et q est impair, η(t) = Y (−t)(−t)n2−1
Si p et q sont pairs, η(t) = 12sgn(t)t
n
2
−1
Si p et q sont impairs, η(t) = t
n
2
−1 log |t|.
Suivant ([4] chapitre 4 pages 204 et 205), on introduit l’espace
Hη = {t ∈ R∗ 7→ φ0(t) + η(t)φ1(t); φ0, φ1 ∈ D(R)}.
Graˆce au lemme de Borel, une fonction ϕ appartient a` Hη si et seulement
si ϕ est de classe C∞ sur R∗, a` support compact et s’il existe une suite de
nombres
(
Bk(ϕ)
)
k∈N
telle que, pour tout N ∈ N et m < N + (n/2), la
fonction ϕ(t)− η(t)∑Nk=0 tkBk(ϕ) soit de classe Cm sur R.
Pour a > 0, on note Hη,a = {ϕ ∈ Hη; support(ϕ) ⊂ [−a, a]}. Soit χ ∈
D(R) e´gale a` 1 au voisinage de 0. On conside`re, pourN ∈ N etm < N+(n/2)
la semi-norme
‖ϕ‖N,m = sup
t
|( d
dt
)m[
ϕ(t)− χ(t)η(t)
N∑
k=0
Bk(ϕ)t
k
])|.
Les semi-normes ‖ϕ‖N,m, pour m < N + (n/2), et |Bk(ϕ)| pour k ∈ N
munissent Hη,a d’une topologie d’espace de Fre´chet et Hη est muni de la
topologie limite inductive.
The´ore`me 2.1.1. ([4], paragraphe 4, the´ore`me page 205) L’application MQ
est une surjection continue de D(Rn) dans Hη.
Soit n1, n2 ∈ N et f une fonction de´finie sur Rn1 × Rn2 . Pour x ∈ Rn1 ,
on note fx la fonction de´finie sur R
n2 par fx(y) = f(x, y) et pour y ∈ Rn2 ,
on note f y la fonction de´finie sur Rn1 par f y(x) = f(x, y).
Soit m ∈ N. Ainsi pour f ∈ D(Rm × Rn), il existe deux fonctions φ0 et
φ1 de´finies sur R
m × R, telles que pour x ∈ Rm, on ait (φ0)x et (φ1)x dans
D(R) et
MQfx(t) = φ0(x, t) + η(t)φ1(x, t), ∀t ∈ R∗.
Le but de ce paragraphe est de montrer que φ0 et φ1 sont dans D(Rm×R).
Pour cela, nous reprenons les arguments de´veloppe´s dans le paragraphe 4 de
[4] pour e´tudier la re´gularite´ en x des fonctions (φ0)x et (φ1)x.
On introduit la submersion surjective G de Rm×(Rn−{0}) dans Rm×R
de´finie par G(x, y) = (x,Q(y)).
Lemme 2.1.1. 1. L’application G∗ se prolonge aux fonctions de D(Rm×
Rn). Pour f ∈ D(Rm × Rn) et (x, t) ∈ Rm × R∗, on a G∗(f)(x, t) =
MQfx(t) et la fonction G∗(f) est a` support compact.
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2. Pour i1, i2, ..., im dans N, x ∈ Rm et t ∈ R∗, on a
∂i1
∂xi11
...
∂im
∂ximm
MQfx(t) =MQ
((
∂i1
∂xi11
...
∂im
∂ximm
f
)
x
)
(t).
En particulier, la fonction (x, t) 7→ MQfx(t) est de classe C∞ sur
Rm × R∗.
Preuve : La premie`re assertion de´coule de la de´finition et des proprie´te´s de
MQ rappele´es au de´but de ce paragraphe.
Pour prouver le deuxie`me point, il suffit de montrer que, pour tout i ∈
{1, ...,m}, on a ∂
∂xi
MQfx = MQ
(( ∂
∂xi
f
)
x
)
. Soit ei le ie`me vecteur de
la base canonique de Rm et x ∈ Rm. On introduit la suite de fonctions
fk = k(fx+ 1
k
ei
−fx) ∈ D(Rn). Les supports des fonctions fk et
(
∂
∂xi
f
)
x
sont
inclus dans un meˆme compact a` savoir supp(f)+ [0, 1]ei. D’autre part, pour
j1, j2, ..., jn dans N, l’ine´galite´ de Taylor donne
∥∥∥∥∥ ∂j1∂yj11 ... ∂
jn
∂yjnn
fk − ∂
j1
∂yj11
...
∂jn
∂yjnn
((
∂
∂xi
f
)
x
)∥∥∥∥∥
∞
≤ 1
2k
∥∥∥∥∥ ∂j1∂yj11 ... ∂
jn
∂yjnn
∂2
∂x2i
f
∥∥∥∥∥
∞
.
Ainsi , la suite de fonctions {fk}k∈N∗ converge vers
(
∂
∂xi
f
)
x
pour la topologie
usuelle de D(Rn). La continuite´ de l’application MQ (the´ore`me 2.1.1) donne
alors
lim
k→+∞
MQfk =MQ
((
∂
∂xi
f
)
x
)
.
Par ailleurs pour t ∈ R∗, on a MQfk(t) = k(MQfx+ 1
k
ei
(t)−MQfx(t)), et
donc lim
k→+∞
MQfk(t) =
∂
∂xi
MQfx(t) ce qui donne le re´sultat voulu.
Le comportement de la fonction (x, t) 7→MQfx(t) au voisinage de t = 0
se de´duit du comportement asymptotique en +∞ de sa transforme´e de Fou-
rier partielle F(MQfx) en t dont la relation (2) donne l’expression suivante :
F(MQfx)(λ) =
∫
R
e−2ıπλtMQfx(t)dt =
∫
Rn
e−2ıπλQ(y)fx(y)dy.
Lemme 2.1.2. Soit f dans D(Rm×Rn). Pour tout N dans N, il existe une
fonction ρN (x, λ) de´finie sur R
m ×R∗ et une constante strictement positive
CN inde´pendante de x et λ telles que pour tout x dans R
m et λ dans R∗, on
ait |ρN (x, λ)| ≤ CN|λ|N+1 et
F(MQfx)(λ) = e
−ıpi
4
(p−q)sgn(λ)
|2λ|n2
( N∑
k=0
1
k!
(
1
8ıπλ
)k(∂Q)kfx(0) + ρN (x, λ)
)
.
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Preuve : Graˆce au lemme page 203 de [4] on a :
F(MQfx)(λ) =
∫
Rn
e−2ıπλQ(y)fx(y)dy =
e−ı
pi
4
(p−q)sgn(λ)
|2λ|n2
∫
Rn
F(fx)(ξ)e
ıpiQ(ξ)
2λ dξ.
Le de´veloppement de Taylor de la fonction t 7→ eıt donne, pour tout (ξ, λ) ∈
Rn × R∗, la relation
F(fx)(ξ)e
ıpiQ(ξ)
2λ =
N∑
k=0
1
k!
(
1
8ıπλ
)k(−4π2Q(ξ))kF(fx)(ξ) +RN (ξ, λ)F(fx)(ξ),
avec |RN (ξ, λ)| ≤ |πQ(ξ)|
N+1
|2λ|N+1(N+1)!
.
Comme
∫
Rn
(−4π2Q(ξ))kF(fx)(ξ)dξ = (∂Q)kfx(0), on obtient l’expres-
sion voulue en prenant ρN (x, λ) =
∫
Rn
RN (ξ, λ)F(fx)(ξ)dξ, pour x ∈ Rm et
λ ∈ R∗.
Pour conclure, il suffit de majorer
∫
Rn
|Q(ξ)|N+1|F(fx)(ξ)|dξ
inde´pendamment de x. Soient R,T ∈ R∗+ tels que supp(f) ⊂
B(0, R) × [−T ;T ]n. Soit χ une fonction positive a` support com-
pact et e´gale a` 1 sur [−T ;T ]n. Soit PN le polynoˆme de´fini par
PN (ξ1, · · · , ξn) = (ξ21 + · · · + ξ2n)N+1(1 + ξ21) · · · (1 + ξ2n) de telle
sorte que PN (ξ)F(fx)(ξ) = F
(
1
(2ıπ)n ∂(PN )fx
)
(ξ) ou` 1(2ıπ)n ∂(PN ) =
PN
(
1
2ıπ
∂
∂y1
, · · · , 12ıπ ∂∂yn
)
. Comme, pour tout ξ dans Rn et pour tout x dans
Rm, on a∣∣∣∣F ( 1(2ıπ)n ∂(PN )fx
)
(ξ)
∣∣∣∣ ≤ ∥∥∥∥ 1(2ıπ)n ∂(PN )f
∥∥∥∥
∞
∫
Rn
χ = AN ,
on obtient∫
Rn
|Q(ξ)|N+1|F(fx)(ξ)|dξ ≤
∫
Rn
PN (ξ)|F(fx)(ξ)|
(1 + ξ21) · · · (1 + ξ2n)
dξ ≤ ANπn.
Cette majoration ache`ve la preuve .
Nous rappelons la ge´ne´ralisation suivante du the´ore`me de Borel.
Lemme 2.1.3. ([11] Theorem 1.2.6) Soit k ∈ N∗. Soient {φα}α∈Nk des
fonctions de D(Rm) dont les supports sont inclus dans un meˆme compact.
Alors il existe φ dans D(Rm × Rk) telle que :
∂αφ
∂yα
(x, 0) = φα(x), pour tout α ∈ Nk, x ∈ Rm.
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Preuve : La preuve est donne´e pour k = 1 dans le the´ore`me 1.2.6 de [11].
Le re´sultat s’obtient ensuite par re´currence sur k.
The´ore`me 2.1.2. Pour toute fonction f dans D(Rm × Rn), il existe φ0 et
φ1 dans D(Rm × R) telles que, pour t dans R∗ et x dans Rm, on ait
MQfx(t) = φ0(x, t) + η(t)φ1(x, t),
et
∂kφ1
∂tk
(x, 0) =
cπ
n
2
4kΓ(n2 + k)
(∂Q)kfx(0), (3)
avec
c = (−1) q2 pour q pair,
c = (−1) p2 pour p pair et q impair
c = (−1)
q+1
2
π pour p impair et q impair.
Preuve : Soit f ∈ D(Rm × Rn). On pose φk(x) = cπ
n
2
4kk!Γ(n
2
+k)
(∂Q)kfx(0), ou`
la constante c est donne´e dans l’e´nonce´ du the´ore`me.
Nous allons tout d’abord montrer que, pour tout N ∈ N, la fonction
(x, t) 7→ MQfx(t) − η(t)
N∑
k=0
φk(x)t
k peut se prolonger en une fonction de
CN (Rm×R). C’est une fonction de C∞(Rm×R∗) par le lemme 2.1.1. Ainsi,
il suffit de prouver que, pour α ∈ D(R), e´gale a` 1 au voisinage de 0, la
fonction ψN de´finie par
ψN (x, t) =MQfx(t)− η(t)α(t)
N∑
k=0
φk(x)t
k
se prolonge en une fonction de C∞(Rm × R). Comme (ψN )x ∈ L1(R), nous
e´tudions le comportement en l’infini de sa transforme´e de Fourier F((ψN )x)
pour obtenir sa re´gularite´ en t = 0.
Le lemme 2.1.2 et le calcul de F(tkη(t)) au sens distribution (proposition
page 206 de [4]), donnent pour λ 6= 0, la relation
F((ψN )x)(λ) =
N∑
k=1
F(tkη(t)−tkα(t)η(t))(λ)φk(x)+ e
−ıpi
4
(p−q)sgn(λ)
|2λ|n2 ρN (x, λ).
Maintenant, on remarque que, pour l et k deux entiers tels que l > k+ n2 ,
la fonction t 7→ dl
dtl
(
(1−α(t))tkη(t)) est une fonction inte´grable sur R. Ainsi,
il existe un re´el AN tel que, pour tout k ∈ {0, ..., N} et pour tout λ ∈ R∗,
on ait
|F((1− α(t))tkη(t))(λ)| ≤ AN|λ|N+n2+1 .
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Par le lemme 2.1.2, en posant EN = CN+AN (
∑N
k=0 ‖φk‖∞), on obtient,
pour tout x ∈ Rm et λ ∈ R∗ :
|F((ψN )x)(λ)| ≤ EN|λ|N+n2+1 . (4)
Soient j1, ...jm des entiers positifs. On applique ce qui pre´ce`de en rem-
plac¸ant fx par
∂j1
∂x
j1
1
... ∂
jm
∂xjmm
fx. On obtient alors qu’il existe un re´el E
j1,...jm
N
inde´pendant de x et t tel que pour x dans Rm et t dans R∗, on ait
|F( ∂
j1
∂xj11
...
∂jm
∂xjmm
(ψN )x)(λ)| ≤ E
j1,...jm
N
|λ|N+n2+1 . (5)
Ainsi, par les proprie´te´s de la transformation de Fourier, la fonction ψN
se prolonge en une fonction de CN (Rm × R). Donc la fonction (x, t) 7→
MQfx(t)− η(t)
∑N
k=0 φk(x)t
k est aussi dans CN (Rm × R).
Maintenant concluons.
Par de´finition des ϕk(x) ∈ D(Rm), ces fonctions ont leur support inclus
dans un meˆme compact. Par le lemme 2.1.3, il existe une fonction φ de
D(Rm × R) telle que, pour tout x ∈ Rm
∂kφ
∂tk
(x, 0) = k!φk(x).
Soit N un entier positif. Pour tout x dans Rm et t dans R∗, on a :
MQfx(t)− η(t)φ(x, t)
=MQfx(t)− η(t)
N∑
k=0
∂kφ
∂tk
(x, 0)
tk
k!
− η(t)tN+1
∫ 1
0
∂N+1φ
∂tN+1
(x, tu)
(1 − u)N
N !
du
=
(
MQfx(t)− η(t)
N∑
k=0
φk(x)t
k
)− η(t)tN+1 ∫ 1
0
∂N+1φ
∂tN+1
(x, tu)
(1− u)N
N !
du.
Par ce qui pre´ce`de, les deux termes de cette somme sont dans CN (Rm ×R).
Ainsi la fonction (x, t) 7→ MQfx(t) − η(t)φ(x, t) est dans CN (Rm × R)
pour tout entier N , donc dans C∞(Rm × R), avec
∂kφ
∂tk
(x, 0) =
cπ
n
2
4kΓ(n2 + k)
(∂Q)kfx(0).
De plus graˆce au lemme 2.1.1, la fonction (x, t) 7→ MQfx(t) est a` support
borne´ tout comme la fonction (x, t) 7→ η(t)φ(x, t), donc la fonction (x, t) 7→
MQfx(t)− η(t)φ(x, t) est dans D(Rm × R).
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Soit Hmη l’espace des fonctions de Rm × R∗ dans R de´fini par
Hmη := {(x, t) 7→ φ0(x, t) + η(t)φ1(x, t); φ0, φ1 ∈ D(Rm × R)}.
Comme pour Hη, par le lemme de Borel ge´ne´ralise´, on a ϕ ∈ Hmη si
et seulement si ϕ est a` support compact, de classe C∞ sur Rm × R∗ et s’il
existe une suite (ϕk)k∈N de D(Rm) dont les termes sont de support inclus
dans un meˆme compact telle que, pour tout N ∈ N, la fonction (x, t) 7→
ϕ(x, t) − η(t)∑Nk=0 ϕk(x)tk soit de classe Cl sur Rm × R pour tout l ∈ N
ve´rifiant l < N + (n/2).
Pour K ⊂ Rm+1 un compact, on note Hη,K = {ϕ ∈ Hη; support(ϕ) ⊂
K}. Soit χ ∈ D(R) e´gale a` 1 au voisinage de 0 et de support contenu dans
K. On pose TN (ϕ)(x, t) = ϕ(x, t) − χ(t)η(t)
∑N
k=0 ϕk(x)t
k.
Pour (N, l) ∈ N2 avec l < N + (n/2), k ∈ N et i = (i1, . . . , im) ∈ Nm, on
de´finit les semi-normes suivantes
‖ϕ‖N,l,i = sup
(x,t)
|( ∂
∂x1
)i1 . . . ( ∂
∂xm
)im( ∂
∂t
)l
TN (ϕ)(x, t)|
et Bk,i(ϕ) = sup
x
|( ∂
∂x1
)i1 . . . ( ∂
∂xm
)imϕk(x)|.
Les semi-normes ‖ϕ‖N,l,i et Bk,i(ϕ) munissentHmη,K d’une topologie d’espace
de Fre´chet et Hmη est muni de la topologie limite inductive.
The´ore`me 2.1.3. L’application{ D(Rm × Rn) → Hmη
f 7→ (x, t) 7→MQfx(t)
est continue et surjective.
Preuve : Montrons tout d’abord la surjectivite´ de cette application. Soient
φ0, φ1 dans D(Rm × R). Par le lemme 2.1.3, il existe g dans D(Rm × Rn)
telle que, pour x ∈ Rm, l’on ait :
(∂Q)kg(x, 0) = 4
kΓ(n2 + k)
cπ
n
2
∂kφ1
∂tk
(x, 0).
ou` c est la constante de´pendant de la signature de Q de´finie dans le the´ore`me
2.1.2.
Par la relation (3) du the´ore`me 2.1.2 il existe ψ0 et ψ1 dans D(Rm ×R)
telles que pour x dans Rm et t 6= 0,
MQgx(t) = ψ0(x, t) + η(t)ψ1(x, t), avec
∂kψ1
∂tk
(x, 0) =
∂kφ1
∂tk
(x, 0).
Pour (x, t) ∈ Rm×R∗, on pose h(x, t) = ψ1(x, t)−φ1(x, t) de telle sorte que
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∂kh
∂tk
(x, 0) = 0, pour tout entier positif k
Ainsi la fonction (x, t) 7→ η(t)h(x, t) appartient a` D(Rm × R) et donc la
fonction (x, t) 7→ MQgx(t) − φ0(x, t) − η(t)φ1(x, t) = ψ0(x, t) − φ0(x, t) +
η(t)h1(x, t). se prolonge en une fonction de D(Rm × R).
Maintenant, l’application G∗ : D(Rm× (Rn−{0})→ D(Rm×R) de´finie
par G∗(f)(x, t) = MQ(fx)(t) est surjective (lemme 2.1.1). Il existe donc u
dans D(Rm × (Rn − {0})) telle que pour tout x dans Rm et t dans R,
MQux(t) =MQgx(t)− φ0(x, t)− η(t)φ1(x, t),
ce qui donne la surjectivite´.
La continuite´ s’obtient comme dans la situation m = 0 ([4] page page
207) par le the´ore`me du graphe ferme´ . En effet, soit (fk)k une suite de
D(Rn+m) qui converge vers f dans D(Rn+m) et telle que MQ(fk) converge
vers φ dans Hmη . Soit β ∈ D(R) nulle au voisinage de 0. Alors la suite de
fonctions gk(x, y) = β ◦Q(y)fk(x, y) converge vers g(x, y) = β ◦Q(y)f(x, y)
dans D(Rn+m). Comme gk ∈ D(Rn×Rm−{0}) , la continuite´ de G∗ donne
β(y)MQ(fk)(x, y) converge vers β(y)MQ(f)(x, y) dans D(Rn × R) et donc
dans Hmη . Ceci e´tant valable pour toute fonction β comme ci-dessus, on
obtient le re´sultat voulu.
2.2 Cas de deux formes quadratiques
Nous allons ge´ne´raliser les re´sultats obtenus dans le paragraphe
pre´ce´dent a` la situation suivante. Pour j ∈ {1, 2}, on fixe pj et qj dans
N∗ et on pose nj = pj + qj. Soit Qj la forme quadratique de´finie sur Rnj par
Qj(x1, ..., xnj ) =
pj∑
i=1
x2i −
qj∑
i=1
x2i+pj .
On conside`re l’application
H :
{
Rn1 × Rn2 → R2
(x, y) → (Q1(x),Q2(y)) .
La restriction H|Rn1−{0}×Rn2−{0} est une surjection submersive de Rn1−
{0}×Rn2−{0} dans R2. Par la proposition 2.0.1, l’application H∗ se prolonge
en une application MQ1,Q2 de D(Rn1 × Rn2) dans C∞(R∗ × R∗) ∩ L1(R2).
Pour f ∈ D(Rn1 × Rn2) la fonction MQ1,Q2f ve´rifie, pour tout F ∈ D(R2),
la relation suivante∫
Rn1×R
n2
F ◦H(x, y)f(x, y)dxdy =
∫
R2
F (t1, t2)MQ1,Q2f(t1, t2)dt1dt2. (6)
Pour i ∈ {1, 2} on pose ηi la ”fonction singularite´” relative a` Qi.
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Lemme 2.2.1. Soit f ∈ D(Rn1 × Rn2). Alors pour (t1, t2) ∈ R∗ ×R∗, on a
MQ1((MQ2fx)
t2)(t1) =MQ2((MQ1f
y)t1)(t2) =MQ1,Q2f(t1, t2).
P reuve : Par la relation (6), pour tout F ∈ D(R2), on a :∫
R2
F (t1, t2)MQ1,Q2f(t1, t2)dt1dt2 =
∫
Rn1×R
n2
F (Q1(x),Q2(y))f(x, y)dxdy =
∫
Rn1
∫
R
F (Q1(x), t2)MQ2fx(t2)dt2dx =
∫
R2
F (t1, t2)MQ1((MQ2fx)
t2)(t1)dt1dt2,
Ces e´galite´s e´tant vraies pour toute fonction F de D(R2), on obtient
MQ1((MQ2fx)
t2)(t1) =MQ1,Q2f(t1, t2).
De meˆme, on montre que
MQ2((MQ1f
y)t1)(t2) =MQ1,Q2f(t1, t2).
The´ore`me 2.2.1. Pour f ∈ D(Rn1×Rn2), il existe des fonctions ψ0, ψ1, ψ2
et ψ3 dans D(R2) telles que pour (t1, t2) ∈ R∗ × R∗, on ait
MQ1,Q2f(t1, t2) = ψ0(t1, t2)+η1(t1)ψ1(t1, t2)+η2(t2)ψ2(t1, t2)+η1(t1)η2(t2)ψ3(t1, t2).
P reuve : Le the´ore`me 2.1.2 nous donne l’existence de fonctions φ0 et φ1
dans D(Rn1 × R) telles que pour (x, t2) ∈ Rn1 × R∗, on ait MQ2fx(t2) =
φ0(x, t2) + η2(t2)φ1(x, t2) et donc
MQ1((MQ2fx)
t2)(t1) =MQ1
(
(φ0)
t2
)
(t1) + η2(t2)MQ1
(
(φ1)
t2
)
(t1).
Graˆce au the´ore`me 2.1.2, il existe des fonctions φ2, φ3, φ4 et φ5 dans D(R2)
telles que pour (t1, t2) ∈ R∗ × R, on ait
MQ1
(
(φ0)
t2
)
(t1) = φ2(t1, t2) + η1(t1)φ3(t1, t2)
et
MQ1
(
(φ1)
t2
)
(t1) = φ4(t1, t2) + η1(t1)φ5(t1, t2).
Le lemme 2.2.1 permet de conclure.
Soit Hη1,η2 le sous ensemble des fonctions de R∗ × R∗ dans R de´fini par
Hη1,η2 = {(t1, t2) 7→ ψ0(t1, t2) + η1(t1)ψ1(t1, t2) + η2(t2)ψ2(t1, t2)
+η1(t1)η2(t2)ψ3(t1, t2); ψ0, ψ1, ψ2, ψ3 ∈ D(R2)}.
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Comme pre´ce´demment, on a ϕ ∈ Hη1,η2 si et seulement si
ϕ ∈ C∞(R∗ × R∗) et a` support compact et s’il existe des
suites
(
Ak,l(ϕ)
)
k,l∈N
,
(
Bk,l(ϕ)
)
k,l∈N
et
(
Ck,l(ϕ)
)
k,l∈N
telles que
la fonction RN (ϕ)(t1, t2) = ϕ(t1, t2) − η1(t1)
∑
k,l≤N
tk1t
l
2Ak,l(ϕ)
−η2(t2)
∑
k,l≤N t
k
1t
l
2Bk,l(ϕ) − η1(t1)η2(t2)
∑
k,l≤N t
k
1t
l
2Ck,l(ϕ) soit de classe
Cm pour tout m < N + n
2
.
Pour K une partie compacte de R2, on note Hη1,η2,K le sous-espace de
Hη1,η2 forme´ des fonctions a` support dans K. On fixe χ1 et χ2 dans D(R),
a` support contenu dans K et e´gale a` 1 au voisinage de 0. On pose
TN (ϕ)(t1, t2) = ϕ(t1, t2)− χ1(t1)η1(t1)
N∑
k,l=0
tk1t
l
2Ak,l(ϕ)
−χ2(t2)η2(t2)
N∑
k,l=0
tk1t
l
2Bk,l(ϕ)− χ1(t1)χ2(t2)η1(t1)η2(t2)
∑
k,l≤N
tk1t
l
2Ck,l(ϕ).
On introduit les semi-normes suivantes
‖ϕ‖l,k,N = sup
(t1,t2)
|( ∂
∂t1
)k( ∂
∂t2
)l
TN (ϕ)(t1, t2)| pour l + k ≤ N + (n/2).
Les semi-normes ‖ϕ‖l,k,N , |Ak,l(ϕ)|, |Bk,l(ϕ)| et |Ck,l(ϕ)| munissent Hη1,η2,K
d’une structure d’espace de Fre´chet. L’espaceHη1,η2 est munie de la topologie
limite inductive.
Proposition 2.2.1. L’application{ D(Rn1 × Rn2) → Hη1,η2
f 7→ (t1, t2) 7→MQ1,Q2f(t1, t2)
est continue et surjective.
Preuve : Montrons la surjectivite´. Soient ψ0, ψ1, ψ2, et ψ3 ∈ D(R2). Graˆce
au the´ore`me 2.1.3, il existe f et g dans D(Rn1 ×R) telles que pour (t1, t2) ∈
R∗ × R∗, on ait
MQ1(f
t2)(t1) = ψ0(t1, t2) + η1(t1)ψ1(t1, t2)
et MQ1(g
t2)(t1) = ψ2(t1, t2) + η1(t1)ψ3(t1, t2).
Toujours graˆce au the´ore`me 2.1.3, il existe k ∈ D(Rn1 ×Rn2) telle que pour
(x, t2) ∈ Rn1 × R∗, on ait MQ2kx(t2) = f(x, t2) + η2(t2)g(x, t2). Le lemme
2.2.1 donne alors la surjectivite´. La continuite´ est imme´diate par le the´ore`me
2.1.3 .
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3 Comportement des inte´grales orbitales
3.1 Normalisation des inte´grales orbitales
L’inte´grale orbitale d’une fonction f ∈ D(q) est la fonction de´finie sur
qreg comme la moyenne de f sur chaque orbite H · X pour X ∈ qreg, ceci
pour une mesureH-invariante surH ·X que nous allons maintenant pre´ciser.
Soit p la dimension de q. On note dZ la mesureH-invariante sur q de´finie
par la densite´ µ donne´e par µ(ξ1, ..., ξp) = |det(ω(ξi, ξj)i,j)| 12 .
Pour X ∈ qreg et a = Zq(X), on note Π =
∣∣ ∏
α∈∆(gC,aC)+
αmα
∣∣.
Par le lemme 1.20 et le the´ore`me 1.27 de [15], il existe une unique mesure
H-invariante dh˙ sur H/ZH(X) normalise´e de telle sorte que, pour tout f ∈
D(q), l’on ait∫
H.a
f(Z) dZ =
1
|WH(a)|
∫
areg
( ∫
H/ZH (X)
f(h ·X)dh˙)Π(X) dX.
On rappelle que la fonction δ, de´finie dans le paragraphe 1.3, ve´rifie
|δ(X)| = ∣∣ ∏
α∈∆(gC,aC)+
αmα−1(X)
∣∣ et δ2 = S0.
De´finition 3.1.1. Pour f ∈ D(q), on de´finit son inte´grale orbitale sur qreg
par
MH(f)(X) = |δ(X)|
∫
H/ZH (X)
f(h ·X)dh˙.
La normalisation des inte´grales orbitales choisie ci-dessus co¨ıncide, a` une
fonction localement constante sur qreg pre`s, avec celle de J. Faraut dans [5]
pour les espaces hyperboliques et celles de Harish-Chandra pour les alge`bres
de Lie re´ductives re´elles ([21] partie I, paragraphe 3).
Par ailleurs, nous verrons que la fonction δ joue un roˆle essentiel dans le
calcul des composantes radiales des ope´rateurs diffe´rentiels H-invariants a`
coefficients constants sur q et la normalisation choisie est particulie`rement
bien adapte´e pour l’e´tude ulte´rieure des distributions propres invariantes sur
q.
Lemme 3.1.1. ([15] The´oreme 1.23). Soit f ∈ D(q). Alors, pour tout a ∈
car(q), la fonction MHf/areg est de classe C∞ et a` support borne´ dans areg.
De´finition 3.1.2. Par le lemme 1.3.1, pour (λ1, λ2) ∈ R2 ∪ {(λ, λ);λ ∈ C}
il existe une unique H-orbite semi-simple O(λ1, λ2) de q telle que pour tout
X ∈ O(λ1, λ2), l’on ait {u(X), v(X)} = {λ1, λ2}. De plus, on a O(λ1, λ2) ∩
m∩q 6= ∅ si et seulement si (λ1, λ2) ∈ R2 et O(λ1, λ2)∩a2 6= ∅ si et seulement
si λ1 = λ2 ∈ C.
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Pour F une fonction H-invariante sur qreg, on de´finit les fonctions Fm
et F2 par :
si (t1, t2) ∈ (R∗)2 − diag alors Fm(t1, t2) = F (X) ou` X ∈ O(t1, t2)
et si (τ, θ) ∈ (R∗)2 alors F2(τ, θ) = F (Xτ,θ) ou` Xτ,θ ∈ a2.
Pour f ∈ D(q), on notera pour simplifier Mfm =
(MH(f))m et Mf2 =(MH(f))2.
Avec les notations pre´ce´dentes, la formule d’inte´gration de Weyl s’e´crit
sous la forme suivante :
Lemme 3.1.2. Soit Φ ∈ L1loc(q)H et f ∈ D(q). On a la formule d’inte´gration
suivante :∫
q
Φ(X)f(X)dX =
∫
t1>t2
(|δ|Φ)m(t1, t2)Mfm(t1, t2)dt1dt2
+8
∫
τ > 0
θ > 0
(|δ|Φ)2(τ, θ)Mf2(τ, θ)(τ2 + θ2)dθdτ.
Preuve : Avec la normalisation des mesures choisies
pre´ce´demment, la formule d’inte´gration de Weyl s’e´crit∫
q
Φ(X)f(X)dX =
∑
a∈<car(q)>
∫
H·a
Φ(Z)f(Z)dZ avec
∫
H·a
f(Z)dZ =
1
|WH(a)|
∫
a
Φ(X)MH(f)(X)|
∏
α∈∆+
α(X)|dX.
Plac¸ons-nous sur a = a++. Un e´le´ment de a+,+ s’e´crit Xu1,u2 = u1H1 +
u2κ(H1). Comme la base {H1, κ(H1)} est orthonormale, on obtient donc∫
H·a+,+
Φ(Z)f(Z)dZ =
1
8
∫
R2
Φ(Xu1,u2)MH(f)(Xu1,u2)|4u1u2(u21−u22)|du1du2.
Comme les fonctions conside´re´es sont H-invariantes, un simple change-
ment de variables donne∫
H·a
Φ(Z)f(Z)dZ =
∫
t1>t2>0
|t1 − t2|Φm(t1, t2)Mfm(t1, t2)dt1dt2.
Un raisonnement analogue sur a+,− et a−,− conduit a`∑
a∈<car(m∩q)>
∫
H·a
Φ(Z)f(Z)dZ =
∫
t1>t2
(|δ|Φ)m(t1, t2)Mfm(t1, t2)dt1dt2.
Pour a2, on conside`re la base H3 et H4 =
 0
0 −1
1 0
0 −1
1 0
0
 qui
est orthogonale et de volume 2 pour ω. Ainsi, on a∫
H·a2
Φ(Z)f(Z)dZ = 2
∫
R2
Φ(Xτ,θ)MH(f)(Xτ,θ)|4τθ|(τ2 + θ2)dτdθ
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= 8
∫
τ > 0
θ > 0
(|δ|Φ)2(τ, θ)Mf2(τ, θ)(τ2 + θ2)dτdθ.
La suite de cette partie est consacre´e a` l’e´tude du comportement des
inte´grales orbitales MH(f) au voisinage des points semi-re´guliers de q.
3.2 Me´thode de descente
Nous rappelons tout d’abord des re´sultats de S. Sano ([16] paragraphe
2) concernant les de´compositions radicielles.
On note τ la conjugaison de gC relative a` la forme re´elle g. Soit a ∈
Car(q). On a alors la de´composition suivante de gC :
gC = zhC(a)⊕ aC ⊕ nC ou` nC =
∑
α∈∆(gC,aC)
gCα.
Il existe une base (Tj)1≤j≤12 de nC∩ h ve´rifiant les proprie´te´s suivantes :
pour tout j ∈ {1, . . . 12}, il existe α ∈ ∆(gC, aC)+ telle que Tj = Xj +σ(Xj)
ou` Xj ∈ gCα si α est re´elle ou imaginaire et Xj ∈ gCα ⊕ gCατ si α est complexe.
On pose γ(Tj) = Xj − σ(Xj) si α est re´elle ou complexe et γ(Tj) = ı(Xj −
σ(Xj)) si α est imaginaire. La famille γ(Tj) est alors une base de nC ∩ q.
Si X ∈ a, alors ad(X) induit un morphisme de nC ∩ h dans nC ∩ q.
On note det
(
ad(X)|q/a
h/zh(a)
)
le de´terminant de ad(X) dans la base choisie
pre´ce´demment. Par un calcul analogue a` celui de S. Sano ([16]proposition
2.1), on obtient alors∣∣∣det(ad(X)|q/ah/zh(a))∣∣∣ = ∣∣∣ ∏
α∈∆(gC ,aC)+
α(X)mα
∣∣∣.
On conside`re maintenant l = m ou l = z3. On a alors car(l ∩ q) = {a ∈
car(q), a ⊂ l ∩ q} et pour a ∈ car(q ∩ l), on remarque que zl∩h(a) = zh(a).
On peut de´composer lC de manie`re analogue a` gC, ce qui permet d’obtenir
h = l ∩ h⊕ (rC ∩ h) et q = l ∩ q⊕ (rC ∩ q),
ou` rC =
∑
α∈∆(gC,aC)−∆(lC,aC)
gCα. La famille forme´e des Tj (respectivement
γ(Tj)) associe´s a` une racine α ∈ ∆(gC, aC)+−∆(lC, aC)+ de´finit une base de
rC∩h ( respectivement de rC∩q). SiX ∈ a, alors ad(X) induit un morphisme
de rC ∩ h dans rC ∩ q. On note det
(
ad(X)|q/l∩q
h/l∩h
)
son de´terminant dans les
bases choisies et on a∣∣∣det(ad(X)|q/l∩qh/l∩h)∣∣∣ = ∣∣∣ ∏
α∈∆(gC ,aC)+−∆(lC,aC)+
α(X)mα
∣∣∣.
31
Lemme 3.2.1. On pose 8l ∩ q = {X ∈ l ∩ q,
∣∣∣det(ad(X)|q/l∩qh/l∩h)∣∣∣ 6= 0}. L’ap-
plication γ : H × l ∩ q → q de´finie par γ(h,X) = h · X est submersive en
tout point de H ×8 l ∩ q. En particulier, l’inte´gration sur les fibres (lemme
2.0.1) de´finit la surjection γ∗ de D(H ×8 l ∩ q) dans D(H ·8 l ∩ q).
Preuve : Pour (h,X) ∈ H × l ∩ q, (A,X ′) ∈ h× l ∩ q et t ∈ R, on a
γ(h exp(tA),X + tX ′) = Ad(h)(X + tX ′ + t[A,X] + t2Y )
avec Y ∈ q. Par suite la diffe´rentielle de γ en un point (h,X) ∈ H × l∩ q est
donne´e par d(h,X)γ(A,X
′) = Ad(h)(X ′ + [A,X]). Comme [X, l ∩ h] ⊂ l ∩ q
et [X, rC ∩ h] ⊂ rC ∩ q, la discussion pre´ce´dente donne le lemme.
3.3 Etude de MH(f) pour f ∈ D(H ·8 m ∩ q)
On rappelle que N = NH(m∩q) et on conside`re la submersion surjective
γ : H×8m∩q→ H ·8m∩q obtenue dans le paragraphe pre´ce´dent pour l = m.
Pre´cisons tout d’abord les fibres de γ. Par le lemme 3.2.1 et la remarque
1.3.1, pour tout X ∈ m ∩ q, on a δ2(X) = S0(X) =
∣∣∣det(ad(X)|q/m∩qh/m∩h)∣∣∣ et
donc 8m∩ q = {X ∈ m∩ q;S0(X) 6= 0}. Par le lemme 1.4.2, pour X ∈8 m∩ q,
on obtient donc γ−1(X) = {(h, h−1 ·X);h ∈ N}.
Pour φ ∈ D(H ×8 m ∩ q) et h ·X ∈ H ·8 m ∩ q, on pose :
π∗(φ)(h.X) = δ(X)γ∗(φ)(h ·X) = δ(X)−1
∫
N
φ(hu−1, u ·X)du
L’application π∗ est surjective de D(H×8m∩q) sur D(H ·8m∩q) puisque
γ∗ l’est.
Soit p la projection de H ×8 m ∩ q sur 8m ∩ q. La surjection p∗ : D(H ×8
m ∩ q)→ D(8m ∩ q) est alors donne´e par
p∗(φ)(X) =
∫
H
φ(h,X)dh.
L’inte´grale orbitale sur m ∩ q d’une fonction f ∈ D(8m ∩ q) est de´finie ,
pour X ∈ m ∩ qreg, par :
MN (f)(X) :=
∫
N/ZH (X)
f(h ·X)dh˙
Cette normalisation est compatible avec celle de´finie en de´but de paragraphe
puisque, d’une part, ZN (X) = ZH(X) ⊂ N par le lemme 1.4.2 et d’autre
part, pour tout a ∈ car(m ∩ q), les racines de ∆(mC, aC) sont toutes de
multiplicite´ un.
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Proposition 3.3.1. Pour φ ∈ D(H ×8 m ∩ q) et X ∈ m ∩ qreg, on a
MH(π∗(φ))(X) =MN (p∗(φ))(X).
P reuve : Comme H et ZH(X) sont unimodulaires, on a :
MH(π∗(φ))(X) = δ(X)
∫
H/ZH (X)
π∗(φ)(h·X)dh˙ =
∫
H/ZH (X)
∫
N
φ(hu−1, u·X)du dh˙
=
∫
H/ZH (X)
∫
N/ZH (X)
∫
ZH (X)
φ(hv−1u−1, u ·X)dv du˙ dh˙.
=
∫
H
∫
N/ZH (X)
φ(hu−1, u ·X)du˙ dh =MN (p∗(φ))(X).
Nous allons maintenant exprimer l’inte´grale orbitale MN (g) pour g ∈
D(m ∩ q) en terme d’une application moyenne MQ1,Q2(g) de´finie dans le
paragraphe 2.2 ou` g ∈ D(R4) de´pend de f .
On reprend les notations du paragraphe 1.4.1, en particulier, on e´crit
m = z1+z2 = m1⊕m2. On pose Z1 = ZH(H1) = {diag(a, b, a, d) ∈ GL(4,R)}
et Z2 = κ(Z1).
Lemme 3.3.1. Si X ∈ m ∩ qreg alors, on a les isomorphismes de groupes :
N0/ZH(X) ≃ Z1/ZH(X) × Z2/ZH(X)
≃ {diag(1, 1, 1, d); d ∈ R∗} × {diag(1, 1, c, 1); c ∈ R∗}
Preuve : Par le lemme 1.4.2, on a ZH(X) = {diag(α, β, α, β) ∈ GL(4,R)}.
Les isomorphismes donne´s sont alors clairs.
On note q la forme quadratique de´finie sur R2 par q(x, y) = x2 −
y2. On de´finit l’isomorphisme ψ de R2 dans m1 ∩ q par ψ(x, y) = 0
0 0
0 x+ y
0 0
0 x− y 0
 de telle sorte que Q ◦ ψ = q.
Lemme 3.3.2. Pour g ∈ D(m1 ∩ q) et X1 ∈ (m1 ∩ q)reg, on a∫
Z1/ZZ1(X1)
g(u ·X1)du˙ =MQ◦ψ(g ◦ ψ)
(
Q(X1)
)
.
P reuve : Pour X1 ∈ (m1 ∩ q)reg, le groupe ZZ1(X1) = {diag(α, β, α, β) ∈
GL(4,R)} est inde´pendant de X1. On le note C1. La formule d’inte´gration
de Weyl sur m1 ∩ q assure que, pour tout F ∈ D(R), on a∫
m1∩q
F ◦Q(X1)g(X1)dX1 =
∫
R+
2xF (x2)
∫
Z1/C1
g(u · ψ(x, 0))du˙ dx
+
∫
R+
2yF (−y2) ∫Z1/C1 g(u · ψ(0, y))du˙ dy.
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Par ailleurs, on a
∫
m1∩q
g(X1)F ◦ Q(X1)dX1 =
∫
R2
g ◦ ψ(x, y)F (x2 −
y2)dx dy =
∫
R
MQ◦ψ(g ◦ ψ)(t)F (t)dt ce qui donne le re´sultat voulu.
De meˆme, l’application κ ◦ψ de´finit un isomorphisme de R2 dans m2 ∩ q
tel que Q ◦ κ ◦ ψ = q et on obtient un re´sultat similaire sur m2 ∩ q.
Pour g ∈ D(m ∩ q) on de´finit l’application g˜ sur R2 × R2 par g˜(u, v) =
g
(
ψ(u) + κ ◦ ψ(v)).
Corollaire 3.3.1. Pour g ∈ D(m ∩ q) et X = X1 +X2 ∈ (m1 ⊕m2) ∩ qreg,
on a
MN0(g)(X) =
∫
Z1/ZH(X)×Z2/ZH (X)
g(u1·X1+u2·X2)du˙1du˙2 =Mq,q g˜
(
Q(X1), Q(X2)
)
Preuve : Ceci se de´duit imme´diatement du lemme pre´ce´dent et du lemme
2.2.1.
Corollaire 3.3.2. Soit f ∈ D(H ·8m∩ q). Alors, il existe f0 ∈ D(R2×R2) a`
support dans {(u, v) ∈ R2×R2; q(u) 6= q(v)}, telle que, pour X = X1+X2 ∈
(m1 ⊕m2) ∩ qreg, on ait
MH(f)(X) =Mq,qf0
(
Q(X1), Q(X2)
)
+Mq,qf0
(
Q(X2), Q(X1)
)
Preuve : Comme l’application π∗ est surjective, il existe φ ∈ D(H ×8 m ∩ q)
telle que f = π∗(φ). Par la proposition 3.3.1, pour tout X ∈ m ∩ qreg, on a
MH(f)(X) =MN (p∗(φ))(X) =MN0(p∗(φ))(X) +MN0(p∗(φ))(κ(X)). Le
corollaire pre´ce´dent permet de conclure en prenant f0 = p˜∗(φ).
Selon la de´finition 3.1.2, pour tout (t1, t2) ∈ (R∗)2 − diag, on
note Mfm(t1, t2) = MH(f)(Xt1,t2) ou` Xt1,t2 ∈8 m ∩ q ve´rifie
{u(Xt1,t2), v(Xt1 ,t2)} = {t1, t2}.
On de´finit le sous-espace H2log de Hη,η avec η(t) = log(t), par
H2log = {(t1, t2) ∈ (R∗)2 − diag 7→ ϕ0(t1, t2) + log |t1|ϕ1(t1, t2)
+ log |t2|ϕ1(t2, t1) + log |t1| log |t2|ϕ2(t1, t2); ϕ0, ϕ1, ϕ2 ∈ D(R2 − diag);
ϕ0 et ϕ2 sont syme´triques par rapport aux deux variables}.
The´ore`me 3.3.1. 1. Pour tout f ∈ D(H ·8 m ∩ q), on a Mfm ∈ H2log
2. L’application { D(H ·8 m ∩ q) → H2log
f 7→ Mfm
est continue et surjective.
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Preuve : Soit f ∈ D(H ·8 m ∩ q). Par le corollaire 3.3.2, il existe f0 ∈
D(R2 × R2), a` support dans {(u, v) ∈ R2 × R2; q(u) 6= q(v)}, telle que pour
X = X1 + X2 ∈ (m1 ⊕ m2) ∩ qreg avec t1 = Q(X1) et t2 = Q(X2), on
ait Mfm(t1, t2) = MH(f)(X) = Mq,qf0(t1, t2) + Mq,qf0(t2, t1). Graˆce au
the´ore`me 2.2.1 et compte-tenu du support de f0, on obtient alors Mfm ∈
H2log.
Montrons maintenant la surjectivite´ de l’application. Soit F ∈ H2log. Il
existe ε > 0 tel que pour |t1 − t2| <
√
ε on ait F (t1, t2) = 0. D’apre`s la
proposition 2.2.1, il existe f ∈ D(R2 × R2) tel que pour (t1, t2) ∈ R∗ × R∗,
on ait
F (t1, t2) =Mq,qf(t1, t2) =Mq,q(
f
2
)(t2, t1) +Mq,q(
f
2
)(t1, t2)
puisque les fonctions conside´re´es sont syme´triques par rapport aux deux
variables.
Graˆce au corollaire 3.3.1, la fonction g ∈ D(m ∩ q) de´finie par g(X1 +
X2) =
1
2f
(
ψ−1(X1), κ ◦ ψ−1(X2)
)
pour Xj ∈ mj ∩ q, ve´rifie, pour tout
X = X1 +X2 ∈ m ∩ qreg, les relations
MN0g(X) =
1
2
Mq,qf
(
Q(X1), Q(X2)
)
et MN0g ◦ κ(X) =
1
2
Mq,qf
(
Q(X2), Q(X1)
)
. Ainsi, on obtient MNg(X) = F (Q(X1), Q(X2)).
Maintenant, on fixe une fonction χ dans D(R) telle que χ|[− ε
2
; ε
2
] = 1 et
χ|R−[−ε;ε] = 0. La fonction (1− χ ◦ S0)g appartient cette fois-ci a` D(8m ∩ q)
et ve´rifie MN
(
(1 − χ ◦ S0)g
)
(X) = (1 − χ((t1 − t2)2))F (t1, t2) = F (t1, t2),
pour X = X1 +X2 tel que Q(X1) = t1 et Q(X2) = t2.
Par la surjectivite´ de p∗, il existe φ ∈ D(H×8m∩q) telle que (1−χ◦S0)g =
p∗(φ) et par la proposition 3.3.1 on a MH(π∗(φ))(X) = MN (p∗(φ))(X) =
F (t1, t2) ce qui donne la surjectivite´. La continuite´ est imme´diate par le
the´ore`me du graphe ferme´.
3.4 Etude de MH(f) pour f ∈ D(H ·8 z3 ∩ q)
On rappelle (lemme 1.4.4) que N3 = NH(z3 ∩ q) = N03 ∩ K˜N03 avec
K˜ =
(
I2 0
0 −I2
)
et N03 =
{(
A 0
0 A
)
;A ∈ GL(2,R)
}
. On note γ3 :
H×8 z3∩ q→ H.8z3∩ q la submersion surjective obtenue dans le lemme 3.2.1
pour l = z3.
Lemme 3.4.1. 1. On garde les notations du paragraphe 3.2. Pour X ∈
z3 ∩ q, on pose ν3(X) = |det
(
ad(X)|q/z3∩q
h/z3∩h
)|.
Si X =
(
0 Y
Y 0
)
∈ z3 ∩ q alors on a ν3(X) = 4(trY )2|det(Y )|.
En particulier, on a 8z3 ∩ q = {X =
(
0 Y
Y 0
)
; trY detY 6= 0}.
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2. Soit (z3 ∩ q)+ =
{(
0 Y
Y 0
)
; (trY )2 det(Y ) > 0
}
. Alors
H ·8 z3 ∩ q = H · (z3 ∩ q)+.
3. Si h · (z3 ∩ q)+ ∩ (z3 ∩ q)+ 6= ∅ alors h ∈ N3.
P reuve : Soit a ∈< car(z3 ∩ q) > et X ∈ a. Comme ∆((z3)C, aC)+ = {β1},
le lemme 3.2.1 donne ν3(X) =
∣∣∣(α1α2β22)(X)∣∣∣. Or, par la remarque 1.3.1, on
a (α1α2)(X) = 4
√
S(X) = 4|det(Y )| et β22(X) = (trY )2, et donc ν3(X) =
4(trY )2|det(Y )|. L’assertion 1. s’en de´duit par densite´ des e´le´ments semi-
simples.
Soit X =
(
0 Y
Y 0
)
∈8 z3 ∩ q. Si det(Y ) > 0 alors X ∈ (z3 ∩ q)+ sinon
la matrice Y posse`de deux valeurs propres non nulles de signe contraire. En
particulier, il existe P ∈ GL(2,R) telle que PY P−1 =
(
u1 0
0 u2
)
avec
u1u2 < 0. On a alors
̺
((
P 0
0 P
)
·
(
0 Y
Y 0
))
=
 0
u1 0
0 −u2
u1 0
0 −u2 0

avec ̺ = Ad

1 0
0 −1 0
0
1 0
0 1
 ce qui donne l’assertion 2.
Soit X ∈ (z3 ∩ q)+ et h ∈ H tels que h ·X ∈ (z3 ∩ q)+.
Si X est re´gulier dans q alors, par le lemme 1.4.4, il existe h0 ∈ N3 tel
que zh(h0 · X) = a avec a = a+,+ ou a = a2. Comme h · X est e´galement
re´gulier et l’action adjointe d’un e´le´ment deH ne modifie pas la nature re´elle
ou complexe des racines, il existe h1 ∈ N3 tel que zh(h1h · X) = a. Ainsi,
on a h1hh
−1
0 ∈ NH(a). Comme X ∈ (z3 ∩ q)+, le lemme 1.2.2 assure que
h1hh
−1
0 ∈ N3 et donc h ∈ N3.
Si X n’est pas re´gulier, on e´crit X =
(
0 Y
Y 0
)
et les deux valeurs
propres de Y sont e´gales. Ainsi, la de´composition de Jordan de Y s’e´crit
sous le forme Y =
(
u 0
0 u
)
+Yn, ou` Yn est une matrice nilpotente et u est
un re´el non nul.
En notant h =
(
A 0
0 B
)
, on a h · X = u
(
0 AB−1
BA−1 0
)
+ h ·(
0 Yn
Yn 0
)
et ceci est la de´composition de Jordan de h · X dans z3 ([21]
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Partie I, lemme 3 du chapitre 1). On obtient donc u
(
0 AB−1
BA−1 0
)
∈ z3.
Ainsi, on a AB−1 = BA−1 et par suite, il existe P dans GL(2,R) et ε1, ε2
dans {±1} tels que AB−1 = P
(
ε1 0
0 ε2
)
P−1. Ainsi
h ·X =
 0 AY A
−1P
(
ε1 0
0 ε2
)
P−1
P
(
ε1 0
0 ε2
)
P−1AY A−1 0
 .
Comme h ·X est dans (z3 ∩ q)+ alors 0 < det(AY A−1P
(
ε1 0
0 ε2
)
P−1) =
ε1ε2 det(Y ). Comme X ∈ (z3 ∩ q)+, on a det(Y ) > 0 et donc ε1 = ε2. On
obtient alors h ∈ N3, d’ou` l’assertion 3.
Nous souhaitons pre´ciser le comportement des inte´grales orbitales au
voisinage des points H-conjugue´s a` a+,+ ∩ a2 ⊂ (z3 ∩ q)+. Pour cette e´tude,
nous conside´rons la submersion surjective
π3 : H × (z3 ∩ q)+ → H · (z3 ∩ q)+.
Par le lemme 3.4.1, pour h · X ∈ H · (z3 ∩ q)+, on a π−13 (h · X) =
{(hu−1, u · X);u ∈ N3}. Ainsi, l’application surjective (π3)∗ : D(H × (z3 ∩
q)+)→ D(H · (z3 ∩ q)+) est donne´e par
(π3)∗(ϕ)(h ·X) = ν3(X)−1
∫
N3
ϕ(hu−1, u ·X)du
pour ϕ ∈ D(H × (z3 ∩ q)+) et (h,X) ∈ H × (z3 ∩ q)+.
Lemme 3.4.2. Pour τ ∈ R et X ′ ∈ [z3, z3] ∩ q, tel que τH3 +X ′ soit dans
z3 ∩ qreg, on a :
ZH(τH3 +X
′) = ZN03 (X
′).
P reuve : On note X = τH3 +X
′ =
(
0 Y
Y 0
)
. Montrons dans un premier
temps que ZH(X) est inclus dans N
0
3 .
Soit h ∈ ZH(X). Comme X est re´gulier, par le lemme 1.4.4, il existe
h1 ∈ N3 tel que X1 = h1 ·X soit un e´le´ment de a+,+ ou de a2. Si X1 ∈ a2
alors X1 et doncX appartiennent a` (z3∩q)+ et le lemme 3.4.1 donne h ∈ N3.
Si X1 ∈ a+,+ alors h1hh−11 ∈ ZH(X1) ⊂ N3 par le lemme 1.4.2 et donc, on
a e´galement h ∈ N3.
Maintenant, par re´gularite´ de X, on a e´galement tr(Y ) 6= 0 et donc Y
et −Y ne sont pas conjugue´s ce qui implique que h ∈ N03 .
Or, pour h dans N03 , on a h · (τH3 +X ′) = τH3 + h ·X ′ ce qui donne le
lemme.
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On introduit la fonction δ3 de´finie sur z3 ∩ q par :
δ3(τH3 +X
′) = ıY (−Q(X
′))
√
2|Q(X ′)|.
ou` τ ∈ R et X ′ ∈ [z3, z3] ∩ q. Pour a ∈ car(z3 ∩ q) et X ∈ a, on a
|δ3(X)| = |
∏
α∈∆+((z3)C,aC)
αmα−1(X)|.
L’inte´grale orbitale d’une fonction f ∈ D((z3 ∩ q)+), est alors donne´e
pour X ∈ (z3 ∩ q)reg+ , par :
MN3(f)(X) = |δ3(X)|
∫
N3/ZN3 (X)
f(h ·X)dh˙.
On note p3 la projection de H × (z3 ∩ q)+ sur (z3 ∩ q)+. Compte-tenu de
la normalisation des inte´grales orbitales choisie, on introduit l’application
(p˜3)∗ de´finie sur D(H × (z3 ∩ q)+) par
(p˜3)∗(φ)(X) =
|δ(X)|
|δ3(X)|ν3(X) (p3)∗(φ)(X),
ou` (p3)∗(φ)(X) =
∫
H φ(h,X)dh pour φ ∈ D(H× (z3∩ q)+) et X ∈ (z3∩ q)+.
L’application (p˜3)∗ est surjective de D(H × (z3 ∩ q)+) dans D((z3 ∩ q)+).
Proposition 3.4.1. Pour φ ∈ D(H × (z3 ∩ q)+) et X ∈ (z3 ∩ q)reg+ , on a
MH((π3)∗(φ))(X) =MN3((p˜3)∗(φ))(X).
P reuve : Soit X ∈ (z3 ∩ q)reg+ . Par le lemme 3.4.2, on a ZH(X) = ZN3(X).
La preuve est ensuite identique a` celle de la proposition 3.3.1
Remarque 3.4.1. Soit F ∈ D(z3 ∩ q). Comme N3 = N03 ∪ K˜N03 et
Ad(K˜)|z3 ∩ q = −Id|z3 ∩ q, pour X ∈ (z3 ∩ q)reg+ , on a
∫
N3/ZH (X)
F (l ·X)dl˙ =
∫
N03 /ZH (X)
F (l ·X)dl˙ +
∫
N03 /ZH(X)
F (−l ·X)dl˙
Par ailleurs, graˆce au lemme 3.4.2, en posant X = τH3 +X
′ avec τ ∈ R et
X ′ ∈ [z3, z3] ∩ q, on a∫
N03 /ZH(X)
F (l ·X)dl˙ =
∫
N03/ZN03
(X′)
F (τH3 + l ·X ′)dl˙.
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Nous exprimons maintenant l’inte´grale orbitale MN3(g)(τH3 + X ′) de
g ∈ D(z3 ∩ q), en terme d’une application moyenne MQ(g˜τ ) de´finie dans le
paragraphe 2.1 ou` g˜ ∈ D(R4) de´pend de g.
L’espace [z3, z3]∩q est isomorphe a` sl(2,R) par i1
((
0 Y
Y 0
))
= Y . Le
groupe N03 est isomorphe a` GL(2,R) et pour A ∈ GL(2,R), Y ∈ sl(2,R), on
a A ·Y = i1(
(
A 0
0 A
)
·
(
0 Y
Y 0
)
). De plus, la restriction de Q a` [z3, z3]∩
q est la forme quadratique N03 -invariante donne´e par Q
((
0 Y
Y 0
))
=
−2det(Y ) pour Y ∈ sl(2,R).
Notons q3 la forme quadratique de´finie sur R
3 par q3(x, y, z) = x
2+y2−z2
et ψ3 l’isomorphisme de R
3 dans [z3, z3] ∩ q de´fini par
ψ3(x, y, z) =
 0
x y + z
y − z −x
x y + z
y − z −x 0

de telle sorte que Q ◦ ψ3 = 2q3.
Lemme 3.4.3. Pour tout g ∈ D([z3, z3]∩q) et pour tout X ∈ ([z3, z3]∩q)reg,
on a
|δ3(X)|
∫
N03 /ZN03
(X)
g(l ·X)dl˙ =Mq3
(
g ◦ ψ3
)
(
Q
2
(X))
Preuve : Ce re´sultat s’obtient comme le lemme 3.3.2 en e´crivant la formule
d’inte´gration de Weyl pour la paire syme´trique
(
sl(2,R)× sl(2,R), sl(2,R)).
Pour g ∈ D(z3 ∩ q) on de´finit la fonction g˜ sur R× R3 par
g˜(τ, u) = g
(
τH3 + ψ3(u)
)
Corollaire 3.4.1. Soit g ∈ D(z3 ∩ q) et X = τH3 + X ′ ∈ (z3 ∩ q)reg. On
note w =
Q(X ′)
2
. On a alors
MN3(g)(X) =Mq3
(
g˜τ + g˜−τ
)
(w).
P reuve : Par la remarque 3.4.1, pour X = τH3+X
′ ∈ (RH3⊕ [z3, z3])∩qreg,
on a
MN3g(X) = |δ3(X)|
∫
N03/ZH (X)
g(τH3 + l ·X ′)dl˙
+|δ3(−X)|
∫
N03 /ZH (X)
g(−τH3 − l ·X ′)dl˙.
Comme Q(X ′) = Q(−X ′), le re´sultat de´coule du lemme pre´ce´dent.
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Corollaire 3.4.2. Soit f ∈ D(H · (z3 ∩ q)+). Alors il existe une fonction
f1 ∈ D(R4) paire par rapport a` la premie`re variable et a` support contenu dans
{(τ, u) ∈ R∗×R3; 2τ2−q3(u) > 0}, telle que pour tout (τ,X ′) ∈ R×[z3, z3]∩q
ve´rifiant τH3 +X
′ ∈ (z3 ∩ q)reg+ , on ait
MH(f)(τH3 +X ′) =Mq3(f1)τ
(
Q(X ′)/2
)
.
P reuve : Comme l’application (π3)∗ est surjective, il existe φ ∈ D(H × (z3∩
q)+) telle que f = (π3)∗(φ). On note g = (p˜3)∗(φ) de sorte queMH(f)(X) =
MN3(g)(X).
Soit f1 la fonction de´finie sur R × R3 par f1(τ, u) = g˜(τ, u) + g˜(−τ, u).
Comme g ∈ D((z3 ∩ q)+), la fonction g˜ est a` support contenu dans {(τ, u) ∈
R∗ × R3; 2τ2 − q3(u) > 0}. Par le corollaire pre´ce´dent, on a MH(f)(τH3 +
X ′) =Mq3(f1)τ
(
Q(X ′)/2
)
et f1 ve´rifie les proprie´te´s demande´es.
Soit (τ, w) ∈ R∗ ×R∗ tel que τ2 > w. Par le lemme 1.3.1 et la remarque
1.3.1, il existe une uniqueH-orbite re´gulie`re O = H ·X(τ, w) avec X(τ, w) =
τH3 + X
′ ∈ qreg ∩ (RH3 ⊕ [z3, z3])+ tel que Q(X(τ, w)) = 2(τ2 + w) et
S(X(τ, w)) =
(
τ2 − w)2. Ainsi, pour f ∈ D(H · (z3 ∩ q)+), on de´finit la
fonction Gf sur (R
∗)2 par
Gf (τ, w) =
{ MH(f)(X(τ, w)) si τ2 > w
0 sinon
Par le corollaire 3.4.2, la fonction Gf est paire par rapport a` τ .
Remarque 3.4.2. Pour w > τ2 > 0, on a imme´diatement H · X(τ, w) =
H ·X(√w, τ2) et donc, dans ce cas, on obtient
MH(f)(X(τ, w)) = Gf (
√
w, τ2).
On de´finit le sous-espace HpairY de H1η ou` η(t) = Y (t) est la fonction d’Hea-
viside, par :
HpairY = {(τ, w) ∈ R∗ × R 7→ a(τ, w) + Y (−w)|w|1/2b(τ, w);
a, b ∈ D(R∗ × R ∩ {(τ, w); τ2 > w}) paires par rapport a` τ}.
The´ore`me 3.4.1. 1. Pour tout f ∈ D(H · (z3 ∩ q)+), on a Gf ∈ HpairY
2. L’application { D(H · (z3 ∩ q)+) → HpairY
f 7→ Gf
est surjective et continue.
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Preuve : Soit f ∈ D(H · (z3 ∩ q)+). Montrons tout d’abord que Gf est dans
HpairY .
Graˆce au corollaire 3.4.2, il existe f1 ∈ D(R4) paire par rapport a` la
premie`re variable et a` support contenu dans {(τ, u) ∈ R∗×R3; 2τ2−q3(u) >
0}, telle que pour X = τH3+X ′ ∈ (z3 ∩ q)reg+ avec τ ∈ R et X ′ ∈ [z3, z3)∩ q
ve´rifiant Q(X ′)/2 = w, on ait
Gf (τ, w) =MH(f)(X) =Mq3(f1)τ (w).
Graˆce au the´ore`me 2.1.3 et compte-tenu du support de f1, on obtient alors
Gf ∈ HpairY .
Montrons maintenant la surjectivite´ de l’application. Soit G ∈ HpairY . Il
existe ε > 0 tel que
τ2 < ε ou τ2 − w < ε =⇒ G(τ, w) = 0.
Graˆce au the´ore`me 2.1.3, il existe g ∈ D(R×R3) tel que pour τ, w ∈ R∗, on
ait
G(τ, w) =Mq3(gτ )(w) =Mq3(
1
2
gτ )(w) +Mq3(
1
2
g−τ )(w).
Graˆce au corollaire 3.4.1, la fonction g0 ∈ D(z3∩q) de´finie par g0(τH3+X ′) =
g(τ, ψ−13 (X
′)) + g(−τ, ψ−13 (X ′)) ve´rifie
MN3(g0)(τH3 +X ′) = G(τ,Q(X ′)/2).
Soit χ une fonction de classe C∞ nulle sur ]−∞; ε2 ] et e´gale a` 1 sur [ε; +∞[.
Pour X = τH3 +X
′ ∈ (RH3 + [z3, z3]) ∩ q, on pose φ1(X) = τ2 et φ2(X) =
τ2 − Q(X ′)/2. Soit θ la fonction de´finie pour X = τH3 + X ′ ∈ (RH3 +
[z3, z3]) ∩ q par
θ(X) = φ1(X)φ2(X) = χ(τ
2)χ(τ2 −Q(X ′)/2).
Cette fonction est N3-invariante et pour τ
2 ≤ ε2 ou τ2 −Q(X ′)/2 ≤ ε2 , on a
θ(X) = 0 et pour τ2 ≥ ε et τ2 −Q(X ′)/2 ≥ ε, on a θ(X) = 1. Ainsi θg0 est
a` support dans (z3 ∩ q)+ et ve´rifie pour Q(X ′)/2 = w la relation
MN3(θg0)(X) = χ(τ2)χ(τ2 − w)G(τ, w) = G(τ, w).
Par surjectivite´ de l’application (p˜3)∗, il existe φ ∈ D(H × (z3 ∩ q)+) telle
que θg0 = (p˜3)∗(φ) et par la proposition 3.4.1, on a MH((π3)∗(φ))(X) =
MN3((p˜3)∗(φ))(X) = G(τ, w), ce qui ache`ve la preuve.
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4 Ope´rateurs diffe´rentiels et solutions propres
La forme H-invariante et non de´ge´ne´re´e ω(X,X ′) =
1
2
tr(XX ′) induit un
isomorphisme de S(qC)
HC dans C[qC]
HC = C[Q,S]. Dans cette partie, nous
de´terminons les fonctions H-invariantes et analytiques sur qreg solutions du
syste`me
(Eχ)(q
reg)
{
∂(Q)Φ = χ(Q)Φ
∂(S)Φ = χ(S)Φ
,
ou` χ est un caracte`re de C[Q,S] = C[qC]
HC . Comme C[qC]
HC est isomorphe
a` C[a+,+]
WH(a+,+), un tel caracte`re est de´termine´ par (λ1, λ2) ∈ C2 avec
χ(Q) = λ1 + λ2 et χ(S) = λ1λ2 et il est dit re´gulier si λ1λ2(λ1 − λ2) 6= 0.
Dans toute la suite, on fixe un caracte`re re´gulier χ associe´ a` (λ1, λ2) ∈ C2.
Soit a un sous-espace de Cartan. Nous rappelons que la partie radiale
sur a d’un ope´rateur diffe´rentiel D de´fini sur qreg, que l’on notera ∆a(D),
est l’ope´rateur diffe´rentiel de´fini sur areg ve´rifiant pour toute fonction f de
C∞(q)H , la relation
∆a(D)(f |areg ) = (Df)|areg .
Ainsi, la fonction Φ est solution de (Eχ)(q
reg) si et seulement si elle
satisfait sur areg le syste`me
(Eχ)(a
reg)
{
∆a(∂Q)Φ = (λ1 + λ2)Φ
∆a(∂S)Φ = λ1λ2Φ
.
Dans cette partie, nous allons de´terminer, pour tout sous-espace de Car-
tan a de q, les parties radiales de ∂(Q) et ∂(S). Nous de´terminerons ensuite
les solutions sur areg du syste`me (Eχ)(a
reg).
4.1 Parties radiales
Soit a un sous-espace de Cartan. Pour ξ ∈ a et k une fonction WHC(aC)-
invariante de ∆(gC, aC) dans C, on note Tξ(k) l’ope´rateur de Dunkl de´fini
par
Tξ(k) = ∂ξ +
∑
α∈∆(gC,aC)+
kαα(ξ)
1 − rα
α
,
avec rα = ida − 2αα(hα)hα. L’ope´rateur Tξ(k) agit sur C[a] et sur C∞(a).
Nous rappelons tout d’abord quelques proprie´te´s remarquables de ces
ope´rateurs de Dunkl dont les preuves sont pre´cise´es dans [3] et [9].
Pour ξ, ξ′ ∈ a, on a [Tξ(k), Tξ′(k)] = 0. Ainsi l’application ξ 7→ Tξ(k) de a
dans l’ensemble des ope´rateurs de C∞(areg) s’e´tend en un homomorphisme
injectif de S(aC) dans l’ensemble des ope´rateurs de C∞(areg). On note Tp(k)
l’image de p ∈ S(aC) par cette application.
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Lorsque p ∈ S(aC)WHC(aC), l’ope´rateur Tp(k) est un ope´rateur diffe´rentiel
sur l’espace des fonctions WHC(aC)-invariantes sur a. On note Dp(k) la res-
triction de Tp(k) a` l’espace des fonctions WHC(aC)-invariantes sur a.
Soit Resa l’homomorphisme de restriction de C[qC]
HC dans C[aC]
WHC(aC)
donne´ par P 7→ P |aC . La restriction de ω a` aC × aC est non de´ge´ne´re´e, donc
elle induit un isomorphisme de S(aC)
WHC(aC) dans C[aC]
WHC(aC) et on notera
e´galement Resa l’homorphisme de restriction de S(qC)
HC dans S(aC)
WHC(aC)
que l’on de´duit.
The´ore`me 4.1.1. ([19] paragraphe 1.1) Soit P ∈ S(q)H et k la fonction
de´finie sur ∆(gC, aC) par kα =
mα
2 . Alors l’action de ∆a(∂P ) co¨ıncide avec
celle de DResa(P )(k) sur l’espace des fonctions WHC(aC)-invariantes sur a.
Dans toute la suite, nous conside´rons la fonction k de´finie par kα =
mα
2 ,
pour α parcourant ∆(gC, aC). On pose
I(k) =
∏
α∈∆(gC,aC)+
α2kα =
∏
α∈∆(gC,aC)+
αmα .
Remarque 4.1.1. On a |I(k − 12)| = |δ| et |I(k)| = Π
The´ore`me 4.1.2. ([14] proposition 3.9(1)). Pour p ∈ S(aC)WHC(aC), on a
Dp(1− k) = I(k − 1
2
) ◦Dp(k) ◦ I(1
2
− k) = δ ◦Dp(k) ◦ δ−1.
P reuve : Le re´sultat d’Opdam donne la premie`re e´galite´, la deuxie`me en
de´coule car les fonctions δ|δ| et
I(k− 1
2
)
|I(k− 1
2
)|
sont localement constantes sur areg.
Pour α ∈ ∆(gC, aC), on pose
Lα :=
1
4α
∂hα(α∂hα) =
1
4
∂h2α +
1
α
∂hα.
Nous rappelons que l’on note α1 et α2 les deux racines positives de multi-
plicite´ un de a.
Proposition 4.1.1. On a
∆a(∂Q) = δ
−1 ◦ (Lα1 + Lα2) ◦ δ = I(1/2 − k) ◦ (Lα1 + Lα2) ◦ I(k − 1/2)
∆a(∂S) = δ
−1 ◦ (Lα1Lα2) ◦ δ = I(1/2 − k) ◦ (Lα1Lα2) ◦ I(k − 1/2).
P reuve : La premie`re assertion est duˆe a` Dunkl ([3] et [9] the´ore`me 1.6) et
s’obtient par un simple calcul que nous reprenons ci-dessous pour obtenir la
deuxie`me assertion.
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Pour P ∈ S(q)H , on note p = Resa(P ). Graˆce aux the´ore`mes pre´ce´dents,
sur l’espace des fonctions WHC(aC)-invariantes sur aC, on a les e´galite´s sui-
vantes :
∆a(∂P ) = δ
−1 ◦Dp(1− k) ◦ δ = I(1
2
− k) ◦Dp(1− k) ◦ I(k − 1
2
).
Calculons Dp(1− k) pour P = Q et P = S. En utilisant l’isomorphisme
aC ≃ a∗C induit par ω, on a Resa(Q) = α
2
1+α
2
2
4 =
h2α1+h
2
α2
4 et Resa(S) =
α21α
2
2
16 =
h2α1h
2
α2
16 .
Par de´finition, on a Tξ(1−k) = ∂ξ+ 12α1(ξ)
1−rα1
α1
+ 12α2(ξ)
1−rα2
α2
. Comme
les racines α1 et α2 sont orthogonales et αi(hαi) = Q(hαi) = 4, pour i ∈
{1, 2}, on obtient Thαi (1− k) = ∂hαi + 2
1− rαi
αi
, et par suite
Th2αi
(1− k) = ∂h2αi + 2∂hαi ◦
1− rαi
αi
+ 2
1− rαi
αi
◦ ∂hαi + 4
(
1− rαi
αi
)2
.
Les relations rαi ◦∂hαi = ∂(rαi(hαi))◦rαi = −∂hαi ◦rαi et
(
1− rαi
αi
)2
=
0, donnent finalement
Th2αi
(1− k) = ∂h2αi +
2
αi
∂hαi +
2
αi
∂hαi ◦ rαi + 2∂hαi ◦
1− rαi
αi
.
On obtient donc les e´galite´s suivantes :
Dh2α1+h
2
α2
(1− k) = ∂h2α1 +
4
α1
∂hα1 + ∂h
2
α2 +
4
α2
∂hα2 = 4(Lα1 + Lα2).
et
Dh2α1h
2
α2
(1− k) = Th2α1 (1− k)Th2α2 (1− k)|C[aC]WHC (aC)
= 4Th2α1
(1− k)Lα2 |C[aC]WHC (aC) = 16Lα1Lα2 = 16Lα2Lα1 ,
puisque les racines α1 et α2 sont orthogonales. D’ou` le re´sultat.
4.2 Solutions du syste`me Eχ(a
reg)
Soit Φ une fonction H-invariante et analytique sur qreg solution
du syste`me (Eχ)(q
reg). Par H-invariance, la fonction Φ est uniquement
de´termine´e par ses restrictions a` areg pour a ∈< car(q) > et par le the´ore`me
4.1.1 et la proposition 4.1.1, pour tout a ∈< car(q) >, la fonction H-
invariante (|δ|Φ)|areg est solution du syste`me suivant :
(Sareg,χ)
{
(Lα1 + Lα2)Ψ˜ = (λ1 + λ2)Ψ˜
Lα1Lα2Ψ˜ = λ1λ2Ψ˜
sur areg.
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Pour j = 1, 2, pre´cisons l’expression des ope´rateurs Lαj en terme des
coordonne´es sur a ∈< car(q) >. Soit a = aǫ1,ǫ2 avec ǫj = ±.
La racine αj est re´elle si et seulement si ǫj = +. Dans ce cas, on a
αj(X
ǫ1ǫ2
u1u2) = 2uj , ∂hαj = 2
∂
∂uj
et Lαj =
∂2
∂u2j
+ 1uj
∂
∂uj
.
La racine αj est imaginaire si et seulement si ǫj = −. Dans ce cas, on a
αj(X
ǫ1ǫ2
u1u2) = 2ıuj , ∂hαj = −2ı ∂∂uj et Lαj = −
(
∂2
∂u2j
+ 1uj
∂
∂uj
)
.
Pour a = a2 et α = 2(τ±ıθ), on a ∂hα = ∂∂τ∓ı ∂∂θ et Lα = 14
(
∂
∂τ ∓ ı ∂∂θ
)2
+
1
2(τ±ıθ)
(
∂
∂τ ∓ ı ∂∂θ
)
.
On introduit l’ope´rateur diffe´rentiel de Bessel d’une variable complexe
Lc et son analogue re´el L
Lc = 4
(
z
∂2
∂z2
+
∂
∂z
)
et L = 4
(
t
d2
dt2
+
d
dt
)
.
L’ope´rateur L correspond a` la partie radiale de l’ope´rateur de La-
place pour la paire syme´trique (so(2, 1), so(1, 1)) et s’obtient a` partir de(
∂2
∂u2
+ 1u
∂
∂u
)
par le changement de variable t = u2.
L’e´quation Lcy = λy est de type Fuchs en 0 et ses solutions s’expriment
a` l’aide des fonctions de Bessel. Plus pre´cise´ment, on rappelle le re´sultat
suivant :
Proposition 4.2.1. ([13] paragraphe 16.32 et [4] appendice A (4)) Pour
λ ∈ C, on pose
Φλ(z) =
∑
n≥0
(λz)n
4n(n!)2
et wλ(z) =
∑
n≥0
a(n)(λz)n
4n(n!)2
, ou` a(x) = −2Γ
′(x+ 1)
Γ(x+ 1)
.
1. Un syste`me fondamental de solutions de Lcy = λy sur C − R−
est donne´e par la fonction analytique complexe Φλ et la fonction
Wλ(z) = wλ(z) + log(z)Φλ(z) ou` log de´signe la de´termination princi-
pale du logarithme sur C− R−.
2. Un syste`me fondamental de solutions de Ly = λy est donne´e par
la fonction analytique re´elle Φλ(t) et la fonction W
r
λ(t) = wλ(t) +
log |t|Φλ(t)
Pour λ ∈ C∗, on pose
Sol(L, λ) = {y ∈ C2(R∗,C);Ly = λy}
et
Sol(Lc, λ) = {y : C− R− → C, analytique;Lcy = λy}.
Nous allons exprimer les solutions du syste`me (Sareg,χ) pour a ∈<
car(q) > en terme des fonctions Φλ et Wλ donne´es dans la proposition
pre´ce´dente.
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Conside´rons tout d’abord le cas a ∈ {a+,+, a+,−, a−,−}. Par H-invariance
des fonctions conside´re´es, il est naturel d’introduire, pour i ∈ {1, 2}, les
ope´rateurs diffe´rentiels
Li := 4
(
ti
∂2
∂t2i
+
∂
∂ti
)
.
La description pre´ce´dente des ope´rateurs Lαi permet d’obtenir le lemme
suivant :
Lemme 4.2.1. Soit a ∈ {a+,+, a+,−, a−,−}. Si Ψ˜ est une solution analytique
WH(a)-invariante de (Sareg ,χ) alors il existe une fonction Ψ analytique sur
{(t1, t2) ∈ R2/ (t1 − t2)t1t2 6= 0}, telle que :
1. Ψ(t1, t2) = Ψ(t2, t1),
2.
{
(L1 + L2)Ψ(t1, t2) = (λ1 + λ2)Ψ(t1, t2)
L1L2Ψ(t1, t2) = λ1λ2Ψ(t1, t2)
,
3. Pour tout X ∈ areg, alors Ψ˜(X) = Ψ(u(X), v(X)) ou` {u(X), v(X)}
caracte´rise la H-orbite de X (lemme 1.3.1).
Proposition 4.2.2. Les solutions Ψ de classe C2 sur {(t1, t2) ∈ R2/ (t1 −
t2)t1t2 6= 0} du syste`me{
[(L1 + L2)Ψ](t1, t2) = (λ1 + λ2)Ψ(t1, t2)
L1L2Ψ(t1, t2) = λ1λ2Ψ(t1, t2)
.
sont sur chaque composante connexe de {(t1, t2) ∈ R2/ (t1− t2)t1t2 6= 0} des
combinaisons line´aires des fonctions
(t1, t2) 7→ A(t1)B(t2) et (t1, t2) 7→ A(t2)B(t1),
ou` A et B parcourent respectivement Sol(L, λ1) et Sol(L, λ2).
P reuve : Soit Ψ une solution du syste`me conside´re´. Pour i ∈ {1, 2}, on a
donc (L2i − (λ1 + λ2)Li + λ1λ2id)Ψ = 0, et par suite,
Ψ ∈ ker(L2i − (λ1 + λ2)Li + λ1λ2id) = ker(Li − λ1id)⊕ ker(Li − λ2id).
Par la proposition 4.2.1 (2.) applique´e a` L1, il existe une famille (gj)j∈{1,...4}
de fonctions de´finies sur R telles que
Ψ(t1, t2) = g1(t2)Φλ1(t1) + g2(t2)W
r
λ1(t1) + g3(t2)Φλ2(t1) + g4(t2)W
r
λ2(t1).
En inversant la matrice correspondant au wronskien de t1 7→ Φλi(t1) et
t1 7→ W rλi(t1), pour i ∈ {1, 2}, on en de´duit que les fonctions g1, g2, g3 et g4
sont de classe C2 sur {(t1, t2) ∈ R2/ (t1 − t2)t1t2 6= 0}.
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En reprenant le syste`me initial et tenant compte la liberte´ des fonctions
t1 7→ Φλi(t1) et t1 7→W rλi(t1), pour i ∈ {1, 2}, on en de´duit que g1 et g2 sont
dans Sol(L, λ2) et que g3 et g4 sont dans Sol(L, λ1).
Etudions maintenant le cas particulier de a2.
Un e´le´ment de a2 s’e´crit Xτ,θ =
 0
τ −θ
θ τ
τ −θ
θ τ
0
 avec (τ, θ) ∈
R2.
On note a+2 la chambre de Weyl de a
reg
2 forme´e des Xτ,θ tels que τ >
0 et θ > 0. Ainsi une fonction WH(a2)-invariante solution de Sareg2 ,χ est
uniquement de´termine´e par sa restriction a` a+2 et ve´rifie le meˆme syste`me
sur a+2 que l’on notera Sa+2 ,χ
.
Pour i = 1, 2, on note Lc,i := 4
(
zi
∂2
∂z2i
+
∂
∂zi
)
.
Proposition 4.2.3. Si Ψ˜ est une solution analytique de (Sa+2 ,χ
) alors
il existe un ouvert connexe U de C2 contenant {(z1, z2) ∈ C2; z1 =
z¯2 et Im(z1) > 0} et une fonction Ψc : U → C analytique sur U telle que :
1.
{
[(Lc,1 + Lc,2)Ψc](z1, z2) = (λ1 + λ2)Ψc(z1, z2)
Lc,1Lc,2Ψc(z1, z2) = λ1λ2Ψc(z1, z2)
sur U,
2. Pour τ > 0 et θ > 0 alors on a Ψ˜(Xτ,θ) = Ψc
(
(τ + ıθ)2, (τ − ıθ)2).
P reuve : On note D+ = {(x, y) ∈ R2; y > 0}. Par le lemme 1.3.1, pour tout
(x, y) ∈ D+, il existe une unique H-orbite O de qreg telle que O ∩ a2 6= ∅ et
pour tout X ∈ O alors {u(X), v(X)} = {x+ ıy, x− ıy}.
Ainsi l’application γ de´finie sur a+2 par γ(Xτ,θ) = (τ
2 − θ2, 2θτ) est un
diffe´omorphisme analytique de a+2 dans D+ d’inverse analytique donne´ par
γ−1(x, y) = Xτ,θ avec τ = Re(
√
x+ ıy) et θ = Im(
√
x+ ıy) ou` la fonction
racine
√
z = e
1
2
log(z) est de´finie sur C−R−.
On de´finit la fonction Ψ0 surD+ par Ψ0(x, y) = Ψ˜◦γ−1(x, y). Cette fonc-
tion est analytique re´elle sur D+ et, en notant L0 = (x+ ıy)
(
∂
∂x − ı ∂∂y
)2
+
2
(
∂
∂x − ı ∂∂y
)
, elle satisfait le syste`me suivant sur D+ :
(S0(D+))
{
(L0 + L0)Ψ0(x, y) = (λ1 + λ2)Ψ0(x, y)
L0L0Ψ0(x, y) = λ1λ2Ψ0(x, y)
.
Comme la fonction Ψ0 est de´veloppable en se´rie entie`re au voisinage
de tout point de D+, pour tout (x0, y0) ∈ D+, il existe une famille
(am,n)(m,n)∈N2 de nombres complexes et R > 0 tels que :
a) la famille (am,nr
m+n)(m,n)∈N2 est sommable pour tout r < R
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b) pour |x − x0| < R et |y − y0| < R alors Ψ0(x, y) =
∑
m,n≥0
am,n(x −
x0)
m(y− y0)n, cette expression e´tant inde´pendante de l’ordre de sommation
des termes ([12] the´ore`me 2.2.6).
Par suite, il existe une famille (bm,n)(m,n)∈N2 de nombres complexes telle
que, pour tout r < R, la famille (bm,nr
m+n)(m,n)∈N2 soit sommable et, en
posant z = x+ ıy et z0 = x0 + ıy0, pour |z − z0| < R, on a
Ψ0(x, y) =
∑
m,n≥0
bm,n(z − z0)m(z − z0)n.
Ceci permet de de´finir la fonction Ψc sur le disque de centre (z0, z0) et
de rayon R dans C2 en posant
Ψc(z1, z2) =
∑
m,n≥0
bm,n(z1 − z0)m(z2 − z0)n.
Cette construction est licite au voisinage de tout point (z0, z0) tels que
(Re(z0), Im(z0)) ∈ D+. Ainsi, par prolongement analytique ([12] the´ore`me
2.2.6 et remarque qui suit le the´ore`me 2.2.7), il existe un ouvert connexe
U de C2 contenant {(z1, z2) ∈ C2; z1 = z¯2 et Im(z1) > 0} et une fonction
Ψc : U → C analytique sur U telle que, pour tout x ∈ R et y > 0, l’on ait
Ψc(x+ ıy, x− ıy) = Ψ0(x, y) = Ψ˜ ◦ γ−1(x, y),
ce qui s’e´crit encore Ψ˜(Xτ,θ) = Ψc
(
(τ + ıθ)2, (τ − ıθ)2), pour τ > 0 et
θ > 0.
La fonction Ψ0 satisfait le syste`me (S0(D+)) et donc, par construction
de Ψc, pour (x, y) ∈ D+, on a les relations[
(Lc,1+Lc,2)Ψc
]
(x+ıy, x−ıy) = (L0+L0)Ψ0(x, y) = (λ1+λ2)Ψc(x+ıy, x−ıy)
et
[
(Lc,1Lc,2)Ψc
]
(x+ ıy, x− ıy) = (L0L0)Ψ0(x, y) = (λ1λ2)Ψc(x+ ıy, x− ıy).
Maintenant, si R est une fonction analytique sur U alors, pour m,n ∈ N
et (z, z) ∈ U , on a( ∂m
∂zm1
∂n
∂zn2
R
)
(z, z) =
∂m
∂zm
∂n
∂zn
(
z → R(z, z))
Ainsi, par le the´ore`me 2.2.6 de [12], si R(z, z) = 0 pour tout (z, z) ∈ U ,
alors R = 0 sur U . On obtient donc que Ψc est solution du syste`me{
[(Lc,1 + Lc,2)Ψc](z1, z2) = (λ1 + λ2)Ψc(z1, z2)
Lc,1Lc,2Ψc(z1, z2) = λ1λ2Ψc(z1, z2)
sur U . Ceci ache`ve la preuve du lemme.
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Proposition 4.2.4. Les solutions Ψc analytiques sur U du syste`me{
(Lc,1 + Lc,2)Ψc(z1, z2) = (λ1 + λ2)Ψc(z1, z2)
(Lc,1Lc,2)Ψc(z1, z2) = (λ1λ2)Ψc(z1, z2)
sont des combinaisons line´aires des fonctions
(z1, z2) 7→ A(z1)B(z2) et (z1, z2) 7→ A(z2)B(z1),
ou` A et B parcourent respectivement Sol(Lc, λ1) et Sol(Lc, λ2).
La preuve de cette proposition est identique a` celle de la proposition
4.2.2.
4.2.1 Actions sur les inte´grales orbitales
Nous concluons cette partie en donnant l’action des ope´rateurs
diffe´rentiels sur les inte´grales orbitales.
Lemme 4.2.2. Soit f ∈ D(q) et a ∈ car(q). On note toujours α1 et α2 les
racines positives de multiplicite´ 1 de a. On a alors :
(MH(∂(Q)f)|areg = (Lα1 + Lα2)(MH(f)|areg)
et
(MH(∂(S)f)|areg = (Lα1Lα2)(MH(f)|areg).
P reuve : Ceci de´coule imme´diatement de la normalisation de MH(f) et de
la proposition 4.1.1
On reprend les notations de la de´finition 3.1.2, c’est-a`-dire si X ∈
m ∩ qreg alors MH(f)(X) = Mfm(u(X), v(X)) et si X = Xτ,θ ∈ a2 alors
MH(f)(Xτ,θ) =Mf2(τ, θ). On note α = 2(τ + ıθ) et α les racines positives
de multiplicite´ 1 de a2. On obtient alors :
Corollaire 4.2.1. Soit f ∈ D(q) alors on a
M(∂(Q)f)
m
= (L1 + L2)Mfm et M
(
∂(S)f
)
m
= L1L2Mfm
et
M(∂(Q)f)
2
= (Lα + Lα)Mf2 et M
(
∂(S)f
)
2
= LαLαMf2.
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5 Distributions propres invariantes de L1loc(U)H et
perspectives sur L1loc(q)
H
On note N l’ensemble des e´le´ments nilpotents de q et on pose U = q−N .
Le but de cette partie est de de´crire l’ensemble des distributions
invariantes sur U , propres pour un caracte`re re´gulier χ de C[q]H fixe´,
donne´es par une fonction Φ localement inte´grable H-invariante sur U .
On rappelle que pour T une distribution H-invariante propre sur U so-
lution du syste`me
(Eχ)
{
∂(Q)T = χ(Q)T
∂(S)T = χ(S)T
.
alors la restriction de T a` l’ensemble Ureg = qreg est une fonction analytique
([17] the´ore`me 5.3(i) de ).
Nous allons de´crire les conditions ne´cessaires et suffisantes sur Φ ∈
L1loc(U)H satisfaisant le syste`me (Eχ)(qreg) pour que la distribution TΦ
de´finie sur D(U) par 〈TΦ, f〉 =
∫
q
Φ(X)f(X)dX soit propre invariante sur
U .
Par hypothe`se sur Φ , pour P ∈ C[q]H et f ∈ D(U), on a 〈T∂(P )Φ, f〉 =
χ(P )〈TΦ, f〉 ainsi TΦ est propre sur U pour le caracte`re χ si et seulement si
pour tout P ∈ C[q]H et f ∈ D(U), on a∫
q
[(∂(P )Φ)f − Φ(∂(P )f)](X)dX = 0
La formule d’inte´gration de Weyl permet un travail sur chaque sous-
espace de Cartan de < car(q) >. Compte-tenu du comportement des
inte´grales orbitales au voisinage des points semi-re´guliers obtenu dans la
partie 4 et de la description de (|δ|Φ)|areg ( voir le lemme 4.2.1 et les pro-
positions 4.2.2, 4.2.3 et 4.2.4), une inte´gration par parties sur chaque sous-
espace de Cartan conduira aux conditions voulues sur Φ. Ces conditions sont
analogues aux conditions de recollement obtenues dans le cas des alge`bres
re´ductives par Harish-Chandra et T. Hira¨ı ([7] et [10]) et de celles de J.
Faraut obtenues pour un hyperbolo¨ıde a` une nappe [6]).
Elles traduisent le comportement de Φ au voisinage des points semi-
re´guliers. Graˆce a` l’application ̟ de´finie dans le paragraphe 1.2 qui ren-
verse l’ordre d’Hira¨ı et la H-invariance des fonctions conside´re´es, on rame`ne
l’e´tude de Φ au voisinage des points de a+,+∩a+,− et a+,+∩a2. Tout comme
pour l’e´tude des inte´grales orbitales, ces deux cas ne´cessitent une me´thode
spe´cifique.
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5.1 Voisinages invariants des e´le´ments semi-re´guliers
On rappelle que ̟ de´signe l’isomorphisme H-e´quivariant de q donne´ par
̟
(
0 Y
Z 0
)
=
(
0 Y
−Z 0
)
. Cet isomorphisme renverse l’ordre d’Hira¨ı sur
car(q). Par l’e´tude du paragraphe 1.4, tout e´le´ment semi-re´gulier appartient
a` H ·8 m∩ q, ou a` H · (z3 ∩ q)+ ou a` H ·̟((z3 ∩ q)+). Par l’e´tude de la partie
3, ces ensembles sont ouverts puisqu’image d’un ouvert par une application
submersive.
On rappelle que les polynoˆmes Q, S et S0 sont donne´s par Q(X) =
1
2tr(X
2), S(X) = det(X) et S0 = Q
2 − 4S.
Lemme 5.1.1. Nous avons :
1.
H ·8 m ∩ q = {X ∈ q, S0(X) > 0}
2.
H · (z3 ∩ q)+ = H ·8 z3 ∩ q = {X ∈ q, S(X) > 0, Q(X) > −2
√
|S(X)|}
3.
H ·̟((z3 ∩ q)+)) = {X ∈ q, S(X) > 0, Q(X) < 2
√
|S(X)|}.
4.
U = H ·8 m ∩ q ∪H · (z3 ∩ q)+ ∪H ·̟((z3 ∩ q)+))
= {X ∈ q, Q(X) 6= 0 ou S0(X) 6= 0}.
P reuve : Soit X ∈ q et soit X = Xs +Xn sa de´composition de Jordan. En
particulier [Xs,Xn] = 0 et donc X
2 = X2s +Xn(Xn+2Xs) ou` Xn(Xn+2Xs)
est nilpotent et commute a` X2s . On obtient donc Q(X) = Q(Xs). Il est
imme´diat que S(X) = S(Xs) et par suite S0(X) = S0(Xs).
Par ailleurs, par la remarque 1.3.1, on a S0(m∩q) ⊂ R+ et S0(a2) ⊂ R−,
le polynoˆme S prend des valeurs positives sur a+,+, a−,− et a2 et des valeurs
ne´gatives sur a+,−, le polynoˆme Q prend des valeurs positives sur a+,+ et
ne´gatives sur a−,−.
1. L’inclusion H ·8 m ∩ q ⊂ {X ∈ q, S0(X) > 0} est imme´diate.
SoitX dans q tel que S0(X) > 0 et soitX = Xs+Xn sa de´composition de
Jordan. Puisque S0(Xs) = S0(X) > 0, il existe h ∈ H et a ∈< car(m∩ q) >
tel que h · Xs ∈ a. Si Xn = 0 alors on obtient X ∈ H · m ∩ q. Si Xn 6= 0
alors Xs est semi-re´gulier et donc h ·Xs ∈ RH1 ou R̟(H1). Comme h ·Xn
commute a` h ·Xs, on obtient h ·Xn ∈ m∩ q par de´finition de m∩ q. Comme
8m ∩ q = {X ∈ m ∩ q;S0(X) 6= 0}, on obtient donc X ∈ H ·8 m ∩ q.
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2. Par le lemme 3.4.1, on a H ·8 z3 ∩ q = H · (z3 ∩ q)+ et (z3 ∩ q)+ =
{
(
0 Y
Y 0
)
;
(
tr(Y )
)2
det(Y ) > 0}.
Montrons d’abord que H · (z3 ∩ q)+ ⊂ {X ∈ q, S(X) > 0, Q(X) >
−2√|S(X)|}. Comme ces deux ensembles sontH-invariants, il suffit de mon-
trer que (z3∩ q)+ est inclus dans {X ∈ q, S(X) > 0, Q(X) > −2
√|S(X)|}.
Si X =
(
0 Y
Y 0
)
∈ (z3 ∩ q)+ alors S(X) = det(Y )2 > 0. On note
λ1 et λ2 les valeurs propres de Y . Elles sont soient re´elles soient complexes
conjugue´es et par hypothe`se, on a (λ1 + λ2)
2λ1λ2 > 0. Ainsi, on obtient la
relation Q(X) = λ21 + λ
2
2 > −2|λ1λ2| = −2
√
S(X).
Montrons l’inclusion inverse. Soit X dans q tel que S(X) > 0 et
Q(X) > −2√|S(X)|. Soit X = Xs + Xn sa de´composition de Jordan.
On a donc S(Xs) > 0 et Q(Xs) > −2
√|S(Xs)|. Ainsi, il existe h ∈ H
et a ∈ {a+,+, a2, a−,−} tels que h ·Xs ∈ a. Si Q(Xs) ≥ 0 alors a ∈ {a+,+, a2}.
Si Q(Xs) < 0 alors S0(Xs) < 0 et donc a = a2. Ainsi, on a toujours
h ·Xs ∈ z3 ∩ q.
Si Xn = 0 on obtient alors h ·X ∈ z3 ∩ q. Si Xn 6= 0 alors Xs est semi-
re´gulier et donc h ·Xs ∈ RH3. Comme h ·Xn commute a` h ·Xs, il appartient
a` z3 ∩ q par de´finition de z3 ∩ q. On conclut donc h ·X ∈8 z3 ∩ q.
3. On a H · ̟((z3 ∩ q)+) = ̟(H · (z3 ∩ q)+). Comme S(̟(X)) = S(X)
et Q(̟(X)) = −Q(X), on obtient H · ̟((z3 ∩ q)+)) = {X ∈ q, S(X) >
0, Q(X) < 2
√|S(X)|}.
4. Soit X ∈ U . Alors Xs est non nul et les valeurs Q(X) = Q(Xs) et
S0(X) = S0(Xs) ne sont pas simultane´ment nulles. Supposons que S0(X)
soit non nul. Si S0(X) > 0, alors X est dans H ·8 m ∩ q.
Si S0(X) < 0, alors on a Q(X)
2 − 4S(X) < 0 ce qui donne S(X) > 0
et (Q(X) − 2√S(X))(Q(X) + 2√S(X)) < 0. Comme Q(X) − 2√S(X) <
Q(X) + 2
√
S(X), on obtient Q(X)− 2√S(X) < 0 < Q(X) + 2√S(X), ce
qui implique que X est dans H · (z3 ∩ q)+ ∩H ·̟((z3 ∩ q)+).
Si S0(X) = 0, alors Q(X) est non nul et on a S(X) = Q(X)
2/4 > 0
et Q(X) = ±2√S(X). Ne´ce´ssairement X est dans H · ̟((z3 ∩ q)+) ou
H · (z3 ∩ q)+.
La re´ciproque est imme´diate.
5.2 Conditions de recollement
Nous rappelons les notations suivantes introduites dans le paragraphe
1.3 et la de´finition 3.1.2.
Si X =
(
0 Y
Z 0
)
alors u(X) et v(X) de´signent les valeurs propres de
Y Z et elles caracte´risent la H-orbite de X lorsque X est semi-simple.
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Si F est une fonction H-invariante sur qreg, les fonctions Fm de´finie sur
(R∗)2 − diag, et F2 de´finie sur (R∗)2 ve´rifient, pour X ∈ m ∩ qreg alors
F (X) = Fm(u(X), v(X)) et pour Xτ,θ ∈ a2 alors F (Xτ,θ) = F2(τ, θ). Pour
f ∈ D(q), on note (MHf)m =Mfm et (MHf)2 =Mf2.
Dans tout ce paragraphe, on se placera sous les hypothe`ses suivantes.
Soit Φ ∈ L1loc(U)H une solution du syste`me (Eχ)(qreg). Pour conserver les
proprie´te´s de syme´trie et anti-syme´trie des fonctions, on exprime le syste`me
(Eχ) a` l’aide de la base {Q,S0} de C[q]H .
On note Ψ˜ = (|δ|Φ)|qreg . Par l’e´tude du paragraphe pre´ce´dent, pour
chaque a ∈ car(q), la fonction Ψ˜|areg est une fonction analytique WH(a)-
invariante solution du syste`me
(Sareg ,χ)
{
(Lα1 + Lα2)Ψ˜ = (λ1 + λ2)Ψ˜
(Lα1 − Lα2)2Ψ˜ = (λ1 − λ2)2Ψ˜
sur areg,
ou` α1 et α2 de´signent les racines positives de multiplicite´ 1 de a.
Par le lemme 4.2.1 et la proposition 4.2.3 , il existe une fonction Ψm
analytique sur {(t1, t2) ∈ R2/ (t1 − t2)t1t2 6= 0} et syme´trique par rapport
aux deux variables telle que{
[(L1 + L2)Ψm](t1, t2) = (λ1 + λ2)Ψm(t1, t2)[
(L1 − L2)2Ψm
]
(t1, t2) = (λ1 − λ2)2Ψm(t1, t2) ,
et une fonction Ψc analytique sur un ouvert U connexe de C
2 contenant
{(z1, z2) ∈ C2; z1 = z¯2 et Im(z1) > 0} telle que{
[(Lc,1 + Lc,2)Ψc](z1, z2) = (λ1 + λ2)Ψc(z1, z2)[
(Lc,1 − Lc,2)2Ψc
]
(z1, z2) = (λ1 − λ2)2Ψc(z1, z2) sur U,
avec pour tout X ∈ qreg :
Ψ˜(X) =
{
Ψm(u(X), v(X)) si X ∈ H ·m ∩ qreg
Ψc(u(X), v(X)) si X ∈ H · a+2
,
Plus pre´cise´ment, l’e´le´ment X = Xτ,θ appartient a` a
+
2 si et seulement si
τ > 0 et θ > 0, et dans ce cas on a Ψ˜(Xτ,θ) = Ψc
(
(τ + ıθ)2, (τ − ıθ)2).
Pour (τ, θ) ∈ (R∗)2, on note Ψ2(τ, θ) = Ψ˜(Xτ,θ). Par invariance de Ψ˜ sous
l’action du groupe de Weyl WH(a2), la fonction Ψ2 est paire par rapport a`
chaque variable.
De´finition 5.2.1. Soient f et g deux fonctions de´finies sur un ouvert de
R2. Soit D un ope´rateur diffe´rentiel sur R2 tel que Df et Dg existent. On
notera, lorsque les inte´grales conside´re´es convergent
Im(D, f, g) =
∫
t1>t2
(
f (Dg)− (Df) g)(t1, t2)dt1dt2
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I2(D, f, g) =
∫
R2
(τ2 + θ2)
(
f (Dg)− (Df) g)(τ, θ)dτdθ
Par la formule d’inte´gration de Weyl (lemme 3.1.2) et l’action des
ope´rateurs diffe´rentiels sur les inte´grales orbitales (corollaire 4.2.1), on a
〈∂(Q)TΦ, f〉 − 〈T∂(Q)Φ, f〉 = Im(L1 + L2,Ψm,Mfm) + 2I2(Lα + Lα,Ψ2,Mf2),
et 〈∂(S0)TΦ, f〉 − 〈T∂(S0)Φ, f〉 = Im
(
(L1 − L2)2,Ψm,Mfm) + 2I2(
(
Lα − Lα
)2
,Ψ2,Mf2).
Ainsi, TΦ est une distribution propre invariante sur U pour le caracte`re
χ si et seulement si, pour tout f ∈ D(U), les fonctions Ψm et Ψ2 satisfont
les relations suivantes :
(Rec)
{
Im(L1 + L2,Ψm,Mfm) + 2I2(Lα + Lα,Ψ2,Mf2) = 0
Im
(
(L1 − L2)2,Ψm,Mfm) + 2I2(
(
Lα − Lα
)2
,Ψ2,Mf2) = 0
Dans les paragraphes suivants, nous allons e´tudier ces relations suc-
cessivement pour f ∈ D(H ·8 m ∩ q), puis f ∈ D(H · (z3 ∩ q)+) et enfin
f ∈ D(H ·̟((z3 ∩ q)+)).
5.2.1 Recollement sur H.8m ∩ q
Par le lemme 5.1.1, si f ∈ D(H ·8m∩ q) alors le support de f est contenu
dans {X ∈ q;S0(X) > 0}. Comme H · a2 ⊂ {X ∈ q;S0(X) ≤ 0}, la fonction
Mf2 est identiquement nulle.
D’autre part, par le the´ore`me 3.3.1, l’application f 7→ Mfm est surjective
de D(H ·8 m ∩ q) dans H2log. Ainsi, les relations de recollement (Rec) pour
f ∈ D(H ·8 m ∩ q) sont e´quivalentes a`
Im(L1 + L2,Ψm, F ) = 0 et Im
(
(L1 − L2)2,Ψm, F ) = 0, pour tout F ∈ H2log.
Pour simplifier les notations, on pose dans tout ce paragraphe Ψ = Ψm.
Une fonction de H2log s’e´crit sous la forme a(t1, t2) + log |t1|b(t1, t2) +
log |t2|b(t2, t1) + log |t1| log |t2|c(t1, t2), avec a et c syme´triques par rapport
aux deux variables et a, b et c dans D(R2 − diag).
Par le lemme 4.2.1 et la proposition 4.2.2, sur chaque composante
connexe de (R∗)2−diag, la fonction Ψ s’e´crit comme somme de fonctions de
la forme (A(t1) + log |t1|B(t1))(C(t2) + log |t2|D(t2)), ou` A,B,C et D sont
des fonctions analytiques sur R.
Pour exprimer les conditions de recollement, nous introduisons les nota-
tions suivantes.
Soit Esing l’espace des fonctions u de la forme u(t) = v(t) + log |t|w(t),
ou` v et w sont de classe C2 sur R∗ et admettent, ainsi que leurs de´rive´es, des
limites a` droite et a` gauche en 0. Pour une fonction f continue sur R∗, on
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notera lorsqu’elles existent f(0+) et f(0−) ses limites a` droite et a` gauche
en 0.
Pour u ∈ Esing, on pose u[1](t) = tu′(t) et u[0](t) = u(t)− log |t|u[1](t), de
telle sorte que
lim
t→0±
u[1](t) = w(0±) et lim
t→0±
u[0](t) = v(0±).
Ainsi, pour h et u dans Esing et L = 4(t ∂
2
∂t2
+
∂
∂t
), on a
lim
t→0±
(u[1]h[0] − u[0]h[1])(t) = (u[1]h[0] − u[0]h[1])(0±) = lim
t→0±
(t(u′h− uh′)(t))
et h(t)(Lu)(t)−(Lh)(t)u(t) = 4 d
dt
[h[0]u[1]−h[1]u[0]](t) = 4 d
dt
[t(u′h−uh′)(t)].
Pour f et g deux fonctions de classe C1 sur un ouvert U de R2 et j ∈
{1, 2}, on de´finit les ope´rateurs Kj par
Kj(f, g)(t1, t2) = tj
(
f
∂g
∂tj
− ∂f
∂tj
g
)
(t1, t2).
En notant Lj = 4
(
tj
∂2
∂t2j
+
∂
∂tj
)
, on a donc f(Ljg)−(Ljf)g = 4 ∂∂tjKj(f, g).
Par ailleurs, pour f une fonction de´finie sur Rn1 × Rn2 ou` (n1, n2) ∈
(N∗)2, et (x, y) ∈ Rn1 × Rn2 , on note fx la fonction de´finie sur Rn2 par
fx(y) = f(x, y) et f
y la fonction de´finie sur Rn1 par f y(x) = f(x, y).
Remarque 5.2.1. Soit F ∈ H2log. Par la description de H2log et les hy-
pothe`ses sur Ψ, les fonctions Ft1 et Ψt1 pour t1 ∈ R∗ et les fonctions F t2 et
Ψt2 pour t2 ∈ R∗ appartiennent a` Esing.
En particulier, pour tout t ∈ R∗ et j ∈ {0, 1} , les limites (Ψt)[j](0±) et
(Ψt)[j](0±) existent.
Par ailleurs, pour tout t ∈ R∗ et j ∈ {0, 1}, les fonctions x 7→ (Ft)[j](x)
et x 7→ (F t)[j](x) sont continues en 0.
Remarque 5.2.2. Pour F ∈ H2log. on a
K1(Ψ, F )(t1, t2) = ((Ψ
t2)[0](F t2)[1] − (Ψt2)[1](F t2)[0])(t1)
et
K2(Ψ, F )(t1, t2) = ((Ψt1)
[0](Ft1)
[1] − (Ψt1)[1](Ft1)[0])(t2).
Remarque 5.2.3. 1. Les fonctions Ψ et F e´tant syme´triques, pour tout
(t1, t2) ∈ (R∗)2 − diag et pour j ∈ {0, 1}, elles ve´rifient les relations
(Ft1)
[j](t2) = (F
t2)[j](t1) et (Ψt1)
[j](t2) = (Ψ
t2)[j](t1)
et donc on a
K1(Ψ, F )(t1, t2) = K2(Ψ, F )(t2, t1).
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2. Comme F est une fonction a` support borne´, nulle au voisinage de tout
e´le´ment diagonal de R2, il en est de meˆme des fonctions Kj(Ψ, F ) pour
j ∈ {1, 2}.
Lemme 5.2.1. Pour tout F ∈ H2log, les fonctions t 7→ K2(Ψ, F )(t, 0±) sont
inte´grables sur R et on a
Im(L1 + L2,Ψ, F ) = 4
∫
R
[K2(Ψ, F )(t, 0
−)−K2(Ψ, F )(t, 0+)]dt.
Preuve : On a
Im(L1 + L2,Ψ, F ) =
∫
t1>t2
(Ψ(L1 + L2)F − F (L1 + L2)Ψ) (t1, t2)dt1dt2
=
∫
t1>t2
([ΨL1F − FL1Ψ] + [ΨL2F − FL2Ψ]) (t1, t2)dt1dt2.
Soit k ∈ {1, 2}. Montrons que ΨLkF − FLkΨ = 4 ∂∂tkKk(Ψ, F ) est
inte´grable sur R2. Pour une fonction f de classe C2 sur un ouvert de R∗,
nous avons l’e´galite´ L(log |t|f(t)) = 8f ′(t) + 4 log |t|(f ′(t) + tf ′′(t)). Ainsi,
pour chaque composante connexe C de (R∗)2 − diag, il existe des fonctions
Gi,j ∈ D(R2 − diag) ou` 0 ≤ i, j ≤ 2 telles que, pour (t1, t2) ∈ C, on ait(
Ψ
(
LkF
)− F (LkΨ))(t1, t2) = ∑
0≤i,j≤2
Gi,j(t1, t2)(log |t1|)i(log |t2|)j .
Par suite, la fonction ΨLkF − FLkΨ = 4 ∂
∂tk
Kk(Ψ, F ) est inte´grable sur
R2. Les proprie´te´s sur le support de F ( remarque 5.2.3 (2.)) et le the´ore`me
de Fubini assurent l’inte´grabilite´ des fonctions Kk(Ψ, F )(t, 0
±). On obtient
donc
Im(L1 + L2,Ψ, F )
=
∫
t1>t2
[ΨL1F − FL1Ψ](t1, t2)dt1dt2 +
∫
t1>t2
[ΨL2F − FL2Ψ](t1, t2)dt1dt2
= 4
∫
t1>t2
∂
∂t1
K1(Ψ, F )(t1, t2)dt1dt2 + 4
∫
t1>t2
∂
∂t2
K2(Ψ, F )(t1, t2)dt1dt2.
Par ailleurs, le the´ore`me de Fubini et les proprie´te´s sur le support de F
donne
∫
t1>t2>0
∂
∂t1
K1(Ψ, F )(t1, t2)dt1dt2 = 0, et donc, on obtient∫
t1>t2
∂
∂t1
K1(Ψ, F )(t1, t2)dt1dt2
=
∫
t1>0>t2
∂
∂t1
K1(Ψ, F )(t1, t2)dt1dt2 +
∫
0>t1>t2
∂
∂t1
K1(Ψ, F )(t1, t2)dt1dt2
= −
∫ 0
−∞
K1(Ψ, F )(0
+, t)dt+
∫ 0
−∞
K1(Ψ, F )(0
−, t)dt,
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Par la syme´trie des fonctions Ψ et F (remarque 5.2.3), on a
K1(Ψ, F )(t1, t2) = K2(Ψ, F )(t2, t1) ce qui implique∫
t1>t2
∂
∂t1
K1(Ψ, F )(t1, t2)dt1dt2 = −
∫ 0
−∞
K2(Ψ, F )(t, 0
+)dt+
∫ 0
−∞
K2(Ψ, F )(t, 0
−)dt.
De meˆme, on obtient la relation
∫
t1>t2
∂
∂t2
K2(Ψ, F )(t1, t2)dt1dt2 = −
∫ +∞
0
K2(Ψ, F )(t, 0
+)dt+
∫ +∞
0
K2(Ψ, F )(t, 0
−)dt.
Ces relations donnent alors le re´sultat voulu.
Proposition 5.2.1. Les trois assertions suivantes sont e´quivalentes :
1. Pour tout F ∈ H2log, on a Im(L1 + L2,Ψ, F ) = 0,
2. Pour j ∈ {0, 1} et t1 ∈ R∗ alors (Ψt1)[j](0+) = (Ψt1)[j](0−).
3. Pour tout f ∈ D(H ·8 m ∩ q) et pour tout t ∈ R∗, on a
K2(Ψ,Mfm)(t, 0+) = K2(Ψ,Mfm)(t, 0−).
Remarque 5.2.4. Graˆce a` la remarque 5.2.3, on constate que
1. le point 2. de la proposition pre´ce´dente est e´quivalent a` l’assertion
suivante :
(2’.) pour j ∈ {0, 1} et t2 ∈ R∗ alors (Ψt2)[j](0+) = (Ψt2)[j](0−).
2. le point 3. de la proposition pre´ce´dente est e´quivalent a` l’assertion
suivante :
(3’.) pour tout f ∈ D(H ·8 m ∩ q) et pour tout t ∈ R∗, on a
K1(Ψ,Mfm)(0+, t) = K1(Ψ,Mfm)(0−, t).
P reuve de la proposition 5.2.1 : Supposons que Im(L1 + L2,Ψ, F ) = 0 pour
tout F ∈ H2log. Par le lemme 5.2.1, ceci s’e´crit∫
R
[K2(Ψ, F )(t, 0
−)−K2(Ψ, F )(t, 0+)]dt = 0,
ce qui s’e´crit e´galement, graˆce a` la remarque 5.2.2
∫
R
[
(Ft1)
[1](0)
(
(Ψt1)
[0](0−)−(Ψt1)[0](0+)
)−(Ft1)[0](0)((Ψt1)[1](0−)−(Ψt1)[1](0+))]dt1 = 0.
Nous allons appliquer cette e´galite´ a` des fonctions test pour obtenir les
relations voulues sur Ψ. Soit χ ∈ D(R∗) quelconque. Il existe ε ∈]0, 1[ tel que
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supp(χ) ⊂ [−ε−1,−ε]∪ [ε, ε−1]. Soit ϕ ∈ D(R) telle que supp(ϕ) ⊂ [ ε2 , 2ε−1]
et ϕ ≡ 1 sur [ε; ε−1]. On de´finit la fonction A de H2log par
A(t1, t2) = χ(|t1 − t2|)(ϕ(t1) + ϕ(t2)) + χ(−|t1 − t2|)(ϕ(−t1) + ϕ(−t2)).
Ainsi, pour tout t1 ∈ R, on a (At1)[1](0±) = 0 et (At1)[0](0±) = A(t1, 0)
et de plus, si t1 > 0 alors A(t1, 0) = χ(t1)ϕ(t1) = χ(t1) et si t1 < 0 alors
A(t1, 0) = χ(−|t1|)ϕ(−t1) = χ(t1).
On obtient donc
Im(L1 + L2,Ψ, A) = 4
∫
R
χ(t1)((Ψt1)
[1](0+)− (Ψt1)[1](0−))dt1 = 0.
Cette e´galite´ est vraie pour toute fonction χ ∈ D(R∗) ce qui donne la
premie`re conclusion
(Ψt1)
[1](0+) = (Ψt1)
[1](0−),∀t1 ∈ R∗.
Maintenant, pour (t1, t2) dans (R
∗)2, on pose C(t1, t2) = (log |t1| +
log |t2|)A(t1, t2) ∈ H2log . Pour t1 ∈ R∗, on a (Ct1)[1](0±) = A(t1, 0) = χ(t1)
et (Ct1)
[0](0±) = log |t1|χ(t1). De plus, comme (Ψt1)[1](0+) = (Ψt1)[1](0−),
on en de´duit
Im(L1 + L2,Ψ, C) = 4
∫
R
(
χ(t1)((Ψt1)
[0](0+)− (Ψt1)[0](0−))
)
dt1.
Nous concluons comme pre´ce´demment que
(Ψt1)
[0](0+)− (Ψt1)[0](0−) = 0,∀t1 ∈ R∗.
Nous obtenons ainsi l’implication (1)⇒ (2).
On suppose maintenant que pour j ∈ {0, 1} et t1 ∈ R∗ alors
(Ψt1)
[j](0+) = (Ψt1)
[j](0−). Par la remarque 5.2.2, pour F ∈ H2log, on a alors
imme´diatement K2(Ψ, F )(t1, 0
+) = K2(Ψ, F )(t1, 0
−) pour tout t1 ∈ R∗ ce
qui donne l’assertion (3).
L’implication (3) ⇒ (1) est imme´diate par l’expression de Im(L1 +
L2,Ψ, F ) donne´e au lemme 5.2.1 et la surjectivite´ l’application f 7→ Mfm
de D(H ·8 m ∩ q) dans H2log.
De´finition 5.2.2. 1. Pour f et g deux fonctions d’une variable x re´elle
ou complexe, on note
S+(f, g)(x1, x2) = f(x1)g(x2) + f(x2)g(x1)
et
[f, g](x1, x2) = f(x1)g(x2)− f(x2)g(x1).
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2. Si (fj)j∈J est une famille finie d’un espace vectoriel, on note
V ect〈fj ; j ∈ J〉 le sous-espace vectoriel engendre´ par la famille (fj)j∈J .
Corollaire 5.2.1. La fonction Ψ satisfait l’une des conditions e´quivalentes
de la proposition 5.2.1 si et seulement si
Ψ ∈ V ect〈S+(A,B)(t1, t2), signe(t1−t2)[A,B](t1, t2); (A,B) ∈ Sol(L, λ1)×Sol(L, λ2)〉.
P reuve : Par le lemme 4.2.1, la fonction Ψ se´crit, sous les formes suivantes :
Pour i ∈ {1, 2}, il existe (f+i , g+i ) ∈ Sol(L, λ2)× Sol(L, λ1) telles que, pour
t1 > t2 > 0,
Ψ(t1, t2) = f
+
1 (t1)Φλ1(t2) + f
+
2 (t1)W
r
λ1(t2) + g
+
1 (t1)Φλ2(t2) + g
+
2 (t1)W
r
λ2(t2),
Pour i ∈ {1, 2}, Il existe (f−i , g−i ) ∈ Sol(L, λ2)× Sol(L, λ1) telles que, pour
t1 > 0 > t2,
Ψ(t1, t2) = f
−
1 (t1)Φλ1(t2) + f
−
2 (t1)W
r
λ1(t2) + g
−
1 (t1)Φλ2(t2) + g
−
2 (t1)W
r
λ2(t2),
La condition (Ψt1)
[1](0+) = (Ψt1)
[1](0−) implique que f+2 (t1) + g
+
2 (t1) =
f−2 (t1) + g
−
2 (t1) pour tout t1 ∈ R∗+. Comme Sol(L, λ2) ∩ Sol(L, λ1) = {0},
alors, pour tout t1 ∈ R∗+, on obtient f+2 (t1) = f−2 (t1) et g+2 (t1) = g−2 (t1). On
pose alors f2(t1) = f
+
2 (t1) = f
−
2 (t1) et g2(t1) = g
+
2 (t1) = g
−
2 (t1).
De meˆme la condition (Ψt1)
[0](0+) = (Ψt1)
[0](0−) implique que, pour
tout t1 ∈ R∗+ alors f1(t1) := f+1 (t1) = f−1 (t1) et g1(t1) := g+1 (t1) = g−1 (t1).
Ainsi sur {(t1, t2), t1 > t2, t1 > 0}, nous avons
Ψ(t1, t2) = f1(t1)Φλ1(t2) + f2(t1)W
r
λ1(t2) + g1(t1)Φλ2(t2) + g2(t1)W
r
λ2(t2).
En raisonnant de la meˆme manie`re sur l’ensemble {(t1, t2), t1 > t2, t2 <
0} en utilisant les relations (Ψt2)[j](0+) = (Ψt2)[j](0−), j ∈ {0, 1}, nous
obtenons, pour t1 > t2 et t2 < 0 la meˆme expression pour Ψ, c’est-a`-dire
Ψ(t1, t2) = f1(t1)Φλ1(t2) + f2(t1)W
r
λ1
(t2) + g1(t1)Φλ2(t2) + g2(t1)W
r
λ2
(t2).
Comme Ψ est syme´trique par rapport aux deux variables, on peut
donc l’e´crire comme combinaison line´aire des fonctions 1t1≤t2A(t1)B(t2) +
1t1>t2A(t2)B(t1) avec (A,B) ou (B,A) dans Sol(L, λ1)×Sol(L, λ2). On en
de´duit aise´ment le corollaire.
Proposition 5.2.2. Soit Ψ ∈ V ect〈S+(A,B)(t1, t2), signe(t1 −
t2)[A,B](t1, t2); (A,B) ∈ Sol(L, λ1)× Sol(L, λ2)〉.
Alors, pour tout F ∈ H2log, on a la relation
Im((L1 − L2)2,Ψ, F ) = 0.
P reuve : Nous allons montrer que les inte´grales Im(L1 −L2, (L1 −L2)Ψ, F )
et Im(L1−L2,Ψ, (L1−L2)F ) existent et sont nulles. Ceci donnera le re´sultat
voulu puisque, dans ce cas, on aura
Im((L1−L2)2,Ψ, F ) = Im(L1−L2, (L1−L2)Ψ, F )+Im(L1−L2,Ψ, (L1−L2)F ) = 0.
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On proce`de comme dans la preuve du lemme 5.2.1. Par hypothe`se sur Ψ
et de´finition de H2log, pour g = Ψ ou F , il existe des fonctions (gi,j)0≤i,j≤1
de classe C∞ sur R2 telles que, pour (t1, t2) ∈ (R∗)2 − diag, l’on ait
g(t1, t2) =
∑
0≤i,j≤1
gi,j(t1, t2)(log |t1|)i(log |t2|)j .
Comme, pour toute fonction f de classe C2 sur un ouvert de R∗, pour
tout t ∈ R∗, on a L(log |t|f(t)) = 8f ′(t)+4 log |t|(f ′(t)+tf ′′(t)), les fonctions
LkΨ et LkF , pour k = 1, 2 ont une expression du meˆme type. Ainsi, si g
de´signe l’une des fonctions Ψ, F , (L1 − L2)Ψ ou (L1 − L2)F , les fonctions
(t1, t2) 7→ (gt1)[j](t2) sont continues en tout point (t, 0) pour t ∈ R∗.
Comme F est nulle en dehors d’un compact de R2−diag, le meˆme raison-
nement que dans la preuve du lemme 5.2.1 donne que, pour (g, h) =
(
(L1 −
L2)Ψ, F
)
ou
(
Ψ, (L1 − L2)F
)
, la fonction g(Lkh) − (Lkg)h = 4 ∂
∂tk
Kk(g, h)
est inte´grable sur R2 et on a la relation
Im(L1 − L2, g, h) = 4
∫ 0
−∞
[K1(g, h)(0
−, t)−K1(g, h)(0+, t)]dt
−4
∫ +∞
0
[K2(g, h)(t, 0
−)−K2(g, h)(t, 0+)]dt.
Comme Ψ et F sont syme´triques, l’une des deux fonctions g ou h est
syme´trique et l’autre est antisyme´trique . Ainsi, pour (t1, t2) ∈ (R∗)2−diag,
on a
K1(g, h)(t1, t2) = −K2(g, h)(t2, t1).
et on obtient
Im(L1 − L2, g, h) = 4
∫
R
[K2(g, h)(t, 0
+)−K2(g, h)(t, 0−)]dt.
La remarque 5.2.2 et les proprie´te´s de g et h de´crites pre´ce´demment
donnent K2(g, h)(t, 0
+) = K2(g, h)(t, 0
−). Ainsi, on obtient
Im(L1 − L2,Ψ, (L1 − L2)F ) = Im(L1 − L2, (L1 − L2)Ψ) = 0.
5.2.2 Recollement sur H · (z3 ∩ q)+
Nous e´tudions dans ce paragraphe les conditions ne´cessaires et suffisantes
pour que les fonctions Ψm et Ψ2 ve´rifient les relations (Rec) pour tout f ∈
D(H · (z3 ∩ q)+).
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Les e´le´ments re´guliers de H ·(z3∩q)+ sont conjugue´s par H a` un e´le´ment
de a+,+ ou de a2. La H-orbite d’un e´le´ment semi-simple de a+,+ est ca-
racte´rise´e par deux re´els positifs t1 et t2, parame´trisation utilise´e dans le pa-
ragraphe pre´ce´dent et celle d’un e´le´ment semi-simple de a2 par deux nombres
complexes conjugue´s (τ + ıθ)2 et (τ − ıθ)2.
Ici, nous utiliserons la parame´trisation suivante des e´le´ments de
a+,+ plus cohe´rente avec celle de a2. Pour (τ, θ) ∈ R2, on note
Xrτ,θ =
 0
τ + θ 0
0 τ − θ
τ + θ 0
0 τ − θ 0
 , de telle sorte que
a+,+ = {Xrτ,θ, (τ, θ) ∈ R2}. Avec ces notations, la H-orbite de Xrτ,θ
est donc l’orbite caracte´rise´e par les deux re´els positifs (τ + θ)2 et (τ − θ)2
et on a |δ|(Xrτ,θ)| = 4|τθ|.
Pour f ∈ D(H · (z3 ∩ q)+) et Ψm fixe´e comme pre´ce´demment, on de´finit
les fonctions (Mfm)r et (Ψm)r sur {(τ, θ) ∈ (R∗)2; τ2 6= θ2} par
(Mfm)r(τ, θ) =MH(f)(Xrτ,θ) =Mfm((τ + θ)2, (τ − θ)2)
(Ψm)r(τ, θ) = Ψ˜(X
r
τ,θ) = Ψm((τ + θ)
2, (τ − θ)2) .
Comme Ψ˜ et MH(f) sont invariantes par le groupe de Weyl WH(a+,+),
les fonctions (Ψm)r et (Mfm)r sont syme´triques et paires en chaque variable.
Pour Φ =
Ψ˜
|δ| , la formule d’inte´gration de Weyl ( lemme 3.1.2) donne
alors
∫
H·a+,+
Φ(X)f(X) =
∫
R2
Φ(Xrτ,θ)MH(f)(Xrτ,θ)|4τθ||τ2 − θ2|dτdθ
=
∫
R2
(Ψm)r(τ, θ)(Mfm)r(τ, θ)|τ2−θ2|dτdθ =
∫
t1>t2>0
Ψm(t1, t2)Mfm(t1, t2)dt1dt2.
De´finition 5.2.3. Soient f et g deux fonctions des variables (τ, θ) ∈
{(x, y) ∈ (R∗)2, x2 6= y2}. Soit D un ope´rateur diffe´rentiel sur R2 tel que
Df et Dg existent. On notera, lorsque l’inte´grale conside´re´e converge
Irm(D, f, g) =
∫
R2
|τ2 − θ2|(f (Dg) − (Df) g)(τ, θ)dτdθ.
Sur chaque sous-espace de Cartan a, les composantes radiales des
ope´rateurs ∂(Q) et ∂(S0) sont donne´es en terme des ope´rateurs Lγ =
1
4γ∂hγ
(
γ∂hγ
)
(proposition 4.1.1) ou` γ est une racine positive de multiplicite´
1 de a.
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Sur a+,+, les racines positives de multiplicite´ 1 sont donne´es par
α1(X
r
τ,θ) = 2(τ + θ) et α2(X
r
τ,θ) = 2(τ − θ). Par ailleurs, les racines po-
sitives de multiplicite´ 1 de a2 sont donne´es par α(Xτ,θ) = 2(τ + ıθ) et sa
conjugue´e α. Ainsi, les ope´rateurs Lγ , pour γ(X) = 2(τ + ǫθ) avec ǫ = ±1
si X = Xrτ,θ ∈ a+,+ et ǫ = ±ı si X = Xτ,θ ∈ a2, s’expriment de la manie`re
suivante
Lγ =
1
4(τ + ǫθ)
(
∂
∂τ
+ ǫ
∂
∂θ
)
(
(τ + ǫθ)(
∂
∂τ
+ ǫ
∂
∂θ
)
)
.
Graˆce aux lemme 4.2.2 et corollaire 4.2.1 on obtient donc :
Lemme 5.2.2. Pour f ∈ D(H · (z3 ∩ q)+), on a
Im(L1 + L2,Ψm,Mfm) = Irm(Lα1 + Lα2 , (Ψm)r, (Mfm)r)
et Im
(
(L1 − L2)2,Ψm,Mfm) = Irm(
(
Lα1 − Lα2)2, (Ψm)r, (Mfm)r).
Ainsi les relations de recollement (Rec) s’e´crivent pour f ∈ D(H · (z3 ∩
q)+),
{
Irm(Lα1 + Lα2 , (Ψm)r, (Mfm)r) + 2I2(Lα + Lα,Ψ2,Mf2) = 0
Irm
(
(Lα1 − Lα2)2, (Ψm)r, (Mfm)r
)
+ 2I2
(
(Lα − Lα)2,Ψ2,Mf2) = 0
Pour e´tudier ces relations, on introduit les notations suivantes. Pour g et
h deux fonctions de classe C2 sur un ouvert U de R2, on de´finit les ope´rateurs
Rτ et Rθ par
Rτ (g, h)(τ, θ) =
(
g
∂h
∂τ
− ∂g
∂τ
h
)
(τ, θ) et Rθ(g, h)(τ, θ) =
(
g
∂h
∂θ
− ∂g
∂θ
h
)
(τ, θ).
Soit γ(X) = 2(τ + ǫθ) avec ǫ = ±1 si X = Xrτ,θ ∈ a+,+ et ǫ = ±ı si
X = Xτ,θ ∈ a2. On a alors ∂hγ = ( ∂
∂τ
+ ǫ
∂
∂θ
) et donc g(∂hγh)− (∂hγg)h =
Rτ (g, h) + ǫRθ(g, h).
Ainsi, pour (τ, θ) ∈ U avec τ2 6= ǫ2θ2, on obtient
|τ2−ǫ2θ2|[g(Lγh)−(Lγg)h](τ, θ) = 1
4
(
∂
∂τ
+ǫ
∂
∂θ
)
(
|τ2−ǫ2θ2|[Rτ (g, h)+ǫRθ(g, h)])(τ, θ),
et donc, on a les relations suivantes
|τ2 − θ2| (g(Lα1 + Lα2)(h) − h(Lα1 + Lα2)(g)) (τ, θ)
= 12
[ ∂
∂τ
(|τ2 − θ2|Rτ (g, h)) (τ, θ) + ∂
∂θ
(|τ2 − θ2|Rθ(g, h)) (τ, θ)],
et |τ2 + θ2| (g(Lα + Lα)(h) − h(Lα + Lα)(g)) (τ, θ)
= 12
[ ∂
∂τ
(
(τ2 + θ2)Rτ (g, h)
)
(τ, θ)− ∂
∂θ
(
(τ2 + θ2)Rθ(g, h)
)
(τ, θ)
]
.
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Nous rappelons maintenant les proprie´te´s des fonctions (Ψm)r, Ψ2,
(Mfm)r et Mf2 que nous utiliserons.
Par le the´ore`me 3.4.1, pour tout f ∈ D(H ·(z3∩q)+), il existe une unique
fonction Gf = a(τ, w)+|w|1/2b(τ, w) ∈ HpairY ou` a et b sont paires par rapport
a` la premie`re variable et appartiennent a` D(R∗×R∩{(τ, w); τ2 > w}), telle
que, pour τθ 6= 0, on ait
(Mfm)r(τ, θ) =MH(f)(Xrτ,θ) = Gf (τ, θ2) = a(τ, θ2) pour τ2 − θ2 > 0
(Mfm)r(τ, θ) =MH(f)(Xrθ,τ ) = Gf (θ, τ2) = a(θ, τ2) pour τ2 − θ2 < 0
Mf2(τ, θ) =MH(f)(Xτ,θ) = Gf (τ,−θ2) = a(τ,−θ2) + |θ|b(τ,−θ2).
De plus, l’application f 7→ Gf est surjective de D(H · (z3 ∩ q)+) dans
HpairY .
Remarque 5.2.5. La fonction (Mfm)r est syme´trique et paire en chaque
variable. Elle se prolonge en une fonction de classe C∞ a` support compact
contenu dans {(τ, θ) ∈ R2; τ2 6= θ2}. La fonction Mf2 se prolonge en une
fonction continue a` support compact contenu dans R∗ ×R et pour tout D ∈
C[
∂
∂τ
,
∂
∂θ
] et τ 6= 0, les limites (DMf2)(τ, 0±) existent.
La fonction (Ψm)r(τ, θ) est syme´trique et paire en chaque variable. Graˆce
au lemme 4.2.1, pour τ > θ > 0, elle est somme de fonctions de la forme
[A((τ + θ)2)+ log(τ + θ)2B((τ + θ)2)][C((τ − θ)2)+ log(τ − θ)2D((τ − θ)2)],
ou` A, B, C et D sont analytiques sur R.
La fonction Ψ2 est paire en chaque variable et la proposition 4.2.2 permet
d’e´crire Ψ2 sur (R
∗
+)
2 comme somme de fonctions de la forme [Ac((τ +
ıθ)2) + log(τ + ıθ)2Bc((τ + ıθ)
2)][Cc((τ − ıθ)2) + log(τ − ıθ)2Dc((τ − ıθ)2)],
ou` Ac, Bc, Cc et Dc sont analytiques sur C.
Remarque 5.2.6. En particulier, pour tout D ∈ C[ ∂
∂τ
,
∂
∂θ
] et τ 6= 0, les
limites D(Ψm)r(τ, 0
+), D(Ψm)r(0
+, τ) et (DΨ2)(τ, 0
±) existent.
Lemme 5.2.3. Soit f ∈ D(H · (z3 ∩ q)+). On a les relations suivantes
Irm(Lα1 + Lα2 , (Ψm)r, (Mfm)r) = −4
∫ +∞
0
τ2Rθ((Ψm)r, (Mfm)r)(τ, 0+)dτ
I2(Lα + Lα,Ψ2,Mf2) = 2
∫ +∞
0
τ2Rθ(Ψ2,Mf2)(τ, 0+)dτ.
Preuve : Par les remarques 5.2.5 et 5.2.6, pour R = Rτ ou Rθ et D ∈
C[
∂
∂τ
,
∂
∂θ
], la fonction D
[|τ2 − θ2|R((Ψm)r, (Mfm)r)] se prolonge en une
fonction de classe C∞ sur R2+ a` support compact contenu dans D(R2+−diag).
Par parite´ en τ et θ de (Ψm)r et (Mfm)r, cette fonction est inte´grable sur
R2. Ainsi, on a
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Irm(Lα1+Lα2 , (Ψm)r, (Mfm)r) = 2
∫
τ > 0
θ > 0
(
∂
∂τ
(|τ2 − θ2|Rτ ((Ψm)r, (Mfm)r)) (τ, θ)
+
∂
∂θ
(|τ2 − θ2|Rθ((Ψm)r, (Mfm)r)) (τ, θ)) dτdθ
= −2
∫ +∞
0
θ2Rτ ((Ψm)r, (Mfm)r)(0+, θ)dθ−2
∫ +∞
0
τ2Rθ((Ψm)r, (Mfm)r)(τ, 0+)dτ.
Comme les fonctions (Ψm)r et (Mfm)r sont syme´triques en (τ, θ), on
obtient
Irm(Lα1 + Lα2 , (Ψm)r, (Mfm)r) = −4
∫ +∞
0
τ2Rθ((Ψm)r, (Mfm)r)(τ, 0+)dτ,
ce qui donne la premie`re e´galite´.
De meˆme, par les remarques 5.2.5 et 5.2.6, les fonctions
∂
∂τ
[(τ2 +
θ2)Rτ (Ψ2,Mf2)] et ∂
∂θ
[(τ2 + θ2)Rθ(Ψ2,Mf2)] sont paires en chaque va-
riable et inte´grables sur R2 et on a
I2(Lα + Lα,Ψ2,Mf2) = 2
∫
τ > 0
θ > 0
∂
∂τ
(
(τ2 + θ2)Rτ (Ψ2,Mf2)
)
(τ, θ)dτdθ
−2
∫
τ > 0
θ > 0
∂
∂θ
(
(τ2 + θ2)Rθ(Ψ2,Mf2)
)
(τ, θ)dτdθ.
On obtient la deuxie`me relation carMf2 est nulle au voisinage des points
(0, θ) ∈ {0} × R∗.
Proposition 5.2.3. Les trois assertions suivantes sont e´quivalentes :
1. Pour tout f ∈ D(H · (z3 ∩ q)+), on a
Im(L1 + L2,Ψm,Mfm) + 2I2(Lα + Lα,Ψ2,Mf2) = 0.
2. Pour tout τ > 0, on a{
∂
∂θ (Ψm)r(τ, 0
+)− ∂∂θΨ2(τ, 0+) = 0
Ψ2(τ, 0
+) = 0
.
3. Pour tout f ∈ D(H · (z3 ∩ q)+) et pour tout τ > 0, on a
Rθ((Ψm)r, (Mfm)r)(τ, 0+)−Rθ(Ψ2,Mf2)(τ, 0+) = 0.
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Preuve : On suppose l’assertion 1. ve´rifie´e. Par les lemmes 5.2.2 et 5.2.3,
pour tout f ∈ D(H · (z3 ∩ q)+), on a donc
−
∫ +∞
0
τ2Rθ((Ψm)r, (Mfm)r)(τ, 0+)dτ+
∫ +∞
0
τ2Rθ(Ψ2,Mf2)(τ, 0+)dτ = 0.
Par surjectivite´ de l’application f 7→ Gf de D(H · (z3 ∩ q)+) dans HpairY
(the´ore`me 3.4.1), l’assertion 1. est donc e´quivalente a`
∫ +∞
0
τ2
[
a(τ, 0)
( ∂
∂θ
(Ψm)r − ∂Ψ2
∂θ
)
(τ, 0+) + b(τ, 0)Ψ2(τ, 0
+)
]
dτ = 0
ceci pour tout a et b dans D((R∗×R)∩{(τ, w); τ2 > w}) paires par rapport
a` la premie`re variable.
Soit χ ∈ D(R∗+) quelconque. Il existe ε ∈]0, 1[ tel que supp(χ) soit inclus
dans [ε, ε−1]. Soit φ ∈ D(R) telle que φ ≡ 1 sur [−ε2/2; ε2/2] et φ ≡ 0 sur
R− [−ε2; ε2].
En prenant la fonction a(t, w) nulle et b(t, w) de´finie par b(t, w) =
χ(t)+χ(−t)
t2 (1 − φ(t2 − w))φ(w), on obtient b(τ, 0) =
1
τ2
χ(τ) pour τ > 0 et
donc ∫ +∞
0
χ(τ)Ψ2(τ, 0
+)dτ = 0.
Cette dernie`re e´galite´ e´tant vraie pour toute fonction χ de D(R∗+), alors
Ψ2(τ, 0
+) = 0, ∀τ ∈ R∗+.
Maintenant, en prenant la fonction a(t, w) = χ(t)+χ(−t)
t2
(1−φ(t2−w))φ(w)
et la fonction b(t, w) nulle, nous obtenons alors∫ +∞
0
χ(τ)
(
∂(Ψm)r
∂θ
(τ, 0+)− ∂Ψ2
∂θ
(τ, 0+)
)
dτ = 0.
Cette dernie`re e´galite´ est vraie pour toute fonction χ de D(R∗+), ainsi on
a
∂(Ψm)r
∂θ
(τ, 0+)− ∂Ψ2
∂θ
(τ, 0+) = 0.
Ceci donne l’implication 1 .⇒ 2 .
Maintenant on suppose que Ψ2(τ, 0
+) = 0 et
∂(Ψm)r
∂θ
(τ, 0+) −
∂Ψ2
∂θ
(τ, 0+) = 0. Soit f ∈ D(H · (z3 ∩ q)+). Nous avons les proprie´te´s
(Mfm)r(τ, 0+) =Mf2(τ, 0+), ∂
∂θ
(Mfm)r(τ, 0+) = 0, et ∂
∂θ
Mf2(τ, 0+) est finie.
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Les hypothe`ses sur Ψ2 et Ψm donne alors
Rθ(Ψ2,Mf2)(τ, 0+)−Rθ((Ψm)r, (Mfm)r)(τ, 0+)
= −∂Ψ2
∂θ
(τ, 0+)Mf2(τ, 0+) + ∂(Ψm)r
∂θ
(τ, 0+)(Mfm)r(τ, 0+) = 0,
d’ou` l’implication 2 .⇒ 3 .
L’implication 3 .⇒ 1 . est imme´diate par les lemmes 5.2.2 et 5.2.3.
Nous de´crivons maintenant l’espace des fonctions Ψm et Ψ2 satisfaisant
les assertions de la proposition 5.2.3.
Pour k ∈ {1, 2}, on note
A1,λk(z) = Φλk(z) et A2,λk(z) =Wλk(z) = wλk(z) + log(z)Φλk(z),
le syste`me fondamental de solutions de Lcy = λky sur C− R− (proposition
4.2.1).
La restriction de ces fonctions a` R∗+ est un syste`me fondamental de so-
lution de Ly = λky sur R
∗
+ c’est-a`-dire, pour t > 0, on a W
r
λk
(t) = Wλk(t).
On omettra l’exposant ”r” dans la suite de ce paragraphe.
Lemme 5.2.4. Sur R∗+, la famille de fonctions {(Ai,λ1Aj,λ2)(t)}1≤i,j≤2 est
libre.
Preuve : Soit αi,j ∈ C tels que, pour tout t > 0, l’on ait∑
1≤i,k≤2 αi,jAi,λ1(t)Aj,λ2(t) = 0. Cette relation s’e´crit aussi[
α1,1Φλ1Φλ2 + α1,2Φλ1wλ2 + α2,1wλ1Φλ2 + α2,2wλ1wλ2
]
(t)
+ log(t)
[
(α1,2+α2,1)Φλ1Φλ2+α2,2(Φλ1wλ2+wλ1Φλ2)
]
(t)+log(t)2α2,2Φλ1Φλ2(t) = 0.
Les fonctions Φλk et wλk sont continues et non nulles en 0. Ainsi, on obtient
aise´ment
α2,2 = α1,2 + α2,1 = 0 et α1,1Φλ1Φλ2 + α1,2
(
Φλ1wλ2 − wλ1Φλ2
)
= 0.
Comme wλ1(0) = wλ2(0) = 2γ ou` γ est la constante d’Euler et Φλ1(0) =
Φλ2(0) = 1, on obtient α1,1 = 0.
Par ailleurs, comme wλk(t) = 2γ + (1 + 2γ)
λkt
4
+ ot→0+(t) et Φλk(t) =
1+
λkt
4
+ot→0+(t), on a Φλ1(t)wλ2(t)−Φλ2(t)wλ1(t) = t4(λ2−λ1)+ot→0+(t)
ce qui donne α1,2 = 0.
Corollaire 5.2.2. Les fonctions Ψm et Ψ2 satisfont l’une des condi-
tions e´quivalentes de la proposition 5.2.3 si et seulement si il existe
Ψ+ ∈ V ect〈S+(A,B); (A,B) ∈ Sol(L, λ1) × Sol(L, λ2)〉 et Ψc ∈
V ect〈[A,B]; (A,B) ∈ Sol(Lc, λ1)× Sol(Lc, λ2)〉 telles que
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pour t1 > t2 > 0 alors Ψm(t1, t2) = Ψ
+(t1, t2) + ıΨc(t1, t2)
pour τ > 0 et θ > 0 alors Ψ2(τ, θ) = Ψc
(
(τ + ıθ)2, (τ − ıθ)2)
Preuve : Par la proposition 4.2.4, il existe des nombres complexes αi,j et βi,j
tels que Ψc(z1, z2) =
∑
1≤i,j≤2 αi,jAi,λ1(z1)Aj,λ2(z2)+ βi,jAi,λ1(z2)Aj,λ2(z1).
Ainsi, pour τ > 0, la condition Ψ2(τ, 0) = 0 implique que,∑
1≤i,j≤2
(αi,j + βi,j)Ai,λ1(τ
2)Aj,λ2(τ
2) = 0.
Par le lemme pre´ce´dent, on obtient donc αi,j + βi,j = 0 pour 1 ≤ i, j ≤ 2 et
par suite
Ψc(z1, z2) =
∑
1≤i,j≤2
αi,j
(
Ai,λ1(z1)Aj,λ2(z2)−Ai,λ1(z2)Aj,λ2(z1)
)
.
Etudions a` pre´sent les conse´quences de la condition ∂∂θ (Ψm)r(τ, 0
+) −
∂
∂θΨ2(τ, 0
+) = 0.
Par la proposition 4.2.2, il existe des nombres complexes ai,j et bi,j tels
que pour τ > θ ≥ 0, on ait :
(Ψm)r(τ, θ) =
∑
1≤i,j≤2
ai,jAi,λ1((τ + θ)
2)Aj,λ2((τ − θ)2)+
∑
1≤i,j≤2
bi,jAi,λ1((τ −
θ)2)Aj,λ2((τ + θ)
2).
On obtient donc
∂
∂θ
(Ψm)r(τ, 0
+) = 2τ
∑
1≤i,j≤2
(ai,j − bi,j)(A′i,λ1(τ2)Aj,λ2(τ2) −
Ai,λ1(τ
2)A
′
j,λ2(τ
2))
et
∂
∂θ
Ψ2(τ, 0
+) = 4ıτ
∑
1≤i,j≤2
αi,j(A
′
i,λ1(τ
2)Aj,λ2(τ
2)−Ai,λ1(τ2)A
′
j,λ2(τ
2)).
La condition ∂∂θ (Ψm)r(τ, 0
+)− ∂∂θΨ2(τ, 0+) = 0 donne alors, pour t > 0∑
1≤i,j≤2
(ai,j − bi,j − 2ıαi,j)(A′i,λ1Aj,λ2 −Ai,λ1A
′
j,λ2)(t) = 0.
En de´rivant cette expression, on obtient∑
1≤i,j≤2
(ai,j − bi,j − 2ıαi,j)(A′′i,λ1Aj,λ2 −Ai,λ1A
′′
j,λ2)(t) = 0.
Ainsi, pour L = 4(t
∂2
∂t2
+
∂
∂t
) et pour tout t > 0, nous avons
0 =
∑
1≤i,j≤2
(ai,j − bi,j − 2ıαi,j)([LAi,λ1 ]Aj,λ2 −Ai,λ1 [LAj,λ2 ])(t)
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=
∑
1≤i,j≤2
(ai,j − bi,j − 2ıαi,j)(λ1 − λ2)Ai,λ1Aj,λ2(t).
Le lemme 5.2.4 donne alors ai,j − bi,j − 2ıαi,j = 0 pour 1 ≤ i, j ≤ 2. Ceci
permet d’obtenir l’expression suivante de Ψm pour t1 > t2 > 0 :
Ψm(t1, t2) =
∑
1≤i,j≤2
ai,jAi,λ1(t1)Aj,λ2(t2) + bi,jAi,λ1(t2)Aj,λ2(t1)
=
∑
1≤i,j≤2
ai,j + bi,j
2
(
Ai,λ1(t1)Aj,λ2(t2) +Ai,λ1(t2)Aj,λ2(t1)
)
+ ıΨc(t1, t2).
ce qui donne les expressions de Ψ2 et Ψm voulues. La re´ciproque est
imme´diate par simple calcul.
Proposition 5.2.4. On suppose qu’il existe Ψ+ ∈ V ect〈S+(A,B); (A,B) ∈
Sol(L, λ1) × Sol(L, λ2)〉 et Ψc ∈ V ect〈[A,B]; (A,B) ∈ Sol(Lc, λ1) ×
Sol(Lc, λ2)〉 telles que
pour t1 > t2 > 0 alors Ψm(t1, t2) = Ψ
+(t1, t2) + ıΨc(t1, t2)
pour τ > 0 et θ > 0 alors Ψ2(τ, θ) = Ψc
(
(τ + ıθ)2, (τ − ıθ)2)
Alors, pour tout f ∈ D(H · (z3 ∩ q)+), on a
Im((L1 − L2)2,Ψm,Mfm) + 2I2((Lα − Lα)2,Ψ2,Mf2) = 0.
P reuve : Soit f ∈ D(H · (z3 ∩ q)+). Il existe deux fonctions a et b de
D(R∗ × R ∩ {(τ, w); τ2 > w}) paires en la premie`re variable telles que :
pour τ > θ ≥ 0, alors (Mfm)r(τ, θ) = a(τ, θ2)
et pour τ > 0 et θ ≥ 0 alors Mf2(τ, θ) = a(τ,−θ2) + θb(τ,−θ2).
On proce`de comme dans la preuve du lemme 5.2.3. On rappelle que
Im((L1 − L2)2,Ψm,Mfm) = Irm
(
((Lα1 − Lα2)2, (Ψm)r, (Mfm)r
)
.
On conside`re tout d’abord D = Lα1−Lα2 et (g, h) = ((Ψm)r,D(Mfm)r)
ou (D(Ψm)r), (Mfm)r). Par l’expression des Lαj pour j = 1, 2, on a d’une
part
Lα1 − Lα2 =
∂
∂τ
∂
∂θ
− θ
τ2 − θ2
∂
∂τ
+
τ
τ2 − θ2
∂
∂θ
,
et d’autre part, pour A et B deux fonctions de classe C2 sur un ouvert U de
R2 et pour (τ, θ) ∈ U avec τ2 6= θ2, on a la relation suivante
|τ2 − θ2| (A(Lα1 − Lα2)(B)−A(Lα1 − Lα2)(B)) (τ, θ)
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=
1
2
[ ∂
∂θ
(|τ2 − θ2|Rτ (A,B)) (τ, θ) + ∂
∂τ
(|τ2 − θ2|Rθ(A,B)) (τ, θ)].
Les remarques 5.2.5 et 5.2.6 assurent l’inte´grabilite´ des deux fonctions
∂
∂τ
(|τ2 − θ2|Rθ(g, h)) (τ, θ) et ∂
∂θ
(|τ2 − θ2|Rτ (g, h)) (τ, θ) sur R2+. Comme
D(Mfm)r et D(Ψm)r sont impaires en chaque variable, la fonction g(Dh)−
(Dg)h est paire en chaque variable. On obtient alors
Irm(Lα1 − Lα2 , g, h) = 2
∫
τ > 0
θ > 0
(
∂
∂τ
(|τ2 − θ2|Rθ(g, h)) (τ, θ)
+
∂
∂θ
(|τ2 − θ2|Rτ (g, h)) (τ, θ)) dτdθ.
puis, en utilisant la syme´trie des fonctions g et h,
Irm(Lα1−Lα2 , g, h) = −2
∫ +∞
0
θ2Rθ(g, h)(0
+, θ)dθ−2
∫ +∞
0
τ2Rτ (g, h)(τ, 0
+)dθ
= −4
∫ +∞
0
τ2Rτ (g, h)(τ, 0
+)dθ
Pour τ > θ ≥ 0 on a (Mfm)r(τ, θ) = a(τ, θ2). Ainsi la fonction h =
(Lα1 − Lα2)(Mfm)r ve´rifie h(τ, 0+) =
∂
∂τ
h(τ, 0+) = 0 pour tout τ > 0 et
donc Irm(Lα1 − Lα2 , (Ψm)r, (Lα1 − Lα2)(Mfm)r) = 0. On en de´duit l’e´galite´
suivante.
Irm((Lα1−Lα2)2, (Ψm)r, (Mfm)r) = Irm(Lα1−Lα2 , (Lα1−Lα2)(Ψm)r, (Mfm)r)
= −4
∫ +∞
0
τ2
[
(Lα1−Lα2)(Ψm)r(τ, 0+)
∂
∂τ
a(τ, 0)− ∂
∂τ
[(Lα1−Lα2)(Ψm)r](τ, 0+)a(τ, 0)
]
dτ.
Conside´rons maintenantD = Lα−Lα et (g, h) = (Ψ2,DMf2) ou (g, h) =
(DΨ2,Mf2). De meˆme que pre´ce´demment, on a
Lα − Lα = −ı ∂
∂τ
∂
∂θ
− ı θ
τ2 + θ2
∂
∂τ
− ı τ
τ2 + θ2
∂
∂θ
,
et pour A et B deux fonctions de classe C2 sur un ouvert U de R2 et pour
(τ, θ) ∈ U avec τ2 6= θ2, on a la relation suivante
(τ2 + θ2) (A(Lα − Lα)(B)−A(Lα − Lα)(B)) (τ, θ)
=
−ı
2
[ ∂
∂θ
(
(τ2 + θ2)Rτ (A,B)
)
(τ, θ) +
∂
∂τ
(
(τ2 + θ2)Rθ(A,B)
)
(τ, θ)
]
.
Les remarques 5.2.5 et 5.2.6 et les proprie´te´s de parite´ des
fonctions conside´re´es assurent l’inte´grabilite´ des deux fonctions
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∂∂τ
(
(τ2 + θ2)Rθ(g, h)
)
(τ, θ) et
∂
∂θ
(
(τ2 + θ2)Rτ (g, h)
)
(τ, θ) sur R2 ce
qui permet d’obtenir
I2(D, g, h) = 2ı
∫ +∞
0
τ2Rτ (g, h)(τ, 0
+)dτ + 2ı
∫ ∞
0
θ2Rθ(g, h)(0
+, θ)dθ.
Pour (τ, θ) ∈ R2+, on aMf2(τ, θ) = a(τ,−θ2)+θb(τ,−θ2) avec a, b ∈ D(R∗×
R∩ {(τ, w); τ2 > w}). En particulier, on a Rθ(g, h)(0+, θ) = 0 pour θ > 0 et
par suite
I2(D, g, h) = 2ı
∫ +∞
0
τ2Rτ (g, h)(τ, 0
+)dτ.
Par hypothe`se, il existe une fonction Ψc ∈ V ect〈[A,B]; (A,B) ∈
Sol(Lc, λ1) × Sol(Lc, λ2)〉 telle que, pour τ > 0 et θ > 0 alors Ψ2(τ, θ) =
Ψc
(
(τ + ıθ)2, (τ − ıθ)2). On a donc Ψ2(τ, 0+) = ∂
∂τ
Ψ2(τ, 0
+) = 0 ce qui
donne Rτ (Ψ2, (Lα − Lα)Mf2)(τ, 0+) = 0, et par suite
I2((Lα − Lα)2,Ψ2,Mf2) = I2(Lα − Lα, (Lα − Lα)Ψ2,Mf2)
= 2ı
∫ ∞
0
τ2
[
(Lα−Lα)Ψ2(τ, 0+) ∂
∂τ
a(τ, 0)− ∂
∂τ
[(Lα−Lα)Ψ2](τ, 0+)a(τ, 0)
]
dτ.
Par hypothe`se, la fonction Ψm est donne´e par Ψm(t1, t2) = (Ψ
++ ıΨc)(t1, t2)
pour t1 > t2 > 0 avec Ψ
+ ∈ V ect〈S+(A,B); (A,B) ∈ Sol(L, λ1) ×
Sol(L, λ2)〉. Par ailleurs, on a les e´galite´s suivantes :
(Lα1 − Lα2)(Ψm)r =
(
(L1 − L2)Ψm
)
r
=
(
(L1 − L2)Ψ+
)
r
+ ı
(
(L1,c − L2,c)Ψc
)
r
(Lα − Lα)Ψ2(τ, θ) =
(
(L1,c − L2,c)Ψc
)(
(τ + ıθ)2, (τ − ıθ)2) pour (τ, θ) ∈ R∗+ .
Ainsi, on obtient
(Lα1 − Lα2)(Ψm)r(τ, 0+) = ı(Lα − Lα)Ψ2(τ, 0+)
∂
∂τ
[
(Lα1 − Lα2)(Ψm)r
]
(τ, 0+) = ı
∂
∂τ
[
(Lα − Lα)Ψ2
]
(τ, 0+).
Graˆce aux expressions obtenues pre´ce´demment de Irm((Lα1 −
Lα2)
2, (Ψm)r, (Mfm)r) et I2((Lα − Lα)2,Ψ2,Mf2), on en de´duit
Irm((Lα1 − Lα2)2, (Ψm)r, (Mfm)r) + 2I2((Lα − Lα)2,Ψ2,Mf2) = 0.
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5.2.3 Recollement sur H ·̟((z3 ∩ q)+)
En utilisant l’isomorphisme ̟ et les re´sultats du paragraphe pre´ce´dent,
nous e´tudions a` pre´sent les conditions ne´cessaires et suffisantes pour que les
fonctions Ψm et Ψ2 ve´rifient les relations (Rec) pour tout f ∈ D(H ·̟((z3∩
q)+)).
Pour P ∈ C[Q,S] et f ∈ D(U), on a de manie`re imme´diate
〈∂(P )TΦ, f〉 − 〈T∂(P )Φ, f〉 =
∫
q
[Φ(X)∂(P )f(X) − ∂(P )Φ(X)f(X)]dX
=
∫
q
[Φ ◦̟(X)(∂(P )f) ◦̟(X) − (∂(P )Φ) ◦̟(X)f ◦̟(X)]dX.
Par ailleurs, pour toute application g de classe C∞ sur un ouvert de q,
on a
∂(Q)(g ◦̟) = −∂(Q)(g) ◦̟
et
∂(S)(g ◦̟) = ∂(S)(g) ◦̟.
Ainsi, comme Φ est solution du syste`me (Eχ) sur q
reg, la fonction Φ ◦̟
est solution du syste`me (Eχ−) sur q
reg ou` χ− est le caracte`re de C[Q,S0]
de´termine´ par χ−(Q) = −χ(Q) = −(λ1+λ2) et χ−(S0) = χ(S0) = (λ1−λ2)2.
D’autre part, comme |δ| est ̟-invariant, on a |δ|(Φ ◦̟) = (|δ|Φ) ◦̟ =
Ψ˜ ◦̟.
On remarque que les fonctions u et v caracte´risant les orbites semi-
simples (avec u+ v = Q et uv = S) satisfont les relations suivantes :
u ◦̟(X) = −v(X) pour X ∈ m ∩ qreg{
u ◦̟(Xτ,θ) = u(Xθ,τ )
v ◦̟(Xτ,θ) = v(Xθ,τ ) pour Xτ,θ ∈ a
reg
2
.
Ainsi, on obtient{
Ψ˜ ◦̟(X) = Ψm(−v(X),−u(X)) = Ψm(−u(X),−v(X)) pour X ∈ m ∩ qreg
Ψ˜ ◦̟(Xτ,θ) = Ψ˜(Xθ,τ ) = Ψ2(θ, τ) = Ψ2(±θ,±τ), pour Xτ,θ ∈ a2.
On introduit alors les fonctions Ψˇm et Ψˇ2 de´finies par
Ψˇm(t1, t2) = Ψm(−t1,−t2) pour (t1, t2) ∈ R2 tel que (t1 − t2)t1t2 6= 0
Ψˇ2(τ, θ) = Ψ2(θ, τ) pour (τ, θ) ∈ (R∗)2
de telle sorte que (|δ|Φ ◦̟)m = Ψˇm et (|δ|Φ ◦̟)2 = Ψˇ2.
Par ailleurs, pour tout f ∈ D(q), on a MH(f ◦ ̟) = MH(f) ◦ ̟ et
f ∈ D(H ·̟((z3∩q)+) si et seulement si f ◦̟ ∈ D(H ·(z3∩q)+). On obtient
alors le re´sultat suivant :
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Corollaire 5.2.3. Les assertions suivantes sont e´quivalentes :
1. La fonction Φ, solution du syste`me (Eχ) sur q
reg, ve´rifie 〈∂(P )TΦ, f〉−
〈T∂(P )Φ, f〉 = 0 pour tout f ∈ D(H ·̟((z3 ∩ q)+)) et P ∈ C[Q,S0],
2. Les fonctions Ψm et Ψ2 ve´rifient les relations (Rec) pour tout f ∈
D(H ·̟((z3 ∩ q)+)),
3. Les fonctions Ψˇm et Ψˇ2 ve´rifient les relations (Rec) pour tout f ∈
D(H · (z3 ∩ q)+).
La proposition 5.2.3 permet alors d’obtenir le re´sultat suivant :
Corollaire 5.2.4. Les trois assertions suivantes sont e´quivalentes :
1. Pour tout f ∈ D(H ·̟((z3 ∩ q)+)), on a
Im(L1 + L2,Ψm,Mfm) + 2I2(Lα + Lα,Ψ2,Mf2) = 0.
2. Pour tout τ > 0, on a{
∂
∂θ (Ψˇm)r(τ, 0
+)− ∂∂θ Ψˇ2(τ, 0+) = 0
Ψˇ2(τ, 0
+) = 0
.
3. Pour tout f ∈ D(H ·̟((z3 ∩ q)+)) et pour tout τ > 0, on a
Rθ((Ψˇm)r,
(M(f ◦̟)m)r)(τ, 0+)−Rθ(Ψˇ2,M(f ◦̟)2)(τ, 0+) = 0.
Comme la fonction Φ ◦ ̟ est solution du syste`me (Eχ−) sur qreg, on
obtient alors graˆce au corollaire 5.2.2 et a` la proposition 5.2.4 :
Corollaire 5.2.5. 1. Les fonctions Ψm et Ψ2 satisfont l’une des condi-
tions e´quivalentes du corollaire 5.2.4 pre´ce´dent si et seulement si il
existe Ψ+
χ−
∈ V ect〈S+(A,B); (A,B) ∈ Sol(L,−λ1) × Sol(L,−λ2)〉 et
Ψc,χ− ∈ V ect〈[A,B]; (A,B) ∈ Sol(Lc,−λ1)× Sol(Lc,−λ2)〉 telles que
pour t1 > t2 > 0 alors Ψm(−t1,−t2) = Ψˇm(t1, t2) = Ψ+χ−(t1, t2) + ıΨc,χ−(t1, t2)
pour τ > 0 et θ > 0 alors Ψ2(θ, τ) = Ψˇ2(τ, θ) = Ψc,χ−
(
(τ + ıθ)2, (τ − ıθ)2) .
2. Dans ce cas, pour tout f ∈ D(H ·̟((z3 ∩ q)+)), on a
Im((L1 − L2)2,Ψm,Mfm) + 2I2((Lα − Lα)2,Ψ2,Mf2) = 0.
5.2.4 Recollement sur U
La synthe`se des re´sultats des trois paragraphes pre´ce´dents nous permet
de donner maintenant les conditions ne´cessaires et suffisantes pour que les
fonctions Ψm et Ψ2 ve´rifient les relations (Rec) pour tout f ∈ D(U). Nous
gardons les notations Ψˇm et Ψˇ2 du paragraphe pre´ce´dent.
Commenc¸ons par rechercher les fonctions Ψ2 compatibles avec les
re´sultats des corollaires 5.2.2 et 5.2.5.
72
Proposition 5.2.5. La fonction Ψ2 satisfait, pour tout τ ∈ R∗, les relations{
Ψ2(τ, 0
+) = 0
Ψˇ2(τ, 0
+) = Ψ2(0
+, τ) = 0
si et seulement si il existe Ψc ∈ V ect〈[Φλ1 ,Φλ2 ], [Φλ1 ,Wλ2 ]+[Wλ1 ,Φλ2 ]〉 telle
que, pour tout (τ, θ) ∈ (R∗+)2, on ait Ψ2(τ, θ) = Ψc
(
(τ + ıθ)2, (τ − ıθ)2) .
P reuve : Par le corollaire 5.2.2, la condition Ψ2(τ, 0
+) = 0 implique qu’il
existe Ψc dans V ect〈[A,B]; (A,B) ∈ Sol(Lc, λ1) × Sol(Lc, λ2)〉 telle que ,
pour tout (τ, θ) ∈ (R∗+)2, on ait Ψ2(τ, θ) = Ψc
(
(τ + ıθ)2, (τ − ıθ)2) .
Ainsi, on veut de´terminer les fonctions Ψc de cette forme telles que, pour
tout τ > 0, on ait
lim
θ→0+
Ψc
(
(θ + ıτ)2, (θ − ıτ)2) = 0.
On remarque que lorsque A et B sont des fonctions analytiques sur C,
alors, pour τ > 0, on a lim
θ→0+
[A,B]
(
(θ + ıτ)2, (θ − ıτ)2) = 0. Pour τ > 0, on
a lim
θ→0+
log
(
(θ + ıτ))2
)
= log(τ2) + ıπ et lim
θ→0+
log
(
(θ − ıτ)2) = log(τ2)− ıπ,
Ainsi, en posant z = (θ + ıτ)2, pour τ > 0, on obtient
lim
θ→0+
[A, log(·)B](z, z) = − lim
θ→0+
[log(·)A,B](z, z) = −2iπA(−τ2)B(−τ2)
et lim
θ→0+
[log(·)A, log(·)B](z, z) = 0.
Ainsi, la fonction Ψ2 paire par rapport a` chaque variable, de´finie sur
(R∗+)
2 par Ψ2(τ, θ) = [Φλ1 ,Φλ2 ]
(
(τ + ıθ)2, (τ − ıθ)2) ve´rifie donc la condition
Ψˇ2(τ, 0
+) = 0.
Conside´rons Ψc = α12[Φλ1 ,Wλ2 ] + α21[Wλ1 ,Φλ2 ] + α22[Wλ1 ,Wλ2 ]. On a
donc
Ψc = α12([Φλ1 , wλ2 ] + [Φλ1 , log(·)Φλ2 ]) + α21([wλ1 ,Φλ2 ] + [log(·)Φλ1 ,Φλ2 ])
+α22
(
[wλ1 , wλ2 ] + [log(·)Φλ1 , wλ2 ] + [wλ1 , log(·)Φλ2 ] + [log(·)Φλ1 , log(·)Φλ2 ]
)
et par suite
Ψˇ2(τ, 0
+) = −2ıπ(α12 − α21)Φλ1(−τ2)Φλ2(−τ2)
−2ıπα22
(
wλ1(−τ2)Φλ2(−τ2)− wλ2(−τ2)Φλ1(−τ2)
)
.
Comme wλk(t) = 2γ + (1+ 2γ)λkt/4+ ot→0−(t) et Φλk(t) = 1+ λkt/4 +
ot→0−(t) la condition Ψˇ2(τ, 0
+) = 0 donne α12 − α21 = α22 = 0, et donc
Ψc = α1,2([Φλ1 ,Wλ2 ] + [Wλ1 ,Φλ2 ]).
Finalement, les conditions Ψ2(τ, 0
+) = Ψˇ2(τ, 0
+) = 0 implique Ψc ∈
V ect〈[Φλ1 ,Φλ2 ], [Φλ1 ,Wλ2 ] + [Wλ1 ,Φλ2 ]〉. La re´ciproque est imme´diate.
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Remarque 5.2.7. Pour λ ∈ C∗, les solutions fondamentales Φλ et Wλ =
wλ + log(·)Φλ de Sol(Lc, λ) ve´rifient, pour tout z ∈ C− R,
Φλ(−z) = Φ−λ(z) et wλ(−z) = w−λ(z).
Par suite, pour (z1, z2) ∈ (C− R)2, on a les relations suivantes
[Φ−λ1 ,Φ−λ2 ](z1, z2) = [Φλ1 ,Φλ2 ](−z1,−z2),(
[Φ−λ1 ,W−λ2 ] + [W−λ1 ,Φ−λ2 ]
)
(z1, z2)
=
(
[Φλ1 , wλ2 ] + [wλ1 ,Φλ2 ]
)
(−z1,−z2) + log(z1z2)[Φλ1 ,Φλ2 ](−z1,−z2).
Ainsi, pour Ψc ∈ V ect〈[Φλ1 ,Φλ2 ], [Φλ1 ,Wλ2 ] + [Wλ1 ,Φλ2 ]〉, la fonc-
tion Ψ2 paire en chaque variable de´finie sur (R
∗
+)
2 par Ψ2(τ, θ) =
Ψc
(
(τ + ıθ)2, (τ − ıθ)2) ve´rifie
Ψˇ2(τ, θ) = Ψc,χ−
(
(τ + ıθ)2, (τ − ıθ)2)
ou` Ψc,χ− ∈ V ect〈[A,B]; (A,B) ∈ Sol(Lc,−λ1) × Sol(Lc,−λ2)〉 satisfait
Ψc,χ−(z1, z2) = −Ψc(−z1,−z2) sur (C−R)2. Le re´sultat du lemme pre´ce´dent
est donc compatible avec celui du corollaire 5.2.5.
De´finition 5.2.4. On de´finit la fonction Sλ1,λ2 sur (C∗)2 par
Sλ1,λ2(z1, z2) =
(
[Φλ1 , wλ2 ] + [wλ1 ,Φλ2 ]
)
(z1, z2) + log |z1z2|[Φλ1 ,Φλ2 ](z1, z2)
de telle sorte que
1. Sλ1,λ2(z, z) =
(
[Φλ1 ,Wλ2 ] + [Wλ1 ,Φλ2 ]
)
(z, z), pour tout z ∈ C− R.
2. Sλ1,λ2(t1, t2) =
(
[Φλ1 ,W
r
λ2
] + [W rλ1 ,Φλ2 ]
)
(t1, t2), pour tout (t1, t2) ∈
(R∗)2.
The´ore`me 5.2.1. Les fonctions Ψm et Ψ2 ve´rifient les conditions (Rec)
pour tout f ∈ D(U) si et seulement si il existe
1. Ψ+ ∈ V ect〈S+(A,B); (A,B) ∈ Sol(L, λ1)× Sol(L, λ2)〉
2. Ψ− ∈ V ect〈[Φλ1 ,Φλ2 ],Sλ1,λ2〉
telles que, pour tout (t1, t2) ∈ (R∗)2 − diag et (τ, θ) ∈ (R∗+)2, on ait les
relations
Ψm(t1, t2) = Ψ
+(t1, t2) + ısigne(t1 − t2)Ψ−(t1, t2)
et Ψ2(τ, θ) = Ψ
−
(
(τ + ıθ)2, (τ − ıθ)2) .
P reuve : On suppose tout d’abord que Ψm et Ψ2 ve´rifient les conditions
(Rec) pour tout f ∈ D(U). Par la proposition 5.2.2 et le corollaire 5.2.4,
on a Ψ2(τ, 0
+) = Ψ2(0
+, τ) = 0 pour tout τ ∈ R∗. La proposition 5.2.5
donne alors l’existence de Ψ− ∈ V ect〈[Φλ1 ,Φλ2 ],Sλ1,λ2〉 telle que pour
tout (τ, θ) ∈ (R∗)2, on ait Ψ2(τ, θ) = Ψ−
(
(τ + ıθ)2, (τ − ıθ)2) . Par les
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corollaires 5.2.1 et 5.2.2 et les proprie´te´s de syme´tries de Ψm, il existe
Ψ+ ∈ V ect〈S+(A,B); (A,B) ∈ Sol(L, λ1) × Sol(L, λ2)〉 telle que, pour
tout (t1, t2) ∈ (R∗)2 − diag, on ait Ψm(t1, t2) = Ψ+(t1, t2) + ısigne(t1 −
t2)Ψ
−(t1, t2). Maintenant les proprie´te´s des fonctions [Φλ1 ,Φλ2 ] et Sλ1,λ2
montrent que les fonctions Ψm et Ψ2 satisfont alors les proprie´te´s du corol-
laire 5.2.5.
Re´ciproquement, on suppose que les fonctions Ψm et Ψ2 sont donne´es
par Ψm(t1, t2) = Ψ
+(t1, t2) + ısigne(t1 − t2)Ψ−(t1, t2), pour tout (t1, t2) ∈
(R∗)2 − diag et par Ψ2(τ, θ) = Ψ−
(
(τ + ıθ)2, (τ − ıθ)2), pour tout (τ, θ) ∈
(R∗+)
2 ou` Ψ+ ∈ V ect〈S+(A,B); (A,B) ∈ Sol(L, λ1) × Sol(L, λ2)〉 et Ψ− ∈
V ect〈[Φλ1 ,Φλ2 ],Sλ1,λ2〉. Ainsi, les re´sultats des paragraphes pre´ce´dents as-
surent que les fonctions Ψm et Ψ2 satisfont les relations (Rec) pour toute
fonction g dont le support est contenu soit dans H ·8 m ∩ q (corollaire 5.2.1
et proposition 5.2.2), soit dans H · (z3 ∩ q)+ (corollaire 5.2.2 et proposition
5.2.4), ou encore dans H ·̟((z3 ∩ q)+) (corollaire 5.2.5).
Soit f ∈ D(U). Comme U = H ·8m∩q∪H · (z3∩q)+∪H ·̟((z3∩q)+), le
the´ore`me de partition de l’unite´ assure l’existence de fonctions ϕm, ϕ3 et ϕ
−
3
de classe C∞ sur q telles que : (a) Support(ϕm) ⊂ H ·8m∩q, Support(ϕ3) ⊂
H · (z3 ∩ q)+, et Support(ϕ−3 ) ⊂ H ·̟((z3 ∩ q)+),
(b) 1supp(f) ≤ ϕm + ϕ3 + ϕ−3 ≤ 1.
Ainsi, on a f = ϕmf+ϕ3f+ϕ
−
3 f et par suite Ψm et Ψ2 satisfont les relations
(Rec) pour la fonction f par ce qui pre´ce`de.
Remarque 5.2.8. L’expression de la fonction Ψ2 de´pendait jusqu’a` pre´sent
du choix de la de´termination du logarithme choisie pour de´crire le syste`me
fondamental de solutions de SolLc,λ a` travers la fonction Ψc. L’expression
obtenue pour Ψ2 dans le the´ore`me ci-dessus en terme de la fonction Sλ1,λ2
montre qu’elle est inde´pendante de ce choix.
Soient Ψm et Ψ2 satisfaisant les hypothe`ses du the´ore`me pre´ce´dent. Les
fonctions Ψ˜ et Φ = Ψ˜/|δ| s’expriment alors de la manie`re suivante en terme
des fonctions u et v, qui caracte´risent les orbites semi-simples. On rappelle
que ces fonctions satisfont les relations suivantes : u(X) + v(X) = Q(X) =
1
2tr(X
2), u(X)v(X) = S(X) = det(X) et u(X) − v(X) = δ(X). Comme
pour X ∈ m ∩ q, on a u(X) − v(X) = δ(X) = |δ(X)| ≥ 0 et pour X ∈ a2,
on a |δ|(X) = −ıδ(X) et u(X) = v(X), nous obtenons :
Ψ˜(X) =
{
Ψ+(u(X), v(X)) + ıΨ−(u(X), v(X)) si X ∈ m ∩ qreg
Ψ−(u(X), v(X)) si X ∈ a+2
,
Par ailleurs, pour tout X ∈ qreg, on a
Sλ1,λ2(u(X), v(X)) =
(
[Φλ1 , wλ2 ] + [wλ1 ,Φλ2 ]
)
(u(X), v(X))
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+(log |S(X)|)[Φλ1 ,Φλ2 ](u(X), v(X)).
On introduit alors les fonctions suivantes
Fana :=
[Φλ1 ,Φλ2 ](u, v)
u− v ,
Fsing :=
[Φλ1 , wλ2 ](u, v) + [wλ1 ,Φλ2 ](u, v)
u− v + log |uv|
[Φλ1 ,Φλ2 ](u, v)
u− v
et F+A,B := Y (S0)
S+(A,B)(u, v)
u− v ,
avec (A,B) ∈ {(Φλ1 ,Φλ2), (Φλ1 ,W rλ2), (W rλ1 ,Φλ2), (W rλ1 ,W rλ2)} ( le po-
lynoˆme S0 = Q
2−4S est a` valeurs re´elles sur q et S0(X) ≥ 0 si et seulement
si X ∈ H ·m ∩ q.)
The´ore`me 5.2.2. 1. Les fonctions Fana, Fsing et F
+
A,B, avec (A,B) ∈
{(Φλ1 ,Φλ2), (Φλ1 ,W rλ2), (W rλ1 ,Φλ2), (W rλ1 ,W rλ2)} sont localement
inte´grables sur U .
2. Ces fonctions forment une base des distributions propres invariantes
sur U donne´es par une fonction de L1loc(U)H .
Preuve : Soit F l’une des fonctions Fana, Fsing ou F
+
A,B . Il suffit de mon-
trer que, pour toute fonction f positive de D(U), l’inte´grale ∫
q
f |F | est
finie. En notant, comme pre´ce´demment Ψ˜ = |δ|F , ceci revient a` mon-
trer graˆce a` la formule d’inte´gration de Weyl que, pour toute fonction f
positive de D(U), la somme Σ(f) =
∫
t1>t2
|Ψm|(t1, t2)Mfm(t1, t2)dt1dt2 +
8
∫
τ>0 θ>0
|Ψ2|(τ, θ)Mf2(τ, θ)(τ2 + θ2)dθdτ est finie.
Par partition de l’unite´, il existe des fonctions fm, f3 et g3 de classe
C∞ sur q de support inclus respectivement dans H ·8 m ∩ q, H · (z3 ∩ q)+ et
H ·̟((z3 ∩ q)+) telles que f = fm + f3 + g3. La convergence des inte´grales
Σ(g) pour g = fm, f3 ou g3 de´coule des remarques 5.2.1 , 5.2.5 et 5.2.6 (voir
preuves des lemmes 5.2.1 et 5.2.3) ce qui donne la premie`re assertion.
La deuxie`me assertion est alors une conse´quence imme´diate du the´ore`me
5.2.1.
5.3 Perspectives sur les distributions propres invariantes de
L1loc(q)
H
Nous allons tout d’abord un lemme pre´ciser la re´gularite´ des fonctions
trouve´es dans le the´ore`me 5.2.2.
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Lemme 5.3.1. Les fonctions Fana et Fsing s’expriment sous la forme sui-
vante :
Fana = fana(Q,S0) et Fsing = fs(Q,S0) + log |S|gs(Q,S0)
ou` les fonctions fana, fs et gs sont holomorphes sur C.
Preuve : Soient f et g deux fonctions holomorphes sur C dont la se´rie entie`re
en ze´ro est de rayon de convergence infini. Alors, pour (x, h) ∈ C2, on a
f(x+h)g(x−h)−f(x−h)g(x+h) = h
∫ 1
−1
(f ′(x+th)g(x−th)−f(x+th)g′(x−th))dt.
Ainsi, la fonction (x, h) 7→ f(x+h)g(x−h)−f(x−h)g(x+h)h est holomorphe sur C2.
D’autre part, cette fonction est paire par rapport a` h, donc elle admet un
de´veloppement en se´rie entie`re sur C2 de la forme
∑
0≤k,l ak,lx
kh2l.
Maintenant, pour X ∈ q, on conside`re x = Q2 (X) et h = δ2(X) de telle
sorte que u(X) = x+ h et v(X) = x− h. On obtient alors
[f, g](u, v)
δ
=
∑
0≤k,l
ak,l
2k+2l
Qkδ2l =
∑
0≤k,l
ak,l
2k+2l
QkSl0.
Les de´finitions de Fana et Fsing donnent alors le re´sultat voulu .
Remarque 5.3.1. La fonction δ = u − v correspond a` un choix de racine
carre´ du polynoˆme S0 = Q
2−4S. Le lemme pre´ce´dent exprime les fonctions
Fana et Fsing uniquement en terme des polynoˆmes Q et S. Ces fonctions
sont donc inde´pendantes du choix de cette racine carre´.
Corollaire 5.3.1. L’espace des distributions propres invariantes sur q
de´finies par une fonction analytique sur q est engendre´ par Fana.
Preuve : Comme les ope´rateurs ∂(Q) et ∂(S) sont polynomiaux, une simple
inte´gration par parties sur q assure que Fana de´finit bien une distribution
propre invariante sur q. Le re´sultat voulu est alors imme´diat.
Proposition 5.3.1. La fonction Fsing est dans L
1
loc(q)
H .
Preuve : Il suffit de montrer que log |S| ∈ L1loc(q)H ou encore que pour toute
fonction positive χ dans D(q), l’inte´grale ∫
q
∣∣ log |S|∣∣(X)χ(X)dX est finie.
On a la de´composition q = q1 ⊕ q2, ou` q1 ={(
0 A
0 0
)
; A ∈M2(R)
}
et q2 =
{(
0 0
B 0
)
; B ∈M2(R)
}
. Soient
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Q1 (respectivement Q2) la forme quadratique de´finie sur q1 (respectivement
q2) par
Q1
((
0 A
0 0
))
= det(A)
(
respectivement Q2
((
0 0
B 0
))
= det(B)
)
.
Ainsi on a∫
q
∣∣ log |S(X)|∣∣χ(X)dX = ∫
q1×q2
∣∣ log |Q1(X1)|+log |Q2(X2)|∣∣χ(X1+X2)dX1dX2
≤
∫
q1×q2
(∣∣ log |Q1(X1)|∣∣ + ∣∣ log |Q2(X2)|∣∣)χ(X1 +X2)dX1dX2
=
∫
R2
(∣∣ log |t1|∣∣+ ∣∣ log |t2|∣∣)MQ1,Q2χ(t1, t2)dt1dt2,
graˆce a` la relation 6 et au lemme 2.2.1. Comme les formes quadratiques Q1
et Q2 sont de signature (2, 2) , alors le the´ore`me 2.2.1 permet d’affirmer
que MQ1,Q2χ(t1, t2) s’e´crit sous la forme χ(t1, t2) = a(t1, t2) + |t1|b(t1, t2) +
|t2|c(t1, t2)+ |t1t2|d(t1, t2), ou` a, b, c et d sont dans D(R2). Ainsi la dernie`re
inte´grale est convergente. D’ou` le re´sultat.
La me´thode de descente utilise´e pour l’e´tude de l’inte´grale orbitale
MH(f) d’une fonction f de D(q) ne permet pas de de´crire le comporte-
ment de MH(f) au voisinage de 0.
Ainsi, il ne nous est pas possible de pre´ciser l’inte´grabilite´
sur q ou non des fonctions de la forme F+A,B avec (A,B) ∈
{(Φλ1 ,Φλ2), (Φλ1 ,W rλ2), (W rλ1 ,Φλ2), (W rλ1 ,W rλ2)}.
Pour la meˆme raison, les inte´grations par parties effectue´es dans le pa-
ragraphe 5.2 ne sont pas force´ment licites pour f ∈ D(q). Par suite, bien
que la fonction Fsing soit localement inte´grable sur q, nous ne pouvons pas
affirmer que cette fonction de´finit une distribution propre invariante sur q
tout entier.
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