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Abstract. In this paper we study differential operators of the form
[L∞v] (x) = A△v(x) + 〈Sx,∇v(x)〉 −Bv(x), x ∈ R
d, d > 2,
for matrices A,B ∈ CN,N , where the eigenvalues of A have positive real parts. The sum
A△v(x)+ 〈Sx,∇v(x)〉 is known as the Ornstein-Uhlenbeck operator with an unbounded drift
term defined by a skew-symmetric matrix S ∈ Rd,d. Differential operators such as L∞ arise
as linearizations at rotating waves in time-dependent reaction diffusion systems. The results
of this paper serve as foundation for proving exponential decay of such waves. Under the
assumption that A and B can be diagonalized simultaneously we construct a heat kernel
matrix H(x, ξ, t) of L∞ that solves the evolution equation vt = L∞v. In the following we
study the Ornstein-Uhlenbeck semigroup
[T (t)v] (x) =
∫
Rd
H(x, ξ, t)v(ξ)dξ, x ∈ Rd, t > 0,
in exponentially weighted function spaces. This is used to derive resolvent estimates for L∞
in exponentially weighted Lp-spaces Lp
θ
(Rd,CN ), 1 6 p < ∞, as well as in exponentially
weighted Cb-spaces Cb,θ(R
d,CN ).
Key words. Heat kernel matrix, Ornstein-Uhlenbeck semigroup, exponentially weighted func-
tion spaces, resolvent estimates.
AMS subject classification. 35K45 (35J47, 35K08, 35B65, 35B45, 35B40).
1. Introduction
In this paper we study differential operators of the form
[L∞v] (x) := A△v(x) + 〈Sx,∇v(x)〉 −Bv(x), x ∈ R
d, d > 2,
for simultaneously diagonalizable matrices A,B ∈ CN,N with Reσ(A) > 0 and a skew-symmetric
matrix S ∈ Rd,d.
Introducing the complex Ornstein-Uhlenbeck operator, [35],
[L0v] (x) := A△v(x) + 〈Sx,∇v(x)〉 , x ∈ R
d,
with diffusion term and drift term given by
A△v(x) := A
d∑
i=1
∂2
∂x2i
v(x) and 〈Sx,∇v(x)〉 :=
d∑
i=1
(Sx)i
∂
∂xi
v(x),
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we observe that the operator L∞ = L0 − B is a constant coefficient perturbation of L0. Our
interest is in skew-symmetric matrices S = −ST , in which case the drift term is a rotational
term containing angular derivatives
〈Sx,∇v(x)〉 =
d−1∑
i=1
d∑
j=i+1
Sij
(
xj
∂
∂xi
− xi
∂
∂xj
)
v(x).
Such problems arise when investigating exponential decay of rotating waves in reaction diffusion
systems, see [29] and [8]. The operator L∞ appears as a far-field linearization at the solution of
the nonlinear problem L0v = f(v) for the Ornstein-Uhlenbeck operator. For details see [29].
The aim of this paper is to prove unique solvability of the resolvent equation for the realization
of L∞ in different types of exponentially weighted function spaces. To be more precise, we
investigate the resolvent equation in exponentially weighted Lp-spaces Lpθ(R
d,CN) for 1 6 p 6∞
and in exponentially weighted spaces of bounded continuous functions Cb,θ(R
d,CN ). The class
of underlying weight functions θ ∈ C(Rd,R) is taken from [36] and allows both, exponentially
decreasing and exponentially increasing weight functions.
We first determine a complex-valued heat kernel matrix of L∞, that enables us to introduce
the corresponding Ornstein-Uhlenbeck semigroup (T (t))t>0. We then show that the semigroup
is strongly continuous on the above function spaces (or possibly on certain subspaces), which
justifies to define the infinitesimal generator. The generator can be considered as a type of
realization of L∞ on the underlying function space. We apply general results from semigroup
theory to deduce unique solvability of the resolvent equation for the generator and derive a-
priori estimates for the solution of the resolvent equation. For a more detailed outline we refer
to Section 2.
In the following we comment on some well-known results concerning the scalar Ornstein-
Uhlenbeck operator
[LOU(t)v] (x) :=
1
2
tr
(
QD2v(x)
)
+ 〈Sx,∇v(x)〉 , x ∈ Rd(1.1)
in real-valued function spaces with covariance matrix Q ∈ Rd,d, Q = QT , Q > 0 and drift matrix
0 6= S ∈ Rd,d. The associated semigroup (TOU(t))t>0 is given by
[TOU(t)v] (x) = (4pi)
− d
2 (detQt)
− 1
2
∫
Rd
e−
1
4 〈Q
−1
t ξ,ξ〉v(etSx− ξ)dξ, t > 0
with covariance operators
Qt :=
∫ t
0
eτSQeτS
T
dτ.
Here we use the terminology from [23]. We give a detailed overview of results in unweighted
function spaces, in which case a wide range of literature exists. A collection of most of these
results including proofs can be found in [19]. We also briefly discuss similarities and differences
of our results to those in the literature.
The space Lp(Rd,R). The Ornstein-Uhlenbeck semigroup (TOU(t))t>0 is a semigroup in
Lp(Rd,R) for every 1 6 p 6 ∞, that is even strongly continuous on Lp(Rd,R) but only for
1 6 p < ∞, [24, Lemma 3.1]. Our arguments to prove strong continuity in exponentially
weighted spaces follow those from [24]. Therein, the author uses the explicit representation of
the semigroup and shows strong continuity directly. This implies the existence of the infinitesimal
generator Ap by results from abstract semigroup theory, see [16, Section II.1]. One problem that
occurs and which is caused by the unbounded coefficients in the drift term, is to find an explicit
representation for the domain of the infinitesimal generator Ap, which is the maximal realization
of LOU in Lp(Rd,R) for 1 6 p <∞. The maximal domain is given by
Dpmax(LOU) = {v ∈W
2,p(Rd,R) | 〈Sx,∇v(x)〉 ∈ Lp(Rd,R)}
for every 1 < p < ∞. This can either be shown directly, [26, Theorem 1], or with the aid
of the Dore-Venni theorem, [33, Theorem 2.4], but we also refer [27, Theorem 4.1] and to [9,
Theorem 1], [10, Theorem 1] for global Lp-estimates concerning degenerate Ornstein-Uhlenbeck
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operators. In case p = 1 one has the weaker result that D1(LOU) is the closure of C∞c (R
d,R)
with respect to the graph norm of LOU ‖·‖LOU := ‖·‖L1 + ‖LOU·‖L1 , i.e. D
1(LOU) = C∞c
‖·‖LOU ,
see [24, Proposition 3.2] and also [21]. An argument, different from ours, which avoids solving
the identification problem is presented in [26, Theorem 2.2]. Therein, the authors show that the
operator L0 is closed on a suitable domain and deduce the existence of a strongly continuous
semigroup. Their arguments are based on results from [17] for scalar real-valued differential
operators which is not directly applicable in the complex setting. This justifies why we follow
the semigroup approach from [24].
It is also shown in [24, Theorem 4.4, 4.7, 4.11 and 4.12] that the spectrum of the infinitesimal
generator Ap is given by
σ(Ap) =
{
z ∈ C | Re z 6 −
tr(S)
p
}
for every 1 6 p < ∞, if σ(S) ⊂ C+, σ(S) ⊂ C− or S symmetric and Q and S commute.
Therefore, the semigroup (TOU(t))t>0 is not analytic on L
p(Rd,R) for 1 6 p <∞, if S 6= 0, and
the parabolic equation vt = LOUv does not satisfy the standard parabolic regularity properties
on Lp(Rd,R). The results for the Lp-case can also be found in [19, Section 9.4]. Investigating
the maximal domain, the spectrum and the analyticity in exponentially weighted spaces will be
part of our future work.
The space Lp(Rd,R, µ). Under the additional assumption σ(S) ⊂ C−, which is very interest-
ing from the point of view of diffusion processes, the Ornstein-Uhlenbeck semigroup (TOU(t))t>0
with invariant probability measure
µ(x) = (4pi)
− d
2 (detQ∞)
− 1
2 e−
1
4 〈Q
−1
∞ x,x〉
is a semigroup of positive contractions on Lp(Rd,R, µ) for every 1 6 p 6∞ and a C0-semigroup
for every 1 6 p <∞. The maximal domain is given by
Dpmax,µ(LOU) =W
2,p(Rd,R, µ) = {v ∈ Lp(Rd,R, µ) | Div,DjDiv ∈ L
p(Rd,R, µ), i, j = 1, . . . , d}
for every 1 < p < ∞, see [27, Theorem 3.4] and [20, Theorem 4.1] for p = 2. For p = 1
we have the weaker result D1µ(LOU) = C
∞
c
‖·‖LOU . A major difference to the usual Lp-cases
is that (TOU(t))t>0 is compact and analytic on L
p(Rd,R, µ) for every 1 < p < ∞, see [25,
Proposition 2.4] and [13, Section 2.2] for p = 2. The analyticity is caused by the fact that the
probability measure is Gaussian. For our applications it is important that the weight function
is non Gaussian and the corresponding semigroup is not analytic in exponentially weighted
spaces. In [25, Theorem 3.4], it is shown for 1 < p < ∞ that the spectrum of the infinitesimal
generator Ap,µ of the Ornstein-Uhlenbeck semigroup (TOU(t))t>0 in L
p(Rd,R, µ) is a discrete
set, independent of p and given by
σ(Ap,µ) =
{
λ =
r∑
i=1
niλi | ni ∈ N0, i = 1, . . . , r
}
,
where λ1, . . . , λr denote the distinct eigenvalues of S. This is in strong contrast to the L
p-
case. The eigenvalues are semisimple if and only if S is diagonalizable over C. Moreover,
the eigenfunctions of Ap,µ are polynomials of degree at most
Reλ
s(S) , [25, Proposition 3.2], where
s(S) := maxλ∈σ(S)Reλ denotes the spectral bound of S. In case p = 1 the situation changes
drastically and the spectrum is given by σ(A1,µ) = C− ∪ iR, [25, Theorem 4.1]. Results con-
cerning the Lpµ-case can also be found in [19, Section 9.3].
The space Cb(R
d,R). The Ornstein-Uhlenbeck semigroup (TOU(t))t>0 is a semigroup on
Cb(R
d,R). To guarantee strong continuity of (TOU(t))t>0 one usually considers the semigroup
on the closed subspace Cub(R
d,R) if the operator has constant or smooth bounded coefficients.
But in case of the Ornstein-Uhlenbeck operator this space leads only to a weakly continuous
semigroup, since the additional term 〈Sx,∇v(x)〉 has smooth but unbounded coefficients, and
hence, the space Cub(R
d,R) is too large in order to guarantee strong continuity, see [12, Section
6]. One can show that (TOU(t))t>0 is a C0-semigroup on the much smaller subspace Crub(R
d,R),
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see [13, Lemma 3.2] and [14, Section I.6]. In Section 6 we show that this result extends to the
complex-valued Ornstein-Uhlenbeck semigroup associated to L∞. The domain is characterized
by
D(LOU) =
{
v ∈ Crub(R
d,R) ∩
( ⋂
p>1
W 2,ploc (R
d,R)
)∣∣∣∣LOUv ∈ Crub(Rd,R)
}
,
see [13, Proposition 3.5]. By [24, Proposition 6.1, Theorem 6.2, Corollary 6.3] the spectrum
of the (weak) infinitesimal generator Ab of the Ornstein-Uhlenbeck semigroup (TOU(t))t>0 in
Cub(R
d,R) is given by
σ(Ab) = {λ ∈ C | Reλ 6 0},
if σ(S) ∩ C+ 6= ∅, σ(S) ⊂ C− or σ(S) ∩ iR = ∅. Moreover, it is proved in [13, Lemma 3.3]
that (TOU(t))t>0 is not analytic on Crub(R
d,R) and hence it is neither analytic on Cb(R
d,R)
nor on Cub(R
d,R). Results concerning the Cb-theory can also be found in [19, Section 9.2].
We refer to [13] for additional information on the Ornstein-Uhlenbeck operator in spaces of
Hölder-continuous functions Cγb (R
d,R).
In this paper we analyze the perturbed operator L∞ in exponentially weighted Lp- and
Cb-spaces namely L
p
θ(R
d,CN ) and Cb,θ(R
d,CN), respectively. Obviously, the operator L∞
generalizes the Ornstein-Uhlenbeck operator LOU, since for N = 1, A = 1 and B = 0 we have
L∞ = L0 = LOU with Q = Id. The whole theory in this paper extends also to Q 6= Id, in which
case the diffusion term slightly changes into 12Atr(QD
2v(x)). But for simplicity we restrict to
the case Q = Id.
The spaces Lpθ(R
d,R), Cb,θ(R
d,R), Cγb,θ(R
d,R). There are only few papers in which the
Ornstein-Uhlenbeck operator is analyzed in exponentially weighted spaces, see [3] for Cb,θ(R
d,R)
and Cγb,θ(R
d,R) and see [18], [34] for Lpθ(R
d,R). In [3] the author studies nonautonomous
Ornstein-Uhlenbeck operators in weighted spaces of bounded continuous functions Cb,θ(R
d,R)
and in weighted Hölder spaces Cγb (R
d,R). Therein, the author uses the weight functions θ(x) =(
1 + |x|2m
)−1
, m ∈ N, and θ(x) = e−(1−|x|
2)ρ, ρ ∈ (0, 12 ], and proves sharp uniform estimates
for the spatial derivatives of the associated evolution operator, that are used to prove optimal
Schauder estimates for solutions of nonhomogeneous parabolic Cauchy problems. We emphasize
that our resolvent estimates require stronger condition than those for the solvability of Cauchy
problems. Moreover, the weight functions used in [3] (and also those from [18] and [34]) are all
of Gaussian type, in which case the associated semigroup is known to be analytic. We recall
that our class includes non-Gaussian weight functions. A further difference to [3] is that we
study systems of complex-valued Ornstein-Uhlenbeck operators. Such coupled operators appear
in different fields of application when investigating rotating waves (as well as their interactions)
in reaction diffusion equations, see [8] and [29].
Some numerical examples that exhibit such rotating wave solutions are the cubic-quintic
complex Ginzburg-Landau equation, the λ-ω-system and Barkley’s model in [29, Section 2.1, 10.3
and 10.6]. We refer to [15] for real-valued weakly coupled systems and to [32] for a general survey
of applications concerning the Ornstein-Uhlenbeck operator. Scalar complex-valued Ornstein-
Uhlenbeck processes also appear in applications when analyzing the so-called Chandler Wobble,
see [6] and the references therein. In [6] the authors consider complex matrices S ∈ C2,2 that
lead to a coupling in the drift term, which is in contrast to our case having a coupling in the
diffusion term. In this paper we consider skew-symmetric matrices S ∈ Rd,d. Scalar real-valued
skew-symmetric Ornstein-Uhlenbeck processes have been analyzed for instance in [23]. Finally,
we stress that our semigroup approach that follows [24], is crucial to obtain uniqueness of the
resolvent equation. In the scalar real-valued case one usually applies a maximum principle to
obtain uniqueness, which seems not to be available in complex-valued case.
We emphasize that the results from Section 3 and 4 are based on the PhD thesis [29]. Section
5 is an extension of the results from [29], where only the unweighted case was considered, and
Section 6 is completely new.
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2. Assumptions and outline of results
Consider the differential operator
[L∞v] (x) := A△v(x) + 〈Sx,∇v(x)〉 −Bv(x), x ∈ R
d,(2.1)
for some matrices A,B ∈ CN,N and S ∈ Rd,d. We define a heat kernel matrix of L∞ in the
sense of [11, Section 1.2]:
Definition 2.1. A heat kernel (or a fundamental solution) of L∞ given by (2.1) is a
function
H : Rd × Rd×]0,∞[→ CN,N , (x, ξ, t) 7→ H(x, ξ, t)
such that the following properties are satisfied
H ∈ C2,2,1(Rd × Rd × R∗+,C
N,N),(H1)
∂
∂t
H(x, ξ, t) = L∞H(x, ξ, t) ∀x, ξ ∈ R
d, t > 0,(H2)
lim
t↓0
H(x, ξ, t) = δx(ξ)IN ∀x, ξ ∈ R
d.(H3)
Note that the differential operator L∞ in (H2) acts on x. Moreover, the convergence in (H3)
is meant in the sense of distributions and δx(ξ) = δ(x− ξ) denotes the Dirac delta function. If
N > 1 then H is also called a heat kernel matrix (or matrix fundamental solution) of
L∞.
In order to determine a heat kernel matrix for the differential operator L∞, we require the
following
Assumption 2.2. Let A,B ∈ CN,N and S ∈ Rd,d be such that
A and B are simultaneously diagonalizable (with transformation matrix Y ∈ CN,N)(A1)
Reσ(A) > 0,(A2)
S is skew-symmetric.(A3)
Condition (A1) is a system condition and ensures that all results for scalar equations can be
extended to system cases. It is motivated by the fact that transforming a scalar complex-valued
equation into a 2-dimensional real-valued system, the corresponding (real) matrices A and B
are always simultaneously diagonalizable (over C). The positivity assumption (A2) guarantees
that the diffusion part A△ is an elliptic operator and requires that all eigenvalues λ of A are
contained in the open right half-plane C+ := {λ ∈ C | Reλ > 0}, where σ(A) denotes the
spectrum of A. Assumption (A3) implies that the drift term contains only angular derivatives,
which is crucial when investigating rotating patterns in reaction diffusion systems.
For a matrix C ∈ KN,N we denote by σ(C) the spectrum of C, by ρ(C) := maxλ∈σ(C) |λ|
the spectral radius of C and by s(C) := maxλ∈σ(C)Reλ the spectral abscissa (or spectral
bound) of C. Using this notation, we define the constants
(2.2)
amin :=
(
ρ
(
A−1
))−1
, a0 := −s(−A),
amax :=ρ(A), b0 := −s(−B).
These quantities appear in the heat kernel estimates below. Moreover, for an invertible matrix
C ∈ KN,N we denote by κ := cond(C) := |C||C−1| the condition number of C.
Our main tool for investigating the semigroup in exponentially weighted function spaces is
the choice of the weight function. The first part of the definition comes originally from [36, Def.
3.1]:
Definition 2.3. (1) A function θ ∈ C(Rd,R) is called a weight function of exponential
growth rate η > 0 provided that
θ(x) > 0 ∀x ∈ Rd,(W1)
∃Cθ > 0 : θ(x+ y) 6 Cθθ(x)e
η|y| ∀x, y ∈ Rd.(W2)
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(2) A weight function θ ∈ C(Rd,R) of exponential growth rate η > 0 is called radial provided
that
∃φ : [0,∞[→ R : θ(x) = φ (|x|) ∀x ∈ Rd.(W3)
Note that skew-symmetry of S from (A3) and condition (W3) imply the important relation
θ(etSx) = θ(x) for any t ∈ R and x ∈ Rd. For the proof of strong continuity the following two
properties are essential:
lim
|ψ|→0
sup
x∈Rd
∣∣∣∣θ(x + ψ)− θ(x)θ(x)
∣∣∣∣ = 0,(W4)
lim
t→0
sup
x∈Rd
∣∣∣∣θ(etSx)− θ(x)θ(x)
∣∣∣∣ = 0.(W5)
Obviously, (W3) implies (W5), since S is skew-symmetric due to (A3). Moreover, if we assume
(W1) and (W2) then condition (W4) follows directly if Cθ = 1. A convenient sufficient condition
to guarantee (W4) in case θ ∈ C1(Rd,R) is
∃C > 0 : |∇θ(x)| 6 Cθ(x) ∀x ∈ Rd.(W6)
A further property that is necessary to derive pointwise estimates in exponentially weighted
spaces of bounded continuous functions is
∃ ν ∈ R ∃ C˜θ > 0 : θ(x) > C˜θe
ν|x| ∀x ∈ Rd.(W7)
Standard examples are
θ1(x) = exp (−µ|x|) and θ2(x) = cosh (µ|x|)
as well as their smooth analogs
θ3(x) = exp
(
−µ
√
|x|2 + 1
)
and θ4(x) = cosh
(
µ
√
|x|2 + 1
)
for µ ∈ R and x ∈ Rd. Obviously, all these functions are radial weight functions of exponential
growth rate η = |µ| with Cθ = 1. In particular, they satisfy (W4) and (W5). The C1-weight
functions θ3 and θ4 even satisfy (W6).
The examples show that the conditions (W1)–(W2) allow both increasing and decreasing
weight functions. In some cases we explicitly need lower exponential bounds of the weight
function as in (W7), see Section 6.
We now introduce the exponentially weighted Lebesgue and Sobolev spaces via
Lpθ(R
d,CN) :={v ∈ L1loc(R
d,CN ) | ‖θv‖Lp(Rd,CN ) <∞},
W k,pθ (R
d,CN) :={v ∈ Lpθ(R
d,CN) | Dβv ∈ Lpθ(R
d,CN ) ∀ |β| 6 k}
with norms
‖v‖Lp
θ
(Rd,CN ) := ‖θv‖Lp(Rd,CN ) :=
(∫
Rd
|θ(x)v(x)|p dx
) 1
p
,
‖v‖
W
k,p
θ
(Rd,CN ) :=
( ∑
06|β|6k
∥∥Dβv∥∥p
L
p
θ
(Rd,CN )
) 1
p
for every 1 6 p < ∞, k ∈ N0 and multi-index β ∈ Nd0. In the proofs we sometimes abbre-
viate ‖·‖Lp
θ
(Rd,CN ) by ‖·‖Lp
θ
. Similarly, we define the exponentially weighted space of bounded
continuous functions via
Cb,θ(R
d,CN) :=
{
v ∈ C(Rd,CN) | ‖θv‖Cb(Rd,CN ) <∞
}
,
Ckb,θ(R
d,CN) :=
{
v ∈ Cb,θ(R
d,CN) | Dβv ∈ Cb,θ(R
d,CN ) ∀ |β| 6 k
}
with norms
‖v‖Cb,θ(Rd,CN ) := ‖θv‖Cb(Rd,CN ) := sup
x∈Rd
|θ(x)v(x)| ,
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‖v‖Ck
b,θ
(Rd,CN ) := max
06|β|6k
∥∥Dβv∥∥
Cb,θ(Rd,CN )
for every k ∈ N0 and multi-index β ∈ Nd0. In the unweighted case with θ ≡ 1 we omit the
subindex θ at these function spaces and their corresponding norms. For the Cb-semigroup
theory, we additionally define the subspaces
Cub(R
d,CN ) :=
{
v ∈ Cb(R
d,CN) | v in uniformly continuous on Rd
}
,
Crub(R
d,CN ) :=
{
v ∈ Cub(R
d,CN ) | lim
t→0
sup
x∈Rd
∣∣v(e−tSx)− v(x)∣∣ = 0}.
Note that Cub(R
d,CN ) and Crub(R
d,CN ), suggested in [13], are closed subspaces of Cb(R
d,CN).
In Section 3 we investigate the heat kernel of L∞. Assuming (A1)–(A3) we show in Theorem
3.1 that
H(x, ξ, t) = (4pitA)−
d
2 exp
(
−Bt− (4tA)−1
∣∣etSx− ξ∣∣2) , x, ξ ∈ Rd, t > 0(2.3)
is a heat kernel matrix of L∞.
In Section 4 we prove several heat kernel estimates which are essential not only for the
semigroup theory in the next two sections, but also to solve the identification problem for L∞
and to characterize its maximal domain, [29]. The bounds of these estimates are sharp and
depend on the quantities from (2.2).
In Section 5 we study the Ornstein-Uhlenbeck semigroup in exponentially weighted complex-
valued Lp-spaces (Lpθ(R
d,CN ), ‖·‖Lp
θ
) for 1 6 p 6 ∞. Via the heat kernel matrix of L∞ the
family of mappings T (t) : Lpθ → L
p
θ, t > 0, is defined by
[T (t)v] (x) :=
{∫
Rd
H(x, ξ, t)v(ξ)dξ , t > 0
v(x) , t = 0
, x ∈ Rd.(2.4)
We show in Theorem 5.2 under the assumptions (A1)–(A3) that (T (t))t>0 generates a semigroup
on Lpθ(R
d,CN ) for every 1 6 p 6∞ and for every weight functions satisfying (W1)–(W3). The
semigroup is even strongly continuous on Lpθ(R
d,CN ) but only for 1 6 p <∞, provided that the
weight function additionally satisfies (W4). This result is proved in Theorem 5.3. Introducing
the infinitesimal generator (Ap,θ,D(Ap,θ)), which can be considered as the maximal realization
of L∞ in L
p
θ(R
d,CN), we apply results from abstract semigroup theory from [16] and deduce in
Corollary 5.5 that the resolvent equation (λI − Ap,θ)v = g has a unique solution v⋆ ∈ D(Ap,θ).
In Theorem 5.7 we finally prove exponentially weighted resolvent estimates. In particular, the
estimates imply
D(Ap,θ) ⊆W
1,p
θ (R
d,CN ) for 1 6 p <∞.
In Section 6 we extend the results from Section 5 to the space of bounded continuous functions.
For this purpose we consider the family of mappings (T (t))t>0 from (2.4) on the (complex-
valued) Banach space (Cb(R
d,CN ), ‖·‖Cb). Assuming (A1)–(A3) we prove in Theorem 5.2 that
(T (t))t>0 generates a semigroup on Cb(R
d,CN ) as well as on its closed subspaces Cub(R
d,CN)
and Crub(R
d,CN ). In Theorem 6.3 we show that (T (t))t>0 is strongly continuous but only on the
subspace Crub(R
d,CN ). Indeed, the semigroup (T (t))t>0 is discontinuous on Cb(R
d,CN ), weakly
continuous on Cub(R
d,CN) and strongly continuous on Crub(R
d,CN ). For the scalar real-valued
case this is well-known from [12] and [13], where the Ornstein-Uhlenbeck semigroup is studied
in the unweighted space of bounded continuous functions Cb(R
d,R). Again, introducing the
infinitesimal generator (Ab,D(Ab)), we deduce in Corollary 6.5 that the resolvent equation (λI−
Ab)v = g admits a unique solution v⋆ ∈ D(Ab). In Theorem 6.6 we finally prove exponentially
weighted resolvent estimates in Cb,θ(R
d,CN ) and similar to the Lp-case the estimates imply
D(Ab) ⊆ Crub(R
d,CN ) ∩ C1ub(R
d,CN ).
It remains an open problem whether in addition to the resolvent estimates the semigroup theory
extends to Cb,θ(R
d,CN ).
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3. A heat kernel matrix for the complex Ornstein-Uhlenbeck operator
The following theorem provides a heat kernel matrix of L∞ from (2.1), which enables us to
introduce the corresponding semigroup in Section 5. It is motivated by the formal derivation of
this kernel in the scalar real-valued case from [1], [7] and [11, Section 13.2]. The extension to
the complex-valued system case is based on [29, Theorem 4.2-4.4].
Theorem 3.1 (Heat kernel for the Ornstein-Uhlenbeck operator). Let the assumptions (A1)–
(A3) be satisfied, then the function H : Rd × Rd×]0,∞[→ CN,N defined by
H(x, ξ, t) = (4pitA)−
d
2 exp
(
−Bt− (4tA)−1
∣∣etSx− ξ∣∣2)(3.1)
is a heat kernel of L∞ given by
[L∞v] (x) := A△v(x) + 〈Sx,∇v(x)〉 − Bv(x).(3.2)
Proof. It is sufficient to prove the result for the complex scalar case, where we write α and δ
instead of A and B, respectively. For diagonal matrices A,B ∈ CN,N the components of L∞ are
decoupled and we obtain a heat kernel of the k-th component of L∞ from the scalar case. In the
general case, where A and B are simultaneously diagonalizable with transformation matrix Y ∈
CN,N , we introduce the diagonalized operator L˜∞ := Y −1L∞Y , for which we have a heat kernel
H˜(x, ξ, t) from the diagonal case. We then finally deduce, that H(x, ξ, t) := Y H˜(x, ξ, t)Y −1 is a
heat kernel for L∞.
In the scalar case we must show that
H(x, ξ, t) = (4piαt)
− d
2 exp
(
−δt− (4αt)−1
∣∣etSx− ξ∣∣2)(3.3)
is a heat kernel of L∞ given by
[L∞v] (x) := α△v(x) + 〈Sx,∇v(x)〉 − δv(x).(3.4)
Before we verify that the heat kernel from (3.3) satisfies the properties (H1)–(H3) we discuss
a formal derivation of this kernel. To compute the heat kernel (3.3) of (3.4) we generalize the
approach from [1] and [7] to the complex case and use the complexified ansatz
H(x, ξ, t) = ϕ(t) · exp
(
−
1
2
〈
M(t)
(
x
ξ
)
,
(
x
ξ
)〉)
,(3.5)
where
ϕ : R∗+ → C, t 7→ ϕ(t) and M : R
∗
+ → C
2d,2d, t 7→M(t)
have to be determined and 〈u, v〉 := uT v denotes the Euclidean inner product on C2d. Note
that it is sufficient to determine the symmetric part of the complex-valued matrix M which we
denote by N , i.e.
N : R∗+ → C
2d×2d, t 7→ N(t) :=
1
2
(
M(t) +MT (t)
)
=
(
A(t) B(t)
C(t) D(t)
)
,
A,B,C,D : R∗+ → C
d×d, t 7→ A(t), B(t), C(t), D(t).
We emphasize that N is a symmetric but in general not a Hermitian matrix. In particular, A
and D are symmetric and BT = C. For x, ξ ∈ Rd we obtain from (3.5) and the definition of N
H(x, ξ, t) = ϕ(t) · exp
(
−
1
2
〈
N(t)
(
x
ξ
)
,
(
x
ξ
)〉)
.
Since the heat kernel must satisfy (H2) we introduce the extended matrices
P˜ =
(
Id 0
0 0
)
, S˜ =
(
S 0
0 0
)
∈ R2d,2d
and obtain from the general Leibniz rule, the chain rule and the symmetry of N
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0 =H(x, ξ, t)
[
ϕt(t)
ϕ(t)
+ α tr
(
A(t)
)
+ δ
+
〈(
−
1
2
Nt(t)− αN(t)P˜N(t) +
1
2
S˜TN(t) +
1
2
N(t)S˜
)(
x
ξ
)
,
(
x
ξ
)〉]
.
Thus, the kernel satisfies (H2) if the following differential equations hold
ϕt(t) = −
(
α tr
(
A(t)
)
+ δ
)
ϕ(t) , t > 0,(3.6)
Nt(t) = −2αN(t)P˜N(t) + S˜
TN(t) +N(t)S˜ , t > 0.(3.7)
Since (3.6) depends on the solution of (3.7), we will first solve the matrix-Riccati equation
(3.7), see [2, Section 3.1]. It is obvious that the solutions of (3.6) and (3.7) are not unique but
one can select appropriate initial values, see [1] and [7]. Using similar techniques and by some
computations one can deduce that, [29],
N(t) =
1
2αt
(
Id − exp(tST )
− exp(tS) Id
)
.(3.8)
Here, one has to keep in mind that (H3) should be satisfied. Thus, tr
(
A(t)
)
= d2αt and (3.6)
can be written as
ϕt(t) = −
(
α tr
(
A(t)
)
+ δ
)
ϕ(t) = −
(
d
2t
+ δ
)
ϕ(t).
Hence, the general solution of (3.6) is given by
ϕ(t) = C exp
(
−
∫ (
d
2t
+ δ
)
dt
)
= C exp
(
−
d
2
ln(t)− δt
)
= Ct−
d
2 e−δt,(3.9)
where C ∈ C. Below we choose C ∈ C such that the normalization condition
lim
t↓0
∫
Rd
H(x, ξ, t)dξ = 1 ∀x ∈ Rd(3.10)
holds. First note that from〈
1
2αt
(
Id − exp(tST )
− exp(tS) Id
)(
x
ξ
)
,
(
x
ξ
)〉
=
1
2αt
∣∣etSx− ξ∣∣2
we obtain
H(x, ξ, t) =Ct−
d
2 e−δt−
1
4αt |e
tSx−ξ|2 .
Now, integrating over Rd w.r.t. ξ, we obtain from the transformation theorem and assumption
(A2) ∫
Rd
H(x, ξ, t)dξ = Ct−
d
2 e−δt
∫
Rd
e−
1
4αt |e
tSx−ξ|2dξ
=Ct−
d
2 e−δt
∫
Rd
e−
1
4αt
|x−ψ|2dψ = Ct−
d
2 e−δt
d∏
j=1
∫ ∞
−∞
e−
1
4αt
x2jdxj
=Ct−
d
2 e−δt (4piαt)
d
2 = C (4piα)
d
2 e−δt
t→0
→ C (4piα)
d
2
!
= 1.
Hence, we choose C = (4piα)−
d
2 such that (3.10) is satisfied. Here α−
d
2 denotes the principal
root (main branch) of α−d. Finally, we obtain the heat kernel (3.3) from (3.8) and (3.9). The
properties (H1) and (H2) follow directly from the construction of the heat kernel. It remains to
verify property (H3). For this we use the integral∫ ∞
0
rn−1e−zr
2
dr =
z−
n
2
2Γ
(
n
2
) ,(3.11)
which holds for n ∈ C with Ren > 0 and z ∈ C with Re z > 0. Using the transformation theorem
(with transformations for d-dimensional polar coordinates and Φ(ξ) = 2−1t−
1
2
(
etSx− ξ
)
) and
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formula (3.11) (with n = d and z = α−1) we obtain, similarly to the proof of [11, Proposition
3.4.1], for every φ ∈ C∞c (R
d,C)
lim
t↓0
H(x, ξ, t)(φ) = lim
t↓0
∫
Rd
H(x, ξ, t)φ(ξ)dξ
= lim
t↓0
∫
Rd
(4piαt)
−d
2 exp
(
−δt− (4αt)−1
∣∣etSx− ξ∣∣2)φ(ξ)dξ
= lim
t↓0
(4piαt)
− d
2 (4t)
d
2
∫
Rd
exp
(
−δt− α−1 |ψ|2
)
φ(etSx− 2t
1
2ψ)dψ
=(piα)
− d
2
∫
Rd
exp
(
−α−1 |ψ|2
)
dψφ(x)
= (piα)
− d
2 2pi
d
2 Γ
(
d
2
)∫ ∞
0
rd−1e−α
−1r2drφ(x)
= (piα)−
d
2 2pi
d
2 Γ
(
d
2
)
α
d
2
2Γ
(
d
2
)φ(x) = φ(x) = δx(ξ)(φ).
Note that Re z = Re
(
α−1
)
= Reα
|α|2
= Reα
|α|2
> 0 is true by assumption (A2). 
We conclude this section with several remarks concerning generalizations and extensions.
Simultaneous diagonalization of A and B. We stress that condition (A1) is crucial in
Theorem 3.1. For arbitrary matrices A,B ∈ CN,N , where only the matrix A is diagonalizable
and satisfies (A2), the heat kernel of (3.2) is in general not given by (3.1). In this case we can
expect at most a series representation for the heat kernel. This seems to be an open problem.
Ellipticity assumption. Assumption (A2) in Theorem 3.1 states that L∞ is an ellip-
tic differential operator. Using the weaker assumption Reσ(A) > 0, which includes coupled
parabolic-hyperbolic differential operators, no heat kernel representation seems to be known.
Generalized heat kernel ansatz. For the computation of heat kernels for more general
differential operators, Beals used in [7, (2)] the generalized ansatz
H(x, ξ, t) = ϕ(t) exp (−Qt(x, ξ)) , t > 0, x, ξ ∈ R
d,
where Qt is a quadratic form of 2d variables, instead of the ansatz from (3.5). This formula
is motivated by the Trotter product formula and the Feynman-Kac formula, [22, Section 2.8].
Such a general ansatz was also used in [11, (13.2.14)] for the construction of heat kernels for
degenerate elliptic operators.
Generalized Ornstein-Uhlenbeck operator. Let the assumptions (A1), (A2), Q ∈ Rd,d,
Q > 0, Q = QT and S ∈ Rd,d be satisfied and consider the generalized N -dimensional complex-
valued Ornstein-Uhlenbeck operator
[LOUv] (x) =A tr
(
QD2v(x)
)
+ 〈Sx,∇v(x)〉 −Bv(x)
=A
d∑
i=1
d∑
j=1
QijDiDjv(x) +
d∑
i=1
d∑
j=1
SijxjDiv(x) −Bv(x), x ∈ R
d.
Then one can show that
H(x, ξ, t) = (4piA)
− d
2 (detQt)
− 1
2 exp
(
−Bt− (4A)−1
〈
Q−1t (e
tSx− ψ), (etSx− ψ)
〉)
with
Qt =
∫ t
0
exp (τS)Q exp
(
τST
)
dτ
is a heat kernel of LOU. This is true, even if (A3) is not satisfied.
Heat kernel via Fourier-Bessel method. The Fourier-Bessel method used in [8, Section
3.2] provides a further possibility to determine a heat kernel for L∞ on R2. Therein one computes
a Green’s function of L∞ and finds that Green’s function equals the time integral over the heat
kernel, see Remark 5.6 below and [29, Section 1.6]. An advantage of this method is that it can
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be extended to circular disks (bounded domains) with Dirichlet, Neumann and Robin boundary
conditions.
4. Properties of the Ornstein-Uhlenbeck kernel
In this section we collect some basic properties of the heat kernel from Theorem 3.1. These
properties are essential for the analysis of the semigroup, for the solvability of identification
problems and for the evidence that the solution of the resolvent equation has exponential decay
in space.
The heat kernel satisfies the following Chapman-Kolmogorov formula, which plays an impor-
tant role for the semigroup properties, [19, Proposition C.3.2].
Lemma 4.1 (Chapman-Kolmogorov formula). Let the assumptions (A1)–(A3) be satisfied.
Then the following equality is satisfied∫
Rd
H(x, ξ˜, t1)H(ξ˜, ξ, t2)dξ˜ = H(x, ξ, t1 + t2) ∀x, ξ ∈ R
d, ∀ t1, t2 > 0.
Remark 4.2. For the proof we need the following integral∫ ∞
−∞
exp
(
−c1 (a− ψ)
2 − c2 (ψ − b)
2
)
dψ
=
(
pi
c1 + c2
) 1
2
exp
(
−
c1c2
c1 + c2
(a− b)2
)(4.1)
for a, b, c1, c2 ∈ C with Re c1 > 0, Re c2 > 0.
Proof. First let us prove the assertion for the diagonalized kernel
H˜(x, ξ, t) = (4pitΛA)
− d
2 exp
(
−ΛBt− (4tΛA)
−1
∣∣etSx− ξ∣∣2) ,
where A = Y ΛAY
−1 and B = Y ΛBY
−1. Condition (A3) yields
∣∣etSx∣∣ = |x|, hence∫
Rd
H˜(x, ξ˜, t1)H˜(ξ˜, ξ, t2)dξ˜
=(4pit1ΛA)
−d
2 (4pit2ΛA)
− d
2 exp (−ΛB(t1 + t2))
·
∫
Rd
exp
(
− (4t1ΛA)
−1
∣∣∣et1Sx− ξ˜∣∣∣2 − (4t2ΛA)−1 ∣∣∣ξ˜ − e−t2Sξ∣∣∣2
)
dξ˜.
(4.2)
From (A2) we deduce that ReλAj > 0 and hence Re
(
λAj
)−1
= Re
λAj
|λAj |
2 > 0 for every j =
1, . . . , N . Using formula (4.1) componentwise with c1 =
(
4t1λ
A
j
)−1
, c2 =
(
4t2λ
A
j
)−1
, ψ = ξ˜i,
a =
(
et1Sx
)
i
, b =
(
e−t2Sξ
)
i
, i = 1, . . . , d we obtain∫ ∞
−∞
exp
(
− (4t1ΛA)
−1
((
et1Sx
)
i
− ξ˜i
)2
− (4t2ΛA)
−1
(
ξ˜i −
(
e−t2Sξ
)
i
)2)
dξ˜i
=(4pit1ΛA)
1
2 (4pit2ΛA)
1
2 (4pi (t1 + t2) ΛA)
− 1
2
· exp
(
− (4 (t1 + t2) ΛA)
−1 ((et1Sx)
i
−
(
e−t2Sξ
)
i
)2)
.
Using this integral and
∣∣etSx∣∣ = |x| we can compute the latter integral in (4.2)∫
Rd
exp
(
− (4t1ΛA)
−1
∣∣∣et1Sx− ξ˜∣∣∣2 − (4t2ΛA)−1 ∣∣∣ξ˜ − e−t2Sξ∣∣∣2
)
dξ˜
=
∫ ∞
−∞
· · ·
∫ ∞
−∞
exp
( d∑
i=1
[
− (4t1ΛA)
−1
(
(et1Sx)i − ξ˜i
)2
− (4t2ΛA)
−1
(
ξ˜i − (e
−t2Sξ)i
)2 ])
dξ˜1 · · · dξ˜d
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=
∫ ∞
−∞
· · ·
∫ ∞
−∞
d∏
i=1
exp
(
− (4t1ΛA)
−1
(
(et1Sx)i − ξ˜i
)2
− (4t2ΛA)
−1
(
ξ˜i − (e
−t2Sξ)i
)2)
dξ˜1 · · · dξ˜d
=
d∏
i=1
∫ ∞
−∞
exp
(
− (4t1ΛA)
−1
(
(et1Sx)i − ξ˜i
)2
− (4t2ΛA)
−1
(
ξ˜i − (e
−t2Sξ)i
)2)
dξ˜i
=(4pit1ΛA)
d
2 (4pit2ΛA)
d
2 (4pi (t1 + t2) ΛA)
− d
2
· exp
(
− (4 (t1 + t2) ΛA)
−1
d∑
i=1
((
et1Sx
)
i
−
(
e−t2Sξ
)
i
)2)
=(4pit1ΛA)
d
2 (4pit2ΛA)
d
2 (4pi (t1 + t2) ΛA)
− d
2
· exp
(
− (4 (t1 + t2) ΛA)
−1
∣∣∣e(t1+t2)Sx− ξ∣∣∣2) .
Using this equality in (4.2) we obtain∫
Rd
H˜(x, ξ˜, t1)H˜(ξ˜, ξ, t2)dξ˜ = H˜(x, ξ, t1 + t2) ∀x, ξ ∈ R
d, ∀ t1, t2 > 0.
We now consider the general case: Since H(x, ξ, t) = Y H˜(x, ξ, t)Y −1 we obtain∫
Rd
H(x, ξ˜, t1)H(ξ˜, ξ, t2)dξ˜ = Y
∫
Rd
H˜(x, ξ˜, t1)H˜(ξ˜, ξ, t2)dξ˜Y
−1
=Y H˜(x, ξ, t1 + t2)Y
−1 = H(x, ξ, t1 + t2) ∀x, ξ ∈ R
d, ∀ t1, t2 > 0.

The first two partial derivatives of H with respect to x, i.e. Di :=
∂
∂xi
, are
DiH(x, ξ, t) =− (2tA)
−1
〈
etSx− ξ, etSei
〉
H(x, ξ, t),
DjDiH(x, ξ, t) =
(
− (2tA)−1 δij + (2tA)
−2 〈
etSx− ξ, etSei
〉 〈
etSx− ξ, etSej
〉)
·H(x, ξ, t)
for i, j = 1, . . . , d, where we used (A3) once more. Let us define the radial kernels
K˜(ψ, t) := (4pitΛA)
−d
2 exp
(
−ΛBt− (4tΛA)
−1 |ψ|2
)
,(4.3)
K(ψ, t) :=H(x, etSx− ψ, t) = Y K˜(ψ, t)Y −1(4.4)
=(4pitA)−
d
2 exp
(
−Bt− (4tA)−1 |ψ|2
)
,
K˜i(ψ, t) :=− (2tΛA)
−1 〈
ψ, etSei
〉
K˜(ψ, t),(4.5)
Ki(ψ, t) := [DiH(x, ξ, t)]ξ=etSx−ψ = Y K˜
i(ψ, t)Y −1(4.6)
=− (2tA)−1
〈
ψ, etSei
〉
K(ψ, t),
K˜ji(ψ, t) :=
(
(2tΛA)
−2 〈
ψ, etSei
〉 〈
ψ, etSej
〉
− (2tΛA)
−1
δij
)
K˜(ψ, t),(4.7)
Kji(ψ, t) := [DjDiH(x, ξ, t)]ξ=etSx−ψ = Y K˜
ji(ψ, t)Y −1(4.8)
=
(
(2tA)
−2 〈
ψ, etSei
〉 〈
ψ, etSej
〉
− (2tA)−1 δij
)
K(ψ, t).
To prove boundedness of the associated semigroup in exponentially weighted function spaces,
we need upper bounds of the exponentially weighted integrals of the kernels K, Ki and Kji.
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Lemma 4.3. Let the assumptions (A1)–(A3) be satisfied, p, η ∈ R and let K, Ki, Kji be given
by (4.4), (4.6) and (4.8) for every i, j = 1, . . . , d, then
(1)
∫
Rd
eηp|ψ| |K(ψ, t)| dψ 6 C1(t) , t > 0,
(2)
∫
Rd
eηp|ψ|
∣∣Ki(ψ, t)∣∣ dψ 6 C2(t) , t > 0,
(3)
∫
Rd
eηp|ψ|
∣∣Kji(ψ, t)∣∣ dψ 6 C3(t) , t > 0,
where |·| denotes the spectral norm and the functions are given by
C1(t) =κa
d
2
1 e
−b0t
[
1F1
(
d
2
;
1
2
; νt
)
+ 2
Γ
(
d+1
2
)
Γ
(
d
2
) (νt) 12 1F1
(
d+ 1
2
;
3
2
; νt
)]
,
C2(t) =κa
d+1
2
1 e
−b0t (tamin)
− 1
2
[
Γ
(
d+1
2
)
Γ
(
d
2
) 1F1
(
d+ 1
2
;
1
2
; νt
)
+ 2
Γ
(
d+2
2
)
Γ
(
d
2
) (νt) 12 1F1
(
d+ 2
2
;
3
2
; νt
)]
,
C3(t) =κa
d+2
2
1 e
−b0t (tamin)
−1
[
Γ
(
d+2
2
)
Γ
(
d
2
) 1F1
(
d+ 2
2
;
1
2
; νt
)
+ 2
Γ
(
d+3
2
)
Γ
(
d
2
) (νt) 12 1F1
(
d+ 3
2
;
3
2
; νt
)
+
δij
2
a−11 1F1
(
d
2
;
1
2
; νt
)
+ δija
−1
1
Γ
(
d+1
2
)
Γ
(
d
2
) (νt) 12 1F1
(
d+ 1
2
;
3
2
; νt
)]
with a1 :=
a2max
amina0
> 1, ν :=
a2maxη
2p2
a0
> 0, κ := cond(Y ) with Y from (A1) and amax, amin, a0, b0
defined in (2.2). Note that C1+|β|(t) ∼ t
d−1
2 e−(b0−ν)t as t → ∞ and C1+|β|(t) ∼ t
− |β|
2 as t→ 0
for every |β| = 0, 1, 2.
Remark 4.4. The function 1F1(a; b; z) denotes the Kummer confluent hypergeometric function
M(a, b, z) and satisfies the formula∫ ∞
0
sne−s
2+rsds =
1
2
Γ
(
n+ 1
2
)
1F1
(
n+ 1
2
;
1
2
;
r2
4
)
+
r
2
Γ
(n
2
+ 1
)
1F1
(
n
2
+ 1;
3
2
;
r2
4
)(4.9)
for r ∈ R with r > 0 and n ∈ C with Ren > −1, that we need to prove Lemma 4.3. Moreover,
in Lemma 4.7 we will need the connection formula
1F1 (a; b;x) = e
x
1F1 (b− a; b;−x)(4.10)
for a, b, x ∈ C with b 6= 0,−1,−2, . . . (see [28] 13.2.39) and the integral∫ ∞
0
tα−1e−ct1F1 (a; b;−t)dt = c
−αΓ (α) 2F1
(
a, α; b;−
1
c
)
(4.11)
for a, b, c, α ∈ C with b 6= 0,−1,−2, . . ., Reα > 0 and Re c > 0 (see [28] 16.5.3) where
2F1 (a1, a2; b1; z) denotes the generalized hypergeometric function. To verify the asymptotic be-
havior of the function 1F1 (a, b, z) at infinity we need the limiting form
1F1 (a, b, z) ∼
Γ(b)
Γ(a)
za−bez, as z →∞, |arg z| <
pi
2
(4.12)
for z ∈ C and a, b ∈ C\{0,−1,−2, . . .} (see [28] 13.2.4 and 13.2.23). Observe that 1F1 (a; b; 0) =
1 and 2F1 (a1, a2; b1; 0) = 1 which induce a simplification of the constants in Lemma 4.3 in case
of η = 0.
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Proof. First note that due to (A1), (4.4), (4.6), (4.8) it hold∣∣Kβ(ψ, t)∣∣ = ∣∣∣Y K˜β(ψ, t)Y −1∣∣∣ 6 |Y ||Y −1| ∣∣∣K˜β(ψ, t)∣∣∣ = κ max
k=1,...,N
∣∣∣K˜βkk(ψ, t)∣∣∣ ,(4.13)
for every multi-index β ∈ Nd0 with |β| 6 2. Note that K˜
β(ψ, t) ∈ CN,N is diagonal.
(1): Using (4.3) a simple computation shows that
max
k=1,...,N
∣∣∣K˜kk(ψ, t)∣∣∣ 6 (4pitamin)− d2 e−b0t− a04ta2max |ψ|2(4.14)
for every ψ ∈ Rd and t > 0. From (4.13) with |β| = 0, (4.14), the transformation theorem (with
transformations for d-dimensional polar coordinates and Φ(r) =
(
a0
4ta2max
) 1
2
r) and formula (4.9)
(since (A2) is satisfied) we obtain∫
Rd
eηp|ψ| |K(ψ, t)| dψ
6
∫
Rd
κeηp|ψ| (4pitamin)
− d
2 e
−b0t−
a0
4ta2max
|ψ|2
dψ
=κ (4pitamin)
− d
2 e−b0t
2pi
d
2
Γ
(
d
2
) ∫ ∞
0
rd−1e
−
a0
4ta2max
r2+ηpr
dr
=κ
(
a2max
amina0
) d
2
e−b0t
2
Γ
(
d
2
) ∫ ∞
0
sd−1e
−s2+
(
4a2maxη
2p2t
a0
) 1
2
s
ds = C1(t).
(2): Using (4.5) for every i = 1, . . . , d, ψ ∈ Rd and t > 0 we obtain
max
k=1,...,N
∣∣∣K˜ikk(ψ, t)∣∣∣ 6 (2tamin)−1 ∣∣〈ψ, etSei〉∣∣ max
k=1,...,N
∣∣∣K˜kk(ψ, t)∣∣∣ .(4.15)
From (4.13) with |β| = 1, (4.15) with (4.14), Cauchy-Schwarz inequality with assumption (A3)
(
∣∣〈ψ, etSei〉∣∣ 6 |ψ||etSei| = |ψ|), the transformation theorem (with transformations from (1))
and formula (4.9) we obtain∫
Rd
eηp|ψ|
∣∣Ki(ψ, t)∣∣ dψ
6
∫
Rd
κeηp|ψ| (2tamin)
−1 ∣∣〈ψ, etSei〉∣∣ max
k=1,...,N
∣∣∣K˜kk(ψ, t)∣∣∣ dψ
6
∫
Rd
κeηp|ψ|(2tamin)
−1 |ψ| (4pitamin)
− d
2 e
−b0t−
a0
4ta2max
|ψ|2
dψ
=κ(2tamin)
−1(4pitamin)
− d
2 e−b0t
2pi
d
2
Γ
(
d
2
) ∫ ∞
0
rde
−
a0
4ta2max
r2+ηpr
dr
=κ
(
a2max
amina0
) d+1
2
e−b0t
2
Γ
(
d
2
) (tamin)− 12
∫ ∞
0
sde
−s2+
(
4a2maxη
2p2t
a0
) 1
2
s
ds = C2(t).
(3): Using (4.7), the triangle inequality and Cauchy-Schwarz inequality with assumption (A3)
(see (2)) yield for every i, j = 1, . . . , d, ψ ∈ Rd and t > 0
max
k=1,...,N
∣∣∣K˜jikk(ψ, t)∣∣∣ 6 ((2tamin)−2 |ψ|2 + (2tamin)−1 δij) max
k=1,...,N
∣∣∣K˜kk(ψ, t)∣∣∣ .(4.16)
From (4.13) with |β| = 2, (4.16) with (4.14), the transformation theorem (with transformations
from (1)) and formula (4.9) we obtain∫
Rd
eηp|ψ|
∣∣Kji(ψ, t)∣∣ dψ
6
∫
Rd
κeηp|ψ|
(
(2tamin)
−2 |ψ|2 + (2tamin)
−1
δij
)
max
k=1,...,N
∣∣∣K˜kk(ψ, t)∣∣∣ dψ
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6
∫
Rd
κeηp|ψ|
(
(2tamin)
−2 |ψ|2 + (2tamin)
−1
δij
)
(4pitamin)
−d
2 e
−b0t−
a0
4ta2max
|ψ|
dψ
=κ(4pitamin)
− d
2 e−b0t
2pi
d
2
Γ
(
d
2
) ∫ ∞
0
(
(2tamin)
−2
r2 + (2tamin)
−1
δij
)
rd−1e
−
a0
4ta2max
r2+ηpr
dr
=κ
(
a2max
amina0
) d+2
2
e−b0t
2
Γ
(
d
2
) (tamin)−1
∫ ∞
0
sd+1e
−s2+
(
4a2maxη
2p2t
a0
) 1
2
s
ds
+ δijκ
(
a2max
amina0
) d
2
e−b0t
1
Γ
(
d
2
) (tamin)−1
∫ ∞
0
sd−1e
−s2+
(
4a2maxη
2p2t
a0
) 1
2
s
ds = C3(t).

The following lemma is essential for the proof that the Schwartz space is a core for the
infinitesimal generator of the Ornstein-Uhlenbeck semigroup, see [24, Proposition 2.2 and 3.2] for
the scalar real-valued case and [29, Theorem 5.10] for the complex-valued extension. Moreover,
the first statement of this lemma is also needed to prove strong continuity of the semigroup.
Lemma 4.5. Let the assumptions (A1) and (A2) be satisfied and let K be given by (4.4), then
for every i, j = 1, . . . , d and t > 0 we have
(1)
∫
Rd
K(ψ, t)dψ = e−Bt,
(2)
∫
Rd
K(ψ, t)ψidψ = 0,
(3)
∫
Rd
K(ψ, t)ψiψjdψ =
{
2te−BtA , i = j
0 , i 6= j
.
Remark 4.6. Throughout this proof we will use d-dimensional polar coordinates: Let x ∈ Rd,
Ω :=]0,∞[×[0, 2pi[×[0, pi]d and (r, φ, θ1, . . . , θd−2) ∈ Ω, then we define
x1 =Φ1(r, φ, θ1, . . . , θd−2) := r cosφ
d−2∏
k=1
sin θk,
x2 =Φ2(r, φ, θ1, . . . , θd−2) := r sinφ
d−2∏
k=1
sin θk,(4.17)
xi =Φi(r, φ, θ1, . . . , θd−2) := r cos θi−2
d−2∏
k=i−1
sin θk, 3 6 i 6 d.
The transformation Φ : Ω → Rd is a C∞-diffeomorphism, [5, X.8.8 Lemma], satisfying Φ(Ω) =
Rd and
detDΦ(r, φ, θ1, . . . , θd−2) = (−1)
drd−1
d−2∏
k=1
(sin θk)
k
.
Proof. First note that (A2), (A1) and componentwise integration yields for every n > −1∫ ∞
0
rne−(4tA)
−1r2dr =
∫ ∞
0
rne−Y (4tΛA)
−1Y −1r2dr
=Y
∫ ∞
0
rne−(4tΛA)
−1r2drY −1 =
Γ
(
n+1
2
)
2
Y (4tΛA)
n+1
2 Y −1
=
Γ
(
n+1
2
)
2
(4tA)
n+1
2 .
(4.18)
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(1): From (4.4), (4.18) (with n = d− 1), the transformation theorem (with d-dimensional polar
coordinates) and (A1) we directly obtain for t > 0∫
Rd
K(ψ, t)dψ =(4pitA)
− d
2 e−Bt
∫
Rd
e−(4tA)
−1|ψ|2dψ
=(4pitA)
− d
2 e−Bt
2pi
d
2
Γ
(
d
2
) ∫ ∞
0
rd−1e−(4tA)
−1r2dr
=(4pitA)−
d
2 e−Bt
2pi
d
2
Γ
(
d
2
) Γ
(
d
2
)
2
(4tA)
d
2 = e−Bt.
(2): Now we must use d-dimensional polar coordinates. From the transformation theorem we
obtain ∫
Rd
e−(4tA)
−1|ψ|2ψidψ
=
∫
Ω
e−(4tA)
−1r2 ·


r cosφ
∏d−2
k=1 sin θk , i = 1
r sinφ
∏d−2
k=1 sin θk , i = 2
r cos θi−2
∏d−2
k=i−1 sin θk , 3 6 i 6 d− 2


· |detDΦ(r, φ, θ1, . . . , θd−2)| drdφdθ1 · · · dθd−2
=
∫
Ω
e−(4tA)
−1r2 ·


r cosφ
∏d−2
k=1 sin θk , i = 1
r sinφ
∏d−2
k=1 sin θk , i = 2
r cos θi−2
∏d−2
k=i−1 sin θk , 3 6 i 6 d− 2


· rd−1
d−2∏
k=1
|sin θk|
k
drdφdθ1 · · · dθd−2
=
(∫ ∞
0
rde−(4tA)
−1r2dr
)∫ 2π
0
∫ π
0
· · ·
∫ π
0

cosφ
∏d−2
k=1 sin θk
∏d−2
k=1 |sin θk|
k , i = 1
sinφ
∏d−2
k=1 sin θk
∏d−2
k=1 |sin θk|
k , i = 2
cos θi−2
∏d−2
k=i−1 sin θk
∏d−2
k=1 |sin θk|
k , 3 6 i 6 d− 2

 dφdθ1 · · · dθd−2.
In case of i = 1 and i = 2 the φ-integrals vanishes and in case of 3 6 i 6 d− 2 the θi−2-integral
vanishes, since using for example
(sin a)
n
=
1
2n
n∑
k=0
(
n
k
)
cos
(
(n− 2k)
(
a−
pi
2
))
, n ∈ N,
we obtain ∫ π
0
cos θi−2 |sin θi−2|
i−2 dθi−2 =
∫ π
0
cos θi−2 (sin θi−2)
i−2 dθi−2 = 0.(4.19)
Hence, we have for every i = 1, . . . , d and t > 0∫
Rd
K(ψ, t)ψidψ = (4pitA)
− d
2 e−Bt
∫
Rd
e−(4tA)
−1|ψ|2ψidψ = 0.
(3): Finally, let us use d-dimensional polar coordinates once more. Similar to (2) from the
transformation theorem we obtain∫
Rd
e−(4tA)
−1|ψ|2ψiψjdψ =
(∫ ∞
0
rd+1e−(4tA)
−1r2dr
)∫ 2π
0
∫ π
0
· · ·
∫ π
0

cosφ
∏d−2
k=1 sin θk , i = 1
sinφ
∏d−2
k=1 sin θk , i = 2
cos θi−2
∏d−2
k=i−1 sin θk , 3 6 i 6 d− 2


d−2∏
k=1
|sin θk|
k
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
cosφ
∏d−2
k=1 sin θk , j = 1
sinφ
∏d−2
k=1 sin θk , j = 2
cos θj−2
∏d−2
k=j−1 sin θk , 3 6 j 6 d− 2

 dφdθ1 · · · dθd−2
=
{
π
d
2
2 (4tA)
d
2
+1
, i = j
0 , i 6= j
.
Accept the last equality, we first deduce from (4.18) with n = d+ 1∫ ∞
0
rd+1e−(4tA)
−1r2dr =
Γ
(
d+2
2
)
2
(4tA)
d
2
+1.(4.20)
Moreover, for Re l > −1, a, b ∈ N0 with a 6 b it holds
b∏
l=a
∫ π
0
(sin θ)
l
dθ =
b∏
l=a
pi
1
2
Γ
(
l+1
2
)
Γ
(
l+2
2
) = pi b−a+12 Γ
(
a+1
2
)
Γ
(
b+2
2
) .(4.21)
Let is first consider the cases i = j = 1 and i = j = 2. Here we must use∫ 2π
0
(cosφ)
2
dφ = pi,
∫ 2π
0
(sinφ)
2
dφ = pi
and (4.21) with a = 3 and b = d
d−2∏
k=1
∫ π
0
(sin θk)
2 |sin θk|
k
dθk =
d−2∏
k=1
∫ π
0
(sin θ)
k+2
dθ =
d∏
l=3
∫ π
0
(sin θ)
l
dθ
=pi
d
2
−1 Γ
(
4
2
)
Γ
(
d+2
2
) = pi d2−1
Γ
(
d+2
2
) .
Now, let us consider the case 3 6 i = j 6 d. Here we can deduce from (4.21) (with a = 1 and
b = i− 3, a = b = i− 2, a = b = i as well as a = i+ 1 and b = d)
i−3∏
k=1
∫ π
0
|sin θk|
k
dθk =
i−3∏
k=1
∫ π
0
(sin θ)
k
dθ = pi
i−3
2
Γ(1)
Γ
(
i−1
2
) = pi i−32
Γ
(
i−1
2
) ,
∫ π
0
(cos θi−2)
2 |sin θi−2|
i−2
dθi−2 =
∫ π
0
(
1− (sin θi−2)
2
)
(sin θi−2)
i−2
dθi−2
=
∫ π
0
(sin θ)
i−2
dθ −
∫ π
0
(sin θ)
i
dθ = pi
1
2
(
Γ
(
i−1
2
)
Γ
(
i
2
) − Γ
(
i+1
2
)
Γ
(
i+2
2
)
)
,
d−2∏
k=i−1
∫ π
0
(sin θk)
2 |sin θk|
k dθk =
d−2∏
k=i−1
∫ π
0
(sin θ)k+2 dθ
=
d∏
l=i+1
∫ π
0
(sin θ)
l
dθ = pi
d−i
2
Γ
(
i+2
2
)
Γ
(
d+2
2
) ,
∫ 2π
0
1dφ = 2pi.
Multiplying these four terms with (4.20) and using Γ(x + 1) = xΓ(x) we obtain π
d
2
2 (4tA)
d
2
+1.
Next, we consider the cases 3 6 i < j 6 d and 3 6 j < i 6 d. Let w.l.o.g. i < j, then the term
from (4.19) vanishes. For all the other cases exactly one term vanishes, namely∫ 2π
0
sinφ cosφdφ = 0, if (i = 1, j = 2) or (i = 2, j = 1),
∫ 2π
0
cosφdφ = 0, if (i = 1, 3 6 j 6 d) or (3 6 i 6 d, j = 1),
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∫ 2π
0
sinφdφ = 0, if (i = 2, 3 6 j 6 d) or (3 6 i 6 d, j = 2).

Assuming (A2), let us introduce the following functions
C4(t) =Cθκa
d
2
1 e
−b0t
[
1F1
(
d
2
;
1
2
; νt
)
+ 2
Γ
(
d+1
2
)
Γ
(
d
2
) (νt) 12 1F1
(
d+ 1
2
;
3
2
; νt
)] 1
p
,
C5(t) =Cθκa
d+1
2
1 e
−b0t (tamin)
− 1
2
[
Γ
(
d+1
2
)
Γ
(
d
2
) 1F1
(
d+ 1
2
;
1
2
; νt
)
+ 2
Γ
(
d+2
2
)
Γ
(
d
2
) (νt) 12 1F1
(
d+ 2
2
;
3
2
; νt
)] 1
p
,
C6(t) =Cθκa
d+2
2
1 e
−b0t (tamin)
−1
[
Γ
(
d+2
2
)
Γ
(
d
2
) 1F1
(
d+ 2
2
;
1
2
; νt
)
+ 2
Γ
(
d+3
2
)
Γ
(
d
2
) (νt) 12 1F1
(
d+ 3
2
;
3
2
; νt
)
+
δij
2
a−11 1F1
(
d
2
;
1
2
; νt
)
+ δija
−1
1
Γ
(
d+1
2
)
Γ
(
d
2
) (νt) 12 1F1
(
d+ 1
2
;
3
2
; νt
)] 1
p
,
with a1 :=
a2max
amina0
> 1, ν :=
a2maxη
2p2
a0
> 0, 1 6 p 6 ∞, η > 0, κ := cond(Y ) with Y from (A1)
and amax, amin, a0, b0 defined in (2.2). In case of p = ∞ the constants are given by C4+|β|(t)
with p = 1 for every |β| = 0, 1, 2. Note that in case of p = 1 we have C4+|β|(t) = CθC1+|β|(t).
In order to prove exponentially weighted resolvent estimates, we need the following lemma.
The upper bound for η2 is the maximal decay rate appearing in the resolvent estimates.
Lemma 4.7. Let the assumption (A2) be satisfied and let 1 6 p <∞. Moreover, let 0 < ϑ < 1,
ω ∈ R, λ ∈ C with Reλ > ω and 0 6 η2 6 ϑa0(Reλ−ω)
a2maxp
2 , then we have
(1)
∫ ∞
0
e−ReλtC4(t)dt 6
C7
Reλ− ω
,
(2)
∫ ∞
0
e−ReλtC5(t)dt 6
C8
(Reλ− ω)
1
2
,
where the constants are given by
C7 =Cθκa
d
2
1
(
1
1− ϑ
) 1
p
(
2F1
(
−
d− 1
2
, 1;
1
2
;−
ϑ
1− ϑ
)
+ pi
1
2
Γ
(
d+1
2
)
Γ
(
d
2
) ( ϑ
1− ϑ
) 1
2
2F1
(
−
d− 2
2
,
3
2
;
3
2
;−
ϑ
1− ϑ
)) 1
p
,
C8 =Cθκa
d+1
2
1
Γ
(
1
2
)
a
1
2
min
(
1
1− ϑ
) 1
2p
(
Γ
(
d+1
2
)
Γ
(
d
2
) 2F1
(
−
d
2
,
1
2
;
1
2
;−
ϑ
1− ϑ
)
+ 2
Γ
(
d+2
2
)
Γ
(
1
2
)
Γ
(
d
2
) ( ϑ
1− ϑ
) 1
2
2F1
(
−
d− 1
2
, 1;
3
2
;−
ϑ
1− ϑ
)) 1
p
with a1 :=
a2max
amina0
> 1, κ := cond(Y ) with Y from (A1) and amax, amin, a0, b0 defined in (2.2).
Proof. (1): From c0 := Reλ− ω, Hölder’s inequality (with q ∈]1,∞] such that
1
p
+ 1
q
= 1), the
transformation theorem (with transformation Φ(t) =
a2maxη
2p2t
a0
), formula (4.10) (with a = d2 ,
b = 12 , x = s and a =
d+1
2 , b =
3
2 , x = s) and formula (4.11) (with α = 1, c =
a0c0−a
2
maxη
2p2
a2maxη
2p2
,
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a = − d−12 , b =
1
2 and α =
3
2 , c =
a0c0−a
2
maxη
2p2
a2maxη
2p2
, a = − d−22 , b =
3
2 – note that because of (A2),
c0 > 0 and η
2 < a0c0
a2maxp
2 we have Re c > 0) we obtain
∫ ∞
0
e−ReλtC4(t)dt
=
∫ ∞
0
Cθκ
(
a2max
amina0
) d
2
e−c0t
[
1F1
(
d
2
;
1
2
;
a2maxη
2p2t
a0
)
+ 2
Γ
(
d+1
2
)
Γ
(
d
2
) (a2maxη2p2t
a0
) 1
2
1F1
(
d+ 1
2
;
3
2
;
a2maxη
2p2t
a0
)] 1
p
dt
6Cθκ
(
a2max
amina0
) d
2
(∫ ∞
0
e−c0tdt
) 1
q
(∫ ∞
0
e−c0t1F1
(
d
2
;
1
2
;
a2maxη
2p2t
a0
)
dt
+ 2
Γ
(
d+1
2
)
Γ
(
d
2
) ∫ ∞
0
(
a2maxη
2p2t
a0
) 1
2
e−c0t1F1
(
d+ 1
2
;
3
2
;
a2maxη
2p2t
a0
)
dt
) 1
p
=Cθκa
d
2
1
(
1
c0
) 1
q
((
a2maxη
2p2
a0
)−1 ∫ ∞
0
e
−
a0c0
a2maxη
2p2
s
1F1
(
d
2
;
1
2
; s
)
ds
+ 2
Γ
(
d+1
2
)
Γ
(
d
2
) (a2maxη2p2
a0
)−1 ∫ ∞
0
s
1
2 e
−
a0c0
a2maxη
2p2
s
1F1
(
d+ 1
2
;
3
2
; s
)
ds
) 1
p
=Cθκa
d
2
1
(
1
c0
)((
a2maxη
2p2
a0c0
)−1 ∫ ∞
0
e
−
(
a0c0
a2maxη
2p2
−1
)
s
1F1
(
−
d− 1
2
;
1
2
;−s
)
ds
+ 2
Γ
(
d+1
2
)
Γ
(
d
2
) (a2maxη2p2
a0c0
)−1 ∫ ∞
0
s
1
2 e
−
(
a0c0
a2maxη
2p2
−1
)
s
1F1
(
−
d− 2
2
;
3
2
;−s
)
ds
) 1
p
=Cθκa
d
2
1
(
1
c0
)(
a0c0
a0c0 − a2maxη
2p2
) 1
p
(
2F1
(
−
d− 1
2
, 1;
1
2
;−
a2maxη
2p2
a0c0 − a2maxη
2p2
)
+ pi
1
2
Γ
(
d+1
2
)
Γ
(
d
2
) ( a2maxη2p2
a0c0 − a2maxη
2p2
) 1
2
2F1
(
−
d− 2
2
,
3
2
;
3
2
;−
a2maxη
2p2
a0c0 − a2maxη
2p2
)) 1
p
.
Finally, to obtain C7 we must use that 2F1 is strictly monotonically decreasing in ] −∞, 0] as
well as the inequalities
a0c0
a0c0 − a2maxη
2p2
6
1
1− ϑ
and
a2maxη
2p2
a0c0 − a2maxη
2p2
6
ϑ
1− ϑ
.(4.22)
(2): From c0 := Reλ − ω, Hölder’s inequality (with q ∈]1,∞] such that
1
p
+ 1
q
= 1), the
transformation theorem (with transformation Φ(t) =
a2maxη
2p2t
a0
), formula (4.10) (with a = d+12 ,
b = 12 , x = s and a =
d+2
2 , b =
3
2 , x = s) and formula (4.11) (with α =
1
2 , c =
a0c0−a
2
maxη
2p2
a2maxη
2p2
,
a = − d2 , b =
1
2 and α = 1, c =
a0c0−a
2
maxη
2p2
a2maxη
2p2
, a = − d−12 , b =
3
2 – note that because of (A2),
c0 > 0 and η
2 < a0c0
a2maxp
2 we have Re c > 0) we obtain
∫ ∞
0
e−ReλtC5(t)dt
=
∫ ∞
0
Cθκ
(
a2max
amina0
) d+1
2
e−c0t (tamin)
− 1
2
[
Γ
(
d+1
2
)
Γ
(
d
2
) 1F1
(
d+ 1
2
;
1
2
;
a2maxη
2p2t
a0
)
+ 2
Γ
(
d+2
2
)
Γ
(
d
2
) (a2maxη2p2t
a0
) 1
2
1F1
(
d+ 2
2
;
3
2
;
a2maxη
2p2t
a0
)] 1
p
dt
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6Cθκ
(
a2max
amina0
) d+1
2
a
− 1
2
min
(∫ ∞
0
t−
1
2 e−c0tdt
) 1
q
·
(
Γ
(
d+1
2
)
Γ
(
d
2
) ∫ ∞
0
t−
1
2 e−c0t1F1
(
d+ 1
2
;
1
2
;
a2maxη
2p2t
a0
)
dt
+ 2
Γ
(
d+2
2
)
Γ
(
d
2
) (a2maxη2p2
a0
) 1
2
∫ ∞
0
e−c0t1F1
(
d+ 2
2
;
3
2
;
a2maxη
2p2t
a0
)
dt
) 1
p
=Cθκa
d+1
2
1
((
1
c0
) 1
2
Γ
(
1
2
)) 1q
a
− 1
2
min
·
(
Γ
(
d+1
2
)
Γ
(
d
2
) (a2maxη2p2
a0
)− 1
2
∫ ∞
0
s−
1
2 e
−
a0c0
a2maxη
2p2
s
1F1
(
d+ 1
2
;
1
2
; s
)
ds
+ 2
Γ
(
d+2
2
)
Γ
(
d
2
) (a2maxη2p2
a0
)− 1
2
∫ ∞
0
e
−
a0c0
a2maxη
2p2
s
1F1
(
d+ 2
2
;
3
2
; s
)
ds
) 1
p
=Cθκa
d+1
2
1
(
1
c0
) 1
2 Γ
(
1
2
)
a
1
2
min
·
(
Γ
(
d+1
2
)
Γ
(
1
2
)
Γ
(
d
2
) (a2maxη2p2
a0c0
)− 1
2
∫ ∞
0
s−
1
2 e
−
(
a0c0
a2maxη
2p2
−1
)
s
1F1
(
−
d
2
;
1
2
;−s
)
ds
+ 2
Γ
(
d+2
2
)
Γ
(
1
2
)
Γ
(
d
2
) (a2maxη2p2
a0c0
)− 1
2
∫ ∞
0
e
−
(
a0c0
a2maxη
2p2
−1
)
s
1F1
(
−
d− 1
2
;
3
2
;−s
)
ds
) 1
p
=Cθκa
d+1
2
1
(
1
c0
) 1
2 Γ
(
1
2
)
a
1
2
min
(
a0c0
a0c0 − a2maxη
2p2
) 1
2p
·
(
Γ
(
d+1
2
)
Γ
(
d
2
) 2F1
(
−
d
2
,
1
2
;
1
2
;−
a2maxη
2p2
a0c0 − a2maxη
2p2
)
+ 2
Γ
(
d+2
2
)
Γ
(
1
2
)
Γ
(
d
2
) ( a2maxη2p2
a0c0 − a2maxη
2p2
) 1
2
2F1
(
−
d− 1
2
, 1;
3
2
;−
a2maxη
2p2
a0c0 − a2maxη
2p2
)) 1
p
.
Finally, to obtain C8 we use again that 2F1 is strictly monotonically decreasing in ]−∞, 0] and
the inequalities (4.22). 
5. The Ornstein-Uhlenbeck semigroup in Lpθ(R
d,CN )
Recall the Ornstein-Uhlenbeck kernel
H(x, ξ, t) = (4pitA)−
d
2 exp
(
−Bt− (4tA)−1
∣∣etSx− ξ∣∣2)
of the differential operator
[L∞v] (x) := A△v(x) + 〈Sx,∇v(x)〉 −Bv(x)
from Theorem 3.1. In the following we study the family of mappings
[T (t)v] (x) :=
{∫
Rd
H(x, ξ, t)v(ξ)dξ , t > 0
v(x) , t = 0
, x ∈ Rd(5.1)
on the (complex-valued) Banach space (Lpθ(R
d,CN), ‖·‖Lp
θ
) for 1 6 p 6∞.
The next two theorems show that the family of mappings (T (t))t>0 generates a semigroup
on Lpθ(R
d,CN ) for every 1 6 p 6∞. The proof of Theorem 5.1 is taken from [29, Theorem 5.3]
while the proof of Theorem 5.2 extends [29, Theorem 5.2] to the weighted Lp-case. For later
use, we keep track of the time dependence of constants in terms of Kummer functions.
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Theorem 5.1 (Boundedness on Lpθ(R
d,CN )). Let the assumptions (A1)–(A3) be satisfied and
let 1 6 p 6 ∞. Then for every radial weight function θ ∈ C(Rd,R) of exponential growth rate
η > 0 and for every v ∈ Lpθ(R
d,CN ) we have
‖T (t)v‖Lp
θ
(Rd,CN ) 6 C4(t) ‖v‖Lp
θ
(Rd,CN ) , t > 0,(5.2)
‖DiT (t)v‖Lp
θ
(Rd,CN ) 6 C5(t) ‖v‖Lp
θ
(Rd,CN ) , t > 0, i = 1, . . . , d,(5.3)
‖DjDiT (t)v‖Lp
θ
(Rd,CN ) 6 C6(t) ‖v‖Lpθ(Rd,CN )
, t > 0, i, j = 1, . . . , d,(5.4)
where the constants C4+|β|(t) = C4+|β|(t; b0, p) for |β| = 0, 1, 2 are given by
C4(t) =Cθκa
d
2
1 e
−b0t
[
1F1
(
d
2
;
1
2
; νt
)
+ 2
Γ
(
d+1
2
)
Γ
(
d
2
) (νt) 12 1F1
(
d+ 1
2
;
3
2
; νt
)] 1
p
,
C5(t) =Cθκa
d+1
2
1 e
−b0t (tamin)
− 1
2
[
Γ
(
d+1
2
)
Γ
(
d
2
) 1F1
(
d+ 1
2
;
1
2
; νt
)
+ 2
Γ
(
d+2
2
)
Γ
(
d
2
) (νt) 12 1F1
(
d+ 2
2
;
3
2
; νt
)] 1
p
,
C6(t) =Cθκa
d+2
2
1 e
−b0t (tamin)
−1
[
Γ
(
d+2
2
)
Γ
(
d
2
) 1F1
(
d+ 2
2
;
1
2
; νt
)
+ 2
Γ
(
d+3
2
)
Γ
(
d
2
) (νt) 12 1F1
(
d+ 3
2
;
3
2
; νt
)
+
δij
2
a−11 1F1
(
d
2
;
1
2
; νt
)
+ δija
−1
1
Γ
(
d+1
2
)
Γ
(
d
2
) (νt) 12 1F1
(
d+ 1
2
;
3
2
; νt
)] 1
p
,
with a1 :=
a2max
amina0
> 1, ν :=
a2maxη
2p2
a0
> 0, κ := cond(Y ) with Y from (A1) and amax, amin, a0, b0
defined in (2.2), if 1 6 p < ∞. In case p = ∞ they are given by C4+|β|(t) with p = 1. Note
that C4+|β|(t) ∼ t
−p|β|+d+|β|−1
2p e−(b0−
ν
p )t as t → ∞ and C4+|β|(t) ∼ t
− |β|
2 as t → 0 for every
|β| = 0, 1, 2.
Proof. In the following β ∈ Nd0 denotes a d-dimensional multi-index with |β| = 0, 1, 2 and we
use the notation
Dβv =


v ,|β| = 0
Div ,|β| = 1
DjDiv ,|β| = 2
, DβH =


H ,|β| = 0
DiH ,|β| = 1
DjDiH ,|β| = 2
, Kβ =


K ,|β| = 0
Ki ,|β| = 1
Kji ,|β| = 2
where i, j = 1, . . . , d. Moreover, the kernels K, Ki and Kji are from (4.4), (4.6) and (4.8). To
show (5.2), (5.3) and (5.4) for v ∈ Lpθ(R
d,CN ) with 1 6 p <∞, we use (5.1), the transformation
theorem (with transformations Φ(ξ) = etSx−ξ in ξ, Φ(x) = etSx−ψ in x), (4.4), (4.6), (4.8), the
triangle inequality, Hölder’s inequality (with q ∈]1,∞] such that 1
p
+ 1
q
= 1), Fubini’s theorem,
(W1)–(W3) and Lemma 4.3(1),(2),(3) to obtain
∥∥DβT (t)v∥∥
L
p
θ
=
(∫
Rd
θp(x)
∣∣Dβ [T (t)v] (x)∣∣p dx) 1p
=
(∫
Rd
θp(x)
∣∣∣∣
∫
Rd
[
DβH(x, ξ, t)
]
v(ξ)dξ
∣∣∣∣
p
dx
) 1
p
=
(∫
Rd
θp(x)
∣∣∣∣
∫
Rd
Kβ(ψ, t)v(etSx− ψ)dψ
∣∣∣∣
p
dx
) 1
p
6
(∫
Rd
(∫
Rd
θ(x)
∣∣Kβ(ψ, t)∣∣ ∣∣v(etSx− ψ)∣∣ dψ)p dx)
1
p
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6
(∫
Rd
(∫
Rd
∣∣Kβ(ψ, t)∣∣ dψ)
p
q
∫
Rd
∣∣Kβ(ψ, t)∣∣ θp(x) ∣∣v(etSx− ψ)∣∣p dψdx
) 1
p
=
∥∥Kβ(·, t)∥∥ 1q
L1
(∫
Rd
∣∣Kβ(ψ, t)∣∣ ∫
Rd
θp(x)
∣∣v(etSx− ψ)∣∣p dxdψ) 1p
=
∥∥Kβ(·, t)∥∥ 1q
L1
(∫
Rd
∣∣Kβ(ψ, t)∣∣ ∫
Rd
θp(e−tS(y + ψ)) |v(y)|p dydψ
) 1
p
6Cθ
∥∥Kβ(·, t)∥∥ p−1p
L1
∥∥∥eηp|·|Kβ(·, t)∥∥∥ 1p
L1
‖v‖Lp
θ
6 C4+|β|(t) ‖v‖Lp
θ
for t > 0, if |β| = 0, and for t > 0, if |β| = 1 or |β| = 2. For p =∞ the proof is very similar and
can be found later in Theorem 6.1. 
Theorem 5.2 (Semigroup on Lpθ(R
d,CN )). Let the assumptions (A1)–(A3) be satisfied and
let 1 6 p 6 ∞. Moreover, let θ ∈ C(Rd,R) be a radial weight function of exponential growth
rate η > 0. Then the operators (T (t))t>0 given by (5.1) generate a semigroup on L
p
θ(R
d,CN ),
i.e. T (t) : Lpθ(R
d,CN ) → Lpθ(R
d,CN ) is linear and bounded for every t > 0 and satisfies the
semigroup properties
T (0) = I,(5.5)
T (t)T (s) = T (t+ s), ∀ s, t > 0.(5.6)
Proof. The boundedness of T (t) in Lpθ(R
d,CN) for every t > 0 follows from (5.2). The linearity
and property (5.5) follow obviously from the definition of T (t) in (5.1). To prove property (5.6)
we use (5.1) and apply Lemma 4.1 and Fubini’s theorem
[T (t) (T (s)v)] (x) =
∫
Rd
H(x, ξ˜, t)
∫
Rd
H(ξ˜, ξ, s)v(ξ)dξdξ˜
=
∫
Rd
∫
Rd
H(x, ξ˜, t)H(ξ˜, ξ, s)dξ˜v(ξ)dξ
=
∫
Rd
H(x, ξ, t+ s)v(ξ)dξ = [T (t+ s)v] (x), x ∈ Rd.

The next theorem states that the semigroup (T (t))t>0 is strongly continuous on L
p
θ(R
d,CN)
for every 1 6 p < ∞, if we additionally require (W4). Recall that property (W5) follows
directly from (W3) and strong continuity justifies to introduce the infinitesimal generator. If θ
satisfies only (W1)–(W3) then (T (t))t>0 is in general neither strongly nor weakly continuous on
Lpθ(R
d,CN ), see Remark 5.4 below. Only in the unweighted Lp-case is the semigroup (T (t))t>0
strongly continuous on Lp(Rd,CN ) for every 1 6 p < ∞, [29, Theorem 5.3]. In this case the
Lp-continuity of translations follows from [4, Satz 2.14(1)] and the Lp-continuity of rotations
follows from a density argument. The following result is an extension of [29, Proof of Theorem
5.3].
Theorem 5.3 (Strong continuity on Lpθ(R
d,CN )). Let the assumptions (A1)–(A3) be satisfied
and let 1 6 p 6 ∞. Moreover, let θ ∈ C(Rd,R) be a radial weight function of exponential
growth rate η > 0 satisfying (W4). Then (T (t))t>0 is a C0-semigroup (or strongly continuous
semigroup) on Lpθ(R
d,CN ), i.e.
lim
t↓0
‖T (t)v − v‖Lp
θ
(Rd,CN ) = 0 ∀ v ∈ L
p
θ(R
d,CN ).(5.7)
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Proof. 1. Let us define the (d-dimensional) diffusion semigroup (Gaussian semigroup,
heat semigroup)
[G(t, 0)v] (y) :=
∫
Rd
H(e−tSy, ξ, t)v(ξ)dξ
=
∫
Rd
(4pitA)
− d
2 exp
(
−Bt− (4tA)−1 |y − ξ|2
)
v(ξ)dξ, t > 0,
(5.8)
then we have [T (t)v] (x) = [G(t, 0)v] (etSx). Following [13], we consider the decomposition
‖T (t)v − v‖Lp
θ
6
∥∥[G(t, 0)v] (etS ·)− v(etS ·)∥∥
L
p
θ
+
∥∥v(etS ·)− v(·)∥∥
L
p
θ
=: ‖v1(·, t)‖Lp
θ
+ ‖v2(·, t)‖Lp
θ
.
2. First we compute the v1-term: Applying the transformation theorem (with transformation
Φ(x) = etSx) and using (W3) and (A3) we decompose v1 as follows
‖v1(·, t)‖Lp
θ
=
∥∥θ(·) ([G(t, 0)v] (etS ·)− v(etS ·))∥∥
Lp
=
∥∥θ(e−tS ·) ([G(t, 0)v] (·)− v(·))∥∥
Lp
= ‖[G(t, 0)v] (·)− v(·)‖Lp
θ
6
∥∥∥∥
∫
Rd
H(e−tS ·, ξ, t) (v(ξ) − v(·)) dξ
∥∥∥∥
L
p
θ
+
∥∥∥∥
(∫
Rd
H(e−tS ·, ξ, t)dξ − IN
)
v(·)
∥∥∥∥
L
p
θ
=: ‖v3(·, t)‖Lp
θ
+ ‖v4(·, t)‖Lp
θ
.
3. Let us consider the v4-term: Applying the transformation theorem (with transformation
Φ(ξ) = y − ξ) and Lemma 4.5(1), we obtain
‖v4(·, t)‖Lp
θ
=
(∫
Rd
∣∣∣∣θ(y)
(∫
Rd
H(e−tSy, ξ, t)dξ − IN
)
v(y)
∣∣∣∣
p
dy
) 1
p
=
(∫
Rd
∣∣∣∣θ(y)
(∫
Rd
K(ψ, t)dψ − IN
)
v(y)
∣∣∣∣
p
dy
) 1
p
6
∣∣e−tB − IN ∣∣ ‖v‖Lp
θ
, t > 0.
Therefore, limt↓0 ‖v4(·, t)‖Lp
θ
= 0.
4. The v3-term is much more delicate: First, we need the following integral for some constant
δ0 > 0, compare proof of Lemma 4.3,∫
|ψ|>δ0
eηp|ψ| |K(ψ, t)| dψ 6
∫
|ψ|>δ0
κ (4pitamin)
− d
2 e
−b0t−
a0
4ta2max
|ψ|2+ηp|ψ|
dψ
=κ (4pitamin)
− d
2 e−b0t
2pi
d
2
Γ
(
d
2
) ∫ ∞
δ0
rd−1e
−
a0
4ta2max
r2−ηpr
dr
=κ
(
a2max
amina0
) d
2
e−b0t
2
Γ
(
d
2
) ∫ ∞(
a0
4ta2max
) 1
2
δ0
sd−1e
−s2+
(
4a2maxη
2p2t
a0
) 1
2
s
ds =: C˜(t, ηp, δ0),
where we used the transformation theorem (with transformations for d-dimensional polar coor-
dinates and Φ(r) =
(
a0
4ta2max
) 1
2
r). Note, that C˜(t, ηp, δ0)→ 0 as t ↓ 0 for every fixed δ0 > 0 and
η, p ∈ R. Moreover, we need Lpθ-continuity (at 0) w.r.t. translations which states that
∀ ε0 > 0 ∃ δ0 > 0 ∀ψ ∈ R
d with |ψ| 6 δ0 : ‖v(· − ψ)− v(·)‖Lp
θ
6 ε0.(5.9)
This was proved in [4, Satz 2.14(1)] for the unweighted Lp-case, i.e. θ ≡ 1 and Cθ = 1. In the
weighted case we use assumption (W4) which yields
∀ ε1 > 0 ∃ δ1 > 0 ∀ψ ∈ R
d with |ψ| 6 δ1 : sup
x∈Rd
∣∣∣∣θ(x + ψ)− θ(x)θ(x)
∣∣∣∣ 6 ε1.(5.10)
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Now, let ε > 0 and choose δ := min{δ0, δ1} with δ0 from (5.9) (for θ ≡ 1 and ε0 =
ε
2 ) and δ1
from (5.10) (with ε1 :=
ε
2‖w‖Lp
and w := θv ∈ Lp(Rd, CN )) then we obtain the Lpθ-continuity
from (5.9)
‖v(· − ψ)− v(·)‖Lp
θ
= ‖θ(·)v(· − ψ)− θ(·)v(·)‖Lp
6 ‖(θ(·) − θ(· − ψ))v(· − ψ)‖Lp + ‖θ(· − ψ)v(· − ψ)− θ(·)v(·)‖Lp
6 sup
x∈Rd
∣∣∣∣θ(x+ ψ)− θ(x)θ(x)
∣∣∣∣ ‖w‖Lp + ‖w(· − ψ)− w(·)‖Lp 6 ε ∀ψ ∈ Rd, |ψ| 6 δ.
Using the transformation theorem (with transformations Φ(ξ) = y − ξ and Φ(y) = y − ψ), the
triangle inequality, Hölder’s inequality (with q ∈]1,∞] such that 1
p
+ 1
q
= 1), Fubini’s theorem,
(5.9) and Lemma 4.3(1) we obtain
‖v3(·, t)‖Lp
θ
=
(∫
Rd
∣∣∣∣θ(y)
∫
Rd
H(e−tSy, ξ, t) (v(ξ) − v(y)) dξ
∣∣∣∣
p
dy
) 1
p
=
(∫
Rd
∣∣∣∣θ(y)
∫
Rd
K(ψ, t) (v(y − ψ)− v(y)) dψ
∣∣∣∣
p
dy
) 1
p
6
(∫
Rd
(
θ(y)
∫
Rd
|K(ψ, t)| |v(y − ψ)− v(y)| dψ
)p
dy
) 1
p
6 ‖K(·, t)‖
1
q
L1
(∫
Rd
θp(y)
∫
Rd
|K(ψ, t)| |v(y − ψ)− v(y)|p dψdy
) 1
p
= ‖K(·, t)‖
1
q
L1
(∫
Rd
|K(ψ, t)|
∫
Rd
θp(y) |v(y − ψ)− v(y)|p dydψ
) 1
p
= ‖K(·, t)‖
1
q
L1
(∫
Rd
|K(ψ, t)| ‖v(· − ψ)− v(·)‖p
L
p
θ
dψ
) 1
p
= ‖K(·, t)‖
1
q
L1
(∫
|ψ|6δ0
|K(ψ, t)| ‖v(· − ψ)− v(·)‖p
L
p
θ
dψ
+
∫
|ψ|>δ0
|K(ψ, t)| ‖v(· − ψ)− v(·)‖p
L
p
θ
dψ
) 1
p
6 ‖K(·, t)‖
1
q
L1
(
εp0
∫
|ψ|6δ0
|K(ψ, t)| dψ
+ 2p−1 ‖v‖p
L
p
θ
∫
|ψ|>δ0
(
Cpθ e
ηp|ψ| + 1
)
|K(ψ, t)| dψ
) 1
p
6 ‖K(·, t)‖
p−1
p
L1
(
εp0
∫
Rd
|K(ψ, t)| dψ + 2p−1 ‖v‖p
L
p
θ
∫
|ψ|>δ0
(
Cpθ e
ηp|ψ| + 1
)
|K(ψ, t)| dψ
) 1
p
6C
p−1
p
1 (t)
(
εp0C1(t) + 2
p−1 ‖v‖p
L
p
θ
(
Cpθ C˜(t, ηp, δ0) + C˜(t, 0, δ0)
)) 1
p
,
where the constant C1(t) = C1(t, 0) is from Lemma 4.3 with ηp = 0. Hence, limt↓0 ‖v3(·, t)‖Lp
θ
6
ε0C1(0) = ε0M
d
2 . Now, choose ε0 > 0 arbitrary small.
5. Finally, let us consider the v2-term: Here we need the L
p
θ-continuity (at 0) w.r.t. rotations
which states
∀ ε0 > 0 ∃ t0 > 0 ∀ 0 6 t 6 t0 :
∥∥v(etS ·)− v(·)∥∥
L
p
θ
6 ε0.(5.11)
First we verify (5.11) for the unweighted Lp-case with θ ≡ 1 and Cθ = 1: Let ε0 > 0. Since
C∞c (R
d,CN ) is dense in Lp(Rd,CN ) w.r.t. ‖·‖Lp for every 1 6 p <∞, see [4, Satz 2.14(3)], we
can choose ϕε0 ∈ C
∞
c (R
d,CN ) such that ‖v − ϕε0‖Lp 6
ε0
3 . Since ϕε0 ∈ C
∞
c (R
d,CN ), ϕε0 is
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uniformly continuous on supp(ϕε0 ), i.e.
∀ ε1 > 0 ∃ δ1 = δ1(ε1) > 0 ∀x, x0 ∈ supp(ϕε0 )
with |x− x0| 6 δ1 : |ϕε0(x) − ϕε0(x0)| 6 ε1.
Choosing x0 := e
tSx we have
∃ t0 = t0(δ1) > 0 ∀ 0 6 t 6 t0 :
∣∣etSx− x∣∣ 6 δ1.
Thus, choosing ε1 := ε0
(
3 |supp(ϕε0)|
1
p
)−1
and combining this facts yields
∥∥ϕε0 (etS ·)− ϕε0(·)∥∥Lp =
(∫
supp(ϕε0)
∣∣ϕε0(etSx)− ϕε0(x)∣∣p
) 1
p
6 ε0 ∀ 0 6 t 6 t0(ε0).
Now, we prove (5.11) for the general weighted Lp-case: Let ε > 0 and choose t0 as in (5.11) (for
θ ≡ 1, Cθ = 1, ε0 = ε and w := θv ∈ Lp(Rd,CN ) instead of v) then using (W3) we obtain the
Lpθ-continuity from (5.11)
‖v2(·, t)‖Lp
θ
=
∥∥v(etS ·)− v(·)∥∥
L
p
θ
=
∥∥θ(·)v(etS ·)− θ(·)v(·)∥∥
Lp
6
∥∥(θ(·) − θ(etS ·))v(etS ·)∥∥
Lp
+
∥∥θ(etS ·)v(etS ·)− θ(·)v(·)∥∥
Lp
=
∥∥w(etS ·)− w(·)∥∥
Lp
6 ε ∀ 0 6 t 6 t0.
Here, we used that (A3) and (W3) imply θ(etSx) = θ(x) for every x ∈ Rd and t ∈ R.
Note that one can also use (W5) which is automatically satisfied by (W3). We end up with
limt↓0 ‖v2(·, t)‖Lp
θ
6 ε. Now, choose ε > 0 arbitrary small. 
Remark 5.4. Condition (W3) in this paper was assumed only to simplify the proofs of the
heat kernel estimates in Section 4. The strong continuity in Theorem 5.3 does not necessarily
need the assumptions (W3), (W4) and (W5). If we omit these assumptions, then the semigroup
(T (t))t>0 is still strongly continuous but (in general) only on a closed subspace of L
p
θ(R
d,CN ),
namely
Xpθ :=
{
v ∈ Lpθ(R
d,CN ) | v satisfies (5.9) and (5.11)
}
, 1 6 p 6∞.
Note that (W4) was only assumed to deduce (5.9) directly and therefore, to guarantee that
Lpθ = X
p
θ for any 1 6 p <∞. If (W4) is not assumed it is possible to show that T (t) maps X
p
θ
into itself by extending the proof of Theorem 5.2. In contrast to Theorem 5.3 this even leads to
strong continuity for p =∞. Note that in the unweighted case it holds Xp = Lp(Rd,CN ) for any
1 6 p < ∞ but not for p = ∞. Summarizing these facts, if we impose additionally assumption
(W4) then (T (t))t>0 is strongly continuous on the whole L
p
θ(R
d,CN ) for any 1 6 p < ∞,
otherwise (T (t))t>0 is only strongly continuous on the closed subspace X
p
θ but even for any
1 6 p 6∞.
Now, the infinitesimal generator Ap,θ : D(Ap,θ) ⊆ L
p
θ(R
d,CN ) → Lpθ(R
d,CN ) of the
Ornstein-Uhlenbeck semigroup (T (t))t>0 in L
p
θ(R
d,CN ) for 1 6 p <∞, short (Ap,θ,D(Ap,θ)), is
defined by, [16, II.1.2 Definition],
Ap,θv := lim
t↓0
T (t)v − v
t
, 1 6 p <∞
for every v ∈ D(Ap,θ), where the domain (or maximal domain) of Ap,θ is given by the
subspace
D(Ap,θ) :=
{
v ∈ Lpθ(R
d,CN ) | lim
t↓0
T (t)v − v
t
exists in Lpθ(R
d,CN )
}
=
{
v ∈ Lpθ(R
d,CN ) | Ap,θv ∈ L
p
θ(R
d,CN )
}
.
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Since (Ap,θ,D(Ap,θ)) is a closed operator on the Banach space L
p
θ(R
d,CN ) for every 1 6 p <∞,
we have the following notion
σ(Ap,θ) := {λ ∈ C | λI −Ap,θ is not bijective} spectrum of Ap,θ,
ρ(Ap,θ) :=C\σ(Ap,θ) resolvent set of Ap,θ,(5.12)
R(λ,Ap,θ) := (λI −Ap,θ)
−1
, for λ ∈ ρ(Ap,θ) resolvent of Ap,θ.
In particular, (D(Ap,θ), ‖·‖Ap,θ) is a Banach space w.r.t. the graph norm of Ap,θ
‖v‖Ap,θ := ‖Ap,θv‖Lpθ(Rd,CN )
+ ‖v‖Lp
θ
(Rd,CN ) , v ∈ D(Ap,θ),
see [16, B.1 Definition].
In the next Corollary 5.5 we show that the resolvent equation (λI −Ap,θ)v = g has a unique
solution in D(Ap,θ). This follows immediately from a general result about semigroup theory,
[16, II.1.10 Theorem]. The application of this theorem requires an estimate of the form
∃ωp,θ ∈ R ∧ ∃Mp,θ > 1 : ‖T (t)‖L(Lp
θ
,L
p
θ
) 6Mp,θe
ωp,θt ∀ t > 0.(5.13)
We point out that such an estimate holds for every strongly continuous semigroup, [16, I.5.5
Proposition]. For the unweighted Lp-case this follows directly from the estimate (5.2) in Theorem
5.1 (with θ ≡ 1, Cθ = 1 and η = ν = 0) and leads to
‖T (t)‖L(Lp,Lp) 6Mpe
ωpt ∀ t > 0 with Mp := κa
d
2
1 , ωp := −b0,
where a1 :=
a2max
amina0
> 1, κ := cond(Y ) with Y from (A1) and b0 := s(−B). The weighted
Lp-case is much more involved since we must estimate the terms of the Kummer confluent
hypergeometric function 1F1 that are contained in the constant C4(t). These terms must be
estimated pointwise for every t > 0 by some exponential expression of the form ect: From
Remark 4.4 we know that 1F1(a, b, 0) = 1 for a, b ∈ C with b /∈ {0,−1,−2, . . .} and
tc1F1(a, b, t) ∼
Γ(b)
Γ(a)
ta−b+cet, as t→∞, t > 0
for a, b ∈ C\{0,−1,−2, . . .}, c ∈ C. This implies for a, b ∈ C\{0,−1,−2, . . .}, c ∈ C
∀ ε > 0 ∃ C˜ = C˜(a, b, c, ε) > 0 : |tc 1F1(a, b, t)| 6 C˜e
(1+ε)t ∀ t > 0.
Therefore, we obtain
∀ ε > 0 ∃C∗ = C∗(d,A, η, p, ε) > 0 : C4(t) 6 Cθκa
d
2
1 C∗e
(−b0+(1+ε) νp )t ∀ t > 0,
and we find that (5.13) is satisfied with constants
Mp,θ = Cθκa
d
2
1 C∗, ωp,θ = −b0 + (1 + ε)
ν
p
= −b0 + (1 + ε)
a2maxη
2p
a0
, ε > 0.(5.14)
Corollary 5.5 (Solvability and uniqueness in Lpθ(R
d,CN )). Let the assumptions (A1)–(A3)
be satisfied and let 1 6 p < ∞. Moreover, let θ ∈ C(Rd,R) be a radial weight function of
exponential growth rate η > 0 satisfying (W4) and let λ ∈ C with Reλ > ωp,θ for some ε > 0
(see (5.14)). Then for every g ∈ Lpθ(R
d,CN ) the resolvent equation
(λI −Ap,θ) v = g
admits a unique solution v⋆ ∈ D(Ap,θ), which is given by the integral expression
v⋆ = R(λ,Ap,θ)g =
∫ ∞
0
e−λtT (t)gdt =
∫ ∞
0
e−λt
∫
Rd
H(·, ξ, t)g(ξ)dξdt.(5.15)
Moreover, the following resolvent estimate holds
‖v⋆‖Lp
θ
(Rd,CN ) 6
Mp,θ
Reλ− ωp,θ
‖g‖Lp
θ
(Rd,CN ) .
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Corollary 5.5 states that the complete right half–plane Reλ > ωp,θ belongs to the resolvent
set ρ(Ap,θ). Therefore, the L
p
θ-spectrum σ(Ap,θ) is contained in the left half–plane Reλ 6 ωp,θ.
The spectral bound s(Ap,θ) of Ap,θ, [16, II.1.12 Definition], defined by
−∞ 6 s(Ap,θ) := sup
λ∈σ(Ap,θ)
Reλ 6 ωp,θ < +∞
can be considered as the smallest value ω ∈ R such that the spectrum is contained in the half–
plane Reλ 6 ω. This value is an important characteristic for linear operators. We point out
that a large growth rate η > 0 yields a large right-shift of the upper bound ωp,θ, compare (5.14).
The following remark about the Green’s function of Ap,θ concerns the case where 0 ∈ ρ(Ap,θ).
For more information about the Lp-spectrum of L∞ we refer to the more general result from
[29, Theorem 7.9 and Theorem 9.4]. A result about the essential spectrum for the special case
d = p = 2 can be found in [8, Section 8.2]. The essential Lp-spectrum of the drift term for a
general scalar real-valued Ornstein-Uhlenbeck operator was treated in [24, Theorem 2.6].
Remark 5.6. Let the assumptions (A1)–(A3) and Reσ(B) > 0 be satisfied. Moreover, choose
ε > 0 and the growth rate η > 0 small such that ωp,θ < 0, then we deduce from Corollary 5.5
with λ = 0 > ωp,θ that
∀ g ∈ Lpθ(R
d,CN ) ∃ v⋆ ∈ D(Ap,θ) : Ap,θv⋆ = g in L
p
θ(R
d,CN)
and the solution is given by, compare (5.15),
v⋆(x) = −
∫ ∞
0
∫
Rd
H(x, ξ, t)g(ξ)dξdt.
If Fubini’s theorem applies here, we obtain
v⋆(x) = − [R(0, Ap,θ)g] (x) =
∫
Rd
G(x, ξ)g(ξ)dξ,
where
G(x, ξ) := −
∫ ∞
0
H(x, ξ, t)dt
denotes the Green’s function of Ap,θ. We have not investigated in detail in which cases this
argument can be rigorous.
We next prove exponentially weighted Lp-resolvent estimates for the solution v⋆ of the
resolvent equation (λI −Ap,θ) v = g. One consequence of these estimates is the inclusion
D(Ap,θ) ⊆ W
1,p
θ (R
d,CN ) for any 1 6 p < ∞. The proof uses only the integral expression
(5.15) and extends [29, Theorem 6.8].
Theorem 5.7 (Exponentially weighted resolvent estimates in Lpθ(R
d,CN )). Let the assumptions
(A1)–(A3) be satisfied, 1 6 p <∞ and let θ1 ∈ C(Rd,R) be a radial weight function of exponen-
tial growth rate η1 > 0 satisfying (W4). Moreover, let 0 < ϑ < 1, λ ∈ C with Reλ > ωp,θ1 for
some ε > 0 (see (5.14)) and let θ2 ∈ C(Rd,R) be a further radial weight function of exponential
growth rate η2 > 0 with
0 6 η22 6 ϑ
a0(Reλ− ωp,θ1)
a2maxp
2
,
which satisfies the relation
∃C > 0 : θ1(x) 6 Cθ2(x) ∀x ∈ R
d.
Let g ∈ Lpθ1(R
d,CN ) and v⋆ ∈ D(Ap,θ1) be the unique solution of (λI − Ap,θ1)v = g in
Lpθ1(R
d,CN) according to Corollary 5.5. If in addition g ∈ Lpθ2(R
d,CN ) then we have v⋆ ∈
W 1,pθ2 (R
d,CN ) and the following estimates hold
‖v⋆‖Lp
θ2
(Rd,CN ) 6
C7
Reλ− ωp,θ1
‖g‖Lp
θ2
(Rd,CN ) ,(5.16)
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‖Div⋆‖Lp
θ2
(Rd,CN ) 6
C8
(Reλ− ωp,θ1)
1
2
‖g‖Lp
θ2
(Rd,CN ) , i = 1, . . . , d,(5.17)
where the λ-independent constants C7, C8 are given by Lemma 4.7 for 1 6 p <∞ and Cθ = Cθ2 .
Proof. In the following we use the same notation as in Theorem 5.1. Let v⋆ ∈ D(Ap,θ1) be from
Corollary 5.5 the unique solution of the resolvent equation. To show (5.16) and (5.17) for 1 6
p < ∞ we use the integral expression (5.15), the transformation theorem (with transformation
Φ(ξ) = etSx− ξ in ξ and Φ(x) = etSx−ψ in x), (4.4) and (4.6), the triangle inequality, Hölder’s
inequality (with q ∈]1,∞] such that 1
p
+ 1
q
= 1), Fubini’s theorem, (W1)–(W3) for θ2, Lemma
4.7 (with ω = ωp,θ1 , Cθ = Cθ2 , η = η2) and obtain for every β ∈ N
d
0 with |β| ∈ {0, 1}
∥∥Dβv⋆∥∥Lp
θ2
=
(∫
Rd
θp2(x)
∣∣Dβv⋆(x)∣∣p dx
) 1
p
=
(∫
Rd
θp2(x)
∣∣∣∣
∫ ∞
0
e−λt
∫
Rd
[
DβH(x, ξ, t)
]
g(ξ)dξdt
∣∣∣∣
p
dx
) 1
p
=
(∫
Rd
θp2(x)
∣∣∣∣
∫ ∞
0
e−λt
∫
Rd
Kβ(ψ, t)g(etSx− ψ)dψdt
∣∣∣∣
p
dx
) 1
p
6
∫ ∞
0
e−Reλt
(∫
Rd
θp2(x)
∣∣∣∣
∫
Rd
Kβ(ψ, t)g(etSx− ψ)dψ
∣∣∣∣
p
dx
) 1
p
dt
6
∫ ∞
0
e−Reλt
(∫
Rd
(∫
Rd
θ2(x)
∣∣Kβ(ψ, t)∣∣ ∣∣g(etSx− ψ)∣∣ dψ)p dx)
1
p
dt
6
∫ ∞
0
e−Reλt
(∫
Rd
Z
p
q (t)
∫
Rd
∣∣Kβ(ψ, t)∣∣ (θ2(x) ∣∣g(etSx− ψ)∣∣)p dψdx
) 1
p
dt
=
∫ ∞
0
e−ReλtZ
1
q (t)
(∫
Rd
∣∣Kβ(ψ, t)∣∣ ∫
Rd
(
θ2(x)
∣∣g(etSx− ψ)∣∣)p dxdψ) 1p dt
=
∫ ∞
0
e−ReλtZ
1
q (t)
(∫
Rd
∣∣Kβ(ψ, t)∣∣ ∫
Rd
(
θ2(e
−tS(y + ψ)) |g(y)|
)p
dydψ
) 1
p
dt
6
∫ ∞
0
e−ReλtZ
1
q (t)
(∫
Rd
Cpθ2e
η2p|ψ|
∣∣Kβ(ψ, t)∣∣ ∫
Rd
θp2(y) |g(y)|
p dydψ
) 1
p
dt
=
∫ ∞
0
e−ReλtCθ2
(∫
Rd
∣∣Kβ(ψ, t)∣∣ dψ)
p−1
p
(∫
Rd
eη2p|ψ|
∣∣Kβ(ψ, t)∣∣ dψ) 1p dt ‖g‖Lp
θ2
6
∫ ∞
0
e−ReλtC4+|β|(t)dt ‖g‖Lp
θ2
6
C7+|β|
(Reλ− ωp,θ1)
1− |β|
2
‖g‖Lp
θ2
,
where we used the abbreviation
Z(t) :=
∫
Rd
∣∣Kβ(ψ, t)∣∣ dψ = ∥∥Kβ(·, t)∥∥
L1
.

Remark 5.8. (1) Let us briefly clarify the meaning of Theorem 5.7 for a concrete choice of
weight functions: Consider the weight functions θ1(x) = e
−ε1|x|, ε1 > 0, and θ2(x) = e
ε2|x|,
ε2 > 0, with growth rates η1 = ε1 and η2 = ε2. Then L
p
θ1
(Rd,CN ) contains exponentially
increasing functions and Lpθ2(R
d,CN ) exponentially decreasing functions. If g ∈ Lpθ1(R
d,CN)
is exponentially increasing then Corollary 5.5 yields a unique exponentially increasing solution
v⋆ ∈ D(Ap,θ1) of the resolvent equation (λI − Ap,θ1)v⋆ = g. Theorem 5.7 then states that if the
right hand side g is even exponentially decreasing (in the Lp-sense) then the unique exponentially
increasing solution v⋆ and its derivatives up to order 1 must also decay exponentially at the same
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rate η2 as the inhomogeneity, meaning that v⋆ ∈ W
1,p
θ2
(Rd,CN ). In the following we discuss two
special cases of Theorem 5.7 and their consequences.
(2) An application of Theorem 5.7 with θ1 = θ2 =: θ shows that
D(Ap,θ) ⊆W
1,p
θ (R
d,CN ), for every 1 6 p <∞.
This result is useful to solve the identification problem for Ap,θ and to characterize the maximal
domain of L∞ in L
p
θ(R
d,CN ). For more details see the forthcoming papers [30] and [31]. For
the unweighted case θ1 = θ2 ≡ 1 this yields
D(Ap) ⊆W
1,p(Rd,CN ), for every 1 6 p <∞.
In general the procedure used in the proof of Theorem 5.7 does not yield an estimate of second-
order derivatives, for instance of ‖DjDiv⋆‖Lp
θ
(Rd,CN ). This is caused by the fact that the asymp-
totic behavior at the origin C4+|β|(t) ∼ t
− |β|
2 as t→ 0, cf. Theorem 5.1, leads to the singularity
t−1 at t = 0 for |β| = 2 in the integral from Lemma 4.7.
(3) The special case θ1 ≡ 1 and θ2 =: θ of Theorem 5.7 is treated in [29, Theorem 6.8]. The
result states that unique Lp-solutions v⋆ with exponentially decreasing inhomogeneities g de-
cay exponentially. This is crucial when investigating exponential decay of rotating patterns in
reaction-diffusion equations.
6. The Ornstein-Uhlenbeck semigroup in Cb,θ(R
d,CN )
We now extend the results from Section 5 and derive resolvent estimates in exponentially
weighted spaces of bounded continuous functions. For this purpose recall the family of mappings
(T (t))t>0 from (5.1) which is now defined on the (complex-valued) Banach space (Cb(R
d,CN ), ‖·‖Cb).
The next two theorems show that the family of mappings (T (t))t>0 generates a semigroup
on Cb(R
d,CN ) and on its closed subspaces Cub(R
d,CN ) and Crub(R
d,CN ). This is well-known
from [13, Lemma 3.2] for the scalar real-valued case with B = 0. In the following theorem
we even prove boundedness of the operator T (t) in exponentially weighted Cb-spaces. This is
crucial for the proof of exponentially weighted resolvent estimates below.
Theorem 6.1 (Boundedness on Cb,θ(R
d,CN )). Let the assumptions (A1)–(A3) be satisfied.
Then for every radial weight function θ ∈ C(Rd,R) of exponential growth rate η > 0 and for
every v ∈ Cb,θ(Rd,CN ) we have
‖T (t)v‖Cb,θ(Rd,CN ) 6 C4(t) ‖v‖Cb,θ(Rd,CN ) , t > 0,(6.1)
‖DiT (t)v‖Cb,θ(Rd,CN ) 6 C5(t) ‖v‖Cb,θ(Rd,CN ) , t > 0, i = 1, . . . , d,(6.2)
‖DjDiT (t)v‖Cb,θ(Rd,CN ) 6 C6(t) ‖v‖Cb,θ(Rd,CN ) , t > 0, i, j = 1, . . . , d,(6.3)
where the constants C4+|β|(t) = C4+|β|(t; b0, 1) for |β| = 0, 1, 2 are from Theorem 5.1 with
p = 1. Note that C4+|β|(t) ∼ t
d−1
2 e−(b0−ν)t as t → ∞ and C4+|β|(t) ∼ t
− |β|
2 as t → 0 for every
|β| = 0, 1, 2, where ν := a
2
maxη
2
a0
> 0 and amax, a0, b0 are defined in (2.2).
Proof. We use the same notation as in the proof of Theorem 5.1. To show (6.1), (6.2) and
(6.3) for v ∈ Cb,θ(Rd,CN ), we use (5.1), the transformation theorem (with transformations
Φ(ξ) = etSx − ξ in ξ, Φ(x) = etSx − ψ in x), (4.4), (4.6), (4.8), the triangle inequality, (W1)–
(W3) and Lemma 4.3 (1),(2),(3) with p = 1 to obtain∥∥DβT (t)v∥∥
Cb,θ
= sup
x∈Rd
θ(x)
∣∣Dβ [T (t)v] (x)∣∣
= sup
x∈Rd
θ(x)
∣∣∣∣
∫
Rd
[
DβH(x, ξ, t)
]
v(ξ)dξ
∣∣∣∣
= sup
x∈Rd
θ(x)
∣∣∣∣
∫
Rd
Kβ(ψ, t)v(etSx− ψ)dψ
∣∣∣∣
6 sup
x∈Rd
θ(x)
∫
Rd
∣∣Kβ(ψ, t)∣∣ ∣∣v(etSx− ψ)∣∣ dψ
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6
∫
Rd
∣∣Kβ(ψ, t)∣∣ sup
x∈Rd
θ(x)
∣∣v(etSx− ψ)∣∣ dψ
=
∫
Rd
∣∣Kβ(ψ, t)∣∣ sup
y∈Rd
θ(e−tS(y + ψ)) |v(y)| dψ
6Cθ
∥∥∥eη|·|Kβ(·, t)∥∥∥
L1
‖v‖Cb,θ 6 C4+|β|(t) ‖v‖Cb,θ
for t > 0, if |β| = 0, and for t > 0, if |β| = 1 or |β| = 2. 
Theorem 6.2 (Semigroup on Cb(R
d,CN ), Cub(R
d,CN ) and Crub(R
d,CN )). Let the assump-
tions (A1)–(A3) be satisfied. Moreover, let θ ∈ C(Rd,R) be a radial weight function of expo-
nential growth rate η > 0. Then the operators (T (t))t>0 given by (5.1) generate a semigroup on
Cb(R
d,CN ), Cub(R
d,CN ) and Crub(R
d,CN ).
Proof. 1. Similarly as in the proof of Theorem 5.2 but with θ ≡ 1 and (6.1) instead of (5.2)
we verify that (T (t))t>0 is a semigroup on Cb(R
d,CN ). Obviously, the semigroup properties for
(T (t))t>0 are also satisfied on the subspaces Cub(R
d,CN) and Crub(R
d,CN ). Therefore, we must
only prove that for any t > 0 the mapping T (t) maps Cub(R
d,CN) into itself and Crub(R
d,CN)
into itself.
2. First we show that T (t) maps Cub(R
d,CN) into Cub(R
d,CN) for any t > 0: Let v ∈
Cub(R
d,CN ), i.e. v satisfies
∀ ε˜ > 0 ∃ δ˜ > 0 ∀x, y ∈ Rd with |x− y| 6 δ˜ : |v(x) − v(y)| 6 ε˜.
Let ε > 0 be arbitrary, choose ε˜ := ε
C1(t)
, where C1(t) = C1(t; b0, 1) > 0 is from Lemma 4.3
for η = 0, and choose δ := δ˜ > 0. Using the transformation theorem (with transformations
Φ(ξ) = etSx− ξ and Φ(ξ) = etSy − ξ), (4.4) and Lemma 4.3 (1), we obtain for every x, y ∈ Rd
with |x− y| 6 δ
|[T (t)v] (x) − [T (t)v] (y)|
=
∣∣∣∣
∫
Rd
H(x, ξ, t)v(ξ)dξ −
∫
Rd
H(y, ξ, t)v(ξ)dξ
∣∣∣∣
=
∣∣∣∣
∫
Rd
H(x, etSx− ψ, t)v(etSx− ψ)dψ −
∫
Rd
H(y, etSy − ψ, t)v(etSy − ψ)dψ
∣∣∣∣
6
∫
Rd
|K(ψ, t)|
∣∣v(etSx− ψ)− v(etSy − ψ)∣∣ dψ
6ε˜
∫
Rd
|K(ψ, t)| dψ 6 ε˜C1(t) = ε.
Therefore, (T (t))t>0 is a semigroup on Cub(R
d,CN ).
3. Finally, we show that T (t) maps Crub(R
d,CN ) into Crub(R
d,CN ) for any t > 0: Let v ∈
Crub(R
d,CN ), i.e.
∥∥v(eτS ·)− v(·)∥∥
Cb(Rd,CN )
→ 0 as τ → 0. Using the transformation theorem
(with transformations Φ(ξ) = etSx − e−τSξ and Φ(ξ) = etSx − ξ), (4.4), K(eτSψ, t) = K(ψ, t)
and Lemma 4.3 (1) (with p = 1 and η = 0) we obtain∣∣[T (t)v] (eτSx) − [T (t)v] (x)∣∣
=
∣∣∣∣
∫
Rd
H(eτSx, ξ, t)v(ξ)dξ −
∫
Rd
H(x, ξ, t)v(ξ)dξ
∣∣∣∣
=
∣∣∣∣
∫
Rd
H(eτSx, eτS(etSx− ψ), t)v(eτS(etSx− ψ))dψ
−
∫
Rd
H(x, etSx− ψ, t)v(etSx− ψ)dψ
∣∣∣∣
6
∫
Rd
|K(ψ, t)|
∣∣v(eτS(etSx− ψ))− v(etSx− ψ)∣∣ dψ
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6
∫
Rd
|K(ψ, t)| sup
x∈Rd
∣∣v(eτS(etSx− ψ))− v(etSx− ψ)∣∣ dψ
=
∫
Rd
|K(ψ, t)| sup
y∈Rd
∣∣v(eτSy)− v(y)∣∣ dψ
=
∥∥v(eτS·)− v(·)∥∥
Cb
∫
Rd
|K(ψ, t)| dψ
6C1(t)
∥∥v(eτS ·)− v(·)∥∥
Cb
, x ∈ Rd.
Now, we take the suprema over all x ∈ Rd and the limit as τ → 0 to end up with
lim
τ→0
∥∥[T (t)v] (eτS ·)− [T (t)v] (·)∥∥
Cb
6 C1(t) lim
τ→0
∥∥v(eτS·)− v(·)∥∥
Cb
= 0.

The next result shows that the Ornstein-Uhlenbeck semigroup (T (t))t>0 is neither strongly
continuous on Cb(R
d,CN) nor on Cub(R
d,CN ). More precisely, (T (t))t>0 generates only a
weakly continuous semigroup on Cub(R
d,CN ). This observation is due to [12, Section 6] and
[13] for the scalar real-valued Ornstein-Uhlenbeck operator. It was shown in [13, Lemma 3.2]
that Crub(R
d,R) is the largest subspace of Cub(R
d,R) such that the scalar real-valued Ornstein-
Uhlenbeck operator is strongly continuous. The next theorem is an extension of [13, Lemma
3.2] to complex systems and states that the Ornstein-Uhlenbeck semigroup (T (t))t>0 is strongly
continuous on Crub(R
d,CN ). The proof follows the line of thought from Theorem 5.3.
Theorem 6.3 (Strong continuity on Crub(R
d,CN )). Let the assumptions (A1), (A2) and
(A3) be satisfied. Then (T (t))t>0 is a C0-semigroup (or strongly continuous semigroup) on
Crub(R
d,CN), i.e.
lim
t↓0
‖T (t)v − v‖Cb(Rd,CN ) = 0 ∀ v ∈ Crub(R
d,CN ).(6.4)
Proof. The proof is similar to the unweighted version of Theorem 5.3.
1.-3. The first three steps can be adopted from the proof of Theorem 5.3 with θ ≡ 1 and ‖·‖Cb
instead of ‖·‖Lp
θ
.
4. Let us consider the v3-term: The only difference to the L
p
θ-case is that we need Cb-continuity
(at 0) w.r.t. translations, i.e.
∀ ε0 > 0 ∃ δ0 > 0 ∀ψ ∈ R
d with |ψ| 6 δ0 : ‖v(· − ψ)− v(·)‖Cb 6 ε0,(6.5)
instead of the Lpθ-continuity from (5.9). Since v ∈ Cub(R
d,CN ) we have
∀ ε0 > 0 ∃ δ0 > 0 ∀x, y ∈ R
d with |x− y| 6 δ0 : |v(x) − v(y)| 6 ε0.
Choosing x := y − ψ and taking the supremum over y ∈ Rd we obtain exactly (6.5).
5. Finally, let us consider the v2-term. Here
lim
t↓0
‖v2(·, t)‖Cb = limt↓0
∥∥v(etS ·)− v(·)∥∥
Cb
= 0
follows directly from the definition of Crub(R
d,CN ), since v ∈ Crub(Rd,CN). 
Remark 6.4. (1) As shown in Theorem 6.3 the semigroup (T (t))t>0 is neither strongly con-
tinuous on Cb(R
d,CN ) nor on Cub(R
d,CN ). To guarantee strong continuity we must choose
an appropriate subspace, that is Crub(R
d,CN ). But in the special case S = 0 the semigroup is
strongly continuous in Cub(R
d,CN ) = Crub(R
d,CN ) since Cub-functions guarantee continuity
with respect to translations. For general matrices S ∈ Rd,d we must choose a suitable subspace of
Cub(R
d,CN ) that implies continuity with respect to rotations. This is Crub(R
d,CN ) introduced
in [13].
(2) We point out that we analyzed the semigroup only in unweighted Cb-spaces. This is in
contrast to the Lp-theory from Section 5. One main problem that arises when investigating the
semigroup in exponentially weighted Cb-spaces is that we do not know how to define appropriate
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subspaces Cub,θ(R
d,CN ) and Crub,θ(R
d,CN ) of Cb,θ(R
d,CN) which guarantee strong continuity
for all S ∈ Rd,d. This remains as an open problem. Analogously to Remark 5.4 one may
introduce Cb,θ-continuity w.r.t. translations
∀ ε0 > 0 ∃ δ0 > 0 ∀ψ ∈ R
d with |ψ| 6 δ0 : ‖v(· − ψ)− v(·)‖Cb,θ 6 ε0(6.6)
and Cb,θ-continuity w.r.t. rotations
∀ ε0 > 0 ∃ t0 > 0 ∀ 0 6 t 6 t0 :
∥∥v(etS ·)− v(·)∥∥
Cb,θ
6 ε0.(6.7)
With this define the closed subspace
Xb,θ :=
{
v ∈ Cb,θ(R
d,CN ) | v satisfies (6.6) and (6.7)
}
.
Then, we expect (T (t))t>0 to be strongly continuous on Xb,θ.
For the infinitesimal generator of (T (t))t>0 in Crub(R
d,CN ), denoted by (Ab,D(Ab)), we
define the spectrum σ(Ab), the resolvent set ρ(Ab) and the resolvent R(λ,Ab) of Ab as above
in (5.12).
In the following Corollary 6.5 we prove that the resolvent equation (λI − Ab)v = g has a
unique solution in D(Ab). This can be deduced as in the Lp-case and requires an estimate of
the form
∃ωb ∈ R ∧ ∃Mb > 1 : ‖T (t)‖L(Cb,Cb) 6Mbe
ωbt ∀ t > 0.(6.8)
Since we only consider the unweighted Cb-case, this follows directly from the estimate (6.1) in
Theorem 6.1 (with θ ≡ 1, Cθ = 1 and η = ν = 0) and leads to
‖T (t)‖L(Cb,Cb) 6Mbe
ωbt ∀ t > 0 with Mb := κa
d
2
1 , ωb := −b0,(6.9)
where a1 :=
a2max
amina0
> 1, κ := cond(Y ) with Y from (A1) and b0 := s(−B). From [16, II.1.10
Theorem] we obtain
Corollary 6.5 (Solvability and uniqueness in Crub(R
d,CN)). Let the assumptions (A1)–(A3)
be satisfied. Moreover, let λ ∈ C with Reλ > ωb (see (6.9)). Then for every g ∈ Crub(Rd,CN)
the resolvent equation
(λI −Ab) v = g
admits a unique solution v⋆ ∈ D(Ab,θ), which is given by the integral expression
v⋆ = R(λ)g =
∫ ∞
0
e−λtT (t)gdt =
∫ ∞
0
e−λt
∫
Rd
H(·, ξ, t)g(ξ)dξdt.(6.10)
Moreover, it holds the resolvent estimate
‖v⋆‖Cb(Rd,CN ) 6
Mb
Reλ− ωb
‖g‖Cb(Rd,CN ) .
Corollary 6.5 states that the complete right half-plane Reλ > ωb belongs to the resolvent
set ρ(Ab). Therefore, the Cb-spectrum σ(Ab) is contained in the left half-plane Reλ 6 ωb. For
general results concerning the Cub-spectrum we refer to [24, Section 6].
Theorem 6.6 (Exponentially weighted resolvent estimates in Cb,θ(R
d,CN )). Let the assump-
tions (A1)–(A3) be satisfied. Moreover, let 0 < ϑ < 1, λ ∈ C with Reλ > ωb (see (6.9)) and let
θ ∈ C(Rd,R) be a radial weight function of exponential growth rate η > 0 with
0 6 η2 6 ϑ
a0(Reλ− ωb)
a2max
,
which satisfies the relation
θ(x) > C > 0 ∀x ∈ Rd.
RESOLVENT ESTIMATES FOR COMPLEX ORNSTEIN-UHLENBECK SYSTEMS 33
Let g ∈ Crub(Rd,CN) and v⋆ ∈ D(Ab) be the unique solution of (λI−Ab)v = g in Crub(Rd,CN)
according to Corollary 6.5, then v⋆ ∈ Crub(R
d,CN )∩C1ub(R
d,CN ). If in addition g ∈ Cb,θ(R
d,CN )
then we have
v⋆ ∈ Crub(R
d,CN ) ∩ C1ub(R
d,CN ) ∩ C1b,θ(R
d,CN )
and the following estimates hold
‖v⋆‖Cb,θ(Rd,CN ) 6
C7
Reλ− ωb
‖g‖Cb,θ(Rd,CN ) ,(6.11)
‖Div⋆‖Cb,θ(Rd,CN ) 6
C8
(Reλ− ωb)
1
2
‖g‖Cb,θ(Rd,CN ) , i = 1, . . . , d,(6.12)
where the λ-independent constants C7, C8 are given by Lemma 4.7 with p = 1. Moreover, the
following pointwise estimates are satisfied for every x ∈ Rd
|v⋆(x)| 6
C7
Reλ− ωb
1
θ(x)
‖g‖Cb,θ(Rd,CN ) ,
|Div⋆(x)| 6
C8
(Reλ− ωb)
1
2
1
θ(x)
‖g‖Cb,θ(Rd,CN ) , i = 1, . . . , d.
Remark 6.7. Moreover, if θ additionally satisfies (W7) then for every x ∈ Rd the following
pointwise estimates are satisfied
|v⋆(x)| 6C˜θ
C7
Reλ− ωb
e−ν|x| ‖g‖Cb,θ(Rd,CN ) ,
|Div⋆(x)| 6C˜θ
C8
(Reλ− ωb)
1
2
e−ν|x| ‖g‖Cb,θ(Rd,CN ) , i = 1, . . . , d.
Proof. In the first step we show that v⋆ ∈ Crub(Rd,CN ) ∩ C1ub(R
d,CN ) and in the second step
we prove the resolvent estimates. For the proof we use the notation from Theorem 6.1.
1. Let v⋆ ∈ D(Ab) be from Corollary 6.5 the unique solution of the resolvent equation for some
g ∈ Crub(Rd,CN ), then by definition of the maximal domain D(Ab) we have v⋆ ∈ Crub(Rd,CN).
It remains to show v⋆ ∈ C1ub(R
d,CN ): Since g ∈ Cub(Rd,CN ) we have
∀ ε˜ > 0 ∃ δ˜ > 0 ∀x, y ∈ Rd with |x− y| 6 δ˜ : |g(x)− g(y)| 6 ε˜.
Let ε > 0 be arbitrary and choose ε˜ := ε(Reλ−ωb)
1−
|β|
2
C7+|β|
, where C7+|β| is from Lemma 4.7 (with
ω = ωb, p = 1, Cθ = 1, η = 0), and choose δ := δ˜ > 0. Then we obtain for every |β| ∈ {0, 1}
and x, y ∈ Rd with |x− y| 6 δ using (6.10), the transformation theorem (with transformations
Φ(ξ) = etSx − ξ and Φ(ξ) = etSy − ξ), (4.4), (4.6), Lemma 4.3, and Lemma 4.7 (observe that
C1+|β|(t; b0, 1) = C4+|β|(t; b0, 1) for p = 1 and η = 0, since Cθ = 1)
|Div⋆(x)−Div⋆(y)|
=
∣∣∣∣
∫ ∞
0
e−λt
∫
Rd
DiH(x, ξ, t)g(ξ)dξdt −
∫ ∞
0
e−λt
∫
Rd
DiH(y, ξ, t)g(ξ)dξdt
∣∣∣∣
=
∣∣∣∣
∫ ∞
0
e−λt
∫
Rd
Kβ(ψ, t)
(
g(etSx− ψ)− g(etSy − ψ)
)
dψdt
∣∣∣∣
6
∫ ∞
0
e−Reλt
∫
Rd
∣∣Kβ(ψ, t)∣∣ ∣∣g(etSx− ψ)− g(etSy − ψ)∣∣ dψdt
6ε˜
∫ ∞
0
e−Reλt
∫
Rd
∣∣Kβ(ψ, t)∣∣ dψdt 6 ε˜∫ ∞
0
e−ReλtC1+|β|(t)dt
=ε˜
∫ ∞
0
e−ReλtC4+|β|(t)dt 6 ε˜
C7+|β|
(Reλ+ b0)1−
|β|
2
= ε.
2. Now, let in addition g ∈ Cb,θ(Rd,CN). To show (6.11) and (6.12), we use the integral
expression (6.10), the transformation theorem (with transformation Φ(ξ) = etSx − ξ in ξ and
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Φ(x) = etSx − ψ in x), (4.4) and (4.6), (W1)–(W3), Lemma 4.7 (with ω = ωb and p = 1) and
obtain for every β ∈ Nd0 with |β| ∈ {0, 1}∥∥Dβv⋆∥∥Cb,θ = sup
x∈Rd
θ(x)
∣∣Dβv⋆(x)∣∣
= sup
x∈Rd
θ(x)
∣∣∣∣
∫ ∞
0
e−λt
∫
Rd
[
DβH(x, ξ, t)
]
g(ξ)dξdt
∣∣∣∣
= sup
x∈Rd
θ(x)
∣∣∣∣
∫ ∞
0
e−λt
∫
Rd
Kβ(ψ, t)g(etSx− ψ)dψdt
∣∣∣∣
6
∫ ∞
0
e−Reλt sup
x∈Rd
θ(x)
∣∣∣∣
∫
Rd
Kβ(ψ, t)g(etSx− ψ)dψ
∣∣∣∣ dt
6
∫ ∞
0
e−Reλt
(
sup
x∈Rd
∫
Rd
θ(x)
∣∣Kβ(ψ, t)∣∣ ∣∣g(etSx− ψ)∣∣ dψ) dt
6
∫ ∞
0
e−Reλt
∫
Rd
∣∣Kβ(ψ, t)∣∣ ( sup
x∈Rd
θ(x)
∣∣g(etSx− ψ)∣∣) dψdt
=
∫ ∞
0
e−Reλt
∫
Rd
∣∣Kβ(ψ, t)∣∣
(
sup
y∈Rd
θ(e−tS(y + ψ)) |g(y)|
)
dψdt
6
∫ ∞
0
e−Reλt
∫
Rd
Cθe
η|ψ|
∣∣Kβ(ψ, t)∣∣
(
sup
y∈Rd
θ(y) |g(y)|
)
dψdt
=
∫ ∞
0
e−ReλtCθ
(∫
Rd
eη|ψ|
∣∣Kβ(ψ, t)∣∣ dψ) dt ‖g‖Cb,θ
6
∫ ∞
0
e−ReλtC4+|β|(t; b0, p = 1)dt ‖g‖Cb,θ 6
C7+|β|
(Reλ− ωb)
1− |β|
2
‖g‖Cb,θ .

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