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Introduction

Motivation
Providing interactive navigation in a virtual environment is one of the key issues in computer graphics. While most of the previous techniques have focused on generating photorealistic walk-through images, non-photorealistic rendering (NPR) has recently emerged as a meaningful alternative since it has clear advantages over photorealism. For example, a single scene can be expressed in various ways through artistic rendering, conveying the different mood or interpretation. Also, NPR can focus the viewer's attention on important features or semantics in the scene through abstraction or exaggeration.
However, conventional NPR techniques based on runtime placement of individual strokes are not suitable for interactive scene navigation since they require considerable time to create a single frame. One way to provide NPR in real time is to borrow the idea of image-based modeling and rendering (IBMR) , that is, to create an image viewed from an arbitrary point by employing a set of reference photographs or pre-rendered images. This type of hybrid NPR/IBMR approach can provide artistic effects together with visual details of the scene in interactive rate. In this case, however, it is hard to preserve the stroke size and coherence across different resolutions and view angles, which is essential for producing convincing results.
Based on the hybrid NPR/IBMR approach, this paper presents a novel scheme for providing non-photorealistic virtual environment navigation from images. In the preprocessing stage, we extract the foreground objects from the background in the image and generate corresponding nonphotorealistic texture maps for them. Then we construct a simple 3D scene model which we use for generating nonphotorealistic walk-through images in runtime. Especially, our focus in this paper is how to generate non-photorealistic texture maps that have desirable properties. To minimize visual artifacts and to produce convincing effects in the resulting animation, we propose a novel idea for generating multiresolution and view-dependent non-photorealistic texture maps that preserve both the stroke size and coherence across different viewing resolutions and angles.
Related work
Various techniques have been developed for generating non-photorealistic or artistic effects such as painterly rendering [5, 12, 6, 20] , pen and ink illustration [18, 19] , watercolor painting [3] , pencil drawing [21] , ornamentation [22] , engraving [16] , and so on. Most of these techniques require 2D still images or patterns from which to obtain the specific artistic style of interest. Thus, simply applying them to time-changing image sequences may create noisy, flickery results. While other approaches based on 3D models can solve this problem, they either lack visual details for exploiting only the information obtained from crude 3D models [13, 4, 11] , or take considerable time in creating a single frame due to the individual stroke maintenance process at run time [14] .
Some researchers suggested a hybrid NPR/IBMR approach, by which we can obtain the temporal coherency, visual details, and interactive frame rate, simultaneously [7, 10, 2] . Especially, Klein et al. presented an idea for non-photorealistic virtual environment navigation based on conventional texture mapping [10] . They introduced nonphotorealistic version of mip-maps (called art-maps) to preserve the size of the strokes across different viewing resolutions and angles. However, their algorithm places strokes independently at each image level, and hence it does not provide any stroke coherence when the resolution of the texture map or the view angle is altered during navigation. The lack of stroke coherence can cause undesirable visual artifacts in the resulting walk-through image sequence. Fig. 1 shows the process flow diagram of our entire scheme for generating non-photorealistic walk-through animation from an image, which is an extension of our previous work on TIP (Tour Into the Picture) [8] . TIP is a method for generating a sequence of walk-through images from a single reference image. Given an input image, we first extract the foreground objects from the background and set their corresponding bounding polygons. The resulting foreground texture images are alpha-masked on the exact portion of the objects using our highly interactive segmentation tool called Enhanced Lane [9] , to produce convincing 3D effects during navigation (see Fig. 2b ). The background texture image is then generated after filling in the holes created by the extracted foreground objects, by adopting inpainting techniques [1] (see Fig. 2c ). Since our foreground extraction processes including object selection, boundary segmentation, hole filling, are all highly interactive, various different results can be obtained from the same input image, reflecting the animator's intentions. 
Overview
Figure 2. Foreground extraction
The background and the foreground images are then converted into non-photorealistic texture maps by applying various artistic filters. Basically, our scheme is independent of the filtering methods and does not stick to specific texture patterns or styles, and any filter can be used for producing appropriate non-photorealistic texture maps. However, not all filters ensure desirable properties such as stroke size or coherence preservation in the output images during navigation. Thus, we develop an algorithm to construct the nonphotorealistic version of mip-maps (called art-maps) which preserve the stroke size and the stroke coherence across different levels of texture resolution caused by camera movement. The key idea behind this is to form a nested structure of the strokes among different resolutions. The temporal coherence among strokes in a single level is automatically ensured since the novel view generation is based on conventional texture mapping. Also, we extend this idea to generate view-dependent texture maps so that these properties are preserved regardless of the camera view angles with respect to the object surface.
After texture image generation, we construct the 3D scene model which consists of a background model and foreground models. As shown in Fig. 3a and 3b, the background model is constructed based on the location of a vanishing line detected in the background image [8] . The foreground objects are then modeled as polygons and attached to the background model after computing their corresponding coordinates in 3D space (see Fig. 3c ). With the constructed scene model and all the texture images prepared, we can navigate the virtual environment by interac- tively positioning the camera and successively creating nonphotorealistic images viewed from new viewpoints. Each frame in the output animation is generated by rendering the 3D scene model based on hardware texture mapping. The remainder of this paper is organized as follows. In Section 2, we explain the basics of our stroke placement technique. Then we discuss the method for generating nonphotorealistic mip-maps in Section 3, and show how to extend this idea to construct a view-dependent set of texture maps in Section 4. Section 5 provides some experimental results and Section 6 concludes this paper.
Stroke placement strategy
In this section, we explain our stroke placement algorithm. A stroke is defined as a rectangular area placed in an image, which has attributes such as color, orientation, length, width, etc. Various methods have been suggested for assigning the stroke attributes and each of them has its own style and advantages [5, 12, 6, 20] . While any of these methods can be used for our application, we follow the convention of [12] which nicely produces the standard painterly effects. That is, given a pixel location (x, y), the color is copied from the input image pixel at this location, the orientation follows the gradient direction (which is perpendicular to the gradient vector), the width is selected between the minimum and the maximum value, and the length is clipped by the edges with strong gradient magnitudes. Using all of these attributes, we draw a stroke centered at the given pixel location. These attributes can also be slightly perturbed in a predefined range to generate more hand-crafted look.
Another important issue is how to decide where and in which order we place the strokes. To construct multiple levels of texture resolutions as a nested structure, we use an optimization-style framework. Given an input image and a predefined range of stroke size, we want to generate a non-photorealistic output image which is as close to the input image as possible after placing a sufficient number of strokes. Thus, our goal is to minimize the following objective function:
where I and I respectively denote input and output image, and x = (x, y) denotes each pixel coordinate.
Like an artist, we place individual strokes one by one on an output canvas (image) which is initialized as a white image. Before placing each stroke, we first test if it reduces the objective function in Equation 1, and place only the strokes that pass the test. The current stroke placing location is selected among the pixels with the biggest difference value d(x) = ||I (x) − I(x)|| in the image. For efficient handling of the stroke placement order, we apply a bucket sort algorithm over the entire image pixels with respect to the difference value. Since the difference value can be discretized in a predefined integer range, we can maintain the active list in just O(N ) time where N is the number of pixels [15] . Fig. 4 shows an example of our stroke placement process. The numbered pixels in Fig. 4a are the first three pixels with the highest priorities in the active list. As shown in Fig. 4d , a stroke can be partially (or completely) occluded by neighboring strokes, which is quite natural in painting. To accelerate the process and to produce more natural hand-crafted look, we first initialize the active list by randomly placing a sufficient number of strokes over the image, so that all the pixels can be covered by one or more stokes. Then the next pixel to place a stroke at is always picked among the candidates with the maximum difference value in the active list. If the pixel passes the validity test we place a stroke there and update the list, otherwise we simply discard the pixel from the list. While our stroke placement algorithm eventually terminates when there is no more pixel left in the active list, we rather set a threshold to control the termination point. That is, we stop the process if the maximum difference value of the current candidate pixel in the active list gets smaller than the specified threshold. Fig. 5 shows output images obtained by applying our stroke placing algorithm with different threshold values. 
Constructing multiresolution maps
If we use just a single level of texture maps, texture mapping hardware automatically resamples those maps at rendering so that the number of texture samples matches that of the current pixel resolution covered by the object of interest. This means that the closer the camera gets to the object, the bigger the size of the strokes becomes in the output image, which is undesirable in aesthetic point of view [14] . For this reason, we need to preserve the size of the stroke regardless of the camera position in that it can provide the consistent level of visual details during interactive walk-through. Klein et al. achieved this goal by introducing stroke-sizepreserving mip-maps, called art-maps [10] . Art-map is constructed by first lining up a set of multiresolution input images as in normal mip-mapping, then applying a nonphotorealistic filter to each level independently. Thus, at run time, the texture mapping hardware automatically selects the appropriate level in the mip-map hierarchy and blends the nearest two texture maps, so that the average stroke size remains almost the same wherever the camera is located.
However, since art-map is generated independently at each level, it lacks the stroke coherence across resolutions, which results in undesirable visual artifacts such as 'stroke swimming'. Inspired by [17] , we design our nonphotorealistic mip-maps as a nested structure, such that all the strokes in a certain level are also contained in its higher resolution versions. Starting from the coarsest level, we apply our stroke placing algorithm to obtain corresponding non-photorealistic texture map at each level. We do not need to keep all the stroke attribute data to replicate them in the successive levels. Rather, at each stroke placement in a coarse level, we simultaneously place the samecolored stroke at the finer levels with successively doubling 1 Note that even if we set the threshold value as 0, the output image cannot be completely identical to the input image unless we predefine the stroke size to be as small as a single pixel. After the optimization process is terminated for a current level, then we move on to the next finer level and start the process on the output image initialized by the previous level, using the main strokes with predefined size. Fig. 6 shows the nested structure of our multiresolution stroke placement method. In this way, we can generate non-photorealistic mipmaps that keep the rules of resolution coherence and at the same time have been optimized at each level with the same size of strokes and threshold value. Since all the strokes in the previous level appear exactly at the same positions with doubled size in the current level, there can be no artifacts like swimming strokes. Also, since the main strokes of the predefined size are all placed in front of the big strokes inherited from the previous level, they dominate the overall impression of each level which is consistent in terms of stroke size across different resolutions. Fig. 7 shows some example non-photorealistic mip-maps generated by our technique.
Constructing view-dependent maps
The stroke size preservation problem occurs not only when the camera moves closer to an object, but also when the viewing direction forms an oblique angle with the object surface. As the angle gets more oblique, the size of the strokes gets smaller and their population becomes denser, which is visually undesirable. Also, the opposite case can happen due to the lack of sampled pixels in the input image, which is one of the typical problems of TIP (Tour Into the Picture) [7] . Since TIP obtains all the texture maps from small parts of the input image, each pixel (or stroke) should be unnaturally stretched out when the camera gets too close to an object or moves around the originally oblique surface, which degrades the realism in the output animation. To reduce this artifact, we generate view-dependent nonphotorealistic texture maps which provides an individual map for each viewing direction range (Fig. 8) . To preserve the stroke size and coherence in this case also, we extend the idea used for generating non-photorealistic mip-maps. Starting from the coarsest image, we simultaneously place the strokes in the current image and the successive finer images, which are positioned along both the horizontal (i-axis) and the vertical (j-axis) directions. 2 Once the stroke placing process is done for a current level, we move on and process the images in the next level, according to the following 2 In case the original texture region does not contain a sufficient number of pixels, we can expand the texture map by bicubic interpolation and then apply our non-photorealistic filter. One of the merits of using nonphotorealistic texture maps is that we can avoid blurring artifacts even in an expanded image.
rules:
• Each texture map has its own (i, j) index in the diagram (See Fig. 8 ).
• The level of each map is defined as i + j where (i, j) is the map index.
• The process starts from level 0, that is, the coarsest map (0, 0).
• Every stroke placed in (i, j) should also appear in all the finer maps (m, n) where m ≥ i and n ≥ j.
• If the process is done for all the maps in level k, then we move on to process the maps in the next level k +1.
• The whole process is terminated if all the maps have been optimized.
In this way, we can obtain a set of view-dependent nonphotorealistic texture maps which preserves both stroke size and coherence between them. At run time, we select an appropriate texture map from the set depending on the angle between the viewing direction and the object surface. 3 Any in-between level of texture maps can be interpolated in real time by hardware multitexturing. Fig. 9 shows the test result produced by our nonphotorealistic TIP scheme. The input image contains photorealistic scene with a lot of color variation and rich visual details. Fig. 9a is the input image and Fig. 9b is a stroke-optimized non-photorealistic output image. Fig. 9c and Fig. 9d show respectively the non-photorealistic versions of the interactive navigation shots taken from different camera locations. Note that even though different depth values are assigned for the background and the foreground objects, our non-photorealistic TIP scheme produces consistent level of stroke size and distribution over the output frames regardless of the camera position as shown in Fig. 9c and Fig. 9d. In Fig. 10 , our scheme is applied to a nonphotorealistic input image. Using our stroke-based abstraction techniques, various new styles of walk-through images can be generated even from an already non-photorealistic image.
Experimental results
The rendering speed is dependent on the image size, the number of foreground objects, the number of resolution and view angle levels. In our current implementation, the entire scheme is implemented in C++ with OpenGL library on Intel Pentium R PC (P4 2.20 GHz processor and 512 MB 
Figure 10. Test on a non-photorealistic input image
memory) equipped with nVIDIA GeForce3 R graphics processor. On average, the output sequence of images with 640 × 480 pixels, less than 20 foreground objects, up to 10 levels of resolutions and view angles, is generated at an interactive rate (over 30 frames/sec).
Conclusions and Future work
In this paper, we have presented a novel scheme for generating non-photorealistic walk-through images from an input picture. Especially, our focus in this paper is to find a way to provide a consistent size and distribution of strokes throughout the output frames and maintain the coherence among them. For this purpose, we proposed a stroke placement algorithm based on optimization framework, together with a method for constructing multiresolution nonphotorealistic texture maps as a nested structure. We also extended this idea to generate a set of non-photorealistic view-dependent texture maps, so that the stroke size and coherence are preserved across different camera view directions. Given a single input image, the proposed scheme enables users to experience the non-photorealistic navigation through artistically rendered scene in real time. Also, it can be used to solve some inherent problems in 3D virtual environment navigation based on conventional texture mapping, such as aliasing artifacts due to dense population of texture elements, or pixel stretching due to the insufficient number of sample texture pixels.
There are several aspects for further improvements. Although our scheme maintains the average stroke size and coherence in the output animation, the stroke size is not uniform on the object surface which is significantly warped in the output frame by perspective projection. Obviously, more texture maps (such as warped versions) should be added to the diagram in Section 4 to resolve this problem, in which case we would need a more efficient way to handle a huge set of texture maps. While we mostly used simple rectangular strokes in our current implementation, more sophisticated stroke types such as textured strokes [20] or curved strokes [6] would also work well in our scheme. Also, rather than oil painting or watercolor painting styles which can be covered by our algorithm, it would be challenging to provide different rendering styles such as penand-ink illustration [18, 19] or pencil drawing [21] with a fully automated process. Finally, our scheme can be naturally extended to the panoramic images such as cylindrical or spherical images which may provide more immersive effects during camera navigation [8] .
