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Abstract. A functional dependency (FD) (implicational dependency (ID)) family is a family of 
relational database instances consisting of all instances which satisfy a given set of FDs (IDs). 
An ID family is finitely specifiable if it can be defined using a finite set of IDs. It is known that 
all FD families are finitely specifiable ID families, and also that each projection of each FD 
family, while not necessarily an FD family, is an ID family. It is shown here that if the projection 
of an FD family is not an FD family, then it is not a finitely specifiable ID family. 
1. Introduction 
Semantically motivated constraints are a widely used tool for specifying and using 
known properties of data in a database [10, 12, 23, 27]. For example, in the relational 
model functional dependencies (FDs), join dependencies, order dependencies, etc., 
have been applied to query optimization, logical and physical database design, and 
integrity checking [2, 8, 11, 13, 14, 17, 28]. As a simple example of integrity checking, 
suppose that the contents of a particular one-relation database should always satisfy 
a fixed set of dependencies. If at some time the contents do not satisfy them, then 
it is known that an error has occurred. For this reason, it is natural to study families 
of instances which satisfy fixed sets of (functional, join, etc.) dependencies. Follow- 
ing Ginsburg and Zaiddan [18] we call these (functional, join, etc.) 'dependency 
families'. 
When defining user 'views' [9, 27, 28] in the relational model the relational operator 
projection (among others) is typically used. It is therefore important o examine 
the impact of projection on dependency families. For instance, it is known that the 
collection of FD families is not closed under projection [18]. By way of illustration, 
suppose that the contents of a one-relation database are known to satisfy a given 
set of FDs, and that a user view of this database is constructed using a Single 
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projection. Then the family of valid instances of the view, i.e. the family of projections 
of valid instances of the underlying database, may not be an FD family. In other 
words, it may not be possible to specify (or characterize) this family of instances 
by a set of FDs 1. This suggests that the naive use of FDs alone is not sufficient o 
check database integrity in the view. 
The problem of specifying (or 'axiomatizing') the projection of an FD family is 
apparently remedied if a larger class of dependencies, uch as implicational depen- 
dencies (IDs) [15] (or equivalently, total dependencies [7]), is considered. For 
example, it is known [15] that each projection of an FD family is an ID family. 
However, it was recently shown [22] that there may be no finite set of IDs which 
specifies such a projection. The primary objective of the current paper is to refine 
and extend our understanding of this situation. In particular, we show here that if 
the projection of an FD family is not an FD family, then it cannot be specified 
using any finite set of IDs (Corollary 4.9). 
This result concerning the non-finite specifiability of many projections of FD 
families is of particular interest because it strengthens certain intuitions concerning 
dependencies on the one hand and the relational operators on the other. Specifically, 
FDs and IDs are essentially 'local" in character, since they are used to say things 
such as "if some finite set of tuples in an instance has a given property, then some 
additional fact is true of that instance.' Even a large but finite set of IDs has this 
local character, because such a set can imply the presence of a certain tuple or 
equality in an instance only if it is implied by some bounded number of tuples in 
that instance. (This intuition is substantiated in part by results concerning the notions 
of 'rank' and the 'subinstance property for n' in [22], and of 'n-local' in [26]. It is 
also known, for instance, that each finite set of 'full tuple generating dependencies' 
(defined below) is equivalent to a single full tuple generating dependency [6].) By 
contrast, the relational operators uch as projection are 'global' in the sense that 
they operate on instances in their entirety. Intuitively speaking, the main result of 
this paper states that if the global operation of projection is applied to a locally 
described (FD) family (and if the resulting family cannot be specified using the 
same local specification mechanism, i.e. FDs) then no local specification mechanism 
can be used (or more precisely, an infinite number of IDs must be used). 
The main result of the current paper, Theorem 4.8, states the equivalence of three 
conditions (i) that the projection of some FD family is an FD family, (ii) that this 
projection is a finitely specifiable ID family, and (iii) that a certain technical (but 
decidable) condition based on iteratively defined 'kernels' is satisfied. (See Proposi- 
tion 3.5 for a statement of that condition.) This result can be viewed as an extension 
of the analysis of projections of FD families presented in [16]. A key result of that 
paper (Theorem 5.2 there) states the equivalence of (i) and (iii). In the present 
paper we do not assume this equivalence, and instead give a complete proof of 
1 Technically, if 5~ is an FD family over a set of attributes U and VG U, then l lv(~;) may not be 
the FD family identified by any set of FDs over the set V. Of course, it is nevertheless specified by the 
original set of FDs over U. 
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Theorem 4.8. A brief summary of this proof now follows. It is easily verified that 
(i) implies (ii). Our proof that (ii) implies (iii) (given in Section 4, and culminating 
in Proposition 4.7) is quite involved, and can be viewed as a generalization of the 
argument given in [16] to demonstrate hat (i) implies (iii). Finally, we give a new 
proof that (iii) implies (i) (see Proposition 3.5 and the Appendix) which is based 
on the well-known method of 'chasing' [1, 24]. (This new proof that (iii) implies (i) 
serves to unify certain results of [16] and the present paper with techniques used 
elsewhere [19, 20, 21, 29].) 
The paper is organized as follows. Preliminary definitions, notations, and results 
concerning the relational model, FDs and IDs, and finite specifiability are presented 
in Section 2. In Section 3 a variety of notions specific to the main result of the paper 
are introduced and motivated. In particular, this includes the presentation of a 
running example, the description of the intuitive notions of vertical and horizontal 
'inheritance', and the statement of the technical condition (iii) on 'kernels' mentioned 
in the preceding paragraph. The section concludes with Proposition 3.5, which states 
the sufficiency of the condition on kernels to imply that the projection of an FD 
family is again an FD family, i.e., that (iii) implies (i). (Since the proof of this result 
relies on chasing, and since chasing is not used elsewhere in the paper, it is given 
in the Appendix.) Section 4 is devoted primarily to the proof that (ii) implies (iii). 
This section also contains two results which summarize the paper (Theorem 4.8 
and Corollary 4.9), and two results concerning the complexity of determining 
whether a given projection of an FD family is finitely specifiable (or equivalently, 
whether it is an FD family). 
2. Preliminaries 
In this section a variety of preliminary notions and known results are reviewed. 
The section begins with basic definitions for the relational model, including those 
of implicational and functional dependency. After this the notion of finite specifiabil- 
ity (called 'finite axiomizability' in [26]) is reviewed, and some relevant results from 
[22] are stated. Finally, some useful technical results concerning functional depen- 
dency are mentioned. Specifically, acouple of results concerning the correspondence 
between the closures of sets of attributes under a set of functional dependencies 
and the set of'agreements' of an instance are formally stated. Also, a certain operator 
on instances originally introduced in [16], namely 'partially-disconnected augmenta- 
tion', is defined. 
To begin, we define a universal attribute specification to be a pair 
( Uoo, (Dom(A) [A ~ Uoo)) where 
(i) Uoo is an infinite set of abstract objects called attributes; and 
(ii) for each attribute A in Uoo, the domain of A, denoted Dom(A), is a nonempty 
collection of objects. 
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For the remainder of this paper we assume that some universal attribute specifica- 
tion (U~,(Dom(A) IA~ Uoo)) is fixed; that Dom(A)  is infinite for each A in Uo~; 
and that Dom(A)~ Dom(B)= ~ for each pair A, B of distinct attributes in U~. 
While the assumption that each attribute domain is infinite is clearly not applicable 
to all attributes (e.g. SEX), it does apply to many natural ly arising attribute domains. 
Since our main result depends on infinite domain size, we make this assumption 
here to simplify the ensuing discussion. The assumption that the attribute domains 
be pairwise disjoint is included solely to simplify our notation; it can be shown that 
our results still hold if this restriction is dropped. 
A tuple is a function u whose domain is a finite set U of attributes uch that 
u(A) ~ Dom(A)  for each A ~ U. If  U is a finite set of attributes then Tup(U)  denotes 
the set of all tuples with domain U. If an ordering A1 , . . . ,  A, of U is defined by 
the context and if u c Tup(U),  then we sometimes denote u by the ordered n-tuple 
(u (A l ) , . . . ,u (A , ) ) .  
An instance is an ordered pair ( U, I)  where U, called the domain of the instance, 
is a finite subset of U~ and I is a finite subset of Tup(U).  If U is understood we 
sometimes use I to denote the instance ( U, 1). If J ~ / ,  then ( U, J)  is a subinstance 
of ( U, I). A family of instances is a nonempty set of instances, each with the same 
domain. In this case, the domain of such a family ~ is the domain of any (all) 
instance(s) in ~. 
We now review the notion of projection. Let U be a finite set of attributes, and 
let X ___ U. I f  u c Tup(U) ,  then u[X] denotes the (unique) tuple x ~ Tup(X)  such 
that x(A) = u(A) for each A ~ X. I f  ( U, I)  is an instance then the projection of 1 
onto X is the instance (X, I Ix( I))  where I Ix( I)  = {u[X][ u ~ I}. If ~ is a family of 
instances with domain U, then the projection of ~ onto X, denoted Hx(~),  is 
{(x, nx(t))l z 
Turning now to dependencies, a functional dependency (FD) is an ordered pair 
(X, Y), denoted X ~ Y, of finite sets of attributes. I f  U is a finite set of attributes 
and 2 XY ~_ U, then X ~ Y is an FD over U. Note that for each fixed finite set U 
of attributes there are only a finite number of FDs over U. 
An instance (U, I) satisfies an FD X~ Y over U, denoted I~X~ Y, if for each 
pair u, v oftuples in / ,  u[X] = v[X] implies u[ Y] = v[ Y]. An instance ( U, I) satisfies 
a set F of FDs, denoted I~F,  if it satisfies each FD in F. It is easily verified that 
if I~F  and J~  I then J ~F. 
In order to define implicational dependencies, we introduce some preliminary 
notions. Let Dom = Uae U~ Dom(A).  A valuation is a partial function ~,: Dom ~ Dom 
such that for each A ~ Uoo and a ~ Dom(A),  if ~, is defined on a then v(a) ~ Dom(A). 
If u ~ Tup(U)  and 1.' is defined on u(A) for each A ~ U, then ~,(u) is that tuple over 
U such that (u (u) ) (A)= e(u(A)) for each A~ U. If ~, is defined on each domain 
element in an instance I over U, then e is a valuation for L In this case, ~,(I)= 
{Hu)lu I}. 
: Fo l lowing convent ion,  i f  X and Y are sets of  attr ibutes then we use XY to denote X w Y. Also,  if  
A is an attr ibute we sometimes use A to denote  {A}. 
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A 3 full tuple generating dependency (FTGD) over U is an ordered pair ~" = (T, t) 
such that 
(i) T is a finite subset of Tup( U);  
(ii) t is in Tup(U) ;  and 
(iii) t(A)~ T(A) for each A ~ U 4. 
In this case T is the template of r and t the summary of r. An instance (U, I )  
satisfies z, denoted I ~ z, if for each valuation v for T, v(T)  c_ I implies v(t) c I. 
An equality generating dependency (EGD) over U is an ordered pair T = ( T, c~ = c2) 
such that 
(i) T is a finite subset of Tup( U);  and 
(ii) {Cl, c2} ~ _ T(C) for some C~ U. 
In this case, T is the template of r and Cl = c2 the equation of r. An instance ( U, I )  
satisfies T, denoted I~  r, if for each valuation v for T, v(T) c_ I implies v(c~) = ~'(c2). 
It is easily verified that if r is an EGD and an instance I ~ r, then for each subset 
J~_ I, J~z.  
Finally, an 5 implicational dependency (ID) over U is an EGD or FTGD over U. 
We now review the definition of logical implication. Let U be a fixed finite set 
of attributes, F a set of FDs and/or  IDs over U, and 7 an FD or ID over U. Then 
F logically implies 3/ (relative to U), denoted F~u7 or r~ y if U is understood, 
if for each instance (U, I ) ,  I ~ F implies I ~ y. (These definitions are extended in 
the natural manner to the situations where r is a single ID or FD and/or  y is a 
set of IDs and FDs.) Two sets of dependencies over U are equivalent if each logically 
implies the other. It is well-known that each EGD over U with one or two free 
tuples in its template is equivalent to some FD over U with one attribute in its 
r ight-hand side, and that each FD over U is equivalent to some finite set of EGDs 
over U, each with one or two free tuples in its template. 
If F is a set of FDs over a finite set U of attributes, then the logical closure of F 
(relative to U in the class of FDs), denoted F*u  or F* if U is understood, is the 
set { 3' is an FD over U [ F ~ y}. It is clear that if F and a are two sets of FDs over 
U, then F is equivalent to A iff F*= A* 
It is well-known that if F is a set of FDs over V and V_  U for some finite set 
U of attributes, then for each instance ( U, I ) ,  I ~ F iff Hv(I) ~ F. This easily implies 
that if A is also a set of FDs over V, then F ~ v A iff F ~ u A. 
An ID (FD, EGD, FTGD)-schema is an ordered pair ( U, F)  where U is a finite 
set of attributes and F is a (finite or infinite) set of IDs (FDs, EGDs, FTGDs, 
respectively) over U. Let (U, F) be an ID-schema. Then SAT(U, F) denotes the 
family {(U, I ) [ I~F}.  In the spirit of Ginsburg and Zaiddan [18], a family ~ of 
instances is an IDfamily if ~ = SAT( U, r )  for some ID-schema (U, F). FD, EGD, 
and FTGD families are defined analogously. It is clear that each FD family is an 
3 This is equivalent to the notion of 'total tuple generating dependency' in [7]. 
4 For an instance (V, J )  and Be V, J(B)={v(B)lv~J}. 
s It can be shown that each "total dependency' in the terminology of [7] is equivalent to a finite set 
of IDs as defined here. 
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EGD and an ID family. It is also clear that both FD and EGD families are closed 
under the operation of subinstance, that is, if I is in an FD or EGD family and 
J _  I, then J is also in that family. 
Following [22], an ID (or EGD) family 3; is 6finitely specifiable if 3; = SAT( U, ,~) 
for some finite set 2~ if IDs (EGDs). It is easily seen that each FD family is a finitely 
specifiable ID (or EGD) family. 
Again following [22], for each positive integer n, an ID r has rank n if the number 
of tuples in the template of z is less than or equal to n. A set F of IDs has rank n 
if each ID in F has rank n. An ID family 3; has rank n if 3; = SAT( U, F) for some 
set F of IDs, where F has rank n. It is clear that if an ID, set of IDs, or ID family 
has rank n, then it has rank m for each m I> n. In particular, the empty set 0 of IDs 
has rank n for each n > 0. Finally, each FD is equivalent o a finite set of EGDs 
each with rank 2, and so each FD family has rank 2. 
The following straightforward esult establishes the connection between rank and 
finite specifiability. 
Proposition 2.1 ([22]). An ID family is finitely specifiable iff it has rank n for some 
positive integer n. 
Let U be a nonempty finite set of attributes, let 3; be a family of instances with 
domain U, and let n be a positive integer. For an instance (U, I) ,  consider the 
following property: 
( , )  For each subset J ~ / ,  if 7 4~ (J)<~ n, then there is a set K such that 
J~_Kc_ I  and K~3; .  
As defined in [22] the family 3; has the s subinstance property for n if for each 
instance ( U, I) ,  if (*) is true of I then I e 3;. It is easily verified that each FD family 
has the subinstance property for 2. 
The connection between rank (and hence, finite specifiability) and the subinstance 
property is given by the following proposition. 
Proposition 2.2 ([22]). Let 3; be an ID family and n > O. Then 3; has rank n iff 3; 
has the subinstance property for n. 
(In this paper we shall only use the easily verified 'only if' direction of this 
proposition.) 
We conclude our current discussion of finite specifiability with the following 
technical corollary which shall serve as part of the foundation of our proof of 
Theorem 5.6. 
6 This property is called 'finitely axiomatizable' in [26]. 
7 For a set S, 4~ (S) denotes the cardinality of  S. 
s This subinstance property is closely related to the notions of 'n- locar  in [26] and 'n-bounded' in [25]. 
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Corollary 2.3 9. Let ~; be an ID family with domain U and rank n, and let ( U, I) be 
an instance. Suppose that for each J c_ I with 4~ (J) <<- n, J ~ ~. Then I ~ ~. 
Proof. Under the stated assumptions, I has property (*) for n. Since ~ has rank 
n, Proposition 2.2 implies that ~ has the subinstance property for n. Thus I ~ ~ as 
desired. [] 
We close the section by stating a couple of results concerning FDs and FD families 
which shall be used repeatedly in what follows. We first consider closures of sets 
of attributes and agreements. 
Let ( U, F) be an FD-schema. If X ~_ U, then the closure of X under F, denoted 
(X, F)*, is the set {A~ UIF~X~A}.  If X = (X, F)*, then X is said to be closed 
(with respect o F). It is easily verified that the operation of closure is idempotent 
and monotone, that is, (X, F)* is closed and X ___ Y implies (X, F)* ___ ( Y, F)*. The 
family of all closed sets of F, that is, {X ___ U IX is closed with respect o F}, is 
denoted c¢( U, F). It is easily verified that c¢( U, F) = {(X, F)*IX __ U}. It is also 
known [3] for each FD-schema (U, F) that cO(U, F) is closed under intersection 
(although it is not always the case that (X, F)* n ( Y, F)* = (X n Y, F)*). 
The projection operator is extended to FDs as follows. Let ( U, F) be an FD-schema 
and V~ U. The projection of F onto V is Hv(F)={X~ Y~FIXY~ V}. As we 
shall see, we usually consider/ /v(F *u) rather than/ /v(F) .  Indeed the following 
result is easily verified. 
Lemma 2.4 ([16]). Let ( U, F) be an FD-schema nd V c_ U. Then c~( V, IIv(F*U)) = 
{Yn V I Y~ cO(U, F)}. Furthermore, if X ~ cO(V, l lv(F*U)), then (X, F)*n  V=X.  
Let U be a finite set of attributes. Following [5] and [16], for each u and v in 
Tup(U) the agreement of u and v, denoted Ag(u, v), is the set {A ~ UI u(A) = v(A)}. 
For each instance (U, I), the agreement of / ,  denoted Ag(I), is {Ag(u, v)l u, v ~ I}. 
Note that if ! ~ I~, then U ~ Ag(I). Closures of sets of attributes and agreements 
are closely related, as is shown in the following lemma. 
Lemma 2.5 ([5, 16]). Let (U, F) be an FD-schema and (U, I) an instance. Then 
I~  F iff Ag(I)c_ cC(U,F). 
We now introduce an operation on instances which can be used to build new 
members of FD families from old members. This operation was originally introduced 
in slightly different form in [16]. Let (U, F)  be an FD-schema and (U, I )e  
SAT( U, F). An instance (U, J) is a partially-disconnected augmentation (pda) of 
( U, I) (relative to F) if there exist u ~ Tup(U), v ~/, and X ~ c¢( U, F) such that 
(i) J=  I u {u}, 
9 We note that this is closely related to, but di~erent than, the subinstance corollary of [22]. 
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(ii) Ag(u, v)= X, and 
(iii) for each A in U-X,  u(A) is not in I(A). 
Thus I u {u} is a pda of I relative to F for some tuple v in I if (a) u agrees with 
v on some element X of ~( U, F), and (b) the value of u on each attribute not in 
X differs from all the values of I on that attribute. (The word 'disconnected' here 
refers to the values of u on the attributes not in Ag(u, v). These values do not yet 
occur in I on these attributes, and so u is disconnected from I on these attributes.) 
Using the notation of the above definition, it follows from conditions (ii) and 
(iii) that Ag(w, u)= Ag(w, v )n  Ag(v, u) for each tuple w in L From this, Lemma 
2.5 implies the following proposition. 
Proposition 2.6 ([16]). Let ( U, F) be an FD-schema, ( U, I) ~ SAT( U, F), and ( U, J) 
a pda of I relative to F. Then ( U, J) ~ SAT( U, F). 
3. The condition on kernels 
In this section we initiate the proof of the main result of the paper, namely 
Theorem 5.6. The primary objective of the section is to state a condition which is 
sufficient to imply that a projection of an FD family is again an FD family 
(Proposition 3.5). Along the way we shall develop some useful notation, and 
introduce a running Example (3.2) which will be used to illustrate and motivate the 
formal development in both this and the following section. The informal notions 
of vertical and horizontal 'inheritance' are also introduced. 
The ~ufficiency condition we present in this section involves a certain technical 
condition on 'kernels' and, as mentioned in the Introduction, is known [16] to be 
both necessary and sufficient for a projection of an FD family to again be an FD 
family. As discussed in the Introduction, we do not assume that equivalence in the 
current paper. Instead, we first present a new proof that if the condition holds then 
the projection is an FD family. This new proof is based on the well-known method 
of chasing [1, 21, 24, 29], and thus unifies some of the techniques of [16] (and the 
current paper)-with that of chasing. (Since we do not use chasing elsewhere in the 
paper, the new proof of sufficiency is presented in the Appendix.) Second, we show 
in Section 4 that if the condition does not hold then the projection is not finitely 
specifiable (and hence certainly not an FD family). 
We begin our formal development by stating the following easily verified result, 
which is essentially found in [18, Lemma 2.1]. 
Proposition 3.1. Let ( U, F) be an FD-schema nd V~ U. Then Hv(SAT( U, F))c_ 
SAT( V, [Iv(F*)). Furthermore, Hv(SAT( U, F)) is an FD family if and only if it 
coincides with SAT( V, IIv(F*)). 
Thus, if I Iv(SAT(U,F)) is not an FD family, there is some instance of 
SAT( V, Hv(F*)) which is not in Hv(SAT( U, F)). While other examples of this 
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situation have been given elsewhere [15, 16, 18], we present a new example here 
which illustrates the different phenomena which can 'cause' an instance to be in 
SAT(V, I Iv(F*)) but not Hv(SAT( U, F)). In particular, we use this example to 
introduce the informal notions of vertical and horizontal 'inheritance'. 
Example 3.2 ( The Running Example). Let 0 = {A, B, C, D, E, F, G, H, P, Q, R}, P = 
{AB~DP,  AC~DP,  E~Q,  PQ~R,F~R,  GR~H},  and 1?=O-{P ,Q,R} .  As 
we shall see, He(SAT( U, F)) is not an FD family. 
It is easily verified that He(F*) is equivalent to z~ = 
{AB~ D, AC~ D, FG~ H, ABEG~ H, ACEG~ H}. By Proposition 3.1, to prove 
that He(SAT(U, F)) is not an FD family it suffices to exhibit an instance in 
SAT( V, d ) --/-/q(SAT( U, F)). 
Without loss of generality, assume now that the domains of the attributes in 0 
have been renamed so that they contain the nonnegative integers. Let ('¢, I) be the 
instance shown in Fig. 1. (For the present, ignore the columns labeled by P, Q and 
R. In this figure, the values 0 and 1 are used to 'connect' tuples in certain ways, 
while the other values occur only once in any given column.) We shall show that 
I ~ SAT( V, A ) -- He(SAT( U, F) ). 
A B C D E F G H P Q R 
vl = 0 0 3 0 0 3 0 (~) p q r 
v 2 = 0 0 0 0 4 4 4 4 p 
v3 = 0 1 0 0 5 5 5 5 p 
v4 = 0 1 1 0 6 6 6 6 p 
vs= 0 7 1 0 0 0 7 7 p q r 
v6= 8 8 8 8 8 0 0 (~) r 
Fig. 1. I l lustrat ion of  vertical and hor izontal  inheritance. 
First, it is easily verified that I ~ ,~. Suppose now that He(SAT( U, F)) is an FD 
family, and hence by Proposition 3.1 that He(SAT( U, F ) )= SAT(V, za). Then I = 
He(L) for some L~ SAT(U, F). Since FD families are closed under subinstance, 
we may assume without loss of generality that L has exactly 6 elements, say 
L = {ub . . . ,  U6} with ui[ I?] = vi for 1 <~ i ~< 6. 
Suppose now that u~(P) = p. Since AB ~ P ~ F*, u~[AB] = v~[AB] = v2[AB] = 
u2[AB] and L~F,  we see that u2(P)=p. (See the P-column of Fig. 1.) Using the 
fact that AC ~ P ~ ['* we conclude analogously that u3(P  ) =p. Similarly, u4(P)= 
us(P) =p. Speaking informally, the fact that the properties of I and /~ imply 
ul( P) = us(P) is called vertical inheritance. 
Consider now ul and us. We have already observed that Ul(P) = us(P). The FD 
E ~ Q and the equality u~(E) = us(E) imply that u~(Q) = u5(Q). This and the FD 
PQ ~ R now imply that u~(R) = u5(R). This type of implication is informally called 
horizontal inheritance. 
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We have already seen other examples of horizontal inheritance. For instance, the 
equality ul(P) = UE(P)  resulting from uI[AB] = UE[AB ] and the FD AB ~ DP is an 
(albeit simple) example of horizontal inheritance. Note also that vertical inheritance 
can be viewed as the result of two or more instances of horizontal inheritance 
directed at the same attribute. 
To conclude the example, note that u5(R)= ur(R) because us(F)= u6(F) and 
L~F~ R. This implies in turn that u~(R)--u6(R), a vertical inheritance. More 
importantly, we now have u~[GR] = u6[GR]. Along with the FD GR ~ H, this implies 
that ul(H) = u6(H), a horizontal inheritance. But v~(H) # v6(H), a contradiction. 
Therefore, I ~ SAT(H~(F*)) -H  e(SAT( U, F)  as desired, and we have shown that 
H~(SAT( U, F)) is not an FD family. 
In the above development we saw one example of verticle inheritance which 
affected the P-values of 5 tuples. It is clear that other, larger instances could be 
constructed which exhibit analogous examples of vertical inheritance having 
arbitrary length. Similarly, an arbitrarily long vertical inheritance of R-values could 
be constructed by forming an alternating sequence of horizontal inheritances of 
R-values caused by the FD PQ-~ R and horizontal inheritances of R-values caused 
by the FD F-~ R. Speaking intuitively, the ability to construct chains of vertical 
inheritance of length > n is central to demonstrating that (some) projections of FD 
families do not have rank ~< n. 
Returning to the formal development, we now introduce the following notation, 
which will be used for the remainder of the paper. 
Notation. Let ( U, F)  be a fixed FD-schema nd V a fixed subset of U. 
In the Running Example 3.2, we started with an instance I e SAT(I?, He(F*)) 
and then supposed the existence of an instance L with certain properties. To formally 
describe this situation in the context of the sets U, V and F just fixed we have: 
Definition. Let (V, I) be an instance. An instance (U, L) is an extension of I if 
( U, L) ~ SAT( U, F), 41= (L) = 4~ (I), and Hv(L) = I. In this case, if v ~ I, then v L 
denotes the unique element in L such that vL[ V] = v. 
It is easily seen that: 
Lemma 3.3. An instance (V, I) has. an extension iff it is in / /v (SAT(  U, F)). 
In the Running Example, then, the instance I of Fig. 1 was shown to have no 
extension and is therefore not in Hg(SAT( U, F)). 
Following [16], we now introduce the following notation. 
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Notation. For each B e U-  V let Ko(B)= V. For each B e U-  V and i I> 0, let 
~ri+l(B ) = {(X, r ) *  t"~ V[ X ~ V and F~ XZ-> B, where 
z= {c e u -  vl K,(C)_q X}}, 
and 
K,+~( B ) = ["] ~,+I( B ). 
While the choice of these sets is motivated more completely in [16], we briefly 
indicate here the intuition behind them. For a given i I> 0 and B e U - V, the elements 
of ~i+~(B) (that is, sets of the form (X, F)*c~ V for some X_  V with certain 
properties) are precisely the sets which can be used to generate a horizontal 
inheritance of B-values, given the ability to generate all of the vertical and horizontal 
inheritances already 'captured' by the sets Ki(C), C e U-V .  The definition of 
Ki+I(B) as N ~+~(B) corresponds to the fact that horizontal inheritances of B- 
values can be combined to create vertical inheritances. 
Note that Lemma 2.4 implies for each Be  U-V  and  i>0 that :~(B)~_ 
~( V, IIv(F*)). Since a family of closed sets of attributes i closed under intersection, 
we conclude that Ki(B) is also in ~( V, I-Iv(F*)). 
It is easily verified [16] that K~+~(B)~_ Ki(B) for each Be  U-V  and i>0.  
Furthermore, as shown in [16], if l= (:~ (U))  2, then Kt(B)= Kt+~(B) for each 
B e U-  V and i > 0. This motivates the following. 
Definition. For each B e U-V ,  the kernel of B, denoted K(B) ,  is KI(B), where 
I = ( # (U))  2. I f  A e V, the kernel of A, denoted K(A),  is {A}. Also, if X ~ U, then 
K(X)  denotes L._.JA~X K(A).  
In the Running Example, Ko(P)= Ko(Q)= Ko(R)= V, and it is easily verified 
that K~(P) = K(P )= AD, K~(Q)= K(Q)= E, and K I (R)= K(R)=0.  Thus, the 
sequence K~(P), K~(Q), Ki(R) 'stabilizes' at i=  1. We now briefly present a second 
example in which stabilization occurs at i = 2. Examples for which stabilization 
occurs at any arbitrarily large i can also be constructed. 
Example 3.4. Let U = ABCDEFHPQR, V = U - PQR, Z = {A-> P, B -> P, C --> Q, 
D--> Q, PQ--> R, ER --> F}, A = {AC --> H, AD-> H, BC--> H, BD ~ H} and F =,~ w A. 
In this case, it can be shown that KI(R)= H but K2(R)= K(R)=0.  On the other 
hand, if A were removed from F, then we would have stabilization at i = 1. (We 
note also that neither of Hv(SAT( U, ,~)) nor Hv(SAT( U, F))  are FD families.) 
We now conclude the section by stating the condition on kernels that is sufficient 
to imply that a projection of an FD family is an FD family. As noted earlier, 
Theorem 5.2 of [16] states that this condition is in fact necessary and sufficient o 
imply that a projection is an FD family. A new proof of the sufficiency of this 
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condition, which is based on chasing, is presented in Appendix A. (Also, as noted 
earlier we do not rely on the result of [16] to obtain the necessity of this condition 
in the present paper.) 
Proposition 3.5. Suppose that F~ K(X)  ~ A whenever A ~ V and F~ X --> A. Then 
I Iv(SAT( U, F)) is an FD family. 
(It is easily verified that the condition of the above proposition is equivalent to 
the condition used in [16], namely that {K(X)~AIA~ V and X~A is in F*}~ 
IIv(F*).) 
4. Finitely specifiable projections are FD families 
This section contains the main result of the paper, which states that if the projection 
of an FD family is finitely specifiable, then it is in fact an FD family. The development 
begins with the assumption that Hv(SAT( U, F)) has rank n for some fixed n. The 
central concept of 'super potential determinant' (spd) is then defined. Speaking 
roughly, an spd is a subset of V with certain properties. A key result (Lemma 4.6) 
states that each kernel is an spd. This is used to show that if the projection of an 
FD family is finitely specifiable, then the condition of Proposition 3.5 involving 
kernels is satisfied (Proposition 4.7). Theorem 4.8 summarizes the development. The 
section concludes with an upper bound on the time required to decide whether a 
projection of an FD family is finitely specifiable or not. 
Recall now that we have fixed an FD-schema (U, F) and subset V~ U. For 
convenience, we introduce the following notation. 
Notation. Let Fv = I Iv(F*U).  
We now begin the proof of Proposition 4.7, that i f / Iv (SAT(  U, F)) is finitely 
specifiable then it is an FD family. Recall that a result of [15] implies that 
/-/v(SAT( U,/;)) is an ID family (in fact, an EGD family). It therefore makes sense 
to talk about whether it is finitely specifiable or not. We assume now that this family 
is finitely specifiable. Proposition 2.1 implies that this family has finite rank, which 
permits the following notation. 
Notation. Let n > 0 be a fixed integer such that Hv(SAT( U, F))  has rank n. 
Suppose that (V, I) is an instance, and that for each J _  I with 4# (J)<~ n, 
J~/ /v (SAT(  U, F)). Corollary 2.3 now implies that I~  Hv(SAT( U, F)). This fact 
will be used repeatedly in what follows. 
The next formal notion we need is that of 'super potential determinant' (spd). 
Intuitively, a set X c V is an spd of some B e U-  V if the following holds: If two 
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tuples u, v in some instance (V, I)~ Hv(SAT(U, F)) agree on X, then I can be 
expanded to form a new instance (V, J )e  Hv(SAT( U, F)) with certain properties. 
Specifically, J will include new tuples which cause long chains of vertical and 
horizontal inheritance directed at B. In particular, these will imply that uL(B)= 
vL(B) in each extension L of J. 
Definition ~o. Let Be  U-V  and X~ V, with X~ c~(V, Fv). Then X is a super 
potential determinant (spd) of B if the following holds: If ( V, I) ~ Hv(SAT( U, F)) 
and u and v are tuples in I satisfying u[X] = v[X] (i.e. X ~ Ag(u, v)), then there 
is an instance J ~ I in Hv(SAT( U, F)) such that uL(B) = vL(B) for each extension 
L of J. 
It immediately follows from the above definition that spd's are closed under 
superset in the following sense: if X is an spd of B and y_D X is in c~( V, Iv), then 
Y is an spd of B. 
We illustrate the definition of spd with the following example. 
Example 4.1. Consider the Running Example 3.2 11° It is easily seen that F is an 
spd of R, because F-> R ~/~ and F~ ~(V, Fe). (Thus, in any instance (V, I) 
He(SAT( U, F)), if u, v ~ I agree on F then in any extension L of I, uL(R) = vL(R).) 
We now present an informal argument that ADE is an spd of R. Let (V, I) 
He(SAT( U, F)) contain tuples u, v such that ADE ~_ Ag(u, v). Then (i) in each 
extension o f / ,  u and v will agree on Q (since E -> Q ~ F), and (ii) a long chain of 
vertical inheritance can be added to I so that in each extension of the resulting 
expanded instance, the added tuples will 'force' u and v to agree on P (in the way 
that v2, v3, and v4 force Vl and v5 to agree on P in :  extensions of the instance I of 
Fig. 1). Since PQ-> R ~ IP this will yield an instance containing I which has the 
desired properties. 
The reader will note that (i) above implies that E is an spd of Q, and that (ii) 
implies, speaking informally, that AD is an spd of P. On the other hand, A is not 
by itself an spd of P. Intuitively, this is because AB and AC 'determine' D along 
with P. More specifically, let u, v be tuples in some I~ He(SAT( U, F)), where 
Ag(u, v)=A.  Suppose further that a set K can be added to I so that I~K~ 
He(SAT( U, F)) and in each extension J of I u K, u J (P )  = vS(P). From the depen- 
dencies in/~ it is apparent that there is a sequence w~, . . . ,  w, of distinct uples in 
K such that Ag(u, wl) ~_ AB or AC, Ag(w,, v) D_ AB or AC, and Ag(w~, Wi+l) ~_ AB 
1o The definition of super potential determinant here is closely related to the definition of 'potential 
determinant' (pd) originally introduced in [16]. There are two differences between these notions: spd's 
are defined in terms of/-/v(SAT( U, F)) while pd's are defined in terms of SAT( V, Iv)), and spd's are 
defined only under the assumption that Hv(SAT( U, F)) is finitely specifiable whereas pd's are defined 
for all FD-schemas ( U, F). Although not done here, it can be shown that if the notion of spd is extended 
in the natural manner to all FD-schemas, then the notions of spd and pd are equivalent. 
~l For this and the remaining example, we assume in the Running Example 3.2 that Hp(SAT( U, F)) 
is finitely specifiable, although in fact it is not. 
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or AC for each i, 1 ~ i <~ n. S ince /~ AB ~ D and /~ AC ~ D, this would imply 
that u(D) = v(D),  a contradiction of the assumption that Ag(u, v )= A. Thus, there 
is no such K, and the singleton A is not an spd of P. 
The next major result we obtain is that for each B e U-  V, K (B)  is an spd of B 
(Lemma 4.6). As the first step towards this result we show that spd's are closed 
under intersection. Speaking intuitively, this result utilizes the impact of vertical 
inheritance. 
Lemma 4.2 12. I f  X and Y are spd' s of some Be  U-  V, then X n Y is an spd of B. 
Proof. Since X and Y are spd's, they are both in ~(V, Fv). Therefore X r~ Y s 
~( V, Fv). Following the definition of spd, let ( V, I) ~ Hv(SAT( U, F)) and u, v in 
I satisfy u[X  n Y] = v[X n Y]. 
To complete the proof it now suffices to exhibit an instance J D_I in 
/Iv(SAT(U, F)) such that uL(B)= vL(B) for each extension L of J. To do this, 
we begin by constructing an instance I '=  I u {wl, w2,. . . ,  w2,+3} (with cardinality 
# ( I )+2n+3)  such that: 13 
(i) Ag(u, wl)=Ag(w2j, w2j+l)=X for each j, 1 ~<j<~ n+l ,  
(ii) Ag(v, WEn+a)=Ag(w2j_l, w2j) = Y foreachj ,  l<~j~<n+l ,  and 
(iii) I '  e/ /v(SAT( U, F)). 
To accomplish this, we first construct I '  in such a way that it satisfies (i) and (ii). 
After this we show that condition (iii) also holds. (This construction is illustrated 
in Example 4.3.) 
To begin the construction of I', let wl e Tup(V) be chosen so that wl[X] = u[X] 
and such that wl(A)e~I(A) for each Ae V-X .  (We note in passing that since 
I e Hv(SAT( U, F)) ~ SAT( V, Fv) and X ~ ~( V, I v ) ,  I u {wl} is a pda of I relative 
to Fv, and therefore satisfies Iv.)  
The tuples {w2,...,  w2n+l} are constructed inductively in an analogous fashion. 
Specifically, suppose that {wl , . . . ,  wj_~} have been selected already for some j, 
2<~j<~2n+l.  I f j is even then choose wjeTup(V) so that Ag(wj_~, wj)= Y and 
wj(A)~[ Iu{w~, . . . ,  wj_~}](A) for each A~ V-  Y; and i f j  is odd then choose wj 
so that Ag(wj_~, w i )=X and wj(A)~[ Iu{wl , . . . ,  wj_~}](A) for each A~ V-X .  It 
is easily verified that u[X n Y] = w~[X ~ Y] =. • • = w2,+~[X n Y]. 
Let w2,+3 be chosen so that w2~+3[ Y] = v[ Y] and w2n+3(A) 
[I u {w~,... ,  w2,+l}](A) for each A ~ V-  Y. Note that w2,+3[X c~ Y] = v[X n Y]. 
t2 This result and Lemma 4.5 below are analogous to parts (a) and (b) (respectively) of Lemma 5.3 
in [16]. 
13 Instead of constructing 2n+3 tuples we could construct m tuples, where m is any odd number 
~>max{3, n}. The choice of 2n +3 is for notational convenience only. 
Non-finite specifiability of projections 253 
Indeed, it is easily seen that 
w2.+l[xr  Y]= w2.+3[x n Y]. (1) 
Also, the choice of w2n+3 ensures that 
w2,+3(A) ~ [I  u {wl , . . . ,  w2,, w2,+l}](A) for each A ~ V-  Y. (2) 
We now prove that 
w2,+~(A)~[IU{Wl, . . . ,  w2,, w2,+3}](A) for each Ae V-X .  (3) 
To see this, suppose that A~V-X .  By choice of w2~+1, w2,+l(A)~ 
[! u {w~,... ,  w2,}](A). If A ~ Y, and thus Y -X ,  then w2,+3(A) = v(A)~ I(A), and 
so w2,+~(A) ~ w2,+3(A). Finally, if A~ Y then w2,+~(A) # w2,+3(A) by choice of 
W2n+3. 
From (1), (2), and (3) it easily follows that 
= X n Y. (4)  
Furthermore, it is easily verified that w2~+2 can be chosen such that 
w2.+2[X] = (5) 
w2,+2[ Y] = w2~+1[ Y], and (6) 
w2,+2(A)~[ Iu{wb. . . ,  w2,+~, w2,+3}](A) for each A~ V-XY .  (7) 
It is now easily verified that the tuples w~,... ,  w2,+3 satisfy conditions (i) and 
(ii) above. (Although not relevant here, we note that I '~ Fv. We also mention the 
reason for 'tailoring" w2,+2 to fit between w2,+~ and w2,+3, rather than tailoring 
w2~+3 between w2,+2 and v. Specifically, the tuple w2,+3 can be chosen so that it 
has new domain values on all of V -  Y, which in turn makes it easy to choose w2~+2 
with the appropriate properties. On the other hand, the domain values of the tuple 
v on some attributes of V -  Y may occur elsewhere in / . )  
To show that condition (iii) holds, it suffices to show that I ' -{wj} is in 
Hv(SAT( U, F))  for each j, 1 <~j ~< 2n + 3. (For suppose that this is true for each j. 
Now let I"_~ I '  be such that # (I")<~ n. Then there is some j, l<~j<~2n+3, such 
that I"~_ l ' -{wj}.  Let L 'e  SAT(U, F)  be an extension of l ' -{wj},  and let L"~_ L' 
be chosen so that Hv(L")=I". Since F is a set of FDs, L"~F. Thus, I"~ 
Hv(SAT( U, F))  as desired. This shows that the conditions of Corollary 2.3 are 
satisfied, and hence that I ' s / /v (SAT(  U, F)).) 
Now let A be fixed with 1 ~<A<~ 2n + 3. To show that I'-{Wjo} e//v(SAT( U, F))  
we construct an extension of it. To begin, let L be an extension of L Let w~ denote 
u L. Tuples w~ , . . . ,  W~o- 1 in Tup(U) will be chosen inductively. Suppose for some 
j, 0< j<A,  tuples w~,. . . ,  w~_~ have been chosen so that Lu{w~, . . . ,  w~_~}~F and 
w'k[ V] = Wk for each k, 0 ~< k <j.  Suppose further that j is odd. Since X is an spd, 
X ~ ~( V, Fv). Lemma 2.4 now implies that (X, F)* c~ V = X. Choose w~ e Tup(U) 
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such that: 
(a) w~[ V-I= wj, 
(b) w~[(X, F)* -  V]= w~_~[(X, F)*-  V], and 
(c) w~(C)~[Lu{w~,.. . ,  w~_~}](C), for each C ~ U- (Vu(X ,  F)*). 
Since (X, F)* n V = X, property (i), together with (a) and (b), implies that (X, F)* 
Ag(wj_~, w~). On the other hand, property (i) and (c) imply that Ag(w~_~, w~) 
(X, F)*, whence Ag(w~_~, w~) = (X, F)* e c¢( U, F). They also imply that for each 
C ~ U- (X ,  F)*, wfi(C)~.[Lu{w~,..., w~_l}](C). It follows that Lu{w~,. . . ,  w~} 
is a pda of Lu{w~,. . . ,  wj_~} relative to F. Proposition 2.6 now implies that 
Lu  {w~,.. . ,  w~}~ F, and the induction is extended. 
Suppose in the above paragraph that j is even. Choose w~ so that w j[ V] =w j, 
w~[( Y, F ) * -  V]= w~_~[( Y, F ) * -  V], and wj(C)~[Lu {w~,..., w~_~}](C) for each 
C~U-(Vu(Y,F)*). Proceeding as before, it is easily seen that Lw 
{w'~,..., w~}~F in this case. With this we have shown how to construct uples 
w~,.. . ,  W~o_l such that Lw {w~,..., W~o_~}~ F and W'k[ V] = Wk for each k, 1 <~ k <jo. 
Finally, tuples ' ' ' w2n+3, w2n+2,. •., Wjo÷l can be constructed in an analogous fashion. 
Specifically, let L '= Lu{w~,. . . ,  W~o_~} , let w~n+4= v L, and assume inductively for 
! ! I some j, 2n +4>j>jo ,  that tuples w2n+3, w2~+2,..., wj+l have been chosen so that 
L'u{W~n+3,..., w~+l}~F and W'g[V]=Wk for each k, 2n+3>~k>j. As before, w~ 
can be chosen so that w~[V]=wj and L'u{w~n+3,...,w~} is a pda of L 'u  
{w~,+3,..., w~+~} relative to F using (X, F)* or (Y, F)*. By Proposition 2.6, this 
new instance will therefore satisfy F. Upon completion of this induction, the resulting 
instance Lu  {w~,.. . ,  Wjo_l, W~o+l,... , w~n+3} is the desired extension of I'-{Wjo }. 
To conclude the proof, we now build an instance J ___ I '  in/ /v(SAT( U, F)) such 
that in each extension L of J, uL(B) = vL(B). To accomplish this we inductively 
construct instances I '  = J0, -/1, • • •, J2,+4 with the properties that, letting Wo = u and 
W2n+4 : t ) ,  
(a) J~ s Hv(SAT( U, F)) for each i, 0 <~ i <~ 2n + 4, 
(fS) J~_J~+~ for each i,O<-i<2n+4, and 
(~/) W~_l(B) = w~(B) for each extension L of Ji, 1 ~< i <~ 2n +4. 
Suppose that instances Jo, • • •, J~ have been constructed with these properties, where 
0<~i<2n+4 and i is even. Since Ag(w~, w~+~)=X by (i) and X is an spd of B, 
there is an instance J~+l --- J~ in Hv(SAT( U, F)) such that w~(B) = w~÷~(B) for each 
extension L of J~+~. This extends the induction. The case where i is odd is analogous, 
except that Y instead of X is used. Now let J=J2n+4. It is clear that J~  
Hv(SAT( U, F)) and J _~/. Finally, let L be an extension of J. For each i, 1 ~< i ~< 
2n +4, there is a subset L~ of L such that llv(L~) = J~. Since F is a set of FDs, L~ ~ F 
and so L, is an extension of J~. By (~/), wL±I (B)  = w~,(B), and so wL~(B) = w~(B). 
It easily follows that u~(B) = vI'(B). This completes the proof. [] 
The construction of the above proof is illustrated by the following example. 
Example 4.3. As noted in Example 4.1, both ADE and F are spd's for R in the 
Non-finite specifiability of projections 255 
Running Example 3.2. Supposing that n = 3, we now illustrate how the construction 
of the proof of Lemma 4.2 is used to show that ADE n F = 0 is also an spd for R. 
To begin, let ( V, I) be the instance shown in Fig. 2(a). (In that figure, we also show 
an extension of I.) Note that Ag(u, v) = CG ~_ 0 = ADE r~ F. In Fig. 2(b), tuples 
W1,  . . . , W 9 are shown, where Ag(u, wl)= Ag(WEj, W2j+I )= ADE for each j, 1 <~j<~ 4,
and Ag(v, w9) = Ag(w2j-1, WEj) = F for each j, 1 <~j <~ 4. (The subscripts of the domain 
elements are numbered in the order in which those domain elements are selected 
A B C D E F G H P Q R 
u= 0 0 0 0 0 0 0 0 0 0 0 
v= 1 1 0 1 1 1 0 1 1 1 1 
x t= 0 0 2 0 2 2 2 2 0 2 2 
x2 = 1 0 3 3 3 3 0 3 3 3 3 
(a) An instance I, and an extension of it. 
A B C D E F G H 
w 1 = 0 b 1 c 1 0 0 f l  gt hi 
w2 = al bE (72 dl el f l  g2 h2 
w3 = al b3 c3 dl el f2 g3 h3 
W4 = a2 b4 c4 d2 e2 f2 g4 h4 
w5 = a2 b5 c5 d2 e2 A g5 hs 
w6 = a3 b6 c6 d3 e3 f3 g6 h6 
W7 = a3 b7 ¢7 d3 e3 f4 g7 h7 
w8 = a4 b9 (:9 d4 e4 f4 g9 h9 
w9 = a4 bs cs d4 e4 1 g8 hs 
(b) The additional tuples used to construct I ' .  
A B C D E F G H P Q R 
u 0 0 0 0 0 0 0 0 0 0 0 
W 1 0 b I c 1 0 0 f l  gx ht Pt 0 r 1 
w2 al b2 c2 dl et fx g2 h2 P2 ql rl 
w3 al b3 (:3 dt ex f2 g3 h3 P3 ql r2 
W4 a2 b4 (74 d2 e2 f2 g4 h4 P4 q2 r2 
w5 a2 b5 c5 d2 e2 -/'3 g5 h5 / / / _ _  
w6 a3 b6 c6 d3 e3 A g6 h6 Ps q4 r4 
W7 a3 b7 c7 (/3 e3 f4 g7 h7 P7 q4 r3 
w8 a4 b9 c9 d4 e4 f4 g9 h9 /)6 q3 r3 
w9 a4 bs c8 d 4 e 4 1 gs ha P5 q3 1 
v 1 1 0 1 1 1 0 1 1 1 1 
x 1 0 0 2 0 2 2 2 2 0 2 2 
x 2 1 0 3 3 3 3 0 3 3 3 3 
(c) An extension of  I ' -{ws} .  
Fig. 2. Instances discussed in Example 4.3. 
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by the construction of the proof.) Finally, in Fig. 2(c) an extension of I ' -{ws}  is 
shown. (An extension of I '  itself is also easily constructed in this case.) 
Speaking intuitively, Lemma 4.2 incorporates the impact of vertical inheritance 
into our formal framework. We now develop an analogous result (Lemma 4.6) for 
incorporating horizontal inheritance as it arises in the definition of kernels. To do 
this, we first generalize the definition of spd and prove a technical result. 
Definition. Let Y~ U - V and X ~ (g( V, Iv ) .  Then X is a super potential determinant 
(spd) of Y if X is an spd of each A in Y. 
Speaking intuitively, the above definition states that X is an spd of Y if it plays 
a role in 'determining' the members of Y on an individual basis. Our next result 
shows that in this case, X also 'determines' the set Y considered as a whole. 
Lemma 4.4. Suppose that X is an spd of Y. Then for each instance I ~ Hv(SAT( U, F)) 
with tuples u, v ~ I satisfying u[ X]  = v[ X],  there is an instance J ~_ I in Hv(SAT( U, F)) 
such that uL[ Y] = v~[ Y] for each extension L of J. 
Proof. If Y= ~, then the lemma holds trivially, so suppose that Y# 0. Let Y= 
{C1, . . . ,  Cm}, and suppose that I e / /v(SAT(U,  F))  contains tuples u, v such that 
u[X]  = v[X].  It is now straightforward to inductively construct instances I = J0, 
- /1, . . . ,  Jm such that: 
(a) J i~ I Iv (SAT(U ,F ) )  for each i,O<~i<<-m, 
(b) Ji _ J~+l for each i, 0 <~ i < m, and 
(c) uL(Cj)=vL(Cj)  whenever l<~j<<-i and L is an extension of Ji, for each 
i,l<~i<~m. 
Using an argument analogous to the one in the last paragraph of the proof of 
Lemma 4.2, it is easily seen that uL[ Y] = vL[ Y] for each extension L of J = Jm, and 
so the proof is complete. [] 
We now have the following lemma. 
Lemma 4.5. Let B ~ U - V, X ~ ~( V, Iv ) ,  Z c_ U - V, X an spd o f  Z, and F ~ XZ -> B. 
Then X is an spd of B. 
Proof. Let I ~ Hv(SAT( U, F))  contain tuples u, v such that u[X] = v[X]. By Lemma 
4.4 there is an instance J _ I in Hv(SAT( U, F))  such that u~[Z] = uL[Z] for each 
extension L of J. Since each such extension L satisfies F, it satisfies XZ--> B. Since 
uL[XZ] = vr [XZ] ,  we have uL(B) = vL(B). This demonstrates the lemma. [] 
We now have the following lemma. 
Lemma 4.6 14. For each Be  U-  V, K (B)  is an spd of B. 
14 This result is analogous to Lemrna 5.5 of [16]. 
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Proof. From the definition of K(B) it clearly suffices to show for each B ~ U-  V 
and i I> 0 that Ki(B) is an spd of B. From the definition of spd it is readily seen for 
each B e U-  V that Ko(B) = V is an spd of B. 
Continuing inductively, assume now for some i I> 0 that Ki(C) is an spd of C for 
each C ~ U-  V. Let Be  U-  Vand consider an element Y= (X, F )*n  V o f~+l (B) ,  
where X~V and F~XZ~B,  where Z={C~U-V IK~(C)c_X}.  Since X_  
(X, F)* n V = Y, K~(C) ~ Y for each C ~ Z. By Lemma 2.4, Y~ ~( V, F1). Recall 
that spd's are closed under superset (in ¢¢(V,/'1)) and, by induction, K~(C) is an 
spd of C for each C ~ Z. It follows that Y is an spd of C for each C ~ Z, i.e. that 
Y is an spd of Z. Since F ~ XZ -~ B and X c_ y, F ~ YZ ~ B. Lemma 4.5 now implies 
that Y is an spd of B. 
The argument of the preceding paragraph shows that each element Y of X~+~(B) 
is an spd of B. Since X~+I(B) is finite and K~+I(B) = ('])~+~(B), repeated application 
of Lemma 4.2 now implies that K~+~(B) is an spd of B. This extends the induction, 
and thus completes the proof. [] 
We now conclude the development of the preceding three lemmas with the 
following proposition. 
Proposition 4.7. I f  Hv (SAT( U, F)) has rank n for some n > 0, then F ~ K (X)~ A 
whenever A ~ V and F ~ X -~ A. 
Proof. Suppose that l lv(SAT(U, F)) has rank n, that Ae  V, that F~X->A,  and 
that the instance ( U, I) ~ F. To complete the proof it suffices to show that I ~ K (X) --> 
A. Suppose now that the tuples u, v e I are such that u[K(X)] = v[K(X)]. It now 
suffices to show that u(A) = v(A). 
Let Y=Ag(u,v)c~ V. Since I~F ,  Lemma 2.5 implies that Ag(u, v) ~ r~( U, F). 
Lemma 2.4 now implies that Yecg(V, Fv). Now let J=l-lv(I). Clearly J~  
FIv(SAT(U,F)). Let ~=u[V] and ~=v[V]. Since yc  V, ~[Y]=u[Y]=v[Y]= 
~[ Y]. Since K(X)  ~_ Y, Lemma 4.6 (and the fact that a superset in rg( V, Iv)  of an 
spd is again an spd) implies that Y is an spd of each B c X - V. From this, Lemma 
4.4 implies that Y is an spd of X -V .  Therefore, there is an instance K ~_ J in 
Hv(SAT( U, F)) such that for each extension L of K, fiL[X - V] = ~L[x -- V]. Now, 
let L be some fixed extension of /C (Such an extension exists by Lemma 3.3.) Since 
Xn V~_ K(X) ,  clearly ~L[Xc~ V]= ~L[Xc~ V], and hence t~L[X] = ~L[X]. Since 
L~ F and ~L[X] = ~L[x], we have ~L(A) = ~L(A). It follows that u(A) = v(A) as 
desired. V] 
The following result, which summarizes the development, immediately follows 
from Propositions 3.5 and 4.7. 
Theorem 4.8. Let (U, F) be an FD-schema and V~_ U. Then the following are 
equivalent: 
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(i) Hv(SAT( U, F)) is an FD family; 
(ii) / Iv(SAT( U, F)) is a finitely specifiable ID family; and 
(iii) F ~ K ( X ) ~ A whenever A e V and F ~ X ~ A. 
In particular, the following corollary holds. 
Corollary 4.9. Let ( U, F) be an FD-schema nd V ~ U. I f  Fly(SAT(U, F)) is not an 
FD family, then it is not a finitely specifiable ID family. 
Since condition (iii) of Theorem 4.8 is decidable, it is now apparent hat it is 
decidable, given an FD-schema (U, F) and set V___ U, whether Hv(SAT(U, F)) is 
finitely specifiable or not. (This was originally observed in [16] for determining 
whether the projection is an FD family or not.) We now present two results 
concerning the time complexity of making this determination: An exponential upper 
bound on the time needed and the fact that this problem is in coNP. 
Corollary 4.10. Let ( U, F) be an FD-schema, V c_ U, and u = ~: (U). Suppose further 
that F is written so that whenever X1--> Y1 and X2--> Y2 are distinct FDs in F then 
X1 # X2. Then: 
(a) it can be decided whether/-/v(SAT( U, F)) is finitely specifiable in time ls<~ 
0(2"-  ([/'[ + u4)) ~< O(u. 22"), i.e. in time exponential in 41= (U), and 
(b) this problem is in coNP. 16 
Proof. (a) To demonstrate his result, we show that the amount of time required to 
check condition (iii) of Theorem 4.8 is less than or equal to the stated bounds. To 
check the condition we compute the sets K(C)  for each B e U-  V, and then test 
for each X_  V whether (X, F)*c~ V~_ (K(X) ,  F)*c~ V. (These inclusions hold for 
each X_  V iff condition (iii) of Theorem 4.8 is satisfied.) 
Let v= :~ (V). A key computation in determining the sets K(B)  is that of 
calculating the sets (XZ, F)*, where X ~_ V and Z _ ( U - V) have certain properties. 
Thus, we begin the computation of the sets K(B)  by calculating all sets (Y, F)*, 
Y_  U. The results of [4] (and the condition on IFI) imply that the computation of 
each set (Y, F)* takes time--- < O(IF I + u). Since there are 2" such sets Y, the total 
time involved here is-- < 0(2".  (IFI + u)). Also, we set up an index from sets Y to 
their closures ( Y, F)*. Access via this index is logarithmic in the size of the indexed 
set, i.e. 2 u. Thus, access via this index takes time O(u). 
As noted in Section 3, K(B)  = KIn(B) for each B e U-  V, where 17 m = u 2. Suppose 
now that the sets Ki(B) have been computed for each B e U-  V and some fixed 
i, 0~ < i<  u 2. We now show that computing the sets Ki+I(B), Be  U-  V, takes time 
I> 0(2"- u2). To compute these sets, first determine for each set X ___ V the set 
~s Here [FI denotes the sum of the sizes of the left- and right-hand sides of the FDs occurring in F. 
16 The author is indebted to Moshe Vardi, who provided the statement of this result and a sketch of 
its proof. 
17 A tighter bound is v. (u -  v), but this may attain the value O(u2). 
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Zx = {C ~ U - V I Ki(C) c_ X}. For each X this will take time (u - v) • v ~< O(u2), so 
the total time for all X ~ V is <~O(2". u2). Now, for each attribute B ~ U-  V we 
have Ki+I(B) = N ~i+l(B) = r-~ {(X, F)* n V[ B ~ (XZx, F)*}. These can be com- 
puted simultaneously as follows: For each B ~ (U-  V) fix a memory location for 
computing f'~ :~i+~(B), and set its initial value to V. For each set X ~_ V, locate the 
set (XZx, F)* in time O(u) using the index established in the preceding paragraph. 
For each B, if B ~ (XZx, F)* then intersect (XZx, F)* with the current contents of 
B's memory area. For each B this takes time O(v), and there are u -v  such B's; 
yielding a total time per set X of o(ua). Since there are 2 ~ <~ 0(2") such sets X, this 
part of the computation requires time <~O(2" •u2). Thus, the total time for computing 
the sets K i+ l (B)  from the sets K~(B) is <~O(2 u. 1£2). 
As noted above, K(B)  = KIn(B) for m = u 2. The result of the preceding paragraph 
now implies that computing the sets K(B),  Be U-V ,  requires time ~<O(2". u4). 
Thus, the total time spent so far is ~<O(2" •(IF[ + u4)). 
Finally, since we have already computed all of the closures ( Y, F)*, if X _~ U we 
can test the inclusion (X, F)*c~ V_c (K(X) ,  F ) *n  V in time ~<O(u). Testing for all 
X_  U thus requires time ~<O(2 u- u). This is less than 0(2 ~. (IF[ + u4)), the time 
required for computing the sets K(B).  Thus, the overall time needed to verify 
condition (iii) of Theorem 4.8 is ~<O(2"- (IF[ + u4)) as desired. 
In sum, the condition on F implies that [F[ ~< 2 u. 2u, which implies that the bound 
is <~O(u" 22u). This completes the proof of part (a). 
(b) We now show that the problem of deciding whether Hv(SAT( U, F)) is finitely 
specifiable is in coNP with respect o (IF] + u). To do this, we will show that there 
is a nondeterministic polynomial time algorithm which tests whether Hv(SAT( U, F)) 
is not finitely specifiable. 
As a first step, we argue now that Hv(SAT(U, F)) is not finitely specifiable iff 
there is an attribute A ~ V, a set X_  U, and a set Y_~ V such that F~ X-~ A, 
K(X)c_ Y, and F~ Y-~A. The ' if ' direction here follows directly from Theorem 
4.8 and the fact that if K(X)  c_ y and F~ Y--> A then F~ K(X)  ~ A. For the 'only 
if' direction, assume that I Iv(SAT(U, F)) is not finitely specifiable. By Theorem 
4.8, there is an attribute A e V and set X _ U such that F ~ X ~ A and F ~ K (X) ~ A. 
Letting Y= K(X)  yields the desired result. 
The equivalence of the above paragraph implies that to complete the proof, it 
suffices to show that there is a nondeterministic polynomial algorithm which deter- 
mines whether there is an A~V and sets X_U and Y~_V such that F~X 
A, K(X)c_ Y, and F~ Y-~A. It is clear that an A, X, and Y can be guessed in 
time O(u), and by the results of [4] that the truth of F~ X-> A and F~ Y-* A can 
be tested in time O(IF[ + u). This means that we can complete the proof by exhibiting 
a nondeterministic polynomial time algorithm which, given sets X _ U and Y ~ V, 
determines whether K(X)~_ Y. 
To describe this algorithm, let X _~ U and Y c_ V be fixed. The algorithm begins 
by nondeterministically choosing a family of sets Is ~={/ (~(B) [Be  U-V  and 
18 Technically, ~ is a function which assigns, to a given pair (i, B), the set /(~(B). 
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0~<i~<u2}. Given such a family, let ~i+l(B) denote {(x , r ) *nV lXc__V  and 
F~XZ->B,  where Z={Ce U-V Ig . i (C )cX}} for each Be  U-V  and each i, 
0<~ i< u2; and let g. (X)= (Uc~x_vg~,,2(c))u (Xn  V). After choosing the family 
~c, the algorithm finishes by verifying the following three conditions: 
(i) for each B e U-  V,/~o(B) = V, 
(ii) for each Be  U-  V and each i, 0~<i<u 2, g.~+I(B)D_['-]~i(B), and 
(iii) /~(X)~ Y. 
(The reader will note that the sets/~i(B) and ~i(B) are analogous to the sets Ki(B) 
and ~(B)  in the definition of kernels, except hat here set inclusions are required 
in (ii) above, whereas et equalities are required in the definition of kernels.) To 
complete the proof we will show that (e~) the family ~ can be chosen in polynomial 
time, (13) that the three conditions can be verified in nondeterministic polynomial 
time, and (~/) that K (X) ~_ Y iff there is some family ~ satisfying the three conditions. 
It is clear that (e~) holds, since there are ~<u 3 sets here, and each one has ~<u 
elements. We now demonstrate hat (~/) holds: For the 'only if '  direction, suppose 
that K(X)c_ Y, and let the family ~ be chosen to be {K~(B)IBe U-V  and 
0~ < i~  < u2}. Clearly (i) is satisfied. Also, since Ki+I(B) = 1""1.7{~(B) = 
['-] {(X, F)* n V[ X ~_ V and F~ XZ -> B, where Z = { C e U-  V[ K~( C ) c_ X}}bydefi- 
nition, an easy induction on i shows that condition (ii) is satisfied. And finally, 
since K(C)= K,2(C) for each C e U-V ,  and since K(X)~_ Y by assumption, 
condition (iii) also holds. Turning to the 'if' direction, suppose that a family ~ does 
satisfy the three conditions. By (i),/~o(B) = Ko(B) for each B e U - V. Now an easy 
induction on i implies that for each i, 0<~ i ~< u 2, and each B e U - V, K~(B) c_ Ki(B). 
(To see this, suppose inductively that these inclusions hold for some fixed i, 0 <~ i < u 2, 
and let Be  V be fixed. For each X~_ V let Zx={Ce U-VIg .~(C)c_X} and 
Zx = {C e U-  V[Ki(C) c X}. The inductive assumption implies that Zx _c Zx, and 
hence that F~ XZx -.-> B if F~ XZx --> B. It follows that ~+1(B) _~ ~+I(B). From 
this, condition (ii) yields /~+~(B)_D K~+~(B) as desired.) In particular, g~,2(B)~ 
K,2(B) = K(B)  for each B e U - V. This and condition (iii) now imply that K(X)  c_ 
Y. 
To complete the proof, it now suffices to show (13), that there is a nondeterministic 
polynomial time algorithm (relative to iF[ + u) which tests conditions (i), (ii), and 
(iii). Conditions (i) and (iii) are easily tested in deterministic polynomial time. There 
are ~<u 3set inclusions to be tested in condition (ii), so it suffices to show that each 
individual inclusion can be verified in nondeterministic polynomial time. To this 
end, let B e U-V  and i, 0<~ i< u 2, be fixed. To verify that /~i+~(B) _D ["] ~+~(B), 
it is sufficient to demonstrate, for each A e V-/~+~(B), that A ~ A ~+~(B). To do 
this, it suffices to exhibit, for each such A, a set XA ~_ V such that E~ XAZ, A--> B, 
where Z~={Ce U-  Vlg~i(C)~_XA}, and FV:XA->A. (For if  such a set XA exists, 
then we would have ((XA, F)*c~ V)e/~+I(B) and A~ (XA, E)*c~ V, whence A~ 
r ]  ~i+~(B).) Now, for each Ae V-I~i+~(B) a set X~ can be chosen in time ~<O(u), 
the set ZA can be calculated in time ~<O(u2), and (by the results of [4]) the assertions 
F~XA2A->B and F~XA->A can be tested in (deterministic) time O(IFl+u). 
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Therefore, for each A this verification can be performed in nondeterministic poly- 
nomial time. Since there are <~u such A's, the complete verification that/~i+~(B) ~-
~i+l(B) can be accomplished in nondeterministic polyn~amial time. [] 
Appendix A 
The appendix is devoted to a new proof of Proposition 3.5. As noted in Section 
3, this result was first demonstrated in [16]. (The proof given there uses certain 
notions originally devised in [18].) This new proof is based on the well-known 
method of 'chasing' [1, 24], and more specifically on the form of chasing which has 
been specialized to the treatment of FDs in isolation [19, 20, 21, 29]. The appendix 
begins with the development of notation which allows us to speak formally about 
chasing in the current setting. Next, two lemmas are stated which summarize certain 
known results concerning chasing. The proof of Proposition 3.5 then follows. 
To begin, note that if F is an arbitrary set of FDs over U, then F is equivalent 
to {X ~ A ~ F ' IX  c_ U and A ~ U}. We therefore assume without loss of generality 
that all FDs have a single attribute in their right-hand side. 
Now let U be a finite set of attributes and V ~ U. For each B ~ U - V let Var(B) 
be an infinite set of variables which is totally ordered by ~<B, such that Var (B)n  
Var(C) =1~ for each distinct pair B, C in U -  V. A free tuple (over U) is a function 
t with domain U such that t(A)~ Dom(A) for each A ~ V and t(B)~ Var(B) for 
each B ~ U-  V. 
In analogy with tuples, if t is a free tuple and X ~ U, then t[X] denotes the 
function s with domain X such that s (C)= t(C) for each C ~ X. Also, if t, t' are 
two free tuples then the agreement of t, t' is Ag(t, t') = {C ~ U[ t(C) = t'(C)}. 
To prove Proposition 3.5, we are interested in determining whether (V, I)  is in 
/-/v(SAT( U, F)). To decide this, we 'extend' I to create an 'instance' 3 over U, and 
then use a 'chasing' procedure to see if this extended instance J really corresponds 
to an instance J ~ SAT( U, F)  such that I Iv(J) = I. Formally, let ( V, I )  be an instance. 
A free extension of I (over U) is a set T of free tuples such that # (T) = # (1) and 
for each v ~ I there is a (unique) t ~ T such that t[ V] = v. 
If  T is a free extension and X ~ A is an FD over U then in analogy with instances, 
T satisfies X ~ A, denoted T~ X ~ A, if for each pair s, t of free tuples in T, s[X] = 
t[X] implies s(A)= t(A). I f  T does not satisfy X ~ A we write T~ X ~ A. More 
specifically, if s, t are free tuples in T such that siX] = t[X] but s(A) ~ t(A), we 
say that T violates X ~ A at s, t. The notations ~ and I~ are extended to sets of FDs 
in the natural manner. 
Let Dom = UA~v Dom(A) and Var= Us~u-v  Var(B). A valuation is a function 
~, : (DomuVar )~(DomuVar )  such that v (a )~Dom(A)  for each Ae  V and a~ 
Dora(A), and v(b)~Var(B)  for each Be  U-V  and b eVar(B).  Valuations are 
extended to free tuples and free extensions in the natural manner. That is, if t is a 
free tuple then z,(t) is the free tuple such that z,(t)(C)= J,(t(C)) for each C ~ U, 
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and if T is a free extension then v(T) :{v( t ) l  t~ T}. We shall be concerned here 
only with valuations which are the identity on Dom. 
We now describe how FDs are used to modify free extensions. Let U, ( V, 1), and 
T be given as above. Let X ___ U, B ~ U-  V and s, t ~ T. Then the FD X --> B can 
be applied to T at s, t if s[X] = t[X] and s(B) ~ t(B). Suppose this is the case, and 
let v be the valuation such that v(s(B))= v(t(B))=min<~{s(B), t(B)} and such 
that v is the identity everywhere lse. Then the result of applying X --> B to T at 
s, t is v(T). Note that v(T) is a free extension of L Note also that X --> B can be 
applied to T i f f  T ~ X --> B. 
Let A be a set of FDs, (V, l )  be an instance, and T a free extension of L A 
chasing sequence of T by A is a finite sequence of free extensions of I of the form 
T = To, T~, . . . ,  Tn such that for each i < n, (a) T~ ~ {X --> A ~ A [A ~ V}, and (b) T/+ 1 
is the result of applying an FD in {X--> B ~ A [ B e U-  V} to T~ (at some pair of 
free tuples in T~). A chasing sequence is terminal (with respect o A) if the last 
element of the sequence violates an FD in {X--> A~ A [Ae V} or if no FD in 
{X -> B ~ A I B ~ U - V} can be applied to it. 
Using the techniques of any of [ l ,  19, 20, 21, 29] it can be shown that the following 
lemma holds (proof omitted). 
Lemma A.1. Let U be a finite set of attributes, V c_ U, T a free extension of an instance 
( V, l), and A a set of FDs. Then each chasing sequence of T by A can be extended 
to a terminal chasing sequence. Furthermore, if the last element of a terminal chasing 
sequence satisfies A, then the last element of each terminal chasing sequence of T by 
A satisfies A. 
Note that Lemma A.1 implies that if the last element of some terminal chasing 
sequence of T by A violates a member Of {X--> A ~ A [A ~ V}, then the last element 
of every terminal chasing sequence of T violates ome member of {X --> A ~ A [ A e V}. 
Honeyman [21] and Vassilou [29] essentially observed that chasing sequences can 
be used to decide, given an FD-schema (U, F)  and V~ U, whether an instance 
(V, ! )~ Hv(SAT(,U, F)). As indicated in [19] this can be formulated precisely by 
the following lemma (proof omitted). 
Lemma A.2. Let ( U,F) be an FD-schema, Vc_ U, and ( V,I) an instance. Let The 
a free extension o f !  such that 4~(T(B))= ~( l )  for each Be U-V  ~9. Then I~ 
Hv(SAT( U, F)) iff the last element of some (any) terminal chasing sequence of T by 
F satisfies F. 
We are now ready to prove Proposition 3.5. We restate the result here for the 
reader's convenience. 
19 Or equivalently, let T~ B-> V for each Be  U-  V. 
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C 
Proposition 3.5 (reformulated from Section 3). Let ( U, F) be an FD-schema and 
V_c U, and suppose that F~K(X) -~A whenever Ae  V and F~X-~A.  Then 
/-/v(SAT( U, F)) is an FD family. 
Proof. Suppose that F ~ K (X) ~ A whenever A e V and F ~ X -> A. By Proposition 
3.1 it suffices to show that SAT( V, Hv(F*))  c_ Hv(SAT( U, F)). To this end let ( V, I )  
be an arbitrary instance in SAT( V, l lv(F*)).  Let T be a free extension of (V, I )  
such that 4~ (T (B) )= 4~ (I)  for each Be  U-V .  By Lemma A.2 if suffices to show 
that some terminal chasing sequence of T by F satisfies F. 
To this end, let T = To, T I , . . . ,  Tn (n I> 0) be a terminal chasing sequence of T 
by F. (Such a sequence is guaranteed to exist by Lemma A.1.) For each u e I and 
i, 0 <~ i<~ n, let u i denote the (unique) free tuple t of T~ such that t[ V] = u. We now 
prove inductively for each i, 0 ~< i <~ n, that 
(**) for each pair u, v in I and Be U-V ,  if u ' (B )= v~(B), then K(B)~ 
Ag( u, v). 
Consider first the case i = 0. Then the choice of T = To ensures that u~(B) = v'(B) 
iff u = v, in which case K(B)  ~_ Ag(u, v) is clearly true. 
Suppose now that (**) is true for i. Let u, v e ! and B e U-  V be chosen such 
that ui+l(B) = v~÷~(B). To complete the proof of the induction it suffices to show 
that u[K(B)] = v[K(B)]. If u~(B) = vi(B), then this immediately follows from the 
inductive hypothesis. 
Suppose now that u~(B) ~ vi(B). Then there is a set Y~ U with Y~ B e F and 
tuples w, z e I with w~[ Y] = z~[ Y] and w~(B) ~ z~(B), and such that T~+a is the result 
of applying Y~ B to T~ at w, z. Furthermore, it is easily seen that either w~(B) = ui(B) 
and z~(B) = vi(B), or w'(B) = v~(B) and zi(B) = u~(B). We assume without loss of 
generality that the former holds. Since u'(B) = w'(B), u[K(B)] = w[K(B)]  by the 
inductive hypothesis. Similarly, z~ (B ) = v i ( B ) implies z[ K ( B ) ] = v[ K ( B ) ]. To con- 
clude the argument it now suffices to show that w[K(B)] = z[K(B)]. 
Let l = ( 4~ (U))  2 as in the definition of the kernels K(C) .  Then K(C)  = Kz(C) = 
K~÷I(C) for each CeU-V .  Let X=Ag(w,z ) .  Note that X~_ Y~V.  Since 
I~Hv(F* ) ,  Lemma 2.5 implies that XeAg( I )~(V ,  Hv(F*)), whence Xe  
c¢(V, I Iv(F*)).  Lemma 2.4 now implies that (X ,F)*  n V= X. Let Z= 
{C e U - VI Kt(C)  ~ X}. Since w'[ Y] = z~[ Y], the inductive hypothesis implies that 
K(C)~Ag(w,  z ) - -X  for each Ce  Y -  V. In particular, then, Z_  Y -  V. Since 
X D_ y c~ V and F~ Y-> B, we conclude that F ~ XZ ~ B. Referring to the inductive 
definition of the set 5~(B), it follows that X e~+~(B),  and so Ag(w, z)=XD_ 
n ~+I (B)  = K~+~(B) = K(B) .  That is, w[K(B)] = z[K(B)],  and the proof of the 
induction is complete. 
To conclude the proof of the proposition it suffices to show that T, ~ F. (As noted 
earlier, this and Lemma A.2 will then imply that I e Hv(SAT( U, F))  as desired.) 
Let X ~ A e F with A e V, and let u, v e I be such that u"[X] = v~[X]. By (**), 
K(X  - V) ~_ Ag(u, v). Clearly X c~ V~ Ag(u, v), and so u[K(X)]  = v[K(X)] .  Since 
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F~ K(X)  ~ A and I~  Hv(F*) ,  we conclude that u"(A) = u(A)  = v(A) = v"(A)  as 
desired. Therefore, Tn ~ F. 
Consider now {X-~ B ~ F I B ~ U-  V}. Since the chasing sequence To, T1, . . . ,  Tn 
is terminal (with respect o F) and since Tn ~ {X ~ A ~ F I A ~ V} (i.e. T, does not 
violate any FD in that set), it follows that no FD in {X ~ B ~ F I B e U-  V} can be 
applied to T,. Therefore T, ~ {X ~ F I B ~ U - V}. More generally T~ ~ F, and the 
proof is complete. [] 
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