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1. INTRODUCTION
1.1. Interface Equation. Let $\Omega_{-}\subset \mathbb{R}^{N}$ $(_{\wedge}’\backslash ’ \geq 2)$ be a smooth bounded domain.
An interface in this $\mathrm{a}\mathrm{l}\cdot \mathrm{t}\mathrm{i}\mathrm{c}\mathrm{l}\mathrm{e}$ is meant to be an $.\backslash ’-1$ dimensional closed hypersuface
$\Gamma\subset\Omega$ which $\mathrm{s}\mathrm{e}p_{A^{\sim}}\mathrm{a}\mathrm{t}\propto\Omega$ into two components $\Omega_{\Gamma}^{-}$ and $\Omega_{\Gamma}^{+}:$
$\Omega=\Omega_{\mathrm{r}\Gamma}^{-}\cup\Gamma\cup\Omega^{+}$ .
There $\mathrm{a}1^{\cdot}\mathrm{f}y\backslash$ varieties of ways for an interface to separate the domain $\Omega_{-}$ into two parts.
For the ease of presentation. we always assume that $\Gamma$ stays away from $\partial\Omega$ and that
the following situation is realized (cf. Figure 1):
(1.1) (i) $\Omega=\Omega_{-\mathrm{r}}^{-}\cup\Gamma\cup\Omega_{\Gamma}^{+}$ . (ii) $\partial\Omega_{\Gamma}^{-}=\Gamma$ . (iii) $\partial\Omega_{\Gamma}^{+}=\Gamma\cup\partial\Omega$ .
The subject lllatter of this $\mathrm{a}\mathrm{l}\cdot \mathrm{t}\mathrm{i}\langle$ le is to describe the motioll of interfaces evolving in
time ( $\mathrm{d}(^{\}},\mathfrak{U}\mathrm{t}\mathrm{t}(_{r}\mathrm{Y}$( $1$ by $t$ ) according to certain laws. To be nlore precise. let $\{\Gamma(t)\}_{\succeq 0}t$ be. a
family of interfa(es $\mathrm{p}\mathrm{a}1^{\cdot}\dot{r}1111(_{y}^{\backslash }\mathrm{t}\mathbb{C}1^{\cdot}\mathrm{i}\prime \text{ _{}r}(\backslash (\iota 1).\backslash \cdot \mathrm{t}\mathrm{i}1\prime 1\iota \mathrm{C}^{1t}.$ . with each $\Gamma(t)\mathrm{S}\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{S}}\mathrm{f}_{Y}$ing the conditions
in (1.1). NVe always assume tllat $\mathrm{I}^{\urcorner}(\dagger)$ for each $t\geq$ $()$ is sufficiently smooth. say, of
$C^{\mathrm{A}_{-(}}\cdot 1\mathrm{a}\backslash \mathrm{b}\backslash \mathrm{s}$ with $\lambda\cdot\geq 2$ . Tllen $0\iota 1\mathrm{r}\langle 0-\cdot \mathrm{n}((^{\backslash }1^{\cdot}11$ is to fi. $\mathrm{n}\mathrm{d}$. a solution of
(1.2) $\mathrm{V}_{\Gamma(’)}(.1^{\cdot})=S(.’\cdot : \Gamma(t))$ $(.\} \in\Gamma(t). t\geq 0)$ . $\Gamma(0)=\Gamma_{0}$ .
where $\mathrm{V}_{\Gamma(’)}(.1^{\cdot})$ is $\mathrm{t}1\iota \mathrm{t}^{\tau}$ norlnal speed of $\Gamma(t)\mathrm{a}\mathrm{t}.\prime 1^{\cdot}\in\Gamma(t)$ and $s(.1_{\backslash }^{\cdot}\mathrm{r}(\dagger))$ is a scalar
$\mathrm{f}_{11}\mathrm{I}1\langle.\uparrow \mathrm{i}_{\mathrm{o}\mathrm{n}}(1\mathrm{e}p_{1\mathrm{n}}\backslash (1\mathrm{i}_{1\mathrm{l}}\mathrm{g}(\rangle 11.1^{\cdot}\mathrm{d}11(1$the interfa( $(^{\backslash \Gamma(f)}$ . NVhen we measure the $\mathrm{n}\mathrm{o}\mathrm{l}\cdot\iota 1\mathrm{l}\mathrm{a}\mathrm{l}$ speed.
we always ($10$ so alollg the unit norillal $\nu(.1^{\cdot}.t)$ of $\Gamma(\dagger)\mathrm{w}\mathrm{h}\mathrm{i}(\mathrm{h}$ points into $\Omega_{\Gamma(t)}^{+}$ . as in
Figure 1. Equations like (1.2) are $\mathrm{t}\cdot \mathrm{d}\mathrm{l}\mathrm{l}\mathrm{t}^{\backslash }(1$ an interface eqllation.
1.2. Examples. Before $\backslash \backslash (^{\mathrm{Y}}(1\mathrm{t}^{\mathrm{Y}(}\backslash ’(1^{\cdot}\mathrm{i}\dagger)(^{\mathrm{Y}}$ the interface equation $\backslash \backslash \cdot \mathrm{h}\mathrm{i}\mathrm{t}\cdot \mathrm{h}$ we are (ion$(\mathrm{e}1^{\cdot}\mathrm{n}\mathrm{c}\backslash (1$
wit $1_{1}$ . let $\mathrm{t}1_{}^{\zeta}$, first list $\mathrm{b}\backslash \mathrm{o}\mathrm{I}\mathrm{n}(^{\backslash }‘ \mathrm{Y}\mathrm{x}\mathrm{a}\mathrm{I}11p1(_{\backslash }^{\backslash }.\mathrm{s}$ that share $\mathrm{S}\mathrm{o}\mathrm{n}1(^{\backslash }$ ((nlIllon features $\backslash \backslash ^{7}\mathrm{i}\mathrm{t}\mathrm{h}$ our
problenl. In $\mathrm{t}1_{1\langle_{\mathfrak{u}}^{)}}‘,\mathrm{t}\backslash$ exainples. $\backslash \backslash (^{\mathrm{Y}}\mathrm{t}^{\tau}1\mathrm{n}\mathrm{p}\mathrm{h}\mathrm{a}\backslash ’ \mathrm{i}\mathrm{t}\prime \text{ _{}\mathrm{J}}(\backslash \mathrm{t})\mathrm{I}\perp$ wherther the flow preserves the voluIlle
of $\Omega_{-\mathrm{r}(’)}^{-}$ or not. and 011 whether it ( $1\langle^{\backslash }$ $(1^{\cdot}(\mathrm{Y}\mathrm{a}\mathrm{s}\mathrm{C}\iota‘$, the arca $(_{\wedge} \backslash ^{r}-1-(\lim(^{\mathrm{Y}}\mathrm{D}_{\backslash }^{\mathfrak{l}}\mathrm{i},\mathrm{i}\mathrm{e}\rangle$ $\mathrm{n}\mathrm{a}1$ volume) of
$\Gamma(\dagger)$ or not.
EXAMPLE 1 (Mean Curvature Flow).
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A we$11- \mathrm{k}\mathrm{n}\mathrm{o}\mathrm{Y}\backslash \cdot \mathrm{n}$ and extensivel.$\backslash \text{ }\mathrm{s}\mathrm{t}\iota\iota \mathfrak{c}\mathrm{l}\mathrm{i}\mathrm{e}\mathrm{d}$ exainple of an interface equation is the
mean $curva\iota_{u}r\cdot e$ flow described by
(MMC) $\mathrm{V}_{\Gamma(’)}(.1^{\cdot})=-\mathcal{H}(.\iota_{\backslash }\cdot\Gamma(\dagger))$.
where $\mathcal{H}(.\iota_{\backslash }..\Gamma(t))$ is the sum of the $\mathrm{P}^{\mathrm{l}\mathrm{i}_{11(}\cdot \mathrm{i}\mathrm{a}1}\mathrm{P}$ curvatures of $\Gamma(t)$ at.l$\cdot$ $\in\Gamma(t)$ . $\mathrm{O}_{111}$ .
convention for the sign of $\mathcal{H}(.\iota_{\backslash }..\Gamma(t))$ is such that it is positive when $\Gamma(t)$ is a sphere
and $\Omega_{-\mathrm{r}}^{-}(f)$ is tlle interior of $\Gamma(t)$ .
This $\mathrm{p}_{\Gamma \mathrm{o}\mathrm{b}1}\mathrm{e}\mathrm{n}1$ is $\mathrm{d}\mathrm{e}1^{\cdot}\mathrm{i}_{1\mathrm{C}(}.1$ as a singular $\mathrm{l}\mathrm{i}\iota 1\mathrm{l}\mathrm{i}\mathrm{t}$ of the Allen-Cahn equation [3]:
(1.3) $\frac{\partial \mathrm{e}\iota}{\partial t}=\Delta \mathrm{t}J+\frac{1}{\epsilon^{2}}f(u)$ ill $\Omega.$, $\frac{\partial\iota/}{\partial \mathrm{n}}=0$ on $\partial\Omega_{-}$
as $\epsilonarrow 0$ . where $f(n)=l\mathit{1}-u^{3}$ for example. and $\mathrm{n}$ stands for the outward unit
normal. In general. a solution $\mathrm{I}^{\neg}(t)$ of $(_{\sim}\backslash \mathrm{I}\mathrm{c}\mathrm{I})$ evolves in such a $\mathrm{V}_{\mathrm{V}}’\dot{\subset}\mathrm{i}.\mathrm{V}\text{ }$ that the $\mathrm{S}111^{\cdot}\mathrm{f}\mathrm{a}(e$
area $|\Gamma(t)|$ decreases. To $\mathrm{s}_{\backslash }\mathrm{h}_{0}\mathrm{W}^{r}$ this. let $dS_{J}^{\Gamma}$. be the surface $\mathrm{e}1(^{\mathrm{Y}}\mathrm{I}\mathrm{n}\zeta^{\mathrm{Y}}J\mathrm{n}\mathrm{t}\mathrm{o}11\Gamma\subset\Omega_{-}$ . induced
from the standard $111(^{1}\mathrm{t}1^{\cdot}\mathrm{i}$ ( in $\Omega_{-}$ . Then we $\mathrm{c}\mathrm{o}\mathrm{l}\mathrm{l}\mathrm{l}\mathrm{p}\iota \mathrm{l}\mathrm{f}\langle\backslash$
$\frac{\mathrm{r}\mathit{1}}{\gamma 1f}|\Gamma(\mathrm{f})|=\int_{\Gamma(t)}\mathcal{H}(.\mathit{1}^{\cdot};\Gamma(t))\mathrm{V}\Gamma(f)(.’\iota\cdot)tJs_{x}^{\mathrm{r}}(f)$
$=-.[_{\Gamma(f)}\mathcal{H}(.\prime 1^{\cdot}\backslash \cdot\Gamma(\mathrm{f}))^{2\Gamma f)}Clsx(\leq()$ .
It is known [12. 9. 11] that if the initial interfa($.(^{\backslash \Gamma_{0}}$ is ( $\mathrm{O}\mathrm{I}\mathrm{l}\mathrm{V}\mathrm{t}^{\backslash }\mathrm{x}$ . then the solution $\Gamma(t)$
of $(_{\sim}\backslash \mathrm{I}\mathrm{C}^{1})$ shrinks to a point in finite time. Naturally. as long as $\Gamma(t)$ remains convex
(or $\mathcal{H}(E:\Gamma(t))\geq 0$ . in general). the volullle $|\Omega_{-}^{-}|\Gamma(t)$ is also decreasing:
$\frac{cJ}{dt}|\Omega_{\mathrm{r}_{(}\ell)}^{-}|=I_{\Gamma(t)}\mathrm{V}\mathrm{r}(t)(.\iota\cdot)^{]}\prime S_{r}^{\mathrm{r}(l}.)=-\int \mathrm{r}(l)\mathcal{H}(.\iota_{\backslash }..\Gamma(\dagger))(lS.\Gamma(\mathit{1})C\leq 0$.
EXAMPLE 2 (Averaged Mean Curvature Flow).
This is a $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{e}\mathrm{l}\cdot \mathrm{v}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ -versioll of EXAMPLE 1.
$(\mathrm{A}_{\sim}\backslash \mathrm{I}\mathrm{C}|)$
$\mathrm{V}_{\Gamma(\mathrm{f})}(_{1}.\cdot)=-\mathcal{H}(.X_{\backslash }^{\cdot}\mathrm{I}\neg(\dagger))+\overline{\mathcal{H}}(t)$
where $\overline{\mathcal{H}}(t)$ is the $\mathrm{a}\mathrm{v}\cdot \mathrm{e}\mathrm{l}\cdot \mathrm{a}\mathrm{g}e$ of the $\mathrm{m}\mathrm{c}^{\backslash }\mathrm{g}\cdot \mathrm{n}$ (llrvatlll$\cdot$c
$\overline{\mathcal{H}}(t)=\frac{1}{|\mathrm{I}^{\neg}(t)|}\int_{\Gamma(f)}\mathcal{H}(X;\mathrm{r}(t))ds_{x}\Gamma(t)$ .
$(\mathrm{A}_{-}\backslash \mathrm{I}\mathrm{C}^{l})$ is $\mathrm{d}\mathrm{e}\mathrm{l}$.ivcd in [2] as a $\mathrm{s}\mathrm{i}_{11}\mathrm{g}\mathrm{t}\mathrm{l}\mathrm{l}\mathrm{a}\mathrm{r}\mathrm{l}\mathrm{i}_{\mathrm{I}}\mathrm{n}\mathrm{i}\mathrm{t}$ of (1.3) with.$f(u)\})\mathrm{e}\mathrm{i}\mathrm{n}\mathrm{g}_{\mathrm{l}\mathrm{e}\mathrm{p}\mathrm{y}}1\mathrm{a}\mathrm{c}(\backslash \mathrm{d}\})$
$I( \mathrm{t}’)-\frac{1}{|\Omega_{-}|}.\mathit{1}_{0}^{f(_{1}(\iota^{\backslash }}./..t))dX$ .
The $\mathrm{f}\mathrm{l}0\backslash \backslash ^{-}\mathrm{g}\mathrm{e}\mathrm{n}\mathrm{e}\mathrm{l}\cdot \mathrm{a}\mathrm{t}\mathrm{e}\mathrm{d}$ by ( $\mathrm{A}_{-}\backslash \mathrm{I}\mathrm{c}^{1}\mathrm{I}\mathrm{e}\mathrm{n}.|_{0\backslash }.\text{ }\cdot \mathrm{s}$two $\mathrm{p}_{1}\cdot \mathrm{o}p\mathrm{e}\mathrm{l}\cdot \mathrm{t}\mathrm{i}\mathrm{Q}\mathrm{S}$
$\bullet$ $\iota^{r}\mathrm{o}\mathrm{l}\mathrm{u}\mathrm{m}\mathrm{e}\mathrm{p}_{\iota}\cdot \mathrm{e}\mathrm{s}\mathrm{e}\mathrm{r}\mathrm{V}\mathrm{i}\mathrm{n}\mathrm{g}$ . The $\nwarrow-\mathrm{o}\mathrm{l}\mathrm{U}\mathrm{m}\mathrm{e}$ enclosed by $\Gamma(\dagger)$ is $\mathrm{p}_{\Gamma \mathrm{c}\mathrm{S}}\mathrm{e}1^{\cdot}\backslash ^{-\mathrm{C}}(1$ :
$\frac{/l}{dt}|\Omega_{\Gamma\prime}^{-|}()=.\int_{\mathrm{r}_{(\prime})}(\overline{\mathcal{H}}(t)-\mathcal{H})ds^{\mathrm{r}t)}(=x0$ .
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$\bullet$ Area Decreasing. The area of the interface decreases in time:
$\frac{rl}{cl\mathrm{f}}|\Gamma(t)|=-\int_{\Gamma(t)}(\overline{\mathcal{H}}(t)-\mathcal{H}\mathrm{I}^{2}dSx\Gamma(t)\leq 0$ .
It is shown [13] that if the initial interface $\Gamma_{0}$ is uniformly convex. then the solution
$\Gamma(f)$ of $(\mathrm{A}_{-}\backslash \mathrm{I}\mathrm{c}l)$ exists globally for $t\in[0$ . $\propto$ ) and it converges (as $tarrow x$ ) to a round
sphere.
The equation $(\mathrm{A}_{\sim}\backslash /\mathrm{I}\mathrm{C})$ has a slight nonlocal effect due to the $\mathrm{a}\backslash ^{\vee}\mathrm{e}\mathrm{r}\mathrm{a}\mathrm{g}\mathrm{e}\overline{\mathcal{H}}(t)$ . How-
ever. the average is determined solely by $\Gamma(t)$ and. in this sense. $(\mathrm{A}_{\sim}\backslash \mathrm{I}\mathrm{C}^{\mathrm{t}})$ is still of
local type. The equations $(_{\sim}\backslash \mathrm{I}\mathrm{C}^{1})$ and $(\mathrm{A}_{\sim}\backslash \mathrm{I}\mathrm{C}\{)$ . in fact. do not feel the presence of the
$\mathrm{b}\mathrm{o}\mathrm{u}\iota 1\mathrm{d}.\mathrm{g}\cdot\backslash ^{\tau}.\partial\Omega$ . This is why $(_{\sim}\backslash \mathrm{I}\mathrm{C}|)$ and $(\mathrm{A}_{\sim}\backslash \mathrm{I}\mathrm{C})$ . as they stand. are often posed in the
entire space $\mathbb{R}^{\supset^{r}}\wedge$
EXAMPLE 3 (Mullins-Sekerka Problem).
The problem $\mathrm{i}$“’ decribed by
$(_{\sim}\backslash \mathrm{I}- \mathrm{S})$ $\mathrm{v}_{\mathrm{r}_{(t})}(X)=-((\Pi^{-}\Gamma(t)+\Pi^{+}\mathrm{r}_{(}t))\mathcal{H}(_{\backslash }.\cdot\Gamma(t))\mathrm{I}(X)$ $(x\in\Gamma(t). t>0)$ .
where $\Pi_{\Gamma}^{\pm}$ are $\mathrm{D}\mathrm{i}\mathrm{r}\mathrm{i}\mathrm{C}\mathrm{h}\mathrm{l}\mathrm{e}\mathrm{t}-\mathrm{t}_{0}-\wedge \mathrm{y}_{\mathrm{e}}\mathrm{u}\mathrm{m}\mathrm{a}\mathrm{n}\mathrm{n}$ oprators associated with the boundary value
problems:
(1.4)
$\mathrm{v}_{\wedge}\mathrm{a}\mathrm{m}e1.\backslash _{J}^{\mathrm{v}}$ . they are respectively defined by
$(\Pi_{\Gamma}^{\pm}q)(X)=\mp^{\frac{}\partial u^{\pm}(x)}{\partial_{l^{\text{ }}}}$ $(.X\in\Gamma)$ .
with $n^{\pm}$ being unique solutions of (1.4) on $\Omega_{-\mathrm{r}}^{\pm}$ . respectively. It is known that $\Pi_{\Gamma}^{\pm}$
are first order elliptic operators whose principal part is the square root $\mathrm{o}\mathrm{f}-\Delta^{\Gamma}$ :
$\Pi_{\Gamma}^{\pm}\approx\sqrt{-\Delta^{\Gamma}}$ .
These operators are apparently of nonlocal type and depend strongly on the ge-
ometries of $\Gamma$ and $\Omega$ . The existence and uniqueness of time local classical solutions
for $(_{\sim}\backslash \mathrm{I}- \mathrm{s})$ were established by Chen. Hong and Yi [5]. Pego [20] derived ( $\backslash$ I-S) as
a singular linlit of the Cahn-Hilliard equation and Chen [4] established the $\mathrm{c}\mathrm{o}\mathrm{n}\backslash \mathrm{e}\mathrm{r}-$
gence of the solutions of the Cahn-Hilliard equation to those of (M-S) as the singular
perturbatioll paranleter tends to $0$ .
The flow generated by $(_{-}\backslash \mathrm{I}- \mathrm{s})$ also enjo. $\mathrm{S}$ the two properties. volume preserving and
area decreasing. In fact. denoting by $n^{\pm}$ the solutions of (1.4) with $q(x)=\mathcal{H}(x_{\backslash }\Gamma(t))$ .
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one obtains the following:
$\frac{d}{dt}|\Omega_{\Gamma(i)}^{-}|=\int_{\mathrm{r}_{(}t)}\mathrm{V}\mathrm{r}(f)ds_{\alpha}^{\mathrm{r}(t)}.=-\int_{\Gamma(i)}(\Pi^{-}+\Pi+)\Gamma(’)\Gamma(i)(\mathrm{r}\mathcal{H}(t))ds_{x}^{\mathrm{r}_{(i)}}$
$= \int_{\Gamma(f)}\frac{\partial v^{+}}{\partial\nu}ds_{x}\Gamma(\mathrm{f})-\int_{\Gamma(t)}\frac{\partial u^{-}}{\partial\nu}ds_{x}^{\mathrm{r}}(t)$
$=- \int_{\Omega_{\Gamma(J)}^{+}}\triangle ud+X+\int_{\partial\Omega}\frac{\partial u^{+}}{\partial \mathrm{n}}-\int_{\Omega_{\Gamma(}^{-}}\triangle u^{-}r)dX=0l$.
(note that $\nu$ is pointing into $\Omega_{\Gamma}^{+}$ )
and
$\frac{d}{dt}|\Gamma(t)|=\int_{\Gamma(t)}\mathcal{H}\mathrm{V}\mathrm{r}(t)x-dS^{\Gamma}(t)=\int_{\Gamma(i})\mathrm{r}(1)\mathcal{H}(\square -+\square _{\Gamma t)}+)\mathrm{t}1\mathcal{H}dS_{x}\Gamma()$
$= \int_{\Gamma(t)}v^{+_{\frac{\partial u^{+}}{\partial\nu}}}dS\mathrm{r}(t)-x\int_{\Gamma(t)}u^{-ds^{\mathrm{r}(t)}}\frac{\partial u^{-}}{\partial\nu}x$
$=- \int_{\Omega_{\mathrm{r}_{(t)}}^{+}}|\nabla u^{+}|2dx-\int_{\Omega_{\Gamma(r)}^{-}}|\nabla u-|\underline{9}dx\leq 0$ .
EXAMPLE 4 (Morphology Equation).
This is an inhomogeneous version of the previous example ( $\backslash$ I-S) and was derived
by Nishiura and Ohnishi [16] (see also [19]) as a singular limit of a nonlocal reaction-
diffusion equation. The motion law is given by
$(_{\sim}\mathrm{V}\iota_{0}\mathrm{r})$
$\mathrm{V}_{\Gamma(i})(X)=-((\Pi+\Pi+)t(\cdot\backslash \Gamma(t\mathcal{H}\cdot))\Gamma(t\mathrm{I}\Gamma())\sim\sim X()$ $(.\prime L^{\cdot}\in\Gamma(t). t>0)$ .
in which $\Pi_{\Gamma}^{\pm}\sim$ are $\mathrm{D}\mathrm{i}\mathrm{r}\mathrm{i}\mathrm{C}\mathrm{h}\mathrm{l}\mathrm{e}\mathrm{t}-\mathrm{t}_{\mathrm{o}^{-}\mathrm{N}}\wedge \mathrm{e}\mathrm{u}\mathrm{m}\mathrm{a}\mathrm{n}\mathrm{n}$ operators associated with the following in-
homogeneous boundary value problems.
$($ 1. $\check{\mathrm{o}})$ $\{$
$-\Delta u^{\pm}$ $=$ $\pm 1-(|\Omega^{+}|\Gamma-|\Omega_{\Gamma}^{-}|)/|\Omega|$
$(x\in\Omega_{\Gamma}^{\pm})$
$u^{\pm}(.’\iota\cdot)$ $=$ $q(x)$ $(x\in\Gamma)$
$\partial v^{+}/\partial \mathrm{n}$ $=$ $0$ $(_{X\in}\partial\Omega)$ .
The existence of time local solutions of $(_{\wedge}\backslash \mathrm{I}\mathrm{o}1^{\cdot})$ was established by Ohnishi an$(1\mathrm{I}_{\mathrm{l}\mathrm{I}}1\mathrm{a}\mathrm{i}$
[18]. The flow generated by (Mor) also enjoys the volume preserving property.
$\frac{d}{clt}|\Omega_{\Gamma()}^{-}|t=\int_{\Gamma(^{f})}\frac{\partial u^{+}}{\partial\nu}dS_{x}\mathrm{r}(t)-\int_{\Gamma(t})\frac{\partial u^{-}}{\partial\nu}ds_{x}^{\Gamma}(\iota)$
$=- \int_{\Omega_{\Gamma}^{+}}(t)\Delta ud+X+\int_{\partial\Omega}\frac{\partial\uparrow r^{+}}{\partial \mathrm{n}}-\int_{\Omega_{\overline{\mathrm{r}}_{\mathrm{t}}t)}}\Delta u^{-}d.x$
.
$=| \Omega_{\Gamma(t)}+|(1-\frac{|\Omega_{\mathrm{r}_{(t)}}^{+}|-|\Omega- \mathrm{r}_{(t)}|-}{|\Omega|})+|\Omega_{\Gamma()}\iota|(-1-\frac{|\Omega_{\Gamma(t)}^{+}|-|\Omega_{\Gamma)}-|(\prime}{|\Omega|})=0$ .
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However. it is not necessarily area decreasing.
1.3. Interface driven by mean curvature and shape effects. $\mathrm{I}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{l}\cdot \mathrm{f}\mathrm{a}(.\mathrm{e}\mathrm{s}$ gov-
erned by (1.2) may (and often do) develop singularities in finite time and change
their topology. In this article. we do not deal with such singularity formation.
The interface equation we study in this article is the following:




$-\Delta\iota’(.X_{\backslash }^{\cdot}\mathrm{r}(t))$ $=$ $P(_{1_{\backslash }}.\cdot\cdot\Gamma(t))$ $(x\in\Omega\backslash \Gamma(t). t\geq 0)$
$\underline{\partial\tau’}$
$=$ $0$ $(x\in\partial\Omega’.t\geq 0)$
$\partial \mathrm{n}$
$\iota\cdot(.\prime l_{\backslash }..\Gamma(0))$ $–$ $\{i_{0}(_{l)}.\cdot$ $(x\in\overline{\Omega})$
$1,\cdot(\cdot;\Gamma(t))$ $\in$ $C^{2}(\overline{\Omega}\backslash \Gamma(t))\cap C^{1}(\overline{\Omega})$ $(t\geq 0)$ .




with $G^{-}<0<G^{+}.D>0|$)eing constants. In problem (1.6). the normal speed
$\mathrm{v}_{\mathrm{r}_{(f})}(.?)$ of the $\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{t}^{\mathrm{Y}}\mathrm{r}\mathrm{f}_{\subset}1(\mathrm{t}^{\backslash }$ is given as a $\backslash ‘,11\iota \mathrm{n}$ of the mean curvature and the value of
the function 1 $($ .1: $\Gamma)$ . The latter function. in turn. is uniquely determined by the
sllape and relative positions of the interface and the domain. Non-local eff.ects are
tlllls $(^{\backslash }11\langle\langle)(\iota \mathrm{f}\mathrm{f}\mathrm{i}$ in the values of $\iota’(.\mathrm{t}_{\backslash }\cdot\Gamma)$ .
The system (1.6) is (1 $e$rived as a singular limit of the $\mathrm{f}o110\backslash \mathrm{r}\backslash \mathit{7}\dot{\mathrm{m}}\mathrm{g}$ reaction-diffusion
$\mathrm{s}\backslash .\cdot \mathrm{s}\uparrow(^{\mathrm{Y}}111$ (cf. [17. $2\overline{\mathfrak{v}}$ . $21.22]$ ).
$(l\mathfrak{i}\mathrm{D})$ $\{$
$C^{\underline{)}}.(l_{l}$ $=$ $\epsilon^{2}\Delta u+J^{\cdot}(_{1l.1’})$ $(.1^{\cdot} \in\Omega_{-}. t>0)$ .
$\xi^{\underline{)}}.\{_{f}$’ $=$ $D\triangle 1’+\epsilon \mathit{9}(u. \iota’)$ $(.\iota\cdot\in\Omega. t>0)$ .
$\frac{o_{(1\prime}.\mathrm{t}’)}{\partial \mathrm{n}}=0$ $(.\mathrm{t}\cdot\in\partial\Omega. t>0)$ .
with $(f.g)\})\mathrm{t}^{\backslash }J\mathrm{i}\mathrm{n}\mathrm{g}$ . for example. $f(\mathrm{t}\mathit{1}. l’)=n-u^{\}}-1’$ . $g(n. \iota’)--u-\iota\cdot$ . in which cas$e$
$(_{\mathrm{x}}.=3/\sqrt{2}$.
1.4. Reformulation. $\backslash \backslash ^{\mathrm{v}}(^{\backslash }$ will now transform (1.6) into a form of (1.2).
The Neumann $\}_{)01}\mathrm{m}(\iota \mathrm{a}1^{\cdot}\mathrm{y}$ vallle $p_{1(\mathfrak{j})}1_{\mathfrak{t}_{J}}\backslash 1\iota 1$
(1.7) $\{$







for a given pair of data $(f.g)\in C(\overline{\Omega_{-}})\cross C(\partial\Omega)$ has a solution in $C^{1}(\overline{\Omega})$ if and only
if the compatiblity condition
(1.8) $\int_{1_{-}^{)}}f(.\mathrm{t}\cdot)\zeta l.\iota\cdot=-\int_{c7\Omega}.\zeta/(.\iota\cdot)tlSJ^{\cdot}$
is satisfied. In our case $(1.6)-(|))$ . $g\equiv 0$ . and hence we have to $\mathrm{i}_{\mathrm{I}11}\mathrm{p}(\mathrm{s}\mathrm{Q}$ the condition
$\int_{\Omega}P(.r_{\backslash }.\mathrm{r}(t))(l.t\cdot=0$ .
which is equivalent to $|\Omega_{\Gamma(^{f})}^{-}|C_{7}-+|\Omega_{-\Gamma t)}^{+}(|G^{+}=0$. where $|\Omega_{-}^{;}|$ is the $\wedge\backslash ^{\tau}$ dimensional
Lebesgue measure of a set $\Omega’$ . This $\mathrm{c}\mathrm{o}11(\iota \mathrm{i}\mathrm{t}\mathrm{i}_{0}\mathrm{n}$ . together with $|\Omega_{\mathrm{r}_{(}\prime)}^{-}|+|\Omega_{\Gamma(l)}^{+}|=|\Omega|$ .
implies
(1.9) $| \Omega_{\Gamma(\dagger)}^{-}|=\frac{C_{7}^{+}}{[C_{7}]}|\Omega|$ . $|\Omega_{\Gamma(t}^{+}|$) $=- \frac{G^{-}}{[C_{7}]}|\Omega|$ (with $[G]:=G^{+}-G^{-)}$ .
Let $N(.\tau_{\backslash }.L’)$ be the Neumann function associated with the problem (1.7) (cf. [14]).
Namely. the unique solution $p$ ’ of (1.7) under the condition $\int_{()\Omega^{l}}\cdot‘ lS,$ . $=0$ is given by
(1.10) $\iota’(.\iota\cdot)=\int_{\Omega}N(.1^{\cdot};.\iota’)f(.\mathit{1}^{\cdot})\prime c\iota.t’+\int_{c7\Omega}N(.\downarrow\cdot;.\iota’)_{\mathit{9}(.\mathfrak{l})}rds_{x’}$
when (1.8) is satisfied. Therefore our probleni (1.6) is recast as
(1.11) $\mathrm{v}_{\Gamma(t)}(X)=-\mathcal{H}(.1^{\cdot};\Gamma(t))+\mathrm{c}_{\mathrm{x}[_{\Omega}.\cdot\cdot r}.N(’\iota_{\backslash }.1^{\cdot})\prime p(.1^{\cdot}\backslash \Gamma’\cdot())\prime l_{\mathit{1}}.\cdot’+\lambda\cdot$ .
Note that the right hand side of (1.11) is well-defined only when the condition (1.9)
is satisfied. The constant $k$ on the right hand side of (1.11) is to be determined in
such a way that the interfacr $\Gamma(t)$ keeps the $\mathrm{c}\mathrm{o}\mathrm{n}(\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}(1.9)$ satisfied. If the illitial
interface satisfies (1.9) with $t=0$ . then $\Gamma(t)$ contilllles to satisP it if and only if
$0= \frac{\mathrm{c}l}{dt}|\Omega_{\mathrm{r}_{(}t)}^{-}|=\int_{\Gamma()}f\mathrm{v}\Gamma(f)(X)ds_{\mathrm{J}}^{\Gamma}.(\mathrm{f})$
$=| \Gamma(t)|k-\int_{\Gamma(t)}\mathcal{H}(.\downarrow\cdot\backslash \cdot\Gamma(t))\mathrm{t}lS_{x}^{\mathrm{r})}(’$
$+c_{\mathrm{x}} \int_{\Gamma(t)}\int_{\Omega}N(_{X_{\backslash }.\iota}..’)P(?\cdot\backslash \cdot\Gamma f(t))’].l^{f}.dS_{x}^{\Gamma}(l)$.
where $|\Gamma(t)|$ is the N–l dimensional Lebesgue measure of $\Gamma(t)$ and $dS_{x}^{\Gamma(}\mathrm{f}$ ) is the
surface element on $\Gamma(t)\mathrm{a}\mathrm{t}.\mathrm{t}^{\sim}\in\Gamma(t)$ . Therefore the constant $k$ is uniquely determined.
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and hence so is $S$ in (1.2) for our problem (1.6). The problem (1.6) is now recast as
(1.12) $\mathrm{v}_{\Gamma()(X}\iota)=-\mathcal{H}(x;\Gamma(t))+\frac{1}{|\Gamma(t)|}\int_{\Gamma(t})\mathcal{H}(X\backslash \Gamma(t))dS_{x}^{\Gamma}(\mathrm{f})$
$+c_{\mathrm{x}} \int_{\Omega}N(x_{\backslash }.X’)P(_{X_{\backslash }}’\cdot \mathrm{r}(t))dx^{f}$
$- \frac{C_{\mathrm{x}}}{|\Gamma(t)|}\int_{\Gamma(t})I_{\Omega}N(x;x)\prime P(_{X_{\backslash }\Gamma(t)}’\cdot)dxd\prime s_{x}^{\Gamma \mathrm{f}}()$.
On the right hand side of (1.12). the first line is the averaged mean curvature. while
the second and third lines express nonlocal effects.
The Inain result of this article is:
THEOREM 1. Let $\Gamma_{0}$ be an initial interface of class $C^{2+\alpha}(0<\alpha<1)$ . Suppose
that the condition (1.9) is satisfied with $t=0$ . Then the interface equation (1.12)
has a unique solution of class $C^{2+\alpha.1}+\alpha/2$ on a time interval $[0.T]$ for some $T>0$ .
THEOREM $1\backslash \backslash ^{-}\mathrm{i}\mathrm{l}\mathrm{l}$ be proven in \S 2. after trasforming the equation (1.12) into a quasi-
linear parabolic equation. In \S 3., dynamics of spherical interfaces governed by (1.12)
will be discussed. In particular. we will study stability properties of equilibrium
interfaces and their possible bifurcations.
2. PROOF
To be more precise in the regularity statement of THEOREM 1, and to prepare the
stage for the proof. let us first introduce some geometric tools.
2.1. Geometric Preliminaries. Let $\mathcal{M}$ be a manifold of class $C^{\infty}$ which is $C^{2+0_{-}}$
diffeonlorphic to the initial interface $\Gamma_{0}$ . We choose and fix a $C^{\infty}$ embedding $\varphi$ :
A4 $\mapsto\Omega$ and denote by $y$ a generic point on $\mathcal{M}$ (cf. Figure 2). Let $\nu(y)\in \mathbb{R}^{\mathrm{V}}\wedge$ be
the unit normal vector of $\backslash \mathit{1}\wedge’(\mathcal{M})$ at $\hat{\Psi}(y)’$. pointing into $\Omega_{\varphi(,)}^{+}${ . where
$\Omega=\Omega^{-}\cup\vee^{\wedge}(_{J\mathrm{v}_{)}\vee}\varphi(\mathcal{M})\cup\Omega_{\vee^{\wedge}(,\mathrm{l})}+$
is a decomposition as in (1.1). $\backslash \backslash ^{\mathrm{Y}}\mathrm{e}$ also choose the map $\gamma\prime\prime\wedge$ so that $\Omega_{\varphi(\text{ }\vee()}^{\pm}\mathrm{s}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{s}\mathrm{f}.\backslash ^{r}$ the
volume constraillt (1.9). For sufficiently small $r_{0}>0$ . the map
(2.1) $\Phi$ : $\mathcal{M}\cross(-\gamma_{0}.\gamma_{0}.)arrow\Omega$ . $\Phi(y.r\cdot)=\wedge(_{j}\mathrm{v}’\iota)+r\nu(y)$
is a $C^{\infty}$ embedding. Let $L_{r_{0}}^{\vee}=\Phi(\mathcal{M}. (-r_{0\cdot 0}r))$ . $\backslash \backslash ^{\mathrm{Y}}\mathrm{e}$ denote by $(Y(x). R(x))\in$
$\mathcal{M}\cross(-t_{0}.r_{0})$ the inverse of the embedding $\Phi$ . Namely. it holds that
$x=’.l^{\wedge}’(]^{f}(X\mathrm{I})+R(x)\mathcal{U}(l’(rX))$ for $x\in b_{r_{0}}^{-}$ .
By choosing the embedding $\mathrm{Y}’\wedge$ so $\mathrm{t}\mathrm{h}\mathrm{a}\mathrm{t}_{\hat{t}}(\mathcal{M})$ is sufficiently $C^{2+\alpha}$ -close to the initial
interface $\Gamma_{()}$ . one can express $\Gamma(t)$ as the graph of a function $A(y.t)$ on $\gamma’(/\wedge m)$ . That
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is to say. $\Gamma(t)$ is parametrically expressed as
$\Gamma(t)--\{X=\mathrm{c}\hat{r}(\prime y)+A(y’.)t\nu(y)|y\in M\}$ .
We will show that the equation (1.12) is written as
(2.2)
where $\mathcal{F}$ ( $y$ . A. $\nabla A,$ $D^{2}A$ ) is a quasi-linear elliptic operator. The form of $\mathcal{F}$ is rather
involved. The complication comes from the expresseion of the mean curvature
$\mathcal{H}(\cdot;\Gamma_{4}.)$ in terms of $A_{l}$. where
$\Gamma_{A}=\{x=_{\mathrm{Y}^{\wedge}}’(y)+A(y)_{U()}y|y\in \mathcal{M}\}$ .
Let $g_{ij}(r)$ be the Riemannian metric tensor on A4 induced from the Euclidian one
on $L_{r_{0}}^{-}$ by the embedding $\Phi(\cdot.r)$ . Namely.
$g_{ij}(r)(y)= \langle\frac{\partial\Phi(y.r)}{\partial y_{i}}’.\frac{\partial\Phi(\iota_{J}J\cdot r)}{\partial y_{j}}\rangle$ .
We also use below the symbols in the following list.
(L1) $(g^{ij}(r))=(g_{ij}(r))-1$ : $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{t}\mathrm{r}\mathrm{a}\backslash ;\cdot \mathrm{a}\mathrm{r}\mathrm{i}\mathrm{a}\mathrm{n}\mathrm{t}$ metric tensor.
(L2) $\kappa_{j}(y)$ : the principal curvatures of $\mathrm{Y}^{\wedge}’(\mathrm{A}t)\subset\Omega$ at $x=.t’\wedge(y)$ $(j=1\ldots. , \wedge\backslash ’-1)$ .
(L3) $dV_{y}^{r}$ : the volume element on $\mathcal{A}\Lambda$ induced from the surface element on $\Phi(\mathcal{M}.r)$,
at $x=\Phi(y.r)$ by the embedding $\Phi(\cdot.r)$ . Then we have tlle following $\exp_{1}\cdot \mathrm{e}\mathrm{S}^{-}$
sions.
$W_{y}^{r}=\Pi_{j}^{f}\backslash ^{r}-=11(1+r\kappa j(y))dV_{y}^{0}$
$\Pi_{j1}^{\wedge}\backslash ^{\tau}-\mathrm{l}(=j(1+\Gamma f\overline{\mathrm{t}}y))=:\sum_{0j=}^{1}f\wedge \mathrm{v}-.jHj(y)$
with $H_{0}=1$ and $H_{1}(y)=\mathcal{H}(y_{\backslash \gamma^{\wedge}}\prime\prime(\mathcal{M}))$. In a local coordinate system $y$ on $\lambda 4$ .
$d\mathrm{t}_{y}^{0}=\sqrt{\det(g_{ij}(0)(1/))}dy$ .
(L4) $dV_{y}^{\Gamma_{A}}$ : the volume element on $\mathcal{M}$ at $y$ induced from the surface element on
$\Gamma_{4}$. at $x=\varphi(y)+A(y)\nu(.y)$ by the embedding
$\mathcal{M}\ni y\mapsto\cdot r’(\wedge y)+A(y)\nu(y)$ .




$d\mathrm{t}_{y}^{r\Gamma_{A}}--D$ ( $y’$. A. $\nabla A$ ) $dV_{\mathrm{t}}^{4y},()$ .
$| \Gamma_{4}.|=\int_{J}\{V^{\Gamma_{A}}dy=\int_{J}D$( $y$ , A. $\nabla A$ ) $dV_{y}A(y)$
$= \sum_{j=0}^{l\}-1}’\int\iota 4D$ ( $y.$, A. $\nabla A$ ) $(A(y))jH_{j}(y)dV^{0}y$ .
(L6) $\Delta^{\Phi(\cdot.\prime\cdot)}$ : the Laplace-Beltrami operator on $\mathcal{M}$ induced from that on $\Phi(\mathcal{M}.r)’\subset$
$\Omega$ .
(L7) $T^{k}(y.\prime r)=\mathrm{H}\mathrm{e}\mathrm{S}\mathrm{s}(Yk(X))|_{x}=\Phi(y,r)$ $(k=1\ldots..N-1)$ .
(L8) $’\prime^{k}.(y.\Gamma)=\nabla_{x}\iota/^{r}k(_{1)}.\cdot|_{x=}\Phi(y_{\Gamma},)$ $(k=1\ldots..\wedge\backslash ’-1)$ .
(L9) $S(y.\tau\cdot)=\mathrm{H}\mathrm{e}\mathrm{s}\mathrm{s}(R(_{T)}.)|x=\Phi \mathrm{t}y.r)$ .
(LIO) $H(y.r):= \sum_{j=1}^{\backslash ^{r}-1}\frac{\kappa_{\mathrm{j}}^{\wedge}(y)}{1+r\kappa_{j}(y)}$. : the sulll of principal curvatures of
$\Phi(\mathcal{M};r)$ at
$.’\iota\cdot=\Phi(y. r)$ . ..
$\backslash \backslash \mathrm{i}\mathrm{t}\mathrm{h}$ these $\mathrm{g}\mathrm{e}\mathrm{o}\mathrm{n}\mathrm{l}\mathrm{t}$} $\mathrm{f}\mathrm{r}\mathrm{i}\mathrm{t}$. tools at olrr disposal. we can now give the precise form of the
operator $\mathcal{F}(.\mathrm{t}/\cdot-4.\nabla A.D2A)$ as follows.
(2.3) $\mathcal{F}(y.A.\nabla A.D^{2}A)$
$=A$ ( $\iota/\cdot$ A. $\nabla A.D^{2}A$ ) $- \cdot\frac{D(\iota/\cdot A.\nabla A)}{|\Gamma_{1}|}.\int_{\backslash n}.’.\frac{A(\iota/’\cdot A’(\mathrm{t}J^{f}).\nabla A4(y\prime).D^{2}A(\iota J’))}{D(yA(y)f\nabla A(y))}.’(lV_{y}\mathrm{r},A$
$+(_{\mathrm{x}}.D(y.\wedge 4.\nabla A).\mathit{1}^{Nl/}\Omega^{\cdot}’(\Phi(.A(y))_{\backslash }.\cdot;)P(_{\Gamma_{\backslash 4}}.’\cdot \mathrm{r})_{Cl.\prime}\cdot’$
$- \frac{c_{\mathrm{x}}D(_{1}/\cdot \mathrm{a}4(\mathrm{t}/).\nabla A(\iota/))}{|\Gamma_{1}|}..\int_{\mathrm{W}},\int_{\Omega}N(\Phi(?/’\cdot A(.\iota/);)\backslash \cdot.\iota\cdot’)P(x^{f}\backslash \cdot \mathrm{r}\Lambda)d\mathrm{T}’(lV_{y}\Gamma,A$.
xvitll $A$ ( $y$ . A. $\nabla A.D^{2}A$ ) being given }) $.\backslash ^{\prime:}$.
(2.4) $A(_{1/}.\cdot\wedge 4.\nabla\wedge 4.D2A)=\Delta^{\Phi}(\cdot..\downarrow(y))A(.\mathrm{t}/)-H(.\iota/\cdot A(y))$
$+D(. \iota/\cdot A. \nabla A)^{-2}[-\cdot,\sum_{jj=1}^{\iota}(..\sum^{-\iota}.q^{i}(A)\zeta J(A)\frac{\partial A}{\partial\iota_{k}/}\frac{\partial A}{\partial\iota/l})k\cdot jl..\frac{\partial_{-}^{\mathit{2}}4}{\partial_{1/i}\partial yj}\supset-k\cdot\backslash rl=1^{\cdot}$
$- \cdot\sum_{\iota i.j=}^{-}TiSt\eta’\backslash ^{r}1\frac{\partial_{-}A}{\partial_{1/i}}\frac{\partial A}{\partial_{l/j}}+i.\cdot j=1\sum_{l}\tau i\tau^{l}\theta\frac{\partial A}{\partial\iota_{i}/}\eta\frac{\partial A}{\partial\iota/\iota}\backslash ^{-}.-1\frac{\partial A}{\partial\iota_{Jj}}.]$.
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where $\eta^{i}.’\rho.\tau^{l}$ and $S$ are evaluate($1$ at $(y. ’\cdot)=(.\iota/\cdot A(y))$ . The expression in (2.3) is
obtained fronl (1.12) by expressing $\mathrm{V}_{\Gamma}(.l\cdot)$ and $\mathcal{H}(.1_{\backslash }^{\cdot}\Gamma)$ in terms of $A$ as follows [6]:
$\mathrm{V}_{\Gamma(i})(.\iota\cdot)=\frac{arrow 4_{f}(_{1/}.\cdot t)}{D(y.-4(?/\cdot t)\nabla\wedge 4(\iota J\cdot\dagger))}.$.
$\mathcal{H}(.\mathrm{t}_{\backslash }..\mathrm{r}(t))=-\cdot.\frac{A(_{l/}.arrow 4(\iota/\cdot t).\nabla.\wedge A(.\mathrm{t}/\cdot f).D\underline{)}A\wedge(\iota/\cdot\dagger))}{D(\iota/\cdot z4(_{1\mathrm{f})\nabla}/A(1/\cdot\dagger))}.\cdot$
.
with $x=\Phi(.\iota/\cdot A(y))$ .
Note that the elliptic operator $\mathcal{F}$ is not $\mathrm{n}(^{\mathrm{Y}}(\mathrm{e}\mathrm{s}\mathrm{s}\mathrm{a}1^{\cdot}\mathrm{i}\mathrm{l}\mathrm{y}$defined for an arbitrary fun$(\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{I}\mathrm{l}$
$A$ . There is a constraint to be imposed on A. which ( $\mathrm{O}\mathrm{I}\mathrm{t}\mathrm{l}\mathrm{C}\backslash \mathrm{k}‘$, from the condition (1.9):
$0=. \mathit{1}_{\Omega_{1,}}-’\iota J.\iota\cdot-.[_{\Omega}-dX1()=\int\vee(\int^{\mathrm{t})}0^{\cdot}\cdot.)(y\Pi j\backslash ^{r}=-11(1+r\wedge^{-}j(\mathrm{t}/)dr(\iota V_{\nu}0$
$= \int_{\vee l}.\sum_{j=0}^{\tau}\frac{(_{-}\prime 1(\iota/))^{j+}\iota}{j+1}\backslash -1.Hj(.1/)d\ddagger_{y}\prime 0$ .
$\backslash 1^{\tau}\mathrm{e}$ emphasize this fact:
The non-local elliptic ($jp_{C}7^{\cdot}ato7^{\cdot}\mathcal{F}$( $y$ . A. $\nabla A.D^{2}\sim 4$ ) is ($l\mathrm{C}^{J},fined$ only for$\cdot$ those $A$ that
satisfy
$(2.\check{\mathrm{o}})$ $C(A)=()$ . $C(A):= \int_{\int}\wedge\backslash -1\frac{(_{\wedge}4(\mathrm{t}\mathit{1}))^{j+1}}{\mathfrak{j}+1}\sum_{\mathrm{t}j=\mathrm{I}}^{r}.H_{j(\mathrm{t}}/)(ll_{y}/\vee 0$ .
Then the differential equation (2.2) has to be $\mathrm{s}\iota 1(\mathrm{h}$ that tlle serni-flow generated by
it preserves the constraint (2.5). The next proposition guarantees this property.
PROPOSITION 2. The identities
(i) $\partial_{1}‘ C(A)\langle \mathrm{s}\tilde{4}\rangle=\int_{\{}\tilde{A}(.\mathrm{t}/)d1_{\nu}^{\vee}!1()$.
(ii) $\partial_{4}C(A)\langle$ $\mathcal{F}(\cdot$ . A. $\nabla A.D^{2}A)\rangle$ $=0$
hold true. $whc_{J}rC\partial_{\mathrm{t}}$ stands for the derivative with respect to $A$ .
Proof. (i) By using the definition in (2.5). we have
$\partial_{4}C(A)\langle\lrcorner\tilde{4}\rangle=\int_{\backslash }4)s\backslash r\sum_{j=0}\tilde{A}(y)(A(y))^{j}H-1j(yd1\vee 0y$
$= \int_{\mathrm{t}4^{\wedge}}\tilde{4}(y)d\mathrm{t}_{y}/’\angle\iota(y)$
in which the identities in item (L3) above are used to obtain the second equalit.$\backslash \cdot$ .
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(ii) From (i) we have
$\partial_{4}C(A)\langle$ $\mathcal{F}(\cdot$ . A. $\nabla A.D^{2}A)\rangle$ $= \int_{\mathrm{W}}.\mathcal{F}(y.A(y).\nabla A(y).D2A(y))d\iota_{y}/-.4(y)$
$= \int_{\vee \mathrm{t}}\frac{1}{D(\iota/\cdot A.\nabla\wedge 4)}F(y.A(y).\nabla A(y).D^{2}A(y))dV_{y}\Gamma_{A}=0$.
$\mathrm{w}\mathrm{l}\mathrm{l}(\backslash 1^{\cdot}\mathrm{e}$ the first identity in iteln (L5) is used to obtain the second equality. and the
expression in (2.3) to obtain the third one. $\square$
PROPOSITION $2-(\mathrm{i}\mathrm{i})$ says that the differential equation (2.2) is compatible with
the $\mathrm{c}\mathrm{o}\iota \mathrm{l}\mathrm{S}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{i}\mathrm{n}\mathrm{f}(2.\check{\mathrm{a}})$. $()_{11}\mathrm{e}$ can now rephrase THEOREM 1 as follows.
THEOREM 3. Let $A_{0}\in C^{2+\alpha}(\mathcal{M})$ satisfy (2.5) and such that $|A0|c2+\alpha(\text{ ^{}}t)$ is suffi-
ciently small. Then there exist $T>0$ and a unique solution $A(y.t)$ of (2.2) on $[0.T]$
such that
$A\in C^{2+\alpha}’ 1+\alpha \mathit{1}2(\lambda n\cross[0.T]’)$ .
From the arguments above. we find that it suffices to prove THEOREM 3 in order to
establish THEOREM 1.
2.2. Proof of Theorem 3. $\backslash \backslash \prime \mathrm{e}$ now proceed to the proof of THEOREM 3. It consists
of two steps.
Sl : To reduce the problem (2.2) with the non-linear constraint to a problem with
a linear constraint.
S2 : To apply the general results on quasi-linear (or fully nonlinear) parabolic
equations presented in [15] to the problem with the.linear constraint in Step 1.
Step Sl: Let $\Delta^{\Gamma_{A_{0}}}$ be the Laplace-Beltrami operator on $\Gamma_{4A0\prime}$. or more precisely. it
is the Laplacian on $\Lambda\Lambda \mathrm{i}\iota \mathrm{l}\mathrm{d}\mathrm{u}\mathrm{c}\mathrm{e}\mathrm{d}$ from the Euclidian one by the embedding $\Phi(\cdot.A\mathrm{o}(\cdot))$ .
The null space of $\Delta^{\Gamma_{A_{0}}}$ is the set of constant functions. The space $X:=C^{2+\alpha}$ (At)
is decomposed as the direct sunl
(2.6) $X=ker(\Delta^{\mathrm{r}}A0)\oplus ke\gamma\cdot(\Delta^{\Gamma_{A}}0)^{\perp}$ .
where the superscript $\perp$ stands for the orthogonal conlplement. We denote by $\mathrm{M}$
$\mathrm{t}$he set of functions $A$ that satisfy (2.5):
$\mathrm{M}=\{A\in X|C(A)=0\}$ .
Since $ke7^{\cdot}(\Delta^{\Gamma}1_{0})$ is not contained in the tangent space $T_{4_{0}}.\mathrm{M}$ of $\mathrm{M}$ at $A_{0,}$. one can
express points -A on $\mathrm{M}$ near $A_{0}$ uniquely as a sum
$A=A0+B+p(B)$
where $B\in ker(\Delta^{\Gamma_{A}}0)^{\perp}$ . $p(B)\in ker(\triangle^{\Gamma_{A}}0)$ and
$p:ker(\Delta\Gamma A_{0})^{\perp}arrow ker(\Delta^{\Gamma_{A}}0)$
191
is an analytic function satisfying $p(\mathrm{O})=0$ . The analyticity of the function $p$ comes
from that of $C$ in (2.5). The problem (2.2) is now recast as:
(2.7) $\{$
$B_{t}$ $=$ $\Delta^{\Gamma_{A_{0}}}B+Q\mathcal{G}(y\text{ }.B)$ $y\in \mathrm{A}4$ . $t>0$ .
$B(y_{J}.0)=0$ $y\in \mathrm{A}4$ .
$p(B)_{t}$ $=$ $(I-Q)\mathcal{G}(\cdot.B)$ $t>0$ .
with $\mathcal{G}(y.B)$ being defined by
$\mathcal{G}(y’.B):=\mathcal{F}(y, A_{0+}B+p(B)’.(\nabla A_{0}+B).D^{2}(A_{0}+B))-’\Delta^{\Gamma}A0B$ .
where $(I-Q)B=1/1 \Gamma 0|\int_{\vee\{},,B(y)dV_{y}\mathrm{r}A_{0}$ is the projection onto $ker(’\Delta^{\mathrm{r}_{A}}0)$ associated
with the decomposition (2.6). Note that the equation for $p(B)$ in (2.7) is not a
differential equation. Once $B$ is found. $p(B)$ is automatically determined.
Step S2: It is now easy to prove the local in time existence of solutions to (2.7)
by exploiting the general results by Lunardi [15]. Chapter 8,. Section 5.3. The idea
is to use the contraction mapping principle. For each $B\in Y$ with
$Y:=C^{2+1+/}\alpha\alpha 2(\mathcal{M}\cross[0_{c}.T])\mathrm{n}c([\mathrm{o}\text{ }.T]., range(\triangle\Gamma_{A}0))\text{ }$.
let $\tilde{B}=\Lambda(B)$ be the solution of
$\{$
$\tilde{B}_{t}$ $=$ $\triangle^{\Gamma_{A_{0}}}\tilde{B}+Q\mathcal{G}(y\vee\cdot B)$ $y\in \mathcal{M}$ . $t>0$ .
$\tilde{B}(y.0)=0$ $y\in \mathcal{M}$ .
Lunardi then $..\mathrm{p}$roves that for sufficiently small $T>0$ . $arrow \mathrm{t}$ : $l”arrow Y$ is a contra$(\{\mathrm{i}_{0}\mathrm{n}$
mapping in a neighborhood of $0\in Y$ . Although the presentation in [15] is done
for equations with local terms. the arguments there work equally well for equations
with nonlocal lower order terms. Since nonlocal effects appear only as lower order
terms in our problem. the proof by Lunardi applies without any modification. This
completes the proof of THEOREM 3.
3. DYNAMICS OF SPHERICAL INTERFACES
It is not easy to see how the solutions of (1.12) evolve. In this section. we clescribe
the dynamics of spherical interfaces driven by (1.12). when the domain $\Omega$ is the unit
ball in $\mathbb{R}^{\backslash ^{-}}\wedge$
Let $\Gamma(t)$ be the union of $k$ concentric spheres:
$\Gamma(t)=\Gamma_{1}(t)$ U. . . $\cup\Gamma_{k}.(t)$
with $\Gamma_{j}(t)=\{x\in \mathbb{R}^{\supset^{r}}\wedge||x|<p_{j}(t)\}(0<\rho\iota<\ldots<\rho_{k}$. $<1)$ .
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THEOREM 4. We assume. for the sake of presentation, that the inte$7\dot{\eta}or$ of $\Gamma_{1}(t)$
belongs to $\Omega_{\Gamma(1)}^{-}$ . Then the interface equation (1.12) is recast as:
(3.1) $(-1)^{j+}1 \dot{p}j=(-1)^{j}\frac{arrow\backslash ^{\mathrm{v}}-1}{p_{j}}-(arrow\backslash ^{\tau}’-1)\frac{\sum_{i=1}^{k}(-1)i\rho^{\mathrm{s}}i^{\backslash ^{r}}-\mathit{2}}{\sum_{i=1}^{k-1}\rho_{i^{\backslash ^{\mathcal{T}}}}\wedge}$
$+c_{\mathrm{x}}( \tau’(p_{j})-\frac{\sum_{i=1}^{k.-1}\rho_{i}\iota’(\wedge\backslash ^{r}\rho_{i})}{\sum_{i=1}^{k}\rho_{i}^{f}\mathrm{V}-1})$ .
in which $\iota\cdot(\rho_{j})(j=1\ldots..k)$ are given by
(for $j=1$ ) $\iota’(\rho 1)=-\frac{G^{-}}{2D\wedge\backslash ^{\mathrm{v}}}\rho^{2}1$
(for $j\geq 2$ ) $\iota’(p_{j})=(\frac{1}{2--\backslash ^{\tau}}-\frac{1}{2})\frac{[G]}{D_{\wedge}\backslash ^{\gamma}}\sum_{=l1}^{1}(-1)\iota_{\rho}lj-2$









$C_{7}^{+}$ ( $.j$ : odd).
$P7^{\cdot}CJC)f$. $\mathrm{S}\mathrm{i}\mathrm{l}\mathrm{l}\mathrm{t}\cdot \mathrm{e}$ the $\mathrm{I}\mathrm{l}\mathrm{O}1^{\cdot}111\mathrm{a}1\backslash (^{\mathrm{Y}1_{\mathrm{o}\mathrm{C}\mathrm{i}\{}}\mathrm{y}\langle)\mathrm{f}\Gamma_{j}(f)$ is given by $(-1)^{j1}+j_{j}/$ and its curvature
$\mathrm{b}\backslash .\cdot(-1)^{j}\frac{\backslash ^{-}-1}{)j},\cdot \mathrm{t}1_{1(^{\backslash }}\mathrm{i}\mathrm{n}\mathrm{f}\mathrm{t}^{\backslash }1^{\cdot}\mathrm{f}\mathrm{a}(\mathrm{e}\mathrm{t}^{\tau}\mathrm{q}\iota 1\mathrm{a}\mathrm{f}\mathrm{i}()\mathrm{n}(1.12)\mathrm{g}\mathrm{i}\backslash (^{\mathrm{Y}}\mathrm{S}$ rise to the system of ordinar.$\mathrm{v}\text{ }$
( $\mathrm{l}\mathrm{i}\mathrm{f}\mathrm{f}(\backslash 1^{\cdot}(\backslash \mathfrak{U}\mathrm{t}\mathrm{i}\mathrm{a}\mathrm{l}$ eqllatiolls (3.1) in $\mathrm{w}\mathrm{h}\mathrm{i}(1_{1}\ell’(r\cdot)$ is the sollltion of the $\mathrm{p}_{1}\cdot \mathrm{o}\mathrm{b}\mathrm{l}\mathrm{e}\mathrm{m}(3.2)$ below.
Note that (.3.1) ($1\mathrm{o}(_{\backslash }^{\backslash }‘$, no\dagger (hange $\mathrm{e}\backslash (^{\backslash }11$ if we add an $\mathrm{d}1\}_{)}\mathrm{i}\mathrm{f}1^{\cdot}\mathrm{a}\mathrm{r}\backslash .\cdot$ constant to $\iota’(r)$ . So.
let $1_{\backslash }^{\mathrm{t}}3\mathrm{n}\langle$ $)1^{\cdot}111\mathrm{a}\mathrm{l}\mathrm{i}r/_{}\in\backslash$ it $|$ ) $\backslash \nu f’(())=0$ . Lef lls llse tlle symbols $\rho_{0}=0.\rho_{k+1}=1$ . Then $\tau’(r)$
is the solntion of
(3.2) $\{$
$-(_{\Gamma^{\backslash -1_{1’}}}\cdot r\cdot),-$. $=$ $’..\backslash ^{-}-1c_{\gamma}j/D$ $(\rho_{j}<\}$ . $<\rho_{j}+1)$ .
$\iota_{r}’(0)=$ $0$ $=‘’(7^{\cdot}1)$ .
$\iota’(\cdot)$ $\in$ $C^{1}([0.1])$ .
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In order for (3.2) to have a solution. the vollllne constraint (1.9) has to be fil1fi11e$(1_{\backslash }$
(3.3) $\frac{C_{7}^{+}}{[G]}=\frac{|\Omega_{\mathrm{r}_{(}\ell)}^{-}|}{|\Omega_{-}|}=\{$
$- \sum_{j=1}^{k}(-1)j\rho_{\dot{j}}\backslash ^{\tau}$ ( $k$ : odd)
$- \sum_{j=1}^{k}(-1)^{j}\rho_{\dot{j}}\backslash ^{r}+1$ ( $k$ : even).
Therefore. in the systenl (3.1) there are only $\lambda\cdot-1$ independent equations. For $\mathrm{e}^{\backslash }\mathrm{a}(1_{1}$
$j=0.1\ldots..k$ . the equation in (3.2) is easily $\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{g}_{1}\cdot \mathrm{a}\mathrm{t}\mathrm{e}\mathrm{e}1$ as
(3.4) $r^{\backslash ^{\tau}-1}. \tau_{\gamma}.(’\cdot)-\rho_{j}^{\backslash ^{\tau}}\wedge-1\mathrm{t}’ T(/)j)=-\frac{G_{j}}{D\wedge\backslash ^{\vee}}(\prime^{r\iota}.-\rho_{j}^{\backslash r}.)$ $(p_{j}\leq r\leq/)j+1)$
which gives rise to
$($ 3. $0)\ulcorner$ $p_{j+1}^{\backslash ^{r}-} \wedge 1[c_{r}(\rho j+1)+\frac{C\tau j+1}{D\wedge\backslash ^{\tau}}/Jj+\iota]-\rho_{j}^{\backslash -1}.\ulcorner[\iota\cdot,.(/)j)+\frac{C\tau j}{D_{\sim}\backslash ^{\tau}}\gamma_{J}j]=\frac{c_{j+1}-c_{j}}{D\wedge\backslash ^{\tau}}/J_{j1}^{\backslash }.+r$ .
Adding the equations (3.5) on both sides. $\mathrm{t}\mathrm{l}\mathrm{l}‘,\mathrm{i}\mathrm{n}\mathrm{g}\iota:_{7}.(0)=0=l_{\Gamma}’(1)$. one obtains
$G_{k+1}=[C_{7}] \sum(-1)^{j}/_{j+}J^{\backslash }j=\mathrm{r}\mathrm{J}\mathrm{A}.1=-[G](\sum(-1)jy^{\}}\gamma_{j}.+j=1k\cdot(-1r)^{k\iota}+)$ .
which is nothing but (3.3). $-\backslash \mathrm{I}\mathrm{o}1^{\cdot}(^{\mathrm{Y}}0\backslash -\in\backslash 1^{\cdot}$. if the equations in (3.5) are added llp to $j-1$ .
then one also obtains
(3.6) $p_{j}^{r^{}} \backslash r-1[\iota_{r}’(/)j)+\frac{C\tau j}{D_{\wedge}\backslash ^{\tau}}/)j]=-\frac{[G]}{D\wedge\backslash }$. $\sum_{=l1}^{j}(-1)^{\iota_{p}}i=:rlj\backslash ^{r}$ .
which also gives an $\mathrm{e}\mathrm{x}p\mathrm{l}\mathrm{i}\mathrm{t}\cdot \mathrm{i}\uparrow$ formula for $\iota_{\gamma}(\rho_{j})$ :
(3.7) $\iota_{7}’(p_{j})=-\frac{G_{j}}{D_{\wedge}\backslash ^{\tau}}pj+.\frac{cl_{j}}{\rho_{j}^{4^{\tau}1}-}$ .
Integrating (3.4) once lnore. we obtain the values $v(\rho_{j})$ .
(3.8) $\iota’(p_{1})-l’(0)=-.\frac{C_{70}}{2D_{\sim}\backslash ^{\tau}}p^{2}1$
(3.9) $\iota’(p_{j})-\iota’(\rho j-1)=d_{j}-1^{\cdot}\frac{\rho_{j}^{2-\backslash ^{-}}-\rho_{j}\mathit{2}-\mathrm{z}-\iota^{\backslash ^{r}}}{2-\wedge\backslash ^{\tau}}-\frac{G_{j-1}}{2D\wedge\backslash ^{\tau}}(p_{j}^{2}-p_{j-}21)$ $(_{\wedge}\backslash ^{\tau}\geq 3)$ .
$=cl_{j-1}1() \mathrm{g}(\frac{p_{j}}{\rho_{j-1}})-\frac{C_{j-1}7}{2D_{\sim}\backslash ^{\tau}}(p_{j}^{2}-\rho^{\frac{.)}{j}}.-\iota)$ $(_{\wedge}\backslash ’=\underline{9})$ .
$(j=2\ldots..k+1)$ .
Since $\iota’(0)=0$ is known. one can easily determine the values $\mathrm{t}’(p_{j})\mathrm{s}\mathrm{u}\mathrm{c}(\mathrm{e}\mathrm{S}\mathrm{S}\mathrm{i}\mathrm{v}\mathrm{e}\mathrm{l}\backslash .\cdot$
for $j=1$ . . . . . $k$ . which gives the $\mathrm{e}\mathrm{x}p$ressions in THEOREM 4. This completes the
$\mathrm{p}_{1}\cdot \mathrm{o}\mathrm{o}\mathrm{f}$. $\square$
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3.1. Motion of Spherical Interface. We will now investigate more closely the
dynamics of spherical interfaces governed by (3.1) for $k=1.2$ .
$\lambda\cdot=1$ : In this case there is no dynamics. In fact (3.1) reduces to $\dot{p}_{1}\equiv 0$ . So. the
single spherical interface is in equilibrium state and it is $\mathrm{u}\mathrm{n}\mathrm{i}\mathrm{q}\mathrm{u}_{r}\mathrm{e}\mathrm{l}\mathrm{y}$ given by
$\rho_{1}=(\frac{C_{7}^{+}}{[G]})^{1/}\wedge \mathrm{b}^{r}=:E$ .
which comes from the volume constraint (3.3). We also record here
$\iota,’(E)=\frac{[G]}{2_{\wedge}\backslash ^{\tau}D},(1-E^{\mathrm{y}^{\tau}}\wedge)E^{-}’$. $u_{r}(E)= \frac{[G]}{\wedge^{/\backslash ^{\tau}D}},(1-E^{\mathrm{V}}\wedge)E$,
which will be used later in stability analysis. The stability property of the equilib-
$1^{\cdot}\mathrm{i}\mathrm{u}\mathrm{I}\mathrm{n}p_{1}=E$ relative to non-radial perturbations will be discussed in \S 3.2 below.
Note that there is no room for radial perturbations in the present situation. again.
due to the volume constraint (3.3).
$\lambda\cdot=2$ : Let lls first deal with the case where $\wedge\backslash ^{\tau}\geq 3$ .
The equation for $p_{1}$ is
(3.10) $\dot{\rho}_{1}=-(-\backslash ^{\tau}-1)(\frac{1}{p_{1}}+\frac{p_{2^{-}}^{\backslash ^{r}2}-\wedge p\wedge\iota^{\backslash 2}\tau-}{p_{1^{\backslash ^{r}-1}}^{\wedge}+p_{2^{-1}}^{\mathrm{V}}\wedge})+c_{\mathrm{x}}\frac{(v(\rho_{1})-v(p2))p_{2}^{\mathrm{V}-1}\wedge}{\rho_{1^{\backslash ^{r}-1}}^{\wedge}+p^{\mathrm{V}-1}2\wedge}$ .
in which $p_{2}$ is dictated by $p_{1}$ as follows:
(3.11) $\rho_{2}^{\mathrm{b}^{\tau}}‘=p_{\iota^{\mathrm{V}}}^{\wedge}+1-E^{\backslash \tau}\wedge$
$\wedge\backslash \mathrm{I}_{\mathrm{o}\mathrm{r}\mathrm{e}\mathrm{o}\mathrm{v}\mathrm{e}}1^{\cdot}$ . from (3.9) we have
(3.12) $\iota’(\rho_{-}’)-\iota’(p_{1})=\frac{1}{D\wedge\backslash },$ $(, \frac{[G]}{-\backslash ^{*}-2}+\frac{C_{7}^{+}}{2})p_{1}^{2}-\frac{1}{D_{\wedge}^{j}\backslash ^{\mathrm{Y}}}\frac{[G]}{\wedge\lambda^{r}-2}p_{1}^{\mathit{1}}\mathrm{v}(p_{1}^{\mathrm{V}}\wedge+1-E^{f\backslash ^{r}})^{\frac{2-.\nwarrow}{\backslash }}$
$- \frac{1}{Darrow\backslash }\tau\frac{G^{+}}{2}(p_{1^{-}}^{\backslash }+\wedge 1-E^{\backslash }-\tau)^{\frac{2}{\nwarrow}}$
.
Substituting $(3.11)-(.3.12)$ into (3.10). we obtain the differential equation for $p_{1}$ .
which we write as
(3.13) $\dot{\rho}_{1}=h_{\backslash \wedge}-(p_{1}.D)$ . $0<p_{1}<E$ .
One can verify the following facts by elementary calculation:
$\bullet$ The principal term of $h_{\}^{\tau}\wedge}(\rho\iota\cdot D)$ as $\rho_{1}arrow 0$ is $-(\wedge\backslash ’-1)/p_{1}$ .
$\bullet$ $\iota’(p1)-\iota’(\gamma J2\mathrm{I}>0$ for $\rho_{1}$ near $0$ and this is the only positive contribution to
$h_{\backslash ^{\sim}}(X. D)$ .
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Based upon these observations. one can in fact show the existence of $D_{\}^{r}\wedge}^{\mathrm{x}}>0$ such
that (cf. Figure 3):
for $D>D_{\mathrm{V}\wedge}$ : $h_{T^{r}\wedge}(p1\cdot D)<0$ $(0<p_{1}<E)_{\backslash }$
for $D=D_{i\backslash \wedge r}$ : $h_{I}\backslash ^{r}(p_{1}.D_{\supset^{r}\wedge})=0$ has a unique $\mathrm{s}\mathrm{o}\mathrm{l}\mathrm{u}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\rho_{1}^{\mathrm{x}}\in(0.E)_{\backslash }$
for $D<D_{\backslash 7}^{\mathrm{x}}.$ : $h\mathrm{v}\wedge(p_{1}.D)=0$ has two solutions $p_{1}^{-}(D)<p_{1}^{+}(D)<E$ such that
$h_{\mathrm{v}\wedge}^{f}(\rho^{-().D}1D)>0$ and $h_{\}^{\gamma}\wedge}^{f}(p_{1}^{+}(D).D)<0$ .
That is to $\mathrm{s}\mathrm{a}\mathrm{y}_{i}$ the solution of (3.13) converges to $0$ in.finite time for $D>D_{\mathrm{x}}$ . giving
rise to a single interface. and a saddle-node bifurcation takes place at $D=D_{\mathrm{x}}$ . The
bifurcated equilibria $p_{1}^{+}(D)$ and $p_{1}^{-}(D)$ are. respectively, stable and unstable relative
to $r$adially symmetric perturbations. The stability property of $p_{1}^{+}(D)$ . relative to
non-radial perturbations. will be discussed in \S 3.2.
When $N=2$ . the same statements as above for $N\geq 3$ are still valid. The




It is of interest to compare the dynamics of our equation with that of $(_{-\backslash \mathrm{I}_{0}\mathrm{r}})$
in EXAMPLE 4. As noted earlier. the semi-flow generated by $(_{\sim}\backslash \mathfrak{g}\mathrm{o}\mathrm{r})$ preserves the
volume of $\Omega_{\Gamma(t)}^{-}$ . According to the ratio $|\Omega_{\Gamma(0)}^{-}|/|\Omega^{+}|\mathrm{r}(0)$ of initial volumes. the first
equation in (1.5) has different inhomogeneous terins. For the sake of conlparison. let
us choose the ratio to be equal to 1. $\backslash _{\wedge}$Ioreover. we $\mathrm{r}\mathrm{e}\mathrm{p}\mathrm{l}\mathrm{a}\mathrm{C}\mathrm{e}\pm 1$ in the first equation
of (1.5) $\mathrm{b}\mathrm{y}\pm 1/D$ with $D>0$ being a parameter. The equation of $\rho_{1}$ for (Mor) is
then given by $(N\geq 3)$
(3.15) $\dot{p}_{1}=-\frac{2p_{1}}{D\wedge\backslash ^{\tau}}-\frac{(_{\wedge}\backslash ^{r}-1\mathrm{I}(\wedge\backslash -2)}{p_{1}^{2}},\frac{p_{2^{\backslash ^{r}3}}^{\wedge}-(p2+p_{1})}{p_{2^{-}}^{\mathrm{Y}2}-\wedge p_{1^{-2}}\mathrm{s}\supset^{r}}$
$+ \frac{(_{\wedge}\backslash -2)}{D_{-\backslash ^{\mathrm{Y}}}\rho_{1}},\frac{p^{2}-p_{1}^{2}}{p_{\mathit{2}}^{\mathrm{Y}-2}\wedge-p_{1}^{\mathrm{v}_{-}\underline{9}}\wedge}\underline’=:k_{s}\backslash ^{\tau}(p_{1}.D)$
where $p_{2^{\backslash ^{\tau}}}^{\wedge}=p\mathrm{i}^{\backslash ^{r}}+1-E^{\}^{r}}$
The profile of $k_{3}(p_{1}.D)$ is depicted in Figure 4 for several values of D. which shows
that the qualitative dynamics of spherical interface for (Mor) is similar to that of
(1.12).
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3.2. Stability of Equilibria. $\backslash \backslash ^{\gamma}\mathrm{e}$ consider the equilibrium problem associated with
(1.6):
(3.16) $\{$
$C_{\mathrm{x}}\ell,,(.\prime \mathrm{r}_{\backslash }.\mathrm{r})$ $=$ $\mathcal{H}(x_{\backslash }.\Gamma)$ . $(x\in\Gamma)$




$\iota’(\cdot\backslash \cdot\Gamma)$ $\in$ $C^{2}(\overline{\Omega_{-}}\backslash \Gamma)\cap C1(\overline{\Omega})$ .
Tlle resolution of the $\mathrm{p}_{\mathrm{l}\mathrm{o}\mathrm{b}}1\mathrm{e}\mathrm{I}11(3.16)$ for a general domain $\Omega$ is much harder than
that of (1.6). When $\Omega$ is the unit ball. one can easily obtain radially symmetric
solutions of (3.16). Let us. however. start with a general setting.
Let us assume that (3.16) has a smooth solution (F. v). We choose the embedding
$\backslash \hat{\mu}$ : $.\mathcal{M}arrow\Omega$ so that $.r^{\wedge(\mathcal{M})}’=\Gamma$ . We now linearize (1.12) around $A=0$ and consider
tbe associated eigenvalue problem. It is given by
(3.17) $\lambda A=\Delta^{\Gamma}A+(\sum_{j=1}^{\wedge}hj(\iota/)^{\mathit{2}}‘)- A-\frac{1}{|\Gamma|}\}^{r}-1.\int)(\sum_{\mathrm{t}j=}^{-}\kappa_{j}(y)^{2}f\mathrm{I}A(yd;V^{0}\backslash ^{\tau}1y$’
$+c_{\mathrm{x}}.(. \int_{Il}\frac{\partial N}{\partial_{\mathcal{U}_{1}}}..\cdot(\hat{r}(_{1}/);.1^{\cdot}’)P(_{\mathrm{t}’}.\cdot\backslash \cdot \mathrm{r})(|.\gamma’.)A$
$- \frac{C_{\mathrm{x}}}{|\Gamma|}..\mathit{1}_{\vee t}(\int_{\Omega}\frac{\partial N}{\partial\nu_{x}}(_{t’}.\wedge(.\mathrm{t}/)\backslash \cdot.’\iota’)P(x_{\backslash }^{f}\Gamma)f’\cdot dX)\prime A(y’)d1_{y}\Gamma 0$ ,
$-(_{\mathrm{x}}. \frac{[G’]}{D}\int_{(}N(_{\hat{\vee}}(.\iota/):_{\mathrm{t}}\hat{\prime}(_{\mathrm{t}}/’))A(.\mathrm{t}/)\prime l/1’\vee y0$ ,
$+| \Gamma^{\cross}.\overline{|}^{\frac{[G]}{D}}(\int_{\{}\int_{\vee l}N(\hat,(y):_{\hat{r}}.(y)’)A(y’)d\dagger^{\nearrow}0_{\mathrm{t}},l\tau_{y}\prime^{0}y$.
Note tllat tlle first line 011 the right hanel side of (3.17) is the averaged Jacobi
..
operator on F. $1^{}\backslash ’ 11\mathrm{i}(11$ is the linearization of the first line on the right $\mathrm{h}\mathrm{a}\mathrm{n}(1$ side
of (1.12). lVhen one tries to line$a1^{\cdot} \mathrm{i}^{r}/_{}(\backslash \text{ }\int_{\Omega}N(_{\hat{}}(.\iota/)_{\backslash }.\tau\cdot)fP(\tau^{f}:\Gamma)’.(l.?\cdot’$ in $\Gamma$ . the jump
discontinuity of $P(.1^{f}\backslash \Gamma)$ at $\Gamma \mathrm{i}\mathrm{n}\mathrm{t}1^{\cdot}\langle$ $)$ ( $\iota_{\iota}1\langle(\tau \mathrm{s}$ a dclta function $\iota’ {}^{\mathrm{t}}\mathrm{t}\mathrm{l}\mathrm{p}p\mathrm{o}1^{\cdot}\{(^{\backslash }(1$ on F. which is
$\langle^{\mathrm{Y}}\mathrm{x}\mathrm{p}_{1}\cdot(^{\backslash }\mathrm{s}\mathrm{s}(^{\mathrm{Y}}(1$ in the fourth line of (3.17).
To ( $1\mathrm{t}^{\tau}\mathrm{f}$ ($11^{\cdot}111\mathrm{i}_{\mathrm{I}}1\mathfrak{t}\backslash$ the $\backslash ‘,\mathrm{t}\mathrm{a}\mathrm{l}$ ) $\mathrm{i}\mathrm{l}\mathrm{i}\mathrm{t}.\backslash .\cdot$ of the equilibrillln solution (F. v). we will stucly the
eigenvalues of (3.17). Before we treat the problenl. let lls first $p$resent a useful result
$1^{\cdot}(^{\mathrm{Y}\mathrm{l}\mathrm{a}\mathrm{t}}(^{\backslash }$( $\iota$ to $\langle$)llt of the 11olllo( $\mathrm{a}1$ terms in (3.17).
By using the $\mathrm{D}\mathrm{i}1^{\cdot}\mathrm{i}(1_{1}1\mathrm{t}\backslash \mathrm{f}-\dagger \mathrm{t}$ -Nelllnann operators $\Pi_{\Gamma}^{\pm}$ associated $\mathrm{w}^{-}\mathrm{i}\mathrm{f}\mathrm{h}(1.4)$ . let lls
define $\Pi^{\pm}\wedge$ by
$(\wedge\Pi^{\pm}A)(.\mathrm{t}/)$ $:=(\Pi_{\Gamma^{-A\mathrm{o}}}^{\pm.-1}\hat{r})(.t’(_{1}/))\wedge$. $A\in C^{\underline{9}+(\}}(\mathcal{M})$ .
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PROPOSITION 5. A right $in’|Je7^{\cdot}SC$ of $\hat{\Pi}^{-}+\hat{\Pi}^{+}$ has an emplicit $exp_{7eS}sion$:
$( \hat{\Pi}^{-}+\Pi^{+})\wedge-1A4(y\mathrm{I}=\int_{\vee \mathrm{t}}N(_{t}.’(\wedge.l/)_{\backslash \hat{t}}.(_{1}/’))A(.\mathrm{t})’)(l\iota_{\nu^{0}}\vee,t+Cons\prime lr|,t$ .
If we irnpose tfbe $no7^{\cdot}\gamma nai\iota_{Zab}io7l$
$\int_{l}(\hat{\Pi}^{-}+\Pi\wedge+)-\mathrm{l}A(.\mathrm{t}/)d1_{y}^{\text{ ^{}\prime}}0=0$
on the right inverse. it is $uniq?le\iota_{\mathrm{c}}Jd_{\mathrm{C}^{J}},t_{C}r\prime i7|_{\sim}ed$ as
(3.18) $\Pi^{-1}A(y)\wedge$ $:=(\hat{\Pi}^{-}+\Pi^{+})^{-1}\wedge 4(\mathrm{t}\wedge./)$
$= \int_{\vee l}N(_{\hat{\prime}}(\mathrm{t}/)\backslash \cdot \mathrm{Y}^{\wedge}’(y’))A(.\mathrm{t}/’)d\ddagger_{y}’0$,
$- \frac{1}{|\Gamma|}\int_{\vee\iota}.[_{\{}N(.\hat{r}(\iota/)\backslash \cdot \mathrm{v}’\wedge(.\iota/’)\mathrm{I}\wedge 4(\iota/’)d1\vee.0,,l\tau_{\nu^{0}}y/.’$.
Proof. The proof is essentially given in [8] (Cllapter 3).
Let us define $u^{\pm}(.1^{\cdot})$ by
$\tau\iota^{\pm}(.\iota’)=\int_{(4}N(_{1}.\cdot\backslash \cdot\gamma^{\wedge(/’}’\tau))arrow A(y^{f})(l\mathrm{I}_{y}\prime 0,$ .
$=.\mathit{1}_{\Gamma}^{N(.\iota\cdot;}\cdot 1^{\cdot});4-(_{\hat{r}}.-\iota(_{1’)}.\cdot)(ls.,.\Gamma.’. (.1^{\cdot}\in\Omega_{\Gamma}^{\pm})$ .









$\mathcal{K}(.1^{\cdot}\backslash \cdot \mathit{1}^{\cdot})’\cdot:=\frac{\partial}{\partial\nu_{1}}..\cdot N(.\iota’.\backslash \cdot.1^{\cdot})$ .
Not $e$ that our Neumann function plays the role $\mathrm{o}\mathrm{f}-\wedge\backslash ^{\mathrm{Y}}(.’..1/)$ in Chapter 3 of [8]. $\mathrm{a}\iota 1(1$
this is why the sign of the first $\mathrm{t}‘\backslash 1^{\cdot}\mathrm{I}\mathrm{n}\mathrm{s}$ on the right hand side of (3.19) is opposite to
that in Theorem 3.28 of [8]. Now. (3.19) inlmediately gives
$A(_{\gamma^{\wedge}},- \iota(.\mathit{1}^{\cdot}))=\frac{\partial_{1\mathit{1}^{-}(_{C})}\prime}{\partial\nu}-\frac{\partial u^{+}(.\iota\cdot)}{\partial\nu}$ on F.
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or equivalently
$((\Pi_{\Gamma}^{-}+\Pi_{\Gamma}^{+})^{-1}$ -A $\mathrm{o}_{\hat{Y}^{-}}1)(.\iota\cdot)=\int_{\mathrm{t}4}N(.\tau_{\backslash }(y)f)A\hat{\prime}(y)fd\tau_{y}\prime 0,$ $+\mathrm{C}\mathrm{o}\mathrm{n}\mathrm{S}\mathrm{t}\mathrm{a}\mathrm{n}\mathrm{t}$ .
since identities in (3.19) are valid even if we replace $u^{\pm}(x)$ by $u^{\pm}(x)+\mathrm{c}o\mathrm{n}\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{n}\mathrm{t}$ . This
conlpletes the proof. $\square$
In $\mathrm{t}l_{1}\mathrm{c}^{\backslash }$ sequel. we always use the normalized right inverse in (3.18).
Tlle eigenvalue problem (3.17) is now rewritten as
(3.20) $\lambda A=\Delta^{\Gamma}A+(_{j=}^{\wedge}\sum_{1}^{-}hj(y)^{2}\backslash ^{r}1)\wedge A-\frac{1}{|\Gamma|}\int_{}\{(_{j=}^{\wedge}\sum_{1}^{-}k\overline{\iota}j(y)f2)A(y^{r})dV_{y}\}^{\tau}10$ ,
$+(C_{\mathrm{x}} \int_{\Omega}\frac{\partial N}{\partial_{I\text{ _{}x}}}(\hat,(y)\backslash X)P(x^{;}\backslash \Gamma f)d_{X’)A}$
$- \frac{c}{|\Gamma|}\mathrm{x}\int_{1}(\int_{\Omega}\frac{\partial N}{\partial_{l\text{ _{}x}}}(_{\hat{Y}}(y)’\cdot P(X’\backslash \Gamma\backslash x’)\cdot)dx^{;})A(y’)d\tau_{y}^{r}0$,
$-C_{\mathrm{x}} \frac{[G]}{D}\Pi^{-}\wedge 1A(y)$ .
On the right side of (3.20). the first line is nothing but the averaged Jacobi operator
on $\Gamma$ . We consider the eigenvalue problem for (3.20). with $\Gamma$’ being the equilibrium
sphere given in \S 3.1.
THEOREM 6 (Eigenvalues for Single Interface). Let $\Gamma=\{x\in\Omega_{-}||x|=$
$E\}$ be the equilibrium interface given in \S .3.1. Then eigenfuctions of the associtaed
eigenvalue problem (3.20) are all spherical harmonic functions of degree $j\geq 1$ .
$M_{\mathit{0}7\prime^{y}ov},cr\cdot$ . the $co$rresponding eigenvalne is given by
$\lambda_{j}=-\frac{(j-1)(j-1+\wedge\backslash ^{\vee})}{E^{2}}$
$+ \cdot\frac{c_{\cross}[C_{7}]}{D}E[\frac{1-E^{\backslash ^{-}}}{arrow\backslash ^{\vee}}.-\cdot\frac{.i+(j+\wedge\backslash ^{\mathrm{v}}-2)E\underline{)}j+\backslash --\underline{9}}{j(2j+\wedge\backslash \tau-\underline{\nu})}..]$.
Proof. Since perturbation $-4$ has to satisfy (cf. PROPOSITION $\underline{?}_{-}(\mathrm{i})\backslash \mathrm{v}\mathrm{i}\mathrm{t}\mathrm{h}A\equiv 0.-\tilde{4}=$
$-4)$
$\int_{\mathrm{W}}arrow 4(y)d\iota_{J}\vee 0=()\mathrm{t}$ .
$\mathrm{a}\iota 1(1$ in the present situation the following identities hold true
$\sum_{j=1}^{\backslash }h\frac{\cdot)}{j}=(\wedge\backslash \tau-1)/E-\mathrm{l}.\cdot\underline{\cdot)}$ . $\int_{\mathrm{f}_{-}^{)}}\frac{}\partial N}{\partial_{l\text{ }}(_{\hat{Y}}(.\mathrm{t}/):.\mathrm{t}\cdot;)P(.?\cdot\backslash \Gamma’\cdot)(l.\eta^{f}.=\iota_{r}’.(E)=\frac{[C_{7}]}{\wedge\backslash ^{\tau}D}(1-E^{\backslash }\wedge)E-$ .
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the eigenvalue problem (3.20) is reduced to
$\lambda A=\Delta \mathrm{r}A+\frac{\prime\backslash ^{\tau}-1}{E^{2}}\wedge A+\frac{c_{-}[c\tau]}{D}(\frac{(1-E^{\}^{r}})E}{\wedge\backslash }\vee\cdot-\Pi^{-1}\wedge)A$ .
The right hand side of the latter equation becomes a multiplication operator when
$A$ is spherically harmonic. By using the completeness of the sysmem of spherical
harmonics of degree $j\geq 0([8])$ . we conclude that the eigenfunctions are all spherical
harmonic functions of some degree.
$-\backslash \mathrm{I}\mathrm{o}\mathrm{r}\mathrm{e}\mathrm{o}\mathrm{v}\mathrm{e}\mathrm{r}$. one can easily verify that the eigenvalue of the Jacobi operator for
spherical harmonics of degree $j\geq 1$ is $-(j-1)(j-1+\wedge\backslash ’)/E^{2}$ . By recalling the
definition of $\hat{\Pi}^{-1}$ . it is aiso verified by elementary computations that the eigenvalue
of the inverse $\Pi^{-1}\wedge$ associated with spherical harmonics of degree $j\geq 1$ is givn by
$\frac{j+(j+\wedge\backslash *-2)E^{2}j+\wedge\backslash ^{r}-2}{j(2j+\wedge\backslash ’-2)}E$ .
Combining these together. we complete the proof of the theorem. $\square$
Remark. The result in THEOREM 6 is exactly the same as Theorem
2.2 in [24] for the eigenvalue of transition layer solutions for the reaction-
diffusion system $(\mathrm{R}\mathrm{D})$ . This indicates that the interface equation (1.12)
does approximate the motion of internal layers for the reaction-diffusion
system $(\mathrm{R}\mathrm{D})$ .
THEOREM 6 also shows that as $D>0$ gets smaller. $\lambda_{j}$ crosses zero
at $D=D_{j}>0$ for all $j\geq j_{0}>1$ . This indicates that a symmetry-
breaking static bifurcation takes place at such values of $D$ . Indeed. one can
prove by using the equivariant bifurcation theory [10] that there exist non-
radial solutions of (3.16). The latter statement has been proven valid in
[24] for radially symmetric internal layer solutions of $(\mathrm{R}\mathrm{D})$ . Applying the
equivariant bifurcation theory of [10] as in [24]. we have recentl.$\backslash _{J}\cdot$ estabished
in [23] that symmetry breaking bifurcations take place at $D=D_{j}$ for each
$j\geq 1$ .
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FIGURE 1. $\Gamma$ divides $\Omega_{-}$ into two parts. $\Omega_{-\mathrm{r}}^{-}$ and $\Omega_{\Gamma}^{+}$ .
FIGURE 2. Coordinate s.ystem near $\hat,(\mathcal{M})$ .
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FIGURE 3. Profiles of $h_{N}(p_{1}, D)$ for $N=3,$ $G^{\pm}--\pm 1,$ $c_{*}=3/\sqrt{2}$ and
for various values of $D$ .
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FIGURE 4. Profiles of $k_{3}(p_{1}, D)$ for $|\Omega_{\Gamma}^{-}|/|\Omega_{\Gamma}^{+}|=1$ and for various
values of $D$ .
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