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Abstract 
In diagnostic ultrasound contrast imaging (UCI), changes in the microvasculature due 
to some high mortality diseases can be detected so as to provide an early screening tool 
for treatment monitoring. Ultrasound contrast agents (UCAs), which are introduced 
in the field of UCI, have attracted large amounts of attention and research since they 
were discovered. Most of existing investigations about UCAs focus on optical obser-
vation and theoretical prediction, which are inadequate and questionable. In terms 
of experiments-based research on UCAs, although more accurate experimentally mea-
sured UCA responses can be obtained, there is a lack of advanced signal processing 
tools for the analysis of the echo signals. Therefore, the development of new signal pro-
cessing techniques is required in future strategies in medical care. This thesis develops 
statistical signal processing tools for the analysis of characteristics of ultrasound echo 
signals from UCAs and soft tissue based on in-vitro experiments. These characteristics 
will result in discrimination of responses from UCAs and tissue. 
The contributions of this thesis can be generalized as proposing a parametric signal 
processing method for the measured ultrasound echo signal analysis within a Bayesian 
framework. Although various general signal processing techniques have been demon-
strated to be very useful in many research fields, the results of their applications to ul-
trasound field are not satisfactory. This is mainly because the signals under investiga-
tions are all based on experimental measurements and there is no such signal process-
ing tools that are particularly designed for the analysis of ultrasound echoes. In this 
thesis, in order to extract the features of ultrasound echo signals, a parametric model 
is proposed for the measured echo signals and its parameters are estimated in a sta-
tistical way. This signal model contains information on both the time domain and the 
frequency domain, and also takes account of the transducer that has a band-limited 
property. 
Furthermore, a reversible jump Markov chain Monte Carlo (IIMCMC)  algorithm is 
employed and modified to obtain samples from non-linear posterior distributions of 
the desired model parameters, which are able to provide corresponding estimates for 
the parameters. The modification of the algorithm is made in particular to incorporate 
the transducer characteristics and to extract characteristics of the echo signals in the 
time and the frequency domains simultaneously. The newly proposed signal model 
and the modified estimation algorithm are able to generate better results than conven-
tional signal processing methods. Also, from the ultrasound imaging point of view, 
more knowledge about the behavior of ultrasound scatterers can be learnt and thus a 
direction of discriminating the ultrasound echoes can be pointed out. 
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Nowadays, since the introduction of ultrasound contrast agents (UCAs) to diagnostic 
ultrasound contrast imaging (UCI) techniques, many investigations have focused on 
theoretical prediction, which are inadequate and questionable. In order to characterise 
the measured ultrasound echo signals based on in-vitro experiments, general signal 
processing approaches cannot meet the requirements. Therefore, more advanced sig-
nal processing tools especially designed for the analysis of echo signals need to be 
developed. This thesis is dedicated to extracting characteristics of ultrasound echo 
signals from tissue-mimicking materials and UCAs using statistical signal processing 
algorithms. This introductory chapter first gives a brief review of the development of 
ultrasound contrast imaging techniques in Section 1.1. Then the origination and mo-
tivation of the study is presented in Section 1.2. Moreover, the objective and major 
contributions are stated in Section 1.3. Finally, Section 1.4 provides an overview of the 
structure of the whole thesis. 
1.1 Development of ultrasound contrast imaging techniques 
Ultrasound diagnostic techniques have been shown to be powerful, versatile and well 
suited to medical practice [4]. Ultrasound imaging is an important means of obtain-
ing information about the organ structures, especially the cardiovascular function of 
the body with the employment of ultrasound. Nowadays, the new idea of intravascu-
lar injection of gas-containing particles for information gathering becomes more and 
more popular in advanced ultrasound imaging [5].  The introduced particles in tissue, 
termed as UCAs cause changes that can be derived from the ultrasound echo returns, 
such as total intensity, spectral contents and some temporal changes. By detecting the 
presence of UCAs and differentiating them from tissue, the resolution and sensitivity 
of ultrasound images can be greatly improved. 
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1.1.1 Diagnostic ultrasound 
Ultrasound is the transmission of mechanical vibrations through matter and is usually 
termed as the sound which has very high pitch that cannot be heard by humans [4]. 
The frequency of ultrasound is represented by the number of particle oscillations per 
second when ultrasound is propagating, and is measured by converting mechanical 
oscillations into voltage oscillations. Ultrasound imaging is one of the most important 
applications of ultrasound, which can produce images of soft tissue structure. The 
ultrasound is transmitted into the body and the echoes are detected by reflections at 
tissue boundaries. In this way, ultrasound images are created. According to these 
images, the size and the nature of tissue structures can be determined. During the 
past several decades, ultrasound imaging is more and more popular in diagnosing all 
vascular related diseases, including cancer and heart diseases. 
Since 1990's, UCAs have been employed in ultrasound imaging 161.  They are in-
jected intravenously in an attempt to detect and quantify the tissue perfusion by ex-
amining the ultrasound echoes from tissue and UCAs. They provide improvements to 
other advanced imaging techniques, such as position emission tomography (PET) [7], 
magnetic resonance imaging (MRI) [8] and computed tomography (CT) [9] imaging 
of perfusion. As these techniques have disadvantages of high toxicity levels, leakage 
from the vascular system and a high cost of repetitive imaging, ultrasound imaging 
provides a non-destructive, non-invasive and cost-efficient paradigm for medical di-
agnosis [10]. 
1.1.2 Ultrasound contrast microbubbles 
Early in the late 1960's, UCAs were first discovered accidentally by cardiologist Charles 
Joiner, who injected indocyanine green dye into a heart. The observed increasing 
echogenicity of the blood containing the dye and the small air bubbles formed on the 
catheter tip produced transient echoes from the ultrasound [11]. Until 1990's, the use 
of microbubbles (MBs) as UCAs had been widely used in bio-medical research [6]. 
Current UCAs are composed of gas-filled capsulated microspheres small enough 
to go through micro-circulations in human bodies. The average diameter of the ul-
trasound contrast MBs ranges between 2im and 7im. Encapsulation is necessary to 
prevent rapid dissolution of the gas content into the blood [12]. When exposed to ul-
trasound, a contrast MB starts to oscillate under the pressure of the sound field. This 
oscillating behaviour results in high scattering strength of the contrast MB [13]. Com- 
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pared to soft tissue, MBs are more compressible and expandable when insonificated 
with ultrasound. Therefore, in the ultrasound literature, soft tissue are termed as lin-
ear scatterers, which have spectra with dominance at the fundamental frequency of the 
incident wave. By contrast, MBs are usually termed as nonlinear scatterers in terms of 
incident frequency as the spectral contents in their echo signals have more harmonics 
than those in the transmit pulse wave [5,6, 10]. 
A significant amount of research has focused on the development of a theoreti-
cal model, which describes the oscillation of a MB as a function of the incident sound 
wave [14-17}. The major difference between these models lies in the modeling of shells 
of MBs according to different properties of shell materials. However, the exact proper-
ties of MBs and layout of their shells are not well understood. Since 2003, with the help 
of very high frame rate cameras, it is possible to observe the oscillations of contrast 
MBs optically [18] and to study single MBs rather than clouds of MBs experimentally. 
This provides a basis for better understanding of the MB behaviour and for designing 
more accurate models for MBs. 
1.1.3 Excitation schemes for the detection of MBs 
The usability of contrast MBs in UCI depends mostly on the ability to detect their pres-
ence in blood and being able to distinguish them from tissue [19]. In theory, the echo 
returns from tissue have one dominant fundamental frequency as the spectrum of in-
cident pulse exhibits. However, the echo returns from MBs have more harmonics due 
to their oscillations (including contraction and compression) exposed to ultrasound. 
Therefore, most signal processing techniques in the ultrasound literature concentrate 
on exploiting the strong nonlinear characteristics of MBs. The excitation schemes for 
transmit pulse examined nowadays are designed to maximise the difference in their 
harmonic frequency contents and thus increase the contrast to tissue ratio (CTR) and 
the signal-to-noise ratio (SNR) of the ultrasound echo signals. They can be divided 
into three categories: 
. Passive technique: based on a single excitation pulse, e.g. harmonic imaging. 
. Active multi-pulse technique: based on multiple pulse sequences to improve the 
CTR, e.g. pulse inversion, power modulation, chirp excitation, etc. 
. Destruction-based detection of MBs due to high mechanical index (MI). 
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These schemes will be investigated in Section 2.1 in more detail. Most of the techniques 
use a spectral filtering approach to extract the harmonics and separate the respective 
contribution from soft tissue and contrast MBs. 
1.2 Motivations 
The ultimate objective of analysing MB behaviour in UCI is to differentiate MB re-
sponses from tissue responses based on experimental measurements rather than theo-
retical assumptions. Nevertheless, either from the perspective of ultrasound imaging 
or from the signal processing point of view, some problems will arise, which will be 
discussed as follows. 
1.2.1 Limitations of theoretical models 
In the ultrasound imaging literature, most of the techniques for improving UCI fo-
cus on designing new excitation pulses in theory. By transmitting an incident wave-
form using the developed pulsing schemes, the CTRs of echo signals at fundamental 
and harmonics can be theoretically calculated. Due to the nonlinear signature of MBs, 
the CTRs of the theoretical echo signals at even harmonics, especially the second har-
monic, can be improved to a large extent. 
Nevertheless, there is limited knowledge on exactly how MBs behave within the 
tissue and how the reflected ultrasound signals should be interpreted. Although there 
are a variety of investigations about MB modeling in [20-241, they are not adequate for 
explaining actual MB behaviour due to two main reasons. First, the validity of models 
has not been verified experimentally; Second, there are some certain assumptions that 
the gas is perfect and no instability of fast moving liquid-gas interface exists for the 
ease of mathematical calculation. As a consequence, the only way to correctly under-
stand MB behaviour is through experimental measurements, thus analysing the real 
behaviour of MBs based on actual measurements is required. All work in this thesis is 
based on measured ultrasound echo signals instead of theoretical assumptions. 
1.2.2 Advantages of single MBs used in experimental measurements 
In many existing experimental measurements, the analysis of MBs are usually carried 
out in suspension and are studied in dense populations. However, if the concentration 
of MBs is relatively high, although it is not observable, it might affect measurements in 
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a complex manner. Sboros [25] pointed out limitations of the measurements from MB 
populations. The most common problems are multiple scattering effects and bubble 
interactions. The effect of multiple scattering is not dominant but the assumption that 
it can be negligible has not been justified. Moreover, in a high density suspension, MBs 
are close enough to affect oscillatory motion of each other and thereby display different 
acoustical behaviour, compared to the behaviour of isolated MBs. Accordingly, the 
experimental measurements, as well as the theoretical predictions, of scattering from 
single MBs need to be examined. 
The measured ultrasound echo signals under investigation in this thesis are all 
acquired from single scatterers, especially single MBs. Therefore, the analysis results 
are more convincing compared to those from dense populations. 
1.2.3 Deficiency of conventional signal processing techniques used in ul-
trasonics 
Existing development of UCI techniques concentrate on improving the excitation puls-
ing schemes for transmit pulses. However, they have been intensively studied during 
the past decades. Moveover, most of the techniques are only justified using theoretical 
prediction, instead of using experimental measurements. 
Leaving aside the evolution of designing excitation schemes, the underlying char-
acteristics of ultrasound echo signals from various scatterers is another perspective 
that needs explored. In order to investigate these characteristics, more advanced sig-
nal processing techniques need to be employed and developed for studying experi-
mentally measured echo signals, which are helpful in learning the true behaviour of 
scatterers, especially MBs. 
1.2.3.1 Limitation of matched filters 
In most of the popular transmit pulsing design schemes, including the passive sin-
gle pulse excitation and the active multi-pulse schemes, an optimal filter is required 
to extract the fundamental frequency component and the harmonics respectively, and 
thus to calculate their CTRS. If the transmit waveform propagates through a linear 
medium, and the only interference is white Gaussian noise (WGN), the optimal re-
ceiver is a matched filter. Matched filters were first derived by North [26] in 1943 and 
now are often used in radar and sonar to detect deterministic signals in the presence 
of additive white Gaussain noise [27]. 
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Figure 1.1: Discrimination procedure based on the measured echo returns. 
While in the application of ultrasound contrast imaging, the medium, such as MBs, 
is nonlinear, the clutter is non-Gaussian, and the medium characteristics are unknown. 
The matched filter cannot be used for receiver optimisation any more. Therefore, some 
advances in signal processing techniques should be incorporated into characterising 
measured echo signals from both tissue and MBs. 
1.2.3.2 A joint estimation framework 
As the time domain information and the frequency domain information are both of 
significant importance in differentiating various responses, an effective way to char-
acterise ultrasound echo signals should be performed in a single unified framework. 
Nevertheless, traditional signal processing techniques based on non-parametric meth-
ods in analysing these responses are usually carried out in separate domains and indi-
vidual steps. It is sub-optimal to have a two-step estimation scheme. Furthermore, the 
CTRs are obtained individually and thus cannot be utilised to discriminate the distinct 
responses. If a unified estimation framework is available, the joint estimation method 
will make it much easier to extend the analysis of the echo signals to the automatic 
discrimination of them. The procedure of the differentiation can be illustrated in a 
diagram in Figure 1.1. 
Therefore, in order to provide a way of estimating characteristics of measured ul-
trasound scatterers in a single joint framework, parametric methods will be introduced. 
An appropriate signal model is first proposed and parameter estimation algorithms 
are then developed. In this way, ultrasound echo signals can be characterised by esti-
mating the signal model parameters in both the time and the frequency domains. 
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1.2.3.3 Reveal real MB behaviour 
As mentioned in Section 1.2.1 and Section 1.2.2, the echo signals under analysis in this 
thesis are based on experimental measurements. In actual measurements, a membrane 
hydrophone was used to calibrate the transmitted acoustic field [3].  However, since 
the exact centering of MBs in the transmitted field is very difficult and cannot be done 
with a precision less than 1mm from the central line, it is much more complex to do the 
calibration for a received beam from single MBs using the same hydrophone. There-
fore, an ultrasound transducer, which was used for transmitting a pulse waveform, 
was also used as a receiver for the echo signals from ultrasound scatterers. 
Nevertheless, the transducer has a band limited property. It will have an influ-
ence on the estimation of spectral contents of scatterers, which may lead to inaccurate 
understanding of their behaviour, especially for MBs. Previous investigations in the 
ultrasound literature usually used the transducer spectral sensitivity to normalize the 
received signals [28] or use a so-called perfect reflector as a means of normalizing 
backscattered signals [15,29,30]. However, in the first method, the transducer spectral 
information cannot be easily obtained; the second method is not suited to the nonlin-
ear scatterers, e.g. MBs. 
In order to take the transducer characteristics into consideration, the diagram in 
Figure 1.2 illustrates an intuitive way to recover the true spectra of MBs and thus 
reveal real MB behaviour from the signal processing point of view. Specifically, the 
characteristics of the transducer, especially its spectrum, are first examined by com-
paring the theoretical and the measured echo signals from linear scatterers. Then by 
combining the received experimental measurements of MB echoes with the calibrated 
transducer characteristics, real MB behaviour can be revealed. In this process, how 
to combine the transducer characteristics and the measured MB responses is a critical 
issue. This requires many advanced signal processing techniques, which can provide 
powerful algorithms for inference, estimation and detection. 
1.3 Objective and contributions 
1.3.1 Objective 
This thesis aims to jointly extract the characteristics of experimentally measured echo 
signals from various ultrasound scatterers in the time domain and the frequency do-
maim Since most of the research focused on MB behaviour according to theoretical 
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Figure 1.2: The procedure of extraction of the real MB behaviour. 
models, which usually do not completely describe the MB movement, this study aims 
to discover the characteristics of MB echo returns entirely based on actual measure-
ments. For ease of problem solving, the proposed estimation approaches are tuned to 
one particular measurement, which will be discussed in Chapter 2. In order to meet 
the goals of studying ultrasound echo signals from single MBs, and differentiating 
their responses from tissue, an estimation system is illustrated in Figure 1.3. It can be 
divided into two parts. One is estimation based on non-parametric approaches, which 
will be examined in Chapter 3. The other part is based on parametric approaches. It pro-
poses a signal model for ultrasound echo signals and then develops several algorithms 
to estimate the model parameters. Details can be found in Chapter 4 and Chapter 6. 
Furthermore, the transducer characteristics are also incorporated into the proposed 
model, which will be addressed in Chapter 7. In this way, characteristics of the ultra-
sound echo signals can be extracted, which leads a possible way to discriminating the 
echo returns from MBs and soft tissue. 
1.3.2 Key contributions 
The major contributions in this thesis can be summarized from two perspectives. One 
is from ultrasound contrast imaging point of view and the other is from signal pro-
cessing point of view. 
1.3.2.1 Contributions to ultrasonics 
Due to insufficient knowledge about signal processing techniques, researchers spe-
cialised in ultrasonics usually use the most traditional approaches and the very basic 
signal processing techniques to deal with the obtained signals. In this thesis, some 
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Figure 1.3: The diagram for the complete estimation for ultrasound echo signals. 
trasound literature yet have been widely used in other applications, are introduced. 
Moreover, some new estimation and detection algorithms are developed, particularly 
for the analysis of ultrasound echo signals. 
A novel non-parametric method for estimating pulse locations in signals is pro-
posed in the time domain, especially for analysing a signal with multiple pulses, 
e.g. MB echoes. It combines the envelope detection method using Hilbert trans-
form and voice activity detection technique, which takes advantages of two ap- 
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proaches and is superior to each single method. 
A parametric inference method for spectral estimation within a Bayesian frame-
work is employed in the frequency domain for analysing the measured ultra-
sound echo signals. It outperforms the traditional Fourier analysis based meth-
ods with more accurate estimation as some inherent limitations of them have 
been pointed out in [31,32]. 
A signal model specially designed for the measured ultrasound echo signals is 
proposed, which contains both temporal and spectral information. Then a new 
sampling strategy is developed for the sophisticated posterior distribution of 
model parameters. In this way, an estimation system is created and the mea-
sured ultrasound echo signals can be characterised automatically in a single joint 
framework. 
Taking account of transducer influence on the measured ultrasound echo signals, 
an improved signal model which incorporates the transducer characteristics as 
part of the model parameters is proposed. Moreover, a sampling strategy spe-
cially designed for the corresponding posterior distribution is also developed. 
Therefore, the true spectra of the measured ultrasound responses from various 
scatterers are recovered, especially for MBs. This will help to learn more about 
the MB behaviour in UCI 
The estimated temporal and spectral information of the measured ultrasound 
echo signals from soft tissue and MBs point a possible direction for discrimina-
tion between their responses. Moreover, it will assist in designing new adaptive 
excitation schemes for the incident pulse waveforms in future work. 
1.3.2.2 Contributions to signal processing algorithms 
From the signal processing point of view, the contributions can be summarized as 
follows: 
Most of the time-frequency analysis algorithms in the literature are based on 
non-parametric methods, e.g. short-time Fourier transform (STFT) and wavelet 
transform. While most of parametric spectral estimation methods do not localize 
in time, such as [33, 34J. This thesis suggests a new way to look at the time- 
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frequency analysis using a parametric method within a Bayesian framework. It 
can extract the temporal and spectral contents of a signal simultaneously. 
A new signal model for the measured ultrasound echo signals is proposed, which 
includes both the time domain information and the frequency domain informa-
tion. Moreover, a new strategy for sampling from the derived posterior distribu-
tion of the model parameters, is developed. More accurate results can be gener-
ated than conventional signal processing techniques that are commonly used in 
ultrasonics. 
By taking transducer characteristics into consideration, an improved signal model 
is proposed. Moreover, the corresponding sophisticated posterior distribution is 
derived and a similar sampling strategy is developed. This modification of sig-
nal model is more appropriate for the measured ultrasound echo signals and 
thus the resulting estimates for the model parameters can be used to characterise 
the scatterers in a more realistic way. 
1.4 Overview of the thesis 
The rest of this thesis contains a background chapter on ultrasound contrast imaging, 
which gives a review of recent developments on ultrasound imaging techniques and 
describes a procedure of ultrasound experimental measurements. It is then followed 
by five chapters of the major work. The conclusion is presented in the last chapter and 
the future research paths are also proposed. 
Chapter 2 presents an evolution of imaging modalities from harmonic imaging to ul-
trasound contrast imaging techniques. In particular, a variety of investigations 
on pulsing excitation schemes to detect MBs in soft tissue. Moreover, the ex-
perimental setups for actual measurements of ultrasound scatterers are briefly 
introduced. They provide a basis of analysing measured ultrasound echo signals 
for the rest of this thesis. 
Chapter 3 introduces several non-parametric estimation methods to characterise mea-
sured ultrasound echo signals in the time domain and the frequency domain 
separately. In the time domain, by combining the envelope detection method 
using Hilbert transform and voice activity detection (VAD) techniques, a new 
11 
Introduction 
method is proposed to estimate the temporal content of ultrasound echoes. In 
the frequency domain, estimation based on multitaper spectra is adopted as one 
of the most popular spectral estimation methods. Although the performance as 
their own is not satisfactory, they can be used as initial guesses for a specified 
model parameters in parametric estimation. 
Chapter 4 proposes a signal model for ultrasound echo signals in a parametric Bayesian 
framework, according to the understanding of measured echo signals and the 
physical mechanism that generates them. It contains both temporal and spectral 
information of typical echo signals. Moreover, the proposed model is also com-
pared to other models to demonstrate its appropriateness and advantages. Us-
ing the parametric estimation method, extracting the characteristics of ultrasound 
echo signals equals to estimating parameters of the proposed signal model. Based 
on Bayesian inference, the posterior distributions of the model parameters are 
obtained with the given priors and the likelihood function. As it is in a high 
dimension, the estimates of parameters cannot be achieved straightforwardly. 
Some popular sampling schemes are required. 
Chapter 5 reviews approximating computations for Bayesian inference as the required 
sampling strategies, especially with the focus on Markov chain Monte Carlo 
(MCMC) algorithms. It covers from the very basic concepts to more advanced 
techniques in detail. They are used to sample from sophisticated posterior distri-
butions of the model parameters. The parametric estimation methods developed 
in this thesis are all built on the basis of the described techniques and algorithms. 
Chapter 6 develops a reversible jump MCMC (rjMCMC) algorithm to simulate sam-
ples from the sophisticated posterior distribution of parameters in the signal 
model proposed in Chapter 4. Then the model parameters can be estimated in 
a statistical way. Furthermore, the estimation results from Chapter 3 are used as 
initial values in the rjMCMC algorithm. They are updated iteratively to achieve 
refined estimates of the model parameters. In this way, an estimation system 
is created for analysing measured ultrasound echo signals. Moreover, the char-
acteristics of ultrasound echoes are therefore extracted jointly rather than sepa-
rately in both the time and the frequency domains. 
Chapter 7 modifies the signal model proposed in Chapter 4 and develops a modi- 
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fled rjMCMC algorithm for the estimation of parameters in the modified model. 
The new model takes account of ultrasound transducer characteristics and re-
gards them as part of the signal model parameters. Based on this new signal 
model, the posterior distribution of the model parameters is first derived. Then 
the corresponding rjMCMC algorithm, specially designed for the modified sig-
nal model, is used to simulate samples from the posterior distributions. In this 
way, the model parameters can be estimated and in particular, the true spectral 
content of echoes from ultrasound scatterers can be revealed. 
Chapter 8 concludes the whole thesis and further research directions are suggested. 
13 
iLi 
















ffq. 	 JJ, 
-.&  






Background knowledge on 
ultrasound contrast imaging 
This background chapter first briefly reviews the evolution of the imaging modalities 
during the past decades. A variety of ultrasound imaging techniques are described 
and compared. The most encouraging technique is ultrasound contrast imaging since 
UCAs have been discovered and introduced to ultrasound imaging approaches. The 
image quality has thus improved to a large extent. Followed by discussion of the de-
velopment in excitation pulsing schemes, the experimental setups for in-vitro measure-
ments, which formulate the fundamental basis for analysing the measured ultrasound 
echo signals in later examinations, are presented in detail. 
2.1 Evolution of imaging modalities 
The ability to detect the presence of contrast MBs in blood or tissue is very impor-
tant in enhancing the quality of ultrasound images. In the early days, MBs are used to 
enhance the backscattered signals with conventional imaging techniques. More specif-
ically, when an ultrasound wave hits an MB, there will be two kinds of responses. One 
is from the interface between MBs and the other is from the surrounding tissue. They 
exhibit two different acoustic impedances. Under insonification of ultrasound, the size 
of an MB decreases in the positive cycle of the ultrasound wave and increases in the 
negative cycle. The volume pulsation of an MB is frequency dependent and shows 
a clear maximum at a specific frequency, which is often termed as a resonance fre-
quency. In UCI, the volume pulsation results in an enhancement of the backscattered 
signal from MBs, which can be used to detect MBs in the presence of tissue. 
Nevertheless, in hypo-echoic regions or very small blood vessels where the num-
ber of MBs is low, and the scattering strength is also low, echoes from MBs will be 
masked by echoes from the surrounding tissue. Therefore, the detectability of MBs 
is decreased. Nowadays, more and more new imaging techniques are developed to 
overcome this shortcoming. Most of them are based on specific properties of contrast 
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MBs and the main objective is to improve the SNR and the CTR of the received echo 
signals. 
2.1.1 Fundamental imaging 
Fundamental imaging mode is a simple and effective imaging technique [35]. In this 
mode, an increase of grey-scale value demonstrates the effectiveness of the employ-
ment of contrast MBs. Unfortunately, when the ratio of the blood volume to tissue is 
less than 10%, for example, for the myocardium, the increase of signal strength from 
MB responses will be very low and thus the fundamental grey-scale imaging will have 
poor detectability of contrast MBs. Nowadays, new imaging techniques are being de-
veloped according to more understandings of the interaction of MBs. 
2.1.2 Harmonic imaging 
Harmonic imaging is based on harmonic responses of ultrasound scatterers [36]. For 
lower amplitudes of an ultrasound wave, the relative expansion and compression of 
an MB is the same whereas for higher amplitudes, compression retards relative to ex-
pansion and thereby non-linearity occurs [35]. It means that the MBs get bigger and 
smaller in sympathy with the oscillations of pressure caused by the incident waveform. 
In particular, at their resonant frequency, they will absorb and scatter ultrasound with 
a high efficiency. Once echo signals are obtained, they are filtered with a band-pass fil-
ter to extract their corresponding second harmonics. As the echoes from contrast MBs 
have a relatively higher level of harmonics of reflection compared to tissue echoes, a 
much larger difference can be found when using the second harmonics rather than 
using the fundamentals. Therefore, the CTR at the second harmonics is substantially 
improved compared to the CTR at the fundamentals. 
However, a traditional excitation pulse has a short duration in the time domain, 
which means it has a broad band for each frequency component in the frequency 
spectrum. The large broadband property will usually result in a significant over-
lap between the fundamental band and the second harmonic band in the frequency 
spectra, and will thus make it difficult to extract the harmonic components. Power 
Doppler imaging, which combines grey-scale image and Doppler image and display 
the strength of the Doppler signal in color, can help with it but is susceptible to interfer-
ence from clutter caused by tissue motion [37]. A further limitation is that tissue may 
also have nonlinear propagation, which creates harmonics. Subharmonic imaging de- 
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tection may help to circumvent this problem, yet may cause the loss of the imaging 
resolution due to the narrow-band incident signals [381. 
2.1.3 Multi-pulse schemes 
In order to overcome the limitations of the passive schemes based on single pulse 
excitation, in particular to overcome the increase of the trade-off between the CTR and 
imaging resolution, active multi-pulse schemes are proposed. There are two major 
techniques: pulse inversion [391 and power modulation [40]. The main advantage is 
that they can operate over the entire bandwidth of the received echo signals and thus 
achieve superior imaging resolution. 
2.1.3.1 Pulse inversion 
The basic operating principle of pulse inversion (PT) lies in the relative levels of even 
harmonics in received echoes. In the form of PT, a regular broadband ultrasound pulse 
and a phase inverted copy of this pulse are sent into the medium alternately. The 
received echoes are obtained by adding the resulting echoes from the phase inverted 
pulse to the echo from the not phase-inverted pulse. Figure 2.1 displays a simple 
illustration theoretically. If the scatterer is tissue, the result is a full cancelation of the 
responses and thus becomes zero in theory, as shown in Figure 2.1(a). If the scatterer 
is a contrast MB, the received echo will not be fully canceled and may produce some 
frequency components that are not present in the excitation. The rest of received echo 
is related to the degree of non-linearity as displayed in Figure 2.1(b). Unfortunately, 
in actual measurements, tissue will also have some non-linear propagation. This may 
cause mistakes in detection of the presence of MBs. 
2.1.3.2 Power modulation 
Furthermore, power modulation (PM), also denoted as amplitude modulation (AM), 
performs by sending two successive pulses that are equal in pulse shape but have 
different amplitudes. The first received echo is scaled and then subtracted from the 
second echo. The resulting echo will be canceled out in tissue whereas still has some 
remaining frequency components in contrast MBs. There are also simple illustrations 
of the principle of PM applied to both linear and non-linear ultrasound scatterers in 
Figure 2.2. In contrast to PT, only the fundamental frequency will be highly suppressed 
and both odd and even harmonics are remained if PM is used. The reason is that the 
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Figure 2.1: An illustration of P1 applied to linear and non-linear scatterers in theory. 
higher amplitude pulse will generate more harmonics than the lower amplitude pulse 
relative to the fundamental component and thereby, the harmonics will not be fully 
suppressed by the subtraction [191. 
2.1.3.3 Multi-pulse imaging 
Being performed on their own, PT gives a maximum amount of non-linearity at the 
even harmonics and excludes all the odd harmonics, and PM has the largest com-
ponent at the second harmonic and only suppress the fundamental frequency compo-
nent. The combination of PT and PM, denoted as pulse inverted amplitude modulation 
(PIAM), can eliminate their respective shortcomings [41]. Moreover, by introducing 
three or more pulses in the transmit sequence, the rejection of clutter due to the tissue 
motion will be increased and the SNR will be improved [42]. Michalakis [42] proposed 
various combinations of phase and amplitude modulations so as to isolate the funda- 
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(b) Illustration of PM applied to non-linear scatterers. 
Figure 2.2: An illustration of PM applied to linear and non-linear scatterers in theory. 
mental from the harmonics. Nevertheless, the main disadvantages of the multi-pulse 
schemes are that artifacts will arise resulting from tissue motion and the frame rate 
will also be reduced. 
2.1.4 Double frequency excitation 
In 2004, Bouakaz et al. [12] proposed a new imaging technique using an incident pulse, 
which has an low frequency (LF) component, followed by an high frequency (HF) com-
ponent. The LF component, denoted as a modulating signal, is used to modulate the 
size of an MB by inducing slow oscillations. It alters the size of the MB between the 
compression (positive cycle of the pressure) and expansion (negative cycle of the pres-
sure) phases. The HF component, denoted as a detection signal, is used to image the 
MB. It will sense the MB at two stages: small and large size in accordance with the 
phase of the LF signal. It has been observed by a high-speed camera system in ultra- 
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sound experiments [12] that a larger response is obtained at the compression phase 
when compared to the response at the expansion phase. This change of MB responses 
is critically important. When non-oscillating scatterers, such as tissue, are present, 
the response will be almost the same during both phases of the LF signal. Therefore, 
this physical properties will help to increase the distinction between contrast MBs and 
tissue, which will improve the CTR finally. 
2.1.5 Coded excitations 
In non-destructive contrast agent imaging, the maximum allowed MI limits the peak 
transmission pressure to avoid bubble cavitation and tissue damage [43]. Consequently, 
non-destructive contrast imaging will produce images with a relative low SNR. As the 
noise level is fixed by the system design, the only way to increase the SNR is increasing 
the signal level, which is limited by the bubble destruction threshold. 
Coded excitations has been used in radar applications since the 1950s to improve 
the SNR [44]. They have been applied to UCI theoretically and through experimental 
evaluation by Borsboom [19]. They are employed to increase the signal energy by 
using longer pulses and a compression filter at the receiver instead of increasing the 
peak transmitted amplitude. Therefore, the SNR can be improved. Moreover, it has 
been demonstrated that the bandwidth and duration of the incident pulse will have 
influence on the generation of harmonics for MB responses whereas tissue harmonics 
generation mainly depends on the peak pressure of the incident pulse. Under this 
circumstance, the CTR can be increased. 
Furthermore, from the perspective of axial resolution, longer incident pulses used 
in multi-pulse excitation schemes will generate larger oscillation amplitudes of the 
bubble wall and increase the generation of harmonics compared to shorter pulses with 
the same peak pressure, yet will compromise the axial resolution. Coded excitation, 
however, can combine longer pulses with good axial resolutions, which can increase 
the penetration depth, after some simple processing of the received signals. 
There are two categories of codes that are suitable for ultrasound applications [451. 
One is based on frequency modulation, such as chirp excitation; the other is based 
on phase modulation, such as Barker codes and Golay codes. They will be briefly 
introduced in Section 2.1.5.1 and Section 2.1.5.2 respectively. 
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Figure 2.3: Pulse sequence and linear chirp apodized with Gaussian window in the time and 
the frequency domain. 
2.1.5.1 Chirp excitation 
The most important code in frequency modulation is the linear chirp. It is a long sinu-
soidal burst with an instantaneous frequency changing linearly in time. Figure 2.3(a) 
shows examples of a sinusoidal pulse sequence and a linear chirp apodized with the 
same Gaussian window in the time domain. Their corresponding frequency spectra 
are displayed in Figure 2.3(b). It is shown that although two signals have similar mag-
nitude spectra, the linear chirp has a longer duration of pulse than the pulse sequence. 
In order to recover the axial/range resolution, the received echo signal needs to 
be processed using pulse compression techniques, which are mainly used in radar 
and sonar to augment the range resolution and the SNR [46,47]. The compression 
techniques are achieved by modulating the transmit pulse and correlating it with the 
received pulse. Pulse compression is an example of matched filtering. A matched filter 
is usually implemented in telecommunications by correlating a known template, with 
an unknown signal to detect the template present in the unknown signal. It is often 
regarded as the optimal linear filter for maximising the SNR in the presence of additive 
white Gaussian noise. In radar signal processing, matched filters are widely used to 
investigate the reflected signal for common elements of the transmit signal. 
Traditional compression acts on the same bandwidth as the excitation chirp and 
the employed matched filter has an impulse response equal to the time inverse of the 
chirp used as excitation. After the compression, the resulting signal has better axial 
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resolution than the initially received signal. Unfortunately, the harmonics from the 
received MB signal are suppressed by the conventional compression. Borsboom [19] 
proposed a new type of matched filter. Instead of using the same chirp for excitation 
and compression, the matched filter has double frequency at every point compared 
to the excitation chirp. In this way, the second harmonic from MB responses can be 
extracted by using the proposed matched filter in compression. 
2.1.5.2 Other coded excitation 
Apart from the chirp excitation, Barker and complementary Golay codes are another 
type of pulse compression technique using phase coding. They are able to alternate 
the phase of subsequent parts of the sinusoid over a fixed set of phase values [19]. The 
major advantage of Golay sequences is the zero-range side lobes [48]. Furthermore, the 
pulse inversion, combined with coded excitation, can also suppress the neighboring 
side lobes of harmonics. 
However, coded excitation also suffers from the limitation of reduced frame rate. 
Moreover, the pulse compression ratio of the phase-coded compression is lower than 
in the chirp case and the compression is very sensitive to frequency changes due to the 
Doppler effect and thus the artifacts will arise from tissue motion. 
2.1.6 Destruction based detection 
The aforementioned techniques are all at a low MI, which can avoid the destruction 
of encapsulated MBs. However, when at a high MI (often MI> 0.1), the encapsulated 
MBs will be destroyed by releasing their gas content into the blood and thus become 
free MBs. The characteristics of reflections of encapsulated MBs and free MBs to the 
ultrasound will differ. As the free gas MBs have stronger scattering than the encap-
sulated ones, MBs can be detected by comparing the echo signals before and after the 
destruction. In this way, the CTR can be improved. Moreover, Borsboom [19] designed 
an experiment to compare the contrast MB destruction induced by pulse and chirp ex-
citations. The measured results show that the intensity of MB destruction with chirps 
might be higher than that in the case of the destruction with pulsed waves. Therefore, 
chirps can provoke more changes in the response of MBs than pulsed waves. 
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2.1.7 Discussion 
Since the introduction of contrast MBs into ultrasound imaging, a large amount of re-
search has concentrated on the development of detecting MBs present in soft tissue. 
Although some of the presented detection methods perform well and are built into 
commercial ultrasound equipment, they are generally based on theoretical assump-
tions and not using much knowledge about the measured contrast MBs. In addition 
to the non-linear signature of the contrast MBs, no other characteristics are used in 
the current detection methods. Although intensive studies about the detection of MBs 
have been carried out in the past decades, there are still a lot space for improvement 
in this area, if some other specific knowledge of MBs can be found and incorporated. 
This thesis steps back from detecting the high scattering strength and high non-
linearity of contrast MBs, instead it explores more characteristics of ultrasound scat-
tered signals and reveals true behaviour of MBs in soft tissue from a signal process-
ing point of view. By developing specially tailored signal processing techniques, and 
proposing new algorithms specially designed for echo signals from ultrasound scat-
terers, the characteristics of reflections from contrast MBs and surrounding tissue can 
be exploited. In order to extract the characteristics of MBs and tissue from the very 
basic level, investigations are carried out based on experimental measurements using 
a simple six-cycle sinusoidal incident pulse with a single frequency component. The 
detailed experimental setup will be presented in Section 2.2. 
Furthermore, unlike traditional ultrasound imaging techniques in which the wave-
form design and signal detection are two separate problems, a joint probabilistic frame-
work in which the transmit pulse waveform is adapted to the measured MB char-
acteristics, and the receiver adapted to the noise statistics and pulse transmit pulse 
characteristics, can be proposed if more understanding and knowledge of ultrasound 
scatterers can be learnt using some advances in signal processing techniques. It will 
explore a new research area of detecting contrast MBs and discrimination of them from 
soft tissue in the near future. 
2.2 Experimental measurements for single ultrasound scatter-
ers 
As addressed in Section 1.2.2, the analysis of echo signals from single MBs is more 
useful than analysis of those from MB populations in revealing the measured MB 
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behaviour. In [2, 3],  it was demonstrated in an experimental measurement system 
that there is considerable flexibility of control and ability to produce a large output 
of backscatter data from individual MBs. Their measurements are designed for single 
scatterers, especially for single MBs. Based on these measurements, some advanced 
signal processing techniques can be employed and developed to analyse the echo sig-
nals from single scatterers. 
2.2.1 Contrast MBs and SCSs 
The contrast MBs used in this study were Definity® (Bristol-Myers Squibb Inc, MA, 
USA), which were lipid coated and the gas was perfluorocarbon. The mean diam-
eter of the MBs ranges from 1.1jim to 3.3tm. Moreover, the size of 98% of the mi-
crospheres are less than 10im. The resonant frequency of oscillation of an MB in an 
ultrasound field depends on its size and is reversely proportional to square root of the 
third power of its radius. For example, for a 3zm diameter, the resonant frequency is 
about 3.3MHz. 
The solid copper spheres (SCSs) (Goodfellows Ltd., Cambridge, UK), most of which 
have radii between 29.5im and 57.5im, were chosen in the experimental measure-
ments due to two major reasons. First, they are rigid and cannot be compressed nor 
expanded, thus SCSs can be used to mimic the tissue behaviour. Second, SCSs can be 
regarded as reference materials of similar or larger size to contrast MBs in recovering 
true characteristics of MBs from measurements. Previous investigations used a plane 
surface, which is subjected to a range of acoustic pressures [15,30]. They are inappro-
priate for being regarded as references since contrast MBs are point scatterers. As the 
scattering from small SCSs has been well predicted by classical theory in [49,50], it can 
be combined with accurate measurements to calibrate the ultrasound receiver in the 
acoustic field. 
2.2.2 Calibration of transmitted field 
In experimental measurements described in [3],  the transmitted field was calibrated 
using a membrane hydrophone. It is a Polyvinylidenfluorid (PVDF) piezoelectric 
membrane hydrophone (Precision Acoustics Ltd., Hampton Farm Business Park, Dorch-
ester, UK), with an active area of 0.2mm, which is denoted as B in Figure 2.4. More-
over, the hydrophone has a submersible preamplifier that provides a gain of 8dB and 
500hm output. This preamplifier is powered by a DC Coupler, which is denoted as 
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Figure 2.4: The membrane hydrophone used in the experimental measurements [1]. 
A in Figure 2.4. This membrane hydrophone is used to calibrate the incident pulse in 
the experiments. There are 21 different transmit pulses. They are all sinusoids with six 
periods. The only difference is that their fundamental frequency varied from 1.2MHz 
to 4.0MHz. The amplitude of the transmit pulse was controlled and set to 55OkPa peak 
negative pressure, which indicates a low MI in the measurements. 
Figure 2.5 illustrates how the transmitted field is calibrated using the membrane 
hydrophone and an ultrasound transducer. In this figure, the water tank is filled up 
with degassed water. Both the hydrophone and the transducer are immersed into the 
water and are put in parallel. The transducer is kept steady in the Z-axis and can be 
moved along both the X-axis and the Y-axis. The hydrophone is kept steady in X-axis 
and Y-axis whereas can be moved along the Z-axis. Moreover, the hydrophone can 
also be rotated so as to investigate the transmitted field in all possible directions and 
to achieve high precision of alignment between the transducer and the hydrophone. 
Along the Z-axis, the measurements are taken at a depth of 7.5cm where MBs and 
SCSs will be examined. At this depth, the transducer is moved along both the X-axis 
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Figure 2.5: An illustration of how the transmitted field is calibrated. 
and the Y-axis and the hydrophone is rotated until the signal intensity attains the max-
imum value, which indicates the centerline is reached. Furthermore, the transducer is 
connected to a computer through an AFLink USB interface. The hydrophone's pream-
plifier is connected to a DC coupler which is connected to an oscilloscope. Then the 
oscilloscope is connected to another computer under control. In this way, all the trans-
mit pulses can be captured in the experiments. 
Figure 2.6(a) displays an example of transmit pulses with the fundamental fre-
quency at 1.83MHz in the time domain. The pulse duration is defined between the 
point A and B in the figure, which is a six-period sinusoidal pulse segment. The fre-
quency spectrum of the defined pulse segment is shown in Figure 2.6(b). It can be 
inferred from the Figure 2.6 that the transmit pulse has a dominant frequency compo-
nent around 1.83MHz. Other weak second and third harmonics are present because 
of the non-linear propagation of ultrasound in water. In the process of the propaga-
tion, the positive pressure of the wave forces the water molecules to come closer with 
each other and thereby increases the density whereas the negative pressure forces wa-
ter molecules increase the distance between each other. This difference will introduce 
new frequency components during the propagation of ultrasound in water. More-
over, if the separation of the fundamental frequency and the harmonics is required, 
the bandwidth of the filter need to be selected carefully in order to avoid the overlap 
of frequencies. With the increase of the frequency of transmit pulse, the difference be-
tween the fundamental component and other harmonics will differ and therefore, the 
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Figure 2.6: Transmit pulse in both the time domain and the frequency domain. 
bandwidth of the selected filter cannot be fixed. It should be adapted to the transmit 
frequency, which will make the filter design become more difficult. 
2.2.3 Acquirement of echo signals from ultrasound scatterers 
A modified ultrasound transducer (Sonos5500 Philips Medical Systems, Andover, MA, 
USA) was used to acquire echo signals from both SCSs and MBs. Figure 2.7 shows 
a view of the equipment used in the experimental measurements. The left part of 
the figure, denoted by A, shows the ultrasound transducer, which transmits an ultra-
sound wave and receives its reflection from scatterers. The sensitive range of receive 
frequency is set between 1.2MHz and 4.5MHz. Then the raw echo signals from the 
scatterers are preamplified, collected and stored in a computer. The right part of the 
figure, denoted by B, is a set of acquirement facility, which contains a water tank and 
some perspex tubes. 
2.2.3.1 Experimental setup for acquiring SCSs 
In order to clearly explain how the acquirement facility works, Figure 2.8 shows simple 
illustrations of experimental setups for acquiring echo signals from SCSs and MBs. As 
the density of an SCS is greater than water whereas the density of an MB is less than 
water, the equipment setups for them are different. 
In Figure 2.8(a), a beaker was used as a basic tank to measure the scattering from 
SCSs. The diameter of the beaker bottom is 12cm and the height of it is 15cm. A 4cm 
diameter hole was drilled at the base of the tank and a 25im thickness Mylar® film 
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Figure 2.7: The equipments used for acquiring ultrasound echo signals. 
was glued to the base to provide an acoustic window. The central cylindrical space 
defined by the circular acoustic window at the base were filled with degassed water. 
Other spaces are filled with the tissue-mimicing material (TMM), which has similar 
acoustic properties as tissue, such as acoustic velocity, attenuation and scattering coef-
ficients and nonlinearity parameter. They are used because this setup can be compared 
to the actual environment in which MBs are surrounded by tissue. A glass pipette was 
placed at the top of the tank and its bottom tip with 1mm internal diameter was held at 
the center of the tank. Moreover, the measurements were carried out at 7.5cm from the 
bottom of the tank. The distance is chosen because it was able to put the SCSs under 
a near-plane wave and make positioning errors less critical [3].  Another micropipette 
was inserted through the larger glass pipette into the tank to ensure the alignment of 
the beam with the path of SCSs. 
A small batch of SCSs with a variety of radii, ranging from 29.5 jm to 57.5gm, 
were held inside the micropipette and then introduced to the tank individually. They 
descended towards the bottom of the tank with the guidance of the gravity. The ul-
trasound probe was positioned at the center bottom of the tank to achieve maximum 
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Figure 2.8: Illustration of experimental setups for acquiring the echoes from SCSs and MBs. 
echo amplitude from the tip of the micropipette. 
2.2.3.2 Experimental setup for acquiring MBs 
The facility for acquiring echo signals from MBs is similar to the one used for SCSs. 
In Figure 2.8(b), the tank was filled with degassed water, which not produce echoes. 
Since the intensity of echo returns from MBs are low compared to those from SCSs, 
TMM will not be used in experiments. A Perspex tube was put at the center bottom 
of the tank with an 8mm internal diameter. The tip of the glass micropipette, whose 
diameter is approximately 100[tm, was placed at the center of the Perspex tube. Single 
MBs are released from the micropipette individually. The rise time of the MBs is about 
10 to 20 seconds, which is controlled by a stepper motor. The flow of them was directed 
towards the face of an ultrasound probe, which was placed at the top of the tank. The 
distance between the end of the tube and the face of the probe was 7.5cm, as shown in 
Figure 2.8(b). The tube and the micropipette were composed of a hydrodynamically 
focused flow system for isolation of single MBs in a well determined flow path. In this 
way, the insonation of single MBs can thereby be well calibrated. Moreover, the stream 
of MBs was first diluted by introducing filtered water into the infusion path. Then the 
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(a) The echo signal from an SCS. 	 (b) The echo signal from a MB. 
Figure 2.9: The echo signals from an SCS and an MB. (Note the highest signal strength in 
labels in two subfigures are different.) 
diluted suspension of MBs was supplied to the micropipette. 
2.2.4 Discussion about the measured echo signals from SCSs and MBs 
Once all the equipment has been set, echo signals from both SCSs and MBs can be 
obtained. According to the measurements, the echoes from SCSs are all single pulse 
signals whereas most of the echo signals from MBs have multiple pulses. Taking the 
transmit pulse displayed in Figure 2.6(a) as an example, the corresponding responses 
from a SCS and a MB are shown in Figure 2.9(a) and Figure 2.9(b) respectively. From 
the observation, there are quantised noise in the echo signals from MBs. In order to 
ease the mathematical calculation in the following analysis in the remaining thesis, the 
noise in both SCS responses and MB responses is assumed to be white Gaussian noise. 
In this example, the SCS response has only one pulse segment and the MB response 
has two pulse segments. In Figure 2.9(b), the amplitudes of two pulses are different 
because the MBs may not in a perfect alignment and thus the ultrasound wave may 
not hit the center of MBs. Both of these echo signals have a total length of 1500 data 
points. The position of each pulse in echo signals has a relationship to the distance 
between the face of the ultrasound probe and the center of the scatterers in experimen-
tal measurements. Although these distances cannot be obtained directly, they can be 
calculated using a heuristic formula as follows: 
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where the terms offset and scale are determined by the experimental setups for the ac-
quiring of ultrasound scatterers. They are assigned as 608 and 255 respectively and the 
reason of choosing these values are discussed in [3] since the analysis of the ultrasound 
echo signals in this thesis is based on the measurements in [3]. The term, data points, 
denotes the center point of the detected pulse segment and thus is determined by the 
pulse location in the measured ultrasound echo signals. Moreover, the term, distance 
denotes the region of the most interests, which is set to 7.5cm in measurements in [3]. 
Furthermore, with respect to each incident pulse, there are 50 frames of SCS responses 
and 100 frames of MB responses with different pulse locations. These frames of re-
sponses are collected according to different distances between the ultrasound probe 
and the scatterers and thereby, signify various pulse locations. 
As a result, in order to determine the distance, which is closest to 7.5cm, estimat-
ing the pulse locations in the echo signals in the time domain plays an important role 
in analysing the scattering from SCSs and MBs. Furthermore, as discussed in Sec-
tion 1.1.2, contrast MBs have non-linear signatures in terms of the spectral contents 
of the corresponding transmit pulse, compared to tissue mimicking SCSs. This thesis 
will address the problems of estimating temporal and spectral contents of ultrasound 
echo signals, including linear scatterers, SCSs, and non-linear scatterers, MBs. 
2.2.5 Transducer characteristics 
During the process of acquiring echo signals from SCSs and MBs, the transducer is 
used as a receiver. However, the transducer has a band limited property, which will 
have influence on the estimation of spectral content of ultrasound echo signals. In 
order to remove this influence, the transducer needs to be calibrated and then can 
be used as prior information. The calibration is performed by comparing theoretical 
SCS echoes and experimentally measured SCS echoes. Moreover, both the magnitude 
response and the phase response should be taken into consideration. Detailed descrip-
tions about the calibration procedure will be presented in Section 7.2. By incorporating 
the obtained transducer characteristics into the frequency estimation, the true spectral 
content of MB echoes can be recovered. Also, more characteristics of MBs can be re-
vealed and thus more understanding of MB behaviour can be learnt. 
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2.3 Chapter summary 
This chapter covers two parts of fundamental knowledge from the ultrasound imaging 
point of view in ultrasonics. First, the development of UCI techniques is reviewed 
from the very basic method, e.g. fundamental imaging and harmonic imaging, to 
more advanced approaches, e.g. coded excitation pulsing schemes and destruction-
based detection. They provide the state-of-art in the research area of detecting MBs in 
tissue. Second, experimental measurements of single ultrasound scatterers, including 
MBs and SCSs, are described. All the subsequent analysis in this thesis are built on 
these measured ultrasound echo signals. According to the presented experimental 
setups and signal acquirements, signal processing techniques, specially designed for 
analysing ultrasound echo signals are required to characterise these scatterers. As a 
consequence, this chapter represents a stepping stone to the remainder of the thesis. 
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Non-parametric estimation of 
temporal and spectral contents 
A large number of signal processing techniques can be applied to the analysis of mea-
sured ultrasound echo signals in order to characterise the echo returns in the time 
domain and the frequency domain. These range from the discrete Fourier transform 
(DFT) to a full parametric model solved by Bayesian inference. This chapter considers 
several classical non-parametric techniques for temporal and spectral estimation. First 
of all, two popular signal processing methods for estimating pulse locations in signals, 
namely the Hilbert transform-wavelet denoising (HTWD) method and voice activity 
detection (VAD) algorithms, are introduced. Then a method, termed as HTWD-VAD, 
which combines these two techniques is proposed. Moreover, spectral estimation tech-
niques based on Fourier analysis are utilised to estimate the spectral content of signals 
in the frequency domain. These techniques are first evaluated on a simulated signal 
and then are applied to the experimentally measured ultrasound echo signals. 
3.1 Introduction 
As aforementioned, the requirement of estimating temporal and spectral contents in 
ultrasound echo return signals based on experimental measurements originates from 
the lack of knowledge of real MB behavior and incomplete MB models in ultrasonics. 
If the temporal and spectral information of measured echo signals can be learnt with 
high accuracy, the research field of MBs will be broadened. Moreover, the estimation 
of SCS responses is also required to compare with MB responses. The experimental 
setup for acquiring the echo return signals from both SCSs and MBs has been illus-
trated in Figure 2.7 on page 28 and Figure 2.8 on page 29 and has been described in 
Section 2.2.3. As observed in the measurements in [2,3], the echoes from SCSs only 
have a single pulse in the signal whereas the echoes from MBs usually have multiple 
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(a) Single pulse SCS echo signal. 	 (b) Multiple pulse MB echo signal. 
Figure 3.1: Display of single pulse and multiple pulse echo signals from the experimental mea-
surements in [2,3]. 
is a SCS response with a single pulse, and the other is an MB response with multiple 
pulses. 
In order to estimate pulse locations in the time domain and spectral content in 
the frequency domain for each pulse segment in ultrasound echo returns, a joint es-
timation system is proposed to characterise these echoes. It can be referred back to 
Figure 1.3 on page 9 in Section 1.3.1. This system consists of a non-parametric esti-
mation part and a parametric estimation part. In this chapter, only the former part is 
considered. Figure 3.2 shows an extract from Figure 1.3. 
Generally speaking, non-parametric methods make fewer assumptions about gen-
eral data property, thus are more widely used than parametric methods, especially in 
situations when little knowledge about the data is available. Moreover, non-parametric 
methods are simpler and easier to use in many real world applications. By contrast, 
parametric methods use extra assumptions compared to non-parametric methods. They 
usually assume data come from a specific probability distribution and make inferences 
about the parameters of the distribution. If these assumptions are correct, parametric 
methods can produce more precise estimates. The challenge lies in how closely the 
mathematical model matches the actual physical process that produced the data. If a 
model is not well-suited to the data, the application of the model will become mean-
ingless [511. In this chapter, only non-parametric estimation methods are presented. 
In subsequent sections, non-parametric methods are carried out respectively in the 
time and the frequency domains to estimate temporal and spectral contents for ultra- 
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Figure 3.2: Diagram of the coarse estimation part of the system. 
sound echoes. In the time domain, improved estimates can be achieved when combin-
ing the envelope detection technique and VAD algorithms, namely the HTWD-VAD 
method. This will be described in detail in Section 3.2.4. In the frequency domain, a 
low-variance spectral estimator, i.e. multitaper power spectrum, is computed to esti-
mate the frequency components of a signal, which will be presented in Section 3.3.3. 
In Section 3.3.4, the STFT is adopted to provide estimates for multiple pulse signals, 
which have a time-varying property. Moreover, encouraging results and limitations 
will also be addressed. 
3.2 Estimation of pulse locations in the time domain 
Since some measured ultrasound echo signals have a single pulse whereas some have 
multiple pulses, estimation techniques for pulse locations must be able to detect both 
single pulse echoes and multiple pulse echoes without any prior knowledge. From 
this perspective, the HTWD method presented in Section 3.2.1 and Section 3.2.2, and 
the VAD algorithm introduced in Section 3.2.3, can both be used for estimation of pulse 
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Figure 3.3: A sketch diagram of the effect of the Hubert transform on phase shift. 
locations. 
3.2.1 Envelope detection 
The Hubert transform (HT) is a commonly used tool for envelope detection in vari-
ous applications, especially in signal processing for amplitude modulated (AM) sig-
nals in tele-communications [52]. It can be implemented by applying the Fourier 
transform (FT) first and then multiplied by a factor, (—j sgn(w)), in the frequency do-
main. The AM signals are often used for transmitting information via a carrier wave, 
usually a sinusoid. The energy of the transmitted signal varies according to the in-
formation that needs to be sent. In order to demodulate the modulated signal, the 
analytic representation of a signal based on the HT can be used. In this way, the enve-
lope, indicating the original signal, can be extracted. 
In principle, the HT only affects the phase response of a signal and has no effect 
on magnitude response at all, which can be described as: all negative frequencies of a 
signal get +90 degree phase shifts and all positive frequencies get —90 degree phase 
shifts. Figure 3.3 displays a sketch diagram of the HT on how it shifts the phase in 
the frequency domain. Moreover, a mathematical way of expressing the HT can be 
defined as follows with a given signal g(t): 
(t) = 1+00 	 = 	® g(t), 	 (3.1) 
7 -00  t — T 	71t 
where ® denotes the convolution operation. More detailed information about the HT 
can be found in [53]. 
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An analytical signal, which is composed of a real signal and its corresponding HT 
as the quadrature component, has a spectrum that only exists in the positive frequency 
domain. This analytical signal is often used to extract the envelope that contains the 
energy of an AM signal [53,54]. For example, if the original AM signal is denoted as 
x(t), then its corresponding analytic signal, which has no negative frequency compo-
nents, can be expressed as: xa(t) = x(t) + ji(t) = A(t)e3(0, where §(t) is the HT of 
x(t). A(t) and I(t) represent the amplitude envelope and the instantaneous phase of the 
signal x,, (t) as follows: 
A(t) = Xa(t) = x2 (t) + 2(t), 	 (3.2a) 
(t) 	= arg [Xa(t)]. 	 (3.2b) 
The envelope of the original signal x(t) is the magnitude of the analytical signal x" (t), 
which can be used as an energy detector. Figure 3.4(a) displays an AM signal in the 
form of x(t) = a(t) x s(t) with no noise. The real baseband signal s(t) = —t2 - (3.4/t) + 
5 is quadratic. The reason of choosing it is that it has a similar shape as a typical 
ultrasound echo signal. Moreover, a(t) = sin(27wt) is a carrier signal with a single 
frequency at w = 5.6. 
In Figure 3.4(a), an original modulated signal curve, x(t), is denoted in a blue solid 
line. The objective is to extract s(t) from x(t) using the HT. By calculating the magni-
tude of the analytical signal, the envelope of the original signal, s(t), can be detected, 
which is denoted in a red dashed line. Once the envelope is obtained, a threshold 
must be selected carefully to determine the exact pulse locations. In a noise-free envi-
ronment, as shown in Figure 3.4(a), the threshold is the only parameter that will have 
a large influence on the estimated pulse location. The thresholds can be chosen in pro-
portion to the maximum value of the signal amplitude, ranging from 0.01 to 0.5. The 
green dotted horizontal line in Figure 3.4(a) denotes a selected threshold at 0.1. 
In the presence of noise, the SNR becomes the dominant influence factor in estimat-
ing the pulse location. Since the signal x(t) is non-stationary. the SNR of x(t) becomes 
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Envelope detection by HT using clean modulated signal 	Envelope detection by HT using noisy modulated signal 
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Figure 3.4: Envelope detection for the clean and noisy signal using Hubert transform. 
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where (fl P8 ) is the geometric subband mean and (fl1 	
= (pk) = 
P is the arithmetic noise mean. Moreover, ki denotes the number of sinusoids in a 
single pulse segment. Each subband is defined within a very small bandwidth, AB, 
with a center frequency at each frequency component, Wk. The noise power can be 
represented by: P = a2 x AB, in which a2 is the noise variance. This definition of 
SNR emphasizes the contribution of each frequency component in a signal and is used 
as a tradition in frequency estimation papers, e.g. [33,34]. 
Adding a Gaussian noise to the clean signal shown in Figure 3.4(a) will create a 
noisy signal. The SNR is set to 20dB following the definition in (3.3). Figure 3.4(b) 
shows this noisy signal. The threshold chosen at 0.1 is denoted by the green dotted 
horizontal line in the figure. Nevertheless, it is very hard to determine the start and 
end points of the pulse with the selected threshold. The estimation of the start and end 
point will have a strong influence on the estimation of frequency components. 
'This definition of SNR for a single pulse signal is used throughout the thesis. 
- Original clean signal 
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Error analysis of noisy envelope detection by Hilbert transform. 
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Figure 3.5: Performance evaluation of envelope detection using Hilbert transform. 
Figure 3.5 shows the selection of threshold from 0.01 to 0.5 with different SNRs. 
The estimation performance is evaluated using mean squared error (MSE), in which 
the errors are calculated as the ratios of the difference between the estimated frequency 
values and the corresponding ground truths, to the full signal length. If the threshold 
chosen varies from 0.01 to 0. 10, the errors will increase and the estimation can only be 
made possible when the SNR is higher than 50dB; if the threshold chosen varies from 
0.10 to 0.50, the errors will also increase whereas the estimation can be made possible 
when the SNR is as low as 15dB. Therefore, when the SNR is lower than 15dB, the 
threshold at 0.50 is the most suitable choice whereas when the SNR is higher than 
30dB, 0.10 is the most preferable threshold. 
This HT based envelope detection approach is originally used to detect a baseband 
signal s(t), i.e. the envelope of a modulated signal x(t) in telecommunications. Never-
theless, if a signal is not modulated, the HT based envelope detection can still be used 
although the performance is not very satisfactory. 
In order to evaluate the HT based envelope detection method on non-modulated 
signals, another simulated signal, which is not modulated, is employed. Figure 3.6(a) 
displays an example, which is analogous to the experimentally measured multiple 
pulse echo signal from ultrasound scatterers. Since this two-pulse signal will be used 
in later Chapters to give a comparison, details about how it is synthesized with various 
parameters can be found in Appendix A. 
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Synthetic signal with two different amplitude pulses 
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(a) Original two pulse signal embedded in the (b) Envelope detection by the Hubert transform. 
noise. 
Figure 3.6: Envelope detection for noisy signal by the Hubert transform. 
As shown in Figure 3.6(a), there are two pulse segments in the signal and the SNR 
for this multiple pulse signal is time-varying. Therefore, a definition of the averaged 
SNR for multiple pulse signal is necessary. Assume there are rn pulse segments, each 
segment i has its own SNR: SNR. Then the averaged SNR of the whole signal, SNR, 2 
is defined as the arithmetic average of all SNRs in all pulses, which is expressed in 
(3.4). Moreover, each individual SNR in a single pulse can be calculated according to 
the definition in (3.3). 
SNR. 	 (3.4) 
Figure 3.6(b) shows the detected envelope of the non-modulated signal in Fig-
ure 3.6(a) using the HT. Unfortunately, it is so noisy that an appropriate threshold 
is difficult to choose and thereby the start and end points of the envelope are difficult 
to determine. Accordingly, denoising of the envelope is necessary so as to achieve the 
estimated pulse locations of the synthetic signal. 
3.2.2 Wavelet denoising techniques 
Even though the envelope of a signal has been detected, determining the start and end 
points of multiple pulses in the signal is difficult if the signal is embedded in noise, 
especially with varying pulse amplitudes. Various techniques have been proposed in 
the literature for removing the noise from noisy signals. 
2This definition of SNR for a multiple pulse signal is used throughout the thesis. 
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3.2.2.1 Denoising methods 
The simplest denoising method is DFT-based denoising [55, 56].  In the DFT-based 
signal denoising, the DFT of a signal is taken. Then the transformed signal in the high 
frequency region where most of the noise is present, is attenuated or completely set to 
zero. Finally, the signal is reconstructed using an inverse DFT (IDFT). Using this DFT 
based approach, the high frequency noise can be removed. 
Low-pass filtering approach is also a traditional method to remove noise [57]. It is 
able to smooth a signal by getting rid of the frequencies higher than a cutoff frequency. 
Several commonly used linear filters, such as Butterworth, Chebyshev and Elliptic 
filters, are compared in [57] with the consideration of different cutoff frequencies, pass-
bands and stop-bands. However, if there are low frequency noise components present, 
this approach is not a good choice and the denoising performance is not effective. 
Another choice for denoising is based on the STFT [58]. It applies a finite-length 
window, e.g. a Harming window, to a specified block of signal and then takes the DFT 
of it. Therefore, a time-frequency representation of the signal, i.e., the STFT of the sig-
nal, can be obtained. This denoising scheme involves calculating the STFT of a signal, 
multiplying it by a 2D array mask, and reconstructing the signal from the modified 
STFT [59]. This 2D array mask is composed of ones and zeros. Ones represent the 
desired information that need to be preserved whereas zeros represent the noises that 
need to be removed. In practical applications, the zeros can be replaced by a certain 
small enough value and the ones can be replaced by a relatively large value. Never-
theless, if the window length is not properly selected, the performance of denoising 
will not be satisfactory. 
Alternatively, matched filters [60] and notch filters [61] are usually utilised to re-
move noise. They are performed in the frequency domain and are tuned specifi-
cally to the frequency of the signal. The cancelation of noise after the filtering is 
thereby achieved. Nevertheless, the precise frequency of the noise needs to be known 
and fixed. Furthermore, the least mean squares (LMS) filter and the recursive least 
squares (RLS) filter, which are two common filters with adaptive and iterative gra-
dient search algorithms, are introduced in [62,63]. In the denoising process, the tap 
weights of filters are adapted by means of the LMS or the RLS algorithm. After a num-
ber of iterations, the noise in the signal will be diminished. However, the errors may 
arise when applied to realistic noisy signals. 
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(a) The diagram of time-frequency repre- (b) The diagram of time-frequency repre- 
sentation of the STFT. 	 sentation of the WT. 
Figure 3.7: The diagrams of time-frequency representation of the STFT and the WT. 
There is also attempt at using empirical mode decomposition (EMD) as a denoising 
tool [64,651. The EMD decomposes a noisy-signal into a number of amplitude and 
frequency modulated zero-mean signals, i.e., various intrinsic mode functions (IMFs). 
The energy difference between a noise-only IMP and the corresponding noisy-signal 
IMFs represents the signal information. In a denoising scenario, the IMFs containing 
signal information are used to reconstruct the denoised signal. In practice, however, 
the noise-only IMF can not be easily estimated based on the actual noisy-signal. 
3.2.2.2 Wavelet denoising 
In the past decade, denoising based on the wavelet transform (WT) becomes more and 
more popular in a number of applications. A detailed introduction to wavelets is given 
in [66,67]. Wavelets are a mathematical tool to decompose a signal into different com-
ponents and offer the ability to represent different levels of details present in the signal. 
Compared to the STFT for a time-varying signal, the WT is interpreted as a mapping 
of the signal in the time domain into a 2D function of both time and frequency. The 
WT uses variable size time windows for different frequency bands whereas the STFT 
uses the same size time windows for all frequency bands, as shown in Figure 3.7. 
In the continuous wavelet transform (CWT), the energy of a signal, y(t), is pro-
jected on different levels of continuous frequency bands or subspaces, which are scaled 
versions of a subspace at level 1. The level 1 of a subspace is denoted by a mother 
Time 
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wavelet (t). The mother wavelet is scaled by a and shifted by b to give a child wavelet: 
(\ 
a,b(t) = 1 —ç ( t—b-) , 	 (3.5) 
where a E R+ and b E R. Therefore, the projection of y(t) onto the subspace of scale a 




{WTy(a, b)} Oa,b(t)db, 	 (3.6) 
and the wavelet coefficients at the subspace of scale a can be expressed as: 
WTy(a,b) =< Y,a,b > 
fR 	
(3.7) 
where < > represents the inner product operation and * represents the complex 
conjugate operation. 
In the discrete wavelet transform (DWT), a pair (a, b) defines a point in the right 
half-plane R x R and it is sufficient to select a discrete subset of the upper half-plane 
to reconstruct a signal from the corresponding wavelet coefficients with integers in 
and n: 
Y(t) = j 	<Y, m,n > 0rn,(t), 	 (3.8) 
mEZ nEZ 
where S =< y, Om,n > denotes the wavelet coefficients, and 0m,n(t) are the corre-
sponding child wavelets, given as: 
m,n(t) = a_m/2q(a_mt - nb), m,n E Z2. 	 (3.9) 
Since typical values can be assigned to a = 2 and b = 1 [66,68], the child wavelet basis 
in (3.9) will be simplified as: 
m,n(t) = 2_m/2(2_mt - n). 	 (3.10) 
Furthermore, Mallat's multiresolution analysis (MRA) [68] is a tool for a construc-
tive description of different wavelet bases in a more general framework, and is a de-
sign method for most of the practically relevant DWTs. It decomposes a signal into 
several scale levels, which are averaged and differentiated recursively. The resulting 
detail coefficients are neglected and the averaging/approximation coefficients are used to 
reconstruct the signal. 
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(a) Hard thresholding function. 	(b) Soft thresholding function. 
Figure 3.8: Illustrations of hard and soft thresholding functions. 
There are lots of applications which use wavelet decompositions, such as computer 
and human vision, data compression and denoising noisy data [69]. The application of 
denoising is the main target in this section. The signal denoising can be implemented 
based on the idea of thresholding wavelet coefficients Smn, which is a way of throwing 
away unimportant details as noise. If the details are small, they can be omitted without 
affecting main features of the whole signal. 
In general, there are two steps in the process of thresholding the wavelet coeffi-
cients when denoising signals. The first step is the choice of a threshold function. 
Two standard choices are hard thresholding and soft thresholding [70]. The functions 
are defined in (3.11a) and (3.11b) respectively, and are illustrated in Figure 3.8 with a 
given threshold T. These two thresholding functions are proved to give the best spatial 
adaptation in [71]. 
{ 
Hard thresholding: 71T = 
	




T = { sgn(Smn) . ( smn - T) if I Smn I > T 
(3.11b) 
0 	otherwise 
The second step is the choice of a threshold T. Two basic rules are used for selecting 
the threshold: a universal threshold, which depends on the length of a signal [72], 
and a threshold based on Stein's unbiased risk estimator (SURE) [71]. Alternative 
choice of selecting a threshold is minimax thresholding, first proposed for real signals 
in [71]. Then it is extended to the selection of a threshold for complex signals in [73]. 
The minimax thresholding rules are more conservative and more convenient if small 
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details are present in the noise range, compared with two basic thresholding rules [71]. 
This technique is a breakthrough in dealing with noisy data because the denois-
ing is performed without smoothing out the sharp structures. The result preserves a 
cleaner signal and shows important details as well. As a result, considering the neces-
sity of minimization of estimation errors and the processing time to perform denois-
ing, the wavelet denoising scheme by thresholding can be applied to denoising the HT 
envelope. The procedure is summarized as follows: 
Decomposition: Choose Haar wavelet, which is the simplest and oldest wavelet 
when implementing the denoising [66]. Since the denoising is applied to the 
detected square-shaped envelope of a signal rather than a signal itself, Haar 
wavelet is selected due to its tendency to create square structures and thus is 
more appropriate for denoising the envelope. Moreover, choose level 5, which 
is a good trade-off between the denoising performance and the computational 
complexity. Therefore, compute wavelet decomposition of a noisy signal at level 
5 using Haar wavelet. 
Detail coefficients thresholding: For each level from 1 to 5, select a threshold and 
apply soft thresholding to the detail coefficients according to (3.11 b). Then choose 
minimax thresholding as the selection rule of thresholding. 
Reconstruction: Compute wavelet reconstruction based on the original approxi-
mation coefficients of level 5 and the modified detail coefficients from level 1 to 
level 5. 
Take the simulated signal described in Appendix A as an example. In Section 3.2.1, 
Figure 3.6(a) on page 40 displays the original signal in the time domain and Fig-
ure 3.6(b) shows the detected noisy envelope using the HT. In this section, wavelet 
denoising technique is applied to the noisy envelope and the resulting denoised enve-
lope is displayed in Figure 3.9(b). The reason is that a clearer envelope rather than a 
clearer signal is required in order to determine the start and end points in the signal. 
Figure 3.9(a) is shown to compare the envelopes before and after the wavelet denois-
ing. As seen from the denoised envelope in Figure 3.9(b), the ripples at the bottom 
are almost removed by denoising. By contrast, the ripples at the top of the detected 
envelope still remain. This is because the wavelet denoising may regard the ripples 
as detailed structure characteristics of the envelope. Nevertheless, it is much easier to 
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Figure 3.9: Detected envelopes before and after the denoising process. 
select a proper threshold for the denoised envelope and thereby to determine the pulse 
locations. 
Alternatively, the signal can be denoised first and then the HT is applied to the 
denoised signal. Figure 3.10(a) shows the denoised signal and Figure 3.10(b) displays 
the detected envelope of the denoised signal using the HT. Compare Figure 3.9(b) and 
Figure 3.10(b), the result of the former obtained by using the HT to detect the enve-
lope first and then applying the wavelet denoising is termed as the HTWD method. 
The result of the latter achieved by wavelet denoising of the original signal first, then 
applying the HT to detect the envelope is termed as the WDHT method. According to 
the obtained envelopes, the HTWD method outperforms the WDHT method as there 
are still many ripples around the detected envelope in Figure 3.10(b), which still makes 
it difficult to determine the start and end points of the pulses in the signal. Moreover, 
the ripples at the bottom in Figure 3.9(b) are almost flat whereas Figure 3.10(b) shows 
several small spikes, which will also have an influence on choosing a threshold. 
3.2.3 VAD algorithms 
In Section 3.2.1, the envelope detection technique based on the HT is introduced to esti-
mate multiple pulse locations in measured ultrasound echo returns. Nevertheless, the 
detected envelope is so noisy that other denoising techniques are required. Therefore, 
the wavelet denoising is introduced in Section 3.2.2 to remove the noise and determine 
the edges of each pulse. In this section, an alternative method is adopted to estimate 
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Figure 3.10: Detected envelope of the denoised signal using Hubert transform. 
pulse locations in the time domain. 
From intuitive observation of experimentally measured ultrasound MB echo sig-
nals, there are several pulse segments in the signal in the time domain. It is analogous 
to a typical recorded speech utterance. Speech is a consecutive sequence composed 
of voiced and unvoiced speech sounds. The voiced sounds are periodic in structure 
with a fundamental frequency and several harmonics whereas the unvoiced sounds 
are usually regarded as noise. The voiced sounds originate from the excitation for the 
vocal tract, which is created by the modulation of the airflow passing through the vocal 
folds. The vocal track is often modeled as an acoustic tube with resonances called for-
mants, which contain the associated fundamental frequency F0 and many harmonics 
F [74]. By comparison, since the measured ultrasound incident pulses are composed 
of six period sinusoids, the corresponding echoes from the scatterers, either SCSs or 
MBs, are likely to have periodic structures. Both of them can be assumed short-term 
stationary in the time domain. Moreover, the frequency components, especially the 
harmonics, are one of the most important features of echo returns in the frequency 
domain. Figure 3.11(a) displays a typical recorded speech signal and Figure 3.11(b) 
displays a typical acquired MB echo for comparison. Due to the similarities discussed 
above, methods for detection and estimation of speech sounds can also be applied to 
measured ultrasound echo signals. 
VAD is commonly used in speech processing [75-77], especially in speech recogni-
tion, for tackling the problem of classifying speech and non-speech sounds in a noisy 
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(a) A typical recorded speech signal. 	(b) Received echo signal from the ultrasound 
MBs. 
Figure 3.11: Comparison of waveform of the speech signal and echo signal from the ultrasound 
MBs. 
signal. During the past decades, there are enumerate strategies for detecting the speech 
sound. A complete review of the state of art and the normally used evaluation frame-
works are reported in [78].  It has been employed in several applications in the lit-
erature including mobile communications [791,  real-time speech transmission on the 
Internet [80] and noise reduction for digital hearing aid devices [81]. Since the VAD 
algorithm has a good performance in detecting the speech sounds in a signal, it is able 
to detect the envelope of ultrasound echo returns due to their substantial similarities 
in both the time and the frequency domains. 
Most of the traditional VAD algorithms are mainly based on general speech prop-
erties, such as energy thresholds, pitch detection, periodicity measures [78]. They are 
very sensitive to the SNR and thus may fail when the level of noise increases. Re-
cently developed VAD algorithms are based on a statistical model [77,82]. In these 
algorithms, a signal model is adopted, a likelihood ratio is developed and a statistical 
hypothesis test is conducted. Davis [83] investigated and compared a number of sta-
tistical VAD schemes, and also proposed a novel method using an SNR measure. This 
approach introduced a low-variance spectrum estimate and determined an optimal 
threshold based on the estimated noise statistics. In the process of this VAD scheme, 
the original signal, x(ri), is first divided into K frames, xi (n),. . . , xK(ri). For each 
frame, xk(n) (k = 1, - . . K), the technique calculates an SNR measure, Ok(A).  and an 
adaptive threshold, ilT,k(fl),  for each spectral bin, fj E {0, 1,... , L - 11, and L is the 
W. 
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number of spectral bins. The SNR measure, çbk(fj), is obtained by computing the ratio 
of the signal power spectral density (PSD) and the noise PSD as: 
O k(f1) 
= Px,k(fl) —' 	 (3.12) 
P1. (h) 
where P,k(f1) is the signal PSD of the current frame k and P(f 1) is the estimated 
value of the noise PSD, which can be calculated as the sample mean over an initial 
non-speech period: 
= V E Pxx,k(f1), 	 (3.13) 
where V is the number of frames during the initial period. Moreover, the adaptive 
threshold in each spectral bin, r)T,k(fl),  depends on the variance of the corresponding 
SNR measure in non-speech periods, °k  (fl ). To be more specific, two hypotheses, H0 
and H1, are considered in deciding whether the speech is present or not. H0 repre-
sents the case when there is only noise present and H1 represents the case when there 
are both speech and noise present. It is also assumed that the SNR measure in non-
speech periods is zero mean and Gaussian distributed for hypothesis H0. Therefore, 
the probability density function (PDF) of the SNR measure for non-speech activity can 
be modeled as: 
1 
p( 	 2 	
( 
ç5(fj)\ 
cbk(fl)Ho) = /aVk(f1)exP 	
2ak(f1)) 	
(3.14) 
If the adaptive threshold, iT,k(f1), is smaller than the SNR measure, k(f1),  given the 
null hypothesis H0 is accepted, the false alarm is realized. The probability of a false 









After some simple manipulation of (3.15), as stated in [83], the adaptive threshold 
riT,k(fl) can be given by: 
71T,k(fl) = J217k(f1) . erfc'(2PFA), 	 (3.16) 
where erfc'(.) is the complementary error function. Once Ok(f1)  and 1)T.k(fl)  in each 
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Algorithm 3.1: The procedure of the statistical VAD algorithm  
i Divide the original signal into K frames; 
2 for k = 1 to K frames do 
3 	forfj = ltoL bins do 
4 Calculate the expected noise PSD P,k(f1); 
5 	Calculate the signal PSD: P,k(f1); 
6 	Calculate the SNR measure of the current frame k: Ok(f1) =  
if the signal is in the noise only period then 
Calculate the noise variance: ak(f1) 112; 
end 
Calculate the threshold of the current frame k given a certain probability 
of false alarm PFA: 71T,k(fl) = \/2ak(fl)erfc 1 (2PFA) 
ii end 
12 	Calculate the averaged threshold T1T,k  and the averaged SNR measure Ok 
over all frequency bins for each frame k; 
13 	Compare rlT,k  and Ok  to give a decision: 1 if Ok  is larger; 0 if 77T,k  is larger; 
14 end 
15 Construct a decision vector D(k) containing Os and is; 
16 Expand D(k) over the full signal length to determine the start and end points of 
each pulse;  
spectral bin fi  are calculated, their means are computed over all frequency bins to 
provide the averaged SNR measure, Ok,  and the averaged threshold, 71T,k.  respectively. 
Then they are compared to give a final decision in frame k. If Ok  is larger than r/T,k, the 
signal in the kth frame is regarded as being in the speech period, which is denoted as 
i in the final decision vector D(k). Otherwise, assign 0 to the kth value in the decision 
vector, which indicates non-speech period is present. Finally, all VAD decisions from 
K frames in the time domain are in the decision vector D(k). The changes from Os to 
Is and from is to Os in D(k) imply the exact pulse locations. The procedure of this 
VAD scheme for a signal is illustrated in Algorithm 3.1. 
Apply this statistical VAD algorithm to the simulated signal, which is described in 
Appendix A. The signal in the time domain was shown in Figure 3.6(a) on page 40. 
It is divided into 150 frames and each frame has a length of 10 data points. The num-
ber of initial data points used to calculate the expected noise PSD is heuristically set 
to 5% of the whole length of the signal. Moreover, the probability of the false alarm 
in the hypothesis is made at 5%, as suggested in [83]. Figure 3.12(a) shows the result 
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Figure 3.12: Envelope detection for noisy signal by VAD algorithm. 
aged threshold is in red dotted line. Compared to the detected envelope shown in 
Figure 3.9(b) on page 46 using the HTWD method, Figure 3.12(a) displays a smoother 
curve at the top of the envelope whereas more random noise at the bottom. These un-
certainties at the bottom of Figure 3.12(a) will have a large influence on determining 
the edges of pulses. Furthermore, each element in the decision vector, D(k), represents 
one frame with ten data points, thus each single 0 or 1 will expand to ten Os or is. Ac-
cording to the heuristic experience from measured ultrasound MB echo signals, two 
assumptions are made. If the length of a pulse is smaller than 20 data points, then the 
pulse will be regarded as noise. If the distance between two pulses are smaller than 
10 data points, they will be regarded as a single pulse. Figure 3.12(b) shows the deci-
sion vector that corresponds to the averaged SNR measure and the averaged threshold 
displayed in Figure 3.12(a). It only shows the result in 150 frames. However, by ex-
panding one element to ten elements with the same values, the final resulting decision 
vector in 1500 data points, which is the total length of the original signal, can be ob-
tained easily. Therefore, determining each change-point in the final decision vector 
corresponds to finding where 0 changes to 1 and where 1 changes to 0. This makes the 
determination of exact pulse locations in the original signal much easier. 
3.2.4 Combining the HTWD method and VAD algorithms 
Two approaches have been employed to estimate multiple pulse locations in mea-
sured ultrasound echo signals in Sections 3.2.1, Section 3.2.2 and Section 3.2.3. Using 
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the proposed HTWD method, the denoised envelope using the HT is shown in Fig-
ure 3.9(b) on page 46. It can be seen that after the denoising process, the envelope of 
the multiple pulse signal has ripples only at the top. The ripples at the bottom are 
almost removed. Alternatively, using the VAD algorithms, the detected envelope is 
displayed in Figure 3.12(a). It is worth noticing that the top of the envelope is much 
clearer in Figure 3.12(a) than that in Figure 3.9(b) whereas there are more uncertainties 
at the bottom of the envelope. 
In order to exploit the advantages of both the VAD algorithms and the HTWD 
method, the combination of two can improve the estimation accuracy, which will be 
discussed in detail in Section 3.2.4.1. First, the HT is applied to a signal and then the 
detected envelope is denoised by the WT. Second, a VAD algorithm is performed on 
the denoised envelope to provide final results for the estimated pulse locations. This 
newly proposed technique for the estimation of multiple pulse locations is termed as 
the HTWD-VAD method and the procedure is summarized in Algorithm 3.2. 
Algorithm 3.2: The procedure of the HTWD-VAD method for the estimation of 
multiple pulse locations 
i Envelope detection using the HT; 
2 Denoise the detected envelope using the WT; 
3 Perform a statistical VAD algorithm on the denoised envelope using 
Algorithm 3.1; 
3.2.4.1 Evaluation of the HTWD-VAD method on a simulated signal 
A simulated signal used for evaluating the newly proposed HTWD-VAD method is 
presented in Appendix A and has been shown in Figure 3.6(a) on page 40. By taking 
the advantages of both the HTWD method and the VAD techniques, the HTWD-VAD 
method produces a smoother curve at both the top and the bottom of the envelope, 
which is shown in Figure 3.13(a). Compared to Figure 3.9(b) on page 46 and Fig-
ure 3.12(a), Figure 3.13(a) provides the clearest envelope with obvious mainlobes and 
almost flat sidelobes. Thereby it is much easier to determine the start and end points 
of each pulse with the averaged threshold, which is denoted by a red dotted line in 
Figure 3.13(a). According to the intersection points of the averaged SNR measure and 
the averaged threshold, denoted by T1, T2, T3 and T4 in Figure 3.13(a), Figure 3.13(b) 
shows the corresponding estimated multiple pulse locations in the time domain. 
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(b) The estimation result of the pulse locations. 
Figure 3.13: The estimated results using the proposed HTWD-VAD method. 
This proposed HTWD-VAD method is evaluated over 100 realisations of the simu-
lated signal, which have different noise variances. The mean and the standard deviation 
(SD) of the estimation results for pulse locations are calculated in data points and com-
pared to the ground truths. Table 3.1 compares means and SD values of the estimated 
results for pulse locations in the time domain using three approaches: the HTWD 
method, the VAD method and the HTWD-VAD method. Figure 3.14 illustrates the cal-
culated MSE values in decibel (dB) versus different SNRs using three approaches. The 
blue dot-marked line, the red circle-marked line and the green diamond-marked line 
represent the performance of the HTWD method, the VAD method and the HTWD-
VAD method respectively. It is shown that when the SNR is lower than 15dB, the 
HTWD method has better performance than the other two. However, when the SNR 
is higher than 15dB, the HTWD-VAD method has the best performance. Moreover, the 
HTWD-VAD method operates the VAD algorithm on the denoised signal envelope 
and chooses the threshold adaptively according to the noisy signal statistics. 
Nevertheless, all three approaches have similar limitations. If two pulses in the 
echo signal are closely-spaced, these methods cannot distinguish with each other and 
may regard them as one single pulse. Or if the amplitude of the pulse is relatively 
small, the methods will consider it as noise. They are due to the assumptions when a 
threshold is chosen, no matter it is fixed in the HTWD method or adaptive in the VAD 
method and the HTWD-VAD method. 
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Figure 3.14: MSE error analysis of the combination method versus SNR. 
Methods T1 (mean ± SD) T2  TI'3  T4  
Ground Truth 450 600 750 850 
HTWD 395±16 608± 1 705± 2 936± 14 
VAD 465±13 571±41 689±105 768±120 
HTWD-VAD 460 ± 1 602 + 4 760 ± 2 850 + 1 
Table 3.1: Comparison of three estimation approaches for pulse locations in the time domain. 
3.2.4.2 Estimation on measured ultrasound echo signals 
After the HTWD-VAD method is evaluated on a simulated signal with ground truths, 
it can be applied to measured echo signals from ultrasound SCSs and MBs. Take one 
echo signal from SCSs and one from MBs as examples. They were both acquired from 
the measured deterministic experiments. The SCS echo and the MB echo were col-
lected with a peak negative pressure of 550kPa and a transmit frequency at 1.83MHz. 
The estimated results of pulse locations for the SCS echo signal and the MB echo 
signal are displayed in Figure 3.15(a) and Figure 3.15(b) respectively. The original echo 
signals are denoted in blue solid lines and the estimated pulse locations are denoted 
in red dashed lines. Moreover, the estimated start and end points of each pulse are 
-.- HTWD method 
—9—VAD method 
-+-- HTWD—VAD method 
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(a) Estimation results for a single pulse SCS echo (b) Estimation results for a multiple pulse MB 
signal. 	 echo signal. 
Figure 3.15: Estimated pulse locations in the time domain for the measured ultrasound echo 
signals. 
Pulse segment 	1st 
Estimates [930, 1040] 
Table 3.2: Estimated pulse locations of a measured ultrasound SCS echo signal 
Pulse segment 	1st 	2nd 	3rd 	 4th 
Estimates [390, 4501 	[620, 690] 	[770, 8301 	[1100, 1170] 
Table 3.3: Estimated pulse locations of a measured ultrasound MB echo signal 
displayed in Table 3.2 and Table 3.3 respectively. 
Since the results in Figure 3.15 are difficult to see, Figure 3.16 provides an enlarged 
version for both the SCS echo and the MB echo. In Figure 3.16(a), the estimated results 
of the single pulse in the SCS echo match well to the observation. In Figure 3.16(b), the 
enlarged version of the estimates of the 4th pulse segment in the MB echo is shown. 
Unfortunately, the estimated result of the pulse locations does not match the observa-
tion well. It loses some information at the beginning of this pulse. This may result in 
losing some frequency information or may lead to the misidentification of frequency 
components in the corresponding pulse segment in the spectral analysis in Section 3.3. 
OLI 
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Figure 3.16: Enlarged estimated pulse locations in the time domain for the measured ultra-
sound echo signals. 
3.3 	Estimation of frequencies in the frequency domain 
In Section 3.2, the estimation focused on multiple pulse locations in the time domain. 
In this section, the estimation concentrates on the spectral analysis in the frequency 
domain. Non-parametric methods for estimation in the frequency domain are generally 
based on the DFT of either a signal segment or its autocorrelation sequence [51]. If 
a signal segment is deterministic or it is a wide-sense stationary random process, the 
PSD exists and thereby can be used to describe how the power is distributed with 
frequency. Therefore, the power spectrum is able to estimate the spectral content of 
a stationary signal in the frequency domain. Periodograms and their variations [51], 
together with the multitaper method [51,84], are all popular choices for computing the 
power spectra. They will be discussed in Section 3.3.2 and Section 3.3.3 respectively. 
All these techniques are only valid for one block of signal since both the DFT and the 
periodograms do not localize in time. If there are multiple pulse segments in a signal, 
i.e. the signal is time-varying, the STFT can be used as an intuitive method to represent 
a signal in both the time and the frequency domain. It will be briefly addressed in 
Section 3.3.4. 
3.3.1 Fourier analysis 
Fourier analysis is the most commonly used non-parametric conventional technique 
for spectral analysis [51]. The essence of it lies in the representation of a signal as 
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Window function 	Mainlobe width 
rectangular 	1.817r/(N - 1) 
Hanning 5.017r/(N - 1) 
Hamming 	6.277r/(N - 1) 
Table 3.4: The spectral resolutions with various window functions in the DFT-based Fourier 
analysis. 
a superposition of sinusoidal components. Fourier analysis is a decomposition of a 
function into sinusoids of different frequencies. For a deterministic signal, it is able 
to compute its frequency spectrum or the power spectrum using the Fourier series or 
Fourier transform. 
Since the measured ultrasound echo signals have already been sampled and thus 
are discrete, there is no need to take the sampling operation and no need to worry 
about the aliasing error. When a signal is not periodic and not infinite in the time 
domain, windowing operation is required before applying the process of the DFT. 
Using different window functions, there are different degrees of tradeoff between 
resolution (main lobe width) and the leakage (peak side lobe level). The width of the 
main lobe is usually specified as the width between the points where the power has 
fallen —3dB below the maximum value. The spectral resolutions of the DFT using three 
different commonly used window functions are compared in [51]. Table 3.4 shows this 
comparison, in which N is the full length of a time domain signal. 
After window functions are applied, the DFT can be used to calculate the frequency 
spectra of signals. Assume a windowed signal x(n), then its DFT and the correspond-
ing IDFT are expressed in (3.17a) and (3.17b). 
N-i 
XN(k) = 	x(n)e_J(2Ai)kn 	 (3.17a) 
720 
1 N-i 
x(n) = N 
	
XN(k)& 2 '1 . 	 (3.17b) 
ko 
Unfortunately, there is one fundamental limitation of the Fourier analysis: it cannot 
localize in time. To be more specific, when analysing a real time non-stationary signal, 
whose properties are not known in advance, the performance of the Fourier analysis 
will be very poor. Moreover, the spectral resolution of the DFT only depends on the 
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length of a signal, which is not satisfactory in many real world applications. 
3.3.2 Power spectrum estimation using periodograms 
The discussion in Section 3.3.1 focused on the calculation of frequency spectra based on 
the FT. This section will adopt an alternative approach based on the power spectrum 
computation to estimate spectral content of a signal in the frequency domain. The 
periodogram is first introduced by Schuster in 1898 to estimate the power spectrum of 
the solar sunspot data [51,85]. The periodogram and its modified versions are basic 
analysis tools employed in the estimation of power spectrum of stationary signals. 
The periodogram is defined on a discrete time signal segment {x(n)}'. It can be 
computed using the discrete-time FT (DTFT) of the signal x(n) in (3.18a) directly or 
using the autocorrelation sequence i(1) in (3.18b) indirectly [51]. 
I N-i 1 2 , 
1(e) 	 w(n)x(n)e 3 	 (3.18a) 
I n=O 
N-I 
1 x (e3w) 	 x (1)e. 	 (3.18b) 
w(n) represents a window function in (3.18a). If the window function is rectangular, 
the estimated power spectrum is termed as periodogram; if nonrectangular windows 
are used, the estimated spectra are termed as modified periodograms. Since the measured 
ultrasound echo signals are already in a discrete set, the values of the periodogram at 
discrete frequencies can be calculated as: 
x(ei) 	
1 	
(k) 1 2 	k = 0,1,...,N— 1, 	(3.19) 
N 
where k) is the N-point DFT of the windowed signal segment v(n) = w(n)x(ri). 
It is pointed out in [51] that the periodogram is not an unbiased nor a consistent 
estimator of the power spectrum of a stationary random signal, therefore increasing 
the length of signal cannot improve the estimation performance. However, there are 
two directions for reducing the variance so as to improve the performance of a simple 
periodogram: periodogram smoothing and periodogram averaging. These approaches can 
provide consistent and asymptotically unbiased estimates. The former is based on av-
eraging contiguous values of a single periodogram [86]. The latter is based on splitting 
a signal into several segments and averaging their respective modified periodograms, 
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Approach 	 Spectral resolution 
Basic periodogram 	 cx (N is the signal length) 
Single-periodogram smoothing 	cx T1PS (Lp8 is the overlapping length) 
Multiple-periodogram averagingcx 1 (LPA is the segment length) 
Table 3.5: The spectral resolutions for various approaches based on periodograms. 
which can be achieved from multiple nonoverlapping [87] or overlapping of the signal 
segments [88]. These modified periodograms are able to highly reduce the variance of 
the estimated power spectrum. However, the spectral resolution will decrease since 
windowing increases smoothing of peaks. Table 3.5 presents the resolutions of the 
basic periodogram, the single-periodogram smoothing and the multiple periodogram 
averaging respectively, as given in [51]. 
3.3.3 Mutlitaper power spectrum estimation 
There is an alternative approach for producing a periodogram-based spectral estima-
tor proposed by Thomson in 1982 [84]. In this method, several data windows are 
applied to the same data to calculate several corresponding modified periodograms. 
These modified periodograms are then averaged to produce the estimated power spec-
trum. The resolution of this spectrum is proportional to 1/N [51] and N is the length 
of the signal. As taping is another name for windowing operation in the time domain, 
the resulting averaged spectrum is termed as multitaper spectrum. 
One significant premise of this approach is that data tapers are required to be prop-
erly designed orthogonal functions. Consider a signal segment, {x(n)j —', with a 
length of N. There is a set of K orthogonal data tapers, Wk (n), where 0 < I < N— 1,0 
k < K - 1. They satisfy: 
N-i 	 fi k=l I: Wk(fl)W1(fl) = 	0 k ~ 1 	 (3.20) ri=O 
Therefore, the averaged multitaper estimator is defined as: 
fJMT)(eiw) 	 (3.21a) 
59 
Non-parametric estimation of temporal and spectral contents 
where Rk,(e3 ') represents the periodogram estimator that uses the kth taper. By sub-
stituting (3.18a) into (3.21a), the estimated multitaper spectrum can be achieved as: 
K—i I  N—i 
(MT) 	
1 (eiw) = 	 wk(n)x(n)e3 	
2 . 
	 (3.21b) 
KN k=O n=O 
Using this approach, the produced periodograms can be considered to be independent 
at each frequency. Therefore, the averaging would reduce the variance without losing 
resolution induced by smoothing across frequencies. Moreover, the properly designed 
full-length windows would reduce bias, which is demonstrated in [51]. 
3.3.4 STFT for multiple pulse signals 
The frequency estimation techniques discussed in previous sections are only valid for 
stationary signals. Unfortunately, measured ultrasound echo returns are all time vary-
ing signals. Approaches, which can be applied to non-stationary signals and can local-
ize in both the time and the frequency domains, are required. STFT is a Fourier-related 
transform for estimating frequencies in a small fraction of a time-varying signal. It has 
been mentioned as one of the denoising methods in Section 3.2.2.1. From the perspec-
tive of frequency estimation, the detailed description about how the STFT is performed 
is as follows: a signal is divided into several segments of data. Then the DFT is applied 
to each single data segment to provide a frequency spectrum in the corresponding time 
duration. Finally, the individual DFTs from these multiple segments are able to create 
a 2D plot, which gives an indication of time-frequency properties of the signal. The 
data segments can be either overlapped or non-overlapped. The overlap of data seg-
ments is able to reduce artifacts at the boundary and thereby result in a more accurate 
time-frequency spectrum. In the case of a discrete time signal, the definition of discrete 
time STFT is expressed: 
+ 
STFT{x(n)} =X(m,w) = 	x(n)w(n—m)e m , 	 (3.22) 
n=-00  
where x(n) is the full length signal and w(n) is the window function. The correspond-
ing spectrogram is obtained by computing the magnitude squared of the STFT: 
spectrogramx(n)J = I X(m,w) 
2 	 (3.23) 
M. 
Non-parametric estimation of temporal and spectral contents 
In the STFT, both the frequency resolution, i.e. the minimum frequency difference 
that can be distinguished, and the time resolution, i.e. the time at which frequencies 
change, are fixed. The width of the window, w(n) in (3.22), i.e. the size of the data 
segment, is related to the determination of a good time resolution or a good frequency 
resolution. Specifically, a narrow window renders good time resolution but poor fre-
quency resolution; a wide window provides a good frequency resolution whereas a 
poor time resolution. Therefore, a trade-off between the time resolution and the fre-
quency resolution needs to be taken into consideration. A number of techniques have 
been proposed to tackle the problem of fixed resolution. One of the most popular 
techniques is MRA, which is based on the CWT or the DWT. They can provide good 
time resolution in high frequency circumstances and good frequency resolution in low 
frequency circumstances. One application of wavelets in denoising has been briefly 
discussed in Section 3.2.2.2. Detailed explanations can be found in [66,69]. From many 
practical perspective, although the wavelets provide a varied resolution for time series 
signals, they cannot be used as direct replacement of Fourier based techniques due to 
their intensive computations [89]. 
3.3.5 Estimation results for a simulated signal and measured ultrasound 
echo signals 
In this section, three representative frequency estimation techniques are applied to 
both a simulated signal and measured ultrasound echo signals. They are the basic DFT 
spectrum estimation, the multitaper power spectrum estimation and the STFT spec-
trogram estimation. The advantages and disadvantages of the applications of these 
approaches are also presented. 
3.3.5.1 Estimation for a simulated signal 
A simulated signal is generated with two pulse segments. The setting of parameters 
is given in Appendix A and the signal has been shown in Figure 3.6(a) on page 40. In 
this signal, there are two frequency components in the first pulse and three frequency 
components in the second pulse. Moreover, two frequencies in the second pulse are 
closely spaced, which increase the difficulty in discrimination of them. This simulated 
signal is chosen because it can show the situation when the failure of the discussed 
approaches appear. 
Since the DFT approach and the multitaper approach are only valid for stationary 
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DFT of the first pulse in the simulated signal 
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(a) DFT of the 1 pulse in the simulated signal. (b) DFT of the 2 n pulse in the simulated signal. 
Figure 3.17: Magnitude response offrequency spectra using the DFTfor the simulated signal. 
signals, the two pulse segments in the simulated signal are separated manually before 
the estimation techniques are performed. Therefore, the frequency spectra computed 
by the DFT and the multitaper power spectra can be performed on each pulse segment 
individually. Figure 3.17(a) and Figure 3.17(b) display the frequency spectra calculated 
by the DFT for two pulse segments respectively. For the first pulse, two peaks in the 
frequency spectrum are shown, indicating the detection of two frequency components. 
However, for the second pulse, in some occasions which depends on the phase of the 
components, the two closely-spaced frequencies are not resolvable. For example, as 
shown in Figure 3.17(b), there are two peaks shown in the frequency spectrum of the 
second pulse and a third peak is missing. Furthermore, the first sidelobe magnitude is 
about 11 dB below the peak of the mainlobe for the first pulse. For the second pulse, the 
magnitude difference between the lowest peak of the mainlobe and the first sidelobe 
is about 10dB. 
Figure 3.18(a) and Figure 3.18(b) show the multitaper power spectra for the first 
and the second pulse segments respectively. The two closely-spaced frequencies in the 
second pulse still cannot be discriminated. There are also only two peaks shown in the 
multitaper spectrum for the second pulse. w2 and W3 merge into one peak, as illustrated 
in Figure 3.18(b). Moreover, the difference between the lowest mainlobe peak and the 
highest sidelobe peak are about 18dB for both the first pulse and the second pulse, 
which are much improved compared to Figure 3.17(a) and Figure 3.17(b). However, 
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Figure 3.18: Multitaper power spectra for the simulated signal. 
spectra. 
The techniques discussed above require the simulated signal to be separated into 
two individual pulse segments before the estimation. By contrast, the STFT approach 
is able to take the full length of the simulated signal into account as it can localize in 
both the time and the frequency domains. Figure 3.19 displays the STFT of the full 
length simulated signal. Hanning window is chosen, of which the length is set to 10 
data points and the overlapped segment is set to 90 data points. In the spectrogram, X 
axis represents the time domain information, which is related to the pulse locations in 
the signal. Y axis represents the spectral content of the signal. Moreover, the colorbar is 
given, which indicates the energy scale in the spectrogram. It can be seen that in terms 
of the time, the energy of the simulated signal are accumulated during two time slots, 
indicating the time-varying property of the signal. In terms of the radial frequency, 
in the first time duration, there are two obvious frequency components; in the second 
time duration, there are also two frequency components present. The third one still 
cannot be detected. 
Although these non-parametric techniques for frequency estimation are easy to im-
plement in many applications, none of them can differentiate two closely-spaced fre-
quency components. Furthermore, no matter in the DFT frequency spectrum, or in 
the multitaper power spectrum, or in the STFT spectrogram, other methods need to 
be incorporated to determine the exact peak locations. Especially in multitaper power 
spectrum, the widths of the peaks are wide and in the STFT spectrogram, the fre- 
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Figure 3.19: The STFT of the full length simulated signal. 
quency resolution is also poor, which increase the difficulty in determining the peak 
locations. As a consequence, non-parametric spectral estimation approaches only pro-
vide a rough understanding about the characteristics of a signal in the time domain 
and the frequency domain. More advanced techniques with higher accuracy for spec-
tral estimation are required. 
3.3.5.2 Estimation for experimentally measured ultrasound echo signals 
Non-parametric frequency estimation techniques are applied to the measured ultra-
sound echo signals in this section to explore their spectral characteristics. The single 
pulse SCS echo signal was shown in Figure 3.15(a) on page 55, and the multiple pulse 
MB echo signal was shown in Figure 3.15(b). 
Figure 3.20(a) and Figure 3.20(b) illustrate the frequency spectrum and the mul-
titaper power spectrum of the single pulse SCS echo signal respectively. The DFT 
frequency spectrum has obvious six peaks whereas the peaks in the multitaper power 
spectrum are wider and are smoothed, thus cannot be easily picked out. All these 
peaks locate between 2.0MHz and 4.0MHz. The first peak in the DFT spectrum of the 
SCS response indicates a fundamental frequency at 1.83MHz. Moreover, the peaks in 
the spectrum seems to be uniformly distributed. Furthermore, the difference between 
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DFT of the ultrasound SCS echo 
	
Multitaper power spectrum of the ultrasound SCS echo 
Frequency in Hz 	 106 
0 
Frequency in Hz 	 x 106 
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Figure 3.20: DFT spectrum and multitaper power spectrum of the measured single pulse SCS 
echo signal. 
the mainlobe peaks and the first sidelobe in the DFT frequency spectrum is 25dB and 
the difference between the main lobe peaks and the first side lobe in the multitaper 
power spectrum is 70dB. 
In contrary to the SCS echo signal, there are four pulse segments in the MB echo 
signal. They are first manually separated, the DFT spectrum and the multitaper power 
spectrum are then applied to each single pulse segment individually. The estimated re-
sults are shown in Figure 3.21 and Figure 3.22. All multitaper power spectra have more 
flat sidelobes than the DFT spectra. Unfortunately, the mainlobe peaks in the multita-
per power spectra are much wider and smoothed as a compromise. Furthermore, the 
peaks in the DFT spectra or multitaper spectra of the MB response are around the sec-
ond harmonic frequencies. All four pulse segments in the MB response have similar 
frequency distributions. They have a tendency that the dominant frequencies are more 
and more close to the second harmonic, 3.66MHz, from the first pulse segment to the 
fourth pulse segment. Moreover, less and less frequencies around the fundamental are 
shown in both the DFT spectra and the multitaper power spectra. 
In addition to the DFT spectra and the multitaper power spectra, the STFT spectro-
grams are also applied to detect both the time information and the frequency informa-
tion of the measured echo signals. Figure 3.23(a) and Figure 3.23(b) display the STFT 
spectrograms for the SCS echo signal and the MB echo signal. The window function is 
Harming and the length of the window is 200 data points, and the overlapped segment 
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Figure 3.21: Spectral estimation of the 1st  and the 2nd  pulses in the measured MB echo signal. 
is 190 data points. According to the shown spectrograms, the time domain information 
and the frequency domain information can be detected simultaneously. However, the 
resolutions are unsatisfactory, which will make it very hard to determine exact values 
of the pulse locations and the spectral contents. 
3.4 Chapter summary 
This chapter has introduced several popular techniques currently available in the sig-
nal processing field into the analysis of experimentally measured ultrasound echo sig-
nals and revised them to be suitable for use in the ultrasonic scenario. These pre-
liminary estimation methods are non-parametric in both the time and the frequency 
We 
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Figure 3.22: Spectral estimation of the 3rd and 41h  pulses in the measured MB echo signal. 
domains. In order to estimate the multiple pulse locations of echo signals in the time 
domain, a novel method is proposed. It combines an envelope detection method and 
a VAD algorithm. This approach has better performance than that of each single tech-
nique. In the frequency domain, the multitaper spectrum estimation has been adopted 
to estimate the spectral content of echo signals. The side lobes have been suppressed 
significantly although the resolution of spectrum has degraded compared to the cor-
responding Fourier spectrum. Apart from these techniques that are only valid for sta-
tionary signals, the adopted STFT technique can localize in both the time domain and 
the frequency domains, although the resolution of them are not satisfactory. Therefore, 
a more sophisticated parametric estimation approach is required so as to improve the 
estimation performance. 
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Figure 3.23: STFT spectrograms of the SCS and the MB echo signals. 
Furthermore, non-parametric estimation methods in the time domain and in the fre-
quency domain are two independent procedures. If a signal model is employed in 
the estimation, the process of estimation using a parametric method is able to combine 
the two individual domains and jointly extracts the characteristics of echo returns in 
the time and the frequency domains. The detailed parametric estimation method for 
measured ultrasound echo signals will be described in Chapter 4 and Chapter 6. 
Chapter 4 
Parametric modeling and Bayesian 
inference for measured ultrasound 
echo signals 
Techniques were developed in Chapter 3 for the analysis of measured ultrasound echo 
signals using non-parametric methods while this chapter focuses on parametric methods 
based on signal modeling. Several signal models are first compared according to the 
physical understanding of measured ultrasound echo signals, which explains why a 
sum of sinusoids model is chosen. Then a more complicated signal model, which con-
tains both temporal and spectral information of a signal, is proposed. In the process 
of the parametric estimation, Bayesian inference is introduced to estimate model pa-
rameters. The application of the inference to the proposed signal model for measured 
ultrasound echoes is also presented. 
4.1 Introduction 
Non-parametric methods, for estimating both temporal and spectral contents of mea-
sured ultrasound echo signals, have been investigated in Chapter 3. In the time do-
main, the non-parametric estimation methods discussed in Section 3.2 were able to pro-
vide good estimates. Unfortunately, they were performed independently and thus 
were hard to extend to include estimation of other information. From the perspec-
tive of spectral estimation, using the classical methods described in Section 3.3, the 
spectra are derived from the observation data, which is either explicitly or implicitly 
windowed. It is assumed that the data outside the window is zero. In many practical 
applications, this is not a reasonable assumption and the window effect will limit the 
resolution obtained by the estimator [63]. Moreover, most of non-parametric spectral 
estimation methods are only valid for stationary signals. 
In contrast, in parametric estimation methods, a signal model is assumed to generate 
all data samples rather than just the data that is actually observed. In this case, no 
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windowing occurs and the resolution limitations may be overcome. However, the 
cost of this spectral resolution gain is that the model should fit the data. Therefore, 
a parametric estimation method is demanding when the estimation of time-varying 
signals with high accuracy is necessary, or when the estimation in both the time and 
the frequency domains simultaneously is required. 
In this chapter, a general discussion about signal modeling and parametric estima-
tion is first addressed in Section 4.2. For the selection of signal model structure, in the 
particular application of spectral analysis, a sum of sinusoidal model is proposed in 
Section 4.3.2 and then some other variations of this model are also examined in Sec-
tion 4.3.3. Compared to measured ultrasound echo signals, an appropriate model for 
a single pulse segment is proposed in Section 4.3.4.1 and a model which suits for the 
full length signal is proposed in Section 4.3.4.2. After a signal model has been deter-
mined, Bayesian inference is employed to estimate model parameters in Section 4.4. 
Section 4.5 only applies the inference to the proposed model for measured ultrasound 
echo signals and gives the likelihood functions for the proposed model. As the pos-
terior distributions for model parameters are difficult to obtain and to sample from, 
a more detailed investigation of parameter estimation for this particular signal model 
with some advanced sampling techniques will be examined in Chapter 6. Moreover, 
the model order selection is another important issue in signal modeling, which is 
briefly discussed in Section 4.6. Furthermore, the employment of estimators can be 
used to obtain the estimates for model parameters from a number of data samples. A 
simple introduction is described in Section 4.7. 
4.2 Signal modeling and parametric estimation 
The term model is usually used to explain or describe the hidden laws that are able to 
constrain the generation of physical data of interest [90]. For many practical modeling 
applications, the process of signal model building can be described in the following 
steps: 
Choose the model structure. 
Choose the model order. 
Estimate the corresponding model parameters. 
Evaluate the performance of the candidate model. 
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5. Use the model for real applications. 
The first step of model structure selection will be discussed in 4.3. It depends on 
the physical nature inside a signal. With a known model order, the corresponding 
model parameters can be estimated. The estimation and evaluation steps should be 
considered within a specified signal model before being applied to measured signals. 
Therefore, Section 4.3.4 will propose a specific signal model for measured ultrasound 
echo signals and Section 4.4 will employ Bayesian inference into model parameter 
estimation, which are addressed within a fixed model order. The last two steps of 
evaluation the performance of a candidate model and the use for real applications will 
be presented in Chapter 6. Moreover, model order selection is another critical issue 
in parametric estimation, which will be discussed in Section 4.6 in detail. As a result, 
this procedure of five steps provides basic concepts of signal modeling and parametric 
estimation. 
4.3 Model structure selection 
When choosing a model structure, the understanding of a signal and the physical 
mechanism that generates the signal are of the most significant importance [51]. For 
example, when the goal of signal analysis is to reveal frequency information hidden in 
the data, there are two general signal models: pole-zero models and harmonic models. 
If there is a lack of prior information or a lack of sufficient knowledge of the phys-
ical mechanism generating the signals, a preliminary data analysis provides sufficient 
information to choose a pole-zero (PZ) model and some initial estimates for the param-
eters to start the model building process. A PZ model, also known as autoregressive 
moving average (ARMA) random signal model, assumes a linear time-invariant sys-
tem that is excited by white noise. When estimating spectral content, the parameters 
of PZ model are estimated using the modified Yule-Walker equations [63]. The PSD of 
the output signal from the assumed system is then computed based on the estimated 
parameters. More details about PSD estimation using PZ models are described in [91]. 
The other choice of the model structure is a sinusoidal or a harmonic model. Based on 
these models, an observed data sequence can be represented as complex exponentials 
contaminated in white noise. There are many algorithms available for spectral esti-
mation of the harmonic models. These techniques are able to resolve spectral content 
closely-spaced in frequency spectra [51]. Most of them, such as Pisarenko harmonic 
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decomposition (PHD) [92], multiple signal classification (MUSIC) [93] and estimation 
of signal parameters via rotational invariance techniques (ESPRIT) [94,95], are based 
on the eigen-decomposition of a correlation matrix of the data, and its partitioning into 
signal and noise subspaces. The eigenvectors associated with the smallest eigenvalues 
is then used to estimate frequencies of the complex exponentials. 
Jaynes [961 introduced the principle of Bayesian inference into spectral analysis for 
a sinusoidal model, which will be discussed in detail in Section 4.4. It explores new 
insights in the spectral analysis. The frequency resolution of this technique depends 
directly on the SNR, which usually has demonstrated to have better performance than 
those of conventional PSD estimation techniques [31]. Moreover, Bretthotst extended 
Jaynes's work to more complex signal models with additive Gaussian noise in [32]. 
4.3.1 General signal model 
The selection of a model structure highly depends on how much understanding can 
be obtained from the physical mechanism that generates the signal. In real world 
measurements, a discrete data set y = [yi,.. . yN ]T is recorded. They are sampled 
at discrete times [t1,.. . , t N ]T. Assume a signal model, yj = s(t) + ni at each time 
i = 1,. . . , N, where s(t) is the signal function that needs to be determined and ni is 
the noise. It can also be written in a vector form as: 
y=s+n, 	 (4.1) 
where s can be generally expressed in a flexible form: 
S = >AkRk(1). 	 (4.2) 
In (4.2), the basis function Rk (W) has a set of parameters 4', which can be frequencies, 
phase shifts and other parameters of interest. Ak denotes the amplitude vector, which 
corresponds to the kth basis function Rk OF) . 
4.3.2 Sum of sinusoidal model 
In various applications, finding a proper basis function and estimating the associated 
parameters are necessary so as to ensure the model will be a good fit for measured 
data. Considering the physical mechanism that generates ultrasound echo signals 
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Sinusoidal signal model for a single pulse 
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Figure 4.1: The basic sinusoidal model in the time and the frequency domains. 
k 	Ek A  as k + 	- argtan(a3,k/a ,k) 	Wk 
1 	40 7r/3 	 0.27r 
2 	40 	 7r/4 0.37r 
Table 4.1: Parameters setup for a single pulse segment in the constructed synthetic signal 
addressed in [2,3], the basis function in (4.2) can be chosen as Fourier basis, which 
consists of sines and cosines. A basic sum of sinusoidal model, which contains K 
frequency components, can be defined in a mathematical way according to (4.1) and 
(4.2): 
y(t) = a,,k CoS(Wkt) + as k Sifl(Wkt)} + n(t), 	 (4.3) 
where Wk is the kth frequency component in the signal, and a,,k  and a,,k are the corre-
sponding amplitudes for the kth frequency. 
Figure 4.1(a) displays a simulated single pulse signal constructed by a sum of sinu-
soidal model embedded in a Gaussian noise. The full length is 1500 data points. The 
pulse segment locates between (750, 850), which is modeled using (4.3) with K = 2. 
The parameters setup is shown in Table 4.1. The sampling frequency in this simulated 
signal is 27r. Figure 4.1(b) illustrates its corresponding frequency spectrum using the 
DFT. It is calculated using the single pulse segment in the signal between the data 
points 750 and 850, rather than using the full length of signal with 1500 data points. 
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4.3.3 Other variations of the sinusoidal model 
In addition to the sum of sinusoidal model, there are many other popular candidate 
models that are based on the basic sinusoidal model in (4.3). They are created by 
multiplying the basic sum of sinusoidal model with different window functions to 
obtain an amplitude modulated signal model. There are two representative models 
amongst others: the exponential sinusoidal model [97] and the Gaussian-apodized 
sinusoidal model [98]. However, these modified models will introduce extra unknown 
parameters, which also need to be estimated. This will add more complexity to the 
signal model. 
In the case of exponential sinusoidal model (ESM), a signal is modeled using a 
superposition of time-varying exponentially weighted sinusoids and a general expres-
sion is as follows: 
y(t) = e_d(t) . 	COS(wkt) + a8,k sin(wkt)} + n(t), 	(4.4) 
where e_c(t)  represents an exponentially decaying function. 
Apart from the ESM, another choice of an amplitude modulated signal model em-
ploys a window function to the basic sinusoidal model. There are various window 
functions available, such as rectangular window, Harming window and Gaussian win-
dow. Since these window functions have similar properties in both the time domain 
and the frequency domain [51], Gaussian window is chosen as a more flexible and ad-
justable function. The mathematical expression of a Gaussian windowed signal, which 
is termed as Gaussian-apodized sinusoidal model (GASM), is given by: 
y(t) = w(t, a) . 	{a,k cos(wkt) + a8,k sin(wt)} + n(t). 	(4.5) 
The Gaussian window w(t, a) has a general form of: 
1_ l [t 	(N 	2) w(t,a) = exp 	
[ (N - 1)/2 ] 
, a < 0.5, 	 (4.6) 
where a is the standard deviation of the Gaussian window, and N is the window 
length. Moreover, it is assumed that the Gaussian window is centered on the midpoint 
of the pulse segment. In the example shown in Figure 4.1(a), the Gaussian window is 
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(a) ESM for a single pulse in the time domain. (b) Frequency spectrum of the ESM in the fre- 
quency domain. 
Figure 4.2: Display the ESM in the time and the frequency domains. 
centered on the data points at 800. 
Based on the simulated signal shown in Figure 4.1(a), examples of the ESM and 
the GASM in the time domain, are constructed. In the ESM, the decaying function is 
selected as a linear function d(t) = A0t, in which .\o = 3 is an example of a decay-
ing factor. In the GASM, the Gaussian window also has an extra parameter cy, which 
has an example value of 1/2.5. According to these amplitude modulation, the mod-
ified models of ESM and GASM in the time domain are shown in Figure 4.2(a) and 
Figure 4.3(a) respectively. Their corresponding frequency spectra are also displayed 
in Figure 4.2(b) and Figure 4.3(b). Due to the exponential decaying and the Gaussian 
window, the spectra of both models exhibit variations compared to the basic sum of 
sinusoidal model. 
4.3.4 Proposed signal model for measured ultrasound echo signals 
In Section 4.3.2 and Section 4.3.3, a sum of sinusoidal model and its variations have 
been presented theoretically and then compared on a simulated signal in the case of 
spectral analysis. This section will investigate all the experimentally measured ul-
trasound echo signals and propose a most appropriate signal model, which not only 
takes account the spectral content, but incorporates the temporal information in the 
echo signals as well. 
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(a) GASM for a single pulse in the time domain. (b) Frequency spectrum of the GASM in the fre- 
quency domain. 
Figure 4.3: Display the GASM in the time and the frequency domains. 
4.3.4.1 Model structure selection for a pulse segment 
From observation of measured ultrasound echoes from SCSs in the time domain, each 
pulse segment of the echo signals usually have different shapes with increasing trans-
mit frequency, from 1.2MHz to 4.0MHz. For example, the measured time domain echo 
signals from SCSs, with the transmit frequency at 1.37MHz and 3.22MHz respectively, 
are shown in Figure 4.4(a) and Figure 4.4(c). Their corresponding frequency spectra 
are shown in Figure 4.4(b) and Figure 4.4(d). Compare them with three different 
models shown in Figure 4.1, Figure 4.2 and Figure 4.3, which have been investigated 
in Section 4.3.2 and Section 4.3.3. The results of the comparison indicate that, if the 
transmit frequency is around the lower limit of the frequency range, such as 1.37MHz, 
the shape of the measured SCS echo is more like an exponentially decaying sinusoidal 
signal. If the transmit frequency is close to the upper limit of the frequency range, such 
as 3.22MHz, the measured SCS echo in the time domain is more likely to be regarded 
as a Gaussian-apodized sinusoidal signal. Nevertheless, the SCS responses with the 
transmit frequencies between 1.37MHz and 3.22MHz are more like the basic sum of 
sinusoidal model in the time domain. Take one SCS response with the transmit fre-
quency at 1.83MHz as an example. The time domain echo signal and its corresponding 
frequency spectrum are shown in Figure 4.5. It is a typical response and thus is rep-
resentative amongst all measured echo signals from SCSs. Furthermore, the measured 
ultrasound echo signals are very likely to have many closely-spaced frequency compo-







Parametric modeling and Bayesian inference for measured ultrasound echo signals 




5.6 5.8 6 6.2 6.4 6.6 6.8 7 
	
0 2 	4 	6 	8 	10 
Time in seconds 	 i- 	 Frequency in Hz 
(a) Enlarged SCS response with transmit fre- (b) Frequency spectrum of the SCS response with 
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Figure 4.4: The SCS responses with transmit frequency at 1.37MHz and 3.22MHz. 
frequency is. 
In contrast to SCS responses, most of MB responses have multiple pulses and al-
most all of them have no amplitude modulation on each single pulse of the signal, no 
matter what transmit frequency at the center of the transducer. Moreover, the SNR of 
an MB response is much worse than that of an SCS response. One example of MB re-
sponses discussed in the following has the same transmit frequency at 1.83MHz as the 
SCS response shown in Figure 4.5(a). Figure 4.6(a) illustrates the 4th pulse segment of 
the chosen MB echo signal. It is shown that the amplitude of the MB response in the 
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Figure 4.5: Display the SCS echo with transmit frequency at 1.83MHz in the time and the 
frequency domains. 
Multiple pulse echo signal from MB 
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Figure 4.6: Display the MB echo with transmit frequency at 1.83MHz in the time and the 
frequency domains. 
more scattering than MBs. The corresponding spectrum is displayed in Figure 4.6(b). 
Furthermore, from the computational complexity point of view, mathematical ex-
pressions of three different sinusoidal models are compared. Compared to the basic 
sum of sinusoidal model, the ESM introduces one more parameter, the decaying fac-
tor A0; the GASM also introduces an additional parameter, i.e. standard deviation of 
the Gaussian window cy, if the center mean of the window is fixed at the midpoint of 
the pulse segment. Therefore, the basic sum of sinusoidal model is the simplest signal 
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model amongst others, and has the least computational complexity when the estima-
tion of model parameters is performed. As a result, it is utilised as the first signal 
model to have a try for modeling the pulse segments for measured ultrasound echoes. 
The ESM and the GASM are the extensions of the basic sum of sinusoidal model, and 
can be considered in the future work. 
4.3.4.2 Model structure selection for the full length signal 
The signal models presented in Section 4.3.4.1 are only valid for a single pulse segment 
rather than a full length signal with multiple pulse segments in it. In other words, the 
proposed signal model does not take account the time domain information, i.e. the 
pulse location in the full length signal. In order to estimate temporal and spectral 
contents simultaneously, the signal model needs to be extended to incorporate the 
time domain information. Assume there are N data points in the signal y(t), in which 
t = 1, 2,. . . , N. In the time domain, if there are no pulses at all, the signal y(t) will be 
a noise vector n(t), as denoted in (4.7a). If there is one single pulse present, the signal 
model can be expressed in (4.7b). Since the location of the single pulse s(i) is between 
T1 and T2, the vector of change-points, which indicate the pulse location in the signal, 
can be denoted by [T0 , T1, T2, T3], where To 0, T N - 1. 
Yo 	: y(t) = n(t) 	 (4.7a) 
n(t) 	ifT0 <t<T1 -1 
Yi 	y(t) = s(t) + n(t) if Ti < t < T2 - 1 	 (4.7b) 
n(t) 	ifT2 <t<N-1, 
In Y1, s(t) represents a single pulse segment of the signal and is modeled as a sum 
of sinusoidal model, as proposed in Section 4.3.2. The expression of s(t) is defined 
according to (4.3): 
s(t) =E a cOs(wkt) + a Sifl(wkt). 	 (4.8) 
Nevertheless, the measured ultrasound MB responses usually have more than one 
pulse segment in the echo signals, unlike the single pulse SCS responses. Therefore, 
the signal models given in (4.7) can be further extended to a model that is able to 
incorporate temporal information of multiple pulse segments. Figure 4.7 illustrates a 
sketch of a noise-free signal s(t) with rn pulse segments, each of which has different 
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Figure 4.7: Sketch of the description of a signal model s(t). 
spectral contents and various amplitudes. The pulse locations in the signal model are 
denoted by a vector [T1,.. Tm],  which represents the start and end points for all m 
pulses. The total length of the signal is N, and To 0, T2m+i N - 1. Accordingly, the 
vector [To, T1 , .. . , T2m, T2rn+1] represents a complete set of change-points in the signal, 
which indicates pulse locations in the time domain. 
According to Figure 4.7, the signal model can also be defined in a mathematical 
way: 
Yo 
where  E (1, m) and 
y(t) = n(t) 
n(t) 
Y(t) = s(t) + n(t) 
n(t) 
if T22 <t <T21  —1, 
if T21  <t < T - 1, 








In this model, Yo denotes there is no pulse in the signal at all; km  denotes there are m 
pulse segments in the signal. The indices k1 , k2,. . . km, denote the number of superpo-
sitioned sinusoids in m pulse segments respectively. In each ith segment, aCPk . aSP k 
and Wp,k are the amplitudes and the radial frequency of the pth sinusoid for the ith 
segment with ki sinusoids. Moreover, {n(t), t = 0,. .. , N - I  is a sequence of a zero- 
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mean Gaussian noise. As a result, the measured ultrasound SCS echoes and MB echoes 
can be modeled as a signal with multiple pulses, each of which has a superpositioned 
sinusoids, as stated in (4.9). 
4.4 Parameter estimation using Bayesian inference 
Statistical inference is about drawing conclusions or making inferences about the data 
through quantitative measurements [99]. Probability distributions are often used to 
quantify uncertainties of the measurements. The specification of probability distribu-
tions to the certain measurements and some relations among them define a statistical 
model. Once a model is built, there are many ways to perform the inference. Bayesian 
inference is one popular category of statistical inference. It is able to produce a mea-
sure of the estimated parameter with a variance. In the process of Bayesian inference, 
inference is made by constructing the joint probability distribution of all unobserved 
quantities on the basis of all those that are known. In this case, Bayes's theorem should 
be introduced in the first place. 
4.4.1 Bayes's theorem 
Suppose there is a vector of observations y. In Bayesian statistics, a set of parameters, 
'I', denoted in terms of probability statements, is conditional on the observed value 
of y and is written as p('I'y). The joint probability density function, p(,  y), can be 
written as a product of the joint prior density of the parameters, p(W), and the data dis-
tribution conditioned on the parameters p(yW), which is also termed as the likelihood 
function. It is given by: 
p(4',y) =p('J!)p(yc!) 	 (4.10) 
According to Bayes's theorem, which is addressed in many textbooks about Bayesian 
data analysis [99, 1001, the joint distribution of parameters conditioned on the observed 




cx p(4')p(y'I'). 	 (4.11) 
- p(y) 
The factor p(y) can be omitted as a normalizing constant, except for in the case of 
model selection. 
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4.4.2 Bayesian inference 
In opposition to frequency probability in the classical inference, the Bayesian approach 
is developed when the values of observations, y, are initially uncertain and thus must 
be described using a probability distribution with density p(yI'). IF represents pa-
rameters of interest that need to be known in order to fully describe the observations. 
The Bayesian approach incorporates the parameter information, 4', to the analysis by 
using a probability density, p(4'), even when this information is not precise. How-
ever, the classical frequentist approach does not admit this information as it has not 
been observed and thus is not subject to empirical verification. There used to be much 
argument about these two approaches, for example in [101-1031. Nowadays, the ulti-
mate standard is the applicability of the theory [100]. The Bayesian approach is more 
applicable because it includes more elements into the analysis, and the techniques de-
scribed in Bayesian paradigm are able to solve more complex problems. 
In Bayesian inference, there are two ingredients: the observational distribution, 
p(y4'), and the prior distribution, p(4'). The first ingredient can be represented as 
a function of 'I', which is the likelihood function, L(4') 	p(y4'). It provides the 
probability of realizing the observations given the values of the parameters and noise 
statistics under an assumed signal model. The most popular signal model in Bayesian 
inference is a Hierarchical Bayes model, which will be described in Section 4.4.2.1. 
The second ingredient is the prior density, which contains the probability distribution 
of 'I' before the observations of y are made. The selection of prior distributions will 
be discussed in 4.4.2.2. Then the inference is based on the probability distribution of 
'I' after the observations of y, which is called posterior distribution and denoted as 
p(4' I y), are obtained by Bayes's theorem. The posterior distribution is also termed 
as 7r('IJ), following the traditional custom in methods of inference based on stochastic 
simulations. 
4.4.2.1 Hierarchical Bayes model 
In Bayesian analysis, it is more powerful to use a rich statistical model than a simpler 
model. A more complicated statistical model is able to reflect a realistic problem more 
completely. Assume a data vector, y, and a parameter, 4'. Using Bayesian analysis, a 
posterior probability, p(Wy) cx p(W)p(yW), can be achieved by the given prior proba-
bility, p(W), and the likelihood, p(yW). 
Usually, the prior p(W) depends on another parameter 0 that is not included in the 
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Figure 4.8: An example of the simplest hierarchical Bayes model. 
likelihood. Then the prior will be replaced by a conditional prior, p('I'q). Therefore, 
the posterior distribution will be rewritten as: 
p('I', y) x p(yW)p(WI)p(). 	 (4.12) 
It is the simplest example of a hierarchical Bayes model. The procedure can be repeated 
in the exact same format. For instance, 0 may have an additional parameter, x, which 
will have its own parameters. X is called the hyperparameter of p(W). In this way, there 
may be several stages in the specification of the joint prior distribution. Generally, the 
higher the stage, the harder is the specification of the distribution. However, models 
seldom have more than three stages. Also, the prior at the higher stage is often set to 
be non-informative. There are many examinations about the hierarchical structures, 
which can be found in [104-106]. 
The directed acyclic graph (DAG) is a useful graphical tool for representing a hier-
archical Bayes model. In the diagram, the observational data is represented as the root 
of the graph; each variable is represented as a separate node pointing to the node that 
depends on it [99]. Figure 4.8 illustrates the simplest example of the hierarchical Bayes 
model in (4.12). In this figure, the observational data, y, is denoted by a rectangular; 
the variables, 'I and 0, are denoted by circles. 
4.4.2.2 Specifications of prior distributions 
There are various ways of specifying prior distributions. The non-informative prior 
distribution is one of the simplest choice. However, the inherent anomaly of these 
distributions may lead to improper distributions, which do not integrate to 1, i.e. 
f p(c')d'I' 	1. Moreover, there are many different definitions of non-informative 
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prior distributions. One most commonly accepted definition is Jeffrey's prior [107]. It 
is presented by p(') x II() h1' 2, in which I(4f)1  is the expected Fisher information 
matrix about 41. Generally, these vague prior specifications can lead to proper poste-
rior distributions and inference can be made easily. However, in some cases, there are 
exceptions and the posterior distributions will be improper. Therefore, they must be 
used with caution. 
An alternative specification of prior distribution is the conjugate prior [1001. In 
Bayesian probability theory, if the posterior distribution of a parameter p(Ty) is in 
the same family as the prior probability distribution p(1I1), then the class of p(W) is said 
to be conjugate to the class of likelihood function p(y I 'I'). Moreover, the prior and the 
posterior are termed as conjugate distributions, and the prior is termed as a conjugate 
prior for the likelihood. Using conjugate priors, the posterior distribution is analyti-
cally tractable and its simplifications become easier. The calculation of posterior only 
involves a change in the hyperparameters. Nevertheless, since there is a restriction 
imposed on the form of the prior, the conjugate prior may not be adequate for one's 
prior for the state of uncertainty in some realistic cases. Therefore, there is always a 
dilemma between tractability and realism. 
4.4.3 Bayesian inference on general linear models 
The general linear model has a large number of applications and can be described 
in terms of a linear combination of basis functions with an additive Gaussian noise 
component [108]. The general linear model can be written in the form of: 
Y = s+n 
= Da + n, 	 (4.13) 
where, y, is an N x 1 vector of observational data and n is an N x 1 vector of identically 
independent distributed (i.i.d.) Gaussian noise. The matrix D has a size of N x Q and 
the vector of linear coefficients, a, has a size of Q x 1. Each element of the Q x 1 vector 
is a linear coefficient corresponding to a particular column of the matrix D. More-
over, the matrix D contains all the signal information, such as spectral and temporal 
contents. 
1(4') —E [ 	in L(4')I4'] where L(4') is the likelihood function of T. 
E[XY] is defined as the 
conditional expectation. 
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The likelihood is the probability of realizing the data given the value of parameters, 
the signal model and the noise statistics [108]. It was shown in [109] that the likelihood 
function is equivalent to the joint density of the residuals when the noise is i.i.d.. In 
this case, the likelihood function for the general linear model can be given by: 
r 
= (27ra) 	exp 
I
= (2 ) exp [- - 
Da)T(y  Da)] 
2o 	
(4.14) 
where o 	 I' is the variance of the Gaussian noise, and ' is a vector of model parameters 
in matrix D. 
When choosing prior distributions for model parameters in Bayesian inference, one 
important criterion is convenience. Therefore, in the case of a general linear model, 
uniform priors are assumed over each element in the coefficients vector, a, and Jef-
freys's prior is assigned to the variance of the Gaussian noise, o. After the integration 
of the linear amplitude coefficients, a, and the noise variance, o, as derived in [108], 
the posterior probability density for the model parameters can be simplified as: 
[T - YTD(DTD)-1DTY](Q_N)/2  
/det(DTD) 
(4.15) 
In the following subsections, there are three examples of general linear models to 
show how Bayesian inference is used for parameter estimation. Section 4.4.3.1 studies 
a single frequency signal model and Section 4.4.3.2 examines a signal with two fre-
quency components. They present a more detailed description of Bayesian inference 
with its application to spectral analysis, usually termed as Bayesian spectral estima-
tion. It is shown that Bayesian inference explores a new perspective of spectral estima-
tion. Jaynes [96] first applied the principle of Bayesian inference into spectral analysis 
and estimation in 1987. In a Bayesian analysis, the width of a spectral peak, which 
reflects the accuracy of the frequency estimate, is determined by the duration of the 
observed data, the SIN 2  and the number of data points. Gregory [311 also presented 
an approximation equation of calculating the frequency resolution in Hz if SIN > 1: 
Af{1.6. SIN .T8.}, 	 (4.16) 
2The SIN is defined as the ratio of the root mean square signal amplitude to the noise standard devi-
ation. 
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where T3 denotes the data duration in seconds and N denotes the number of data 
points in T3. In addition to the spectral content, the temporal content in the time do-
main can also be estimated using Bayesian inference. It is able to incorporate more 
parameters of interests in the proposed signal model, not only the frequency com-
ponents. For example, Section 4.4.3.3 examines a signal with one frequency and one 
change-point. 
4.4.3.1 One frequency signal model 
In this example, a signal with a single frequency component, Wi,  is simulated with a 
length of N = 100 data points. It is the simplest case of the sum of sinusoidal signal 
model. For this special case, the matrix, D, and the vector of coefficients, a, in (4.13) 
can be specified as: 
cos(wi ti ) 	sin(witi) 
I 
D D 	
cos(wit) sin(w1t2 ) 
=(wi)= I 
coS(W1tN) sin(W1tN) 
and a A  [a,i, as,i]T  respectively. 
The parameter setting for this simulated single frequency signal is given in Ta-
ble 4.2. Moreover, Figure 4.9(a) displays the simulated signal in the time domain with 
a SNR of 5dB. The bottom panel in Figure 4.9(b) shows the probability of the esti-
mated frequency. It is calculated using the general format of the posterior distribution 
in (4.15). As w1 is the only parameter of interest in the matrix D, I' is replaced by w1. 
The prominent peak in the figure indicates the most probable angular frequency in the 
signal model. It is compared to the corresponding frequency spectrum based on the 
DFT, which is shown in the upper panel in Figure 4.9(b). A well known property of the 
FT-based frequency estimation is that the width of any spectral peak depends only on 
the duration of the signal and not on the signal to noise level. By contrast, in Bayesian 
analysis, the width of spectral peak is determined by many factors, e.g. signal to noise 
level, duration of the signal and the number of data points in that duration, which is 
given in (4.16). Therefore, in the case of low signal to noise level, the frequency resolu-
tion is better if the duration of a signal is fixed. In Figure 4.9(a), the SNR is 5dB and the 
signal to noise level according to the definition in (4.16) is 1.7783. It is demonstrated 
Sinusoidal signal model with one single frequency 
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Data points Radian Frequency 
(a) Simulated signal with single frequency in the (b) FFT spectrum and Bayesian inference of the 
time domain, 	 simulated signal with single frequency. 
Figure 4.9: A signal with a single frequency and its frequency estimation. 
k 	Ek a +- arg tan(a8,k/a,k) wk 
1 	40 	 7r/3 	0.27 
Table 4.2: Parameter settings for the signal model with a single frequency 
in Figure 4.9(b) that the spurious noise features are suppressed and the width of the 
peak is much narrower than the peak in the DFT-based frequency spectrum. 
4.4.3.2 Two frequency signal model 
The second example has two frequency components, w1 and w2 in the signal, and has a 
length of N = 100 data points. The signal can be modeled using (4.13) with a different 
definition of the matrix, D, and the coefficients vector, a, which are expressed as: 
cos (w1t1) 
a D = D(wi,w2) = I cos(wlt2) 
[cos(wltN) 
sin(witi) cos(w2ti) sin(w2ti) 
sin(wit2) cos(w2t2) sin(LL)2t2) 
sin(wltN) cos(w2tN) sin(w2tN) 
and a 	[a,i, a8,1, aC,2, as,2]T. 
The parameter setting for this simulated signal with two frequency components 
is given in Table 4.3. Moreover, Figure 4.10(a) displays the simulated signal in the 
time domain with a SNR of 5dB. By replacing 4' by (W1, W2) in (4.15), the joint poste-
rior probability of the two frequencies w1  and w2 can be obtained. Unfortunately, this 
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Data points 2nd Radian Frequency 	 1st Radian Frequency 
(a) Simulated signal with two frequencies in the (b) Surface and contour plot for the joint probability of 
time domain, 	 two estimated frequencies. 
Figure 4.10: Bayesian inference of the simulated signal with two frequencies. 
k 	Ek a3 k + aCk — argtan(a5,k/a,k) Wk 
1 	40 	 7/3 	0.27 
2 	40 	 7/4 	0.37r 
Table 4.3: Parameter settings for the signal model with two frequencies 
obtained joint posterior probability is in a two-dimensional space, which should be 
plotted in a 3D figure. Figure 4.10(b) illustrates a 3D surface plot and a contour plot of 
the joint distribution of two angular frequencies. The values of two frequency compo-
nents are determined by the peak locations. The symmetry of Figure 4.10(b) indicates 
the equal probability of the two frequencies, w1 and W2,  which are interchangeable. If 
Wi = w2 , DTD becomes singular and thus the surface plot of the joint posterior distri-
bution will have no peaks at all. 
4.4.3.3 One frequency and one change-point signal model 
Previous two examples studied in Section 4.4.3.1 and Section 4.4.3.2 are two cases of 
the sum of sinusoidal signal model specially designed for spectral estimation. The joint 
posterior distribution obtained only contains the frequency information of the signal 
model. In this section, a signal which has one change-point, T1, and one frequency 
component, wi, is proposed. The change-point is a non-linear parameter in the matrix 
of basis function D. Before the change-point, the signal has Gaussian noise only; af-
ter the change-point, the signal is a single frequency sinusoid embedded in Gaussian 
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(a) Simulated signal with one frequencies and (b) Surface and contour plot for the joint probability of 
one change-point in the time domain, 	 the estimated frequency and change-point. 
Figure 4.11: Bayesian inference of the simulated signal with one frequency and one change-
point. 
Parameters 	E1 	+ a ,1 	argtan(a8,i/a,i) 	w1 	Ti 
Assigned values 	40 	 7/3 	0.27 60 
Table 4.4: Parameter settings for the signal model with one frequency and one change-point 
noise. The joint posterior probability of parameters, p(w1, T1 Jy) can also be calculated 
using (4.15). The differences are the definitions of basis function matrix, D, and the 
linear coefficients, a, which can be defined as: 
D = D(wi,TI) A 
0 	 0 
0 	 0 
0 	 0 
cos (1tT1 ) 	Sifl(WltTi ) 
COS(W1tTi +1) 5ifl(i)1tT1+1) 
COs(wltN) 	sin(wltN) 
and a r  [a,i, asiJT  respectively. 
The parameter setting for this simulated signal with one frequency and one change-
point is given in Table 4.4. Figure 4.11(a) displays this simulated signal in the time 
domain. The SNR of it is also set to 5dB. The change in data points can be clearly seen 
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at T1 = 60. Figure 4.11(b) shows a surface plot and a contour plot of the joint poste-
rior distribution of the change-point, T1, and the frequency component, Wi.  The peak 
location determines the estimated frequency, iZ'i and the estimated change-point, f. 
4.4.3.4 Discussion 
Having obtained the probabilities of signal model parameters in Figure 4.9(b), Fig-
ure 4.10(b) and Figure 4.11(b), the optimisation techniques for finding the peaks are 
still required in order to determine the exact estimated parameter values. The exam-
ples addressed above have at most two parameters to be estimated and thus the joint 
posterior distribution of these parameters can be represented directly either in a 2D 
plot or a 3D surface plot. Due to low variances of the peaks in figures, determining the 
peak locations is not difficult if a 2D plot or a 3D plot is available. 
Unfortunately, in many real application cases, there are usually more than two pa-
rameters that need to be estimated, for instance, there are three frequency components, 
or there are two change-points and one frequency component in a signal, the parame-
ters are difficult to estimate with the given joint posterior distribution. The only way 
to find the marginal probability for a specific parameter is to integrate out all the nui-
sance parameters. When more and more parameters are involved, the marginal pos-
terior distribution for some parameter cannot be easily obtained in an analytic form 
and the numerical calculation of the integral can be very complicated and difficult. 
Accordingly, approximate Bayesian computation is required to tackle the computa-
tionally intractable problems. One of the most popular approximation approaches in 
Bayesian inference is the MCMC technique. A detailed review of MCMC algorithms 
will be presented in Chapter 5. 
Furthermore, using MCMC algorithms, Bayesian inference can easily be extended 
to incorporate model order selection into spectral analysis with an employed reversible 
jump technique. In other words, the number of frequency in a signal does not need to 
be known in advance and thus can be regarded as an extra parameter to be estimated. 
In addition to solving model order selection problem, Bayesian inference is also able 
to incorporate the time domain information of a signal into the estimation and thus 
provides the estimated change-points in the signal simultaneously. As a result, all 
the parameters of interest including temporal content in the time domain and spectral 
content in the frequency domain, can be estimated at the same time within a whole 
single Bayesian framework. 
NE 
Parametric modeling and Bayesian inference for measured ultrasound echo signals 
4.5 Bayesian inference for the proposed signal model 
In Section 4.3.4.2, the proposed signal model for multiple pulse echo signals is defined 
in (4.9). Once the signal model is determined, a parametric estimation approach using 
Bayesian inference can be applied, taking account of all the parameters of interest. As 
the inference will be approximated using MCMC algorithms, which are difficult to 
examine for the proposed sophisticated signal model, the detailed description about 
the estimation algorithm will be presented in Chapter 6. This section only gives a brief 
introduction of the proposed signal model for measured ultrasound echo signals, and 
presents the corresponding likelihood functions for the specific model. 
4.5.1 Likelihood of a full length signal model 
According to the proposed signal model in (4.9), a general form of the signal model 
can be written in a matrix-vector form: 
y = D(wkrn ,T21n)akm  +n, 	 (4.17a) 
where akm 	[ak1,ak2,. .. ,akm ]T, in which ak1 	[(a 1 ,k2 ,a31 ,k),...  
(i = 1,.. . , m) represents the amplitudes of frequency components in each pulse seg-
ment. Moreover, D(Wkm , T2m) can be defined as follows: 
D(Wkm,T2m) I 
o o .. 0 
D1  0 0 
o o 0 
o D2  0 
0 	0 	... 	0  (4.17b) 
o 	•.. 	0 
o Dm 
o 	... 	0 
The matrix 	T2m) has a size of N x 	2k1, where N is the full length of the 
observations, y, and k2 represents the number of frequencies in each pulse segment i. 
It contains the information about change-points [Ti, T2 ,. , T2m1 and spectral contents 
[Wk. , Wk2,... , Wkm ] for rn different pulse segments, which are related to temporal and 
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spectral contents in the full length signal respectively. Di in the matrix D(Wkm , T2m) 
represents the ith pulse segment in the signal, which has its own parameters. It can be 
defined as: 
I 	B(wk1 t(T2j_1)) 	. . . 	B(wkt(T2j1)) I 
B(wk1t(T2j_1 + 1)) ... B (Wk mt(T2j_1 + 1)) 
(4.17c) 
B(k1t(T2j - 1)) 	... 	B(wkt(T2j - 1)) 
where B (.) 	[cos  (.) ,sin (.)] and it operates on an element by element basis. The size 
of Di is {(T2 - T2 _ 1) x 2k}, in which T2 _ 1 and T2j correspond to the start and end 
points for the ith pulse segment. In each D, the number of sinusoids k, indicating 
different number of frequencies in the ith pulse segment, is unknown. Other param-
eters conditioned on ki in each single pulse segment are also unknown. Moreover, 
the noise term is assumed as a zero-mean white Gaussian noise, which is defined as: 
n 	[n(0),n(1),... ,n(N - i)]T 
In this signal model, the estimation for pulse locations, T2m,  is performed using a 
full length data. As the noise is an i.i.d. Gaussian noise with variance o, the corre-
sponding likelihood function is expressed as: 
p(yIkm,m,T2m) = (
2 a 2)_N/2 x exp{_H y— D(wkm,T2m)akm 2} 
2o 	
, 	(4.18) 
where A2 	ATA, and N is the full length of signal model. 'T!m 	(''km ,akm ,cT) 
contains the parameters in the full length signal model. 
4.5.2 Likelihood of a single pulse segment 
Each single pulse segment in the signal model has its own parameters that are used to 
fit each block of data yj, which should be examined individually. Therefore, for the ith 
pulse segment with a length of Ni = T2 - T21_ 1, (i = 1,. . m), y j is defined as: 
yi = Daj4 + nj. 	 (4.19) 
92 
Parametric modeling and Bayesian inference for measured ultrasound echo signals 
Based on this model of a single pulse segment, the likelihood function for an individual 
data block yj is presented as: 
p(yi I k, 0k, T2 , T2 _ 1) = (27(7. ) -N/2 x exp { -
yj  - D (wk. T1, T2)ak. 112 } 
ki 
(4.20) 
where 0k 	(wk, aj, o) contains the parameters in the ith pulse segment. 
As a result, the parametric estimation is divided into two steps in the estimation 
algorithm. The first step is estimation for pulse locations, T2m,  which is performed 
in a full length signal y. The second step is estimation for spectral content, which is 
performed in a particular pulse segment y j, and the same procedure of estimation is 
performed for all rn pulses individually. 
4.6 	Model order selection 
In parametric estimation methods, selection of several integer valued parameters is 
equally important for the specification of a signal model. These integer valued pa-
rameters of the model can be orders of an ARMA model, or the number of sinusoidal 
components in a noisy signal. In either of these cases, the integer valued parame-
ters determine the dimension of parameter vector of the signal model, which is often 
termed as model order. 
4.6.1 Traditional selection criteria 
Most of the model order selection techniques are based on an information criterion, 
which has been widely used in time series analysis to monitor the modeling error and 
to select the order at which this error enters a steady state. The information criterion is 
able to provide a measure of information between the true distribution of data and the 
distribution of a specific model, in terms of the model order. The Kullback-Leibler (KL) 
information [110] is often used to measure the difference of two probability distribu-
tions. It can provide the distance between the true distribution of the observed data 
and the theoretical model, and it is measured by the log-likelihood function of the dis-
tributions. The derivation of the application of the KL information on model order 
selection can be found in [110]. Several criteria are proposed on the basis of the KL 
information and aim at minimizing the residual sum of squares. 
Some well-known model order selection criteria are briefly introduced in the fol- 
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lowing. They are all based on the maximum likelihood (ML) estimate of the variance 
of the residuals between the proposed model and the data samples. Generally, ML es-
timator is a statistical method for fitting a signal model to the measured data samples 
and providing estimates for model parameters [111]. It selects the model parame-
ter values that make the signal model more likely to the measured data. There are a 
variety of other estimators in the literature. A brief description will be presented in 
Section 4.7. 
Akaike [112] in 1969 proposed an order selection criterion, final prediction error 
(FPE), which is defined as: 	
N + k &2 	 (4.21) FPE(k) = N - k' 
where N is the number of data samples, and &2  is the modeling error, which is the ML 
estimate of the variance of the residuals of the estimated autoregressive (AR) model 
with the kth order. It works well for the AR process [113]. In 1974, Akaike [114] 
introduced a new criterion called the Akaike information criterion (AIC). When there 
are k independent adjusted parameters fitted to data, it can be defined in general as: 
AIC(k) = —2 ln(maximum likelihood) + 2k, 	 (4.22) 
where In denotes the natural logarithm operation. Specifically for an AR model with 
model order k, this criterion in (4.22) becomes: 
AIC( AR)(k) = —2lnpk (y, Wk)  +2k. 	 (4.23) 
In the above equation, y is the assumed AR process, and 4'k  is the parameter vector 
with kth order in the model. Its likelihood function is denoted as: Pk (Y, XFk). Wk is the 
ML estimate of 1'k.  which is given by: 
= arg max lnpk (y, k ). 	 (4.24) 
Moreover, it is assumed that the data is embedded in real-valued i.i.d. Gaussian white-
noise with mean zero and a variance of cr. After a simple derivation, which can be 
found in [110], the first term in (4.23) can be simplified as: 
—2 lnpk(y, k) = N in & + constant, 	 (4.25) 
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where & has the same definition as used in (4.21). Furthermore, the AIC can be gen-
eralized to the following criterion and is termed the generalized information criterion 
(GIG) [1151: 
GIC(k) = N ln(&) + ak, 	 (4.26) 
where a is a positive constant. With a = 2, the GIG is equivalent to the AIC. The FPE 
criterion can also be viewed as a special case of the extended GIG criterion since the 
AIC and the FPE are closely related. The derivation and the investigation of their rela-
tionship can be found in [116]. In 1978, Schwarz [117] developed a Bayesian extension 
of the minimum AIC procedure called Bayesian information criterion (BIG) as follows: 
BIC(k) = Nln(&) + klnN. 	 (4.27) 
The same rule in (4.27) can be obtained by a different approach based on the minimum 
description length (MDL) principle, which was proposed by Risannen in 1978 [118]. In 
1979, an order selection criterion proposed by Hannan and Quinn [119] had a similar 
format as that proposed by Akaike: 
HQ(k) = N1n(&) + kCln(C1nN), 	 (4.28) 
where C is a constant and C> 2. It is pointed out in [119] that the Hannan-Quinn (HQ) 
criterion has a good performance if the number of observations, N, is large. Another 
popular choice for model order selection is Parzen's criterion for autoregressive trans-
fer function (CAT) [120], which can be denoted as: 
CAT(k) = 1 
	N — i - N — k 	
(4.29) 
It is asymptotically equivalent to the AIC related criteria. Nevertheless, it is pointed 
out in [121] that for harmonic processes in noise, AIC tends to underestimate the order 
if the SNR is high. Furthermore, in many practical applications, these criteria do not 
exhibit a clear minimum which makes order selection process difficult. 
4.6.2 Bayesian model selection 
In addition to these model order selection criteria that are based on the information 
criteria, Bayesian model determination is an alternative method available for model 
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selection and model order selection [99]. It is based on Bayesian inference, which has 
already been introduced in detail in Section 4.4. It uses Bayesian model comparison, 
which is based on Bayes factors, to determine which model is the most appropriate 
one. In the Bayesian model determination approach, the dimensionality of the param-
eter vector is not fixed. 
Suppose that a vector of observations, y, has a collection of candidate models 
{Mk, k E IC = [0, 1,2,.. . ]}, where k is the model order that needs to be estimated. 
For each given k, there is a corresponding parameter vector 'J!k. Take a model selec-
tion problem between two models, M 1 and M 2, as an example. On the basis of the 
observation vector, y, the two models, M 1 and M 2, can be assessed by a Bayes factor: 
p(yM 2)  
KB(M1, M 2) 
- 	
M - p(yMi) - fp(iMi)p(yWi,i)d'i 	
(4.30)
' 
where J1  and '.I'2 represent model parameter vectors for model M 1 and M 2 respec-
tively. This Bayes factor can be used to calculate the ratio of posterior probabilities of 
models M 1 and M 2. This ratio is often termed as posterior odds: 
p(M 2 y) p(M 2) 
p(Miy) = P(A41)>< KB(Ml,M2). 
	 (4.31) 
According to the obtained posterior odds, the selection of a single model M 1 or model 
M 2 can be determined easily. In this way, among all Mk models, the most appropriate 
model can be selected by calculating the posterior odds. However, this model selection 
method needs to store the information for all Mk models and thus is inefficient. 
Furthermore, for a model where an explicit expression of the likelihood is not avail-
able or cannot be evaluated numerically, approximate Bayesian computation can be 
used for model selection in a Bayesian framework. Some standard computational 
approaches, such as MCMC methods, are available to tackle the computationally in-
tractable problems. In particular, a reversible jump technique proposed in [122] can be 
combined with the MCMC algorithms to solve the model order selection problem from 
the applied statistics point of view within a Bayesian framework, which will be inves-
tigated in detail in Section 5.3.5. This technique is based on the reversible samplers 
that can jump between parameter subspaces of differing dimensionality. Therefore, it 
can link the model order selection technique to the parameter estimation technique, 
which can simplify these two steps in the process of signal model building. 
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4.7 Estimators 
When using Bayesian inference for the estimation of each model parameter, there are a 
large number of data samples available from the corresponding posterior distribution. 
An estimator is a function of the observed data, which is used to estimate an unknown 
population parameter in statistics. The ML estimator has been employed in conven-
tional model order selection criteria and has been briefly introduced in Section 4.6.1. 
There are a variety of estimators in the estimation literature, and a general discussion 
about different estimators has been given by Kay in [111]. This section introduces two 
widely used estimators: Maximum a posterior estimation and Minimum mean square 
error estimation. 
4.7.1 Maximum a posteriori estimation 
Maximum a posteriori estimation is considered in Bayesian statistics. A maximum a 
posteriori (MAP) estimate is a mode of a posterior distribution. Specifically, once N 
samples from a posterior distribution, r(W), are available, a histogram can be plotted 
to provide an estimate of the probability density. Then the MAP estimate is generated 
by finding the maximum of this histogram: 
WMAp = argmax 7r(W). 	 (4.32) 
N 
4.7.2 Minimum mean square error estimator 
In statistics, a Minimum mean square error estimator describes a method which min-
imises the MSE, which is a common measure of an estimator quality. As an alternative 
way to estimate the parameter with the simulated N samples, the minimum mean 
squared error (MMSE) estimator is defined as the conditional expectation of the pa-
rameters given the obtained samples, which is given by: 
WMMSE = E [ir(W)J'IJ]. 	 (4.33) 
4.8 Chapter summary 
Based on the parametric estimation methods, this chapter has first addressed a general 
description of signal modeling and parameter estimation problems. Then according to 
physical understandings of measured ultrasound echo signals, a signal model has been 
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proposed. The proposed signal model not only contains spectral contents in multiple 
pulse segments, but incorporates temporal content of the full length signal as well. 
After the model structure selection is discussed, Bayesian inference is employed to 
estimate model parameters, with applications to some general linear models. Never-
theless, the proposed signal model is too complicated and thus the posterior distribu-
tion for model parameters cannot be obtained analytically. This chapter only presents 
simple description of how Bayesian inference is used for the full length signal model 
with multiple pulses. Based on approximate Bayesian computation methods, which 
will be reviewed in detail in Chapter 5, Chapter 6 will provide a solution to sampling 
from the sophisticated posterior distributions. In this way, the temporal and spectral 
estimation for measured ultrasound echo signals can be achieved. 
Chapter 5 
Approximation approaches for 
Bayesian inference 
Chapter 4 has proposed a signal model for measured ultrasound echo signals and em-
ployed Bayesian inference to estimate the model parameters. However, the posterior 
distribution of the desired parameters cannot be obtained in analytic forms. There-
fore, approximate Bayesian computation methods presented in this chapter are used as 
sampling strategies from these posterior distributions. Moreover, MCMC algorithms 
are reviewed as one of the most popular standard computational approaches used in 
Bayesian inference. 
5.1 Introduction 
As discussed in Section 4.4.3.4, in many real applications, a closed form of the pos-
terior distribution of a desired model parameter within a Bayesian framework is not 
available. Therefore, approximate Bayesian computation methods are required. They 
are simulation techniques that operate on a population of data samples and can pro-
vide a good approximation to the true posterior. In this way, approximate Bayesian 
computation can be used to tackle the computationally intractable problems. 
In this chapter, Section 5.2 provides a brief introduction of approximation methods 
for Bayesian inference. In particular, commonly used stochastic simulation methods 
are addressed. As one of the most popular approximate Bayesian computational ap-
proaches, a detailed review of MCMC algorithms are presented in Section 5.3. It covers 
from the concepts of Markov chains, to some popular algorithms, such as Metropolis-
Hasting (MH) algorithm and Gibbs sampler. Moreover, a reversible jump technique, 
which is brought into MCMC algorithm to solve the model order selection problem, is 
also presented. 
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5.2 Approximations for Bayesian inference 
When a posterior distribution is analytically intractable in Bayesian inference, an in-
evitable way is to seek approximations of the distribution, which include determinis-
tic and stochastic methods. Some of the deterministic methods are based on analyti-
cal approximations whereas others are based on numerical approximations. The most 
commonly used approximations are normal approximations and standard Laplace ap-
proximations. Detailed descriptions can be found in [100,123,124]. Nevertheless, with 
the increase of the dimension of the parametric space, the complexity of the determin-
istic techniques increases substantially. Therefore, the use of stochastic simulation for 
inference from the posterior distribution becomes desirable. 
5.2.1 Stochastic simulation 
In the real world, simulation refers to dealing with a real problem through reproduc-
tion in a controlled environment [100]. The environment can be either a computa-
tional equipment or a smaller scale reproduction system. In some systems, it has all 
its components known or at least deductible and thereby its behaviour has an intrinsic 
deterministic character. In some other systems, some of the components are subject 
to random fluctuations, thus can only be described by probabilistic statements rather 
than an exact mathematical rule. Stochastic simulation is about dealing with simula-
tion of these systems. 
From a statistical point of view, the systems mentioned above can be regarded as 
a complicated function of random variables. The aim is to reproduce these random 
variables in an environment under control regardless of the complexity. Based on the 
stochastic simulation, extracting relevant information in a given parent distribution 
is made possible. The approach, termed as Monte Carlo simulation, uses a collection 
of the simulated values from the distribution of interest to form a set of samples and 
defines a discrete distribution concentrated on the sample values. Then this distribu-
tion is an approximation to its parent distribution used for the simulation. Moreover, 
a histogram of these samples can be plotted. If an adequately large number of sim-
ulated values are available, the resulting histogram can be regarded as a very close 
approximation to the density of the distribution of interest. This is because stochas-
tic simulation techniques have strong support in probability results, such as the law 
of large numbers [125], which ensures the approximation becomes increasingly bet- 
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ter as the number of simulated values increases. Before the stochastic simulation is 
addressed, some basic, direct simulation operations are presented. 
5.2.2 The Monte Carlo principle 
The aim of Monte Carlo simulation methods is drawing i.i.d. samples from a target 
distribution, 7r(4'), which is often in a high dimensional space. These samples are 
used to form a histogram of the target distribution in order to obtain a numerical ap-
proximation of it. 
Consider a function f(4') with N samples. The target probability distribution func-
tion is 7r(4') and the expected value can be defined as: 
I 	E [f()] 
= f 	f()d. 	 (5.1) 
As 7r(4') is difficult to evaluate analytically, using the Monte Carlo numerical approx-
imation is an alternative: 
N 
= ±w(JI(i)) 	 (5.2) 
i= 1 
where 6q, (i(i)) denotes an indicator function defined as: 




Therefore, the integral in (5.1) can be approximated as follows: 
if = I * (IF) f (*) d1P = 	 (5.4) 
According to the strong law of large numbers, i.e. the sample average converges 
almost surely to the expected value, the estimates if  converges to If with N - +cxc, 
as denoted in (5.5), if the samples I' are statistically independent. Furthermore, the 
convergence in (5.5) allows the existence of central limit theorem for if in (5.6), where 
2a f E[f 2 (1')J _12 <cxi In (5.5) and (5.6), - denotes the convergence in distribution. 
lim If 	I, 	 (5.5) +00 
 \/ii(I f —I f ) -# jV(0,o). 	 (5.6) 
N=+oo 
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Algorithm 5.1: Accept-Reject Algorithm 
i fori=ltoNdo 
2 	Sample W () 	q(') and it 	U[0 , 1]; 
3 	if u< 	then 
4 Accept the sample; 
5 	else 
6 Reject the sample; 
7 end 
8 end 
If 7r(W) is a standard distribution, e.g. Gaussian, Gamma distributions, samples 
can be drawn straightforwardly. However, when it is not the case, generating i.i.d. 
samples from an arbitrary multivariate non-standard probability density function be-
comes intractable. More sophisticated techniques, which are based on direct sampling, 
importance sampling and MCMC algorithms are needed. 
5.2.3 Direct sampling 
Assume a complex distribution 7r(') needs to be sampled. q('I') is another distribution 
which is easy to sample. These two distributions satisfy the following relationship 
with a proportionality constant M: 
n('I') <Mq() M < +. 	 (5.7) 
q(I') can be referred to as an envelope of 7r(4'), and M can be regarded as the envelope 
constant. There is a simple illustration of how the algorithm works in Figure 5.1. Ini-
tially, sample a candidate ,@(') from the proposal distribution q(), and sample a vari-
able u from a uniform distribution between 0 and 1. If uMq(1' ) ) < rr('I'), then the 
candidate is accepted, otherwise it is rejected. The accept/reject procedure [126,127] is 
described in Algorithm 5.1. 
This simple method has some limitations, which are mentioned in [128,129]. First, 
M is not easy to be found to cover the whole region of ir('). Second, if M is too large, 
the acceptance probability in (5.8) will be too small. This will make the algorithm 
inefficient in high-dimensional situations. 
\ 
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'- q(W) 
Figure 5.1: Illustration of the rejection sampling algorithm. 
5.2.4 Importance sampling 
In some scenarios, the envelope constant, IVI, of the distribution of interest is unknown 
or it cannot be estimated. An importance sampling approach needs to be adopted. As an 
alternative to the direct sampling, which has been introduced since 1940's in [130,131]. 
Denote an arbitrary importance proposal distribution by q(I'). The integral, I f , in 
(5.1), and a possible Monte Carlo estimate of it, i f , in (5.4) can be rewritten as: 
If 	= f f (1P)w(1P)q(1P)d 	 (5.9) 
If = 	 ( 5.10) 




If the target distribution, 7r('I'), is completely known, the weights, w(4'), would be 
normalized already. Then the numerical approximation of 7r(4'()) can be obtained 
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Unfortunately, if is biased. Only if N - +oc, the expectation of if asymptotically 
converges to I,  denoted as: urn I f =I f. N—.+oo 
Nevertheless, in many applications, the total probability of ir('P) is impossible to 





and the normalization of weights can be denoted as: 
- _________________ (5.14) - 
2.-i=1 
Therefore, the approximation of the target distribution, ir ('I'), becomes: 
= 	
(5.15) 
With a finite number of samples from 7(4') using the approximation in (5.15), the 
estimates of I,  i.e. I,  can be presented as: 
N 
N 	i=1 	 = 	(( i))f (IF (i)) 	 (5.16) 
- * I:ri w(()) 	i=1 
I f is also asymptotically converges to I f if N -* +00. Moreover, the estimator I f has 
been shown to have better performance than if in some situations under squared error 
loss [126]. 
There are other variations based on this importance sampling method. For exam-
ple, adaptive importance sampling originates from the structural safety literature [132], 
and widely applied to the communications literature [133]. It incorporates additional 
parameter, , into q(4', ), and adapts during the simulation. Another example is 
known as sampling importance resampling (SIR) [134]. It allows obtaining M i.i.d. sam-
ples from *(4'). Brief descriptions about these methods can be found in [100, 1281. 
Even with adaptation and other improved sampling methods, obtaining a proposal 
distribution that is easy to sample from and achieving a good approximation result is 
still a trade-off. As a consequence, more sophisticated sampling algorithms based on 
Markov chains are required. They play a more and more important role in sampling 
from a complicated distribution of interest. 
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5.3 Markov chain Monte Carlo algorithms 
MCMC methodology is generally Monte Carlo numerical integration using Markov 
chains. It enables simulation from a distribution by regarding it as a limiting distribu-
tion of a Markov chain and simulating from the chain until it approaches equilibrium. 
To be more specific, MCMC is a strategy for generating samples W while exploring 
the state space using a Markov chain mechanism. It is constructed so that the samples 
'I' can mimic samples drawn from the target distribution 7r('I'). Combined with the 
Bayesian approach, MCMC algorithms can integrate the posterior distribution over 
undesired model parameters and make inference about other desired parameters with 
the observational data [129]. In this way, they provide a solution to the difficult prob-
lem of simulation from a high-dimensional distribution of the unknown parameters in 
complex models. Investigations from basic concepts to advanced algorithms are pre-
sented in [99, 100]. A detailed review of MCMC algorithms can also be found in [128]. 
The following subsections start with some background information about Markov 
chains in Section 5.3.1, followed by two popular algorithms, MH algorithm in Sec-
tion 5.3.2 and Gibbs sampling in Section 5.3.3. If the dimension of parameters is not 
fixed, a rjMCMC algorithm is introduced in Section 5.3.5. 
5.3.1 Basic concepts on Markov chains 
In mathematics, a Markov chain is a stochastic process, which deals with characteri-
sation of sequences of random variables and is described in terms of states in discrete 
time [100]. Denote a stochastic process 'I' on finite state spaces, which takes s discrete 
values, S = [S(1) ,S(2)7 ..' ,S()]. When 1F (i) = 8(q)' the process is said to be in state q. 
If the probability of the next state j,(')  depends only on the present state I& W given 
all previous values of the process, as in (5.17), it is called a first order Markov chain. 
p((i+l) 	(1) q,(2)'...  , 	(i)) = p(ff.J,(i+l) 	(i)). 	 (5.17) 
Moreover, denote the transition probability from state S(rn ) to S(n) as Prn ,n ('I' (+1)) 
= S() I'() = 8(m)). Assume the transition probabilities are stationary over 
time. Then a complete set of the probabilities can be represented by a stochastic tran- 
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sition matrix T as follows: 
P1,1 P1 ,2 	P1,8 
T 	
P21 P2,2 •.. P2,8 	
(5.18) = 
P1 , 1 P3,2 	P8 ,8 
If T T(W()'()) remains invariant for all i, the Markov chain is called a homoge-
neous chain. Based on the transition matrix T, a general expression for the probability 




(4'(i)) = p(4'(i) = 8(u) 4'(i_1) = 8(m)) = rrlp(4f(i_i) 8(m)). 	(5.19) 
If n -* +00, the Markov chain will converge, with some certain conditions, to a limiting 
distribution, which is independent of the initial state. When the chain has converged, 
the states of the resulting chain are distributed according to the limiting distribution 
Tir = it. Therefore, if the limiting distribution of a Markov chain is the desired poste-
rior distribution, 7r(4'), after some states, which are known as the 'burn-in' period of 
the Markov chain, have been discarded, the rest of states of the chain become samples 
from this posterior distribution 7r(4'). 
In continuous state spaces, the transition matrix T becomes an integral kernel K 
and the invariant distribution ir(4') becomes an eigenfunction 1  [128]: 
f = r'), 	 (5.20) 
where K is the conditional density of 4'(5+1)  given the value 4'') 
For any starting point, a chain will converge to the desired density function as long 
as T is a stochastic transition matrix that obeys the following properties [128,129]: 
Irreductibility: Within finite iterations, the Markov chain can reach any state with 
positive probability from all starting points. 
• 	Aperiodicity: The chain should not get trapped in cycles. 
'An eigenfunction of a linear operator, A, is defined as a non-zero function, f, in some function space 
that returns from the operator exactly as it is, i.e. Af = Af, for some scalar, A, which is the corresponding 
eigenvalue. 
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. Invariance: All states in the Markov chain have reached a limiting distribution 
and are distributed according to T7r = ir. 
Reversibility: The probability of a transition of the Markov chain from one state 
to another equals to the probability of a transition in the reverse direction. It 
is a sufficient, but not necessary condition for the states of the chain to be in a 
limiting distribution. It can be denoted as: 
((i) )T(W(1)  1 q, (i)) = 7 	( xF I q,(i1)). 	(5.21) 
Recurrence: All states can be reached infinitely often from all starting points. 
All MCMC algorithms have been designed to satisfy these constraints [128]. 
5.3.2 Metropolis-Hasting algorithm 
The name of the MH algorithm originates from papers by Metropolis in [135] in 1953 
and Hastings in [136] in 1970. It is the most popular MCMC technique and most of the 
practical MCMC algorithms can be interpreted as special cases or extensions of this 
algorithm [128]. 
5.3.2.1 Procedure and properties of the MH algorithm 
Denote a candidate function, i.e. the proposal distribution, by q(), which is similar to 
the importance function used in importance sampling. ir(.) indicates the target distri-
bution as usual. Assume a Markov chain is in state 'I'. The candidate W*  for the next 
state can be obtained by sampling from the proposal conditional distribution q(41*[t). 
Then the candidate will be accepted with a probability defined as: 
( xP 	'I') = min {1,r(W*,  W)}, 	 (5.22) 
where r(1*,  W) is the acceptance ratio defined as: 
(5.23) 
If the candidate is accepted, the Markov chain then moves towards the new state J1*; 
otherwise it remains at the current state 4'. The procedure can be summarized in 
Algorithm 5.2. 
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Algorithm 5.2: Metropolis-Hasting Algorithm 
1 Initialize 	(°). 
2 fori>Odo 
3 	Sample n U[0,1]; 
4 	Sample 	q(W*iP(i)); 
5 Evaluate the acceptance probability 
a(* 	(i)) = min{i 	
1 	
(5.24) ((i))q(* I IF (i)) I I 
6 
	if  < a(I1* , 4(i)) then 
7 The chain takes the new state 	= 
8 	else 
9 It remains at the current state 	= 41 
to end 
ii end 
The transition kernel for the MH algorithm is created: 
(
1
Q(i+1) 	(i)) = q(ff(+l) 	(i))(j1(t) , 	(i+1)) + öq,(i) 	 (5.25) 
where 8(.) is the Dirac delta function and 	is related to the rejection: 
r(W) 
= f q(Jf * 4f (i) )(1 - c (F* w(i)))dw* 	 (5.26) 
The constructed transition kernel satisfy the property of reversibi1ity, i.e.: 
((i) )r(w(i+l) 	(i)) = n(ff(i+1) )y((i) 	(i+1)) 	 (5.27) 
and thus the MH algorithm regards 7r('1) as the invariant distribution. The proof of 
this detailed balance condition can be found in [122]. Furthermore, the MH algorithm 
requires q(') be strictly positive on the support of 7r(4'), and always allows for rejec-
tion, so as to satisfy the irreductibility and the aperiodicity properties of the Markov 
chain [129]. 
One major advantage of the MH algorithm is that the normalizing constant of the 
target distribution is not required. As the target distribution is present in ratios, the 
unknown normalizing constant will cancel out. Furthermore, one significant issue in 
the MH algorithm lies in the choice of the proposal distribution q(). In [1281, there is a 
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simple illustration showing that the choice of the proposal standard deviation cr of the 
proposal distribution will have influence on the property of the chain. It is pointed out 
when the target distribution has multiple modes, if ci is too narrow, only one mode of 
the target distribution might be visited; if o- is too wide, the rejection rate will be very 
high. Only when all the modes are visited and the acceptance probability is high, the 
chain is said to be mixed well. In order to have a well-mixed chain, q(•) should allow 
the chain to explore the entire state space and with high acceptance probability. 
Metropolis algorithm is a special case of the MH algorithm. It assumes the proposal 
distribution q() has a symmetric property, i.e. q(i* [Jj (i) ) = q(4i(i)4f*). In this case, 
the acceptance probability reduces to 
Ce (*W(i))  =rnin 	 (5.28){l 
(W*) 
and it is independent of q(•) 
5.3.2.2 Hybrid kernels in the MH algorithm 
A powerful property of MCMC algorithms is that it is possible to combine several 
samplers into mixtures and cycles of the individual samplers [128,137]. 
In the case of mixture transition kernel with component transition kernels ,j,  i = 
1,. . . ,r, (r is the number of components in the mixture), the new hybrid kernel Km can 
be obtained by taking: 
(5.29) 
	
where w, (i = 1,. ,r) are the weights and satisfy w 	0 and > 	= 1. The 
property of the mixture transition kernel, lCm, has the same properties of the transition 
kernels 1C. As the component transition kernels ICj have a common equilibrium dis-
tribution -ir(.), the mixture kernel also defines the transition kernel of a Markov chain 
with equilibrium distribution r(.). In addition, if one of the component transition ker-
nels ICi is irreducible and aperiodic, then the mixture kernel )C n is irreducible and 
aperiodic. 
With regard to the cycle transition kernel 1Cr, it also has component transition ker-
nels ?C, (i = 1,. , r). Each of them has the same equilibrium distribution ir(.). In 
an iteration, the new chain is performed after all moves, guided by the component 
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kernels, are gone through. Thus the cycle hybrid kernel can be obtained by taking: 
(5.30) 
Similar to the mixture kernel, many properties of the component transition kernels K 
are passed on to the cycle hybrid kernel ICC, such as the common equilibrium distribu-
tion 7r(.). However, unlike the mixture kernels, only if all the component kernels are 
irreducible and aperiodic, then the cycle kernel is irreducible and aperiodic. 
As an application of the hybrid kernels of the MH algorithm, the spectral estima-
tion using a parametric model within Bayesian framework utilizes a mixture of kernel 
with two component transition kernels, i.e. global and local proposal kernels. It has 
been mentioned in [138, 139] that mixture of kernels can incorporate the global pro-
posal to explore most regions of the state space and the local proposal to discover finer 
details. It is particularly useful when the target distribution has many narrow peaks. 
The global proposal locks into the peaks while the local proposal allows to explore the 
state space around each peak. In [33], the frequency spectrum based on the Fourier 
transform is adopted as a global proposal, )C1, and a random walk algorithm is used 
as a local proposal, ?C2, which has been demonstrated to be a high precision frequency 
estimator. The mixture hybrid kernel can be written as A/C, + (1 - A)K 2, for 0 < A < 1. 
They have a common target distribution, which is the posterior distribution of the 
spectral content. 
Cycles of kernels can split a multivariate state vector into components or blocks 
that can be updated separately [128]. The samplers will mix more quickly by blocking 
highly correlated variables. A popular cycle of the MH kernels is Gibbs sampler, which 
becomes more and more popular in many applications, and will be introduced later in 
Section 5.3.3. 
5.3.3 Gibbs sampling 
Gibbs sampler can be regarded as another special case of the MH algorithm where 
the transition kernel is constructed by the full conditional distributions. 2  It allows to 
break down the problem by drawing samples from a multivariate density into drawing 
samples successively from densities of smaller dimensionality. The major feature is 
2The full conditional distribution of a parameter is defined as the distribution of a parameter condi-
tioned on all other parameters. 
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that it does not require the selection of a proposal distribution and everything is fixed 
by the target distribution ir(.) [140,1411. 
5.3.3.1 Procedure of the algorithm 
Define a parameter vector 4' with a length of N and the full conditionals: 
	
(SJ(i)4'(i)) 
r (W(i)[1(i) 	 1(j) 	 (5.31) 1 ' 7 j-1' j+1' 
where j = 1,. . . , N. Rather than sampling from a complex N dimensional distribu-
tion, the problem is simplified to sampling for N times from one dimensional condi-
tional distribution. In Gibbs sampling, the proposal distributions for j = 1,. . , N are 
specified as: 
I ir(W4'.) Jf4'* = IF W q(4, 4,çi)) = 	 (5.32) " 	 U 	Otherwise. 
By substituting (5.32) into (5.24), the corresponding acceptance probability can be sim-
plified as: 
= mill 1,  












Therefore, Gibbs sampling can be regarded as an MH algorithm with the acceptance 
probability of 1. If all the full conditional posterior distributions are available and 
belong to the family of standard distributions, Gibbs sampling is able to draw new 
samples directly. However, if the analytical form of the full conditional posterior dis-
tributions is not available, samples can be drawn with MH steps embedded within 
the Gibbs algorithm [128]. The procedure of Gibbs sampling algorithm is described in 
Algorithm 5.3: 
111 
Approximation approaches for Bayesian inference 
Algorithm 5.3: Gibbs sampling Algorithm 
1 Initialize i' ° ; 
2 for i>Odo 
Sample 	r(WiIW)W ,.., 	iv 
Sample n(24i+1) 3 	' N' 
Sample 41 (i+1) 	(W1Wl) I 1 	j-1 ' j+1'' NI' 
8 	Sample 	-7r(Wv'' 	
(i+1)\ 
N 	 I 1 ' 2 '' N-i)' 
9 end 
5.3.3.2 Application in spectral analysis 
Dou and Hodgson applied Gibbs sampling algorithms in spectral analysis in [142]. 
They examined a signal with multiple frequencies. The posterior distribution for the 
frequencies are obtained using Bayesian inference. Although they are complicated, 
they are in the family of standard distributions and thus Gibbs sampling can be used. 
Moreover, Dou and Hodgson extended the signal model from harmonic models to 
more complicated models in [1431, such as periodic but non-harmonic signals, signals 
with decays and signals with chirp. It was demonstrated that Gibbs sampling can also 
be applied to these models to achieve the estimated frequencies in the signals. 
Unfortunately, in most of the practical applications, it is not always known which 
model applies. Particularly, the number of frequency components in a signal, indicat-
ing the model order of the signal, is usually unknown. Dou and Hodgson developed 
an intuitive way to tackle the problem in [143]. They assumed a model space with 
all possible models and then tried to find the best choice. In particular, a uniform 
prior probability to the observation on the model space is first assigned. Then the 
posterior probabilities of the models in the model space are compared by calculating 
the relative posterior probabilities, i.e. the posterior odds ratio. The examples have 
demonstrated that the method works fine but has large a computational complexity. 
Also, a large amount of memory is needed to store the probabilities. Apart from the 
above mentioned method used in determining the model order of harmonic signals, 
a better technique, i.e. a rjMCMC algorithm, can be introduced to jointly estimate the 
model order and the frequency components in the signal. The principle of the rjMCMC 
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5.3.4 Convergence diagnostics 
In theory, a sample from the desired distribution of interest 7(.) can only be obtained 
when the number of iterations of a Markov chain approaches infinity. In practice, it 
is impossible and a sample obtained at a sufficiently large iteration is taken. Unfor-
tunately, it is hard to determine how large this iteration should be, which leads to a 
convergence problem. 
There are two major ways to deal with the convergence problem. One is more 
theoretical, and tries to measure the total variation distance between the distribution 
of a chain at each iteration and its limiting distribution. This approach attracts many 
studies in [144-146]. However, it is pointed out in [147] that, the results are not satis-
factory in practical work. The other one is more empirical and practical. It analyzes the 
property of the observed output from a chain to check whether the chain converges or 
not from a statistical perspective. Nevertheless, it is only based on observations from 
the chain and thus can never guarantee the convergence. There are comparative and 
illustrative reviews about these methods in [147,148]. Although two approaches com-
plement each other, the theoretical results are more difficult to attain and thereby, the 
convergence diagnostics according to the statistical properties of the observed chain 
will be adopted in this thesis. 
By exploring the statistical properties of the observed Markov chain, the conver-
gence can be checked by a few informal monitors or some formal convergence meth-
ods. The informal checks of the convergence are usually simple and easy to deal with. 
For example, one informal check is based on graphical representation techniques, 
which are suggested in [149]. With a single chain, a trajectory of the chain exhibiting 
the same qualitative behaviour through iterations, or an asymptotic behaviour over 
many successive iterations indicates convergence. Moreover, the visual impression of 
the convergence can be reinforced when the chain started at various values oscillate in 
the same region or concentrate around the same value. In opposition to the informal 
checks, the formal convergence methods attempt to decide whether the convergence 
can be assumed to hold rather than determining the run length to achieve the conver-
gence. Most of these methods are described in the review papers in [147,150]. 
Furthermore, there are many suggestions for improving the convergence of a chain 
to the equilibrium distribution in the literature. They are divided into two groups: al-
terations in the chain and alterations in the equilibrium distribution. The former tech- 
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niques include blocking parameters [151, 152] and reparametrization [100, 153]. The 
latter techniques have a famous application, which is obtained based on the optimiza-
tion technique known as simulated annealing [154]. Moreover, additional variables 
can be introduced as auxiliary variables [155} in order to remove the correlation in the 
chain and thus hasten the convergence. 
These approaches for convergence diagnostics discussed above can be applied to 
all varieties of MCMC algorithms. Nevertheless, the investigations of Markov chain 
convergence is another hot research topic in developing MCMC algorithms. It will 
not be examined in this thesis, and the informal checks are adopted to monitor the 
possibility and the velocity of the chain convergence. 
5.3.5 Reversible jump MCMC 
In previous sections, the sampling techniques all assume the model order dimension is 
known or fixed. When considering building MCMC algorithms into model order de-
tection, the main difficulty lies in that the sampler is able to jump from one subspace to 
another while keeping the correct target distribution. Some conventional approaches 
which are used in computer vision problems, are based on the jump-diffusion sam-
plers [156]. However, it only approximately maintains the reversibility property of the 
constructed Markov chain. Moreover, the range of transitions is limited and restricted 
for general Bayesian computation. Another solution, which is based on sampling from 
the product space, has been described in [157]. In this approach, the appropriate model 
order can be detected by being sampled from the subspace corresponding to a range 
of model orders independently. Nevertheless, the update of irrelevant parameters in 
some models that have a low posterior probability will make this approach inefficient 
and computationally intensive. 
Green [122] developed a general framework, known as the reversible jump MCMC 
algorithm in 1995. It allows the sampling process to jump between subspaces of differ-
ent dimensions and preserve the reversibility at the same time. Moreover, it allows for 
the joint estimation of the model order and the sampling of a parameter from its pos-
terior distribution. Furthermore, it avoids the expensive search over the full product 
parameter space. Denote a discrete variable k as the model order, which is one of the 
parameters of interest. The whole parameter space can be represented by 	k x 4k 
in which is a set of parameters of the model with order k, and kmax is the maximum 
allowable model order. Like in the MH algorithm, denote a proposal distribution by 
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q(.) and a candidate vector C. In each iteration, the candidate 4 is accepted with a 
probability in the form of: 
aaccept = min 11, (likelihood ratio) x (prior ratio) x (proposal ratio) x (Jacobian)}. 
(5.34) 
This expression can be derived from the acceptance probability for the proposed tran-
sition or switching between two subspaces, which can be found in [122]. In (5.34), the 
product of likelihood ratio and prior ratio equals to the corresponding posterior ratio, 
i.e. the ratio of 7r(.) with different model order. Therefore, it can be re-written as: 
a ((k*,1),(k, k )) = min {l, r ((k*,4),(k,4 k ))}, 	 (5.35) 
where the acceptance ratio is defined as: 
lr (k*,  )q(k, k) r((k*,4),(k,4 k )) = 71(k, 4)q(k*, 	X J((k*, fl' (k, 'k)) 	(5.36) 
In order to ensure the reversibility condition, the Jacobian term J((k*,  4), (k, 4'0)  in 
(5.36) is required to calculate the transformation probability between spaces of differ-
ent dimensions. According to [1581, it can be given by: 
a(k*,*) 
I 	
(5.37) J((k*, 	), (k, 'Fk)) = 
O(k,) ' 
where I I denotes the determinant operation. 
Apart from the requirements for calculating the acceptance probability, the pro-
posed candidate function also needs to be selected appropriately. There is flexibility in 
selecting various moves/ functions. In generic reversible jump MCMC technique, the 
most widely used functions include merge and split moves, birth and death moves, etc. 
Specifically, a merge move is defined as combining two nearby components and a split 
move is defined as breaking a component into two nearby ones. Moreover, birth and 
death moves are carried out by birth of a component and death of a component. They 
are both complementary moves that ensure the reversibility. A lot of investigations 
and discussions about different candidate moves can be found in [33,158,159]. 
Nevertheless, in order to simplify the dimension-changing problem in application 
of the reversible jump technique, the most popular and commonly used moves are 
birth, death and update moves in the spectral analysis. During the birth move, the algo- 
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Algorithm 5.4: Reversible jump MCMC Algorithm  
i Initialize (k(°), (0)) 
2 for i = 1 to numiteration do 
3 	Sample n "-i U[0 , l] ; 
4 	Calculate the probabilities bk and dk according to (5.38) and (5.39); 
5 if u < bk(i) then 
6 	Execute a birth move; 
7 else if u < bk(j) + dk(i) then 
8 	Execute a death move; 
9 else 
to 	Execute an update move; 
ii 1 end 
12 end 
rithm proposes a candidate of higher dimension whereas in the death move, it proposes 
a candidate of lower dimension. Bear these basic definitions and concepts in mind, the 
state transitions can be described in more detail. To be more specific, there are three 
available move types: 	, 	and k1,  indicating the update move, birth move and 
death move respectively, compared to the current state 4k•  For each transition, an inde-
pendent random choice is made. The probabilities for choosing each single move can 
be denoted as Uk, bk and dk, which will satisfy Uk + bk + dk = 1 for all k. In accordance 
with [1221, the probabilities of birth and death moves can be defined as: 




0 	 kkmax 




= c mill { 1 p(k) } 1 <k < kmax p(k+1) 
where p(k) represents the prior distribution of the model parameter k. The constant 
c is a tuning factor which determines the ratio of the update move to the jump moves. 
c = 0.5 is chosen so that the probability of a jump move is between 0.5 and 1 at every 
iteration. This choice ensures bkp(k) = dk+lp(k + 1), which could guarantee certain 
acceptance in the corresponding Hastings sampler [122]. In addition, the Jacobian 
term during the birth/death moves can be simplified to unity according to (5.37) [159]. 
The overall description of the rjMCMC algorithm is summarized in Algorithm 5.4. 
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Algorithm 5.5: Birth Move 
i Propose a new element I to form a new candidate vector 
(i+i) 
k+1 - 
i(i) 	 (5.44) - L k 
2 Evaluate Cebirth  according to (5.42) and (5.43); 
3 Sample n U[o, l ; 
4 if U 5 0birth then 
5 	The state of the Markov chain becomes (k + 1, 
6 else 
7 	The state remains at (k, Pk  ) 
8 end 
5.3.5.1 Birth move 
In the process of a birth move, the current state is denoted as (k, 4'k).  The objective is 
to determine whether the next state is in (k + 1, k+1)  with a newly proposed element 
Ie is selected from a proposal distribution, q(•), and is inserted to the existing 
parameter vector to create a new one: 
k+1 = 	 (5.40) 
The proposal distribution conditioned on the current state q(k + 1, k+1  1 k, k)  for the 
birth move can thus be written as: 
q(k + 1, k+1 k, k) = p(k + l)p(4 e), 	 (5.41) 
where p(k + 1) is the prior distribution of model parameter k + 1 and p(C1 e) is the dis-
tribution of the individual candidate parameter. Then the candidate state (k + 1, k+l) 
is accepted with a probability: 
cEbirth = min 11, rbth} , 	 (5.42) 
where the acceptance ratio Tbipth can be specified in accordance with (5.36): 
Tbirth((k + 1, k+1), (k, k)) = 
7T- (k + 1, 	i)q(k, 4 k) 
ir(k, 4 k )q(k + 1 	j) 
(5.43) 
Therefore, the procedure of the birth move can be described in Algorithm 5.5. 
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Algorithm 5.6: Death Move 	 - -- 
1 Randomly choose the j1h  element 	at the ith iteration to create a new 
candidate vector 
(i+1) - r (j) 	(i) k 	- L i:j-1 ' j+1:k+1 
2 Evaluate 0death  according to (5.43), (5.45) and (5.46); 
3 Sample u U[0,11; 
4 if U 	death then 
5 1 The state of the Markov chain becomes (k,r'5; 
6 else 
7 	The state remains at (k + 1,40)  
s end 
5.3.5.2 Death move 
The reversibility property of a Markov chain with respect to moves across different 
subspaces is of significant importance in maintaining the invariant target distribution 
of the rjMCMC algorithm for the model order. A sufficient condition for reversibility 
with regard to model order is that the acceptance ratio for a death move needs to be 
defined as [1221: 
rdeath = 	 (5.45) 
rbirth 
In this way, the probability of moving from model order k to k + 1 equals to that 
of moving from k + 1 to k. In a death move, a parameter, I, in the current state 
(k + 1, W i k+1) s randomly chosen to be removed. With a certain acceptance probability: 
death = min {1,rdeath} , 	 (5.46) 
the new state will become (k, 	1)) at the next iteration. It is assumed that the re- 
moval of an element from the parameter vector is selected among the existing k + 1 




where the definition of p(k) is the same as the one used in (5.41). Similarly, the proce-
dure of the death move can be described in Algorithm 5.6. 
118 
Approximation approaches for Bayesian inference 
Algorithm 5.7: Update Move 
1 Sample a candidate I from the proposal distribution q(*)  to create a new 
candidate vector 4 according to (5.49); 
z Evaluate the acceptance probability a,pdate according to (5.50) and (5.51); 
3 Sample u U[o , 1] ; 
4 if U < ( update then 
5 1 The state of the Markov chain becomes (k, 4); 
6 else 
7 1 The state remains at (k, 4 k); 
8 end 
5.3.5.3 Update move 
If neither a birth move nor a death move is chosen, an update move is performed. In 
this move, the dimension does not change thus the Jacobian term in (5.36) can be 
omitted. For a fixed k, a new candidate V can be drawn from the proposal distri- 
bution 	conditioned on the current value 4k•  The state changes from (k, 4 0 
to (k, ) only with the update of parameter vector , which is given by: 
= I:j— 	j±1:k] 	 (5.49) 
The acceptance probability for an update move is stated as: 
cEupdate = min {1, rupdate}, 	 (5.50) 
where the acceptance ratio is defined according to (5.36): 
rupdate = 7r()q(k 
	
(5.51) ) 
The procedure of performing the update move is described in Algorithm 5.7. 
5.4 Chapter summary 
This chapter has presented detailed descriptions of a variety of approximation ap-
proaches for Bayesian inference and has provided a brief review of MCMC algorithms 
as sampling strategies from sophisticated distributions. The advantages and disad-
vantages of various techniques examined in this chapter provide a fundamental basis 
for sampling from the complicated posterior distributions in Chapter 6 and Chapter 7. 
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Temporal and spectral estimation 
using a rjMCMC algorithm 
A signal model was proposed for measured ultrasound echo signals and Bayesian 
inference was used to estimate the model parameters in Chapter 4. However, the pos-
terior distribution for model parameters cannot be obtained analytically. Chapter 5 
provided a general methodology to approximate the Bayesian computation. While 
in this chapter, the estimation of temporal and spectral contents of measured ultra-
sound echo signals using a rjMCMC algorithm is described. Moreover, by taking the 
estimated results from the non-parametric methods as initial values for the parametric 
method, a new estimation system is created. It is first evaluated using a simulated sig-
nal, and then applied to experimentally measured ultrasound echo signals to extract 
their characteristics in both the time and the frequency domains simultaneously. 
6.1 Introduction 
According to the general discussion of parametric estimation method in Chapter 4, an 
appropriate signal model for measured ultrasound echo signals is first selected, then 
the model parameters are estimated using Bayesian inference. As the obtained pos-
terior distribution of parameters is not available in an analytical form, approximation 
methods will be employed to solve this problem. The whole estimation procedure can 
be divided into two steps. First of all, an estimation of pulse locations in a multiple 
pulse signal is carried out. Then an estimation of spectral content in each single pulse 
segment of the signal is performed. The two steps are implemented in a Bayesian 
framework by constructing a Markov chain and estimating the temporal and spectral 
contents in an iterative way. 
During the process of iteration steps, the initial values for model parameters must 
be chosen properly, which is one of the most important factors in the estimation. In 
general, the simplest way is to choose the initial values randomly. However, it some-
times requires long iterations to converge to the true values of model parameters, 
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which may result in an intensive computation. If this happens, a fast convergence 
is necessary. In Bayesian data analysis, it is always useful to obtain a rough estimate 
of the location of the target distribution, i.e. a point estimate of the parameters in 
the model, first by using some simple and non-iterative technique before develop-
ing more elaborate approximations or complicated methods [99]. As a consequence, 
results from the non-parametric estimation obtained in Chapter 3 can be taken as the 
rough estimates of the parameters in the first place. Then these coarse estimates are 
updated iteratively using the constructed Markov chain. Finally the estimates will con-
verge to the true values of the model parameters after a certain number of iterations. 
A proposed estimation system is displayed in Figure 6.1. It contains the non-parametric 
estimation part, which has been discussed in Chapter 3; and the parametric estimation 
part, which is based on the proposed sophisticated signal model in Chapter 4. This 
chapter will focus on estimating model parameters by approximation of Bayesian in-
ference using a rjMCMC algorithm. 
In this chapter, the spectral estimation in a single pulse segment and the tempo-
ral estimation in a full length signal model with multiple pulses will be examined in 
Section 6.2 and Section 6.3 respectively. Since the estimation system is created, the per-
formance evaluation will be carried out in Sections 6.5. Finally, the estimation results 
of experimentally measured ultrasound echo signals will be presented in Section 6.6. 
6.2 Spectral estimation in a single pulse segment 
In Section 4.5, the full length signal model and the model for one single pulse in the 
signal have been both expressed in a vector-matrix form in (4.17a) on page 91 and 
(4.19) on page 92 respectively. This section will concentrate on a single pulse segment 
of a signal model using Bayesian inference to estimate its spectral content. Moreover, 
rjMCMC algorithms will be introduced to approximate the inference for parameters in 
a single pulse segment. A brief explanation of deriving the joint posterior distribution 
using Bayesian inference will be given in Section 6.2.1 and Section 6.2.2. Then they are 
followed by a detailed description of rjMCMC diversity steps in approximating the 
obtained posterior distribution, which will be studied in Section 6.2.3, 
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Figure 6.1: Diagram for the procedure of the estimation system. 
6.2.1 Joint prior distribution for parameters in a single pulse 
In Bayesian data analysis, the parameters of a signal model can be estimated based 
on their corresponding posterior distributions, which are computed with the given 
appropriate prior distributions [99]. These priors reflect the degree of belief of the 
relevant values of the parameters. 
Conventionally, DAG [34,160,161] is a popular tool to illustrate a hierarchical struc-
ture of all parameters in a specific signal model. Figure 6.2 shows an DAG for the pro-
posed model for a single pulse segment expressed in (4.19) on page 92. In this graph, 
random variables are represented by circular boxes, the fixed parameters are repre-
sented by square boxes, and the observed data is denoted by a rectangular box. To 
be more specific, vi and 'y,  which are held fixed, are hyperparameters of the variable 
Moreover, A, is the hyperparameter of the number of sinusoids k, and 62  is the 
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Parameters for the ith pulse segment 
Figure 6.2: DAG of hierarchical structure for the parameters of a single pulse segment model. 
Parameters Prior Distributions 
ki Truncated Poisson Distribution 
Wki Uniform Distribution 
ak Multivariate Normal Distribution 
0 ki Jeffrey's uninformative prior 
Inverse Gamma Distribution 
A, Gamma Distribution 
Table 6.1: Prior Distributions for Independent Parameters 
hyperparameter of the amplitudes ak. 
Most of the priors are based on uninformative Jeffrey's priors and conjugate priors. 
They have been demonstrated to have a good performance in [33]. The selection of 
uninformative Jeffrey's priors reduces the dependence of the results on the exact choice 
of prior. The selection of conjugate priors allows some unknown parameters to be 
integrated out analytically and thus reduce the computational burden. Table 6.1 shows 
the parameters of a single pulse segment and their corresponding prior distributions. 
In this table, ki is assigned as a truncated Poisson distribution, conditioned on A, 
124 
Temporal and spectral estimation using a rjMCMC algorithm 
which is regarded as the expected number of sinusoids in the ith pulse segment: 
	
p(kA) cx 	exp(—A). 	 (6.1) 
Each frequency value in the vector Wk is assigned as a uniform distribution between 
0 and 7r and all frequencies are assumed i.i.d.. Therefore, the joint prior of frequencies 
is the product of the prior for each frequency, which is in the form of: 
/ 1 )ki 
p(wkjkj) =_ 	
(6.2) 
Moreover, the vector of amplitudes aj for frequency components is assigned as a 
multivariate Gaussian distribution with zero mean and covariance matrix, 	as ki 
below: 
1 	 4Eak . 
12 p(aku.,6) = _________ . exp - 2cr 	
(6.3) 
7o-2 
where 	= 5 2 DD, and 62  is treated as a random variable. Also, the noise vari- 
ance in the ith pulse segment, a, is assigned as a non-informative Jeffrey's prior: 
p(avj, -yj) cx i/oj, in which vi and 'yj are parameters of p(o i ). The last two param-
eters, Ai and 5, are the hyperparameters of the probability of the frequency numbers 
p(k A), and the probability of the amplitudes p(ak o, 5) respectively. Aside from 
the mathematical convenience, some justifications of these choices of priors have been 
demonstrated and reported in [1621 and the results indicate these non-informative pri-
ors perform well for a range of SNRs. 
Furthermore, the unknown parameters listed in Table 6.1 are assumed to be in-
dependent with each other. Therefore, the joint prior distribution for all parameters 
in one pulse segment can be considered as a product of each individual prior. If 
0 < ki  < kmax, it can be expressed as: 
p(k,Ok) = 
1 	[ 	a TE  'akl 
cx 	 exp[—A(1 + €2)] 
7, 	 exp I - _________ ., 
[ 	2aki ] 
(fl/Ct exp[_' i /(2aki )] (S2)(2_1 exp [_21 (6.4a) 
7r j 2(v/2+1) 	 82 ] \  
where €, Q  are the hyperparameters of A, and c2, /362 are the hyperparameters of 8. 
125 
Temporal and spectral estimation using a rJMCMC algorithm 
If ki = 0, it is simplified as: 
[H 1 
	
P(Ok k = 0) 	exp 	
2a 	2(v/2+1) exp[—A
1(1 + (2)] A' 12. 	(6.4b) 
6.2.2 Joint posterior distribution for parameters in a single pulse 
Based on Bayes's rule, if 0 < k 	kmax, by multiplying (4.20) on page 93 and (6.4a), 
the joint posterior distribution for the unknown parameters can be obtained as: 
p(kj,Oklyj) OC p(k,O) p(yilki3Ok,T2i,T2i_l) 
oc 	 I 
y - D(w, T2 _ 1, T2)ak 1 2  












c(kj,w) exp[-7j/(2a.)] . (2)-a2-1 exp [_/3o2l (6.5) 2(v/2+1) 	 52] 
Uk 
As the amplitudes ak and the noise variance a i  are not of most interest, they can 
be integrated out as nuisance parameters. The detailed derivation of this posterior 
distribution, including integration of the nuisance parameters, can be found in Ap-




A''2 . e 	' 1 	[ /3 l 
X 
e' 
exp 	 (6.6) 
where N is the length of the ith block of data, y, and 
Pki = I - 	 (6.7a) 
M' = DTD + 	 (6Th) 
mk = MkDTyj. 	 (6.7c) 
In the case of ki = 0, a E'a0 0 and I2ira. ol 1 are adopted in calculation of the 
posterior distribution conventionally, as used in [33,341.  The corresponding posterior 
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distribution is presented as: 
1 p(kj,wk A•, 11 	 = 0) cx 
x 
1 
exp N+2(v/2+1) 	 2o-2) ak 
A' 12 exp[—A j(1 + €2)] 
7rki 
(6.8) 
6.2.3 Reversible jump MCMC diversity steps 
Although the joint posterior distribution in (6.6) has been simplified, it is still highly 
non-linear in terms of frequencies Wk, which means the closed forms of p(ky) and 
p(wk, I k, y j) cannot be obtained. Therefore, a sampling technique is required to sample 
from the complicated joint posterior distribution p(k, Wki lYi), or from the marginal 
distributions p(ky) and p(wk, Iki , y), in order to estimate the parameters of interests. 
MCMC techniques are a set of algorithms that are able to sample from probability 
distributions [100]. A review of the state of the art is presented in Section 5.3. Using 
these methods, instead of sampling from the probability distribution directly, an er-
godic Markov chain is constructed. After a number of iteration steps, the chain will 
become stable and its equilibrium distribution can be regarded as the desired proba-
bility distribution. Also, initial selected values for parameters of interest will converge 
to their corresponding definite values, which can be regarded as samples from the de-
sired distributions. Having obtained these samples, histograms of these samples can 
be plotted. Based on the achieved histograms of the samples, a MAP criterion, which 
has been briefly introduced in Section 4.7.1, is adopted to obtain a mode of the esti-
mated posterior distribution j5(ky) and 5(wkIkj, y j). Then the desired parameters, 
(k, wk), of the ith pulse segment in the model can be easily estimated as: 
ki lyi = argmax (ky) 	 (6.9a) 
ki 
wkjki,yi = argmax ('kIki,yi). 	 (6.9b) 
Wk. 
Moreover, in the ith pulse segment of the signal model, since the number of fre-
quencies ki is also unknown, a reversible jump technique proposed in [122] is able to 
estimate the frequency model order k. It is able to combine the model order selection 
and the parameter estimation. This technique allows the proposals to jump between 
subspaces of different dimensions and visit all relevant model orders. With a certain 
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ratio that ensures the reversibility and hence the invariance of a Markov chain, samples 
from the proposal distribution are accepted. Due to this calculated acceptance ratio, 
the most likely model orders are visited most often and the least likely ones are visited 
with lower probability. In this way, the computational complexity can be reduced. 
In general, there are three simple and commonly used candidate moves for fre-
quency estimation: birth, death and update moves. Birth and death moves are widely 
used complementary moves. In a birth move, the algorithm proposes a candidate of 
higher dimension whereas in a death move, the algorithm proposes a candidate in the 
model of lower dimension. If neither move is chosen, an update move will be carried 
out. bk, dk and Uk  are denoted as the probabilities of each move for frequency estima-
tion. They satisfy the relationship of bk + dk + Uk = 1 for all k. bk and dk use the same 
definition in (5.38) and (5.39) on page 116 in Section 5.3.5. Detailed descriptions for 
different rjMCMC diversity steps within one single pulse segment yj will be provided 
in the following sections. In order to simplify the notations, the subscript i in parame-
ters will be omitted in the subsequent descriptions of rjMCMC diversity steps as these 
steps will perform exact the same for all m pulse segments. 1 
6.2.3.1 Update move for a frequency at a constant model order 
In this move, the model order of frequencies is fixed and the dimension of frequencies 
does not change. A hybrid MCMC sampler using MH steps is adopted in this update 
move of frequencies. Within the same dimension, a hybrid mixture kernel can be used 
as a transition kernel in the MH algorithm, which has been presented in Section 5.3.2.2. 
One of the advantages of a mixture of kernels lies in the fact that it can incorporate the 
global proposal to explore vast regions of the state space and the local proposal to 
discover finer details of the desired target distribution [126, 163]. For example, there 
are two transition kernels of the Markov chain A:i and ?C2. Both of them have the same 
invariant distribution ir(.). In this situation, (5.29) on page 109 can be simplified as a 
mixture of two independent transition kernels, e.g. AK, + (1— A)K2 (0 < A < 1), which 
also has the same invariant distribution lr(.). A is a factor that tunes the ratio of two 
transition kernels according to different applications. 
In the case of a high-precision frequency estimation, a mixture of kernels can be 
employed, as suggested in [33]. In the process of frequency estimation, the frequency 
1 N, y j and D, will keep the subscript i in order not to make confusion with N, y and D in the full 
length signal model in Section 6.3. 
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spectrum of a signal is taken as the global proposal distribution, and a random walk 
perturbation is taken as the local proposal distribution. The invariant distribution is 
given by p(w3,kIw_j,k,yj),  in which W_j,k 	[w1,k,... 	 .. .1. The global 
and the local update moves can be described in detail as follows: 
Global Update based on the observations of a signal with a probability of A. The 
basic idea is to propose a new frequency, W'k,  independent of the previous one, 
Wjk, and to explore regions around obvious peaks in the frequency spectrum of 
the signal: 
Nf 1 
q1(wwj,k) = q1 (w) a 	p1(w,k)r 	i (w), 2 
	(6.10a) 
1=0 N ] 
where P1(w,k)  is calculated by the squared modulus of the frequency spectrum 
of observations y j at each individual frequency, 17/Nf. N1 Niis the number of 
frequency bins. In [331,  the frequency spectrum computed using the DFT is se-
lected as the proposal distribution. However, it sometimes tends to overestimate 
the number of frequencies if there are a large number of frequency components 
in a small duration of a signal. Therefore, the multitaper spectrum is chosen in 
this thesis in estimating the frequency components of signals for its better trade-
off between the estimation variance and the frequency resolution. Moreover, the 
factor A = 0.2, tuning the ratio of global distribution and the local distribution, is 
determined in a heuristic way. It ensures that the corresponding Markov chain 
has satisfactory properties [33]. 
Local Update by random perturbation with a probability of 1 - A. The proposal 
distribution is based on a random walk algorithm, which is given by: 
q2(w k k-'J ,k) = AI(w,k, aRW f ). 	 (6.10b) 
cJRW f is set to 1/(5N), in which Niis the length of the ith pulse segment. This 
selected URWJ can ensure a good acceptance probability for a random walk with 
few parameters, as suggested in [164]. Also, there is a demonstration of good 
estimation results shown in [33]. 
Following the MH sampling procedure described in Section 5.3.2.1, according to 
2 	[w] equals one if w E Q and equals zero if w V ft 
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Algorithm 6.1: Update move for a frequency  
i Sample 	- U[01]; 
2 if uj <\ then 
3 	1 Propose a candidate frequency component according to (6.10a); 
4 else 
5 	Propose a candidate frequency component according to (6.10b); 
6 end 
7 Evaluate aupdate based on (6.13) and (6.14); 
8 Sample u U[0,1]; 
9 if u i aupdate then 
10 	I The state of the Markov chain becomes (k, w ,k); 
ii else 
12 	The state of the Markov chain remains at (k, W(i) jk); 
13 end 
(5.23) on page 107, the acceptance ratio of a candidate frequency component can be 
obtained as: 
	
rupdatc r 	(posterior distribution ratio) x (proposal ratio) 





where the vector Wj,k  is defined as: 	[WI,,.. . ,Wj1,k,W'k,Wj+1,k, ... 1. Since 
p(k,wjy) cx p(k, Wk, A,ö2 yj), 	 (6.12) 
and substituting (6.6) into (6.11), the acceptance ratio rupdate  can be simplified as fol-
lows: 
rupdate 	
( + Y?PkYi) 	q(wJ,k) (6.13) 
X q(ww,k 
Then the candidate frequency Wk  is accepted with the following probability according 
to (5.22) on page 107: 
update = min {1, Tupdat}. 	 (6.14) 
The schema for an update move is summarized in Algorithm 6.1. 
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6.2.3.2 Dimension-changing moves for a frequency 
The procedure for a birth/death move is different from that for an update move because 
the birth/death move contains a change in dimension. In a birth move, a candidate in a 
higher dimension model is proposed, which means, in spectral estimation, a candidate 
frequency is selected between 0 and it at random following a uniform distribution for 
simplicity. With a certain acceptance probability the current state will change from 
(k, w) to (k + 1, Wk+1).  In a death move, a candidate is proposed in a lower dimension 
model and thus an existing frequency component is removed randomly. In order to 
make the underlying Markov chain reversible with respect to moves across subspaces 
of different model order, the desired invariant distribution of the chain should be pre-
served [122]. That is, the probability of moving from model order k to k + 1 must be 
equivalent to that of moving from k + 1 to k. Therefore, when a death move is per-
formed, an existing frequency component is randomly selected to be removed such 
that the state space will change from (k + 1, wk+1) to (k, wk). 
Furthermore, both a birth move and a death move can be generalized to a dimension-
change move. The acceptance ratio of the dimension change move can be determined 
as: 
Tchange 	(posterior distribution ratio) x (proposal ratio) x (Jacobian). 	(6.15) 
Compared to (5.34) on page 115, the Jacobian term equals to one because the dimension 
only increases or decreases by one in each iteration. 
The first term in (6.15), which is an expression for the posterior ratio within a spe-
cific pulse segment, yj, is presented: 
posterior distribution ratio = 
p(k + 1,wk+1 IA, 52,yj) 	
(6.16) 
p(k,wk IA,82,y j) 
Since 
p(k,wk A, 2,y) 	 (6.17) 
and considering (6.6), the posterior ratio can be obtained: 
/ 'f+yT 	
(Ni+v)/2 
posterior rati 	 X 	 x Pkyj ) 
	
1 	A 	
(6.18) i o = 
+yTPk+1yi (k+1)(82+1) -.  it 
The second term in (6.15) is the proposal ratio. In a birth move, the probability of 
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choosing the move is bk, which was defined in (5.38) on page 116. Combined with the 
probability of proposing a new frequency based on a uniform distribution, the overall 
proposal distribution for a birth move is bk/lr.  For the corresponding death move, a 
randomly chosen frequency will be removed from k + 1 existing frequencies. Since the 
probability of choosing a death move is dk, which was defined in (5.39) on page 116, 
and the probability of choosing a specific sinusoid to be removed from k+1 frequencies 
is 1/(k + 1), the overall probability of a death move is dk+l/(k + 1). In both (5.38) and 
(5.39), there is a prior distribution for the number of frequencies, &A), which was 
assigned as a Poisson distribution in (6.1). Therefore, the proposal distributions for a 
birth move and a death move can be expressed as: 
1 
	
q(k+1,wk+1 A,82,y) = bk x - 	 (6.19) 
q(k,wk A, 2,yj) = dk+1 	
k+1 
( 	) . 
	 (6.20) 
As a result, for k = 0,... , kmax - 1, the proposal ratio can be determined using (6.19) 
and (6.20): 
proposal ratio 




bk/IT 	p(k+1A) 1 A' 
if k = kmax (kmax is the predefined maximum number of frequency components), only 
the death move is performed; if k = 0, only the birth move is performed. 
Finally, by substituting (6.18) and (6.21) into (6.15), the acceptance ratio of the 




 = y + YTP 





(k + 1)(82  + 1)  
Moreover, according to (5.35) on page 115, the acceptance probabilities of the birth and 
the death moves will have the following expressions since the death move is an inverse 
process of the birth move: 
birth = min{1, rchange } 	 (6.23a) 
death = min{1, r 29 }. 	 (6.23b) 
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Algorithm 6.2: Birth move for a frequency 
1 Propose a new frequency component, wk+1,  on (0, it), then the new vector of 
frequencies becomes= [wv, wk+i] 
2 Evaluate abi,th  according to (6.22) and (6.23a); 
3 Sample u U[o, 1] ; 
4 if U 	birth then 
The state of the Markov chain becomes (k + 1, wt); 
6 else 
7 	The state of the Markov chain remains at (k, w); 
8 end 
Algorithm 6.3: Death move for a frequency 
1 Choose the jth frequency component randomly from the existing frequency 
vector, then the new vector of frequencies becomes: 
(i+i) - 	(i) 	WWk 	- [UP) I W(j+1):(k+1) 
2 Evaluate cxdeath according to (6.22) and (6.23b); 
3 Sample u U[0,1] ; 
4 if U < cedath then 
5 	The state of the Markov chain becomes (k, wr1); 
6 else 
(i) 
7 	The state of the Markov chain remains at (k + 1, wk+1); 
8 end 
The schemas for the birth and death moves are summarized in Algorithm 6.2 and 
Algorithm 6.3 respectively. 
6.2.3.3 Update of other parameters in a single pulse segment 
ak and o are nuisance parameters and do not need to be updated formally in each 
iteration of the algorithm. However, they are required in updating one of the hyper-
parameters 62. In Appendix B, the priors selected for ak and a 2  are both conjugate 
priors in order that they can be integrated out from the complicated joint posterior 
distribution. Using the conjugate priors, the posterior distributions can be put in a 
much simpler form and the computations can be highly reduced. During the process 
of integration, the prior and posterior for a, are both multivariate Gaussian distribu-
tions, which are displayed in (6.24a) and (6.24b) respectively. Moreover, the prior and 
posterior for oj are both inverse Gamma distributions, which are displayed in (6.25a) 
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and (6.25b) respectively. 
ak '-•-' f(0,o- E 1 ) 	 (6.24a) 
2 	2 2 
ak(yi, k,  Wk,  o, A,6) ' 	J\/(mk, crMk). 	 (6.24b) 




In addition to the nuisance parameters, it is necessary to simulate the hyperparam-
eters A and 62  in each iteration in implementing the estimation algorithm. As sug-
gested in [33,161], they can be numerically integrated out. In practice, the estimates 
from p(Ay) and p(82 yj) are required in implementing the estimation algorithm. In 
order to simplify the implementation of the algorithm, vague conjugate priors are as-
signed to A and 62  as: 
A 	ca(1/2+ fl,  f2) 	 (6.26a) 
62 	I (c, /32), 	 (6.26b) 
where ej << 1 and 2 << 1 are hyperparameters of A. The prior set to A is a conjugate 
prior and the values of cl and 2  are set to close to zero. Moreover, c2 and 1362 are hy-
perparameters of 62.  The specification of c2 = 2 ensures the mean of the distribution, 
and p(62) > 0 is only determined by /3ä2. In [33], there is an experimental demonstra-
tion that /2 has weak influence on the posterior distributions p(62 y) and p(k y j). For 
various SNRs and a large range of values of /32 = 1, 10, 100, the estimated results are 
stable by experimental observations. Therefore, the procedure of estimation algorithm 
seems quite insensitive to the hyper-hyperparameters, i.e. c, €2, c2 and /32. 
When implementing the algorithm, the hyperparameter, A, is updated using a MH 
step on the distribution, p(Ak, wk, 62, yj). It has been derived in [34] that the posterior 
distribution is in the form of: 
p(Ak,y) x p(k,w,A,62,y) 
AE1_h/2  exp[A(1 + €2)] x 
(1+f2) k+i+1/2 	(6.27a) 
F(k+€1 —1/2) 
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which gives the update formula as: 
A(k,y) ' 	a(1/2 + k+ 61,1 + € 2). 
	 (6.27b) 
With respect to the hyperparameter, 62,  in order not to make the estimation process 
too complicated, the full conditional distribution p(82 k, Wk, A, a, o, y) is considered 
rather than p(82(k, wk, A, y2 ). That explains why the update of aj and o are required 
in each iteration in the implementation of the estimation algorithm. It also has been 
derived in [34] that, if k > 0, the posterior distribution of 62  is expressed as: 
p(82 k,wk,A,ak ,cx,y) x 6-2(k+c2+1)  x exp 






I , (6.28a) 62 
k 





+ ö2). 	(6.28b) 
If k = 0, A and 82  are updated from their prior distributions. 
6.3 Temporal estimation in a full length signal model 
In Section 3.2, a new non-parametric method, termed HTWD-VAD, has been proposed 
to estimate the pulse locations in the time domain. In this section, a parametric method 
is used and the temporal information, together with the spectral information, are es-
timated based on a proposed signal model. The change-points, which are related to 
the pulse locations of a signal, are denoted in the vector of T2m. Since the results from 
the non-parametric methods provide rough estimates of each change-point, and the de-
tected number of change-points are fixed, only the update of change-points need to be 
performed. Therefore, it can be included in the rjMCMC diversity steps with a fixed 
dimension. The update procedure is divided into two parts: update of all change-
points and update of related parameters, which should be considered in a full length 
signal model. 
6.3.1 Update move for change-points 
During the process of the update move for change-points, a random walk algorithm is 
chosen as the proposal distribution due to its simplicity. It means the newly proposed 
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change-point positions for all pulses depend on their previous values and a local ex-
ploration around the initial guesses is performed. The vector of pulse locations, T2m, 
is a set of integer values. They are updated using a multivariate normal distribution 
as follows: 
qT (T2 T2m) = AIJ2,n, E7-)- 	 (6.29) 
New candidates T m  are first proposed and then rounded off to the closest integers. 
The corresponding acceptance ratio rupdateT  is then evaluated. Via (5.34) on page 115, 
the Jacobian term can be omitted as the dimension of change-points does not change. 
The acceptance ratio is expressed as: 
rupdateT == (posterior distribution ratio) x (proposal ratio). 	(6.30) 
According to (6.30), the first term, the posterior distribution ratio needs to be con-
sidered in the full length signal model. The joint prior distribution for all parameters 
should also be studied in the full length model, y, which can be expressed as: 
p(T2m, km , 'T!m) = p(T 2m)p(km , Wk., akm 




X 2(v/2+1) . exp ----- I 
J 	 [ 2o7j 
m 	1 ) . Aik e—Ai  x . 	x 	exP[_e2 Ai]} 
k! 
i= 1 
m ( 	1 	[ 	11 




1 	1 \ 
	
N — i N-2 N_2m) 	
(6.31) 
where most of the parameters have the same definitions in Section 4.5.1. Moreover, 
the joint prior has a similar expression to that in (6.4a). The set of parameters in each 
pulse segment are assumed to be independent with each other. Furthermore, a 2  and 
ak. represent the noise variance and the amplitudes of frequencies in the full length 
of signal model, y, respectively. According to the selection of parameters in a specific 
pulse segment, the similar priors for an  and ak,,  can be given as: 
Ig(v/2,'y/2) 	 (6.32a) 
akrn 	.N(0,a 1 ), 	 (6.32b) 
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where 
0 	•.. 	0 
0 	... 0 
k,  
0 	0 	... 
and 	' = 82 DTD, in which i = 1,. . , in.. By multiplying (4.18) on page 92 and 
(6.31), the posterior distribution for T2m  can be obtained based on Bayes's rule. The 
derivation is similar to the update of parameters in a single pulse segment. Detailed 
derivation and the simplification of the joint posterior distribution can be found in 
Appendix B. Since 
p(T 2m km , Wk, Aim, 51:m, ) DC P(T 2m, km , Wk., A,:,,,, (6.33) 
the posterior distribution for change-points T2m can be represented as follows: 
P(T2m km, Wk ,Ai:m , 	Y) 
DC (y + yT Pkm y)_(12  
m( 
	
1 	2k —2(c2+1) 	[ 136:21 1 
X 	+62 6i 	exp 62 
M I 
>< H {-• 
(Ai)   
x A'2 . ei(12)J 	(6.34) 
i=1 
where 
13km = IN - DMk DT 	 (6.35a) 
MT' = DTD + 	 (6.35b) m 	 m 
mkrn = Mkm DT y• 	 (6.35c) 
These definitions of Pk—, M 1 and mkm  are similar to those defined in (6.7) on page 126, 
which are considered in a single pulse segment of the signal model. 
Moreover, the second term in (6.30), i.e. the proposal ratio can be obtained based on 
the random walk algorithm shown in (6.29). Therefore, substituting (6.29) and (6.34) 
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into (6.30), the acceptance ratio of update move for change-points, T2m, becomes: 
T PkrnyqT (T2m T) 
rupdateT = 
(-Y+Y __________
+ yTPLy) (N+v)/2 qT(TT2m) 	
(6.36) 
 
Also, the corresponding acceptance probability for all change-points can be calculated 
using (5.35). 
updateT = Min {1, rupdateT}. 
	 (6.37) 
Finally, having obtained the posterior distribution for T2m, an MAP criterion can 
be used to achieve the desired estimates of change-points. 
T2rnY = argmax 	(T2m km , 	Ai:m , öl.m, Y). 	 (6.38) 
T2m 
6.3.2 Update of related parameters 
The update of change-points T2m in the full length signal model, y, requires updates 
of ak 1 and cr. According to the derivation in Appendix B, the posterior distributions 
of ak, and cr can be integrated out and put in standard forms: 
(N 
+ V y + YTPkmY) 	 (6.39) 
2' 	2 
akm y 	A1(mkm , t7Mkm ) 	 (6.40) 
where Pk—, Mkm  and mk,, have been already defined in (6.35). Moreover, when 
updating Mkm  each single element, 8, in 6m  is updated in the corresponding pulse 
segment, y using (6.28b). In this way, 	= (8,. . . ,c) can be updated in each 
iteration in the estimation algorithm. 
6.3.3 Procedure of the update move for pulse locations 
The schema for the update move for change-points, T2m, is described in Algorithm 6.4. 
Using this update move for the vector of change-points in the full length signal model, 
y, the estimates of pulse locations from the non-parametric estimation method can be 
refined using a parametric method. 
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Algorithm 6.4: Update move for change-points T2m 
i Propose a new candidate vector for pulse locations T2m according to (6.29); 
2 Evaluate cupdateT  according to (6.36) and (6.37); 
3 Sample u U[0 ,1] ; 
4 if u < ct,,pdate then 
s 	The state of the Markov chain for vector of pulse locations becomes T m ; 
6 else 
7 	The state of the Markov chain remains at T2m ; 
8 end 
9 Sample a and akm  according to (6.39) and (6.40) respectively; 
6.4 Algorithm for the joint estimation system 
In all, the procedure of a estimation system for measured ultrasound echo signals can 
be summarized in Algorithm 6.5. The estimation system combines the non-parametric 
method and the parametric method so as to achieve better estimates of parameters in 
the proposed signal model, particularly its temporal and spectral contents, which are 
of most interest. 
6.5 Evaluation of the parametric estimation method 
An extensive Monte Carlo study has been carried out to check the stability and accu-
racy of the proposed estimation algorithm, since the probabilities under investigation 
are not available in closed forms. Moreover, the simulated signal with ground truths 
used in Chapter 3 is used in this section to compare the non-parametric method and the 
parametric method. 
The construction of the simulated signal and its parameter setup are described 
in Appendix A. There are two pulse segments in the signal, with locations at (450, 
600) and (750, 850) respectively, in the total length of 1500 data points. The synthetic 
signal is shown in Figure 3.6(a) on page 40. The estimation results obtained from 
the non-parametric method have been discussed in Chapter 3, and will be compared 
to the results from the parametric method in Section 6.5.3. With respect to spectral 
content of the simulated signal, there are two frequencies in the first pulse. In the 
second pulse, there are three frequencies, two of which are closely-spaced compared 
to the width of the pulse. However, when the non-parametric methods were used in 
Section 3.3.5.1, the frequency components 0.37 and 0.327r merged into a single wide 
peak, and thus neither the DFT spectrum displayed in Figure 3.17 on page 62 nor the 
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Algorithm 6.5: Algorithm for the estimation system 
i Non-parametric estimation (coarse estimation); 
2 Coarse estimation for pulse locations T 171 t; 
3 Coarse estimation for frequency components wkm ; 
4 Parametric estimation using a rjMCMC algorithm (estimation refinement) 
s Initialization: set {k,Ok} 1V = {km,wkrn ,akm,o}, 	= 
6 Iteration: 
7 for iter = 1 to numIteraion do 
	
8 
	Update the change-point vector, y1),  using random walk algorithm 
according to Algorithm 6.4; 
9 
	
for i = 1 to rn do 
10 
	a. Sample hyperparameters Ai and 5; 
11 b. Sample u U[0,1] ; 
12 
	if u < 	then 
13 
	
Perform birth move of a new frequency according to Algorithm 6.2 on 
page 133; 
14 
	else if (u < bk(zter) + dk(zter)) then 
15 
	 Perform death move of an existing frequency according to 
Algorithm 6.3 on page 133; 
16 
	else 
17 Perform update move of a frequency randomly according to 




	c. Sample nuisance parameters ak and oj; 
20 
	end 
21 e nd 
multitaper spectrum displayed in Figure 3.18 on page 63 were able to discriminate 
them due to their limited frequency resolutions. However, if a parametric method is 
used, the frequency resolution mainly depends on the SNR and will not be only limited 
by the length of pulses. 
6.5.1 Parameter setup for the estimation algorithm 
There are some parameter specifications that are required in the developed estimation 
algorithm. These parameters have no big influence on the estimation results and are 
listed in Table 6.2. For the ith pulse segment, vi and 'yi are parameters of the noise vari-
ance o- .. They are both set to zero in order to ensure that an uninformative Jeffrey's 
prior is selected, i.e. p(oj) cx 1/o- . Moreover, Ai and 62 i are hyperparameters of the 
number of frequency k; €i and E2  are hyperparameters of A; ap and /352 are hyperpa- 
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Parameters v 	€i E2 c 	A cJRW UT 
Values 0 0 0.01 0.01 2 10 0.2 1/(5N) 5 
Table 6.2: Parameters of the algorithm 
rameters of 5. Therefore, q, 2,  ap and /3 are hyper-hyperparameters of the signal 
model. In [33], it is demonstrated that the estimation procedure is very insensitive to 
the specification of the hyper-hyperparameters when it is applied to frequency estima-
tion. They are assigned the same values that are used in [33]. Other parameters, such 
as A. ORW  and UT,  are chosen in a rather heuristic way. A = 0.2 and 0RW = 1/(5N), 
where N is the length of the ith pulse segment, are used in [331  and achieve good 
estimated results. Therefore, they are also adopted in this developed estimation algo-
rithm. Furthermore, O'T  is a parameter in the full length signal model, which is used 
for updating the pulse locations. The value 0T = 5 is the first value that is tried, and it 
provides good results of estimation. 
6.5.2 Results for a single realisation of a simulated signal 
In this section, only one realisation of the simulated signal embedded in Gaussian 
noise as shown in Figure 3.6(a) on page 40 is taken to explain how the algorithm per-
forms and how the estimates are obtained. The ground truths of model parameters are 
given in Appendix A. In Section 6.5.3, a Monte Carlo run of one hundred realizations 
will be performed to evaluate this developed algorithm. 
The number of iterations was set to 10000, which was shown to be sufficient be-
cause the instantaneously estimated number of frequencies for two pulse segments, 
I Yl) and j5( k2  1Y2)  shown in Figure 6.4, were stabilized. After a certain number of 
iterations, i.e. burn-in periods which is defined in Section 5.3.1, all the probabilities of 
parameters reach their stationary states. Then the MAP criterion is used to produce 
the estimated model parameters. 
Figure 6.3 shows the estimated pulse locations for each change-point of the two 
pulse segments respectively. There are four subfigures and each has two panels. The 
top panel displays a histogram of the posterior probability of each estimated change-
point, e.g. j3(Ty). The bottom panel displays the instantaneous estimation of the cor-
responding (Ty). As the coarse estimation obtained from the non-parametric method 
render good initial guesses, the burn-in periods are not long, implying that the Markov 
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Figure 6.3: Estimation of positions for all four change-points of two pulses in the simulated 
signal. 
chain converges quickly. Furthermore, by throwing away the samples in the burn-in 
periods, the rest of samples are used to plot the histograms of the posterior probabili-
ties. 
In terms of the frequency estimation for each pulse segment, the estimates of the 
number of frequencies are illustrated in Figure 6.4. There are also two panels in each 
subfigure. Similar to the pulse location estimation, the histograms of frequency num-
bers are displayed at the top panels and the corresponding instantaneous estimations 
are displayed at the bottom panels. It can be seen that the burn-in periods are longer 
than those for pulse location estimation as the initial guesses for the number of fre-
quencies are chosen randomly. Another reason of having longer burn-in periods is 
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Figure 6.4: Number offrequency estimation and the convergence diagnostics. 
that only the estimates of pulse locations have converged to their true values, the 
estimates of frequency components in each pulse segment are able to converge. In 
addition to estimation of the number of frequencies, the histograms of the posterior 
distributions of frequency values are of equal importance in the estimation. By dis-
carding the values from the first 5000 iterations, the remaining 5000 values are plotted 
in histograms and are displayed in Figure 6.5. The estimated frequency values can be 
obtained by using the MAP criterion. It is worth noticing from the estimation results 
that three frequency components are detected in the second pulse segment. The two 
closely-spaced frequencies have been discriminated. Therefore, by using the proposed 
parametric method, the third spectral component can be detected and its value can be 
estimated in the second pulse of the simulated signal, which demonstrates that the 
frequency resolution is improved. 
6.5.3 Evaluation using one hundred realisations 
In order to evaluate the performance of the developed estimation algorithm, a Monte 
Carlo method is employed when a stochastic model is assumed. Unlike the point es-
timation in a deterministic way, the process of the Monte Carlo method is repeated 
thousands of times with a set of random variables. Finally, a distribution of outcomes 
shows not only what the most likely estimate is, but also what ranges are plausi-
ble [100]. Accordingly, an extensive Monte Carlo study of the performance of the 
algorithm is presented in this section. Also, the estimation results are compared to 
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Figure 6.5: Histograms offrequency values estimation for the two pulses. 
those obtained from the non-parametric methods. 
The algorithm is applied to the simulated signal with 100 different noise realisa-
tions, which is termed as 100 Monte Carlo runs. In each Monte Carlo run, 10000 it-
erations are set to ensure the Markov chain converges. Take a specific parameter of 
interest as an example, by throwing away values of the first 5000 iterations, the re-
maining 5000 values are regarded as samples drawn from the posterior distribution of 
the parameter. Having obtained 100 estimates of a specific parameter from 100 Monte 
Carlo runs, its mean and SD value can be achieved. 
Table 6.3 compares the estimation results of the change-points in the simulated sig-
nal using both the non-parametric method and the parametric method. It demonstrates 
that the means of the parametric method are closer to the ground truth; and the SDs of 
the parametric method are smaller than those of the non-parametric method. This indi-
cates the superiority of the proposed estimation algorithm using the parametric method 
with higher accuracy and better stability. 
Figure 6.6 illustrates the histograms of the estimated number of frequencies for two 
pulse segments in the simulated signal with 100 Monte Carlo runs. In each run, esti-
mates for the posterior probabilities of model order 5(5000)  (K1 = k1 I y') and 5(5000)  (K2 = 
k21y2) can be obtained using the MAP criterion. Then the obtained estimates from 100 
monte Carlo runs are used to form the displayed histograms. In Figure 6.6, the means 
and the SDs of the estimated posterior probability of the number of frequencies are 
illustrated. The green bars denote the mean values of the estimated number of fre-
quencies; the blue and red bars denote the mean - SD and mean + SD of the estimates 
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(mean ± SD) 
parametric method 
(mean + SD) 
1st change-point 450 460 + 1 452 ± 2 
2 	change-point 600 602 + 4 600 ± 0 
3rd change-point 750 760 ± 2 750 + 0 
41h change-point 850 850 ± 1 850 ± 1 
Table 6.3: Comparison of the estimation of pulse locations using the non-parametric and the 
parametric method. 
respectively. The peaks in all three statistics at k1 = 2 in Figure 6.6(a) and k2 = 3 in 
Figure 6.6(b) indicate good estimation performance of the developed algorithm. 
Moreover, the estimated frequency values obtained from 100 Monte Carlo runs 
for two pulse segments of the simulated signal are compared to the ground truths, 
and are also compared to the results using the non-parametric estimation method using 
multitaper estimates. Table 6.4(a) provides the comparison for the first pulse segment. 
Compared with the ground truths, both the non-parametric method and the parametric 
method provide good mean estimates. However, in terms of the SDs, the parametric 
method outperforms the non-parametric method with much smaller variations. Table 
6.4(b) gives the comparison for the second pulse segment. The parametric method not 
only provides more accurate mean estimates and smaller SDs, but can distinguish the 
two closely-spaced frequencies as well. In contrast, the non-parametric method regards 
the two closely-spaced frequencies as one single frequency, which signifies its poor 
performance in frequency resolution. 
6.5.4 Reconstruction of the simulated signal 
In Section 4.2, there are four steps addressed in the process of signal model building 
before a model is applied for real world applications. The first three steps have been 
discussed in previous sections. The last step is evaluating the performance of a candi-
date model. It consists of evaluating the performance of the estimation algorithm for 
model parameters, and validating the proposed model to check how well the signal 
model fits the observed data. In Section 6.5.2 and Section 6.5.3, the performance of 
the developed estimation algorithm for model parameters have been investigated in 
detail. However, model validation has not been discussed yet. 
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1 2 3 4 5 6 7 8 9 10 	 1 2 3 4 5 6 7 8 9 10 
Number of Frequency 	 Number of Frequency 
(a) Histogram showing the mean, mean - SD, (b) Histogram showing the mean, mean - SD, 
mean + SD of the estimate of p(k i yi ) for the first mean + SD of the estimate of p(k2(y2) for the sec- 
pulse. 	 ond pulse. 





(mean ± SD) 
parametric method 
(mean + SD) 
I" freq. 2.1991 2.2000 + 0.0364 2.1995 ± 4.3051 x io 
2nd freq. 1.8849 1.8870 + 0.0530 1.8850 ± 7.2931 x 10" 





(mean + SD) 
parametric method 
(mean + SD) 
1st freq. 0.6283 0.6200 + 0.2097 0.6285 ± 4.3019 >< 10' 
2nd freq. 0.9425 0.9790 ± 0.2196 0.9387 ± 4.8732 x 10(-4) 
3rd freq. 1.0053 0.0 1.0027 ± 5.3047 x 
Frequency value comparison for the 2d pulse segment 
Table 6.4: Comparison offrequency values between the non-parametric method and paramet-
ric met hod for two pulse segments. 
Generally, the objective of model validation is to test whether the model satisfies 
the requirements of the intended application, e.g. some certain criteria that specify the 
performance of the model. Specifically, the goal of model validation can be described 
as whether the model sufficiently agrees with the observations, whether the model 
can characterise the actual signal generation system, or whether the model is able to 
solve the problem that originates the design process. Most of the investigations into 
146 
Temporal and spectral estimation using a rJMCMC algorithm 
model validation concentrate on the existence of the mismatch between the model and 
the observed data, or the residual process. They are calculated in a least-square error 
statistical sense. One of the key validation techniques focuses on whether the residual 
process approximate random errors. If the residuals behave randomly, it suggests that 
the model fits the data well. There are a number of statistical techniques available for 
checking whether a process is a realisation of white noise [511. For instance, autocor-
relation test, partial correlation test and power spectrum density test. Furthermore, 
there is another method known as cross-validation to demonstrate whether the model 
is sufficiently accurate for the purpose. The basic idea of this method is that one set of 
data is used to fit the model and another statistically independent set of data is used 
to test the model. 
Model validation is a very popular research topic in signal model building process. 
There are numerous techniques available for validating the proposed signal model and 
finally choosing the most appropriate model among the candidates. However, in this 
thesis, a sum of sinusoidal model is proposed because the transmit pulse waveform is 
composed of a six-period sinusoidal signal. The focus is put on estimating model pa-
rameters rather than choosing an appropriate signal model. Therefore, the model val-
idation techniques will not be expanded, and only a simple way of checking whether 
the estimated parameters are sufficiently accurate is used. 
6.5.4.1 Estimation of amplitudes 
In the proposed signal model, amplitudes for frequency components akm  are not of 
most interest in the analysis of measured ultrasound echo signals. However, they 
are required in reconstructing a signal. With the obtained reconstructed signal, the 
estimation accuracy can be checked by comparing it with the original synthetic signal. 
The simulated signal used in evaluating the estimation performance in Section 6.5.3 
is used in this section to study the estimation of amplitudes for frequencies. The pro-
posed estimation algorithm is applied to the simulated signal for 100 times with dif-
ferent noise realisations using 100 Monte Carlo runs. In each single realisation, the 
Markov chain reaches its equilibrium distribution, and the values in the first 5000 it-
erations are discarded and the rest of them are regarded as samples from the desired 
posterior distribution of the amplitudes p(ak1 yj). They can be updated according to 
(6.24b) on page 134. 
Using these samples, a histogram is plotted and an MAP estimates for amplitudes 
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Ground Truth {ak}l 	0 	4.4721 	3.1623 	3.1623 
Estimated {àk}1 	0.0124 4.4641 3.0956 3.2150 
(mean ± SD) ±0.1172 +0.0491 +0.0603 +0.0607 
Estimated results for amplitudes for the 1 pulse 
Ground Truth {ak }2 	3.1623 	5.4772 	3.7175 	5.1167 	3.1623 	5.4772 
Estimated {k}2 	3.1482 5.4684 3.7553 	5.0952 3.1087 5.5071 
(mean + SD) 	±0.2041 +0.1544 +0.4438 +0.2080 +0.3532 +0.3400 
Estimated results for amplitudes for the 2,d  pulse 
Table 6.5: Estimated results for amplitudes for two pulses using 100 realizations 
ak l Yi = arg max 15(ak2 yj) are presented. Moreover, 100 estimates for each ampli- 
ak i  
tude ac,/c or a8,k,  (i = 1,2) are averaged to provide a mean and a SD value of each 
amplitude for a single frequency component. Table 6.5(a) and Table 6.5(b) display the 
resulting estimated amplitudes for the first pulse and the second pulse segments re-
spectively. Compared to the estimated means and SDs of frequency values, the mean 
errors are larger and the SD values are higher for the estimated amplitudes. This indi-
cates that the developed estimation algorithm provides better estimates for frequency 
values than the corresponding amplitude values. 
6.5.4.2 Signal reconstruction 
In the proposed signal model, the start and end points of each pulse segment, the 
number of frequencies, the frequency values and their corresponding amplitudes of 
frequencies in each pulse are the model parameters that are necessary to reproduce 
the original synthetic signal. Apart from the algorithm evaluation addressed in Sec-
tion 6.5.2 and Section 6.5.3, an alternative way to quantify the performance of the algo-
rithm can be made by looking at the overall reconstruction of the underlying noise-free 
signal as the noise realisations are different in 100 repeats of the estimation algorithm. 
Figure 6.7 illustrate the reconstruction of the l pulse and the 2nd  pulse of the orig-
inal signal in the time domain, which is compared to the underlying noise-free signal, 
s. The blue star-marked line denotes the original signal segment and the red diamond-
marked line denotes the reproduced signal segment. They are in good agreement in 
both Figure 6.7(a) and Figure 6.7(b), implying good estimation of parameters for two 
pulse segments in the simulated signal. In the frequency domain, the squared mod- 
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(a) Reconstruction of the 1' pulse segment in the (b) Reconstruction of the 2  pulse segment in the 
signal. 	 signal. 
Figure 6.7: Reconstruction of the pulse segments in the signal without noise. 
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(a) I FT12  of the 1st  pulse segment in the signal. (b) I FT 1 2  of the 2nd  pulse segment in the signal. 
Figure 6.8: Squared modulus of the FT of the original signal and the reconstructed signal. 
ulus of the FT of the original signal and the reconstructed signal are compared and 
plotted in Figure 6.8(a) and Figure 6.8(b) for two pulse segments respectively. A good 
fit in the frequency domain can also be seen for each pulse segment. 
Furthermore, two plots of the residual errors of the signal reconstructions, as a 
function of the number of iterations are shown in Figure 6.9. Since there are 100 runs of 
the estimation algorithm and each run of the algorithm produces a sequence of resid-
ual errors with 10000 iterations, there are 100 sequences of residual errors obtained. 
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(a) Residual error against the number of iterations (b) Residual error against the number of iterations 
based on the current iteration. 	 based on all preceding iterations. 
Figure 6.9: Plot of the residual errors against the number of iterations. 
For a single run of the algorithm, the residual error can be calculated as: 
Residual Error: e A ll 5$.t) - s /N, 	 (6.41) 
where N is the length of signal in data points, 
$ater)  represents the reconstructed sig-
nal at the current iteration, s denotes the original underlying noise-free signal and 
represents Euclidean norm operation. The same procedure is performed on 100 
sequences of the residual errors obtained from 100 repeats of the developed estima-
tion algorithm. They are finally averaged to provide an averaged sequence of errors 
= (1/100) E100 e 0. In Figure 6.9(a), the residual errors are computed using the 
reconstructed signal obtained from the current iteration. However, in Figure 6.9(b), 
the residual errors are computed using the reconstructed signal based on all previous 
iterations rather than the current iteration only. In this case, the reconstruction at the 
(iter) . 	iter (v) iteration, iter, becomes: Sr 	= (1/zter) Ev= j Sr . The fast convergence of the re- 
constructed signal to the underlying noise-free signal in both cases can be seen. If the 
initial burn-in period of the first 3000 iterations is ignored, the mean of the residual er-
rors from 3000 to 10000 iterations is 0.7641, with a standard deviation of 0.0537, which 
implies robust parameter estimation and signal reconstruction. Moreover, the mean 
value, 0.7641, is related to the SD of the added noise, which is 0.8944. 
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(a) Actual SCS response in the time domain. 	(b) Enlarged actual SCS response in the time do- 
main. 
Figure 6.10: Display of the actual experimental SCS response in the time domain. 
6.6 Estimation of measured ultrasound echo signals 
The newly developed estimation system can be applied to measured ultrasound echo 
signals from both SCSs and MBs. With the combination of the non-parametric method 
and the parametric method as illustrated in Figure 6.1 on page 123, the estimated pa-
rameters of interest, such as the number of pulse segments and pulse locations, the 
number of frequencies and their corresponding values for each pulse segment, can be 
obtained. In this section, one example of measured SCS responses and one example 
of measured MB responses are shown, and the estimation results are also presented. 
These two responses were both collected with peak negative pressure of 550kPa and 
with an incident frequency of 1.83MHz. 
6.6.1 Estimation of an SCS response 
Figure 6.10(a) displays a typical SCS response, which has a single pulse segment. This 
typical response is first modeled as a single pulse signal, which is composed of several 
sinusoids. The proposed estimation system is then carried out and repeated 100 times 
to the single SCS response. Finally, these results are averaged and calculated to give the 
means and the SD values of the estimated parameters of interest, i.e. pulse locations, 
number of frequencies and the corresponding frequency values. 
The estimated pulse location in the time domain is presented in Table 6.6 with the 
means and the SD values. Moreover, the estimates are also marked in Figure 6.10(a) 
using a red dotted line to denote the start and end points of the pulse segment. Fig- 
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Estimates(change-points) 	1st 	2nd 
Means 	 927 	1007 
SD values 1 4 
Table 6.6: Estimated pulse location for the SCS response 
K 	0'7 	8 	9 	10 	11 	12 
MAP 0 1 61 35 3 	0 
Table 6.7: Spread of MAP estimates of number offrequency for the SCS response 
Estimates(Freq.) Means(MHz) SD values(MHz) 
1st 	 1.8138 	0.0734 
2nd 	2.1687 0.2858 
3rd 2.4339 	0.3511 
4th 	 2.6924 0.3516 
5th 2.9891 	0.4241 
6th 	 3.2320 0.3157 
7th 3.3145 	0.2756 
8th 	 3.3941 	0.4564 
9th 3.5345 0.6786 
Table 6.8: Estimated frequency values for the SCS response 
ure 6.10(b) shows an enlarged version of Figure 6.10(a) with explicit indication of the 
estimated pulse location. 
Furthermore, for each run of the estimation algorithm, the standard Bayesian esti-
mate of the model order for a particular pulse segment i, i.e. the number of frequency, 
is the MAP value of K, which is the value of ki that maximizes p(ky). In this mea-
sured SCS response, there is only one pulse segment. The MAP value of K in the 
single pulse can be obtained in each run of the algorithm. Then with 100 replications 
of the algorithm, the spread of MAP values are shown in Table 6.7. It can be seen 
that the most probable number of frequency is 9, which appears 61 times in the 100 
replications. Moreover, the estimated frequency values in the single pulse segment are 
provided in Table 6.8 with the means and the SD values. 
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(a) Measured MB response in the time domain. (b) Enlarged measured MB response in the time 
domain. 
Figure 6.11: Display of the actual experimental MB response in the time domain. 
6.6.2 Estimation of an MB response 
Unlike SCS responses, most of MB responses are composed of multiple pulse seg-
ments. One typical example with two pulse segments is shown in Figure 6.11(a). It is 
chosen because it can not only describe the procedure of estimation for multiple pulses 
clearly, but also will not make the computations too complicated using the parametric 
estimation. Therefore, it is a good compromise between an explicit demonstration of 
the developed estimation algorithm and the computational complexity that a typical 
example of ultrasound responses requires. 
The developed estimation system is also repeatedly applied to the MB response 
100 times. The estimation of the number of pulses, and the corresponding pulse loca-
tions are given in Table 6.9. The estimated start and end points of two pulse segments 
are also marked as red dotted lines in Figure 6.11(a). The enlarged version for each 
single pulse segment is illustrated in Figure 6.11(b) for clarity. Moreover, the spread 
of MAP values of the number of frequencies for two pulse segments are shown in Ta-
ble 6.10. The result in Table 6.10(a) indicates that 63% of the time, the detected number 
of frequencies is 4 for the first pulse. For the second pulse segment, the most probable 
number of frequency is 5, which appears 58 times in 100 replications of the estima-
tion. Furthermore, the estimated frequency values of the first pulse are presented in 
Table 6.11(a) and those of the second pulse are presented in Table 6.11(b). These result-
ing estimates are given with both means and SD values. 
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Estimates(change-point) 	1st 	2nd 	3rd 	4th 
Means 	 351 	444 	654 	730 
SD values 2 4 	2 2 
Table 6.9: Estimated pulse location for the MB response 

















(b) Spread of MAP 
(a) Spread of MAP 	estimates of number 
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Table 6.10: Spread of MAP estimates of number of frequency for two pulse segments in the 
MB response 
6.6.3 Discussion 
The developed estimation algorithm has been applied to the measured SCS response in 
Section 6.6.1 and the measured MB response in Section 6.6.2 respectively. With respect 
to the estimated pulse locations in the time domain, the estimates exclude the tails of 
the pulse segments in the full length signal. For example, compare Figure 3.16(a) on 
page 56 in Section 3.2.4.2 and Figure 6.10(b) in Section 6.6.1. They display the change-
point estimates of the same SCS response using non-parametric method and the paramet-
ric method. In Figure 3.16(a), the estimated pulse location include the tail of the pulse 
segment, which may be induced by the transducer bandwidth used in actual ultra-
sound experimental measurements. By contrast, the estimated pulse location shown 
in Figure 6.10(b) exclude the tail of the pulse segment, which is regarded as noise term 
when using the parametric estimation method. The same situation happens to the esti-
mates of the MB responses. 
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Estimates(Freq.) Means(MHz) SD values(MHz) 
ist 2.4390 0.4282 
2nd 2.7667 0.4597 
3rd 3.1077 0.5327 
4th 3.4059 0.4632 
Estimated frequency values for the l 	pulse 
Estimates(Freq.) Means(MHz) SD values(MHz) 
1st 2.0710 0.4228 
2nd 2.6467 0.4207 
3rd 2.9594 0.4414 
41h 3.3252 0.6160 
5th 3.3841 0.6210 
Estimated frequency values for the 2nd  pulse 
Table 6.11: Estimated frequency values of two pulses in the MB response 
From the point of view of frequency estimation, take the SCS response shown in 
Figure 3.16(a) on page 56 in Section 3.2.4.2 as an example. The DFT spectrum and 
the multitaper power spectrum of the single pulse SCS response were displayed in 
Figure 3.20 on page 65 in Section 3.3.5.2. Figure 3.20(b) has lower side lobes than 
those in Figure 3.20(a) whereas displays wider peaks in the spectrum. Compared to 
the results obtained from the non-parametric estimation method, the estimation results 
using parametric method exhibits more subharmonics and superharmonics. For the 
MB responses, the estimated frequency components concentrate around the second 
harmonic and the third harmonic. 
Despite the advantages of this newly developed estimation system in both the time 
and the frequency domains in a parametric way, the limitations of it are twofold. First, 
in terms of the estimation algorithm itself, the limitation lies in the assumptions made 
in estimating number of pulses in the signal. Multiple pulses in the echo signal are 
assumed to be well separated and each of the pulse has a minimum length. Specifi-
cally, if two pulses are closely-spaced, they will be regarded as one pulse; if the width 
of a single pulse is less than a certain value, it will be regarded as noise. Moreover, 
the proposed model is demonstrated to fit the measured ultrasound echo signals well 
rather than being justified in a strict sense, which needs more validation in the future 
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work. Second, in accordance with the requirement of ultrasound imaging techniques, 
due to the influence of ultrasound transducer in the experimental measurements, the 
estimated spectral contents may not originate from the true behavior of ultrasound 
scatterers. Therefore, the signal model needs to take account of the ultrasound trans-
ducer characteristics in order to examine the real behavior of the scatterers. This will 
be studied further in detail in Chapter 7. 
6.7 Chapter summary 
According to the proposed signal model for measured ultrasound echo signals in 
Chapter 4, and the approximation Bayesian computation methods investigated in Chap-
ter 5, this chapter has developed a specially designed rjMCMC algorithm to estimate 
the model parameters via Bayesian inference. 
By combining the non-parametric estimation methods and the parametric estimation 
methods, an estimation system is created. The advantage of it lies in that it allows an 
automatic estimation of pulse locations in multiple pulse echo signals, and estimation 
of frequency components for each pulse segment simultaneously. It provides a new 
look at the time-frequency analysis based on a signal model within a Bayesian frame-
work. Moreover, the proposed parametric model and the developed estimation algo-
rithm are able to produce estimated parameters of interest with improved accuracy. 
In particular, it exhibits improved frequency resolution compared to Fourier analysis 
based techniques. 
Although it has some limitations that two consecutive pulses or overlapped pulses 
cannot be discriminated, the developed estimation system reveals more characteristics 
in both the time and the frequency domains. This can lead to the discrimination of 
measured ultrasound echo signals from MBs and SCSs in future work. 
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Spectral estimation of a modified 
signal model with transducer 
characteristics 
The investigations in previous chapters are all based on experimentally measured ul-
trasound echo signals, which are the results of original echoes convolved with the 
impulse response of the ultrasound transducer. This chapter will dedicate to a mod-
ified signal model taking account of the transducer characteristics as model parame-
ters. Moveover, a modified rJMCMC algorithm is developed to estimate the modified 
model parameters. The obtained estimation results are compared to those with no 
consideration of the transducer in order to demonstrate the superiority of the modi-
fied signal model. After the evaluation, the modified estimation algorithm based on 
the modified signal model, is applied to measured ultrasound echo signals, which can 
reveal the true spectral contents of responses from ultrasound scatterers. 
7.1 Introduction 
In Chapter 4, the proposed signal model does not take account the ultrasound trans-
ducer characteristics. Moreover, the estimation algorithm developed in Chapter 6 is 
used to sample from the posterior distributions of model parameters, which is on the 
basis of the proposed signal model. However, if the band limit property of the re-
ceiver 1 is considered, the proposed signal model and the developed estimation algo-
rithm will be inappropriate. 
In order to compensate the transducer influence, one intuitive method is designing 
an (inverse) filter for the ultrasound receiver. If the (inverse) filter is able to perfectly 
remove the effects of the receiver and thus recover the true spectra of ultrasound echo 
signals, the estimation algorithm developed in Chapter 6 can be applied to the inverse 
filtered signals directly. However, the noise gain introduced by the (inverse) filter 
'Transducer and receiver refer to the same thing in ultrasound measurements and thus are inter-
changeable in this thesis. 
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Figure 7.1: The diagram for the complete estimation for ultrasound echo signals. 
will have an impact on the frequency spectra of ultrasound echo signals. Apart from 
the noise problem, if using an (inverse) filter, the spectral estimation will consist of 
two disjoint procedures. First, design an (inverse) filter that is used to recover the 
original spectra of the measured echo signals; second, apply the estimation algorithm 
developed in Chapter 6 to extract the spectral content of the recovered signal. 
An alternative approach is to incorporate the receiver characteristics into a signal 
model as model parameters. Then the spectral content of the signal can be estimated 
using a modified rjMCMC algorithm based on the modified signal model. In this way, 
the true spectra of ultrasound echo signals will be recovered and the estimation pro-
cess can be made in a whole single framework. Figure 7.1 illustrates the estimation 
procedure designed for this modified signal model, which is a part of Figure 1.3 on 
page 9. This chapter first calibrates the magnitude and the phase responses of the re-
ceiver in Section 7.2.1 and Section 7.2.2. Then a brief discussion about the problem as-
sociated with the use of an (inverse) filter for the receiver is presented in Section 7.2.3. 
Having obtained the receiver characteristics, a modified signal model is described in 
Section 7.3 and the corresponding modified rjMCMC algorithm is investigated to sam-
ple from the more complicated posterior distribution in Section 7.4. Finally, the eval-
uation of the modified estimation algorithm is carried out in Section 7.5.1. This is 
followed by the application of the estimation algorithm to the measured ultrasound 
SCS response and MB response in Section 7.5.2. 
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7.2 Calibration of ultrasound transducer 
The calibration of the ultrasound transducer characteristics contains two parts: one is 
the calibration of the magnitude response and the other is the calibration of the phase 
response. They are achieved using two different approaches and are investigated in 
Section 7.2.1 and Section 7.2.2 respectively. The calibration of the ultrasound receiver is 
based on SCS responses as they are linear scatterers in terms of the transmit frequency. 
7.2.1 Magnitude response of the ultrasound receiver 
One intuitive method in calibrating the magnitude response of the ultrasound receiver 
is to calculate the energy density ratio of the measured ultrasound responses and the 
theoretical responses from SCSs, which will be discussed in detail in Section 7.2.1.1. 
Unfortunately, using this approach, only finite calibration points are available in the 
frequency spectrum. Section 7.2.1.2 fits a polynomial curve to these finite values and 
achieves a continuous curve for the magnitude response, which will be easier to use in 
the following developed estimation algorithm. 
7.2.1.1 Calibration of magnitude response of the ultrasound receiver 
A simple illustration of the receiver calibration is depicted in Figure 7.2. The receiver 
response can be estimated by looking at the signals at the input and output of the trans-
ducer. The magnitude response of the receiver can be calculated by taking the ratio of 
the energy density of the experimentally measured responses from the SCSs [3] and 
the corresponding theoretical responses [13]. Moreover, since the transmit pulse is a 
narrow-band signal containing a dominant fundamental and a second harmonic spec-
tral component, the ratio of the magnitude responses will only cover a limited band-
width in the spectrum. To estimate over the full range of the receiver spectral response, 
it is necessary to use transmit pulses with different incident frequencies and filter them 
into the fundamental and the second harmonic spectral components. Therefore, the 
frequency response of the transducer can be estimated by filtering the transmit pulse 
into fundamental and second harmonic components, calculating the theoretical echo 
returns at the transducer input, filtering the measured transducer output in the same 
way, and then calculating the ratio of the energy density of the output to the input. 
To be more specific, for each transmit frequency, energy densities of the filtered 
fundamental and second harmonic components should be calculated separately. Par-
seval's theorem indicates that the total energy contained in a waveform, y(t), summed 
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Figure 7.2: A simple illustration of the receiver calibration. 
across all of time, t, equals to the total energy of the waveform's FT, Y(f), summed 
across all of its frequency components f, which can be put in the form of: 
JI y(t)dt 
= J 	Y(f)l2df. —c 
(7.1) 
Concerning a calibration point, Gcalibrate,nag,  in the frequency spectrum of the ultra-
sound transducer based on a single frequency, fmag,  it can be calculated in the time 
domain as: 
G a1ibratemag  (fmag) = 
Energy Density p 
Energy Density theo 
,( exp) Puynax Pexp(t) 2dt 
7lLjfl 
Jtmin
tt10n1) I1 theory (t) 2dt Inn 
(7.2) 
where Pe p (t) and Pth O () represent the measured and the theoretical backscattered 







over which the integration are evaluated should be of sufficient durations to include 
the complete pulse segment for both the theoretical response and the measured re-
sponse. A detailed explanation of how to calculate a calibration point in the frequency 
spectrum of the ultrasound receiver at a specific transmit frequency is presented in 
Appendix C. 
Furthermore, there are 21 different transmit frequencies ranging from 1.2MHz to 
4.0MHz. Each of them will be filtered into the fundamental and the second harmonic 
components and thus there will be 42 calibration points in the spectrum of the ultra-
sound receiver. Under each transmit frequency, there are several trials of experimental 
measurements for SCS responses. These SCSs have various radii. With these different 
trials of measurements, the means and the SD values of the calibration points can be 
obtained, which are plotted in Figure 7.3. The circles and diamonds denote the means, 
and the error bars denote the SD values of the calibrated magnitude gains of the re-
ceiver. Moreover, the blue circles and error bars represent results from the fundamental 
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Figure 7.3: Receiver calibration in the whole frequency range. 
monic components. By checking the overlap of the blue circles and the red diamonds, 
the accuracy of the experimental measurements can be demonstrated and the shape of 
the receiver bandwidth can be created. In the full range of the transmit frequencies, the 
SD values are relatively high when the frequencies are between 2.5MHz and 3.5MHz. 
This implies that the noise variance in this range will be higher than other frequencies. 
7.2.1.2 Fitting a polynomial function to the finite calibration points in the spectrum 
In Figure 7.3, there are only finite frequency values rather than a continuous curve 
available. In order to incorporate this information into a signal model, these finite 
number of the magnitude gains against frequencies in the spectrum require interpo-
lation. For simplicity, a polynomial function is assumed to fit a curve to the finite 
numbers in the calibrated magnitude response of the ultrasound receiver. A general 
expression of the polynomial function can be written as: 
C(f) = 	 (7.3) 
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where c, (p = 0,... , P) are the unknown polynomial coefficients, and P is the corre-
sponding model order. This function can also be written in a matrix-vector form and 
a noise term is also included: 
y=Q3+n, 	 (7.4) 
where 3 	[co, ci,.. . , cp] and Q A [1, f, f 2,.. . , f  ]. According to Figure 7.3, the 
noise is not constant within the whole frequency range. However, as a preliminary 
curve fitting problem, the noise n is assumed to be a zero-mean white Gaussian noise 
with a constant variance of u in order to ease the mathematical calculations. 
Traditionally, the most common approach to evaluate the best fit is the least squares 
(LS) method [51]. It allows for an approximate fit by minimizing the difference be-
tween the observations, y, and the fitted curve, C(f) = Q/3. The coefficients, 3, can 
be evaluated by solving the standard LS equations. Moreover, there is an alternative 
to ordinary LS regression, which is called Bayesian linear regression in statistics using 
Bayesian inference. This inference method within a Bayesian framework has been in-
troduced in Section 4.4.2. In Bayesian linear regression, a prior probability distribution 
over the signal model parameters, 3, is first employed. Then the posterior distribution 
of the parameters is calculated based on the prior and the likelihood function. Finally, 
the estimated model parameters are obtained by being sampled from the posterior 
density using numerical methods, e.g. Gibbs sampler [108]. 
According to the proposed signal model in (7.4), the likelihood function can be 
presented as: 
1 [ (y - Q/3)T(y - Q3) 
	
p(y,a) = (2a/2 "P[- 	2a 	
(7.5) 
Where N is the number of observations. For ease of the derivation, a uniform distri-
bution and a Jeffrey's prior are assigned to the coefficients, 3, and the noise variance, 
o, respectively. Based on Bayes's rule, the posterior distribution of the coefficients, /3, 
can be obtained: 
x -. 	(7.6) p(/3y,a) c (2ircr)2exp [_' 
	- 	I 2a 
As suggested in [1081, in order to generate jointly distributed samples to compute 
the marginal density of the coefficients, /3, the condensed Gibbs sampler is used. It 
is a variant of the Gibbs sampler. Using this method, the linear parameters, /3, are 
162 
estimation of a modified signal model with transducer characteristics 
sampled altogether at once. Then the noise variance, o, is sampled. Concerning 
the linear coefficients, 3, they can be estimated by drawing a random sample vector 
from a multivariate Gaussian distribution with the mean, po  = (QTQ)_lQTy, and 
the covariance matrix, E,3 = cr (QT  Q)_l. Moreover, the estimated noise variance can 
be sampled from a conditional density, o ,i3, y 	ic (, 	- Q13]T [. - Q'3]). All 
these derivations using Bayesian linear regression can be found in [1081. It should be 
noted that, since the prior of the coefficient vector is uniformly distributed in this case, 
the maximisation of the posterior distribution is equivalent to the estimation using LS 
method. 
Furthermore, when fitting a suitable curve to the finite numbers in the spectrum, 
whether the estimation approach is based on the LS method or based on Bayesian lin-
ear regression, determining a model order for the polynomial function is required in 
the first place. In Section 4.6.1, some simple and commonly used model order selec-
tion criteria have been examined briefly. Among these criteria, AIC and MDL are two 
popular ones and have been demonstrated with good performances in solving simple 
problems [90]. Figure 7.4 illustrate the model order selection for the magnitude re-
sponse of the receiver using both AIC and MDL criteria. The lowest point at P = 8 in 
either AIC criterion or MDL criterion indicates it is the best choice for the model order 
for polynomial coefficients in the proposed model in (7.4). The estimated results of 
the polynomial coefficients are displayed in Table 7.1 with means and SD values. The 
means of the estimated coefficients are used to create a continuous curve for the mag-
nitude response of the receiver, as displayed in Figure 7.5. It shows a good agreement 
between the finite number of blue circles and the red continuous line. Unfortunately, 
the interpolation introduces negative values for the magnitude response. They are 
forced to be zeros in the following estimation procedure. This will not have significant 
influence on the resulting estimated frequency components. 
7.2.2 Phase response of the ultrasound receiver 
By calculating the ratio of energy density of the measured ultrasound echo signals to 
the theoretical echo signals, only the magnitude response can be obtained. However, 
the magnitude response of the receiver cannot be used to fully characterise the ul-
trasound receiver. Estimation of the phase response of the receiver is also necessary. 
There is a different way to estimate the phase response, which is calibrated by taking 
the ratio of the FT of the measured responses to the theoretical responses. It is often 
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using AIC criterion, 	 using MDL criterion. 
Figure 7.4: Model order selection for the magnitude response of the receiver. 
Coefficients 3 	Means 	SD values 
—180.6035 9.3645 
505.7294 24.4812 
C2 —578.6615 26.5858 
352.5759 15.6980 
C4 —124.9146 5.5281 
C5 26.5174 1.1927 
—3.3228 0.1545 
C7 0.2266 0.0110 
C8 —0.0065 3.3221 x iO 
Table 7.1: Estimated polynomial coefficients of the magnitude response of the receiver. 
termed as a transfer function approach. As the FT of a signal covers the whole range of 
frequencies, from 0MHz to fs/2 9.8MHz, the transmit pulse which is used to gen-
erate the theoretical response, and the measured response do not need to be filtered to 
the fundamental and the second harmonic separately. The procedure of estimating the 
phase response based on the receiver transfer function (RTF) using a single measured 
response and a single theoretical response from SCSs can be summarised as: 
1. Calculate the phase response of an experimentally measured echo signal based 
on the FT. 
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Figure 7.5: Curve fitting for individual experimental data with known model order. 
Calculate the phase response of a theoretical echo signal based on the FT. 
Calculate the the phase response RTF by calculating the difference between the 
phase response of the output and that of the input to the ultrasound receiver 
according to (7.7): 
Gcalibrate pje 	arg[H(w)] = arg[F0tt(w)] - arg[F t (w)]. 	(7.7) 
As aforementioned, under each transmit frequency, there are several trials of measured 
SCSs responses with various radii and a single theoretical SCS response available. For 
example, there are 9 measured SCS responses with a transmit frequency at 1.67MHz. 
Therefore, there will be 9 phase responses, which can produce a mean RTF of the phase 
response. Moreover, considering 21 different transmit frequencies, there will be 21 
RTFs of the phase response. Average these phase responses to produce a overall mean 
RTF of the phase response and the corresponding SDs. Figure 7.6(a) displays an ex-
ample with the obtained phase response under the transmit frequency at 1.67MHz. 
Figure 7.6(b) depicts the overall averaged RTF of the obtained phase responses and 
the corresponding SDs. All these displayed phase responses are unwrapped so as to 
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Figure 7.6: Averaged phase response obtained based on the RTF 
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(a) Magnitude response of the receiver. 	 (b) Phase response of the receiver. 
Figure 7.7: Magnitude and phase responses of the receiver from 1MHz to 5MHz. 
correct phase angles to produce smoother phase plots. 
7.2.3 Why not use an inverse filter? 
As the region of interest (ROT) in characterising the spectrum of the ultrasound re-
ceiver is from 10MHz to 5.0MHz [3],  the estimated magnitude and phase responses 
of the receiver with this ROT are shown in Figure 7.7. In order to remove the receiver 
influence on the responses from ultrasound scatterers, the most intuitive approach is 
to design an (inverse) filter for the ultrasound receiver. 
Although there are many techniques available to tackle the problem of designing 
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an optimal (inverse) filter, some restrictions and limitations are still inevitable. For ex-
ample, only when a system, denoted as H(Z) in the Z-plane, 2  is a minimum phase 
system, which requires that all the zeros of H(Z) should be constrained to be within 
the unit circle of the Z-plane. However, it is not an easy job to justify whether the ultra-
sound receiver used in the measurements is a stable system or not. Furthermore, (in-
verse) filtering is a noise enhancement process. If a white noise, w(n), with a variance 
of a is passed through a filter, h(n), then the output can be given by the convolution 
= 	h('r)w(n - r). Therefore, 
E[y2 (n)] = 	h('r)h(f)E[w(n - T)W(fl - 	 (7.8) 
and, since E[w(n - T)w(n - 	= 	- r), the noise gain is given by: 
PNG=>h2 ('r). 	 (7.9) 
As a result, designing an (inverse) filter is not an optimal approach. From the per-
spective of improving the signal model and making it more suitable for the measured 
ultrasound responses, instead of removing the influence of the ultrasound receiver, 
the magnitude and the phase responses can be included in the signal model design 
as part of the model parameters. In this way, there is no need to justify whether the 
receiver is a stable system and the noise gain problem will be circumvented as well. A 
modified signal model with transducer characteristics and the modified rjMCMC al-
gorithms for estimating the model parameters will be discussed in detail in Section 7.3 
and Section 7.4. 
7.3 	A modified signal model with transducer characteristics 
A new signal model taking account of the ultrasound transducer characteristics is pro-
posed, which modifies the signal model expressed in (4.17a) on page 91. The new 
model does not require designing an (inverse) filter, and it combines the process of 
removing the transducer effect and estimating the spectral content of a signal jointly 
in a single framework. 
2In  mathematics, Z-plane is a geometric representation of the complex numbers composed of the real 
part and the orthogonal imaginary part. 
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7.3.1 Proposed signal model and its likelihood function 
In this section, a modified signal model which incorporates the transducer character-
istics is proposed. For ease of the problem, only a single pulse segment is considered 
and it is easy to extend a single pulse signal to a full length signal model with multiple 
pulse segments. 
7.3.1.1 Modified signal model 
Consider a single pulse segment in the signal model in (4.19) on page 92, a modified 
signal model incorporating the transducer characteristics can be given as: 
yj = Hs+n 
= HDak + n, 	 (7.10) 
where D and ak have the same definitions as Di and ak, in (4.19) on page 92 in Sec-
tion 4.5.2. D contains frequency information Wk, and ak contains the amplitudes for 
each frequency. Moreover, n is a zero-mean additive white Gaussian noise. The only 
difference between (4.19) and (7.10) is the receiver matrix H, which contains the im-
pulse response of the ultrasound receiver in the time domain. The matrix H is a con-
volution matrix, 3  which is defined as: 
	
h(0) 	0 	... 	0 
h(1) 	h(0) 
h(1) 	... 	0 
h(M— 1) 	 ... 	h(0) 
	
(7.11) 
h(M-1) ... 	h(1) 
0 	: 
0 	0 	... h(M-1) 
where 
h = [h(0), 	h(1), 	. . . , 	h(A1 - 	 (7.12) 
is the impulse response of the calibrated ultrasound receiver in the time domain. It can 
be easily achieved by being transformed from the frequency spectrum of the receiver H 
3A convolution matrix is a matrix formed from a vector, which is able to convert the convolution 
operation of two vectors to the multiplication operation of two in the time domain. 
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in the frequency domain. As the magnitude and the phase responses can be assigned 
polynomial models as a function of frequency bins, H in the frequency domain can be 
obtained with the coefficient vectors 'Pm  and 
	
P1 	 P2  
( 	
'Pm(T)) . exp [ ( 
	
'P(s)W)] , 	(7.13) 
where w [w(0), w(1), ..., w(M - i)]T represents a vector of M frequency bins. 
'Pm and 	are coefficients of the polynomial functions for the magnitude response 
and the phase response of the receiver respectively. They are assumed to have model 
order P1 and P2. 
7.3.1.2 Likelihood function 
It is assumed that the noise vector n is an i.i.d. white Gaussian noise with a variance of 
o, and the parameters describing the received echo signal are stationary throughout 
the entire observation. The likelihood function of the signal model in (7.10) can be 
expressed as: 
p(yjk,k) = (2ac )_ L/2 . exp 	- HDak]T[y - HDak ]} 	(7.14) 
where L = M + N - 1. N is the length of the original unfiltered echo signal and M 
is the length of the receiver in the time domain. k is the number of sinusoids in the 
signal. Other parameters are denoted as: 1j 	(Ok, 'P) in which 0k 	(wk, ak, o) is 
defined the same as Oki  in (4.20) on page 93, and 'Pr ('Pm, 'Pr). The initial guesses for 
the coefficients, 'Pr'  are known from the calibration of the ultrasound transducer. 
7.3.2 Prior distributions for model parameters 
A hierarchical structure for the parameters of the modified signal model, is illustrated 
in Figure 7.8 using a DAG. v and -y are assigned fixed values; A and 82  are random 
variables. They have the same definitions as v, 'y,  Ai and c5, that are displayed in 
Figure 6.2 on page 124. 'Pm  and WP are new parameters compared to Figure 6.2. Since 
both the magnitude and the phase responses are assumed to be in the form of polyno-
mial functions, 'Pm  and WP represent their polynomial coefficients respectively, which 
are independent with each other. According to Figure 7.8, the joint prior distribution 
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Figure 7.8: DAG illustrating the hierarchical structure for model parameters of the modified 
signal model. 
of all these parameters can be expressed as: 
p(k, 'k) = p(k, Ok, Pr) = p(k, 0kkPr)P('Pr), 	 (7.15) 
where p(k, OkIcr) is given by (6.4a) on page 125 if 0 < k kmax. If k = 0, p(k, 0kr) 
is given by (6.4b). There are some rough ideas about polynomial coefficients of the 
magnitude and the phase responses in Section 7.2.1 and Section 7.2.2, in which case, a 
Gaussian distribution centered about a single value is a good choice of the prior for a 
single particular coefficient parameter. 
In order to simplify the expression of the joint prior distribution and the joint pos-
terior distribution in the following expressions, P(Pm, ) will remain in the intact 
form. 
7.3.3 Posterior distributions for model parameters 
Based on Bayes's rule, by multiplying (7.14) and (7.15), the joint posterior distribution 
can be obtained as: 
( 
p(k, kIyj) OC 
	
(2)_L/2 . exP 	
1 	
- HDak]T [y - HDak]} 
X p(k, OA: 1pr )p(cor). 	 (7.16) 
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The derivation and simplification of this joint posterior distribution are similar to 
those in Section 6.2.2, which are described in detail in Appendix D. After the simplifi-
cation, the joint posterior distribution after integration is expressed as: 
P(k,Wk,A,62, Wm' p Yi,O < k kmax) 	(+yPy)_(1+L+v)/2 
x 
(A/((82 + 1)))k 
x A" —1/2  exp[—A(1 + €2)] 
k! 
x 5-2(2+1) xp2 1 
[-] 
Xp(co, WP) , 	 (7.17) 
where 
Pk - 
(r)  - 'LxL - HDM)DTHT 	 (7.18a)  
{ M} 
	=(1 + 5_2)DTHTHD 	 (7.18b) 
(r) Mk = MDTHTy , 	 (7.18c) 
and P) 	'LXLF in which L is the length of the signal after being convolved with 
the receiver H. In the case of k = 0, a 1a0 0 and 2iraE0 "2 1 are adopted 
in computation of the posterior distribution, as suggested in [33,34]. Therefore, the 
posterior distribution is presented as: 
1 	( y?yi + 	
U
-2(v/2+1) P(k, Wk, A, 2, m, p Yi,k 0) 	1+Lexp  - 2o,2k  
x 	Ad1_h/2  exp[—A(1 + €2)] 
>< 	 (7.19) 
7.4 Spectral estimation by sampling from the posterior distri-
butions 
A rjMCMC algorithm introduced in [122] is used to perform Bayesian computation 
in jointly detecting the desired model order and estimating the model parameters by 
sampling from their posterior distributions. In Chapter 6, how to apply the rjMCMC 
algorithm to spectral estimation via sampling from the posterior distribution of fre-
quencies has already been investigated. In this chapter, although the signal model is 
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modified, the spectral estimation process is similar while it requires sampling from a 
more complicated posterior distribution in (7.17). 
7.4.1 Estimation of a frequency component using a modified rjMCMC al-
gorithm 
In order to sample from the complicated posterior distribution, which takes account 
the receiver characteristics, a similar procedure using a rjMCMC algorithm can be car-
ried out. The modified rjMCMC algorithm splits the sampling of model parameters 
into two main parts: a dimension-changing part and a fixed-dimension part. In the for-
mer part, the algorithm samples the number of frequencies, k, from p(k, wk I yj, A, 82, 
in the latter part, it samples the frequency values Wk  from p(WkYj, k, A, 62, r)• The 
procedure of the rjMCMC algorithm for spectral estimation of a sum of sinusoids sig-
nal model has been described in Section 6.2.3. This section concentrates on the differ-
ence between the modified rjMCMC algorithms for the modified signal model, and the 
original developed rjMCMC algorithm. Moreover, the update move for the ultrasound 
receiver parameters, W, which will be examined in detail in Section 7.4.2. 
7.4.1.1 Update move at a constant model order 
In this update move for a frequency component, the model order, k, is fixed. According 
to the MH algorithm, the acceptance ratio of this move is expressed as: 
rd ate AL (posterior distribution ratio) x (proposal ratio) 
- p(k,.kYj,CPr) q(wj,kw) 
>< 	 (7.20) 
- p(k,wj,kYi,ç r) q(wJ,k) 
Compared to (6.11) on page 130, the same proposal ratio is adopted. A hybrid MH step 
is used: Aqi(.) + (1 - A)q2(.), in which qi(.)  represents a global update based on the 
frequency spectrum of the observations, y, and q () represents a local update using a 
random walk algorithm. They can be calculated using (6.10a) and (6.10b) on page 129. 
The difference lies in the posterior distribution ratio. Since the full conditional 
posterior distribution can be stated as: p(k,wk,yj) cx p(k, Wk, A,S2,yj), and ac-
cording to (7.17), the acceptance ratio can be expanded as: 
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Algorithm 7.1: Update Move for a frequency 
1 Propose a candidate frequency wIk  and the new frequency vector becomes: 
* - 	(i) 	* 	(i) 	1 
- LW1: j_1Wj,kWj+l,kj 
2 Evaluate cupdate in terms of (7.21) and (7.22); 
3 Sample 'a ' U10,11; 
4 if 'a < aupdate then 
The state of the Markov chain at iteration i + 1 becomes (k, w); 
6else 
7 	It remains at(k,w); 
8 end 
With the acceptance ratio of the update move, its probability of accepting this move is 
defined as: 
aupdate = min{1, rupdate}. 	 (7.22) 
The schema for an update move for a frequency component is summarized in Al-
gorithm 7.1. 
7.4.1.2 Dimension-changing moves 
The same as in Section 6.2.3.2, the acceptance ratio of the dimension-changing move is 
written as: 
rchange 	(posterior distribution ratio) x (proposal ratio) x (Jacobian). 	(7.23) 
In this equation, the proposal ratio has the same definition as in Section 6.2.3.2 and can 
be calculated using (6.21) on page 132. The Jacobian term is one because the dimension 
only increases and decreases by one in each iteration. Therefore, the difference in 
dimension-changing moves lies in the posterior distribution ratio. 
Since P(k,W k A, 2,Pr ,Yj) cx p(k, Wk, A,c 2,cpr y j), and using (7.17), the posterior 
distribution ratio can be obtained as: 
p(k + 1,wk+1A, 2, 	
- ( + 
	
1+L+v 
p(k, WkA, 62, r' Yi) 	 	yTP1y) 	
x 
A 
(k + 1)(82  + 1)7r 
(7.24) 
Accordingly, the acceptance ratio of the dimension-changing moves can be achieved 
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Algorithm 7.2: Birth Move for a frequency 
i Propose a candidate frequency wt on (0, lr) : ll.k+1 = [wk, w*]; 
2 Evaluate a birth  according to (7.25) and (7.26a); 
3 Sample u U10 ,11 ; 
4 if U 	then 
5 	1 The state of the Markov chain at iteration i + 1 becomes (k + 1, wk+1); 
6 else 
7 1 It remains at(kwk ); 
8 end 
Algorithm 7.3: Death Move for a frequency 
i Remove the jth frequency component from the existing frequencies randomly. 
The candidate frequency vector becomes: 	= "-1:k+1,k+1)] 
2 Evaluate adeath  according to (7.25) and (7.26b); 
3 Sample u U10, 11; 
4 if (u < adeath) then 
5 	The state of the Markov chain at iteration i + 1 becomes (k, wk) 
6 else 
7 	It remains at(k+1,wk+1); 
8 end 








Furthermore, the probabilities of accepting a birth move and a death move can be pre-
sented as follows: 
abirth = min{1, Tchange} 
	
(7.26a) 
adeath = min{1,rchange}. 
	 (7.26b) 
The schemas for a birth move and a death move are summarized in Algorithm 7.2 
and Algorithm 7.3 respectively. 
174 
Spectral estimation of a modified signal model with transducer characteristics 
7.4.2 Update move for ultrasound receiver parameters ço,. 
In this section, 0 < k kmax is assumed. If k = 0, the receiver parameters are sampled 
from their prior distribution P(Pr) = P('Pm, 	Since 
P(com,op,wk,A, 62,Yj)xP(k,wk,A, 52,crn,copYj). 	 (7.27) 
and via (7.17), the posterior distribution from which the samples can be drawn is given 
by: 
Ik, wk, A, 62, 	( 




k! 	 ) 
x AE1_h/2  . exp[—A(1 + 2)] x 82(2+1)  . exp 
X P('Pm,  (Pr), 
	 (7.28) 
where 	is the matrix stated in (7.18a) and evaluated with the parameter values (k, 
Wk, A, 621 
As the receiver parameters, Pm  and pp have been obtained with rough estimates 
in Section 7.2.1 and Section 7.2.2, the priors for Pm  and WP are both assigned Gaussian 
distributions centered on the rough estimates. Moreover, they are assumed to be inde-
pendent with each other: P(PTfl, cp) = P(°m)P(p) Also, single elements in W n and 
V p are independent with one another, such that: 
P(m) = p(comi)P(cpm2) .. p(pm11 ) 	 (7.29a) 
	
= 	p((o i)p(coi2) ... r(como2). 	 (7.29b) 
Therefore, the prior for each single element in Pm  and .p can be expressed as: 
cOm 	J.f(ç(inzt)a2) 	 (7.30a) 
ço -'-j ft,J( (inZt) 2) 	 (7.30b) 
where i denotes the index in vector 'Pm  and 	
nit) and 4rnzt)  are the polynomial 
coefficients of the magnitude and the phase responses obtained in Section 7.2.1 and 
Section 7.2.2. They are treated as the initial values in updating the ith element in 
W,, and ço respectively in the modified rjMCMC algorithm. o 2 and 	relate to the 
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(mu) 	(mit) uncertainties in the estimates of the initial values of Wmi  and W pi  
Each element p, in Pm  or o in ço does not depend on other elements, and 
thereby the update move for a single element can be applied to all elements in the same 
way. The same as the update move for a frequency, which is described in Section 7.4.1.1, 
the acceptance ratio for the updating can be expressed as: 
) 	posterior distribution ratio x proposal ratio 
- p(ok,wk,A,ö2,yj) q(ukofl 
- p(comk,wk,A,82,ym) q(çoj) 
'Y + yP 	
(1+L+v)/2 
- 	 k (7.31) 
(+YTf P}*Y) 	p(i) q(j)' 
where P and {P }* are matrices with different receiver parameters, 	p) and 
(p, p), respectively, which are calculated using (7.18a). Moreover, q(•) is the pro-
posal distribution for a single element in the receiver parameters, çoj. For ease of the 
computation, it is chosen as a random walk on the space of the polynomial coefficients 
in the magnitude response or the phase response. In other words, each proposed coef-
ficient depends on its previous value, the update is expressed as: 
okoj 	 (7.32) 
where cr 2  is a constant that determines the step size in updating p1. Therefore, the 
acceptance probability for updating a single element, cp, is given by: 
= min {1,r( m,)}. 	 (7.33) 
The schema for an update move for a single coefficient pi is summarized in Algo-
rithm 7.4. 
7.4.3 Update move for other related parameters 
The rest of the parameters in the modified signal model are nuisance parameters ak 
and o- , and hyperparameters A and 	They have the same definitions as those dis- 
cussed in Section 6.2.3.3 and can be derived in the same way. In general, there is 
no need to update the nuisance parameters ak and a as they have already been in-
tegrated out from the joint posterior distribution. Unfortunately, they are required 
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Algorithm 7.4: Update Move for a coefficient of the receiver polynomial func-
tion 
i Propose a candidate frequency ço according to (7.32); 
2 Evaluate ap(pj, ) in terms of (7.31) and (7.33); 
3 Sample n ' 
4 if n 	 then 
5 1 The state of the Markov chain at iteration i + 1 becomes y; 
6 else 
7 1 	It remains at j 
8 end 
	
Parameters Prior Distribution 	Posterior Distribution 






A ga(1/2 + €, € 2) 	 ca(1/2 + k + q, 1 + 2) 
82 	 I9(c2, /32) 	I(k + a2,(HDak )T (HDak ) + 2) 
Table 7.2: Update the parameters 
when updating hyperparameters A and 62.  Moreover, the priors for them are cho-
sen as conjugate priors so as to make the computation much easier. Their priors and 
the corresponding posteriors are stated in Table 7.2. The derivation of ak and U2  can 
be found in Appendix D. The analysis of updating A and 62  are the same as those 
addressed in Section 6.2.3.3, and thus will not be repeated again. 
7.4.4 Procedure of spectral estimation based on the modified signal model 
In summary, with the incorporation of the receiver characteristics as the signal model 
parameters, the procedure of spectral estimation for the modified signal model using 
the modified IIMCMC  algorithm is stated in Algorithm 7.5. 
7.5 Estimation results 
In this section, a simulated signal is created to evaluate the performance of this mod-
ified rJMCMC algorithm based on the modified signal model, which incorporates the 
receiver characteristics. Then the modified estimation algorithm is applied to exper-
imentally measured ultrasound echo signals, including both SCS responses and MB 
responses. 
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Algorithm 7.5: Spectral estimation for the modified signal model using a rjM-
CMC algorithm 
i Initialization: set ({h, /'k}°) 
2 Iteration 
3 for i = 1 to numlteration do 
4 	Sample u U[o,l] ; 
5 	if u b then 
6 	Perform birth move of a new frequency according to Algorithm 7.2 on 
page 174; 
7 	else if (u < bk(j) + dk(i)) then 
8 	Perform death move of an existing frequency according to 
Algorithm 7.3 on page 174; 
9 	else 
io Perform update move of each frequency component according to 
Algorithm 7.1 on page 173; 
ii 	end 
12 	Update move of the receiver parameters <Pm  and co according to (7.31) and 
(7.33), and Algorithm 7.4; 
13 	Sample related parameters a, o, A and <52; 
14 end 
7.5.1 Evaluation of the estimation algorithm on a simulated signal 
When a simulated signal is used, the ground truths of the model parameters are known. 
Therefore, the estimated frequencies can be compared to their true values to examine 
how well the algorithm performed. Moreover, the estimates obtained from the mod-
ified estimation algorithm are also compared to the results achieved from the direct 
estimation algorithm in Chapter 6. 
7.5.1.1 Estimation results for a simulated signal 
The simulated signal has a length of N = 100 data points, and has three frequency 
components: 0.27r, 0.47r and 0.67r. Its parameter setting is displayed in Table 7.3. The 
original simulated signal and its frequency spectrum are shown in Figure 7.9(a) and 
Figure 7.9(b) respectively. Then the original synthetic signal convolves with the im-
pulse response of the receiver, which is shown in Figure 7.10. The obtained filtered 
synthetic signal after being convolved with the calibrated ultrasound receiver in the 
time domain is shown in Figure 7.9(c) and the SNR is 20dB. Its corresponding fre-
quency spectrum is also shown in Figure 7.9(d). 
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FFT of the original synthetic signal Original synthetic signal with three frequency components 
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(a) The original simulated noisy free signal in the (b) The original simulated noisy free signal in the 
time domain, 	 frequency domain. 
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(c) Filtered simulated signal in the time domain. (d) Filtered simulated signal in the frequency do- 
main. 
Figure 7.9: The original noise free signal and the filtered signal with the calibrated ultrasound 
receiver in both the time and the frequency domain. 
k 	Ek = a + aCk - argtan(a8,k/a,k) Wk 
1 20 	 0 	0.27 
2 	6.3246 7/4 0.471 
3 20 	 7/3 	0.67 
Table 7.3: Parameter settings for the simulated signal. 
filtered synthetic signal has a length of L = N + Al 1 = 355 data points. The 
parameter setup of this algorithm has the same values as those shown in Table 6.2 on 
page 141, except for the receiver parameters, tPm  and WP . Since the magnitude and the 
phase responses are modeled as polynomial functions, the initial estimated values for 
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Impulse response of the calibrated ultrasound receiver 













'0 	50 	100 150 	200 	250 	300 
Data points 
Figure 7.10: Impulse response of the calibrated ultrasound receiver. 
4PM
(mit) 	Coefficient values cpmt) 	Coefficient values 
—180.6035 OP, 	1.984e + 3 
0Tfl2 	 505.7294 42 0.0078 
(P7fl3 	—578.6615 43 	—1.2204e - 8 
m4 	352.5759 pl~ 9.9765e - 15 
—124.9146 OP5 -4.6898e - 21 
26.5174 411 	1.3206e - 27 
m7 	—3.3228 47 	—2.1938e - 34 
'Pms 	0.2266 48 	1.9747e - 41 
—0.0065 —7.3994e - 49 
(a) Initial coefficient values for the (b) Initial coefficient values for the 
magnitude response of the receiver phase response of the receiver 
Table 7.4: Initial values for the coefficients of the magnitude and the phase responses of the 
receiver 
their coefficients 	nit) and WP 	are given in Table 7.4, which have been achieved in 
Section 7.2. 
Consider the simulated signal with a single noise realisation, following the pro- 
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(a) Convergence diagnostic for number of fre- 	(b) Histogram of number of frequency. 
quency. 
Figure 7.11: Estimation of number of frequency based on a modified signal model with one 
noise realisation. 
cedure described in Algorithm 7.5, a Markov chain, is constructed. After a certain 
number of iterations, samples from the desired posterior distribution can be drawn. 
Then the MAP estimator is used to estimate the model parameters, especially the pa-
rameters of interests, i.e. the number of frequencies k and their corresponding values 
Wk. Seen from Figure 7.11(a), the constructed Markov chain converged quickly and 
the burn-in period is around 1000 iterations. By discarding the first 1000 samples from 
its equilibrium distribution, the remaining 9000 samples are used to plot a histogram 
of the number of frequency in the original signal. Figure 7.11(b) displays this his-
togram, indicating the estimated number of frequency in the original unfiltered signal 
is three, with the highest probability. Moreover, Figure 7.12 displays histograms of 
the estimated frequency values. The peak values in the histograms indicate the most 
probable frequency values in the original signal. 	 - 
Furthermore, there are 100 different noise realisations used to check the stability 
of the modified rjMCMC algorithm. Table 7.5 shows the spread of MAP estimates of 
the number of frequency for the original signal using 100 Monte Carlo runs. It can be 
inferred that 91% of the time, the detected number of frequency is 3. Moreover, the 
estimated frequency values are compared to the ground truths, which are shown in 
Table 7.6. The estimated means and SD values are also presented. The errors between 
the means and the ground truths are small, and the small SD values indicate good 
stability of the modified estimation algorithm. 
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Histogram of values for the 1St frequency 
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Figure 7.12: Histograms offrequency values based on a modified signal model with one noise 
realisation. 
K 	02 	3 	4 	5 
MAP 0 	91 8 	1 	0 
Table 7.5: Spread of MAP estimates of number of frequency for the original signal with 100 
noise realisations 
7.5.1.2 Comparison of estimation results between the direct estimation and the 
modified estimation with various SNRs 
In Section 7.5.1.1, the simulated filtered signal taken as the input of the estimation 
algorithm is the result of a convolution of original synthetic signal and the impulse re-
sponse of the ultrasound receiver. The direct estimation algorithm proposed in Chap-
ter 6 is applied to the truncated filtered signal. The duration of truncation is deter-
mined by the estimated pulse location given by the rjMCMC algorithm. The original 
unfiltered synthetic signal has a finite length, which is equivalent to being multiplied 
by a rectangular window. Due to this inevitable window effect, when the unfiltered 
signal is convolved with the impulse response of the transducer, there will be a small 
tail in the filtered signal although it is not obvious. This tail comes from the cut-off ef-
fect in the unfiltered signal being convolved with the transducer impulse response, as 
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Frequency components Ground Truth Estimated values (mean ± SD) 
1st Freq. 	0.27 = 0.6283 	0.6323 ± 0.0099 
2nd Freq. 0.47 = 1.2566 1.2451 + 0.0877 
31d Freq. 	0.67 = 1.8850 	1.8723 + 0.0895 
Table 7.6: Comparison offrequency values between the ground truth and the estimates 
K 	03 	4 	5 	6 	7 	8 
MAP 0 	28 34 24 12 2 	0 
Table 7.7: Spread of MAP estimates of number offrequency with 100 noise realisations using 
the direct estimation algorithm. 
shown in Figure 7.10, and thus may have certain influence on the estimated frequency 
components. Therefore, to make the comparison in a more reasonable way, the pro-
posed rjMCMC estimation algorithm is applied to the filtered signal in Figure 7.9(c) for 
both temporal and spectral contents. In this way, the spectral contents are estimated 
using the truncated filtered signal. 
When the SNR is NO, the rjMCMC algorithm is applied 100 times on the simu-
lated signal with 100 different noise realisations. The spread of MAP estimates of the 
number of frequency using the direct estimation proposed in Chapter 6 is displayed in 
Table 7.7. The most probable number of frequencies is 5 as it has the highest probability 
amongst others. However, the ground truth in the unfiltered signal is 3. Furthermore, 
the comparison is also made with various SNRs from 0dB to 30dB. For each SNR, with 
100 noise realisations, the probabilities of correctly estimating the number of frequen-
cies against SNRs are shown in Figure 7.13(a). They are denoted as a red line marked 
by triangles. The probabilities of correctly estimating the number of frequencies us-
ing the direct estimation algorithm developed in Chapter 6 are represented using a 
blue line marked by circles. The modified rjMCMC estimation algorithm based on the 
modified signal model has a better performance against various SNRs. With the in-
crease of the SNR value, the probability of correct detection of frequency numbers also 
increases. When the SNR is at 10dB, the correct detection of frequency numbers is 70 
out of the total 100 replications of the estimation algorithm. Moreover, when the SNR 
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Comparison of estimatied number of frequencies 
	
Comparison of estimation of frequency values 
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(a) Probability of correct estimation of number of (b) MSE of the estimated frequency values for dif- 
frequency for different SNR. 	 ferent SNR. 
Figure 7.13: Compare the estimated number offrequencies and their values between the direct 
estimation and the modified estimation. 
and stability of the modified estimation algorithm. 
In addition to the number of frequencies, the estimated frequency values can also 
be obtained simultaneously against various SNRs. For each SNR, the error is calcu-
lated between the estimated frequency values and the ground truths. They are com-
puted by taking the logarithm of the MSE values, which are shown in Figure 7.13(b). 
The red line marked by triangles represents the logarithm of MSE using the modified 
estimation algorithm based on the modified signal model. It is also compared to a 
blue line marked by circles, which illustrates the logarithm of MSE using the direct es-
timation with no consideration of receiver characteristics. It can be inferred that when 
the SNR is below 5dB, the performance of the correct estimation of frequency values 
of both the direct estimation and the modified estimation are poor. When the SNR 
is higher than 5dB, both the performance of direct estimation and the modified esti-
mation algorithms increase. Moreover, the accuracy of the modified algorithm has an 
improvement of 18dB. 
7.5.2 Estimation of measured ultrasound echo signals 
The evaluation of the modified rjMCMC estimation algorithm based on the modified 
signal model has been addressed in Section 7.5.1. It was demonstrated that if a signal 
had been convolved with the impulse response of the calibrated ultrasound receiver, 
the modified estimation algorithm using the modified signal model is superior to the 
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direct estimation algorithm with no consideration of the receiver. This is because the 
modified model accounts for the phase variation introduced by the transducer. With 
this modified model and its corresponding modified rjMCMC estimation algorithm, 
the true spectral contents of measured ultrasound echo signals can be recovered and 
extracted correctly. Therefore, the real behavior of ultrasound scatterers will be re-
vealed. 
7.5.2.1 Estimation of the SCS responses 
In the frequency spectrum of measured ultrasound echo signals from SCSs, due to 
the bandwidth limit of the ultrasound receiver, the frequencies outside the frequency 
range, i.e. from 1MHz to 5MHz, will be attenuated and thus might be regarded as 
side lobes rather than the main lobe peaks. Take one SCS response with a transmit fre-
quency, which has a fundamental frequency at 1.83MHz as an example. Figure 7.14(a) 
displays an enlarged version of the SCS response in the time domain. The developed 
spectral estimation algorithm is repeatedly applied to this SCS response 100 times. The 
spread of the MAP estimates of the number of frequency is given in Table 7.8. More-
over, the estimated frequency values are displayed in Table 7.9. Their means and SD 
values can be computed based on the results from 100 replications of the modified 
rjMCMC estimation algorithm. 
Compared to the frequency spectrum of this SCS response in Figure 7.14(b), one 
frequency component is detected by the modified estimation algorithm, 3.8425MHz. 
However, it is neglected by the estimation without consideration of the transducer 
due to the attenuation region in the frequency spectrum. Moreover, the obvious four 
peaks between 2.0MHz and 4.0MHz in the spectrum are suppressed when the receiver 
bandwidth is considered. Only two of them are regarded as main lobes and the other 
two peaks are neglected as side lobe noise using the modified rjMCMC estimation 
algorithm. Although the resulting estimates cannot be justified as there is no ground 
truths for the frequency components in the echo signals, it is demonstrated that the 
transducer does have certain impact on the frequency estimation. 
7.5.2.2 Estimation of the MB responses 
With respect to measured ultrasound echo signals from MBs, there will be a misunder-
standing of MB behavior due to the incorrect spectral estimation. Therefore, the mod-
ified rjMCMC estimation algorithm based on the modified signal model is trying to 
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Enlarged SCS response in the time domain 	 Frequency spectrum of the SCS response 
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(a) Enlarged SCS response in the time domain. (b) FFT of SCS response in the frequency domain. 
Figure 7.14: Display of the measured SCS response in the time and the frequency domains. 
K 	01 	2 	3 	4 	5 
MAP 0 4 	10 40 	46 	0 
Table 7.8: Spread of MAP estimates of number of frequency in the SCS response with 100 
repeats of the algorithm. 
recover the original spectra of MB responses from the distortion and finally reveal the 
true MB behavior from experimental measurements. Take one MB response with an 
incident pulse, which has a fundamental frequency at 1.83MHz as an example. There 
are two pulse segments in the MB response. They are displayed in Figure 7.15(a) and 
Figure 7.16(a) respectively. As the modified signal model and the modified estimation 
algorithm are only valid for a single pulse duration, these two pulse segments in the 
MB response are separated manually and then are estimated individually. The same 
Freq. components Means (in MHz) SD values (in MHz) 
lstFreq. 	1.6772 	 0.3876 
2nd Freq. 	2.3684 0.5427 
3rd Freq. 3.0139 	 0.5653 
4th Freq. 	3.4766 0.1926 
5th Freq. 3.8425 	 0.7956 
Table 7.9: Estimated frequency values of the measured SCS response 
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(a) Enlarged version of the 1 pulse of the MB (b) FFT of the 1 pulse of the MB response in the 
response in the time domain, 	 frequency domain. 
Figure 7.15: Display of the 1at  pulse of the measured MB response in the time and the fre-
quency domains. 
as the estimation performed for the SCS response, the algorithm is carried out 100 
times on two pulses in the MB response. Table 7.10 displays the spread of the MAP 
estimates of the number of frequency for two MB pulse segments. The results indicate 
there are 7 frequency components in the first pulse and 5 in the second pulse as they 
have the highest probabilities. Furthermore, the means of the estimated frequency 
values for two pulses are presented in Table 7.11, as well as their corresponding SD 
values. These two MB pulse segments have similar spectral contents although their 
signal shape in the time domain are different. Moreover, they have more harmonics 
than those in the SCS response, as predicted in ultrasonics literature. 
7.5.2.3 Discussion about the results 
The estimation results obtained using the modified rjMCMC algorithm based on the 
modified signal model have been compared to the results achieved in Chapter 6. The 
proposed signal model and the developed estimation algorithm examined in Chapter 6 
do not take account the ultrasound receiver characteristics. However, the receiver 
has an influence on the frequency spectra of measured ultrasound echo signals. The 
estimation results shown in this chapter are able to recover the frequency components 
attenuated by the receiver. 
Compare the estimated frequency values of the SCS response in Table 6.8 on page 152 
and Table 7.9. The frequency, 3.8425MHz, was detected in Table 7.9 whereas was ne- 
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The 2nd pulse of the MB response in the time domain 	Frequency spectrum of the 2nd pulse in the MB response 
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(a) Enlarged version of the 2'" pulse of the MB (b) FFT of the 2nd  pulse of the MB response in the 
response in the time domain, 	 frequency domain. 
Figure 7.16: Display of the 2nd  pulse of the measured MB response in the time and the fre-
quency domains. 
K1 	MAP K2 	MAP 
0-3 0 01 0 
4 	2 2 	2 
5 	8 3 	2 
6 28 4 32 
7 	60 5 	38 
8 2 6 26 
?9 	0 7 	0 
(a) Spread of MAP (b) Spread of MAP 
estimates of nurn- estimates of number 
ber of frequency for of frequency for the 
the 1 	pulse 2nd pulse 
Table 7.10: Spread of MAP estimates of number of frequency for two pulse segments in the 
MB response 
glected in Table 6.8. It is because this frequency component locates in the frequency at-
tenuation range caused by the ultrasound receiver, which can be seen in the frequency 
spectrum of the SCS response in Figure 7.14(b). 
Moreover, with respect to the MB response, two pulse segments have similar spec-
tral contents although more frequencies are detected in the first pulse. Compare the 
estimated frequencies of the first pulse shown in Table 6.11(a) on page 155 and Ta-
ble 7.11(a). The detected smallest frequency component, 1.6869MHz, and the largest 
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Freq. components Means (in MHz) SD values (in MHz) 
1st 1.6869 0.5187 
2nd 2.0637 0.3797 
3rd 2.5152 0.4463 
4th 2.9093 0.3228 
5th 3.1695 0.2719 
6th 3.4006 0.2398 
7th 3.8942 0.2456 
(a) Estimated frequency values for the 1 	pulse 
Freq. component Means (in MHz) SD values (in MHz) 
1st 1.8478 0.0623 
2nd 2.5615 0.3464 
3rd 2.9011 0.2867 
4th 3.3241 0.2791 
5th 3.6147 0.1601 
Table 7.11: Estimated frequency values for two pulse segments in the MB response 
one, 3.8942MHz, have been detected when using the modified algorithm based on the 
modified signal model. They are both neglected in Table 6.11(a), however, because 
the smallest and the largest frequency values are suppressed a lot by the ultrasound 
receiver. In addition to the estimates in the first pulse segment, the spectral content 
estimated in the second pulse segment of the MB response display similar estimated 
frequency values in Table 6.11(b) and Table 7.11(b). The detected smallest frequency, 
1.8478MHz and the largest one, 3.6147MHz in Table 7.11(b) are closer to the funda-
mental and the second harmonic frequencies, compared to those estimates presented 
in Table 6.11(b). 
As a result, it is demonstrated that the ultrasound receiver does have a certain 
impact on the spectral content of measured ultrasound echo signals, no matter they 
are from SCSs or MBs. 
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7.6 Chapter summary 
This chapter has proposed a modified signal model that takes the receiver character-
istics as model parameters, and has developed a modified IIMCMC  estimation algo-
rithm to extract the spectral contents in measured ultrasound echo signals. The modi-
fied model and the modified estimation algorithm are shown to be robust in estimating 
the spectral content of ultrasound scatterers. Moreover, they have been compared to 
the proposed model and the developed corresponding estimation algorithm in Chap-
ter 6, which have demonstrated their superiority. Some frequency components, which 
are suppressed by the limited bandwidth of the ultrasound receiver, can be recov-
ered. Although this chapter only considers a single pulse segment in the ultrasound 
responses, it is easy for the signal model and the modified estimation algorithm to 
extend to include all pulse segments in multiple pulse echo signals. 
From the perspective of ultrasound contrast imaging, according to the analysis of 
the spectral contents of measured ultrasound echo signals, the real behavior of scatter-
ers, especially the MBs, have been revealed. This is able to broaden the research area 
of ultrasound MBs. Furthermore, it will also assist in discrimination of echo signals 
from MBs and SCSs. 
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Conclusions and future work 
This thesis has been concerned with ultilising statistical signal processing techniques 
to characterise experimentally measured echo signals from ultrasound scatterers. This 
chapter draws results from all previous chapters, highlights the conclusions and in-
dicates the limitations of the work in thesis. Suggestions for further research are also 
discussed. 
8.1 Conclusions 
Generally speaking, advanced signal processing techniques have not attracted enough 
attention in ultrasound contrast imaging in ultrasonics. The analysis of measured echo 
signals from ultrasound scatterers is limited and thus traditional signal processing 
techniques become a bottleneck in the development of ultrasound contrast imaging. 
The objective of this thesis has been stated in Chapter 1 and there is a brief recapitula-
tion in the following: 
. Extract the characteristics of measured echo signals from ultrasound scatterers 
in the time and the frequency domains with high accuracy. 
Reveal the true spectra of ultrasound microbubbles based on experimental mea-
surements by removing the influence of ultrasound transducer, which can ex-
plore the real behavior of single microbubbles in ultrasound contrast imaging. 
Design a single joint estimation framework to characterise measured ultrasound 
scatterers automatically, which provides a fundamental basis for discrimination 
of various ultrasound scatterers. 
Consequently, more sophisticated signal processing techniques should be adopted 
and some existing signal processing algorithms should be improved in the research 
field of ultrasound contrast imaging. This thesis has introduced and developed sev-
eral popular and effective advanced signal processing approaches in the analysis of 
ultrasound echo returns based on actual experimental measurements. 
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8.1.1 Outcomes of the thesis 
First of all, several popular non-parametric signal processing methods employed 
in other applications, such as audio processing [75,83] and radar detection [165, 
1661, have been utilised to characterise ultrasound echo signals in Chapter 3. In 
the time domain, a new method termed as HTWD-VAD, which combines an en-
velope detection method and a voice activity detection technique, has been pro-
posed to estimate pulse locations of echo signals; in the frequency domain, mul-
titaper spectrum estimation has been introduced to estimate the spectral content 
of echo signals. Although these methods have their own limitations, they have 
been shown to have better performance than simple signal processing methods 
that are traditionally used in ultrasonics. 
As an alternative to the non-parametric methods, Chapter 4 and Chapter 6 per-
form the analysis using a parametric method. Chapter 4 has proposed a signal 
model, which includes both the temporal and the spectral information for mea-
sured ultrasound echo signals. Moreover, modern numerical Bayesian methods, 
together with reversible jump Markov chain Monte Carlo algorithms, have been 
developed to obtain the estimates of the model parameters in Chapter 6. The pro-
posed signal model and the developed estimation algorithm can generate more 
accurate results than those obtained from non-parametric methods. 
By combining the non-parametric methods and the parametric methods, it is pos-
sible to achieve a joint estimation system for model parameters in both the time 
and the frequency domains automatically in the context of a properly proposed 
signal model. From the signal processing point of view, this proposed approach 
has suggested a new way to look at the time-frequency analysis using a paramet-
ric method. From the perspective of ultrasonics, the spectral content of measured 
ultrasound echo signals can be estimated with high accuracy. The temporal con-
tent of the echoes, which are often neglected in the ultrasound literature, can 
also be determined. Having obtained these spectral and temporal information, 
it is easier to discriminate ultrasound microbubble echoes from soft tissue when 
being treated in a single unified framework. 
Considering that all the extracted characteristics of ultrasound echo signals are 
based on experimental measurements, the influence of the transducer cannot be 
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ignored. Since the intuitive approach of designing an (inverse) filter to remove 
the transducer effect cannot produce satisfactory estimation results, the signal 
model proposed in Chapter 4 has been modified to incorporate transducer char-
acteristics as part of the model parameters, which is presented in Chapter 7. By 
using Bayesian inference and a modified reversible jump Markov chain Monte 
Carlo algorithm, which is specially developed for the modified signal model, the 
true spectral content of ultrasound echo signals has been revealed. This modi-
fied signal model and the modified estimation algorithm have provided the real 
spectra of echoes from ultrasound scatterers. In particular, the real MB behavior 
without the impact of the transducer has been exploited. 
8.1.2 Limitations of the work 
The major limitations of the proposed parametric estimation approach are threefold 
from the signal processing point of view. 
With respect to pulse location estimation in the time domain, the number of 
pulses is determined by a non-parametric method. There are two assumptions 
made in Section 3.2.3. If the length of a pulse segment is smaller than 20 data 
points, the pulse may not be detected and may be regarded as noise. If two pulse 
segments in the signal are very close to each other, i.e. the distance between two 
pulses is smaller than 10 data points, or they overlap with each other, the estima-
tion method cannot distinguish individual pulses and may regard them as one 
single pulse with a longer width. However, there are some situations in mea-
sured ultrasound echo signals that two consecutive pulses or two overlapping 
pulses are present. For example, Figure 8.1 shows an illustration of two consec-
utive pulses with different frequency components in a noisy-free signal. Under 
these insufficient assumptions, the estimated number of pulses in the signal will 
be incorrect. 
Moreover, the incorrect temporal estimation will also affect the estimation of the 
spectral content of a signal in the frequency domain. It may detect some spurious 
frequencies in the pulse or lose some important frequency information. There-
fore, a new parametric estimation method for estimating the number of pulse 
segments in a signal is worth being explored in future work. 
Another limitation depends on how closely a proposed signal model matches an 
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SAO 
Figure 8.1: The diagram for a simple illustration of two consecutive pulses. 
experimentally measured echo signal. The mismatch between them can only be 
reduced rather than being avoided, as long as parametric estimation approaches 
are used. Although the errors between the model and the measurements are 
inevitable, they can be reduced by having more understandings about the physi-
cal procedure that generates the signal and proposing a more appropriate signal 
model for the measurements. 
Since the estimation approaches used in this thesis are mainly on the basis of sta-
tistical signal processing techniques, they require a significant amount of com-
putations. Therefore, it is not easy to implement in some applications, especially 
when the processing time is a very critical issue. 
8.2 	Suggestions for future research 
The objective of this thesis is to develop statistical signal processing tools for the anal-
ysis of measured ultrasound echo signals. Considering the limitations discussed in 
Section 8.1.2, Section 8.2.1 and Section 8.2.2 aim at proposing some interesting sug-
gestions from the perspective of advancing signal processing techniques. Moreover, 
Section 8.2.3 and Section 8.2.4 provide some advice for further research from the per-
spective of improving ultrasound contrast imaging techniques. 
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8.2.1 Extension work on pulse location estimation 
In this thesis, the number of pulse segments in a signal is estimated using a proposed 
HTWD-VAD method in the time domain, which is non-parametric. The limitation of it 
has already been pointed out in Section 8.1.2. 
There is also a parametric method that can be used to estimate the number of pulse 
segments and their corresponding locations. This idea regard a single pulse segment 
embedded in noise as an object with two change-points. The update of the number 
of pulse segments can be implemented by incorporating two complementary moves 
using a rjMCMC algorithm: the birth and death moves, the merge and split moves. In 
this way, the update of pulse locations will convert to the update of each pulse object. 
Moveover, the two change-points for each pulse object can be updated iteratively in 
pair. Figure 8.2 shows an illustration of four kinds of moves for updating a single pulse 
object. 
Although this updating process is able to circumvent the limitations stated in Sec-
tion 8.1.2, it is still computational intensive. This is because there are two sets of pa-
rameters that need to be updated in each iteration: one is for updating the number 
of pulse objects with two change-points, and the other is for updating the number of 
frequencies in the corresponding pulse object. It is worth being investigated further in 
spite of high computational complexity. 
8.2.2 Extension work on various signal models 
In Chapter 4, a lot of discussion about why a sum of sinusoids model for a single 
pulse segment is chosen has been presented. It only shows an intuitive choice about 
the signal model, with the consideration of a compromise between the suitability and 
the complexity. Nevertheless, it does not provide a justification of why this selected 
model is the most appropriate one among various models. This will result in another 
broad research area of signal modeling for experimentally measured ultrasound echo 
signals. 
8.2.3 Discrimination of ultrasound scatterers 
From the ultrasound contrast imaging point of view, it is of significant importance 
to differentiate contrast agent echoes from the surrounding soft tissue in order to en-
hance the quality of ultrasound images. As described in Section 2.2, the experimental 
measurements use SCSs to mimic tissue behavior and use commercial MBs as UCAs. 
195 










A A 	A  
Figure 8.2: The diagram for a simple illustration offour different moves for updating a pulse 
object. 
Therefore, discriminating echo signals from SCSs and MBs becomes a more and more 
encouraging research topic in ultrasound contrast imaging. 
In general, discrimination can be categorized into a classification or pattern recog-
nition problem. Pattern recognition is a sub-topic of machine learning, which is a sub-
field of artificial intelligence [167]. It is concerned with the development of techniques 
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that allow computers to learn. Research about the pattern recognition can be divided 
into supervised learning and unsupervised learning. In supervised learning, the ob-
jective is to learn the mapping from input data to the outputs which are determined 
by a supervisor. In unsupervised learning, there is no such a supervisor and only the 
input data are available. It aims to find the regularities in the input data set. There-
fore, some algorithms and learning methods that commonly used in artificial neural 
networks (ANNs) can be adopted in differentiating ultrasound echo signals. 
In the process of solving a classification problem, feature extraction from observed 
signals is of a significant importance. These features should have obvious difference 
among distinct signals. Specifically, the feature extraction for measured ultrasound 
echo signals includes characterising their temporal and spectral contents. The avail-
able features can be summarised as follows: 
. Pulse length in the time domain 
. Bandwidth in the frequency domain 
. The number of frequency in a single pulse segment 
. Means and variance of frequency values in a single pulse segment 
. Total signal energy 
All these information can be used as features in classifying measured ultrasound 
echo signals from SCSs and MBs. However, the pulse length in the time domain and 
the bandwidth in the frequency domain are very similar for both SCS responses and 
MB responses. Therefore, they cannot be taken as the input data to the ANN. 
8.2.4 Adaptive waveform design 
Most of the recent developments in waveform design for the excitation pulses do not 
use the information of ultrasound echo returns. It is because the conventionally de-
veloped excitation schemes only focused on improving CTRs at individual frequency 
components, which cannot be estimated in a joint probabilistic estimation framework. 
Having obtained the extracted characteristics of ultrasound echo returns using the 
proposed advanced statistical signal processing techniques, it is possible to make the 
transmit pulse waveform be adapted to the measured echo returns and, make the re-
ceiver be adapted to noise statistics and the characteristics of the echo signals. The 
197 
Conclusions and future work 
adaptive transmit waveform selection and the adaptive receiver techniques are com-
monly used in radar and communications system design [1651, which can also be 
adopted and extended to the research field of ultrasound contrast imaging in ultra-
sonics. 
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Generate a simulated signal 
The signal has a total length of 1500 data points. There are two pulse segments in this 
simulated signal. The first pulse locates between 450 and 600, and the second pulse 
locates between 750 and 850, which are denoted in data points. Each single pulse has 
different amplitudes and frequency components. A single pulse segment i = 1, 2 in 
the synthetic signal can be constructed as follows: 
ki 
s(t) = 	cos(w ,kt) + ask. Sifl(W3,kt), 	 (A.1) 
j=1  
where ki represents the number of frequency components in the ith pulse of the signal. 
and aSJk.  denote the amplitudes for a single frequency Wj,k. With regard to each 
sinusoid Wj,k, energy E3,k 	a 	+ ki  is defined. Moreover, the phase information 
for U)j,ki  can be represented by - arg tan(aS3 k /aC3k). Since there are two pulse 
segments in the signal, the parameters setup for each pulse are shown in Table A.1 and 
Table A.2. 
j Ei,ki - arg tan(aS k1  /ac3,kl ) Wj,ki 
1 20 0 0.67 
2 	20 	 7/4 	 0.77 
Table A.1: Parameters setup for the 1st  pulse segment in the constructed synthetic signal 
jEj,k, - arg tan (a 	k2 /aCk2) 
1 40 7/3 0.27r 
2 40 7/5 0.37r 
3 40 7/6 0.327 
Table A.2: Parameters setup for the 2nd  pulse segment in the constructed synthetic signal 
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The simulated corrupting noise is zero-mean identically independent distributed 
Gaussian noise with a variance of a2 = 0.76. According to the SNR definition for 
multiple pulse signal in Chapter 3, the SNR, = 7.1dB and SNR2 = 12.9dB for the two 
pulses respectively. Finally, the averaged SNR = SNR1 + SNR2 = 20dB is obtained. 
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Appendix B 
Derivation of the posterior 
distribution of the parameters in 
Chapter 6 
B.1 Deriving the posterior distribution of the parameters in a 
single pulse segment 
This section describes the simplification of the posterior distribution of the parameters 
for a single pulse segment i, including the integration of amplitudes ak2 and noise 
variance o. Then the derivations and the integrations are extended to the full length ki 
signal model in Section B.2. 
According to (6.4a) and (4.20), the posterior distribution can be obtained directly 
using Bayes's rule: 
/ 	
L/2 










aal 	1 	A ki  /k1! 
2a 	k 1/2 
exp 
2o 	 eAj ki 
X 	 [ 	1 I 2( 
1 	





. exp 	. 	 (B.1) 61 
The power of the exponentials including cr can be rearranged together as below: 
Q 	(yj - DjakZ)T(yj - Dak) + aak + yj 
= (yT -a T D)(y1 - D1ak) + 	+ 'yj ki 
= Y
T y - 	- yTDlak, + 	+ 	')ak +Yi 
= yyj - a'Dy1 - ki 	ii yTDiak + aM'ak + 'yl. 
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Define M' D?D + 	=(I+  2)DTD, then (M)T = [(1 + 	 = ki 	 ki 
M 1. Accordingly, M7 M' = 
Therefore, Q can be represented as: 
Q = yry + yDj(MM1 - I2k)MkDyj + 
- 	 - 	 + 
= y?yj - yDMkDy + 	- yTDMk, kiM'ak - 
+ 	 + -yj  
YTYi - yD(DD + 	 + aki (DTDj +ki 
- 	 - 
+Y DM7M'MkDTyj + -yj. 
Define: 
- DjMkD 	 (B.2) 
M' 	DTDZ + 	 (B.3) k 
M = Mk Dyj, 	 (B.4) 
then 
Q = YT PkYi + (ak - mk)T Mk  (ak - mk) + 71. 	 (13.5) 
Therefore, (13.1) can be rearranged using definitions in (13.2), (B.3) and (BA) and the 
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X ()_v/2_1 exp 	71 
] ki 
(Ai/ir)ki AE'  /2e_c2Aj 
X 	
kil 	e"z 
1 [I3o21 X 2(2+1) exp 	. 	 (B.6) 
Si 
After the rearrangement of the posterior distribution p(k, aki  , Wk, Orki A, 52 Jy), the 
integrations of amplitude coefficients ak and the noise variance a 2  become much eas-
ier. 
Since the prior for amplitude coefficients aj is a multivariate Gaussian distribu-
tion and it is chosen as a conjugate prior, the posterior distribution is also a multivari-
ate Gaussian distribution with mean vector mk  and covariance matrix o,2  Mk. The 
expression of it is given as: 
p(akJk , l.l,k,o. A S -  1 	I - (211)2k/2 
1 
1 0,2 	11/2 kiMki 





The joint posterior distribution after integration out ak is presented: 
1 	 1 	 1 
p(k,wk, aki  , A, Sy) cx 
(2) 	
exp [_(7i + YTPkYi)] 
k 







x 	2(+1) . exp 62 
Similarly, the prior for the nuisance parameter 	is also a conjugate prior. The prior 
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and the posterior are both inverse Gamma distributions. According to an investiga-
tion of (B.6), the posterior distribution of a. can be denoted as o • k, Wk, A, d, y 
'c




p(cr.k ) Wk,Aj,S,Yj) = 
	
(cr.) 	2 
X exp - ( i+YTPkYi 
2a 	) ' 
	 (B.9)
ki 
where F(.) is a Gamma function. As a result, the simplified posterior distribution after 
integration of cr 2  can be achieved as follows: ki 
1 	,, 	1 	 1 p(kj,wk,Aj,dIyj) 	
+yTPky) 	k! 	) 
Al2e_c21j 	1 	[ / 1 
X 	
e' 	2(a2+1) 
exp 	. 	(B.1O) 
The posterior distribution shown in (B.10) is the same one as shown in (6.6). 
B.2 Deriving the posterior distribution of the parameters in a 
full length signal model 
In order to update the pulse locations in the time domain, i.e. the change-point posi-
tions, the posterior distribution of all parameters for a full length signal model can be 
achieved using (4.18) and (6.31) following Bayes's rule. 
Similar to (B.1) in Section B.1, the posterior distribution based on the full length 
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signal model can be extended to include all m pulse segments, which is expressed as: 
p(T2m, km, akm,(i.)km, O ) A, :my) 




2ci 	 j 











xH i 	•exP[_E2Ai]} 
{ 	
A 
ki  /k! 
i=1 
fJ 1 	[ exp 
X 
	I - 2(12+1) 	[ 8] J i=1 
/1 	1 	1 	'\ 
XN_1•N_2••N_2m) 	 (B.11) 
Moreover, in analogous to the derivation in Section B.1, the posterior distribution 
in (B.11) can be rearranged in (B.12) so as to make the integrations of akm  and o a lot 
easier in subsequent analysis. 
P(T2m, krn , akm Ckm 	Ai m, :mIY) 
1 ___________ 	 km km cx ( 	






27ra 	 2a 
X  ()v/21 exp[---] 
2a 
< fj- { (A/7)' 	
A1-1/2 C-E2Aj 
k1• 	 e' 	J j=1  
1 
x fi{_ 




This posterior distribution is also very complicated and the nuisance parameters 
akm  and o,2  can be integrated out, which are similar to the integrations in (B.7) and 
(B.9). The first step is the integration of akm  and the posterior distribution after this 
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integration is given as: 
P(T2m, km , Wkm '0i'  Aim, ô.m Y) 
(1 )(N/2) 
.exp [—(7 +yTPkfl Y)] (a)/' 
{() 	 e 	} 
In 	 1 k (A/ir)ki A 1 /2e_c2 










The second step is the integration of o, which has an inverse Gaussian distribu- 
tion. It can be denoted as: 
(N+v 7+yT T)kmy\ 
km , Wk,, A1  rn, 1:m' Y '-•- 	2 	' 2 	) 
Moreover, the expression of the posterior distribution of o is presented: 
(B.14) 










where F(.) is a Gamma function. 
Accordingly, the posterior distribution after the integration of o can be obtained: 
p(T2m , k m , Wkm,A1:m,ö:mY)  cx 
X 
X 
(7+ yT Pkm y) ()/2  







This posterior distribution shown in (B.16) is the same one as shown in (6.34). 
Appendix C 
An example showing the calibration 
of magnitude response of the 
ultrasound transducer 
Take a specific transmit frequency at fxmit = 1.67MHz and a SCS with a radius of 49im 
as an example to give details about the ultrasound receiver calibration. In this exam-
ple, fundamental frequency of the transmit pulse is fo = 1.67MHz, and the second 
harmonic is 2fo = 3.34MHz. In general, there are four steps in calculating a single cal-
ibration point in the spectrum of the ultrasound receiver with the transmit frequency 
of fxmit = 1.67MHz. They will be discussed in the following sections. 
C.1 Filtering measured transmit signal 
Figure C.1(a) shows the transmit pulse in the time domain. Its frequency spectrum is 
displayed in Figure C.1 (b). It can be seen that most of the energy of the signal concen-
trates on the fundamental frequency, fo = 1.67MHz. If the fundamental component 
and the second harmonic component of the signal are required to be extracted, a band-
pass filter is necessary. 
There are two issues needs to be considered. One is determining which type of fil-
ter can be used and the other is how to choose a proper pass band of the filter. First of 
all, among all the popular linear filters, the elliptic filters offer steeper roll-off charac-
teristics than all others, such as Butterworth or Chebyshev filters, if the same number 
of coefficients are used. However, they show ripples on the whole bandwidth. More-
over, in general, elliptic filters meet given performance specifications with the lowest 
order of any filter type [168]. In addition to choosing the filter types, the pass band, 
fpassband, of the filter should be constrained to: fpassband < Af, in which Af is the 
difference between the second harmonic frequency and the fundamental frequency. 
The fundamental frequencies of the transmit signal varies from 1.2MHz to 4.0MHz, 
and thereby the minimum difference between the second harmonic and the funda-
mental frequency amongst them is Afmjn = 1.26MHz. As a consequence, the pass 
219 
An example showing the calibration of magnitude response of the ultrasound 
transducer 
( 
-06 	0.2 	0.4 	0.6 	0.8 	1 	1.2 
Time in Seconds 
(a) Transmit pulse in the time domain. 
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(b) Frequency spectrum of the transmit pulse. 
Figure C.1: Transmit pulse with the fundamental frequency at 1.67MHz. 
Elliptic filter for extracting the fundamental component 	Elliptic filter for extracting the second harmonic component 
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(a) Frequency spectrum of the elliptic filter for ex- (b) Frequency spectrum of the elliptic filter for ex-
tracting the fundamental frequency component. tracting the second harmonic frequency component. 
Figure C.2: Frequency spectra of the elliptic filters for extracting the fundamental and the 
second harmonic frequency components. 
band is set to fpassband = 0.8MHz heuristically, as suggested in [3].  If the selected 
fpassbarad > /-\fmin, the extracted frequency components will be overlapped, which 
may result in spectrum distortion. Figure C.2(a) and Figure C.2(b) show the frequency 
spectra of the elliptic filters that are used to extract the fundamental frequency com-
ponent and the second harmonic component of the transmit signal, and the measured 
SCS echo signal. The filters have their pass bands centering at fo = 1.67MHz and 
2fo = 3.34MHz respectively. 
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(a) The fundamental component of the transmit (b) The frequency spectrum of the fundamental corn- 
pulse in the time domain. 	 ponent of the transmit pulse. 
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(c) The second harmonic component of the trans- (d) The frequency spectrum of the second harmonic 
mit pulse in the time domain, 	 component of the transmit pulse. 
Figure C.3: The fundamental and the second harmonic components of the transmit pulse in 
the time and the frequency domains. 
pulse can be filtered to produce its fundamental component and the second harmonic 
component in Figure C.3(a) and Figure C.3(c). Seen from the time domain signals, it is 
shown that the energy of transmit pulse almost focuses on its fundamental component. 
Moreover, their frequency spectra are displayed in Figure C.3(b) and Figure C.3(d) 
respectively. 
C.2 Generating the theoretical SCS responses 
There are many theoretical descriptions about the SCS behavior available in ultrasonics 
literature [13,50]. One of the most widely used analytical expression of the pressure of 
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Parameters 	Values 	 Physical meanings 
	
c 	1480m/s 	 velocity of sound in water 
3921 .67m/s 	velocity of compressional waves in copper 
2321.77m/s velocity of shear waves in copper 
R0 	49km 	 radius of copper sphere 
ro 	0.075m 	
distance between the center of the 
copper sphere and the surface of the transducer 
k 	w/c 	 wave number in water 
k1 w/ci compressional wave number in water 
w/c2 	 shear wave number in water 
Table C.1: Parameters and their physical meanings in (Ci). 
theoretical backscattered pulse from SCSs in the time domain is stated in [3,501 in the 
form of: 
Pscatt(t) 
= 	 rna f w
{g(w)(w)f(k, k1, k2)e3 	
} 
edw, 	(C.1) 
2 ro v"2 7rWrn 
where 
= 17 Pi(t)e_iwtdt. 	 (C.2) 00 
Moreover, the physical meanings and values of all the parameters in (C.1) are listed 
in Table C.1. 
Furthermore, there is an illustration of physical interpretation of (C.1), which is 
shown in Figure C.4. In general, Pi(t) is the measured transmit pulse in the time do-
main, and Pscatt (t) is the calculated theoretical backscattered pulse in the time domain. 
All operations are carried out in the frequency domain and then the SCS scattering, 
Pscatt (t), is obtained by transforming back to the time domain using the inverse FT. 
g(w) denotes the FT of the transmit pulse P1  (t) in the frequency domain. c(w) is a 
water attenuation function. It depends on the spectral component: 
w 
a(w)_—exp{—a(ro—Ro)(--) 2}, 	 (C.3) 
in which ce is an attenuation coefficient at 20°C. The SCS scattering is given by the 
1 j in this equation represents the imaginary unit in the complex number system. 
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NO water 	SCS 	water Delay -F-  Receiver Pscatt(t) 
Figure C.4: Physical interpretation of the procedure of obtaining the scattered wave pulse from 
an SCS. 
function, f (k, ki, k2), which can only be evaluated using a lookup table. In this func-
tion, k = , k = -, k = -. The values in the table are related to a Ka value, which is 
defined as: Ka = x R0, in [501. It ranges from 0 to 12R0 according to measurements 
in [3].  In order to ensure all frequency components in the transmit pulse will be taken 
into account in the theoretically calculated backscattered pulse, the frequency limits 
Wmin and Wmax need to be set within the Ka value range. Therefore, in the experimen-
tal measurements in [31,  the sampling frequency of the transmit pulses is f 50MHz, 
i.e., fmax = 50MHz, Ka,,,, = fmaxR0 = 11.8871R0 < 12R0, such that all the fre- 
quencies in the transmit pulse can be considered. Moreover, e 	is related to a retard 
function, which only gives a certain time delay. 
Using the theoretical calculation, both the fundamental frequency and the second 
harmonic of the transmit pulse can produce their corresponding backscattering pulse 
in the time domain respectively, which are displayed in Figure C.5(a) and Figure C.5(c). 
Moreover, their frequency spectra are also shown in Figure C.5(b) and Figure C.5(d). 
Compared to the wave shapes and the pulse durations to the transmit pulse in Fig-
ure C.3(a) and Figure C.3(c), they are almost the same, yet with attenuated amplitudes. 
C.3 Filtering the measured SCS response 
Apart from the measured transmit pulse, filtering the measured ultrasound SCS re-
sponse is also necessary. They are filtered using the same elliptic filters presented in 
Section C.1. Figure C.6(a) and Figure C.6(c) show the filtered ultrasound SCS echo 
signals in the time domain. The pulse durations of the filtered fundamental compo-
nent and the filtered second harmonic component are almost the same as the gener-
ated theoretical SCS response, however, the shapes of the waves do not look similar. 
Their respective frequency spectra shown in Figure C.6(b) and Figure C.6(d) are not 
of the similar shape either. The reason is that the scattered waves in measurements 
are subjected to the spectral characteristics and phase alterations of the ultrasound 
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(a) The calculated fundamental component of (b) The frequency spectrum of the fundamental corn-
the theoretical SCS response in the time domain. portent of the theoretical SCS response. 
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(c) The second harmonic component of the trans- (d) The frequency spectrum of the second harmonic 
mit pulse in the time and the frequency domains, component of the theoretical SCS response. 
Figure C.5: The fundamental and the second harmonic components of the theoretical SCS re-
sponse in the time and the frequency domains. 
C.4 Calculating the ratio of energy density of the measured 
response to the theoretical response 
Having obtained the fundamental and the second harmonic components of both the 
theoretical and experimentally measured SCS responses, a calibration point in the fre-
quency spectrum can be calculated as: 
tl ) 
Energy Densityp - 	.J(lizP) Pexp(t)I 2dt 
_________________ 	 mm 	 (C.4) C Cali bratcmr)aq (frnag) 
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Second harmonic component of EXPERIMENTAL response 
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(c) The second harmonic component of the mea- (d) The frequency spectrum of the second har- 
sured SCS response in the time domain. 	monic component of the measured SCS response. 
Figure C.6: The fundamental and the second harmonic component of the measured SCS re-
sponse in the time and the frequency domains. 
where P (t) and Ptheo  (t) represent the backscattered radiation waveform in the 
time domain. The time intervals, i.e. [t (theory) min 	, tmax 
(theory) ] and [tmin
(exp) 
tmax
(exp) ], over which 
the integration are evaluated should contain sufficient duration to include the com-
plete pulse segment for both the theoretical responses and the measured responses. As 
a result, at the transmit frequency of 1.67MHz, two calibration points in the frequency 
spectrum of the calibrated ultrasound receiver at fo = 1.67MHz and 2fo = 3.34MHz 




Derivation of posterior distribution 
of model parameters in Chapter 7 
If 0 < k kmax, the complicated joint posterior distribution is expressed as: 
p(k, k Iyi 3O < k < kmax ) oc (2L/2  exp - 1 [yj - HDak]T[y - HDak]} { 
1 	 [ 
ra k 1/2 	
a>a/l 
k! 	




/ \ 1 exp[-'y/(2a)] (52)-a 	 32 2-1  exp (-- x — . 2(v/2+1) 	 -) OT1 
xp(çc,çop). 	 (D.1) 
Rearrange the power of the exponential with respect to a 2 as follows: 
Z 	(yj - HDak)T(yj - HDak) + aY 1  ak + )' 
= 	- aDTHTyj - yHDak + (1 + 2)aDT HT HDak + . (D.2) 
Define R' A,  (1 + 8_2)DTHTHD,  and (R-' )T = [(1 + 82)DTHTHD]T = R 1, 
which results in RTR_l = 12k• Therefore, Z can be expressed as: 
Z 	= 	yTy - aDTHTyj - yTHDak + aR 1 ak + )' 
= 	Yi Yi + yTHD(RTR1 - J k)RDHY + aR 1ak 
_yHD(RTR_l)ak - a(R'R)DT HT y1 +7 
= 	- yHDRDT HTy + aR'ak 
-yTHDak - a7'DTHTy j  
+yHDR(HD)Ty +7. 	 (D.3) 
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Define: 
P (r) 	'LxL - HDRDTHT 	 (D.4a) k 
{ M} =R' 	(1+8_2)DTHTHD 	 (D.4b) 
(r) 
Mk 	= 	
= RDTHTy = M(r)}-ID  THTy1, 	(D.4c) 
and Z can be simplified as: 
Z = + (ak rk 	(ak - rk) + 'y. 	 (D.5) 
As a result, the joint posterior distribution shown in (D.1) can be rearranged in the 
form of: 
r 	1 
P(PkIYi,O < k kmax) DC 
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€i-1/2 exp(—A - f2A). 
-2(v/2+1) 
 exp (-) 
xp(cpm,cpp). 	 (D.6) 
D.1 Integrate out amplitudes ak 
The joint posterior distribution has been rearranged in (D.6), which will make it easier 
to be simplified. Seen from the rearranged equation, the posterior distribution for 
the vector of amplitudes is a multivariate Gaussian distribution with mean rk and 
variance crR: 
akyi 	Jf(rk,aR) 	 (D.7) 
1 
p(akIk,wk,A,62,m,p,yj) = (27r )2k/2  a2RI 1/2  
1 
X 	exp — (ak —rk)T R' (ak — rk) 	(D.8) 
I —  
By analytically integrating out ai, when 0 < k < kmax, the resulting posterior 
WV 
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distribution can be achieved as: 
82, 	
)Ce,52+1  1 	YTPYi)/32 	1 P(k,Wk,U,A, m,Op Yi) ° 	
- 2a  
xexp(
082) Ak/k! A1_'/2.exp[_A(1+c2)] 
- 
1 \ 2k1 '/'2  
exp 	
)[G+o2 ) j 
-2(v/2+1) ( '7 	______ 
X P(Pm, 
	 (D.9) 
D.2 Integrate out noise term a 
Moreover, the posterior distribution for noise term o has an inverse Gamma distribu-
tion, when 0 k < kmax. It can be expressed as: 
ig (i 
+L+v 	TPk (D.10) 
2 ' 2 
p( 	k, Wk, A, 82 m' p' Yi) 





x exp [_'7+YP)Yi] (D.11) 
2g 
 
In this way, the complexity of the joint posterior distribution can be further reduced 
by integration of the noise term a, which gives: 
P(k, Wk, A,S2,m,pYj)OC('7+yTp k
(r) 
Yi)- (1+L+v)/2 x 
(A/((62 + 1)))k 
k! 
x 	AE11/2  exp[—A(1 + €2)] ö_22+1) exp [_2] 
X 	 (D.12) 
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A novel estimation system for echo signals from 
measured ultrasound scatterers 
Yan Yan, Student Meinber, IEEE, James R. Hopgood, Me,nber, IEEE, and Vassilis Sboros 
Abstract—The understanding and exploitation of non-linear 
microbubble signals is an active research area that aims to 
advance contrast ultrasound into a high sensitivity and specificity 
diagnostic imaging modality. To discriminate the difference 
between echoes from tissue and contrast microbubbles, it is of 
significance to extract as much information of the reflected signals 
as possible, especially their locations in the time domain and their 
corresponding spectral content in the frequency domain. In this 
paper, a novel estimation system for extracting the information 
of interest is proposed. This estimation technique is based on 
non-parametric methods for coarse estimation, followed by a 
parametric method within a Bayesian framework for estimation 
refinement. The results show that the pulse location and fre-
quency content can be accurately estimated simultaneously and 
automatically. This may assist in the design of transmit pulsing 
regimes in future work. 
Index Terms—ultrasound contrast agents, microbubble, 
Bayesian inference, Markov chain Monte Carlo, parametric 
model 
1. INTRODUCTION 
ULTRASOUND Contrast Agents (UCAs) were first dis-covered accidentally by cardiologist Charles Joiner in the 
1960's. However, microbubbles (MBs) have been widely used 
as UCAs in bio-medical research area since the 1990's [I]. 
They are composed of gas-filled encapsulated microspheres, 
usually with diameter below 7jrrrt, that can go through mi-
crocirculations in the human body. Compared to soft tissue, 
the microbubbles are more compressible and expandable when 
exposed to an oscillating acoustic signal as they have a non-
linear acoustic signature [2]. In order to design a transmit 
pulse that can maximise the difference between responses from 
microbubbles and tissue and increase the contrast-to-tissue 
ratio (CTR) [3], it is of particular interest to jointly extract 
the characteristics of responses from UCAs and tissue in both 
the time and the frequency domains. 
A. Limitations in spectral estimation 
Most traditional frequency estimation techniques in ultra-
sonics are based on the Fourier transform (Fr) [2]. However, 
these carry some inherent limitations [4]. First, it is known 
that traditional non-parametric methods suffer from the trade-
off between the duration of sidelobes and the width of spectral 
peak. The sidelobes are associated to the duration of the signal 
(rectangular window function), which is usually very short 
Yan Yan and James Hopgood are with the Institute for Digital Communi-
cations. School of Engineering and Electronics. University of Edinburgh. UK. 
e-mail: {Y.Yan, James.Hopgood}@ed.ac.uk. 
Vassitis Shoros is with Department of Medical Physics, University of 
Edinburgh. UK. Email: vwsilis.sboros@ed.ac.uk.  
for echo signals. Due to the limited frequency resolution, the 
FT can not detect some frequencies that may have important 
physical meanings, or may provide false spectral contents. 
Second, As the peaks in the spectrum are not narrow 
enough, it is not easy to determine the exact positions of 
peaks if the FT is only used. Various optimisation methods, 
such as thresholding, needed to be considered to determine the 
accuracy to which the peak frequency can be determined. By 
contrast, the Bayesian posterior probability for this signal fre-
quency provides the information directly [5]. Furthermore, it 
is not possible to determine the unknown number of frequency 
components. 
Third, the FT does not localize in time whereas in ultra-
sonics analysis, the pulse locations and durations are also 
of significant importance. Bayesian inference can be easily 
extended to incorporate the time domain information into 
parameter estimation in an estimation system. 
Therefore, a parametric model within a Bayesian framework 
is introduced in this paper in order to improve the quality of 
frequency estimation. A simulated sinusoidal signal is taken 
as an example to demonstrate the superiority of Bayesian 
inference. The signal has a single frequency at 0.27r, which 
is displayed in Fig. 1(a). It is demonstrated in Fig. 1(b) 
that the spurious noise features are suppressed and the width 
of the peak is much narrower than the peak in the DFT-
based frequency spectrum. Furthermore, the variances of two 
peaks can be estimated numerically. They are calculated based 
on the definition of -3dB bandwidth. According to this 
definition, the estimated variance for the peak in frequency 
spectrum, which is shown in the upper panel of Fig. 1(b), is 
computed as: VaTDFT(f) = 0.0442; the estimated variance 
for the peak in the bottom panel in Fig. 1(b) is computed as: 
Varnj(f) = 6.0281 x 10( -4). In this case, the variance of 
the estimated frequency peak is reduced by 37dB if Bayesian 
inference is used. 
B. Limitations in pulse location estimation 
Voice activity detection (VAD) technique is known as an 
energy detector applied in considerable research areas, and in 
speech processing in particular [6]-[8]. The method introduces 
a low-variance spectrum estimation and determines an optimal 
threshold based on the noise statistics [9].  It only depends on 
the expected noise power spectral density and the variance 
of a signal-to-noise ratio (SNR) measure estimated during 
periods of non-speech activity. The technique calculates the 
SNR measure and the adaptive threshold for each spectral 
bin and then compares them to give the final decision of 
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(b) Probability of the estimated frequency. 
whether the signal is the speech or not. From the observation of 
responses from both MBs and solid spheres, the pulse location 
estimation of the echo signals in ultrasound imaging is similar 
to the signal burst detection in speech detection. However, if 
the SNR of the signal is low or the amplitudes are small, the 
performance of the VAD is poor. 
Hilbert transform (HI) is commonly used for envelope de-
tection in various applications, especially in signal processing 
for communications [10] and geophysics [11]. It can extract 
the envelope of the modulated signal accurately [12]. The 
envelope Contains information on energy of the signal [13]. 
In [14], Verbeek introduced the HT into ultrasound application. 
However, when the signal is embedded in noise, the HT may 
fail as it is hard to choose an appropriate threshold and thus 
can not offer accurate estimation of starting and ending points, 
which are directly related to pulse locations. Additionally, if 
only one dominant frequency is present in the signal, the 
HT can detect the instant frequency with the help of other 
decomposition techniques but it is not able to estimate multiple 
frequency components at the same time. As a result, all the 
abovementioned techniques only operate in time domain. In 
order to take the frequency information into consideration, a 
more complicated technique is needed. 
There is few information in the ultrasonic literature about 
the joint estimation of pulse locations and frequencies, which 
Fig. 2. The equipments used lot acquirittg ultrasoottd celto stgttals. 
can be further developed, especially for multiple pulse echo 
signals from MBs. In the present study, a new estimation sys-
tem for ultrasound echo signals is proposed. Firstly, the whole 
procedure is outlined in Section II. The experimental setup is 
briefly described and then the algorithm and signal model are 
presented in detail. Secondly, in Section III, simulation results 
are reported to evaluate the system performance, and the 
new algorithm for estimation is applied to the measured echo 
signals from both SCSs and MBs. Finally, the conclusions are 
in Section IV. 
II. METHODS 
nd transducer (Sonos5500 Philips Med-
ical Systems, Andover, MA, USA) was used to acquire echo 
signals from both SCSs and MBs. Fig. 2 shows a whole view 
of the equipments needed in the experimental measurements. 
The left part of the figure, denoted by A. is the ultrasound 
transducer, which transmits an ultrasound wave and receives 
its reflection from the scatterers. The sensitive range of receive 
frequency is set between 1.2MHz and 4.5MHz. Then the raw 
echo signals from the scatterers are preamplified, collected and 
stored in a computer. The right part of the figure, denoted by 
B, is a set of acquirement facility, which contains a water tank 
and some perspex tubes. 
I) Acquirement of echo signals from SCSs: In order to 
clearly explain how the acquirement facility works, Fig. 3 
shows a simple illustration of experimental setup for acquiring 
echo signals from SCSs and MB5. As the density of an SCS is 
larger than water whereas the density of an MB is smaller than 
water, the equipment setups for them are different, as shown 
in Fig. 3. 
In Fig. 3(a), a beaker was used as a basic tank to measure 
the scattering from SCSs. A 4cm diameter hole was drilled at 
the base of the tank and a 25tm thickness Mylar® film was 
glued to the base to provide an acoustic window. The central 
cylindrical space defined by the circular acoustic window at the 
base were filled with degassed water. Other spaces are filled 
with the tissue mimicking materials, which is used to avoid 
multiple reflections. A glass pipette was placed at the top of the 
tank and its bottom tip with 1mm internal diameter was held 
Fig. t. FF1' spectrum and Bayesian inference of the simulated signal with A. Experimental setup 
single frequency. 	 A modified ultrasou 
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(a) 	Experimental (b) 	Experimental 
setup for acquiring setup for acquiring 
echoreturns from echo returns from 
SCSs. 	 MBs. 
Fig. 3. 	Illustration of experimental setups for acquiring the echoes from 
SCSs and MBs. 
at the center of the tank. Moreover, the measurements were 
carried Out at 7.5cm from the bottom of the tank. The distance 
is chosen because it was able to put the SCS under a near-plane 
wave and make positioning errors less critical [15]. Another 
micropipette was inserted through the larger glass pipette into 
the tank to ensure the alignment of the beam with the path of 
SCSs. 
A small batch of SCSs with a variety of radii, ranging from 
29.5am to 57.5i.m, were held inside the micropipette and then 
introduced to the tank individually. They descended towards 
the bottom of the tank with the guidance of the gravity. The 
ultrasound probe was positioned at the center bottom of the 
tank to achieve maximum echo amplitude from the tip of the 
micropipette. 
2) Acquirement of echo signals from MBs: The facility for 
acquiring echo signals from MB is similar to the one used for 
SCSs. In Fig. 3(b), The tank was filled with anechoic water, 
which do not produce echoes. A Perspex tube was put at the 
center bottom of the tank with an 8mm internal diameter. The 
tip of the glass micropipette, whose diameter is approximately 
lOOjim, was placed at the center of the Perspex tube. Single 
MBs are released from the micropipette individually. The 
flow of them were directed towards the face of an ultrasound 
probe, which was placed at the top of the tank. The distance 
between the end of the tube and the face of the probe was 
7.5cm. The tube and the micropipette were composed of a 
hydrodynamically focused flow system for isolation of single 
MBs in a well determined flow path. In this way, the insonation 
of single MBs can thereby be well calibrated. The stream 
of MBs was first diluted by introducing filtered water into 
the infusion path. Then the diluted suspension of MBs was 
supplied to the micropipette. 
B. An estimation system using a parametric signal model 
After all responses from MBs and SCSs are obtained from 
the experimental measurements, the requirement of an estima-
tion system which can extract the information of echo signals 
in both the time and the frequency domains automatically is 
of significant importance. An estimation system is proposed in 
this paper to characterise the different echo signals. According 
to these difference, the discrimination between the responses 
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Fig. 4. Diagram for the procedure of the estimation system. 
from MBs and SCSs can be exploited. It will offer more 
insights to the design of transmit pulsing regimes. 
The proposed system can be divided into two parts, which 
are displayed in Fig. 4. The first part is the coarse estimation 
for pulse locations and frequency components by using non-
parantetric method; the second part is to refine the estimation 
by using a paramnetric model within a Bayesian framework. 
Details are described in the following sections. 
Coarse estimation for pulse locations: As mentioned 
above, in the case of low SNR, the envelope detected by 
the Hubert transform is not of adequate quality. In order to 
obtain a clearer envelope of the multiple pulse signal, wavelet 
denoising method can be adopted as it has more advantage 
than traditional filtering approaches, e.g., it is non-linear and 
can be applied to non-stationary signals. However, the method 
may fail when there are closely-spaced pulses present in the 
measured echo signals. Similarly, the performance of VAD is 
poor if the SNR of the signal is low or the amplitudes are 
small. 
Although both of the two traditional techniques, the HT 
and the VAD, used as the energy detector have their own 
limitations, which can not be neglected in ultrasound imaging, 
the combination of these two can improve the detection 
accuracy. Firstly, the FIT is applied to the original signal 
and used for envelope detection. Secondly, the envelope is 
denoised by stationary wavelet transform, which is selected 
for its time-invariant property [16]. Finally, the VAD algo-
rithm is performed for the denoised envelope. Following the 
above procedure, the proposed method can further give better 
estimation for both closely-spaced pulses and small amplitude 
pulses. Furthermore, the method can tolerate lower SNR down 
to 5dB by experimental observation. 
Coarse estimation for frequency components: Indepen-
dently, for coarse estimation for frequency, the discrete fourier 
transform (DET) is often used to analyze the signal in the fre-
quency domain. Andrieu and Doucet proposed the frequency 
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estimation algorithm based on the DET in [17], which may 
have the problem of overestimating the order of frequencies. 
Based on the DET, there are many modified non-parametric 
methods that provide a better trade-off between sidelobe 
reduction and the width of spectral peaks. Multitaper spec-
trum [18] is one of them and can improve the quality of 
the spectrum a lot. In this technique, several data windows 
are used on the same original data record to obtain several 
modified periodograms. Then these periodograms are averaged 
to produce a multitaper spectrum. By reducing the variance, a 
much cleaner spectrum is achieved. In addition, the bias and 
the resolution loss can also be reduced for properly designed 
tapers. 
3) Estimation refinement using a parametric model: The 
coarse estimation techniques discussed above are all non-
parametric methods, which are simple but cannot provide 
acceptable accuracy. In addition, for coarse estimation of 
frequency, the multitaper spectral estimation only works for 
single pulse segment signal and Cannot provide the number 
of frequencies automatically. Other model selection schemes 
need to be incorporated, such as Akaike-information-theoretic 
(AIC) criterion and Minimum description length (MDL) cri-
terion [19]. For experimental measured echoes from MBs and 
SCSs, the number of pulse segments in the signal and the 
number of frequency components in each pulse segment are 
all unknown, A more advanced estimation technique, using 
a parametric model within a Bayesian framework, can solve 
these problems and offer more accurate estimates. 
As the measured transmit pulse in ultrasound appears to be 
composed of several cycles of a harmonic signal, the multiple 
pulse echo signals can be modeled as several segments of sum 
of sinusoids. Assume there are in pulses in the observed signal 
with N data points. The multiple pulses model can be defined 
as follows: (T0 	1, T2, 1 	N and i = 0.....2mn) 
D0 : x(t) = n(t) 
ifT<t<T 1 -1,ieven In(t) 
x(t) + n(t) if T <t < 	- 1,1 odd 
where z(t) = 
	
a 	cos(wj,kt) + 	sin(,t,t). The 
signal model can also be written in a vector-matrix form: 
X = 	T2m)a5 + n 	 (1) 
where n is the zero-mean white Gaussian noise with variance 
U2 and 
o 	... 	0 
G1 0 0 
o 	... 	0 
G2 0 
0 	0 	'' 	0 
o 	•.. 	0 
0 
o 	... 	0  
The C matrix has the size of 2N x 	k. It contains the 
information about changepoints (Ti ,T2 , .... T2,,), which are 
related to the positions of multiple pulses in the echo signal. 
Each component G(j = 1..... irs) in C matrix represents a 
single pulse, which has its own parameters. For each G5 , the 
number of sinusoids and other parameters O 	a, 
are all unknown. As far as each segment is concerned, the C1  
matrix can be defined as: 
E(w5 t(T25 _ 1 )) 	. . . 	E(wk,,,t(TsJ _j) 
E(wk t(T25 _1 + 1)) . . . E(w5,t(T2 .. 1 -F 1)) 
C3 = 
E(wk t(T23 - 1)) 	. . . 	E(wk,, t(T21 - 1)) 
where E () + cos () sin (•)]. Moreover, 7'2J_1  and T23 are 
two corresponding changepoints at the start and end points 
respectively for each pulse segment. For each G3 , km may 
have different values, which implies the different number of 
frequencies and their values in different pulses. 
The likelihood function can be easily obtained according to 
the signal model: 
p(xl {1, 9}m, T2m) = (22)_N/2 x 
CXp 
{ - 
	II x - G(w,, Tsm)ak 
112 }, (2 
where m in {k, Gk}m represents different pulse segments and 
HAll 2 	AT.  A. 
4) Reversible jump MCMC algorithm for estimation refine-
ment: Fourier transform based methods can only offer the 
width of spectral peaks, which depends on the duration of the 
data set. It still needs other methods to determine the accuracy 
to which the peak frequency can be determined. However, 
the Bayesian posterior probability for the signal frequency 
provides this information directly [5] as discussed in the 
previous section. Moreover, in some situations the noise is not 
well understood or the data may contain a greater complexity 
of phenomena than the current signal model incorporates, 
the use of the DFT is not optimal; more information can 
be extracted from the data if more sophisticated techniques 
are used [20]. Bayesian inference can readily handle these 
situations. The analysis provides much more reliable and 
informative results when prior knowledge of the shape of the 
signal and noise statistics are incorporated. 
According to Bayesian inference, samples from the pos-
terior distribution can be drawn given the appropriate prior 
distributions. These priors reflect the degree of belief of the 
relevant values of the parameters. The joint prior distribution 
can be considered as several product of independent parameter 
priors. T m  represents the pulse locations; k,,, is the number 
of frequencies in pulse segment m; wk,, is the vector of 
frequency components in segment rn; U2 denotes the noise 
variance in the signal, assumed the same in different pulse 
segments; b and Am are expected SNR and expected number 





PRIOR DISTRIBUTIONS EOtt INDEPENDENT PARAMETERS 
Parameters 	Prior Distributions 
Uniform Distribution 
km Truncated Poisson Distribution 
Uniform Distribution 
Jeffrey's uninformative prior 
5, Inverse Gamma Distribution 
Am Gamma Distribution 
Following the priors chosen in Table 1, the joint prior 
distribution can be expressed in (3): 
(
p({k, Ot}rn ,T,o ) = p({k, ak, 'k }m j(7)p(a)p(Tsm ) 





X X[ 	2,.2  
X 	
Pv-1N-2 	N —2rro' 	
(3) 
where Fk,l = t5 2  GT (Wk. T2m)G(tat5 , 
The posterior distribution in (4) can be obtained after 
integrating out the nuisance parameters: amplitudes ak  and 
noise variance ti based on Bayes's rule. 
p(T 250 , {k, (ctk}WIX)  o ('Vs + xTPk,,,x)_+00h/2 
X 
 (Asrr/[( 8 H ')llT. 	(4) 
where 
Pb,,, = IN - G(w5,,,, TS,0)Mk,,,GT (Wk,, T210 ) (5) 
M 	= 	GT(wt,,, , T25 ,5 )G(wk,,, , T25 ) + 	( 6) 
Although the posterior distribution is simplified, it is 
still highly non-linear, which means the closed form of 
p(T m, {k, Wk) ,,,IX) can not be obtained. Therefore, a re-
versible jump Markov chain Monte Carlo (rjMCMC) algo-
rithm is introduced to sample from the complicated joint 
posterior distribution and then to estimate the multiple pulse 
locations and frequency contents for each pulse segment 
simultaneously. 
In standard MCMC algorithm, instead of sampling from 
the joint posterior distribution directly, an ergodic Markov 
chain (T, {k( ,w},r ) whose equilibrium distribution is 
the specific joint posterior distribution given by (4) is for-
mulated. The simulation is run long enough to reach the 
stationary distribution. As the model order of the signal is also 
unknown, the reversible jump technique (rjMCMC) is able to 
jump between subspaces of different model orders. Then the 
Maximum A Posterior (MAP) estimator is used to determine 
the value of parameters that can maximize the conditional 
probability densities, such as in (7): 
kerr = erg max (k,0 x) 
(aSk,,, = arg max P(ars,,,IK = Kru,x) 	(7) 
Based on the initial guesses given by aforementioned com-
bination algorithm of the VAD and the wavelet denoising for  
envelope detection, a random walk perturbation is adopted 
as the proposal distribution for refinement of the pulse lo-
cation estimates. Specifically, the update of each changepoint 
depends on its previous value and performs a local exploration 
of the initial guess, which can be described as: 
TT'A1(T,r4). 	 (8) 
where T and T° are previous state and new state of the change-
point respectively. iV(.) represents the normal distribution with 
mean T and variance 4. 
For frequency estimation, in the proposed algorithm, a 
multitaper spectrum is adopted as the proposal distribution 
to provide the initial guess for frequency estimation. The 
ijMCMC algorithm is then used to explore the regions around 
obvious peaks in the multitaper power spectrum. After the 
pulse locations are coarsely estimated, frequency estimation 
is performed for different pulse segments. For each segment 
rrl, there are three moves to be selected: birth and death 
moves require the dimension changes according to the state 
of Markov chain whereas the update move only refines the 
frequencies within the same dimension. 
birth: propose a new sinusoid randomly on (0, yr). 
death: remove an exist sinusoid randomly. 
update: Iterations are performed for all k frequencies. 
With probability A, (A is a real number between 0 and 1), 
an Metropolis-Hasting (MH) step with invariant distribution 
p(u,k lx, w_,t.) and proposal distribution q (w ,0  lwJ,k) are 
performed. (aS_fE 	 wj_o.k.Wj+1,k.. ... ) represents 
the frequency vector that do not have the current frequency 
wj,k; Similarly, with probability 1 A, the MH step performed 
with invariant distribution p(W j ,5 lx, w_,k) and proposal dis-
tribution q2(w k lwJ,k). 
In the new estimation system, the proposed distribution 
qi is based on multitaper spectrum, which is independent of 
previous state and explore the regions around obvious peaks 
in the spectrum. Whereas (12  is simply chosen as random walk 
perturbation, which is a zero-mean Gaussian random variable 
with variance 4, of the previous frequency: aS j .k IaSJ .k 
jV(w15 , 4) 
In addition, in each segment tit, the probabilities for choos-
ing birth, death and update moves, denoted as h, d5 , and 
0k,,, respectively, are described in [17] in detail. 
The refinement of the model parameters, for both pulse lo-
cations and frequency components, using a parametric model 
with numerical Bayesian method, consists of two steps in each 
iteration. First, the pulse locations are updated by random walk 
perturbation; second, after the estimation of pulse locations, 
frequency contents for each pulse can be updated using 
rjMCMC algorithm for a given specific set of changepoints. 
The procedure is summarized in Algorithm 1. 
III. RESULTS 
A. Performance evaluation on a simulated signal 
According to the characteristics of the echo signals, the 
synthetic signal is simulated as several pulse segments with a 
sum of sinusoids in each segment. This synthetic signal is used 
to evaluate the performance of the whole estimation system. 
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Algorithm I A rjMCMC algorithm for estimation refine-
ment 
I: Initialization: set ({k, Ok}. T). 
Iteration: 
for i = 1 to nsarnitsral non do 
Update each changepoint T using random walk. 
For each pulse segment in, update frequency con-
tents: 
a).Sample hyperparameters A and 82. 
b).Sample u from U(sl) . (uniform distribution) 
if u < b511 then 
perfrm birth move of a new frequency 
else if (u< 1k(') 	+ dk(,)  then 
it: 	perform aeath move of an existing frequency 
else 
perform update move of a frequency randomly 
14. 	end if 
IS: c).Sample nuisance parameters ak, and a. 
16: end for 
Histogram for lot changepoint 
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Fig, 5. Estimation of positions for the first poise segment in the simulated 
signal. 
The synthetic signal has 1500 data points, the same length 
as the experimental echo signal. It consists of two pulses. 
The first pulse locates between (450, 600) and has frequency 
Histogram of position for the 3rd changepoint 
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Fig. 6. Estimation of positions for the second pulse segment in simulated 
signal. 
components at (0.67r = 1.8849, 0.77r = 2.1991); the sec-
ond one locates between (750, 850) and has frequencies at 
(0.2or = 0.6283, 0.37r = 0.9425. 0.327r = 1.0053). The whole 
estimation system is applied to the synthetic data. The number 
of iterations was set to 10000. 
For the pulse locations estimation, if the coarse estimation 
is not incorporated, a complicated method for sampling from a 
target distribution is needed and the probability distributions of 
pulse locations may take a very long time to converge to their 
true values. In order to reduce the computational complexity, it 
is always useful to obtain a rough estimate of the location if the 
target distribution. i.e., a point estimate of the parameters in the 
model on the basis of some simple, noniterative technique [21]. 
As a result, the combination of the VAD technique and the 
HT used as crude estimation for pulse locations can make the 
convergence much faster. 
As seen in Fig. 5 and Fig. 6, after 1000 iterations, all 
the changepoints, related to the starting and ending points 
of pulses, reach their stationary distributions. The results of 
the coarse estimation and the estimation refinement for pulse 
locations are compared in Table II. The error is calculated as 
the sum of difference between true values and estimated values 
of each pulse location. The error after estimation refinement 




COMPARISON BETWEEN THE COARSE ESTIMATION AND THE 
ESTIMATION REFINEMENT OF PULSE LOCATIONS (START & END 
POINTS) SNIS = .5DB 
True Locations 450 600750 850 
Coarse Estimation 460 602 760 850 
I 4 2 1 
Estimation Refinement 452 60)) 750 850 
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Fig. 7. Number of frequency estimation and the convergence diagnostics. 
For the 11t and 2m1  pulses, the probability of number of 
frequencies and the convergence diagnostics are shown in 
Fig. 7(a) and Fig. 7(b). It can be Seen clearly that after 
about 3000 iterations, the probability of number of frequencies 
for the 1° pulse converges and similarly, the probability of 
number of frequencies for the 2mt  pulse converges after about 
1500 iterations. As a result of these convergence, for the 
1.rt pulse, the first 3000 iterations are discarded as the burn-
in period. Then the histogram is plotted by using the rest 
of samples; for the 21551  pulse, the histogram is plotted by 
discarding the first 1500 iterations. 
Furthermore, the above experiments has been repeated 100 
times with different noise realizations and amplitudes and 
phase components. On average, the error of coarse estimation 
for pulse locations is 20 data points whereas the error after es-
timation refinement is 5 data points. For frequency estimation. 
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Pig. 8. Histograms of number of frequencies using 100 noise realizations. 
Fig. 8(a) and Fig. 8(b) show the histogram of estimates for 
1.st and 2051  pulses from 100 realisations. In Fig. 8, the mean 
and the SD value of the estimated posterior probability of the 
number of frequencies are illustrated. The green bars denote 
the mean values of the estimated number of frequencies; the 
blue and red bars denote the rttea'rt - SD and rtfear,. + SD of 
the estimates respectively. The peaks in all three statistics at 
k i = 2 in Fig. 8(a) and k2 = 3 in Fig. 8(b) indicate the good 
estimation performance of the developed algorithm. 
Moreover, the estimated frequency values obtained from 
100 Monte Carlo runs for two pulse segments of the simu-
lated signal are compared to the ground truths, and are also 
compared to the results using the non-parametric estimation 
method. Table 111(a) provides the comparison for the first 
pulse segment. Compared with the ground truths, both the 
non-parametric method and the parametric method provide 
good mean estimates. However, in terms of the standard 
deviations (SD5), the parametric method outperforms the non-
parametric method with much smaller variations. Table 111(b) 
gives the comparison for the second pulse segment. The 
parametric method not only provides more accurate mean 
estimates and smaller SD5, but can distinguish the two closely-
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Pig. 9. Display of the actual experimental SCS response is the time domain. 
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150 	 -- ESTIMATED PULSE LOCATION FOR THE SCS RESPONSE 
change-points 	1et 	2nd  
Means 	 927 11107 
SD voIces 1 	4 
TABLE V 










ESTIMATED FREQUENCY VALUES FOR THE SCS RESPONSE 
EslimaleslFreq.l Means(MFIz) SD values(Mll,.) 
ger 1.8138 0.0734 
2md 11687 0.2858 
305 2.4339 0.3511 
4th 2.6921 11.3516 
Wh 2.9891 0.4241 
9111 3.23211 0.3117 
3.3145 02756 
8111 3.3941 0.4564 
lh 3.5345 0.6786 
method regard the two closely-spaced frequencies as one 
single frequency, which signifies its poor performance of 
frequency resolution. 
TABLE III 
COMPARISON OF FREQUENCY VALUES BETWEEN THE 000-puramsetmic 
METHOD AND panalfletnic METHOD FOR TWO PULSE SEGMENTS. 
Ground ;ton-paratnelric method 	parametric method 
Preqs. 	
Truth 	(mean + SD) 	 (mean ± SD( 
vt2.1991 2.21100 ± 0.0364 2.1995 + 4.3051 x 101-4) 
2'° 	1.8849 	1.8870 ± 0.0530 	1.8850 + 7.2931 x 10 
Frequency value comparison for the 13' poise segment 
Preqs. 	
Ground non-puromserric method 	puraroelric method 
Truth 	(mean + SD) 	 (mean = SD) 
let 	0.6283 0.6200 ± 0.2097 0.6285 + 4.3019 x 
2' 0.9425 	0.9790 + 0.2196 	0.9387 ± 4.8732 x 101-41 
305 	1.0053 0.0 	 1.0027 ± 5.3047 x 10(-4) 
Frequency value comparison for the 2'' pulse segment 
B. Estimation for measured ultrasound echo signals 
I) Estimation of an SCS response: Fig. 9(a) displays a 
typical SCS response, which has a single pulse segment. This 
typical response is first modeled as a single pulse signal, which 
is composed of several sinusoids. The proposed estimation  
system is then carried out and repeated 100 times to the SCS 
response. Finally, these results are averaged and calculated to 
give the means and the SD values of the estimated parameters 
of interest, i.e. pulse locations, number of frequencies and the 
corresponding frequency values. 
The estimated pulse location in the time domain is presented 
in Table IV with the means and the SD values. Moreover, the 
estimates are also marked in Fig. 9(a) using a red dotted line to 
denote the start and end points of the pulse segment. Fig. 9(b) 
shows an enlarged version of Fig. 9(a) with explicit indication 
of the estimated pulse location. 
- Furthermore, for each run of the estimation algorithm, the 
standard Bayesian estimate of the model order for a particular 
pulse segment i, i.e. the number of frequency, is the MAP 
-value of K5 , which is the value of k5 that maximizes p(k5 x5 ). 
In this measured SCS response, there is only one pulse seg-
ment. The MAP value of K in the single pulse can be obtained 
in each run of the algorithm. Then with 100 replications of the 
-algorithm, the spread of MAP values are shown in Table V. 
It can be seen that the most probable number of frequency is 
9, which appears 61 times in the 100 replications. Moreover, 
the estimated frequency values in the single pulse segment are 
provided in Table VI with the means and the SD values. 
2) Estimation of an MB response: Unlike SCS responses, 
most of MB responses are composed of multiple pulse seg-
ments. They can be modeled as a multiple pulse signal model, 
each of the pulse is modeled as a sum of sinusoids. One typical 
example with two pulse segments is shown in Fig. 10(a). 
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Pig. 10. Display of the actual experimental MB response in the time domain. 
It is chosen because it not only can describe the procedure 
of estimation for multiple pulses clearly, but also will not 
make the computations too complicated using the parametric 
estimation. Therefore, it is a good compromise between an 
explicit demonstration of the developed estimation algorithm 
and the computational complexity that a typical example of 
ultrasound responses requires. 
The developed estimation system is also repeatedly applied 
to the MB response with 100 times. The estimation of the 
number of pulses, and the cot-responding pulse locations are 
given in Table VII. The estimated start and end points of 
two pulse segments are also marked as red dotted lines in 
Fig. 10(a). The enlarged version for each single pulse segment 
is illustrated in Fig. 10(b) for clarity. Moreover, the spread 
of MAP values of the number of frequencies for two pulse 
segments are shown in Table VIII. The result in Table VIII(a) 
indicates that 63% of the time, the detected number of fre-
quency is 4 for the first pulse. For the second pulse segment, 
the most probable number of frequency is 5, which appears 
58 times in 100 replications of the estimation. Furthermore, 
the estimated frequency values of the first pulse are presented 
in Table 1X(a) and those of the second pulse are presented 
in Table IX(b). These resulting estimates are given with both 
mean and SD values. 
TABLE VII 
ESTIMATED PULSE LOCATION FOR THE MB RESPONSE 
Change-point 	lam 	3n4 	3 7'r 	4171 
Means 351 444 	654 730 
SD values 	 2 	 4 2 	2 
TABLE VIII 
SPREAD OF MAP ESTIMATES OF NUMBER OF FREQUENCY FOR TWO 
PULSE SEGMENTS IN THE MB RESPONSE 
K1 	MAP K2 	MAP 
02 0  
3 	10 
3 	6  
4 (1 4 27  
5 	13 
5 	58  
6 9 
6 6  
7 
8 	2 
8 	0  
9 o 
(a) Spread of MAP 
(b) Spread of MAP 
estimates 	of Rum- 
estimates of number 
ber of frequency for 
of frequency for the 
2sd poise 
the 	mt pulse 
TABLE IX 
ESTIMATED FREQUENCY VALUES OF TWO PULSES IN THE MB RESPONSE 
Estimates(Freq.) Means(MHz) SD values(MHz) 
501 	 2.4390 	 0.4282 
2.7667 0.4597 
3m 	 3.1077 	 0.5327 
41/1 3.4059 0.4632 
(a) Estimated frequency values for the Is' poise 
Estimales(Freq.) Means(MHz) SD values(MHz) 
10 2.0710 0.4228 
21111 2.6467 0.4207 
314 2.9594 0.4414 
4th 3.3252 0.6160 
5tti 3.3841 0.6210 
(b) Estimated frequency values for the 2nd pulse 
C. Discussions 
The whole algorithm has been carried Out for all the avail-
able data sets. The investigation indicates that the proposed 
estimation system can estimate the number of pulses in the 
signal and their positions, as well as the number of frequencies 
in each pulse and their corresponding values with very small 
errors simultaneously. In all, the results obtained by the new 
estimation system are all consistent with the theory. Therefore, 
it can be seen as a robust tool to estimate the information 
both in the time and frequency domains simultaneously. These 
attributes detected by the proposed estimation system can lead 
to an extension to differentiating the echo signals from MBs 
and tissues, which is not within the scope of this paper but Is 
a prosperous field for MB behavior analysis. 
Despite the advantages of this newly developed estimation 
system in both the time and the frequency domains in a 
parametric way, the limitations of it are twofold. First, in 
terms of the estimation algorithm itself, the limitation lies 
in the assumptions made in estimating number of pulses 
in the signal. The multiple pulses in the echo signal are 
assumed to be well separated and each of the pulse has a 
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minimum length. Specifically, if two pulses are closely-spaced, 
they will be regarded as one pulse; if the width of a single 
pulse is less than a certain value, it will be regarded as 
noise. Moreover, the proposed model is demonstrated to fit 
the measured ultrasound echo signals well rather than being 
justified in a strict sense, which needs more validation in 
the future work. Second, in accordance with the requirement 
of ultrasound imaging techniques, due to the influence of 
ultrasound transducer in the experimental measurements, the 
estimated spectral contents may not originate from the true 
behavior of ultrasound scatterers. 
IV. CoNcLusioNs 
This paper proposes a novel estimation system for echo 
signals from ultrasound contrast MBs and SCSs. The system 
introduces a parametric model and estimates the parameters 
within a Bayesian framework. As the posterior density func-
tion can not be solved in a closed form and the dimension of 
the parameters changes, a reversible jump MCMC algorithm 
is considered and adopted to give more accurate estimation 
automatically. Moreover, in order to speed up the convergence 
and reduce the computation cost, the coarse estimation for both 
time and frequency domains is incorporated. 
The advantage of this estimation system is that it allows 
an automatic estimation of frequencies for each pulse and 
the pulse locations at the same time. Moreover, it exhibits 
improved frequency resolution compared to the Fourier analy-
sis based techniques. In addition, the parametric model intro-
duced in the paper optimises the estimation of all parameters 
of interest. In all, the results from estimation system are 
consistent with the theoretical calculations and deductions. 
As a result, the new estimation system reveals more char-
acteristics in both time and frequency domains, which may 
broaden the research field in ultrasound contrast agents, espe-
cially in design of transmit pulsing regimes. 
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Abstract 
Nowadays, since the introduction of UCAs to diagnostic Ultrasound contrast imaging tech-
niques, many investigations have focused on theoretical prediction, which are inadequate and 
questionable. In order to characterise the measured ultrasound echo signals based on in-vitro ex-
periments, the influence of ultrasound transducer cannot be neglected. However, general signal 
processing approaches cannot meet the requirements. This paper develops a parametric estima-
tion method based on a proposed signal model, which incorporates the ultrasound transducer 
characteristics into the signal model as model parameters. Using this newly developed estima-
tion approach, the true spectral content of ultrasound scatterers can be revealed. This will also 
broaden the research area of the analysis of MB behavior. 





















Figure 1. The procedure of extraction of the real MB behavior. 
Introduction 
Nowadays, the ultrasound echo signals under analysis are based on experimental measure-
ments. In actual measurements, unfortunately, it is possible to calibrate the transmitted 
acoustic field using a membrane hydrophone, yet it is much more complex to do so for a 
received beam (Sboros et al, 2005). It is because that the exact centering of microbubbles 
(MBs) in the transmitted field is very difficult, and it cannot be done with a precision 
less than 1mm from the central line, which is very important in charactersing the field 
in every possible direction. As a result, an ultrasound transducer is used to obtain MB 
responses. 
Nevertheless, the transducer has a band limited property. It will have an influence on the 
estimation of spectral contents of scatterers, which may lead to inaccurate understanding 
of their behavior, especially for MBs. Previous investigations in the ultrasound literature 
usually use the transducer spectral sensitivity to normalize the received signals (Krishna 
et al, 1999) or use a so-called perfect reflector as a means of normalizing backscattered 
signals (de Jong et al, 1992; Frinking and de Jong, 1998; Marsh et al, 1998). However, 
in the first method, the transducer spectral information cannot be easily obtained; the 
second method is not suited to the nonlinear scatterers, e.g. MBs. 
In order to take the transducer characteristics into consideration, the diagram in Figure 1 
illustrates an intuitive way to recover the true spectra of MBs and thus reveal real MB 
behavior. Specifically, the characteristics of the transducer, especially its spectrum, are 
first examined by comparing the theoretical and the measured echo signals from linear 
scatterers. Then by combining the received experimental measurements of MB echoes 
with the calibrated transducer characteristics, real MB behavior can he revealed. In this 
process, how to combine the transducer characteristics and the measured MB responses is 
a critical issue. It requires many advanced signal processing techniques, which can provide 
powerful algorithms for inference, estimation and detection. 
This paper will dedicate to a proposed signal model taking account of the transducer 
characteristics as model parameters. Moveover, a reversible jump Markov chain Monte 
Carlo (rjMCMC) algorithm is developed to estimate the proposed model parameters. 
The detailed procedure of spectral estimation algorithm will be described in Section 
After the evaluation over a simulated signal, the developed estimation algorithm based 
on the proposed signal model, is applied to measured ultrasound echo signals, which can 
reveal the true spectra of ultrasound scatterers. The results will be presented in Section 1. 
Finally, Section 1 will address conclusions. 
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Figure 2. A simple illustration of the receiver calibration. 
Method 
Calibration of ultrasound transducer 
The calibration of the ultrasound transducer characteristics contains two parts: one is 
the calibration of the magnitude response and the other is the calibration of the phase 
response. They are achieved using two different approaches and are investigated in the 
following respectively. 
Magnitude response of the ultrasound transducer 
A simple illustration of the receiver calibration is depicted in Figure 2. The receiver 
response can be estimated by looking at the signals at the input and output of the trans-
ducer. The magnitude response of the receiver can be calculated by taking the ratio of the 
energy density of the experimentally measured responses from the SCSs (Sboros et al, 
2005) and the corresponding theoretical responses (Hilgenfeldt et al, 2000). Moreover, 
since the transmit pulse is a narrow-band signal containing a dominant fundamental and 
a second harmonic spectral component, the ratio of the magnitude responses will only 
cover a limited bandwidth in the spectrum. To estimate over the full range of the receiver 
spectral response, it is necessary to use transmit pulses with different incident frequen-
cies and filter them into the fundamental and the second harmonic spectral components. 
Therefore, the frequency response of the transducer can be estimated by filtering the 
transmit pulse into fundamental and second harmonic components, calculating the theo-
retical echo returns at the transducer input, filtering the measured transducer output in 
the same way, and then calculating the ratio of the energy density of the output to the 
input. 
To be more specific, for each transmit frequency, energy densities of the filtered funda-
mental and second harmonic components should be calculated separately. Concerning a 
calibration point, Gcaiir.atexiog,  in the frequency spectrum of the ultrasound transducer 
based on a single frequency, fmag,  it can be calculated in the time domain according to 
Parseval's theorem: 
(cop) 
P(t) 2dt Energy Density,xp - 	
(1) G1ibrate,oeg  (frrxag) = Energy Density5p, - 
Pt5eory(t) 2dt 
where P(t) and Pth005(t)  represent the measured and the theoretical backscattered 
radiation in the time domain. The time intervals, i.e. [
t(theory) t(t0Ty) 	(eP) ,
ii 	, ' max and [tmjn ' max 
over which the integration are evaluated should contain sufficient durations to include 
the complete pulse segment for both the theoretical response and the measured response. 
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Figure 3. Receiver calibration in the whole frequency range. 
A detailed explanation of how to calculate a calibration point in the frequency spectrum 
of the ultrasound receiver at a specific transmit frequency is presented in (Sboros et al, 
2005). 
Furthermore, there are 21 different transmit frequencies ranging from 1.2MHz to 4.0MHz. 
Each of them will be filtered into the fundamental and the second harmonic components 
and thus there will be 42 calibration points in the spectrum of the ultrasound receiver. 
Under each transmit frequency, there are several trials of experimental measurements for 
SCS responses. These SCSs have various radii. With these different trials of measure-
ments, the means and the SD values of the calibration points can be obtained, which 
are plotted in Figure 3. The circles and diamonds denote the means, and the error bars 
denote the SD values of the calibrated magnitude gains of the receiver. Moreover, the 
blue circles and error bars represent results from the fundamental components; the red 
diamonds and error bars represent results from the second harmonic components. By 
checking the overlap of the blue circles and the red diamonds, the accuracy of the ex-
perimental measurements can be demonstrated and the shape of the receiver bandwidth 
can be created. In the full range of the transmit frequencies, the SD values are relatively 
high when the frequencies are between 2.5MHz and 3.5MHz. 
In Figure 3, there are only finite frequency values rather than a continuous curve available. 
In order to incorporate this information into a signal model, these finite number of the 
magnitude gains against frequencies in the spectrum require interpolation. For simplicity, 
a polynomial function is assumed so as to fit a curve to the finite numbers in the calibrated 
magnitude response of the ultrasound receiver. Traditionally, the most common approach 
to evaluate the best fit is the least squares method Manolakis et al (2000). An alternative 
is Bayesian linear regression and the derivations can be found in Ruanaidh and Fitzgerald 
(1996). 
When fitting a suitable curve to the finite numbers in the spectrum, whether the estima-
tion approach is based on the least squares method or based on Bayesian linear regression, 
determining a model order for the polynomial function is required in the first place. Some 
simple and commonly used model order selection criteria, such as AIC and MDL, have 
been demonstrated with good performances in solving simple problems (Haykin, 2002). 
The estimated results of the polynomial coefficients are displayed in Table 1 with means 
and SD values. The means of the estimated coefficients are used to create a continuous 
curve for the magnitude response of the receiver, as displayed in Figure 4. It shows a 
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Curve fitting using Bayesian linear regression 
db. 	o original signal points 
—mean of the filled curve -an of 
o 
o 
Frequency in MHz 
Figure 4. Curve fitting for individual experimental data with known model order. 
Table 1 
Estimated polynomial coefficients of the magnitude response of the receiver. 
Coefficients 3 Means SD values 
êo —180.6035 9.3645 
61  505.7294 24.4812 
—578.6615 26.5858 
6 352.5759 15.6980 
—124.9146 5.5281 
C5 26.5174 1.1927 
66 —3.3228 0.1545 
C7 0.2266 0.0110 
C8 —0.0065 3.3221 x 10 
good match between the finite number of blue circles and the red continuous line. 
Phase response of the ultrasound transducer 
By calculating the ratio of energy density of the measured ultrasound echo signals to 
the theoretical echo signals, only the magnitude response can be obtained. However, the 
magnitude response of the receiver cannot be used to fully characterise the ultrasound 
receiver. Estimation of the phase response of the receiver is also necessary. There is a 
different way to estimate the phase response, which is calibrated by taking the ratio of 
the Fourier transform of the measured responses to the theoretical responses. It is often 
termed as a transfer function approach. As the Fourier transform of a signal covers the 
whole range of frequencies, from 0MHz to fs/2 	9.8MHz, the transmit pulse which 
is used to generate the theoretical response, and the measured response do not need to 
be filtered to the fundamental and the second harmonic separately. The procedure of 
estimating the phase response based on the Receiver-Transfer-Function (RTF) using a 
single measured response and a single theoretical response from SCSs can be summarised 
as: 
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Figure 5. Averaged phase response obtained based on the RTF with 21 different transmit fre-
quencies. 
the Fourier transform. 
Calculate the phase response of a theoretical echo signal based on the Fourier trans-
form. 
Calculate the the phase response RTF by calculating the difference between the phase 
response of the output and that of the input to the ultrasound receiver according to: 
Gcalibratep,,ur, = arg[II(w)] = 	 - arg[Fi0 (w)]. 	(2) 
As aforementioned, under each transmit frequency, there are several trials of measured 
SCSs responses with various radii and a single theoretical SCS response available. For 
example, there are 9 measured SCS responses with a transmit frequency at 1.67MHz. 
Therefore, there will be 9 phase responses, which can produce a mean RTF of the phase 
response. Moreover, considering 21 different transmit frequencies, there will be 21 RTFs 
of the phase response. Average these phase responses to produce a overall mean RTF of 
the phase response and the corresponding SDs. Figure 2(a) displays an example with the 
obtained phase response under the transmit frequency at 1.67MHz. Figure 2(b) depicts 
the overall RTF of the obtained phase responses and the corresponding SDs. 
A proposed signal model 
The proposed signal model is in a matrix-vector form as: 
y = MS +n 
= HDak + n, 	 (3) 
where D contains frequency information Wk and ak contains the amplitudes for each 
frequency. Moreover, n is a zero-mean additive Gaussian noise. The only difference lies 
in the receiver matrix H, which contains the impulse response of ultrasound receiver in 
the time domain. The matrix H is a convolution matrix 1  which is defined as: 
1  A convolution matrix is a matrix formed from a vector, which is able to convert the convolution 
operation of two vectors to the multiplication operation of two in the time domain. 
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h(0) 	0 	... 	 0 
h(1) 	h(0) 
	
h(1) 	... 	 0 
H li(M-1) 	... h(0) 
	
(4) 
- 1) . . . 	h(1) 
o 
o 	... h(M-1) 
where 
h = [h(0), 	h(1), 	. . . , h(M - i)]T 	 (5) 
is the impulse response of the calibrated ultrasound receiver in the time domain. It can 
be easily achieved by being transformed from the frequency spectrum of the receiver H 
in the frequency domain. As the magnitude and the phase responses are both assigned 
a polynomial model as a function of a frequency bin, H in the frequency domain can be 
obtained with coefficient vectors 6m and O: 
P1 




o(s)s)j 	 (6) 
where w A [w(0), w(1), .. . , w(M - i)]T represents the vector of M frequency bins. 
°rn and O, are coefficients of the polynomial functions for the magnitude response and 
the phase response of the receiver respectively. They are assumed to have model order Pi 
and P2. 
It is assumed that the noise vector n is an identically independently distributed Gaussian 
noise with a variance of a2, and all the parameters describing the received echo signal are 
stationary throughout the entire observation. The likelihood function of the signal model 
in (3) can be expressed as: 
p(yk, ) = (27r072)_2 . exp {-[ - HDak]T[y - HDak]} 	(7) 
where L = M + N - 1. N is the length of original echo signal and M is the length of 
the receiver in the time domain. k is the number of sinusoids in the signal model. Other 
parameters are denoted as: 	(w,, ak, a2 , A, 62, 0" 0 P) 0m, Op) 
Prior distributions for model parameters 
The joint prior distribution of all these parameters can be expressed as follows according 
to their hierarchical structure of the signal model: 





Priors for all parameters 
Parameters Prior Distributions 
kIA Truncated Poisson Distribution 
A Gamma Distribution 
wkIk Uniform Distribution (0, x)k 
akIu2, 	
2 Multivariate Normal Distribution 
a2 vo,yo Jeffrey's uninformative prior 
52  Inverse Gamma Distribution 
Orn(1:P1 ) Gaussian distribution 
6p(1:P2) Gaussian distribution 
Table 2 displays the prior distributions for the parameters . Most of them are uninfor-
mative priors or conjugate priors, as those chosen in (Andrieu and Doucet, 1999). These 
priors can be multiplied to produce a joint prior distribution directly as they are inde-
pendent with each other. If 0 < k < kmax , the joint prior is given in (9); if k = 0, the 
joint prior is stated in (10). 
The priors for coefficients of the magnitude and the phase functions, 0m  and U,  are 
independent of other parameters. As there are some rough idea of coefficient values of the 
magnitude and the phase responses in Section , in which case, a Gaussian distribution 
centered about a single value is a good choice of the prior for this particular coefficient 
parameter. In order to simplify the expression of the joint prior distribution and the joint 
posterior distribution in the following expressions, p(U, O) will remain in the intact 
form. 
A 1 '/2 	 1 	[ aal 
p(k, 0 < k
k! 	




lio(k,w) exp{—y0/(2a2)] . (
5)o2' exp ( /
352 
X- 62 -2(vo/2+1) 
< P(Onz , Or), 








Spectral estimation by sampling from posterior distributions 
If 0 < k 	kmax , by multiplying (7) and (9), the posterior distribution can be obtained 
as: 
p(k, 4) jy,O < k < kmax ) oc (2a2 ) 2 exp {-[ - HDak ]T [y - HDak ]} 
A''/2 	 I 	[ aj2al 
k! 
exp[—A(1 + 2)] I2ira2Ekh/2 exp L 	2a2 j 
llq (k,w) exp[—yo/(2a2)] 2)-0,2-1 062) )2 	exp ( /3s2\ 
a2(v0/2+1 ) 
	
Xp(Orn,Op). 	 (11) 
After the integration of a, and a2, this posterior distribution can be simplified as: 
p(k, Wk,  A, 62, Om, 0pY, 0 < k kmaz ) DC (° + 
yTQ y)_(l+L+vo)/2 	(A/((62+ 
i)))k 
x A''12 exp[—A(1 + €2)] 62(2+1) exp [] 62 
xp(Om,Op), 	 (12) 
where 
Qk = 'LxL - HDRDTHT 	 (13) 
= (1 +6-2 )D T H T HD (14) 
rk=RDHTy. 	 (15) 
and Q0 	1L><L, in which L is the length of the signal after being convolved with the 
receiver H. In the case of k = 0, a'a0 	0 and 27 a2oh/'2 	1 are adopted in 
computation of the posterior distribution conventionally, as used in Andrieu and Doucet 
(1999); Copsey et al (2002). Therefore, the posterior distribution is presented as: 
1 / y+ 





A - /k! 
x 	A 2 exp[—A(1 + €2)] 
7r k 
x 920/2+1)  x p(Om, Op). 	 (16) 
In order to sample from this complicated posterior distribution, which takes account of 
the receiver characteristics, the procedure using a rjMCMC algorithm can be carried 
out. The algorithm splits the sampling of parameters into two main parts: a dimension-
changing part and a fixed-dimension part. In general, in the former part, it samples the 
number of frequencies k from p(k, Wk 1Y, A, 62, 9rn Or); in the latter part, it samples the 
frequency values wk from p(wk(y, k, A, 62, 0m, O) and other model parameters in . More 
specifically, in the process of dimension changing, there are two commonly used steps: a 
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birth move and a death move. The probability of choosing them are denoted as bk()  and 
dk() respectively in each iteration i, which have already been defined in (Green, 1995). 
Furthermore, in the fixed dimension part, the algorithm includes an update move for a 
frequency with a probability Uk(),  an update move for the receiver parameters (em, Op), 
and also an update move for other parameters, e.g. A and 62. 
The acceptance ratio of the cliniension-changing move is written as: 
p(k+ 1,k+1y) 	q(k,4kk+ 1,k+i) x Jacobian, 	(17) rchange = 
	p(k, kFY) q(h + 1, k+1)Ik, k) 
where p(•y) is the posterior distribution of model parameters and q() is the proposal 
distribution for the parameters. Since either a birth move or a death move is a one step 
move, the Jacobian term will be one and thus has been omitted in (17). 
In a birth move, the state of the constructed Markov chain changes from (k, k)  at the 
iteration of i, to (k + 1, k±1)  at the iteration of i + 1. A radial frequency w is proposed 
uniformly on (0, it) and the new frequency vector becomes: WkF1 = [wk ,w*]. In a death 
move, the state changes from (k + 1, k+i)  to (k, k).  A frequency is randomly chosen 
to be removed from the existing k + 1 frequency components. As a result, the proposal 
distributions for a birth move and a death move can be expressed as: 
q(k+ 1, 	+l k, (DO =bk x - 	 (18) 
q(k,4kk+1,41)=dk+I± I 	I. 	 (19) 
\ 1 ) 




q(/c + 1, k+iIk, 	) A' 
for k = 0, 	, km,x - 1. If k = kmax , the proposal ratio is zero. 
Since p(k,kA,62,Om, Op, Y) oc P(k, Wk, A,82,Om,Op Y), and using (12), the expression 






P(k,WkA,62,Om,Op,Y) = o+yTQk+ly) 	
X 
(k+ 1)(52 + 1)it 	
(21) 
Accordingly, the acceptance ratio of the dimension-changing move can be achieved by 
substituting (20) and (21) into (17): 
p(k+1,k+1 Jy) it 
rchange= p(k,kfy) 
/o+yTQky 
= 	o + yQ1y) 
1 + L+vo 
1 
X 





Furthermore, the probability of accepting a birth move and a death move can be presented 
as follows: 
mbirt1, = Mill {1, rchar,ge} 	 (23) 
death = min 1, rchange}. 	 (24) 
In an update move for a frequency, the dimension of parameters are fixed. With a prob-
ability uk at the ith iteration, the frequency values Wk  are updated either based on the 
observations y, or based on a random walk perturbation, using a hybrid Metropolis-
Hasting (MH) step. The acceptance ratio of this move is expressed as: 
p(wkk w 	A 82 0m' O,y) < q(w*) 	 (25) 
rupdate = p(w,kk, J—j,k A 52 6m, 6, y) 	q(ww*) 
Since the full conditional posterior density can be stated as: 
p(wJ,kk, 	A, 2 Om , °p, y) cx p(k,wk, A, 62, Om , Opy), 	(26) 
and according to (12), the joint posterior density can be expressed as: 
	
p(k, Wk,  A, 62, ()rn,  0p I y) cx (y + 
yTQ y) —(1+L+vo)/2 	 (27) 
the acceptance ratio can be expanded as below: 
( 	
+ yTQy(1+O)/2 q(wj,kw) 
	
(28) rupdate 
= 	+ yTQy ) 	
x 
q(wwj,k) 
In (28), q(.) denotes a proposal distribution for a single frequency. It is suggested that a 
hybrid MI-I step is used: )qi() + (1 - \)q2(), in which qi() represents a global update 
based on the frequency spectrum of the observations, and q2(•) represents a local update 
using a random walk algorithm. Moreover, with the acceptance ratio of the update move, 
its probability of accepting this move is defined as: 
update = min {1,rupdate }. 	 (29) 
If k = 0, the receiver parameters are sampled from their prior distribution p(6", 0w). The 
demanding posterior distribution for updating the receiver parameters can be expressed 
as if 0 < k 
P(°m, 0, 1 k, Wk,  A, 62, 3T cx p(k, Wk,  A, 62, 6m, OpY) 	 (30) 
Via (12), the distribution from which the samples are drawn can be presented as: 
P(Om, 61k, wk,  A, 62, y) cx (o + yTQkY) 











where Qk  is the matrix stated in (13) and evaluated at the parameter values (k, wk, 0rn, 
O, 62) 
The priors for 0m  and O are both assigned Gaussian distributions centered about these 
rough estimates. Moreover, they are assumed to be independent with each other: P(Om,, Op) = 
p(Orn)p(Op). Single terms in °m  and O are also independent with one another, such that, 
p(O-) =P(0m1)P(0rn 2 ) 	p(Omp) 	 (32) 
p(0)=p(9)p(O7,2) ... p(O 1,). (33) 
Therefore, the prior for each single term in °m  and 0 can be expressed as: 
0 Ar(0(rnit) 2) 	 (34) m 
Op,N(O"o) 	 (35) Pi 	) 
where i denotes the index in vector °m  and O. o-.2 and o-,2 are assigned constants. 
In order to sample from the distributions p(O,k, wk,  A, 62, y) and p(Ok, Wk, A, 62, ) 
standard MB steps are used. As 0,,, and 0, are the ith item in the vector °m  and O, and 
they are independent with one another, the following formulas are suitable for updating 
each single item. The acceptance probability for updating one item, 0,, in 0m  or O, can 
be stated as: 
a9(O,O) = min{l,ro(0,0,)}, 	 (36) 
where r0 (O, 0) represents the acceptance ratio for updating one of the receiver parameters 
O, obtained from (31): 
ro(O, Ofl - p(Ok, Wk, 
 A, 62, ) x q0(O0fl 
p(0k,wk ,A,62,y) q(O0) 
= (,-m Yo+yTQky\\( +L+vo)/2 x(37) 
+yTQy) 	 p(0) q(O0)' 
where Qk  and Q are matrices stated in (13) for receiver parameters (Om, Or,) and (O,,, 
0), respectively. 
In (37), qo(•) is the proposal distribution for one item in the receiver parameters, O. For 
ease of the computation, it is chosen as a random walk on the space of the polynomial co-
efficients in the magnitude response or the phase response. In other words, each proposed 
coefficient depends on its previous value, the update is: 
00, iV(0,a), 	 (38) 
where a is a constant that determines the step size in updating Oj. 
The rest of the parameters in the signal model can be categorized as hyperparameters, 
A and 62,  and nuisance parameters ak and a2. Generally speaking, there is no need to 
update the nuisance parameters ak and a2 as they have already been integrated out 







Parameters Prior Distribution 	Posterior Distribution 
ak 	1V(0, 52DTHTHD) .A1(rk, a2R) 
or 2 I9(v0/2,70/2) 
	 1+Lvo Y0+YTQkY) 
A 	 9a(1/2+c1,e2) 
	
ca(1/2 + k + €, 1 + €2) 
I9(c2,/36 2) 	I(k + a2, 2,72(HDak)T(HDak) +062) 
Table 4 
Parameter settings for the simulated sign 








hyperparameters A and 62  Therefore, all of them require being updated in every single 
iteration. Furthermore, the priors for them are chosen as conjugate priors so as to make 
the computation much easier. Their priors and the corresponding posteriors are stated in 
Table 3. 
Results 
Evaluation on a simulated signal 
The simulated signal has a length of N = 100 data points, and has three frequency com-
ponents: 0.27r, 0.47r and 0.67r. Its parameter setting is displayed in Table 4. The original 
simulated signal and its frequency spectrum are shown in Figure 6(a) and Figure 6(b) 
respectively. Then the original synthetic signal convolves with the impulse response of 
the receiver, which is shown in Figure 7. The obtained filtered synthetic signal after 
being convolved with the calibrated ultrasound receiver in the time domain is shown 
in Figure 6(c) and the signal-to-noise ratio (SNR) is 20dB. Its corresponding frequency 
spectrum is also shown in Figure 6(d). 
Furthermore, as the calibrated receiver has a length of M = 256 data points, the filtered 
synthetic signal has a length of L = N + M - 1 = 355 data points. Since the magnitude 
and the phase responses are modeled as polynomial functions, the initial estimated values 
for their coefficients W. 	and (int) are given in Table 5. 
Consider the simulated signal with a single noise realisation, a Markov chain, is con-
structed. After a certain number of iterations, samples from the desired posterior distri-
bution can be drawn. Then the MAP estimator is used to estimate the model parameters, 
especially the parameters of interests, i.e. the number of frequencies k and their corre-




Original synthetic signal with three frequency components 
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Figure 6. The original noise free signal and the filtered signal with the calibrated ultrasound 
receiver in both the time and the frequency domain. 
Impulse response of the calibrated ultrasound receiver 
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Figure 7. Impulse response of the calibrated ultrasound receiver. 
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Initial values for the coefficients of the magnitude and the phase responses of the receiver 
(mu) 
'Pm Coefficient values 
( ça mit) Coefficient values 
180.6035 p, 1.984e + 3 
tPms 505.7294 P2 0.0078 
'Pans —578.6615 —1.2204e - 8 
'Pm4 352.5759 9.9765e - 15 
7fl5 124.9146 Op, —4.6898e - 21 
26.5174 1.3206e - 27 
3.3228 c1'p7 —2.1938e-34 
'PanS 0.2266 çi 1.9747e-41 
'Pmg 0.0065 OP, 7.3994e - 49 
(a) Initial coefficient values 
for the magnitude response of 
the receiver 
(b) Initial coefficient values 
for the phase response of the 
receiver 
1 
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Figure 8. Estimation of number of frequency based on the signal model with one noise realisation. 
quickly and the burn-in period is around 1000 iterations. By discarding the first 1000 
samples from its equilibrium distribution, the rest of 9000 samples are used to plot a 
histogram of the number of frequency in the original signal. Figure 8(b) displays this 
histogram, indicating the estimated number of frequency in the original unfiltered signal 
is three, with the highest probability. Moreover, Figure 9 displays histograms of the es-
timated frequency values. The peak values in the histograms indicate the most probable 
frequency values in the original signal. 
Furthermore, there are 100 different noise realisations used to check the stability of the 
developed rjMCMC algorithm. Table 6 shows the spread of MAP estimates of the num-
ber of frequency for the original signal using 100 Monte Carlo rubs. It can be inferred 
that 91% of the time, the detected number of frequency is 3. Moreover, the estimated 
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Figure 9. Histograms of frequency values based on the signal model with one noise realisation. 
Table 6 
Spread of MAP estimates of number of frequency for the original signal with 100 noise realisa-
tions 
K 	02 	3 	4 	5 	6 
MAP 	0 	91 	8 	1 	0 
Table 7 
Comparison of frequency values between the ground truth and the estimates 
Frequency components Ground Truth Estimated values (mean ± SD) 
1st Freq. 0.27r = 0.6283 0.6323 ± 0.0099 
2nd Freq. 0.47r = 1.2566 1.2451 + 0.0877 
Yd Freq. 0.6ir = 1.8850 1.8723 ± 0.0895 
estimated means and SD values are also presented. The errors between the means and the 
ground truths are small, and the small SD values indicate good stability of the developed 
estimation algorithm. 
Estimation of measured ultrasound echo signals 
With this proposed model and its corresponding rjMCMC estimation algorithm, the true 
spectral contents of measured ultrasound echo signals can be recovered and extracted 
correctly. Therefore, the real behavior of ultrasound scatterers will be revealed. 
Estimation of an SCS response 
In the frequency spectrum of measured ultrasound echo signals from SCSs, due to the 
bandwidth limit of the ultrasound receiver, the frequencies outside the frequency range, 




Enlarged SCS response in the time domain 
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Figure 10. Display of the measured SCS response in the time and the frequency domains. 
Table 8 
Spread of MAP estimates of number of frequency in the SCS response with 100 repeats of the 
algorithm. 
K 	0'1 	2 	3 	4 	5 
MAP 	0 	4 	10 	40 	46 	0 
Table 9 
Estimated frequency values of the measured SCS response 
Freq. components Means (in MHz) SD values (in MHz) 
1st Freq. 	1.6772 	 0.3876 
2nd Freq. 	2.3684 	 0.5427 
3rd Freq. 	3.0139 	 0.5653 
4th Freq. 	3.4766 	 0.1926 
5th Freq. 	3.8425 	 0.7956 
rather than the main lobe peaks. Take one SCS response with a transmit frequency, 
which has a fundamental frequency at 1.83MHz as an example. Figure 10(a) displays 
an enlarged version of the SCS response in the time domain. The developed spectral 
estimation algorithm is repeatedly applied to this SCS response for 100 times. The spread 
of the MAP estimates of the number of frequency is given in Table 8. Moreover, the 
estimated frequency values are displayed in Table 9. Their means and SD values can be 
computed based on the results from 100 replications of the developed rjMCMC estimation 
algorithm. Compared to the frequency spectrum of this SCS response in Figure 10(b), one 
frequency component detected by the estimation algorithm, 3.8425MHz, has a very small 
amplitude in the spectrum. Due to the attenuation introduced by the ultrasound receiver, 
it was regarded as a sidelobe instead of a mainlobe peak in the spectrum. However, it 
has been detected when the proposed model is assumed and the developed estimation 
algorithm is used. Moreover, the obvious four peaks between 2.0MHz and 4.0MHz in the 
spectrum are suppressed when the receiver bandwidth is considered. Only two of them 
are regarded as main lobes and the other two peaks are neglected as side lobe noise using 









The 1st pulse of the MB response in the time domain 
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Figure 11. Display of the Pf pulse of the measured MB response in the time and the frequency 
domains. 
Estimation of an MB response 
With respect to measured ultrasound echo signals from MBs, if the receiver characteristics 
are not taken into consideration, their spectra will be in some distortion. This distortion 
may lead to a misunderstanding of MB behavior due to the incorrect spectral estimation. 
Therefore, the rjMCMC estimation algorithm based on the proposed signal model is 
trying to recover the original spectra of MB responses from the distortion and finally 
reveal the true MB behavior from experimental measurements. Take one MB response 
with an incident pulse, which has a fundamental frequency at 1.83MHz as an example. 
There are two pulse segments in the MB response. They are displayed in Figure 11(a) 
and Figure 12(a) respectively. As the proposed signal model and the developed estimation 
algorithm are only valid for a single pulse duration, these two pulse segments in the MB 
response are separated manually and then are estimated individually. The same as the 
estimation performed for the SCS response, the algorithm is carried out 100 times on 
two pulses in the MB response. Table 10 displays the spread of the MAP estimates 
of the number of frequency for two MB pulse segments. The results indicate there are 7 
frequency components in the first pulse and 5 in the second pulse as they have the highest 
probabilities. Furthermore, the means of the estimated frequency values for two pulses 
are presented in Table 11, as well as their corresponding SD values. These two MB pulse 
segments have similar spectral contents although their signal shape in the time domain 
are different. Moreover, they have more harmonics than those in the SCS response, as 
predicted in ultrasonics literature. 
Discussion 
This paper has proposed a signal model that takes the receiver characteristics as model 
parameters, and has developed a rjMCMC estimation algorithm to extract the spectral 
contents in measured ultrasound echo signals. The proposed model and the developed 
estimation algorithm are shown to be robust in estimating the spectral content of ul-




The 2nd pulse of the MB response in the time domain 
	












3.2 	3.3 	3.4 - 3.5 	3.6 	3.7 	38 	39 	 2 	4 	6 	8 	- 10 
Time in seconds Frequency in Hz 
(a) Enlarged version of the 2 pulse of (b) FFT of the 2d  pulse of the MB re- 
the MB response in the time domain. 	spouse in the frequency domain. 
Figure 12. Display of the 2d  pulse of the measured MB response in the time and the frequency 
domains. 
Table 10 
Spread of MAP estimates of number of frequency for two pulse segments in the MB response 
K1 	0--3 	4 5 	6 7 	8 >9 
MAP 	0 	2 8 	28 60 	2 0 
(a) Spread of MAP estimates of number of 
frequency for the 1nt  pulse 
K2 	0-1 	2 3 	4 5 	6 7 
MAP 	0 	2 2 	32 38 	26 0 
tO) opieau 01 ivijAr ubuiiiiawb 01 Iluosluel 01 
frequency for the 2nd  pulse 
bandwidth of the ultrasound receiver, can be recovered. Although this paper only con-
siders a single pulse segment in the ultrasound responses, it is easy for the signal model 
and the estimation algorithm to extend to include all pulse segments in multiple pulse 
echo signals. 
From the perspective of ultrasound contrast imaging, according to the analysis of the 
spectral content of measured ultrasound echo signals, the real behavior of scatterers, 
especially the MBs, have been revealed . This is able to broaden the research area of 
ultrasound MBs. Furthermore, it will also assist in discrimination of echo signals from 
MBs and SCSs. 
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Estimated frequency values for two pulse segments in the MB response 
Freq. components Means (in MHz) SD values (in MHz) 
1 1.6869 0.5187 
2nd 2.0637 0.3797 
3rd 2.5152 0.4463 
4th 2.9093 0.3228 
5th 3.1695 0.2719 
6th 3.4006 0.2398 
7th 3.8942 0.2456 
Estimated frequency values for the 1St  pulse 
Freq. component Means (in MHz) SD values (in MHz) 
1St 1.8478 0.0623 
2nd 2.5615 0.3464 
3rd 2.9011 0.2867 
4th 3.3241 0.2791 
5th 3.6147 0.1601 




Figure 1 The procedure of extraction of the real MB behavior. 
Figure 2 A simple illustration of the receiver calibration. 
Figure 3 Receiver calibration in the whole frequency range. 
Figure 4 Curve fitting for individual experimental data with known model order. 
Figure 5 Averaged phase responise obtained based on the RTF with 21 different transmit 
frequencies. 
Figure 6 The original noise free signal and the filtered signal with the calibrated ultra-
sound receiver in both the time and the frequency domain. 
Figure 7 Impulse response of the calibrated ultrasound receiver. 
Figure 8 Estimation of number of frequency based on the signal model with one noise 
realisation. 
Figure 9 Histograms of frequency values based on the signal model with one noise real-
isation. 
Figure 10 Display of the measured SCS response in the time and the frequency domains. 
Figure 11 Display of the l pulse of the measured MB response in the time and the 
frequency domains. 
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Abstract—The spectral analysis of echo signals from linear and 
non-linear scatters Is important for understanding the behavior 
of ultrasound contrast microbubbles (MBs) and assisting the 
design of insonifying pulse waveforms. Most pulse designs assume 
a theoretical MB behavior Instead of using experimental data 
despite it being accepted that theoretical models have not 
succeeded in describing MB behavior. Fourier transform (Fl) 
based non-parametric spectral analysis methods are widely used 
but have limitations in spectral and temporal localization. This 
study is the first to incorporate receiver characteristics and 
Introduce a parametric model for the estimation of temporal and 
spectral content of experimental echo signals. This study 
Improves spectral analysis performance and helps understand 
MB behavior. 
Keywords: ultrasound contrast microbubbles, spectral analysis, 
parametric estimation, receiver chracterislics 
I. INTRODUCTION 
The spectral analysis of echo signals from microbubbles 
(MBs) used as Ultrasound Contrast Agents (UCAs) [I] can 
provide much information about MB behavior. The frequency 
content provides very crucial features for differentiating the 
responses from MBs and tissue. Within a number of research 
fields, including digital and statistical signal processing, 
spectral analysis has been a popular topic since the 
development of Fourier transform (FT) and specifically the fast 
Fourier transform (FFT). However, the Fourier transform does 
not incorporate any prior knowledge regarding the structure or 
content of the signals. The failure to incorporate such 
knowledge means there is a fundamental trade-off between 
temporal and spectral localization, as stated by the time-
frequency uncertainty principle. Therefore, for short imaging 
pulses, there can be a significant overlap between spectral 
components when analyzed using the Fourier transform. 
Similarly, in MB detection algorithms dependent on harmonic 
structure, standard linear time-invariant (LTI) filters are unable 
to perfectly extract the nonlinear MB signal component from 
linear tissue signals. Harmonic analysis has moved on in the 
field of statistical signal processing with the development of 
Bayesian spectral analysis [2]. In the Bayesian framework, a 
parametric model is proposed which incorporates prior 
information regarding the signal structure. However, as with all 
parametric methods, the number of spectral components 
present in the signal needs to be estimated. This thus becomes a 
This work is sponsored by the EPSRC under their basic technology grant, 
"Biologically Inspired Acoustic Systems", EPIC523776I1.  
model order selection problem. There are several standard well 
known methods for model order selection, namely Akaike 
information criterion (AIC) [3] and the minimum description 
length (MDL) [4]. However, the Bayesian framework 
facilitates joint parameter estimation and model order selection. 
Andrieu and Doucet [5] proposed a joint Bayesian model 
selection algorithm for frequency estimation which 
outperforms the techniques based on AIC and MDL. Since the 
reflected signals from MB and tissue have low signal-to-noise 
ratio (SNR) and short pulse length, Bayesian model selection 
offers more reliable estimates of the spectral content and 
number of frequencies present in the signal. 
Ultrasound transducers have a band-limited property. Thus, 
the parametric Bayesian frequency estimation technique 
proposed in [5] must be modified to incorporate the receiver 
characteristics. There has been many investigations into 
removing the influence of receiver characteristics [6] in order 
to obtain more accurate knowledge about the MB behavior. 
The simplest approach to removing the effect of receive filter 
characteristics is to design an inverse filter. In this paper, a 
robust temporal and spectral estimation algorithm is presented 
in which the receiver response is accounted. The method is 
described in Section II and the complete Bayesian algorithm is 
presented in Section Ill. In Section IV, the performance of the 
newly proposed estimation algorithm is evaluated by analyzing 
first synthetic data where the groundtruth is known, followed 
by real experimental data. Conclusions are drawn in Section V. 
II. METHOD 
A. 	Receiver Characteristics 
MBs are non-linear scatters, and the theory available for 
describing MBs is not sufficient to predict the MB behavior at 
the receiver input. Thereby, real MB behavior can only be 
achieved by analyzing experimental responses. Thus, it is 
crucial to account for the way in which the receiver 
characteristics modify the actual MB at response. The receiver 
response can be estimated by looking at the signals at the input 
and output of the transducer (Fig 1.). While it is possible to 
measure the transmitted pulse of the ultrasound emitter, it is 
difficult to measure the signal at the input to the ultrasound 
transducer. The approach used in [6] therefore excites small 
linearly scattering solid copper spheres for which the returned 
signal can, unlike nonlinear MB signals, be predicted using a 
theoretical physical model given the transmitted waveform. 
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Fig. 1. 	Diagram of receiver impact on the responses 	 ptlW 
The magnitude response of the receiver can be calibrated by 
taking the ratio of the energy density of the experimental and 
the theoretical responses from the solid spheres (see Fig. I). 
Since the transmit pulse is a narrowband signal containing a 
dominant fundamental and 2°'1-harmonic spectral component, 
the ratio of the magnitude responses will only cover a limited 
bandwidth in the spectrum. To estimate the full receiver 
spectral response, it is necessary to use multiple transmit pulses 
with different frequencies [6]; for each transmit frequency, the 
corresponding gain of magnitude response of the receiver is 
evaluated. Thus, the frequency response of the transducer is 
estimated by filtering the transmit pulse into fundamental and 
20-harmonic signals, calculating the theoretical pulse echo 
return at the transducer input, filtering the measured transducer 
input in the same way, and then calculating the ratio of the 
energy density of the output to input. However, this procedure 
yields an estimated sampled spectrum, and does not provide a 
Continuous receiver response curve that may allow the design 
of an inverse filter from individual calibration values. 
B. 	Inverse filter design 
The receiver magnitude response calculated by Sboros [61 
is only available for a finite number of frequency values, fj, 
depicted as circles in Fig.2. These samples can be interpolated 
to obtain a Continuous response using a curve fitting technique. 
Fig.2. 	Receiver magnitude frequency response. 
A common approach to fitting this curve is the least square (LS) 
method. The magnitude response, !s, as a function of frequency 
bin, k, is modeled as a polynomial with unknown coefficients: 
A c kt ,  
These coefficients can be evaluated by solving the standard 
least squares equations. However, to obtain uncertainty in the 
frequency response, it is necessary to use numerical methods 
by sampled from the posterior density, which is a multivariate 
normal distribution, by Gibbs sampler [7]. The resulting curve 
for the full magnitude frequency response is shown in Fig. 2. 
Fig.3. 	Block diagram of inverse filter design procedure 
Fig.3 shows a block diagram of the inverse filter design 
procedure. Since the phase response cannot easily be obtained 
by experiments, it is unmodified. The resulting inverse 
magnitude response is shown in Fig.4. 
Fig.4. 	Inverse magnitude response of the receiver 
The signal measured at the output of the receiver transducer 
is now modified by de-convolving with the inverse filter to 
obtain an estimate of the original FFT spectrum. This removes 
the influence of receiver characteristics. This modified signal is 
now analyzed using a modified version of the Bayesian spectral 
analysis algorithm proposed in [5]. Accordingly, it will be seen 
more accurate MB behavior can be obtained on the basis of 
correct estimation of frequency components. 
Ill. ESTIMATION ALGORITHM 
The spectral estimation algorithm proposed here is a 
Bayesian parametric estimation method. It requires a signal 
model and priors for all parameters. The estimation of the 
desired parameters is achieved by finding the maximum of the 
a-posterior distribution: the so-called MAP estimate, However, 
in this case, the posterior distribution for the frequency content 
is non-linear and there is no closed-form solution for the MAP 
estimate. Therefore, Markov chain Monte Carlo is used, and a 
reversible jump technique is used to select the order of signal 
model. 
A. Signal Model 
The responses from nonlinear MB scatterers and linear 
scattering solid spheres data can both be modeled as the sum of 
finite duration sinusoids. The vector-matrix form is: 
y=D(w5 )a5 +n. 	 (1) 
where y is the filtered response vector of N observation 
samples of the filtered pulse echo return, and n is a zero-mean 
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white Gaussian noise (WGN) vector representing a modeling 
=or. In addition, a,, is the amplitude vector, and D((Ok)  is a 
matrix with frequency and pulse location information: 
E(ist(T)) 	. 
E(at(T, - I)) 
0 
0 
Here, E() = {cos(.), sin()]. Moreover, 7; and 7 represent 
he beginning and end points of the pulse, a, , a,, denote k 
Efferent frequency components. The number of sinusoids 
k and their parameters 0,, (7;,7,(o,,,a,,,o-2) are all 
.inknown. The objective is to estimate k, 7;, 7 andw,, . The 
likelihood function can be obtained based on the proposed 




&. 	Priors and Posteriors of Unknown Parameters 
The prior distribution of the unknown parameters reflects 
:he degree of belief of the relevant values of the parameters. 
p(k,0,,)=p(k,a,,,o,,)p(a2)ceexp(_A) 	
. 	(3) 
I 	[ a 	'a] I I S exp-
2r; 2 
where 	' =(I+  5 2 )aa,. Bayes's theorem is used to obtain kA 
he joint posterior distribution after the nuisance parameters 
a,, and 
Q2 
 are integrated Out [5, 71, to give: 
p(k,o),,,7;,7; y) (y0 	




'N is a N x N identity 
matrix and M' = Dr(W,, )D(w,, ) + ' . v0 ,70,A,82 are 
yper-parameters of the Bayesian model. Note that the 
Dostenor in equation (4) is highly non-linear and thus 
-eversible jump Markov chain Monte Carlo method is adopted 
:o facilitate sampling from the posterior distribution [8]. 
C. 	Reversible jump Markov chain Monte Carlo (rjMCMC) 
In the standard MCMC algorithm, an ergodic Markov chain 
for the unknown parameters (k'°  ,0,,) is constructed whose 
equilibrium distribution is the specified joint posterior 
distribution in (4). if the simulation is run sufficiently long, the 
drawn samples reach a stationary distribution equivalent to the 
posterior. These samples are used to provide an empirical 
approximation to the posterior density in (4) and provide, for 
example, a MAP estimate. Combining a reversible jump 
technique, the reversible jump MCMC (tjMCMC) algorithm 
can also provide a solution to the automatic model order 
selection problem. A MAP estimator can also be used to 
determine the value of k , i.e. the number of frequency 
component, which maximizes p(k I y). There are three main 
components of the IjMCMC algorithm for model selection, as 
shown in Fig.5 which gives a simple illustration for a signal 
with 3 frequency components. 
Ji' 	
+ 
FigS. 	Example of birth, deal/i and' update moves 
Birth move: with probability b,, proposes a new 
frequency component in the normalized frequency 
range [0, or] and changes the number of frequency 
components in the signal model from k to k + I. 
Death Move: with probability d,, removes an existing 
frequency component randomly and changes the 
number of frequency components from k tok —1. 
Update Move: with probability u5 updates all the 
amplitude and frequency parameters for all 
k frequencies. The number of components remains 
unchanged. 
In the update move, the frequency parameters are either 
updated based on the observations, or as a perturbation of the 
existing parameter values, using a hybrid Metropolis-Hasting 
step [8] where the invariant distribution function is given by, 
p(w,, Iy,() 	 . The 
update is thus performed using a proposal density as follows: 
Update based on observations with probability A. The 
proposal distribution is the modified FFT spectrum 
discussed in Section II, i.e., taking account the receiver 
characteristics and the inverse filter design. The basic 
idea is to propose a new frequency, independent of 
previous one, and explore the regions around obvious 
peaks in the modified spectrum. 
Update by random perturbation: with probability 1-2. 
The proposal distribution is based on a random walk. 
In the time domain, the estimation of the pulse locations is 
of great importance for analyzing the reflected signals. A 
ssingle pulse echo signals are considered here, the number of 
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change-points (related to beginning and endpoints of the pulse 
segments, also known as the "edges" of the pulse) is known 
and equal to two. Thus, there is no need to consider the 
dimension changes for pulse locations. For simplicity, updates 
of the start and end points are random walk perturbation, 
performed by a local exploration of the posterior 
densityT T—N(T,a). 
IV. RESULTS 
A modified scanner (Sonos5500 Philips Medical Systems, 
Andover, MA, USA) is used to acquire echo signals from both 
linear scattering copper spheres and non-linear scattering MBs. 
The transmit pulses are 6-cycle sinusoidal signals with 
fundamental frequency from 1.28MHz to 3.7MHz. By de-
convolving the received signals with the inverse response of 
receiver, the true frequency contents of echo signals can be 
achieved. As mentioned above, the filtered echo signal is 
modeled as a sum of sinusoids embedded in noise. Bayesian 
inference is then used to obtain the posterior density of the 
frequencies present, and numerical estimates are obtained using 
rjMCMC techniques. First, the performance of our algorithm is 
compared with a ground truth by analyzing synthetic data. 
Evaluated over 100 Monte Carlo runs, the percentage of correct 
estimation of number of frequencies is 91% and the average 
error of estimation of frequency values is just 0.01%. Then the 
algorithm is applied to real experimental signal generated under 
a transmit pulse with fundamental frequency f0=l  .28MHz and 
peak negative pressure at 300kPa. 
Analysis of linear solid sphere responses 
When the receiver characteristic is not taken into account, 
frequency estimation errors are present. For example, iffo lies 
in a region where the receiver attenuates the signal,fo cannot be 
correctly identified: the largest peak will be misidentified as the 
fundamental rather than a harmonic. Incorporating the receiver 
response into the analysis leads to correct detection off0. 
Analysis of non-linear MB responses: 
The FT spectrum of the MB signals is indistinct by 
observation even after additional optimization methods, such as 
thresholding, are combined to estimate the spectral peaks. The 
new proposed estimation algorithm can produce three 
frequencies at 2.52MHz, 3.13MHz and 3.78MHz. These are the 
2ed, 2.5'' and 3r4 harmonics, consistent with the transmitted 
pulse. The convergence diagnostics is displayed in upper panel 
of Fig.7. From Fig. 7, after 1000 iterations, called the bum-in 
period, the estimate of the number of frequency converges. The 
lower panel of Fig.7 shows the probability of number of 
frequencies. The highest bar denotes the most probable number 
of frequencies. Furthermore, the pulse location is estimated 
accurately. Fig.6 depicts the original MB response in the time 
domain. The vertical line (659, 736) in the figure indicates the 
start and end points of the MB pulse segment. As the region of 
interest between the MB and receiver is between 6.8 and 
8.2cms, this prior knowledge is used to provide an accurate 
estimate of the pulse location of 7.5cm. This helps extract the 
desired MB echo signal automatically for further analysis. 
- 	
o91c' 	.p1rtgi-tr4?bi4t 
Fig.6. 	Original MB response in the time domain 
N lilt lif II 
i 	
I 11,10314ill ill 
Fig.7. 	Convergence diagnostics and histogram of the 
number of frequency for single pulse MB response 
V. CONCLUSIONS 
This study presents a robust temporal and spectral 
estimation algorithm and accounts for the receiver response. 
The superiority of the new method over FT is demonstrated 
and the method will help with understanding MB behavior. 
This may also progress to the automatic classification of echo 
signals and is intended to be used for adaptive pulse sequence 
design. 
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ABSTRACT 
The understanding and exploitation of non-linear microbubble sig-
nals is an active research area that aims to advance contrast ultra-
sound into a high sensitivity and specificity diagnostic imaging modal-
ity. To discriminate the difference between echoes from tissue and 
contrast microbubbles, it is of significance to extract as much infor-
mation of the reflected signals as possible, especially the pulse loca-
tions in the time domain and their corresponding spectral contents in 
the frequency domain. In this paper, a novel estimation system for 
extracting the information of interest is proposed. This estimation 
technique is based on non-parametric methods for coarse estima-
tion, followed by a parametric method within Bayesian framework 
for estimation refinement. The results show that the pulse location 
and frequency content can be accurately estimated simultaneously. 
This assists in the design of transmit pulsing regimes in future work. 
Index Terms— ultrasound contrast microbubbles, Bayesian in-
ference, Monte Carlo methods, parametric model 
1. INTRODUCTION 
Microbubbles have been widely used as Ultrasound Contrast Agents 
(UCA5) in bio-medical research area since the 1990's III. They are 
composed of gas-filled encapsulated microspheres, usually with di-
ameter below 7it'rs, that can go through microcirculations in the hu-
man body. The microbubbles have a non-linear acoustic signature, as 
they are more compressible when exposed to an oscillating acoustic 
signal compared to soft tissue 121. In order to design a transmit pulse 
that can maximise the difference between responses from microbub-
bles and tissue and increase the contrast-to-tissue ratio (CTR) 13], 
it is of particular interest to jointly extract the characteristics of re-
sponses in both the time and frequency domains. 
Most traditional methods for frequency estimation in ultrasound 
are based on the Fourier transform (FT) methods 131. However, due 
to the limitations of frequency resolution, the FT can not detect some 
frequencies that may have important physical meanings, or may pro-
vide false spectral Contents. Moreover, it does not localize in time. 
Additionally, in the time domain, pulse locations and durations at-
tract more attention. The Hilbert transform 141 is widely used for en-
velope detection. It may fail when the signal is embedded in noise. 
Moreover, it only operates in the time domain and cannot offer any 
frequency information about the signal. There is little information 
in the ultrasonic literature about the joint estimation of pulse loca- 
eVassitis Shams is with Department of Medical Physics. IDCOM is in 
the Joint Research Institute for Signal and Image Processing. a member of 
the Edinburgh Research Partnership in Engineering and Mathematics. This 
project is funded by Biologically Inspired Acoustic System (BIAS).  
tions and frequencies, which can be further developed, especially for 
multiple pulse echo signals. 
In this paper, a new ultrasound contrast microbubble estimation 
system is proposed. The whole procedure is outlined in section 2. In 
section 3, coarse estimation for pulse locations and spectral content 
based on nonparametric methods is described. In section 4, optimi-
sation of parameters using a parametric model within the Bayesian 
framework provides more accurate estimates. Performance eval-
uation for the synthetic signals and experimental signals are both 
shown in section 5. Section 6 concludes that the proposed estima-
tion system can extract the information in both time and frequency 
domains simultaneously. 
2. ULTRASOUND CONTRAST MICROBUBBLE 
ESTIMATION SYSTEM 
The design of a complete estimation system is required to extract the 
information of echo signals from microbubbles automatically. The 
system can be divided into two parts, as displayed in Fig. I. The first 
part is coarse estimation for pulse locations and the frequency con-
tents; the second part is to reline the estimation by using a paramet-
ric model within Bayesian framework. Details are described later in 
sections 3 and 4. 
LCL 




Fig. I. Procedure for the whole estimation system 
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3. COARSE ESTIMATION 
3.1. Coarse Estimation in Time Domain 
From the observation of responses from microbubbles, the techniques 
used for signal burst detection can be applied to pulse location esti-
mation of the microbubble echo signals in ultrasound imaging. The 
estimation of pulse location is related to the estimation of the start 
and end points of each pulse. 
3.1.1. Wavelet Denoising for Envelope Detection 
Envelope detection using the Hilbert transform is widely used for 
changepoints (start and end points) estimation [4]. In the case of 
low signal-to-noise ratio(SNR), the envelope detected by the Filbert 
transform is quite noisy, thus can not be easily extracted. In order 
to obtain a clearer envelope of the multiple pulse signal, wavelet 
denoising is adopted as it has more advantages compared with tra-
ditional littering approaches, e.g. it is non-linear and can be applied 
to non-stationary signals. However, the method may fail when there 
are closely-spaced pulses present in the real bubble signal. 
3.1.2. Voice Activity Detection 
Voice activity detection (VAD) is an energy detector in various appli-
cations. The technique used by Alan 5) introduces a low-variance 
spectral estimator and determines an optimal threshold based on the 
estimated noise statistics. Nevertheless, if the SNR of the signal 
is low or the amplitudes of microbubble pulses are small, the per-
formance of VAD is not acceptable since the threshold may not be 
properly chosen. 
3.1.3. Coarse Estimation of Pulse Location 
Although both the VAD algorithm and wavelet denoising for enve-
lope detection have their own limitations, the combination of these 
two can improve the detection accuracy. Firstly, the Filbert trans-
form is used for envelope detection. Secondly, the envelope is de-
noised by a stationary wavelet transform, which is selected for its 
time-invariant property [6]. Finally, the VAD algorithm is performed 
for the denoised envelope. Following the aforementioned procedure 
of the algorithm, the proposed method can give better estimation 
for both closely-spaced pulses and small amplitude pulses. In ad-
dition, by experimental observation, the method can tolerate lower 
SNR down to 5dB. 
3.2. Coarse Estimation in Frequency Domain 
The discrete Fourier transform (DFT) is often used to analyze the 
signal in the frequency domain. Andrieu and Doucet proposed a fre-
quency estimation algorithm based on the DFT in [7). This approach 
can sometimes overestimate the number of frequencies. Therefore, 
the maltitaper spectral estimator is introduced to refine the sampling 
process in the algorithm. In this technique, several data windows 
are used on the same data record to obtain several modified pert-
odograms. These periodograms are then averaged to produce the 
muttitaper spectrum [8). By reducing the variance, a much cleaner 
spectrum is achieved. Moreover, the bias and resolution loss can also 
be reduced for properly designed tapers. 
4. ESTIMATION REFINEMENT 
The aforementioned estimation techniques are all non-parametric 
methods, which can Only provide coarse estimation of the param-
eters of interest. Furthermore, for frequency estimation, muttitaper 
spectral estimator only works for one specific segment of pulse and 
cannot offer the number of frequencies automatically. When there 
are multiple pulses in the signal and the number of frequencies for 
each pulse is unknown, more advanced techniques, such as using a 
parametric model within Bayesian framework, can give more accu-
rate estimates. 
4.1. Signal Model 
As the experimental transmit pulse in ultrasound appears to be com-
posed of several cycles of a harmonic signal, the multiple pulse bub-
ble echo can be modeled as several segments of sum of sinusoids. 
Assume there are in pulses in the observed signal with N data points. 
The multiple pulses model can be defined as follows: (To 	1, 
Ts,i 	Nandi =ll.....2rn) 
D0 	: x(t) = n(t) 
D 	
' Jn(t) 	 if Ty <t <T 1 - l,iiseven 
X(t) 	
x(t) 4 n(t) ifT <I <T 41 - 1,iisodd 
where x(l) = cos(J,k,t) + a.a,k, sin 	t) ( ),k,. 
The signal model can be written in a vector-matrix form: 
x = G(a.ty.,,,,, T2-)ax + In 	 (1) 
where In is the zero-mean white Gaussian noise with variance a and 
o 	0 
G1 	0 .,, 	0 
o 	0 
G2 ...0 
G= ° 0 .'. 0 
0 	(t 	... 	0 
0 0 ,., G,0 
	
0 0 	 0 
The G matrix is of size 2N x 	k. It contains the informa- 
tion about changepoints (T3 T2.....T2rn), which are related to the 
positions of multiple pulses in the echo signal. Each component 
G(j = 1.....rn) in G matrix represents a single pulse, which has 
its own parameters. The number of sinusoids and other parameters 
) are all unknown in each pulse. As far as each Ox (wx,ax,o  
segment is concerned, the G. matrix can be defined as: 
E(w 5 t(T2 j _t)) 	. . . 	E(wx,,,t(T.2.i)) 
E( 	t(T2_ + 1)) . . . t(T.2 .1 + 1)) 
Gj =  
E(wt(T2 - 1)) 	... 	E(w,0 t(T23  
where E () 	[cos (.) sin (.)]. Moreover, T23 _1 and T23 are two 
corresponding changepoints at the start and end points respectively 
for each pulse segment. For each G, k.n may have different values, 
which implies the different number of frequencies and their values 
in different pulses. 
The likelihood function can be easily obtained according to the 
signal model (Tfl in {k, Ox}m represents different pulse segment): 
p(x!{k, O}.  Tarn) = (2so 	x 
exp {_ -n ii X - G(ux,,Tam)ax 11 2 }. 	(2) 
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4.2. Reversible jump MCMC Algorithm for Frequency Estima-
tion Refinement 
According to Bayesian inference 191, the joint posterior distribution 
is achieved based on the properly chosen prior distribution of all the 
parameters. The joint prior distribution and the posterior distribu-
tion, after integrating Out the nuisance parameters a,, and u, are 
expressed as follows (more details can be found in 171 and oo, 'yo,  A, 
62 are hyperparameters of the Bayesian model): 
p({k,Ou},,,,,Ts5) =p(T2,,,)p({k,at,,a.fv}rnIo
-22  )p(o.) 
A t" 









where E' = 52GT(wt,,,,, T2m)G(ti.',,, T2m). 
p(T2m, {k, (ik}mIX) a ('ye + 
(A/)(82 ± 1)ir])k 
(4) 
where Pk_ = IN - G(wk,,,,Tsr,,)Mv,,,GT (we,,,,T2,,,),IN is  
NxN identity matrix and Mk-  1  = GT(tut k,,, ,TSrn )G(W k,,, ,T 2m) 
+. 
However, the joint posterior distribution is highly non-linear, 
which means the closed form of p(T 2,,,,, {k, b.tk}r  a) can not be 
obtained. Therefore, a reversible jump Markov chain Monte Carlo 
(rjMCMC) algorithm is introduced to sample from the complicated 
joint distribution and then to estimate the multiple pulse locations 
and frequency contents for each pulse simultaneously. 
In the proposed algorithm, a multitaper spectrum is adopted as 
the proposal distribution to provide the initial guess for frequency es-
timation. The rjMCMC algorithm is then used to explore the regions 
around obvious peaks in the multitaper power spectrum. Further-
more, as the number of frequencies and their values are all unknown, 
the reversible jump MCMC technique is incorporated to select the 
model order of the frequency automatically. 
4.3. Random Walk Update for Pulse Locations 
Based on the initial guesses given by aforementioned combination 
algorithm of VAD and wavelet denoising for envelope detection, a 
random walk perturbation is adopted as the proposal distribution for 
refinement of the pulse location estimates. Specifically, the update 
of each changepoint depends on its previous value and performs a 
local exploration of the initial guess, which can be described as: 
	
TIT'-.'.N(T,o-). 	 (5) 
where T and T are previous state and new state of the changepoint 
respectively. iV() represents the normal distribution with mean T 
and variance .7T' - 
4.4. Refinement Algorithm Based on a Parametric Model 
The refinement of the parameter estimates, for both pulse location 
and frequency content, using a parametric model with numerical 
Bayesian method, consists of two steps in each iteration. Firstly, the 
pulse locations are updated by random walk perturbation; secondly, 
after the estimation of pulse locations, frequency contents for each 
pulse can be updated using rjMCMC algorithm for a given specific 
set of changepoints. The procedure is summarized in Algorithm I. 
Details of the birth, death and update moves can be found in [7]. 
Algorithm 1 rjMCMC Algorithm for Estimation Refinement 
I: Initialization: set ({k, Ot.}, T,). 
2; Iteration: 
for i = ito rwrnitcrat too do 
Update each changepoint T, using random walk. 
For each pulse segment rn, update frequency contents: 
a).Sample hyperparameters A and 6. 
b).Sainple u from U(() ,I ) . (uniform distribution) 
if if < h11 > then 
perform birth ntove of a new frequency 
tO: 	else if(u< b() f  d>,>) then 
Ii: perform death ntove of an existing frequency 
12: 	else 
3: perform update move of a frequency randomly 
end if 
c). Sample nuisance parameters ak,, and tie. 
16: end for 
Table 1. Comparison of Accuracy between Coarse Estimation and 
Estimation Refinement of Pulse Locations (start & end points) SNR 
= 5dB 
True Locations 1 	450 	11 600 	11 750 900 
Coarse Estimation 460 600 780 890 
r 10 0 20 10 
Estimation Refinement 448 598 750 900 
LseI 2 2 0 	11 0J 
5. RESULTS AND EVALUATION 
5.1. Evaluate the Estimation System on Synthetic Signals 
According to the characteristics of the multiple pulse echo signal 
from ultrasound contrast microbubbles, the synthetic signal is sim-
ulated as several pulse segments with a sum of sinusoids in each 
segment. This synthetic signal is used to evaluate the performance 
of the whole estimation system. 
The synthetic signal has 1500 data points, which consists of two 
pulses. The first pulse locates between (450, 600) and has two fre-
quency components (0.21r = 0.6283, 0.6sr = 1.8849); the second 
one locates between (750, 900) and has three frequencies (0.47m = 
1.2566, 0.87m = 2.51:82, 0.3m = 0.9425). After the estimation pro-
cedure, the coarse estimation and the estimation refinement for pulse 
locations are compared in Table I. The error is calculated as the 
sum of difference between trite values and estimated values of each 
pulse location. The error after estimation refinement is touch less 
than that of coarse estimation only. Moreover, the frequency con-
tents can he estimated at the same time with high accuracy 1(0.6288, 
1.8846); (1.2560, 2.5130, 0.9433)) compared to multitaper estima-
tion 1(0.6250, .8860); (1.2552, 2.5145, 0.9440) 
Furthermore, the above experiments has been repeated 100 times 
with different noise realizations and amplitudes and phase compo-
nents. On average, the error of coarse estimation for pulse locations 
is 20 whereas the error after estimation refinement is 5. For fre-
quency estimation, the error percentage of multitaper technique is 
around 1% and the error percentage of rjMCMC algorithm is about 
0.01%. As a result, the new estimation system indicates its supert- 
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Fig. 3. Histogram of pulse locations for the first three pulses 
only in both the time domain and frequency domain. 
5.2. Experimental Signal Analysis 
In the following experiments, the toicrobubbles used for analysis in 
this paper are "Delinity '1101, which are exposed to ultrasound peak 
negative pressure of 300kPa and transmit frequencies ranging from 
1,1MHz to 3.2M1lz. The raw signals produced from the microbub-
bIas were preamplifled, collected and stored. The multiple pulse 
signal shown in Fig.2 was collected with peak negative pressure of 
300kPa and transmit frequency of 1.48MHz. Fig.3 and Fig.5 show 
histograms of the probability of pulse locations after estimation re-
finement 1(269, 333), (548, 641), (715, 805), (969, 1040), (1082, 
1145), (1191, 1259)}. The estimation result is also shown in Fig,2, 
denoting the locutions for six pulses: The dash line represents the 
coarse estimation for pulse locations and the solid line represents the 
pulse location estimation after refinement, which offers more accu-
rate estimates. For frequency estimation, Fig.4 depicts the histogram 
of number of frequency components in each pulse:(5, 7,5,2, 2, 2). 
The whole algorithm has been carried Out for other available 
data sets. The investigation indicates that the proposed estimation 
system can estimate the number of pulses in the signal and their po-
sitions, as well as the number of frequencies in each pulse and their 
corresponding values with very small errors simultaneously. 
6. CONCLUSIONS 
This paper proposes a novel estimation system for echo signals from 
ultrasound contrast microbubbles. The system first obtains coarse 
estimation by using non-parametric methods and then optimises the 
estimation by incorporating a parametric model within a Bayesian 
framework. The advantage is that it allows an automatic estima-
tion of frequencies for each pulse and the pulse locations at the same 
time. Moreover, it exhibits improved frequency resolution compared 
H 
7  IL 




Fig. 5. Histogram of pulse locations for the last three pulses 
to the Fourier analysis based techniques. Additionally, the paramet-
ric model introduced in the paper optimises the estimation of all 
parameters of interest. As a result, the new estimation system re-
veals more attributes in both time and frequency domains, which 
may broaden the research field in ultrasound contrast agents, espe-
cially in design of transmit pulsing regimes. 
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Analysis of Echo Signal from Single Ultrasound Contrast Microbubble 
Using a reversible jump MCMC Algorithm 
Yan Yan, James R. Hopgood and Vassilis Sboros 
Abstract—The understanding and exploitation of non-linear 
microbubble signals is an active research area that aims to ad-
vance contrast ultrasound into a high sensitivity and specificity 
diagnostic imaging modality. In order to discriminate the dif-
ference between echoes from tissue and contrast microbubbles, 
it is of particular interest to estimate the reflected signal pulse 
location in the time domain and its spectral content in the 
frequency domain. Therefore, a reversible jump Markov chain 
Monte Carlo (rjMCMC) algorithm, a robust statistical signal 
processing technique, is introduced in this paper For the analysis 
of echo signals from Ultrasound Contrast Agents (UCAs). 
This algorithm provides many advantages over conventional 
Fourier transform based techniques. Furthermore, our results 
also show that the frequency components and pulse location 
can be accurately estimated simultaneously, which assists in 
characterising the signal content and the design of transmit 
pulsing regimes in future work. 
I. INTRODUCTION 
The use of microbubbles as Ultrasound Contrast Agents 
(UCAs) was first discovered accidentally by cardiologist 
Charles Joiner in the 1960's [1]. It was not until the early 
90's, with the production of stabilised biocompatible mi-
crobubbles, that UCAs started to be widely used in many 
research applications. UCAs are composed of gas-filled en-
capsulated microspheres small enough (usually with diameter 
between 2sm and 71irn) to go through micro-circulations in 
the human body. Compared to soft tissue, the microbubbles 
are more compressible and expandable when exposed to an 
oscillating acoustic signal [2]. Therefore, the microbubbles 
have a non-linear acoustic signature. 
The detection and estimation of echo signals from UCAs 
are of significant interest for diagnostic ultrasound, especially 
for differentiating the responses from microbubbles and 
those from tissue and increasing the Contrast-to-Tissue Ratio 
(CTR) [3]. Among many characteristics of echo signals from 
microbubbles and tissue, the frequency components and the 
pulse location in signal give most of the information for 
discriminating the echo signals. Accordingly, we focus on 
analyzing frequencies and pulse location simultaneously. 
Methods based on the Fourier transform for frequency 
estimation are usually employed for the purpose that the 
ultrasound transmit pulses consist of several sinusoids. How-
ever, Akay pointed out some inherent limitations of tech-
niques based on the Fourier transform in [4]. Firstly, the 
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Edinburgh, U.K. { Y. Yan, James.Elopgood } @ed.ac.uk 
Vassilis Shows is with the Department of Medical Physics. School 
of Clinical Sciences and Community Health, University of Edinburgh, 
Edinburgh, U.K. Vassilis.gboros@ed.ac.uk 
Fourier transform does not localize in time and, secondly, 
the limitations of frequency resolution may not detect some 
frequency components which can have important physical 
meanings. Moreover, envelope detection using the Hilbert 
transform is widely used for changepoint estimation [5]. 
Nevertheless, this method can not give accurate estimation 
if there are more than one dominant frequency in the signal. 
On the other hand, rjMCMC algorithm [6] is adopted to echo 
signal estimation to solve the aforementioned limitations. 
In this paper, we introduce the IJMCMC algorithm to 
the analysis of echo signals from microbubbles. First, we 
describe the algorithm within the Bayesian framework and 
apply it to frequency estimation of the synthetic signal 
to show the advantages over Fourier analysis. Second, we 
apply rjMCMC to the real signal and it shows that the 
frequency components of the echo signal from microbubbles 
can be automatically detected and estimated. Finally, we 
combine the rjMCMC algorithm for frequency estimation 
with pulse location estimation (i.e. changepoint detection) in 
order to analyze the signal characteristics in time domain and 
frequency domain simultaneously. 
II. FREQUENCY ESTIMATION USING RJMCMC 
ALGORITHM 
In 1965, the Fast Fourier transform (FF'T) was introduced 
[7] and then the discrete Fourier transform (DFI') became 
ubiquitous in spectral analysis. Based on the DFT, there are 
many other non-parametric techniques in spectral analysis, 
such as the periodogram which do not assume a particular 
functional form and have resolution limitations [8]. 
In 1987, Jaynes [7] applied the principles of Bayesian 
inference into the spectral analysis and found that the spectral 
resolution is better than conventional Fourier power spectrum 
or periodogram. Therefore, use of the FF1' is not optimal 
and more information can be extracted from the data if 
more sophisticated statistics, such as prior knowledge of 
the signal and noise, are used. Additionally, after applying 
non-parametric techniques, methods to determine the accu-
racy of the peak frequencies are still needed whereas the 
Bayesian posterior probability distribution function for the 
signal frequency gives this information directly [7]. There-
fore, Bayesian inference is introduced as the parametric 
technique, which proposes a signal model according to the 
characteristics of the real experimental signal. 
A. Bayesian Inference 
Considering that the experimental transmit pulse in ultra-
sound is composed of several cycles of sinusoids, we model 
1-4244-0788-5/071$20.00 ©2007 IEEE 	 1273 
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the one pulse echo signal from microbubbles as several 
superpositioned sinusoids and corrupted by Gaussian noise 
according to the non-linear property of microbubbles. 
Data Model and Likelihood Function: Assume there 
are N observed data samples. T1 & T2 are two changepoints. 
D0 : x(i) = n(i) 
rs(i) 	 0<i<T—i 
Dk : r(i) = 
	yk 1(ae cos(wJki)+ 
siis(wjki)) + n(i) 	T1 < i < 7 - 1 
n(i) 	 71,<i<N-1 
where k denotes the number of sinusoids in the signal 
model, a, :,.k 0k and Wi.k  are the amplitudes and the radial 
frequency of the j-th sinusoid for the model respectively. 
Moreover, T1 and T2 are two changepoints, which determine 
the location of signal pulse. It can also be written in vector-
matrix form: 
(1) 
00 	... 	00 
0 0 	... 	0 0 
E(oiit(Ti)) . . . E(wjt(T1)) 
E(siit(T2 - 1)) . . . E(w5t(T2 - 1)) 
0 0 	... 	0 0 
0 0 	... 	0 
where the matrix G(ii& ) is of size N x 2k and 
E(.) A  [cos(.),sin(.)], n is the zero-mean White Gaussian 
Noise(WGN) with variance o. The number of sinusoids k 
and their parameters O 	a5., o) are all unknown. 
And our objective is to estimate k and 0k  especially the 
frequency components Wk.  Therefore, from the signal model 
given above, the likelihood function, which is used to predict 
unknown outcomes based on known parameters, is defined: 
p(xlk,Ok) = (2 ,)_N/2 
X cxp{—[x - G(wk)ak]T x - G(wk)akl} 	(2) 
Prior and Posterior Distributions: Following Bayesian 
inference, we may draw samples from the posterior distri-
bution p(k, WkIx)  given the appropriate prior distributions. 
These priors reflect our degree of belief of the relevant values 
of the parameters. 
The joint prior distribution for all the parameters and the 
posterior distribution after integrating out the nuisance pa-
rameters ak and a are denoted as follows [9]: (vo, 'yo,  A, 52 
are hyperparaineters of the Bayesian model) 
Ti 
XP(—A)1 2EkI'/2 cxp[_t22kI 	(3)  
where E' = 5...2GT(,,)G(w ) 
p(k, Wk. lx) cK 
(-xc + 
xTPkx)'12. (A/[(62-i- 1)[)k 
where Pk = IN —G(wk)MkGT (wk), IN is a N x N identity 
matrix and M' = GT(wi)G(ws) + T'. 
Although the posterior distribution is simplified, it is still 
highly non-linear, which means p(klx) can not be obtained 
in closed form thus there is no easy way to find an exact 
solution. However, by using the rjMCMC algorithm these 
difficulties can be bypassed. 
B. r1MCMC Algorithm 
In standard MCMC algorithm, instead of sampling from 
the joint posterior distribution directly, we create an ergodic 
Markov chain (k1 , 85()) whose equilibrium distribution 
is the specified joint posterior distribution given by (4) 
and run the simulation long enough to reach the stationary 
distribution. 
Since the model order of the signal is unknown, the 
algorithm proposed, called rjMCMC, is able to jump between 
subspaces of different dimensions [6], which is equivalent to 
switching between different model orders. More specifically, 
Maximum A Posteriori (MAP) estimator is used to determine 
the value of k that maximizes p(kx). The probabilities for 
choosing birth, death and update moves, denoted as bk, dk 
and 0k  respectively, are described in [9].  The main step of 
the rjMCMC algorithm is as follows: 
Algorithm 1 Main Part of IjMCMC Algorithm 
I: Initialization: set (k10), 9)) 
Iteration: 
for i = I to rsunslteration do 
Sample hyperparameters A and 52 
Sample u from U(o, l) (uniform distribution) 
if u < bk() then 
perform birth move 
else if (u< b5.1,1 + d5(, 1 ) then 
perform death move 
15): 	else 
II: perform update move 
end if 
Sample nuisance parameters a5 and cy 
end for 
For birth and death move, the dimension of the parameters 
changes according to changes of the state of Markov chain. 
For further details, refer to [9]. 
For update move, iterations are performed for all k 
frequencies. With probability A, (A is a real number 
between 0 and 1), we perform an Metropolis-Hasting 
(MH) step with invariant distribution p(Wj,5. I 
A [w j, .....W2._i,w+i,t.....[)  and proposal dis- 
tribution qi (' 	I wJk); Similarly, with probability 1 - A, 
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COMPARISON OF TRUE FREQUENCY AND ESTIMATED FREQUENCY 
Thee Freq. 0.3967 0.4366 0.5225 0.5739 0.6625 
Freq.(rjMCMC) 0.3968 (14366 0.5226 ii339 (16625 
AC )tjMCMC) 0.25% 0 0.02% 0 0 
Freq. (FF1) 0.3927 0.4388 0.5250 0.5740 0.66(0) 
Ac (FF1) .00% 0.50% ((.48% 0.02% ((.30% 
True Freq. 0.7002 0.7402 ((.8466 
Freq.(rjMCMC) 0.7001 1)7403 0.8467
A 
8)25 








we perform an MH step with invariant distribution p(u j ,k I 
x,ta)_j,k) and proposal distribution q2(Wi,k I 
In [9], Andrieu et. al. proposed the proposal distribution qi 
based on Fourier transform, which is independent of previous 
state and q2  as random walk perturbation, which is a zero-
mean Gaussian random variable with variance o',, of the 
previous frequency: Wilk I u5.k 	N(caSj,,aw). 
However, due to the false peaks that are usually observed 
in FF1' as a result of leakage of sidelobes, it sometimes 
tends to overestimate the order of frequencies. Thus in 
our algorithm, to obtain more accurate frequency for initial 
guess, we use multitaper technique instead of the basic 
FF1' method when proposing q1. In multitaper technique 
[8], several data tapers (data windows) are used on the 
same data record to get several modified periodograms. Then 
these periodograms are averaged to produce the multitaper 
spectrum. Therefore, a much cleaner spectrum is obtained 
by averaging, which can reduce variance. Moreover, the bias 
and loss of resolution can be reduced for properly designed 
tapers. Thus the basic idea of choosing q1 is to propose a new 
frequency, independent of the previous one, and explore the 
regions around obvious peaks in multitaper power spectrum. 
Furthermore, the acceptance probability for each frequency 
is given in [9]. 
III. CHANGEPOINT DETECTION FOR ECHO SIGNAL 
FROM MICROBIJBBLE 
In [10] Punskaya performed a changepoint detection using 
rjMCMC algorithm. However, in our single pulse echo 
signal, the number of changepoints is already known as two, 
so we do not need to consider the dimension changes for 
changepoints. Therefore, in order to simplify the problem, 
we update each new changepoint position by random walk 
perturbation, which performs a local exploration of the 
posterior distribution. Moreover, for the purpose of ensuring 
irreducibility of the Markov chain, the initial values of two 
changepoints are randomly chosen between 1 and N - 2. 
IV. EVALUATION AND RESULTS 
A. Synthetic Signal Analysis using rjMCMC Algorithm 
The echo signal from microbubbles is supposed to have 
several sinusoidal components, which may be close to each 
other, and be nonlinear to transmit pulse that has only one 
Echo Signal from Microbubble eith Pressure 300kPa end Trensrrril Frequency 1481014Z 
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Fig. I. Echoes from Bubble Signal in Time Domain 
fundamental frequency. Therefore, according to characteris-
tics of the echo signal, a synthetic signal simulated as a 
sum of sinusoids consisting often closely-spaced frequencies 
with varying amplitudes and phases is used to evaluate the 
rjMCMC algorithm. 
In Table I, the error percentage of rjMCMC algorithm 
for each frequency estimation is lower than that of FF1' 
which indicates the superiority of rjMCMC algorithm. More-
over, the estimation of model order (number of frequencies) 
k = 10 is determined directly rather than introducing other 
optimization methods to find the peaks in spectrum like 
classic Fourier analysis techniques. 
Furthermore, the above experiments has been repeated 
100 times with different noise realizations and amplitude 
and phase components. We find Out that on average, the 
error percentage of FF1' based technique is around 1% and 
the error percentage of rjMCMC algorithm is about 0.01%. 
Accordingly, we can regard the rjMCMC algorithm as a 
robust tool for frequency estimation at the price of increased 
computational complexity compared to FF1'. 
B. Frequency Estimation of Echo Signal from Single Mi-
crobubble 
In our experiment, the echo signals from microbubbles 
used in this paper for analysis are Definity [II], which are 
exposed to ultrasound peak negative pressure of 300kPa. In 
order to analyze the characteristics of echo signal from mi-
crobubbles, we collected the echo signals under the transmit 
frequencies ranging from 1.1MHz to 3.2MHz and saved in 
text files as different data sets. The signal shown in Fig. I was 
collected as scattering from microbubbles with peak negative 
pressure of 300kPa and transmit frequency of 1.48MHz. 
Then we run 10000 iterations using rjMCMC for the 
frequency estimation of echo signal in Fig. 1. From the lower 
part of Fig.2, a bum-in period [6] of first 4000 iterations is 
thrown away and the rest 6000 samples are drawn from the 
posterior distribution (shown by vertical line in the lower 
part of Fig.2). From the upper part of Fig.2, we can clearly 
see the model order (i.e.number of frequnecies) is k = 9. 
These estimated frequencies offer more harmonics around 
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Pig. 2. Number of Frequency and the Convergence Diagnosis (1.5901 
1.9345, 2.3545, 2.5711, 2.7871, 2.9527, 3,1487, 3.5438, 3.7621 MHz) 
Fig. 3. Probability of Changepoint Locations using MAP Criterion 
201 harmonic frequency. Therefore, more information of 
microbubble behavior can be extracted from the echo signal. 
C. Ghangepoinz Detection of Echo Signal front Single Mi-
crobubble 
Fig.3 shows the probability of two changpoint locations 
and Fig.4 shows that the random walk perturbation for two 
changepoint locations converge quickly. Moreover, the two 
vertical lines in the lower part of Fig.l denote the exact 
positions of changepoints (628,722) in experimental echo 
signal, which determines the pulse location of echo signal. 
The same analysis was also carried out for other available 
data sets. The investigation indicates using rjMCMC algo-
rithm can estimate the number of frequencies directly and the 
values of them with very small errors. At the same time, the 
pulse location can be estimated with frequency components 
simultaneously. 
V. CONCLUSIONS AND FUTURE WORK 
This paper introduces ijMCMC algorithm as a novel 
tool for analysis of echo signals from ultrasound contrast 
microbubbles in both time and frequency domain. The 
main advantage of this algorithm is that it allows an au-
tomatic estimation of frequencies in frequency domain and 
changepoints in time domain (relevant to pulse location) 
: r _r 
0 an 000.0.000, 
It 
j . J .. 	.... 
Fig. 4. Convergence Diagnosis: Chsngepoint Locations vs. Iterations 
simultaneously. Moreover, it exhibits improved frequency 
resolution compared to the classical Fourier analysis. This 
algorithm presented here is a parametric algorithm that solves 
most limitations of Fourier transform, which is the standard 
technique to the study of echo signals from microbubbles. It 
is important to note that by using the rjMCMC algorithm, 
we are able to estimate, not only the 251  harmonics, but 
also more sub-harmonics and ultra-harmonics. As a result, it 
reveals more attributes in both time and frequency domain, 
which may broaden the research field in ultrasound contrast 
agents. Future work will be focused on estimation of multiple 
pulses echo signal from microbubbles and finally it will aim 
at the design of transmit pulsing regimes. 
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