In two experiments we measured object recognition performance as a function of delay. In Experiment 1 we presented half of an image of an object, and then the other half after a variable delay. Objects were subdivided into top versus bottom halves, left versus right halves, or vertical strips. In Experiment 2 we separated the low (LSF) and high spatial frequency (HSF) components of an image, and presented one component followed by the other after a variable delay. For both experiments, performance was worse with a 105 ms delay between the presentations of the object components than when the two components were presented simultaneously. These results are consistent with predictions made by models that combine information at a relatively early stage in processing. In addition, the results revealed that object recognition performance is significantly better when the LSF sub-image preceded the HSF sub-image than when the HSF sub-image preceded the LSF sub-image, consistent with previous work suggesting that LSF information is processed prior to HSF in object recognition.
Introduction
The brain combines many types of visual information in order to identify objects presented to the eyes. Largescale information must be integrated with information about fine details (e.g., gross body parts including a head, with facial feature detail); interpretations of different object parts or features, which may fall on different parts of the retina, must also be integrated (e.g., the wheels and windows of a car). To identify an object quickly enough to be able to respond adaptively to it, an observer must combine available information quickly. Previous research has focused on integration of information of different spatial frequencies, and integration of information about different object parts, among other issues.
Images of objects usually contain different spatial frequencies, and studies have examined how coarse information and information about fine details are combined in object recognition. Olds and Engel (1998) investigated the recognition of intact images, and compared them to the recognition of images that contained only low spatial frequency (LSF) information or only high spatial frequency (HSF) information. They compared how well two different models fit the performance data. Both models consisted of a sensory response and a subsequent information acquisition stage (based on Loftus, Busey, & Senders, 1993 ; see also Busey & Loftus, 1994; Loftus & Ruthruff, 1994) , and each included a thresholding operation whereby information only proceeded to the next stage if it exceeded a certain level. Each model contained one such processing module corresponding to each type of spatial frequency information; in other words, one channel of each model responded to LSF information only, and the other channel responded to HSF information only. What differed about the two models was the point at which information in the two different spatial frequency channels was combined. The first model was an ''early combination'' model, which combined the responses to LSF information and HSF information relatively early in processing (i.e., before any threshold); the second, ''late combination'' model, combined information at a later stage, after the mechanisms responsible for processing LSF and HSF information had had their responses thresholded. The early-combination model (termed the ''Single-Channel model'') fit the performance data better than the latecombination model (termed the ''Multiple-Channel model'').
A variety of theories have focused on how identification of the individual parts of an object can lead to recognition of the whole object (e.g., Biederman, 1987; Ullman, 1989) . This is partly because objects are often occluded by other objects and thus only some parts are visible. Occluded objects can often still be recognized, based only on the visible subset of features or parts.
The present study compared early versus late combination models, using a different experimental technique. Images of objects were presented either intact or in part. In Experiment 1, the decomposition of the images was spatial. The decomposition of images in Experiment 2, on the other hand, was by spatial frequency, as in Olds and EngelÕs (1998) spatial frequency work. For both experiments, all portions of each object image were presented on every trial; however, there was a temporal lag between the presentation of the first sub-image and the presentation of the other sub-image. Half of the image was presented (e.g., the left half) and then after a variable delay (e.g., 15 ms) the other half was presented; recognition accuracy was measured as a function of this delay. We used a delay range of 15-105 ms to best reflect information decay at the sensory level (Loftus, Johnson, & Shimamura, 1985) .
The purpose of the present set of experiments was to distinguish between two types of models of information combination, one that proposes early combination before any threshold is applied (i.e., Single-Channel) and one that proposes later combination after thresholding (i.e., Multiple-Channel). If information is combined relatively early in processing, there should be an advantage to viewing both components of the image simultaneously: stimulation from the two sub-images will add to drive activity up above threshold.
1 On the other hand, if information is combined after thresholding, the fact that the two representations are thresholded separately when these sub-images are presented separately may be less of a problem. Therefore, an early combination model would predict that SOA would have a large effect on performance, such that large SOAs would produce worse performance; a late combination model would predict no effect of SOA in this type of experiment. Thus, the threshold itself means that early combination models predict worse performance for non-zero SOAs; possible decay in representations would then predict decreasing performance with increase in non-zero SOA.
Experiment 1
2.1. Methods 2.1.1. Observers Fourty-eight students at Wilfrid Laurier University, with normal or corrected-to-normal vision, participated in exchange for partial course credit.
Stimuli
Black and white photographs of 32 common objects were digitized for presentation (see Appendix A). Images were represented in terms of gamma-corrected linear intensity units, such that at full contrast the pixel intensities could range from 0 to 255. There were 96 stimuli (32 different objects · 3 component conditions) for each of the three subdivision conditions (Left/Right, Top/Bottom, Strips) (see Fig. 1 ). The images were 120 · 120 pixels (5.7 cm · 5.7 cm); at a distance of 40 cm from the CRT screen each image subtended a visual angle of 8.2°. The refresh rate of the monitor was set to 67 Hz.
The component images were created by replacing half of the image with gray. For instance, in the Top-Bottom subdivision condition, the Top stimuli were created by determining the average pixel intensity of the 60 · 120 pixel matrix on the bottom half of the image; all pixels on the bottom half of the image were then set to this intensity. In the Strips subdivision condition, the mean intensity was determined by averaging the intensities from three evenly spaced 20 · 120 matrices. This procedure ensured that the mean luminance of each component image was equal to that of the corresponding intact image.
Olds and Engel (1998) used a backward mask to make recognition difficult enough that percent correct measures would be meaningful. However, because there are some complications with using a mask, we did not use one in the present experiment. To make the task sufficiently difficult we simply reduced the contrast of the stimuli, to 1/3 of the contrast of each original image.
Procedure
Each trial always presented both halves of the object stimulus, for 15 ms each. There was a variable delay (stimulus onset asynchrony, or SOA) in between the presentation of the first half and the presentation of the second half. The SOAs were 0, 15, 45, 75 and 105 ms. Note that SOA of 0 ms means that an intact image was presented (simultaneous presentation of both halves of the image for a 15 ms duration). The order of presentation of different objects, different SOAs, different component conditions, and different subdivision conditions, was randomized within a session.
Prior to testing, observers were given a list of the 32 object names. After familiarizing themselves with the object names, observers were seated in a dark room and maintained fixation distance from the computer monitor. When ready, observers pressed a key on the keyboard to start the experimental session, and then to initiate each trial. At the beginning of each trial, a warning tone was presented simultaneously with a white fixation cross in the middle of the screen. The fixation cross was visible for 450 ms after which the screen was filled with the background colour only; 450 ms after the fixation cross disappeared, one of the image sequences was presented. After the display was shown, a visual prompt instructed observers to type the first three letters of the object name. Observers were instructed to guess if they did not know what object had been presented. Observers then pressed the return key to initiate the next trial. If the observer made an error in identifying the object, the correct object name was displayed before the next trial began. In this between-subjects design, 16 different observers participated in each condition (Top/Bottom, Left/Right, and Strips). With 32 objects presented at five SOAs, there were 160 trials per block, and each observer participated in two blocks of trials (320 trials). With 32 examples of each SOA (one per object) in each block of trials, for each SOA 16 trials presented the left portion of the image first (or the top, or the left strips) and 16 presented the right portion first (or, respectively, the bottom, or the right strips). For each object, for two of the non-zero SOAs its left (or top or left strips) portion was presented first, and for the other two non-zero SOAs its right (or, respectively, its bottom or right strips) portion was presented first. In both blocks, for even-numbered objects, the left side was presented first for SOA = 15 ms and also for SOA = 75 ms; the right side was presented first for SOA = 45 ms and SOA = 105 ms. The opposite was true for odd-numbered objects.
Results and discussion
For each observer, mean performance (percentage correct) was calculated for each Condition · SOA combination and these were entered into a 3 · 5 partial within-subjects ANOVA (with ÔConditionÕ as the between-subjects factor (Top/Bottom, Left/Right, and Strips)) and ÔSOAÕ as the within-subjects factor (0, 15, 45, 75, and 105 ms). The results are shown in Fig. 2 . Performance decreased as SOA increased, F(1, 45) = 35.54, p < 0.0001. This finding suggests that spatial information is combined early in object recognition. Intriguingly, performance in the Strips condition was worse than in the Top/Bottom and Left/Right conditions, F(2, 45) = 4.50, p < 0.02. Finally, a significant Condition · SOA interaction was observed, F(4,43) = 11.03, (p < 0.0001)-primarily due to the relatively large drop in performance between the 0 ms SOA and the 15 ms SOA in the Strips condition-otherwise, like the Top/ Bottom and Left/Right conditions there was a gradual drop in performance with increasing SOA from 15 to 105 ms.
The poorer performance in the Strips condition was likely caused by the greater number of disjunctions/ breaks in the Strips images. The Left/Right and Top/ Bottom sub-images only contained one break, whereas the Strips sub-images contained five breaks. The greater number of breaks in the Strips condition would have led to fewer intact features being visible in the sub-images relative to the Left/Right and Top/Bottom sub-images, which would have impaired recognition.
Post-hoc tests were performed within each condition to confirm that the 0 ms SOA significantly differed from at least one of the four non-zero SOAs in each of the three conditions. In all three conditions, 0 ms and 15 ms SOA performances were better than 105 ms SOA performance. In the Strips condition 0 ms SOA performance was also better than 15 ms, 45 ms, and 75 ms SOA performance (all comparisons p < 0.05).
It is clear from Fig. 2 that increasing the number of breaks in the images causes performance to drop (compare overall performance in the non-zero SOA trials in the Left/Right and Top/Bottom conditions, in which one break was present to that in the Strips condition, in which five breaks were present). One might argue that the absence of breaks in the intact stimuli (zero SOA trials) could be the reason for the SOA effects observed, given that all of the non-zero SOA stimuli did contain breaks which likely adversely affected performance. To counter this possibility, one should note that in all three conditions (Left/Right; Top/Bottom; Strips) performance in the 15 ms SOA trials (in which there were breaks) was still better than performance in the 105 ms SOA trials (which contained the same number of breaks). Thus, increasing SOA did adversely affect object recognition performance.
Experiment 2a
3.1. Methods
Observers
Twenty-eight undergraduate students at Wilfrid Laurier University, with normal or corrected-to-normal vision, participated in exchange for partial course credit. No participant from Experiment 1 took part in Experiment 2.
Stimuli
The intact object photographs were the same as those used in Experiment 1. However, to avoid ceiling levels of performance, the contrast of the images was reduced by 75%. The LSF version of each image was created by convolving the intact image with a 2-D Gaussian filter (see Fig. 3b ). The Gaussian filter had a support of ten pixels square and a standard deviation of two pixels in each dimension. This procedure removed much of the high spatial-frequency content from the resulting images.
The HSF version of each image was created by subtracting each LSF version from the corresponding intact image, and adding this difference to the mean of the intact image (see Fig. 3c ). Thus, when measured in contrast, each pair of LSF and HSF sub-images summed pixelwise to an intact image (see Fig. 3a ). The mean luminance of each image was 54 cd/m 2 .
Procedure
Each trial always presented both components (HSF or LSF) of the object stimulus, for 15 ms each. There was an SOA of 0, 15, 45, 75, or 105 ms in between the presentation of the first component and the presentation of the second component. The order of presentation of different objects, different SOAs, and different subdivision conditions, was randomized within a session.
As in Experiment 1, observers were seated in a dark room and maintained a fixation distance from the monitor. However, the experimenter was present for the entire duration of Experiment 2. The experimenter pressed a key on the keyboard to initiate the experiment, and then to initiate each trial. The experimenter also typed the observersÕ verbal responses on the keyboard. The rest of the experimental procedure was identical to Experiment 1.
Each observer participated in two blocks of trials, each of which contained 160 trials (320 trials total). With 32 examples of each SOA (one per object) in each block of trials, for each SOA 16 trials presented the HSF portion of the image first and 16 presented the LSF portion first. For each object, for two of the non-zero SOAs its HSF component was presented first, and for the other two non-zero SOAs its LSF component was presented first. The division of trials went as follows. In both blocks, for even-numbered objects, the HSF side was presented first for SOA = 15 ms and also for SOA = 75 ms; the LSF side was presented first for SOA = 45 ms and SOA = 105 ms. The opposite was true for odd-numbered objects.
Results and discussion
For each observer, mean performance (percentage correct) was calculated for each SOA condition (0, 15, 45, 75, and 105 ms) and these data were entered into a completely within-subjects ANOVA. The results are shown in Fig. 4 . Performance decreased as SOA increased, F(4, 116) = 27.14, (p < 0.001). This result supports the notion that spatial frequency information is combined relatively early in processing.
Multiple pairwise comparisons were performed using a Bonferroni correction of 0.05 to determine which SOA conditions differed. The results showed that performance in the 0 and 15 ms SOA conditions was better than performance in the 45, 75, and 105 ms SOA conditions. Further, performance in the 0 ms SOA condition was better than in the 15 ms SOA condition (all comparisons p < 0.05). However, the 45, 75, and 105 ms SOA conditions did not differ from one another (all comparisons p P 0.711).
Experiment 2b
In Experiment 2a, the experimenter entered the verbal responses of each observer on the keyboard. To be more comparable to Experiment 1, the observers entered their own responses on the keyboard in the present experiment. In Experiment 2a, we were unable to tease apart any differences between the different component conditions because they were not counterbalanced. In Experiment 2b, we counterbalanced the different component conditions and tested highly motivated observers over several sessions to reduce error.
Methods

Observers
Three members of the Perception Lab (including P.P.) at Wilfrid Laurier University, with normal or corrected-to-normal vision, volunteered to participate in this experiment.
Stimuli
Only those intact photographs from Experiment 1 that were identified correctly more than 33% of the time were included in Experiment 2b. The application of this criterion resulted in the removal of 10 of the 32 photographs that had been used in Experiment 1. The discarded photographs are marked with an asterisk in Appendix A. The procedure for generating the LSF and HSF versions of each image was identical to Experiment 1. However, to avoid ceiling levels of performance, the contrast of the images was reduced by 85%.
Procedure
The procedure was identical to Experiment 1, except for the following differences. Each observer participated in 15 sessions. There were two blocks of 110 trails per session (220 trials total). With 22 examples of each SOA (one per object) in each block of trials, for each SOA 11 trials presented the HSF portion of the image first and 11 presented the LSF portion first. For each object, for two of the non-zero SOAs its HSF component was presented first, and for the other two non-zero SOAs its LSF component was presented first. Trial counterbalancing was achieved in the following way. The 22 objects were divided into two groups of 11. On the basis of the Experiment 2a results, the 22 objects were distributed in such a way that their associated accuracies were comparable in each group. In block 1, for objects from group 1, the HSF sub-image was presented first for SOA = 15 ms and also for SOA = 75 ms; the LSF sub-image was presented first for SOA = 45 ms and SOA = 105 ms. The opposite was true for the objects from group 2. In block 2, for objects from group 2, the HSF sub-image was presented first for SOA = 15 ms and SOA=75 ms; the LSF sub-image was presented first for SOA = 45 and SOA = 105 ms. The opposite was true for the objects from group 1.
Results and discussion
A completely within-subjects ANOVA with subdivision condition (HSF and LSF) and SOA condition (0, 15, 45, 75 , and 105 ms) as factors was carried out on the mean performance (percentage correct) data. The results are shown in Fig. 5 . Performance decreased as SOA increased, F(4, 18) = 53.67, (p < .001). This result supports the notion that spatial frequency information is combined relatively early in processing. Multiple pairwise comparisons were performed using a Bonferroni correction of 0.05 to determine which SOA conditions differed. The results showed that performance in the 0 ms SOA condition was better than performance in the 15, 45, 75, and 105 ms SOA conditions (p < .001). However, the 15, 45, 75, and 105 ms SOA conditions did not differ from one another (all comparisons p P 0.107).
There was also a main effect of subdivision condition, F(1, 18) = 20.538, p < .001. Further inspection of the means showed that performance was better when the LSF sub-image preceded the HSF (M = 72.1) compared to when the HSF sub-image preceded the LSF sub-image (M = 67.9).
Finally, there was a significant interaction between subdivision condition and SOA condition, F(4, 18) = 3.31, p < .04; the difference in performance between the subdivision conditions depended on the level of SOA. Multiple paired-samples t-tests revealed that the difference in performance between the subdivision conditions was only significant for SOA = 45, t(2) = À9.85, p < .01; at an SOA of 45 ms, performance was worse when the HSF sub-image was presented first than when the LSF sub-image was presented first. This finding suggests that when the HSF image is presented first, followed by a 45 ms SOA, there is insufficient time to integrate the HSF and LSF sub-images or recognize the HSF sub-image on its own prior to the presentation of the LSF sub-image.
General discussion
The results of the present two experiments support the Single-Channel model of object recognition, based on the predictions mentioned above. That is, the Single-Channel model involves early combination of different sources of information, which would lead to worse performance with increasing SOA.
Our main finding that increasing SOA impairs object recognition is consistent with the work of Busey and Loftus (1998) . These researchers found evidence for a central threshold (after combination as in the SingleChannel model mentioned in the Introduction), as well as for peripheral thresholds (before combination, as in the Multiple-Channel model), in the combination of information from the two eyes, presented with a varying temporal gap. A decrease in performance with increasing SOA provides evidence for the existence of a central threshold because it indicates that a delay impairs the ability of the component information responses to sum and exceed the central threshold (see Busey & Loftus (1998) for thorough discussions of this kind of interpretation in a related context). Loftus and Harley (2004) have recently used a similar type of technique to investigate the combination of information of different spatial frequencies, extending the work of Olds and Engel (1998) and others, using strings of four digits as stimuli. They presented a LSF sub-image prime followed by a HSF sub-image, or a HSF sub-image prime followed by a LSF sub-image, and compared performances. Their results indicated that global (equivalent to LSF, in our stimuli) information processing precedes local (or HSF) information processing but that the two occur independently (i.e., without interacting). Briefly, Loftus and Harley (2004) modified Olds and EngelÕs (1998) earlier model, such that LSF and HSF information processing had different time courses (in the new model, LSF information is weighted highly in initial processing of a stimulus, but this weighting decreases with time; on the other hand, HSF information initially has a low weighting, but this weighting increases with time). Loftus and Harley (Experiment 2) presented the first sub-image for 40 ms on every trial (unlike the present studiesÕ 15 ms); the second sub-image was presented immediately afterwards (i.e., with an SOA of 40 ms) for one of six durations, ranging from 0 ms (no second stimulus) to 160 ms, but did not include a duration of 15 ms as in the present studies. Although we cannot directly compare specific results, our conclusions are compatible with those of Loftus and Harley.
Performance was better when the LSF sub-image was presented first, than when the HSF sub-image was presented first; one contributing factor might be energy differences in the sub-images. Namely, the LSF sub-images likely contain more energy than the HSF sub-images, so they would tend to create more super-threshold energy than the HSF sub-images. This energy above (peripheral) threshold persists for longer, for the LSF subimages than for the HSF sub-images; therefore, more internal representation is available a brief time after the 15 ms physical presentation, for LSF sub-images than for HSF sub-images. If this is the case then one might have expected a relatively large performance difference favouring the LSF sub-image preceding the HSF sub-image stimuli at the 15 ms SOA but in fact very little difference occurred at this SOA. Rather, it was at the SOAs greater than 15 ms that a consistent performance advantage for the LSF sub-image preceding the HSF sub-image stimuli occurred. With such a short SOA, it is possible that even the relatively weak HSF signal is strong enough to combine productively with the later-occurring LSF signal. Schyns and Oliva (1994) found evidence to indicate that LSF information is processed relatively early and HSF information is processed relatively late in scene identification; our results confirm, along with studies by Sanocki (1993 Sanocki ( , 2001 ), this conclusion for object recognition. Presumably this kind of differential time course is not necessary for the processing of different spatial portions of an object (as opposed to different spatial frequencies), as in Experiment 1.
Future work can investigate the finding in Experiment 1 that performance was poorer on the Strips condition compared to the Left/Right and Top/Bottom conditions. Specifically, recognition of objects divided along arbitrary boundaries (as in Experiment 1) could be compared with recognition of objects divided along more natural boundaries (i.e., between parts). This would provide a useful test about the role of such features, as in Biederman (1987) . Determining the relative ordering of feature identification and spatial information combination would constrain models of object recognition. For example, if there were no differences between subdivisions along arbitrary boundaries and subdivisions along feature boundaries, in the rate of the decrease of performance with increase in SOA, this could indicate that information integration occurs after feature identification. This would be a fruitful combination of object recognition models, which typically focus on the dimension of space, with linear filter models, which typically focus on the dimension of time.
