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We study the extreme value distribution of stochastic processes modeled by superstatistics.
Classical extreme value theory asserts that (under mild asymptotic independence assump-
tions) only three possible limit distributions are possible, namely: Gumbel, Fre´chet and
Weibull distribution. On the other hand, superstatistics contains three important universal-
ity classes, namely χ2-superstatistics, inverse χ2-superstatistics, and lognormal superstatis-
tics, all maximizing different effective entropy measures. We investigate how the three classes
of extreme value theory are related to the three classes of superstatistics. We show that for
any superstatistical process whose local equilibrium distribution does not live on a finite sup-
port, the Weibull distribution cannot occur. Under the above mild asymptotic independence
assumptions, we also show that χ2-superstatistics generally leads an extreme value statistics
described by a Fre´chet distribution, whereas inverse χ2-superstatistics, as well as lognormal
superstatistics, lead to an extreme value statistics associated with the Gumbel distribution.
I. INTRODUCTION
Superstatistics [1–12] is a powerful technique to model and/or analyze complex systems with
two (or more) clearly separated time scales in the dynamics. The basic idea is to consider for
the theoretical modeling a superposition of many systems in local equilibrium, each with its own
inverse temperature β, and finally perform an average over the fluctuating β which are distributed
according to some probability density g(β). Most generally, the parameter β need not be inverse
temperature but can be any system parameter that exhibits large-scale fluctuations, such as energy
dissipation in a turbulent flow, or volatility in financial markets. Ultimately all expectation values
relevant for the complex system under consideration are averaged over this distribution g(β).
Many applications have been described in the past, including modeling the statistics of classical
turbulent flow [2, 13–15], quantum turbulence [16], space-time granularity [17], stock price changes
[8], wind velocity fluctuations [18], sea level fluctuations [19], infection pathways of a virus [20], and
much more [5, 21–27]. Superstatistical systems, when integrated over the fluctuating parameter,
are effectively described by more general entropy measures than the Boltzamnn–Gibbs entropy
[10, 12].
2In almost all of the above cases of application one will be interested in extreme values of a
suitable variable of the complex system under consideration which is described by a particular
class of superstatistics. For example, for superstatistical models of the dynamics of share price
changes, which often, in good approximation, are either modeled by χ2-superstatistics (equivalent
to Tsallis statistics [28, 29]) or lognormal superstatistics [8], extreme negative values corresponds to
share price crashes. Or, for sea level fluctuations produced by surges [19], extreme positive values
of a surge may lead to overtopping of flood defence systems, thus leading to flooding with all its
far-reaching physical, economic, and social consequences. For correct risk estimates of extreme
events it is very important to map a given superstatistics onto the relevant class of extreme value
statistics. This is the topic of this paper.
Clearly, as outlined above, extreme values within a given model or data set produced by the
dynamics of a complex system are of notable practical relevance [30, 31]. At the same time there is a
well developed mathematical theory for their statistical inference [32–35]. Recently there has been
much activity on the rigorous application of extreme values theory to deterministic dynamical
systems [36–44] and also to stochastically perturbed ones [45–47]. A remarkable feature of the
dynamical system approach is that there exist some correlations between events, and hence the
extreme value theory used to tackle it must account for this correlation going beyond a theory
that is just based on sequences of events that are statistically independent. In the superstatistics
approach, correlations are also present, due to the fact that parameter changes take place on
long time scales, but the relaxation time of the system is short as compared to the time scale of
these parameter changes, so that local equilibrium is quickly reached. What is missing so far is
a general analysis which types of generalized statistical mechanics lead to which type of extreme
value statistics. Here we deal with this question for general superstatistical models.
Our models are general in the sense that we allow for some mild form of statistical dependence
of events; thus, it is not necessary to have independent identically distributed random variables.
Extreme value theory quite generally tells us (under suitable asymptotic independence assump-
tions) that there are only three possible limit distributions, namely, the Gumbel, Fre´chet and
Weibull distribution. On the other hand, superstatistics contains three important universality
classes, namely χ2-superstatistics, inverse χ2-superstatistics, and lognormal superstatistics, which
are quite typical for many complex systems, meaning that most complex systems with time scale
separation fall into one of the above three classes of superstatistics. Here we show that for any
superstatistical process whose local equilibrium distribution does not live on a finite support the
Weibull distribution cannot occur. This leaves us with Fre´chet and Gumbel distributions. Under
3mild asymptotic independence assumptions we show that χ2-superstatistics generally leads to ex-
treme values distributed according to a Fre´chet distribution, whereas inverse χ2 superstatistics, as
well as lognormal superstatistics, lead to Gumbel distributions.
This paper is organized as follows. In Section II we briefly review the most important results
from extreme value theory relevant for our purposes. Section III recalls the general concept of
superstatistics, and provides some important results on the asymptotic behaviour of the generalized
Boltzmann factors underlying this approach. In Section IV we then combine the two approaches,
proving our main results which elucidate which type of extreme value theory is relevant for which
type of superstatistics. Our concluding remarks are given in Section V.
II. EXTREME VALUE THEORY FOR STATIONARY PROCESSES
Classic extreme values theory is concerned with the probability distribution of unlikely events.
Given a stationary stochastic process X1,X2, . . . , consider the random variable Mn defined as the
maximum over the first n observations:
Mn = max(X1, . . . ,Xn). (1)
In many cases the limit of the random variable Mn may degenerate when n→∞. Analogously
to central limit laws for partial sums, the degeneracy of the limit can be avoided by considering a
rescaled sequence an(Mn− bn) for suitable normalising values an ≥ 0 and bn ∈ R. Indeed, extreme
value theory studies the existence of normalising values such that
P (an (Mn − bn) ≤ x)→ G (x) . (2)
as n→∞, with G(x) a non-degenerate probability distribution.
Two cornerstones in Extreme Value Theory are the Fisher–Tippet Theorem [48] and the Gne-
denko Theorem [49]. The former asserts that if the limiting distribution G exist, then it must be
either one of three possible types, whereas the latter theorem gives necessary and sufficient condi-
tions for the convergence of each of the types. A third cornerstone in Extreme Value Theory are
the Leadbetter conditions [32, 50]. These are a kind of weak asymptotic independence conditions,
under which the two previous theorems generalize to stationary stochastic series satisfying them.
Let us review these results in somewhat more detail.
4A. The Independent Identically Distributed Case
In the case where the process Xi is independent identically distributed (i.i.d.) the Fisher–
Tippett Theorem states that if X1,X2, . . . is i.i.d. and there exist sequences an ≥ 0 and bn ∈ R
such that the limit distribution G is non-degenerate, then it belongs to one of the following types:
Type I : G(x) = exp (−e−x) for x ∈ R. This distribution is known as the Gumbel extreme value
distribution (e.v.d.).
Type II : G(x) = exp (−x−α), for x > 0; G(x) = 0, otherwise; where α > 0 is a parameter. This
family of distributions is known as the Fre´chet e.v.d.
Type III: G(x) = exp (−(−x)α), for x ≤ 0; G(x) = 1, otherwise; where α > 0 is a parameter.
This family is known as the Weibull e.v.d.
A further extension of this result is the Gnedenko Theorem, which provides a characterization of
the convergence in each of these cases. Let X1,X2, . . . be an i.i.d. stochastic process and let F be
its cumulative distribution function. Consider xM = sup{x|F (x) < 1}. The following conditions
are necessary and sufficient for the convergence to each type of e.v.d.:
Type I: There exists some strictly positive function h(t) such that limt→x−
M
1−F (t+xh(t))
1−F (t) = e
−x for
all real x;
Type II: xM = +∞ and limt→∞ 1−F (tx)1−F (t) = x−α, with α > 0, for each x > 0;
Type III: xM <∞ and limt→0 1−F (xM−tx)1−F (xM−t) = xα, with α > 0, for each x > 0.
This result implies that the extremal type is completely determined by the tail behaviour of the
distribution F (x).
B. The Stationary Case
In the case of stationary stochastic processes Leadbetter [32, 50] introduced conditions (namely
D(un) andD
′(un)) on the dependence structure which allow for a reduction to the independent case.
Given X1,X2, . . . a stationary sequence of random variables and i1, . . . , ip a collection of integers,
let Fi1,...,ip denote the joint distribution function of the variables Xi1 , . . . ,Xip . For brevity, we will
5write Fi1,...,ip(u) for Fi1,...,ip(u, . . . , u). Given {un} a real sequence, condition D(un) is said to hold
if for any integers 1 ≤ i1 < · · · < ip < j1 < · · · < jp′ ≤ n for which j1 − ip ≥ l, we have
|Fi1,...,ip,j1,...,jp′ (un)− Fi1,...,ip(un)Fj1,...,jp′ (un)| ≤ αn,ln , (3)
where αn,ln → 0 as n→∞ for some sequence ln = o(n).
Let X1,X2, . . . be a stationary sequence and an > 0 and bn given constants such that
P (an (Mn − bn) ≤ x) converges to a non-degenerate distribution function G(x). If condition D(un)
above is satisfied for un = x/an + bn for each real x, then G(x) has one of the three extreme value
distribution listed before for the i.i.d. case (see Theorem 3.3.3. in [32]). In other words, condition
D(un) alone is enough to extend the Fisher–Tippett Theorem to the non-independent case.
To extend the Gnedenko Theorem (which characterizes the convergence to each of the three
extreme value types) we need to introduce an additional condition. Given a stationary sequence
X1,X2, . . . and a sequence of constants {un}, condition D′(un) will be said to hold if
lim sup
n→∞
n
[n/k]∑
j=2
P (X1 > un,Xj > un)→ 0 as k →∞,
where [ ] denotes the integer part.
Given a stationary process X1,X2, . . . , consider the i.i.d. process Y1, Y2, . . . , whose distribution
function is the same as that of X1, and whose partial maximum is defined as
M˜n := max (Y1, . . . , Yn) .
Suppose that D(un) and D
′(un) are satisfied for a stationary sequence X1,X2, . . . , when un =
x/an + bn for each x ({an}, {bn} being given sequences of constants). Then P (an(Mn − bn) ≤ x)
converges to G(x) for some non-degenerate G d.f. if and only if P (an(M˜n− bn) ≤ x) also converges
to G(x) (see Theorem 3.5.2. in [32]). In other words, if D(un) and D
′(un) hold, then the stochastic
process X1,X2, . . . can be treated as if it was i.i.d.
Condition D(un) is a weak form of mixing, which requires the stochastic process to exhibit mild
asymptotic independence of the variables, whereas D′(un) is a non-clustering condition. These
conditions can be replaced by stronger hypotheses, such as the m-dependence (requiring that Xi
and Xj are actually independent if |i− j| > m) or strong mixing (a stronger version of (3)). In the
case of stationary normal sequences, conditions D(un) and D
′(un) can be replaced by requiring
that the correlations between Xi and Xj go to 0 when |i − j| goes to infinity. See [32] for more
details.
6III. THE SUPERSTATISTICAL MODEL
A. The Model
Consider a non-equilibrium system that is composed of regions that exhibit spatio-temporal
fluctuations of an intensive quantity, for example the inverse temperature β. We consider a
non-equilibrium steady state of a macroscopic system, composed of many smaller cells that are
temporarily in local equilibrium. Within each cell, β is approximately constant. Each cell is large
enough to obey statistical mechanics, but has a different value of the intensive parameter β assigned
to it according to a probability density g(β).
Given a distribution g(β), we define its associated effective Boltzmann factor as
B(E) =
∫ ∞
0
g(β)e−βEdβ. (4)
The corresponding statistical mechanics based on this generalized Boltzmann factor can be con-
structed if one introduces more general entropy measures than the usual Shannon entropy and
maximizes this subject to suitable constraints, see [10, 12, 28, 51] for examples. If E is the energy
of a microstate associated with each cell, B(E) represents the statistics of the statistics (e−βE) of
the cells of the system. The ordinary Boltzmann factor is recovered for g(β) = δ(β − β0), where
δ(·) is the Dirac delta function.
As a simple paradigmatic example consider a Brownian particle that moves in a changing envi-
ronment. The particle stays for a while in a certain cell of the system (with a given temperature),
then it moves to the next cell (with a different temperature) and so on. In each cell the velocity
v obeys the equation v˙ = −γv + σL(t), where L(t) is Gaussian white noise. The inverse temper-
ature of each cell is related to the parameters γ and σ by β ∼ γ/σ2. Unlike ordinary Brownian
motion, the parameter β is not assumed to be constant, but fluctuates according to a probability
distribution g(β). The stationary probability distribution of v is then obtained by averaging the
fluctuations in β.
In mathematical terms, consider a stochastic process that for a short frame of time is well
described by a Gaussian distribution, but on a longer time scale the parameter values of this
Gaussian fluctuate. The conditional probability density of v for a given state β is given by
f(v |β) ∼ exp{−βv
2
2
}.
As in the example, let g(β) be the probability distribution describing the fluctuations of β, then
the long-term stationary probability distribution is obtained by averaging over β. Therefore its
7density function f is
f(v) =
∫ ∞
0
g(β)f(v |β)dβ ∼
∫ ∞
0
g(β)e−βv
2/2dβ. (5)
In terms of the effective Boltzmann factor B(·) given by (4), we have that f(v) ∼ B(v2/2).
The importance of the superstatistics concept comes from its generality: One can generalize the
above example to any Hamiltonian H determining the energy E of the microstates, and to any
distribution g(β). Although the superstatistics approach describes a nonequilibrium system having
different regions of different temperature, methods from equilibrium statistical mechanics can still
be formally used, such as e.g., generalized maximum entropy principles [10, 12].
B. High-Energy Asymptotics
In this paper we deal with the extreme values of a superstatistical model. To this aim, it is crucial
to know the tail behaviour of the distribution defining the process. In the case of a superstatistical
distribution, the tail is determined by the large-E behaviour of its associated effective Boltzmann
factor B(E). We may use the results of [3] about the high-energy asymptotics.
There are three different superstatistical distributions which are commonly found in many
applications, namely g(β) being given by a χ2, Inverse-χ2 and Lognormal distribution. The χ2
and Inverse-χ2 superstatistics can be seen as representatives of a more general class of probability
distributions with a given tail behaviour: power-law tail or exponential tail, respectively. More
precisely, the exponential tail for inverse χ2-superstatistics is an exponential in the square root of
the energy.
1. Power-Law Tail
Assume that the function g(β) is such that g(β) ∼ βγ , γ > 0 as β → 0. In this case we have
that the high energy asymptotic behaviour of the Boltzmann factor is [3]
B(E) ∼ E−γ−1, as E →∞.
A typical example which corresponds to the above case is that of β being χ2-distributed. Note
that quite generally the β → 0 behaviour of g(β) determines the E →∞ behavior of B(E).
82. Exponential Tail
Assume g(β) is such that g(β) ∼ e−c/β, c > 0 as β → 0, then the asymptotic behaviour is given
by
B(E) ∼ E−3/4e−2
√
cE, as E →∞.
This case is realized if, for example, g is equal to the inverse χ2 distribution.
3. Log-Normal Distribution
Assume that g(β) is equal to the Lognormal distribution whose density function is
g(β) =
1√
2piσβ
exp
(
− (ln β − µ)2
2σ2
)
,
where µ and σ > 0 are parameters.
For this example the generalized Boltzmann factor takes on the form
B(E) =
1√
2piσ
∫ ∞
0
exp
(
−(ln β − µ)
2
2σ2
− βE
)
dβ
β
.
Doing a change of variables y = ln β this transforms into
B(E) =
1√
2piσ
∫ ∞
−∞
exp
(
−(y − µ)
2
2σ2
− Eey
)
dy.
The asymptotic behaviour of B(E) derived in [3] is expressed in terms of the Lambert or
product-log function. Here we will need more manageable asymptotics based on the asymptotics
of the characteristic function of the Lognormal distribution [52]. Consider
φ(t) :=
1√
2piσ
∫ ∞
−∞
exp
(
− x
2
2σ2
+ itex
)
dx.
It is easy to check that
B(E) = φ(eµiE).
The function φ(t) corresponds to the characteristic function of the Lognormal distribution. In [52]
its asymptotics is studied and it is shown that
φ(t) ∼= eit 1√
1− iσ2t exp
(
− σ
2t2
2(1− iσ2t)
)
.
9Using this it is easy to see that
B(E) ∼= 1√
1 + σ2eµE
exp
(
−
1
2σ
2e2µE2 + eµE
σ2eµE + 1
)
,
therefore
B(E) ∼ E−1/2 exp
(
−e
µ
2
E
)
as E →∞.
IV. EXTREME VALUES FOR SUPERSTATISTICAL DISTRIBUTIONS
Consider X1,X2, . . . , a stationary stochastic process for which the probability distribution of
each random variable is well described by a superstatistical distribution, i.e., whose density function
f(·) is given by (5). We are interested in its associated maximum process Mn given by (1) and the
existence of a limiting distribution G like (2) for suitable constants an ≥ 0 and bn. Additionally
we will assume that X1,X2, . . . satisfies conditions D(un) and D
′(un).
The Gnedenko Theorem implies that the extremal type of the limit G is determined by the tail
of the distribution defining the process. When this distribution is a superstatistical distribution, its
tail is determined in turn by its associated effective Boltzmann factor. Note that for distributions
that do not live on a finite support f(v) > 0 for any v ∈ R, therefore xM = sup{x|F (x) < 1} =∞.
Then, as a consequence of Gnedenko Theorem (see Section II), we have that convergence to a Type
III (Weibull) distribution cannot occur.
There are three different distribution functions g for superstatistical models that are commonly
encountered in applications: χ2, inverse-χ2 and Lognormal. The χ2 and the inverse-χ2 super-
statistics can be understood each as particular cases of more general behaviour of the tail, namely
power-law tail and exponential law. In this section we show that in the case of power-law tail the
associated maximum process converges to a Type II (Fre´chet) distribution, whereas the associ-
ated maximum process for the exponential law and the superstatistics generated by the Lognormal
distribution converges to a Type I (Gumbel) distribution.
A. Power-Law Tail
Assume that the function g(β) is such that g(β) ∼ βγ , γ > 0 as β → 0. In this case the high
energy asymptotic behaviour of its associated Boltzmann factor is
B(E) ∼ E−γ−1, as E →∞.
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Then, the hazard function F¯ (v) = 1− F (v) = P (Xi > v) is given as
1− F (v) =
∫ ∞
v
f(u)du =
∫ ∞
v
B
(
1
2
u2
)
du.
Given two functions a(x) and b(x) defined in [x0,∞) such that A(x) :=
∫∞
x a(v)dv and B(x) :=∫∞
x b(v)dv exist and B(x) > 0 for any x ∈ [x0,∞). Then it is straightforward (using L’Hoˆpital’s
rule) that a(x) ∼ b(x) implies A(x) ∼ B(x). Therefore, in the case g(β) ∼ βγ we have
1− F (v) ∼
∫ ∞
v
(
1
2
u2
)−γ−1
du =
2γ+1
2γ + 1
v−2γ−1.
Using this asymptotics it is easy to check that
lim
v→∞
1− F (xv)
1− F (v) = x
−(2γ+1).
Applying now the Gnedenko Theorem it follows that there exist renormalizing sequences an > 0
and bn such that the limiting function G associated with the maximum process Mn exists and is
equal to a Fre´chet distribution (Type II) with shape parameter α = 2γ + 1.
A particular example of this case is realized when g(β) is equal to the Γ-distribution:
g(β) =
1
Γ
(
n
2
) ( n
2β0
)n/2
βn/2−1enβ/2β0 ,
where β0 is the average of β and n represents the number of degrees of freedom. When n is
an integer and β0 = n/4 this corresponds to a χ
2 distribution with n degrees of freedom. This
distribution behaves as g(β) ∼ βn/2−1 around β = 0, which implies that the limiting function
G associated to its maximum process converges to a Fre´chet distribution with shape parameter
α = n− 1.
B. Exponential Tail
Assume now that g(β) is such that g(β) ∼ e−c/β , c > 0 as β → 0. In this case, its Boltzmann
factor has the following asymptotic behaviour
B(E) ∼ E−3/4e2
√
cE, as E →∞.
Then, the hazard function F¯ (v) = 1− F (v) = P (Xi > v) is given as
1− F (v) =
∫ ∞
v
f(u)du =
∫ ∞
v
B
(
1
2
u2
)
du
∼
∫ ∞
v
(
1
2
)−3/4
u−3/2e−2
√
c/2udu.
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as v →∞.
Using the fact that
∫
v−3/2e−vdv = −2√pi erf(√v) − (2e−v)/√v + c, where erf(·) is the error
function and c is a constant, it follows
1− F (v) ∼ e−v
(
−
(
1
v
)3/2
+
3
2
(
1
v
)5/2
+ . . .
)
, (6)
as v →∞.
If in this case one tries to compute the limit of (1− F (xv)) / (1− F (v)) as v →∞ one gets that
it is equal to the limit of e−(x−1)v as v → ∞, which goes to 0 or ∞ as v → ∞. In this case the
Fre´chet type is not a good candidate.
Using the asymptotics (6) it is easy to check that
lim
v→∞
1− F (v + x)
1− F (v) = e
−x.
Applying the Gnedenko Theorem (with h(t) ≡ 1) it follows that there exist renormalizing
sequences an > 0 and bn such that the limiting function G associated with the maximum process
Mn exists and it is equal to a Type I (Gumbel) distribution.
A particular example that falls into this class is the case where g(β) is given by the inverse
Γ distribution
g(β) =
β0
Γ
(
n
2
) (nβ0
2
)n/2
β−n/2−2enβ0/2β ,
where β0 is again the average of β and n represents the degrees of freedom of the inverse χ
2
distribution. When n is an integer and β0 = n/4 this corresponds to an inverse χ
2 distribution
with n degrees of freedom.
C. Log-Normal Distribution
Finally let us assume that g(β) is equal to the log-normal distribution
g(β) =
1√
2piσβ
exp
(
− (ln β − µ)2
2σ2
)
,
where µ and σ > 0 are parameters. As shown in Section III we have
B(E) ∼ E−1/2 exp
(
−e
µ
2
E
)
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as E → ∞. Then, the asymptotics of the hazard function F¯ (v) = 1 − F (v) = P (Xi > v) is given
as
1− F (v) =
∫ ∞
v
f(u)du =
∫ ∞
v
B
(
1
2
u2
)
du
∼
∫ ∞
v
e−e
µu2/4
u
du.
as v →∞.
Using the fact that
∫ exp(−euv2/4)
v dv = (Ei(−14euv2))/2+c, where Ei(·) is the exponential integral
function and c is a constant, it is not difficult to check the following asymptotic expansion
1− F (v) ∼ e− 14eµv2
(
−8e
−µ
v2
+O(v−4)
)
as v →∞.
Using this asymptotics one can easily verify that
lim
v→∞
1− F (v + xh(v))
1− F (v) = e
−x,
for h(v) = 2e
−µ
v .
Hence the relevant extreme value distribution is again a Type I (Gumbel) distribution.
V. CONCLUSIONS AND OUTLOOK
We have considered stationary stochastic processes whose stationary distribution functions are
given in terms of generalized Boltzmann factors, resulting from the fact that the underlying com-
plex system exhibits time scale separation and is well described by a superstatistical dynamics. We
have shown that, under mild asymptotic independence assumptions, the maximum process associ-
ated with these superstatistical systems converges either to a Type I or a Type II extreme value
distribution. More specifically, in case of a χ2-superstatistics (giving rise to a Tsallis-statistics) the
limiting function is equal to a Type II (Fre´chet) distribution. On the other hand, in the case of
an inverse χ2 or a log-normal superstatistics, the limiting function is equal to a Type I (Gumbel)
distribution.
These results are relevant if one considers, for example, historical time series of finite length,
trying to extract from the limited data set the statistics of extreme events. Usually not enough
extreme events are available to get a reliable result. The method proposed here would be to first
analyse which type of superstatistics is realized, and to then conclude onto the relevant extreme
value distribution from our general result derived in this paper. So for example for temporal
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changes in sea levels measured at various coastal locations in the UK (surges as produced by
meteorological changes), after subtracting the mean sea level and the astronomical tide, a recent
analysis [19] shows that the dynamics is best described by a χ2-superstatistics. Our result derived
here then implies that the extreme value statistics relevant for these sea level changes is given
by a Fre´chet distribution. On the other hand, measured accelerations of a tracer particle in fully
developed turbulent flows have been shown to be well-described by log-normal superstatistics [14].
Our results derived here then imply that extreme acceleration events of this particle follow a
Gumbel distribution.
Acknowledgments
Acknowledgments
This research was supported by the EPSRC grant “Flood MEMORY”. We would like to thank
Ivan Haigh, Matthew Wadey, Chris Kilsby, and Francesco Serinaldi for valuable discussions.
[1] Beck, C.; Cohen, E.G.D. Superstatistics. Physica A 2003, 322, 267–275.
[2] Beck, C.; Cohen, E.G.; Swinney, H.L. From time series to superstatistics. Phys. Rev. E 2005, 72,
056133.
[3] Touchette, H.; Beck, C. Asymptotics of superstatistics. Phys. Rev. E 2005, 71, 016131.
[4] Jizba, P.; Kleinert, H. Superpositions of probability distributions. Phys. Rev. E 2008, 78, 031122.
[5] Chavanis, P.H. Quasi-stationary states and incomplete violent relaxation in systems with long-range
interactions. Physica A 2006, 365, 102–107.
[6] Frank, S.A.; Smith, D.E. Measurement invariance, entropy, and probability. Entropy 2010, 12, 289–303.
[7] Anteneodo, C.; Duarte Queiros, S.M.; Statistical mixing and aggregation in Feller diffusion. J. Stat.
Mech. 2009, 10, P10023.
[8] Van der Straeten, E.; Beck, C. Superstatistical fluctuations in time series: Applications to share-price
dynamics and turbulence. Phys. Rev. E 2009, 80, 036108.
[9] Mark, C.; Metzner, C.; Fabry, B. Bayesian inference of time varying parameters in autoregressive
processes. 2014, arXiv:1405.1668.
[10] Hanel, R.; Thurner, S.; Gell-Mann, M. Generalized entropies and the transformation group of super-
statistics. Proc. Natl. Acad. Sci. USA 2011, 108, 6390–6394.
[11] Guo, J.L.; Suo, Q. Upper Entropy Axioms and Lower Entropy Axioms for Superstatistics. 2014,
arXiv:1406.4124.
14
[12] Tsallis, C.; Souza, A.M.C. Constructing a statistical mechanics for Beck-Cohen superstatistics. Phys.
Rev. E 2003, 67, 026106.
[13] Reynolds, A.M. Superstatistical mechanics of tracer-particle motions in turbulence. Phys. Rev. Lett.
2003, 91, 084503.
[14] Beck, C. Statistics of three-dimensional Lagrangian turbulence. Phys. Rev. Lett. 2007, 98, 064502.
[15] Beck, C. Dynamical foundations of nonextensive statistical mechanics. Phys. Rev. Lett. 2001,
87, 180601.
[16] Beck, C.; Miah, S. Statistics of Lagrangian quantum turbulence. Phys. Rev. E 2013, 87, 031002.
[17] Jizba, P.; Scardigli, F. Special relativity induced by granular space. Eur. Phys. J. C 2013, 73,
doi:10.1140/epjc/s10052-013-2491-x.
[18] Rizzo, S.; Rapisarda, A. Environmental atmospheric turbulence at Florence airport. 2004, arXiv:
cond-mat/0406684.
[19] Rabassa, P.; Beck, C. Superstatistical analysis of sea-level fluctuations. Physica A 2015, 417, 18–28.
[20] Itto, Y. Heterogeneous anomalous diffusion in view of superstatistics. Phys. Lett. A 2014, 378, 3037–
3040.
[21] Briggs, K.; Beck, C. Modelling train delays with q-exponential functions. Physica A 2007, 378, 498–504.
[22] Chen, L.L.; Beck, C. A superstatistical model of metastasis and cancer survival. Physica A 2008, 387,
3162–3172.
[23] Abul-Magd, A.Y.; Akemann, G.; Vivo, P. Superstatistical generalizations of Wishart–Laguerre ensem-
bles of random matrices. J. Phys. A Math. Theor. 2009, 42, 175207.
[24] Beck, C. Generalized statistical mechanics of cosmic rays. Physica A 2004, 331, 173–181.
[25] Sobyanin, D.N. Hierarchical maximum entropy principle for generalized superstatistical systems and
Bose-Einstein condensation of light. Phys. Rev. E 2012, 85, 061120.
[26] Daniels, K.E.; Beck, C.; Bodenschatz, E. Defect turbulence and generalized statistical mechan-
ics.Physica D 2004, 193, 208–217.
[27] Yalcin, G.C.; Beck, C. Environmental superstatistics. Physica A 2013, 392, 5431–5452.
[28] Tsallis, C. Possible generalization of Boltzmann–Gibbs statistics. J Stat. Phys. 1988, 52, 479–487.
[29] Tsallis, C. Introduction to Nonextensive Statistical Mechanics; Springer: New York, NY,
USA, 2009.
[30] Santhanam, M.S.; Kantz, H. Return interval distribution of extreme events and long-term memory.
Phys. Rev. E 2008, 78, 051113.
[31] Haigh, I.; Nicholls, R.; Wells, N. Mean sea level trends around the English Channel over the 20th
century and their wider context. Cont. Shelf Res. 2009, 29, 2083–2098.
[32] Leadbetter, M.R.; Lindgren, G.; Rootze´n, H. Extremes and related properties of random sequences and
processes. Mir publishers: Moscow, Russia 1989. (In Russian)
[33] Embrechts, P.; Klu¨pperberg, C.; Mikosch, T. Modelling Extremal Events: For Insurance and Finance;
Springer: Heidelberg/Berlin, Germany, 1997.
15
[34] Coles, S. An Introduction to Statistical Modeling of Extreme Values; Springer: London, UK, 2001.
[35] de Haan, L., Ferreira, A. Extreme Value Theory: An Introduction; Springer:New York, NY, USA, 2006.
[36] Lucarini, V.; Faranda, D.; Turchetti, G.; Vaienti, S. Extreme value theory for singular measures. Chaos
2012, 22, 023135.
[37] Faranda, D.; Lucarini, V.; Turchetti, G.; Vaienti, S. Numerical convergence of the block-maxima
approach to the Generalized Extreme Value distribution. J. Stat. Phys. 2011, 145, 1156–1180.
[38] Freitas, A.C.M.; Freitas, J.M. On the link between dependence and independence in extreme value
theory for dynamical systems. Stat. Probabil. Lett. 2008, 78, 1088–1093.
[39] Freitas, A.C.M.; Freitas, J.M.; Todd, M. Extreme value laws in dynamical systems for non-smooth
observations. J. Stat. Phys. 2011, 142, 108–126.
[40] Freitas, A.C.M.; Freitas, J.M.; Todd, M. The extremal index, hitting time statistics and periodicity.
Adv. Math. 2012, 231, 2626–2665.
[41] Holland, M.; Nicol, M.; To¨ro¨k, A. Extreme value theory for non-uniformly expanding dynamical sys-
tems. Trans. Am. Math. Soc. 2012, 364, 661–688.
[42] Holland, M.P.; Vitolo, R.; Rabassa, P.; Sterk, A.E.; Broer, H.W. Extreme value laws in dynamical
systems under physical observables. Physica D 2012, 241, 497–513.
[43] Gupta, C.; Holland, M.; Nicol, M. Extreme value theory and return time statistics for dispersing billiard
maps and flows, Lozi maps and Lorenz-like maps. Ergod. Theor. Dyn. Syst. 2011, 31, 1363–1390.
[44] Keller, G. Rare events, exponential hitting times and extremal indices via spectral perturbation. Dyn.
Syst. 2012, 27, 11–27.
[45] Aytac¸, H.; Freitas, J.M.; Vaienti, S. Laws of rare events for deterministic and random dynamical
systems. 2013, arXiv:1207.5188.
[46] Faranda, D.; Freitas, J.M.; Lucarini, V.; Turchetti, G.; Vaienti, S. Extreme value statistics for dynamical
systems with noise. Nonlinearity 2013, 26, doi:10.1088/0951-7715/26/9/2597.
[47] Faranda, D.; Vaienti, S. Extreme Value laws for dynamical systems under observational noise. Physica
D 2014, 280, 86–94.
[48] Fisher, R.A.; Tippett, L.H.C. Limiting forms of the frequency distribution of the largest or smallest
member of a sample. Math. Proc. Cambridge Philos. Soc. 1928, 24, 180–190.
[49] Gnedenko, B. Sur la distribution limite du terme maximum d’une serie aleatoire. Ann. Math. 1943,
44, 423–453.
[50] Leadbetter, M.R. On extreme values in stationary sequences. Zeitschrift fu¨r Wahrscheinlichkeitstheorie
und verwandte Gebiete 1974, 28, 289–303. (In German)
[51] Kaniadakis, G.; Lissia, M.; Scarfone, A.M. Two-parameter deformations of logarithm, exponential, and
entropy: A consistent framework for generalized statistical mechanics. Phys. Rev. E 2005, 71, 046128.
[52] Holgate, P. The lognormal characteristic function. Commun. Stat.—Theor. Meth. 1989, 18, 4539–4548.
