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1. Introduction
Throughout this paper, let m 1 be an integer, and for any x = (x1, . . . , xm), y = (y1, . . . , ym) ∈Rm , we write x =∑mi=1 xi
and 〈x, y〉 =∑mi=1 xi yi . Let
α = (α1, . . . ,αm), β = (β1, . . . , βm), γ = (γ1, . . . , γm) ∈Rm+,
and
ξ = (ξ1, . . . , ξm) ∈ (0,1)m
be ﬁxed, where R+ = [0,∞) and ξi , i = 1, . . . ,m, satisfy 0 < ξ1 < ξ2 < · · · < ξm < 1. In this paper, we are concerned with
the existence of positive solutions of the nth order boundary value problems (BVPs) consisting of the equation
u(n) + g(t) f (t,u) = 0, t ∈ (0,1), (1.1)
and one of the two nonhomogeneous multi-point boundary conditions (BCs)⎧⎪⎨
⎪⎩
u(i)(0) = 〈α,u(i)(ξ)〉+ λi, i = 0, . . . ,n − 3,
u(n−1)(0) = 〈β,u(n−1)(ξ)〉− λn−2,
u(n−2)(1) = 〈γ ,u(n−2)(ξ)〉+ λn−1,
(1.2)
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⎪⎩
u(i)(0) = 〈α,u(i)(ξ)〉+ λi, i = 0, . . . ,n − 3,
u(n−2)(0) = 〈β,u(n−2)(ξ)〉+ λn−2,
u(n−1)(1) = 〈γ ,u(n−1)(ξ)〉+ λn−1,
(1.3)
where n  2 is an integer, g ∈ C(0,1) and f ∈ C([0,1] × R+) are nonnegative, g(t) ≡ 0 on (0,1), λi ∈ R+ and u(i)(ξ) =
(u(i)(ξ1), . . . ,u(i)(ξm)) for i = 0, . . . ,n − 1. By a positive solution of BVP (1.1), (1.2), we mean a function u ∈ Cn−1[0,1] ∩
Cn(0,1) such that u(t) > 0 on (0,1), u(t) satisﬁes Eq. (1.1) and BC (1.2). Similar deﬁnition holds for BVP (1.1), (1.3).
We remark that in case n = 2, the ﬁrst equations in BCs (1.2) and (1.3) vanish, and BVPs (1.1), (1.2) and (1.1), (1.3) now
reduce to the second order BVPs consisting of the equation
u′′ + g(t) f (t,u) = 0, t ∈ (0,1), (1.4)
one of the BCs
u′(0) = 〈β,u′(ξ)〉− λ0, u(1) = 〈γ ,u(ξ)〉+ λ1, (1.5)
and
u(0) = 〈β,u(ξ)〉+ λ0, u′(1) = 〈γ ,u′(ξ)〉+ λ1. (1.6)
In recent years, existence of positive solutions of the second order BVPs (1.4), (1.5) and (1.4), (1.6), or some of their vari-
ations, has been extensively investigated. For instance, papers [3,8–11,14,16,17] studied BVPs with one-parameter BCs and
[5,6] studied BVPs with two-parameter BCs. In particular, for one-parameter problems, Ma [10] studied the BVP consisting
of Eq. (1.4) and the BC
u(0) = 0, u(1) = βu(η) + λ1. (1.7)
Under certain assumptions, he showed that there exists λ∗1 > 0 such that BVP (1.4), (1.7) has at least one positive solution
for 0 < λ1 < λ∗1 and has no positive solution for λ1 > λ∗1; later, Sun et al. [14] proved similar results for BVP (1.4), (1.5) with
β = (0, . . . ,0) and λ0 = 0; Kwong and Wong [8] further signiﬁcantly improved the results in [14] and also constructed a
counterexample to point out that one of the main results in [14] is actually false; Zhang and Sun [16] recently obtained
results, similar as those in [10], for BVP (1.4), (1.6) with λ0 = 0. As for the second order two-parameter problems, Kong and
Kong [5,6] studied BVP (1.4), (1.5) with λ0, λ1 ∈R, and under some conditions, it was proved that there exists a continuous
curve Γ separating the (λ0, λ1)-plane into two disjoint connected regions ΛE and ΛN with Γ ⊆ ΛE such that BVP (1.4),
(1.5) has at least two solutions for (λ0, λ1) ∈ ΛE \ Γ , has at least one solution for (λ0, λ1) ∈ Γ , and has no solution for
(λ0, λ1) ∈ ΛN .
In this paper, we will apply the Krein–Rutman theorem and ﬁxed point index theory to derive several new criteria for
the existence of positive solutions of BVPs (1.1), (1.2) and (1.1), (1.3). Some of our existence conditions are optimal and
determined by the relationship between the behavior of the quotient f (t, x)/x for x near 0 and ∞ and the smallest pos-
itive characteristic values (given by (3.1) below) of some related linear operators L and L˜ (deﬁned by (2.46) and (2.47) in
Section 2). Our results improve and extend some recent work on second order BVPs with nonhomogeneous BCs, especially
those in papers [5,6,8,14,16] for BVPs (1.4), (1.5) and (1.4), (1.6). We believe that our results are new even for homoge-
neous second order multi-point problems, i.e., when λi = 0, i = 0, . . . ,n − 1, in (1.2) and (1.3). For other studies on optimal
existence criteria on second order BVPs with homogeneous BCs, we refer the reader to [1,4,13] and the references therein.
We assume the following condition holds throughout without further mention:
(H1) 0 α < 1, 0 β < 1, 0 γ < 1, and 0 <
∫ 1
0 g(s)ds < ∞.
The rest of this paper is organized as follows. Section 2 contains some preliminary lemmas, Section 3 contains the main
results of this paper and several examples, and the proofs of the main results are presented in Section 4.
2. Preliminary results
In this section, we present some preliminary results that will be used in the statements and the proofs of the main
results.
Let
G(t, s) =
{
1− s, 0 t  s 1,
1− t, 0 s t  1, (2.1)
and
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{
t, 0 t  s 1,
s, 0 s t  1. (2.2)
Then, it is well known that G(t, s) is the Green’s function of the BVP
−u′′ = 0 on (0,1), u′(0) = u(1) = 0,
and G˜(t, s) is the Green’s function of the BVP
−u′′ = 0 on (0,1), u(0) = u′(1) = 0.
Recall that if I ⊆R is an interval, then the characteristic function χ on I is given by
χI (t) =
{
1, t ∈ I,
0, t /∈ I.
In the sequel, we write
G(ξ, s) = (G(ξ1, s), . . . ,G(ξm, s)),
χ[0,ξ ](s) =
(
χ[0,ξ1](s), . . . ,χ[0,ξm](s)
)
,
and for any v ∈ C[0,1] and h ∈ L(0,1), let
v(ξ) = (v(ξ1), . . . , v(ξm)),
ξ∫
0
h(s)ds =
( ξ1∫
0
h(s)ds, . . . ,
ξm∫
0
h(s)ds
)
and
1∫
0
G(ξ, s)h(s)ds =
( 1∫
0
G(ξ1, s)h(s)ds, . . . ,
1∫
0
G(ξm, s)h(s)ds
)
.
We also use some other similar notations, which will be clear from the context and will not be listed here.
We now present some lemmas. The ﬁrst two lemmas provide the equivalent integral forms for some second order BVPs.
Lemma 2.1. Let h ∈ L(0,1) ∩ C(0,1). Then we have the following:
(a) The function u(t) is a solution of the BVP consisting of the equation
u′′ + h(t) = 0, t ∈ (0,1), (2.3)
and the BC
u′(0) = 〈β,u′(ξ)〉, u(1) = 〈γ ,u(ξ)〉, (2.4)
if and only if
u(t) =
1∫
0
H0(t, s)h(s)ds, (2.5)
where
H0(t, s) = G(t, s) + 〈γ ,G(ξ, s)〉
1− γ +
[1− 〈γ , ξ〉 − (1− γ )t]〈β,χ[0,ξ ](s)〉
(1− β)(1− γ ) . (2.6)
(b) The function u(t) is a solution of the BVP consisting of Eq. (2.3) and the BC
u(0) = 〈β,u(ξ)〉, u′(1) = 〈γ ,u′(ξ)〉, (2.7)
if and only if
u(t) =
1∫
H˜0(t, s)h(s)ds,0
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H˜0(t, s) = G˜(t, s) + 〈β, G˜(ξ, s)〉
1− β +
[〈β, ξ〉 + (1− β)t]〈γ ,χ[ξ,1](s)〉
(1− β)(1− γ ) . (2.8)
The proof of this lemma is straightforward. For the readers’ convenience, we provide a proof of part (a) below.
Proof of Lemma 2.1. Note that any solution of Eq. (2.3) has the form
u(t) =
1∫
0
G(t, s)h(s)ds + M + Nt, (2.9)
where M and N are arbitrary constants. In the following, we determine M and N so that u(t) satisﬁes (2.4). From (2.1) and
(2.9), we have
u(t) = (1− t)
t∫
0
h(s)ds +
1∫
t
(1− s)h(s)ds + M + Nt.
Thus,
u′(t) = −
t∫
0
h(s)ds + N.
This, together with the ﬁrst equation in (2.4), implies that
N = −
〈
β,
ξ∫
0
h(s)ds
〉
+ Nβ.
Then,
N = − 1
1− β
〈
β,
ξ∫
0
h(s)ds
〉
,
and so from (2.9),
u(t) =
1∫
0
G(t, s)h(s)ds + M − t
1− β
〈
β,
ξ∫
0
h(s)ds
〉
. (2.10)
Using the second equation in (2.4), we have
M − 1
1− β
〈
β,
ξ∫
0
h(s)ds
〉
=
〈
γ ,
1∫
0
G(ξ, s)h(s)ds
〉
+ Mγ − 〈γ , ξ〉
1− β
〈
β,
ξ∫
0
h(s)ds
〉
.
Hence,
M = 1
1− γ
〈
γ ,
1∫
0
G(ξ, s)h(s)ds
〉
+ 1− 〈γ , ξ〉
(1− β)(1− γ )
〈
β,
ξ∫
0
h(s)ds
〉
.
Substituting M into (2.10) yields
u(t) =
1∫
0
G(t, s)h(s)ds + 1
1− γ
〈
γ ,
1∫
0
G(ξ, s)h(s)ds
〉
+ 1− 〈γ , ξ〉
(1− β)(1− γ )
〈
β,
ξ∫
0
h(s)ds
〉
− t
1− β
〈
β,
ξ∫
0
h(s)ds
〉
=
1∫
G(t, s)h(s)ds + 1
1− γ
〈
γ ,
1∫
G(ξ, s)h(s)ds
〉
+ [1− 〈γ , ξ〉 − (1− γ )t]
(1− β)(1− γ )
〈
β,
ξ∫
h(s)ds
〉
.0 0 0
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ξ∫
0
h(s)ds =
1∫
0
χ[0,ξ ](s)h(s)ds,
we have
u(t) =
1∫
0
G(t, s)h(s)ds + 1
1− γ
〈
γ ,
1∫
0
G(ξ, s)h(s)ds
〉
+ [1− 〈γ , ξ〉 − (1− γ )t]
(1− β)(1− γ )
〈
β,
1∫
0
χ[0,ξ ](s)h(s)ds
〉
=
1∫
0
G(t, s)h(s)ds + 1
1− γ
1∫
0
〈
γ ,G(ξ, s)
〉
h(s)ds + [1− 〈γ , ξ〉 − (1− γ )t]
(1− β)(1− γ )
1∫
0
〈
β,χ[0,ξ ](s)
〉
h(s)ds
=
1∫
0
{
G(t, s) + 〈γ ,G(ξ, s)〉
1− γ +
[1− 〈γ , ξ〉 − (1− γ )t]〈β,χ[0,ξ ](s)〉
(1− β)(1− γ )
}
h(s)ds
=
1∫
0
H0(t, s)h(s)ds,
where H0(t, s) is given by (2.6), i.e., (2.5) holds.
On the other hand, by a simple calculation, we can verify that u(t) given by (2.5) satisﬁes (2.3) and (2.4). This proves
part (a) of the lemma. 
For i = 1, . . . ,n − 1, deﬁne Ki(t, s) and K˜ i(t, s) recursively as follows:
K1(t, s) = H0(t, s), Ki(t, s) =
1∫
0
H1(t, τ )Ki−1(τ , s)dτ , i = 2, . . . ,n − 1, (2.11)
and
K˜1(t, s) = H˜0(t, s), K˜ i(t, s) =
1∫
0
H1(t, τ )K˜ i−1(τ , s)dτ , i = 2, . . . ,n − 1, (2.12)
where
H1(t, s) = 〈α,χ[0,ξ ](s)〉
1− α + χ[0,t](s). (2.13)
Remark 2.1. From (2.6), (2.11), (2.12), and (2.13), it is easy to see that, for i = 1, . . . ,n − 1, Ki(t, s)  0, K˜ i(t, s)  0 for
t, s ∈ [0,1], and Ki(t, s) > 0, K˜ i(t, s) > 0 for t, s ∈ (0,1). Moreover,
a(s) H1(t, s) b(s) for t, s ∈ [0,1], (2.14)
where
a(s) = 〈α,χ[0,ξ ](s)〉
1− α , b(s) =
〈α,χ[0,ξ ](s)〉
1− α + 1. (2.15)
Lemma 2.2. Let h ∈ L(0,1) ∩ C(0,1). Then we have the following:
(a) The function u(t) is a solution of the BVP
u′ = h(t) on (0,1), u(0) = 〈α,u(ξ)〉, (2.16)
if and only if
u(t) =
1∫
0
H1(t, s)h(s)ds. (2.17)
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u(n) + h(t) = 0, t ∈ (0,1), (2.18)
and the BC⎧⎪⎨
⎪⎩
u(i)(0) = 〈α,u(i)(ξ)〉, i = 0, . . . ,n − 3,
u(n−1)(0) = 〈β,u(n−1)(ξ)〉,
u(n−2)(1) = 〈γ ,u(n−2)(ξ)〉,
(2.19)
if and only if
u(t) =
1∫
0
Kn−1(t, s)h(s)ds. (2.20)
(c) The function u(t) is a solution of the BVP consisting of Eq. (2.18) and the BC⎧⎪⎨
⎪⎩
u(i)(0) = 〈α,u(i)(ξ)〉, i = 0, . . . ,n − 3,
u(n−2)(0) = 〈β,u(n−2)(ξ)〉,
u(n−1)(1) = 〈γ ,u(n−1)(ξ)〉,
(2.21)
if and only if
u(t) =
1∫
0
K˜n−1(t, s)h(s)ds.
Proof. We ﬁrst prove part (a). Assume u(t) satisﬁes (2.16). Integrating the equation u′ = h(t) from 0 to t yields
u(t) = u(0) +
t∫
0
h(s)ds.
Since u(0) = 〈α,u(ξ)〉, we have
u(0) = u(0)α +
〈
α,
ξ∫
0
h(s)ds
〉
.
Then,
u(0) = 1
1− α
〈
α,
ξ∫
0
h(s)ds
〉
= 1
1− α
〈
α,
1∫
0
χ[0,ξ ](s)h(s)ds
〉
= 1
1− α
1∫
0
〈
α,χ[0,ξ ](s)
〉
h(s)ds.
As a result,
u(t) = 1
1− α
1∫
0
〈
α,χ[0,ξ ](s)
〉
h(s)ds +
t∫
0
h(s)ds
=
1∫
0
(
1
1− α
〈
α,χ[0,ξ ](s)
〉+ χ[0,t](s)
)
h(s)ds =
1∫
0
H1(t, s)h(s)ds,
i.e., (2.17) holds. On the other hand, one can verify directly that u(t) given by (2.17) satisﬁes (2.16). This proves part (a).
Next, we show part (b). When n = 2, since Kn−1(t, s) = H0(t, s), the conclusion follows from Lemma 2.1(a). In the
following, we assume that n 3. Let u(t) be a solution of BVP (2.18), (2.19) and w(t) = u(n−2)(t). Then, we have
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w ′(0) = 〈β,w ′(ξ)〉, w(1) = 〈γ ,w(ξ)〉.
Thus, by Lemma 2.1(a),
w(t) =
1∫
0
H0(t, s)h(s)ds,
i.e.,
u(n−2)(t) =
1∫
0
H0(t, s)h(s)ds =
1∫
0
K1(t, s)h(s)ds.
Note that u(n−3)(0) = 〈α,u(n−3)(ξ)〉. Then, from part (a),
u(n−3)(t) =
1∫
0
H1(t, τ )
( 1∫
0
K1(τ , s)h(s)ds
)
dτ
=
1∫
0
( 1∫
0
H1(t, τ )K1(τ , s)dτ
)
h(s)ds
=
1∫
0
K2(t, s)h(s)ds.
From the ﬁrst equation in BC (2.19) and by induction, we can show that
u(n−k)(t) =
1∫
0
Kk−1(t, s)h(s)ds, k = 3, . . . ,n.
Then,
u(t) =
1∫
0
Kn−1(t, s)h(s)ds,
i.e., (2.20) holds. On the other hand, it is easy to verify directly that u(t) given by (2.20) satisﬁes (2.18) and (2.19). This
proves part (b).
Finally, in view of Lemma 2.1(b), the proof of part (c) is similar as in showing part (b) and hence is omitted. This
completes the proof of the lemma. 
Lemma 2.3 below obtains some useful estimates for Kn−1(t, s) and K˜n−1(t, s).
Lemma 2.3. Let a(s) and b(s) be given in (2.15). Then we have the following:
(a) Assume that α > 0 and γ > 0. Then the function Kn−1(t, s) satisﬁes
c(1− s) Kn−1(t, s) d(1− s + β) for t, s ∈ [0,1], (2.22)
where
c = γ − 〈γ , ξ〉
1− γ
( 1∫
0
a(τ )dτ
)n−2
> 0 (2.23)
and
d =
(
1
1− γ +
1− 〈γ , ξ〉
(1− β)(1− γ )
)( 1∫
0
b(τ )dτ
)n−2
> 0. (2.24)
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c˜s K˜n−1(t, s) d˜(s + γ ) for t, s ∈ [0,1], (2.25)
where
c˜ = 〈β, ξ〉
1− β
( 1∫
0
a(τ )dτ
)n−2
> 0 (2.26)
and
d˜ =
(
1
1− β +
〈β, ξ〉 + 1− β
(1− β)(1− γ )
)( 1∫
0
b(τ )dτ
)n−2
> 0. (2.27)
Proof. We ﬁrst prove part (a). From (2.1), it is clear that
(1− t)(1− s) G(t, s) (1− s) for t, s ∈ [0,1].
Then, from (2.6), it is easy to see that
H0(t, s)
〈γ ,G(ξ, s)〉
1− γ 
γ − 〈γ , ξ〉
1− γ (1− s) (2.28)
and
H0(t, s) 1− s + γ
1− γ (1− s) +
1− 〈γ , ξ〉
(1− β)(1− γ )β
= 1
1− γ (1− s) +
1− 〈γ , ξ〉
(1− β)(1− γ )β

(
1
1− γ +
1− 〈γ , ξ〉
(1− β)(1− γ )
)
(1− s + β) (2.29)
for t, s ∈ [0,1]. When n = 2, note from (2.11) that Kn−1(t, s) = H0(t, s), and by (2.23) and (2.24),
c = γ − 〈γ , ξ〉
1− γ and d =
(
1
1− γ +
1− 〈γ , ξ〉
(1− β)(1− γ )
)
.
Then, (2.22) follows from (2.28) and (2.29). In the following, we assume that n 3. For t, s ∈ [0,1], from (2.11), (2.14), (2.28),
(2.29), it follows that
K2(t, s)
γ − 〈γ , ξ〉
1− γ
1∫
0
a(τ )dτ (1− s)
and
K2(t, s)
(
1
1− γ +
1− 〈γ , ξ〉
(1− β)(1− γ )
) 1∫
0
b(τ )dτ (1− s + β).
Combining the above inequalities with (2.11) and (2.14), we see that
K3(t, s)
γ − 〈γ , ξ〉
1− γ
( 1∫
0
a(τ )dτ
)2
(1− s)
and
K3(t, s)
(
1
1− γ +
1− 〈γ , ξ〉
(1− β)(1− γ )
)( 1∫
b(τ )dτ
)2
(1− s + β).0
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Kn−1(t, s)
γ − 〈γ , ξ〉
1− γ
( 1∫
0
a(τ )dτ
)n−2
(1− s) = c(1− s)
and
Kn−1(t, s)
(
1
1− γ +
1− 〈γ , ξ〉
(1− β)(1− γ )
)( 1∫
0
b(τ )dτ
)n−2
(1− s + β)
= d(1− s + β)
for t, s ∈ [0,1]. Thus, (2.22) holds. This proves part (a).
Now, we show part (b). From (2.2), we have
ts G˜(t, s) s for t, s ∈ [0,1].
Then, from (2.8), it is easy to see that
H˜0(t, s)
〈β, G˜(ξ, s)〉
1− β 
〈β, ξ〉
1− β s
and
H˜0(t, s) s + β
1− β s +
〈β, ξ〉 + 1− β
(1− β)(1− γ )γ
= 1
1− β s +
〈β, ξ〉 + 1− β
(1− β)(1− γ )γ

(
1
1− β +
〈β, ξ〉 + 1− β
(1− β)(1− γ )
)
(s + γ )
for t, s ∈ [0,1]. The rest of the proof is similar to the latter part of the one used in showing (2.22), and hence is omitted.
This completes the proof of the lemma. 
Let φ(t) be the unique solution of the BVP
u′′ = 0, t ∈ (0,1),
u′(0) = 〈β,u′(ξ)〉− 1, u(1) = 〈γ ,u(ξ)〉,
and let ψ(t) be the unique solution of the BVP
u′′ = 0, t ∈ (0,1),
u′(0) = 〈β,u′(ξ)〉, u(1) = 〈γ ,u(ξ)〉+ 1.
Then,
φ(t) = − t
1− β +
1− 〈γ , ξ〉
(1− β)(1− γ ) and ψ(t) =
1
1− γ on [0,1]. (2.30)
Similarly, let φ˜(t) be the unique solution of the BVP
u′′ = 0, t ∈ (0,1),
u(0) = 〈β,u(ξ)〉, u′(1) = 〈γ ,u′(ξ)〉+ 1,
and let ψ˜(t) be the unique solution of the BVP
u′′ = 0, t ∈ (0,1),
u(0) = 〈β,u(ξ)〉+ 1, u′(1) = 〈γ ,u′(ξ)〉.
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φ˜(t) = t
1− γ +
〈β, ξ〉
(1− β)(1− γ ) and ψ˜(t) =
1
1− β on [0,1]. (2.31)
Clearly, φ(t), φ˜(t), ψ(t), and ψ˜(t) are nonnegative on [0,1].
Let J1(t, s) = H1(t, s). If n 4, then we recursively deﬁne
Jk(t, s) =
1∫
0
H1(t, τ ) Jk−1(τ , s)dτ , k = 2, . . . ,n − 2. (2.32)
We now deﬁne several functions yi(t) and y˜i(t), i = 0, . . . ,n − 1, in the following way:
when n = 2, let
y0(t) = φ(t) and y1(t) = ψ(t), (2.33)
y˜0(t) = φ˜(t) and y˜1(t) = ψ˜(t); (2.34)
and when n 3, let
y0(t) = 1
1− α , yk(t) =
1
1− α
1∫
0
Jk(t, s)ds, k = 1, . . . ,n − 3, (2.35)
yn−2(t) =
1∫
0
Jn−2(t, s)φ(s)ds, (2.36)
yn−1(t) =
1∫
0
Jn−2(t, s)ψ(s)ds, (2.37)
and
y˜k(t) = yk(t), k = 0, . . . ,n − 3, (2.38)
y˜n−2(t) =
1∫
0
Jn−2(t, s)φ˜(s)ds, (2.39)
y˜n−1(t) =
1∫
0
Jn−2(t, s)ψ˜(s)ds. (2.40)
Obviously, yi(t) 0 and y˜i(t) 0 for t ∈ [0,1] and i = 0, . . . ,n − 1.
The following lemma gives some properties of yi(t) and y˜i(t) when n 3.
Lemma 2.4. Assume that n 3. Then, we have the following:
(a) For any k ∈ {0, . . . ,n − 3}, yk(t) is the unique solution of the BVP consisting of the equation
u(n) = 0, t ∈ (0,1), (2.41)
and the BC⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u(k)(0) = 〈α,u(k)(ξ)〉+ 1,
u(i)(0) = 〈α,u(i)(ξ)〉, i = 0, . . . ,n − 3, i = k,
u(n−1)(0) = 〈β,u(n−1)(ξ)〉,
u(n−2)(1) = 〈γ ,u(n−2)(ξ)〉,
(2.42)
and yn−2(t) is the unique solution of the BVP consisting of Eq. (2.41) and the BC
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⎪⎩
u(i)(0) = 〈α,u(i)(ξ)〉, i = 0, . . . ,n − 3,
u(n−1)(0) = 〈β,u(n−1)(ξ)〉− 1,
u(n−2)(1) = 〈γ ,u(n−2)(ξ)〉,
(2.43)
and yn−1(t) is the unique solution of the BVP consisting of Eq. (2.41) and the BC⎧⎪⎨
⎪⎩
u(i)(0) = 〈α,u(i)(ξ)〉, i = 0, . . . ,n − 3,
u(n−1)(0) = 〈β,u(n−1)(ξ)〉,
u(n−2)(1) = 〈γ ,u(n−2)(ξ)〉+ 1.
(2.44)
(b) For any k ∈ {0, . . . ,n − 3}, y˜k(t) is the unique solution of the BVP consisting of Eq. (2.41) and the BC⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u(k)(0) = 〈α,u(k)(ξ)〉+ 1,
u(i)(0) = 〈α,u(i)(ξ)〉, i = 0, . . . ,n − 3, i = k,
u(n−2)(0) = 〈β,u(n−2)(ξ)〉,
u(n−1)(1) = 〈γ ,u(n−1)(ξ)〉,
and y˜n−2(t) is the unique solution of the BVP consisting of Eq. (2.41) and the BC⎧⎪⎨
⎪⎩
u(i)(0) = 〈α,u(i)(ξ)〉, i = 0, . . . ,n − 3,
u(n−2)(0) = 〈β,u(n−2)(ξ)〉+ 1,
u(n−1)(1) = 〈γ ,u(n−1)(ξ)〉,
and y˜n−1(t) is the unique solution of the BVP consisting of Eq. (2.41) and the BC⎧⎪⎨
⎪⎩
u(i)(0) = 〈α,u(i)(ξ)〉, i = 0, . . . ,n − 3,
u(n−2)(0) = 〈β,u(n−2)(ξ)〉,
u(n−1)(1) = 〈γ ,u(n−1)(ξ)〉+ 1.
Proof. We only prove part (a). The proof of part (b) is similar, and hence is omitted. We ﬁrst show that, for any k ∈
{0, . . . ,n− 3}, yk(t) is the unique solution of BVP (2.41), (2.42). To this end, let u(t) be a solution of BVP (2.41), (2.42), then
we only need to show that u(t) = yk(t). Let w(t) = u(n−2)(t). Then, we have
w ′′ = 0, t ∈ (0,1),
w ′(0) = 〈β,w ′(ξ)〉, w(1) = 〈γ ,w(ξ)〉.
Thus, w(t) ≡ 0 on [0,1], i.e., u(n−2)(t) ≡ 0 for t ∈ [0,1]. Hence, u(n−3)(t) is a constant on [0,1]. This, together with
u(n−3)(0) = 〈α,u(n−3)(ξ)〉, implies that u(n−3)(t) ≡ 0 on [0,1]. By induction, we obtain that u(k+1)(t) ≡ 0 on [0,1]. Then,
u(k)(t) is a constant on [0,1]. Thus, from u(k)(0) = 〈α,u(k)(ξ)〉 + 1, we have u(k)(t) = 1/(1− α) for t ∈ [0,1]. If k = 0, then
u(t) = 1
1− α = y0(t).
If k 1, then, since u(k−1)(0) = 〈α,u(k−1)(ξ)〉, by Lemma 2.2(a), we have
u(k−1)(t) = 1
1− α
1∫
0
H1(t, s)ds.
Note that u(k−2)(0) = 〈α,u(k−2)(ξ)〉. Then, again from Lemma 2.2(a), we have
u(k−2)(t) = 1
1− α
1∫
0
H1(t, τ )
( 1∫
0
H1(τ , s)ds
)
dτ
= 1
1− α
1∫
0
( 1∫
0
H1(t, τ ) J1(τ , s)dτ
)
ds
= 1
1− α
1∫
J2(t, s)ds.0
L. Kong, J.S.W. Wong / J. Math. Anal. Appl. 367 (2010) 588–611 599In view of u(i)(0) = 〈α,u(i)(ξ)〉, i = 0, . . . ,k − 1, by Lemma 2.2(a) and induction, we obtain that
u(k−l)(t) = 1
1− α
1∫
0
Jl(t, s)ds, l = 0, . . . ,k.
As a result,
u(t) = 1
1− α
1∫
0
Jk(t, s)ds = yk(t).
Thus, yk(t) is the unique solution of BVP (2.41), (2.42).
Next, we show that yn−2(t) is the unique solution of BVP (2.41), (2.43). To show this, let u(t) be a solution of BVP (2.41),
(2.43), then we only need to prove that u(t) = yn−2(t). Let w(t) = u(n−2)(t). Then, we have
w ′′ = 0, t ∈ (0,1),
w ′(0) = 〈β,w ′(ξ)〉− 1, w(1) = 〈γ ,w(ξ)〉.
Then, w(t) = φ(t) on [0,1], i.e., u(n−2)(t) = φ(t) on [0,1]. Since u(n−3)(0) = 〈α,u(n−3)(ξ)〉, by Lemma 2.2(a), we have
u(n−3)(t) =
1∫
0
H1(t, s)φ(s)ds =
1∫
0
J1(t, s)φ(s)ds.
Note that u(n−4)(0) = 〈α,u(n−4)(ξ)〉. Then, again by Lemma 2.2(a), we have
u(n−4)(t) =
1∫
0
H1(t, τ )
( 1∫
0
J1(τ , s)φ(s)ds
)
dτ
=
1∫
0
( 1∫
0
H1(t, τ ) J1(τ , s)dτ
)
φ(s)ds
=
1∫
0
J2(t, s)φ(s)ds.
Using the BC and by induction, we obtain that
u(n−l)(t) =
1∫
0
Jl−2(t, s)φ(s)ds, l = 3, . . . ,n.
Thus,
u(t) =
1∫
0
Jn−2(t, s)φ(s)ds = yn−2(t).
This implies that yn−2(t) is the unique solution of BVP (2.41), (2.43).
Finally, by a similar argument as above, we can show that yn−1(t) is the unique solution of BVP (2.41), (2.44). We omit
the details here. This completes the proof of the lemma. 
Let X be a real Banach space and L : X → X be a linear operator. We recall that λ is an eigenvalue of L with a corre-
sponding eigenvector ϕ if ϕ is nontrivial and Lϕ = λϕ . The reciprocals of eigenvalues are called the characteristic values
of L. Recall also that a cone P in X is called a total cone if X = P − P and L is called strongly positive if u ∈ int P implies
Lu ∈ int P .
The following lemma is known as the Krein–Rutman theorem; see [15, Proposition 7.26 and Theorem 7.C] for parts (a)
and (b), respectively.
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(a) Assume that P ⊆ X is a total cone, L : X → X is a compact and linear operator with L(P ) ⊆ P , and the spectral radius, rL , of L
satisﬁes rL > 0. Then rL is an eigenvalue of L with an eigenvector in P .
(b) Assume that P1 ⊆ X is a cone having a nonempty interior, L : X → X is a compact, linear, and strongly positive operator. Then
L has exactly one eigenvector x with x > 0 and ‖x‖ = 1. The corresponding eigenvalue is the spectral radius rL of L and this is
algebraically simple. Furthermore, x ∈ int P1 .
Let C[0,1] be the Banach space of continuous functions equipped with the norm ‖u‖ = maxt∈[0,1] |u(t)|. Deﬁne a cone P
in C[0,1] by
P = {u ∈ C[0,1]: u(t) 0 for t ∈ [0,1]}. (2.45)
Let the linear operators L, L˜ : C[0,1] → C[0,1] be deﬁned by
Lu(t) =
1∫
0
Kn−1(t, s)g(s)u(s)ds (2.46)
and
L˜u(t) =
1∫
0
K˜n−1(t, s)g(s)u(s)ds, (2.47)
where Kn−1(t, s) and K˜n−1(t, s) are deﬁned in (2.11) and (2.12), respectively.
The next lemma provides some information about the operators L and L˜.
Lemma 2.6.We have the following:
(a) The operator L maps P into P and is compact. In addition, the spectral radius, rL , of L satisﬁes rL > 0, and rL is an eigenvalue of L
with an eigenvector ϕL ∈ P .
(b) The operator L˜ maps P into P and is compact. In addition, the spectral radius, rL˜ , of L˜ satisﬁes rL˜ > 0, and rL˜ is an eigenvalue of L˜
with an eigenvector ϕL˜ ∈ P .
Proof. We only prove part (a). The proof of part (b) is similar, and hence is omitted. The proof that L maps P into P and is
compact is standard and will be omitted. By Remark 2.1, we see that there exist t1, t2 ∈ (0,1) such that Kn−1(t, s) > 0 for
t, s ∈ [t1, t2]. Choose u ∈ C[0,1] such that u(t) 0 on [0,1], u(t∗) > 0 for some t∗ ∈ [t1, t2], and u(t) = 0 for t ∈ [0,1]\[t1, t2].
Then, for t ∈ [t1, t2], we have
Lu(t)
t2∫
t1
Kn−1(t, s)g(s)u(s)ds > 0.
Thus, there exists c > 0 such that cLu(t) u(t) for t ∈ [0,1]. Now, from [7, Chapter 5, Theorem 2.1], it follows that rL > 0.
Finally, in view of rL > 0 and the fact that the cone P deﬁned by (2.45) is a total cone, the remainder part of the lemma
readily follows from Lemma 2.5 and the ﬁrst statement of Lemma 2.6. This completes the proof of the lemma. 
The next two lemmas can be found in [2, Corollary 2.3.1 and Lemma 2.3.1], respectively. There, the bold 0 stands for the
zero element in a Banach space X .
Lemma 2.7. Let X be a Banach space and P ⊆ X be a cone in X. Assume thatΩ is a bounded open subset of X and that T : P ∩Ω → P
is compact. If there exists u0 ∈ P \ {0} such that
u − T u = τu0 for all u ∈ P ∩ ∂Ω and τ  0,
then the ﬁxed point index i(T , P ∩ Ω, P ) = 0.
Lemma 2.8. Let X be a Banach space and P ⊆ X be a cone in E. Assume that Ω is a bounded open subset of X with 0 ∈ Ω and that
T : P ∩ Ω → P is compact. If
u = τ T u for all u ∈ P ∩ ∂Ω and τ ∈ [0,1],
then the ﬁxed point index i(T , P ∩ Ω, P ) = 1.
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For convenience, we introduce the following notations:
f0 = lim inf
x→0+
min
t∈[0,1]
f (t, x)
x
, f∞ = lim inf
x→∞ mint∈[0,1]
f (t, x)
x
,
F0 = limsup
x→0+
max
t∈[0,1]
f (t, x)
x
, F∞ = limsup
x→∞
max
t∈[0,1]
f (t, x)
x
.
Let rL , rL˜ , ϕL , and ϕL˜ be given as in Lemma 2.6. Deﬁne
μL = 1
rL
and μL˜ =
1
rL˜
. (3.1)
Clearly, μL is the smallest positive characteristic value of L and satisﬁes ϕL = μL LϕL , and μL˜ is the smallest positive
characteristic value of L˜ and satisﬁes ϕL˜ = μL˜ L˜ϕL˜ .
We ﬁrst state our existence results for BVP (1.1), (1.2). In the sequel, let yi(t), i = 0, . . . ,n − 1, be deﬁned by (2.33) if
n = 2, and be given by (2.35)–(2.37) if n 3.
Theorem 3.1. Assume that F∞ < μL < f0 . Then, for (λ0, . . . , λn−1) ∈Rn+ with
∑n−1
i=0 λi suﬃciently small, BVP (1.1), (1.2) has at least
one positive solution u(t) satisfying
u(t)
n−1∑
i=0
λi yi(t) for t ∈ [0,1]. (3.2)
Theorem 3.2. Assume that α > 0, γ > 0, and F0 < μL < f∞ . Then, for (λ0, . . . , λn−1) ∈ Rn+ with
∑n−1
i=0 λi suﬃciently small,
BVP (1.1), (1.2) has at least one positive solution u(t) satisfying (3.2).
We now present some applications of the above theorems. To this end, let
A = 1
d
∫ 1
0 (1− s + β)g(s)ds
and B = 1
cρ
∫ 1
0 (1− s)g(s)ds
, (3.3)
where c and d are deﬁned by (2.23) and (2.24), respectively,
ρ = κ
(∫ 1
0 a(s)ds∫ 1
0 b(s)ds
)n−2
(3.4)
with
κ = γ − 〈γ , ξ〉
1− 〈γ , ξ〉 . (3.5)
Remark 3.1. Observe that ρ,κ ∈ (0,1) and 0< A < B < ∞ if α > 0 and γ > 0.
The following corollaries are immediate consequences of Theorems 3.1 and 3.2.
Corollary 3.1. Assume that α > 0, γ > 0, and F∞/A < 1 < f0/B. Then the conclusion of Theorem 3.1 holds.
Corollary 3.2. Assume that α > 0, γ > 0, and F0/A < 1 < f∞/B. Then the conclusion of Theorem 3.2 holds.
Next, we state the existence results, parallel to Theorems 3.1 and 3.2 and Corollaries 3.1 and 3.2, for BVP (1.1), (1.3). In
the following, y˜i(t), i = 0, . . . ,n − 1, are given in (2.34) if n = 2, and are deﬁned by (2.38)–(2.40) if n 3.
Theorem 3.3. Assume that F∞ < μL˜ < f0 . Then, for (λ0, . . . , λn−1) ∈Rn+ with
∑n−1
i=0 λi suﬃciently small, BVP (1.1), (1.3) has at least
one positive solution u(t) satisfying
u(t)
n−1∑
i=0
λi y˜i(t) for t ∈ [0,1]. (3.6)
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∑n−1
i=0 λi suﬃciently small,
BVP (1.1), (1.3) has at least one positive solution u(t) satisfying (3.6).
Let
A˜ = 1
d˜
∫ 1
0 (s + γ )g(s)ds
and B˜ = 1
c˜ρ˜
∫ 1
0 sg(s)ds
, (3.7)
where c˜ and d˜ are deﬁned by (2.26) and (2.27), respectively,
ρ˜ = κ˜
(∫ 1
0 a(s)ds∫ 1
0 b(s)ds
)n−2
(3.8)
with
κ˜ = 〈β, ξ〉
1− β + 〈β, ξ〉 . (3.9)
Remark 3.2. Observe that ρ˜, κ˜ ∈ (0,1) and 0 < A˜ < B˜ < ∞ if α > 0 and β > 0.
Corollary 3.3. Assume that α > 0, β > 0, and F∞/ A˜ < 1< f0/B˜ . Then the conclusion of Theorem 3.3 holds.
Corollary 3.4. Assume that α > 0, β > 0, and F0/ A˜ < 1 < f∞/B˜ . Then the conclusion of Theorem 3.4 holds.
Remark 3.3. We notice that we do not need the assumptions α > 0, γ > 0 and α > 0, β > 0 in Theorems 3.1 and 3.3.
However, they are respectively required in Theorems 3.2 and 3.4. Here, γ > 0 and β > 0 are required to ensure that the
constants ρ and ρ˜ deﬁned by (3.4) and (3.8) are positive. This is achieved through (2.15) (for α > 0) and (3.5), (3.9) (for
γ > 0 and β > 0). When n = 2, the assumptions γ > 0 and β > 0 were also used in Ma and Castaneda [12] and Zhang and
Sun [16], respectively, for both second order superlinear and sublinear equations. In this respect, our Theorems 3.1 and 3.3,
which do not impose these conditions in the sublinear case, improve upon the corresponding results as provided in [12,16].
Remark 3.4. We wish to make the following comments on our theorems.
(a) In Theorems 3.1 and 3.2, we not only obtain the existence of positive solutions of BVP (1.1), (1.2), but also we provide
lower bounds for such solutions.
(b) If the nonlinear term f (t, x) is separable, say f (t, x) = f1(t) f2(x), then conditions such as μL < f0 and μL < f∞ imply
that f1(t) > 0 on [0,1]. However, the function g(t) in Eq. (1.1) may have zeros on [0,1].
(c) From the proofs of Theorems 3.1 and 3.2, it can be seen that an explicit set of values for (λ0, . . . , λn−1) guaranteeing the
existence of positive solutions of BVP (1.1), (1.2) can be explicitly given. For instance, in Theorem 3.1, such an explicit
set of values of (λ0, . . . , λn−1) is given by{
(λ0, . . . , λn−1) ∈Rn+:
n−1∑
i=0
λi‖yi‖ R1
}
,
where R1 > 0 is such that (4.6) below holds.
Similar comments apply to Theorems 3.3 and 3.4 for BVP (1.1), (1.3).
We conclude this section with several examples.
Example 3.1. Consider the BVP consisting of the equation
u(4) + t−1/2 (tu
ν1 + 1)uν2
1+ u = 0, t ∈ (0,1), (3.10)
and the BC⎧⎪⎪⎨
⎪⎪⎩
u(0) = λ0,
u′(0) = λ1,
u′′′(0) = (1/2)u′′′(1/4) − λ2,
u′′(1) = (1/2)u′′(3/4) + λ3,
(3.11)
where ν1, ν2 > 0 with ν1 + ν2 < 1 and (λ0, λ1, λ2, λ3) ∈R4+ .
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∑3
i=0 λi is suﬃciently small, then BVP (3.10), (3.11) has at least one positive solution u(t) satisfying
u(t) λ0 + λ1t + λ2
(−t3/3+ 5t2/4)+ λ3t2 for t ∈ [0,1].
In fact, with m = 2, n = 4, g(t) = t−1/2, f (t, x) = (txν1 + 1)xν2/(1 + x), α = (0,0), β = (1/2,0), γ = (0,1/2), and ξ =
(1/4,3/4), we see that BVP (3.10), (3.11) is of the form of BVP (1.1), (1.2), (H1) holds, f0 = ∞, and F∞ = 0. Hence, all the
conditions of Theorem 3.1 are satisﬁed. Note from (2.35)–(2.37) that
y0(t) = 1, y1(t) = t, y2(t) = −t3/3+ 5t2/4, and y3(t) = t2.
The conclusion then follows from Theorem 3.1.
Example 3.2. Consider the BVP consisting of the equation
u′′′ + u
ζ
1+ tu = 0, t ∈ (0,1), (3.12)
and the BC⎧⎨
⎩
u(0) = (1/2)u(1/3) + λ0,
u′′(0) = (1/4)u′′′(1/3) − λ1,
u′(1) = (1/2)u′(2/3) + λ2,
(3.13)
where ζ > 2 and (λ0, λ1, λ2) ∈R3+ .
We claim that if
∑2
i=0 λi is suﬃciently small, then BVP (3.12), (3.13) has at least one positive solution u(t) satisfying
u(t) 2λ0 + λ1
(−2t2/3+ 16t/9+ 14/27)+ λ2(2t + 2/3) for t ∈ [0,1].
In fact, with m = 2, n = 3, g(t) = 1, f (t, x) = xζ /(1+ tx), α = (1/2,0), β = (1/4,0), γ = (0,1/2), and ξ = (1/3,2/3), we
see that BVP (3.12), (3.13) is of the form of BVP (1.1), (1.2), α > 0, γ > 0, (H1) holds, f∞ = ∞, and F0 = 0. Hence, all the
conditions of Theorem 3.2 are satisﬁed. Note from (2.35)–(2.37) that
y0(t) = 2, y1(t) = −2t2/3+ 16t/9+ 14/27, and y2(t) = 2t + 2/3.
The conclusion then follows from Theorem 3.2.
Example 3.3. Consider the BVP consisting of the equation
u′′′ + f (t,u) = 0, t ∈ (0,1), (3.14)
and the BC⎧⎨
⎩
u(0) = (2/3)u(1/2) + λ0,
u′′(0) = (1/2)u′′′(3/4) − λ1,
u′(1) = (1/4)u′(1/2) + λ2,
(3.15)
where (λ0, λ1, λ2) ∈R3+ and
f (t, x) =
{170(t + 1)x, 1 x 2,
(t + 1)(−7477x/22+ 11217/11), 2 < x < 3,
(t + 1)x/22, x 3.
(3.16)
Clearly, f ∈ C([0,1] ×R+) is nonnegative.
We claim that if
(λ0, λ1, λ2) ∈
{
(λ0, λ1, λ2) ∈R3+: 18λ0 + 19λ1 + 16λ2  6
}
,
then BVP (3.14), (3.15) has at least one positive solution u(t) satisfying
u(t) 3λ0 + λ1
(−t2 + 7t/3+ 11/6)+ λ2(4t/3+ 4/3) for t ∈ [0,1].
In fact, with m = 2, n = 3, g(t) = 1, α = (2/3,0), β = (0,1/2), γ = (1/4,0), and ξ = (1/2,3/4), we see that BVP (3.14),
(3.15) is of the form of BVP (1.1), (1.2), α > 0, γ > 0, and (H1) holds. From (3.16), we have f0 = 170, and F∞ = 1/11. By
(3.3) and a simple computation, we get that A = 3/22 and B = 168. Thus, F∞/A < 1 < f0/B . Hence, all the conditions of
Corollary 3.1 are satisﬁed. By (3.16) and Lemma 4.3 below, it is easy to see that we can choose R1 = 1 in (4.6). Note from
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y0(t) = 3, y1(t) = −t2 + 7t/3+ 11/6, and y2(t) = 4t/3+ 4/3.
Then, we have
‖y0‖ = 3, ‖y1‖ = 19/6, and ‖y2‖ = 8/3.
The conclusion now readily follows from Corollary 3.1 and Remark 3.4(c).
Example 3.4. Consider the BVP consisting of the equation
u(4) + (1− t−1/2)(tuη1 + uη2)= 0, t ∈ (0,1), (3.17)
and the BC⎧⎪⎪⎨
⎪⎪⎩
u(0) = λ0,
u′(0) = λ1,
u′′(0) = (1/2)u′′(1/4) + λ2,
u′′′(1) = (1/2)u′′′(3/4) + λ3,
(3.18)
where 0 < η1 < 1, 0 < η2 < 1, and (λ0, λ1, λ2, λ3) ∈R4+ .
We claim that if
∑3
i=0 λi is suﬃciently small, then BVP (3.17), (3.18) has at least one positive solution u(t) satisfying
u(t) λ0 + λ1t + λ2
(
t3/3+ t2/4)+ λ3t2 for t ∈ [0,1].
In fact, with m = 2, n = 4, g(t) = 1− t−1/2, f (t, x) = txη1 + xη2 , α = (0,0), β = (1/2,0), γ = (0,1/2), and ξ = (1/4,3/4),
we see that BVP (3.17), (3.18) is of the form of BVP (1.1), (1.3), (H1) holds, f0 = ∞, and F∞ = 0. Hence, all the conditions of
Theorem 3.3 are satisﬁed. Note from (2.38)–(2.40) that
y˜0(t) = 1, y˜1(t) = t, y˜2(t) = t3/3+ t2/4, and y˜3(t) = t2.
The conclusion then follows from Theorem 3.3.
Examples may also be readily given to illustrate the other results. We leave this to the interested reader.
4. Proofs of the main results
For any (λ0, . . . , λn−1) ∈Rn+ , let
u(t) = v(t) +
n−1∑
i=0
λi yi(t), t ∈ [0,1]. (4.1)
Then, BVP (1.1), (1.2) is equivalent to the BVP consisting of the equation
v(n) + g(t) f ∗(t, v) = 0, t ∈ (0,1), (4.2)
and the homogeneous BC⎧⎪⎨
⎪⎩
v(i)(0) = 〈α, v(i)(ξ)〉, i = 0, . . . ,n − 3,
v(n−1)(0) = 〈β, v(n−1)(ξ)〉,
v(n−2)(1) = 〈γ , v(n−2)(ξ)〉,
(4.3)
where
f ∗(t, v) = f
(
t, v +
n−1∑
i=0
λi yi(t)
)
. (4.4)
Deﬁne an operator T : C[0,1] → C[0,1] by
T v(t) =
1∫
Kn−1(t, s)g(s) f ∗
(
s, v(s)
)
ds, (4.5)0
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Moreover, a standard argument shows that T is compact. Let P be deﬁned by (2.45). Obviously, T (P ) ⊆ P .
Proof of Theorem 3.1. Since f0 > μL , there exists R1 > 0 such that
f (t, x)μLx for (t, x) ∈ [0,1] × [0,2R1]. (4.6)
Let (λ0, . . . , λn−1) ∈Rn+ be small enough so that
n−1∑
i=0
λi‖yi‖ R1 (4.7)
and deﬁne
Ω1 =
{
v ∈ C[0,1]: ‖v‖ R1
}
.
Then, for v ∈ P ∩ ∂Ω1, from (4.4) and (4.6), we have
f ∗
(
t, v(t)
)
μL
(
v(t) +
n−1∑
i=0
λi yi(t)
)
μL v(t).
Thus, from (2.46) and (4.5),
T v(t)μL
1∫
0
Kn−1(t, s)g(s)v(s)ds = μL Lv(t). (4.8)
We may suppose that T has no ﬁxed point on P ∩ ∂Ω1. Otherwise, we can see that BVP (1.1), (1.2) has a positive solution
u(t) satisfying (3.2) and the proof is then ﬁnished. Let ϕL be given as in Lemma 2.6. Then ϕL = μL LϕL . In the following, we
show that
v − T v = τϕL for all v ∈ P ∩ ∂Ω1 and τ  0. (4.9)
If this is not the case, then there exist vˆ ∈ P ∩ ∂Ω1 and τˆ  0 such that vˆ − T vˆ = τˆ ϕL . Thus, τˆ > 0 and
vˆ = T vˆ + τˆ ϕL  τˆ ϕL .
Deﬁne
τ1 = sup{τ : vˆ  τϕL}.
Then, τ1  τˆ > 0, vˆ  τ1ϕL , and so from (4.8),
vˆ = T vˆ + τˆ ϕL μL L vˆ + τˆ ϕL  τ1μL LϕL + τˆ ϕL = (τ1 + τˆ )ϕL,
which contradicts the deﬁnition of τ1. Hence, (4.9) holds. By Lemma 2.7, we have
i(T , P ∩ Ω1, P ) = 0. (4.10)
Since F∞ < μL , there exist 0 < σ < 1 and R > R1 such that
f (t, x) σμLx for (t, x) ∈ [0,1] × [R,∞). (4.11)
Let
W = {v ∈ P : v = sT v, 0 s 1}.
We now show that W is bounded, i.e., supW < ∞. For any v ∈ W , let
I v1 =
{
t ∈ [0,1]: v(t) +
n−1∑
i=0
λi yi(t) R
}
, I v2 = [0,1] \ I v1 ,
and
p
(
v(t)
)= min
{
v(t) +
n−1∑
λi yi(t), R
}
.i=0
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v(t) = sT v(t)
1∫
0
Kn−1(t, s)g(s) f ∗
(
s, v(s)
)
ds
=
∫
I v1
Kn−1(t, s)g(s) f ∗
(
s, v(s)
)
ds +
∫
I v2
Kn−1(t, s)g(s) f ∗
(
s, v(s)
)
ds
= σμL
∫
I v1
Kn−1(t, s)g(s)
(
v(s) +
n−1∑
i=0
λi yi(s)
)
ds +
∫
I v2
Kn−1(t, s)g(s) f
(
s, p
(
v(s)
))
ds
 σμL
1∫
0
Kn−1(t, s)g(s)v(s)ds + σμL
n−1∑
i=0
λi‖yi‖
1∫
0
Kn−1(t, s)g(s)ds +
1∫
0
Kn−1(t, s)g(s) f
(
s, p
(
v(s)
))
ds
 σμL Lv(t) + C1 = L1v(t) + C1, (4.12)
where L1v(t) = σμL Lv(t) and
0< C1 = σμL
n−1∑
i=0
λi‖yi‖ max
t∈[0,1]
1∫
0
Kn−1(t, s)g(s)ds + max
t∈[0,1],x∈[0,R] f (t, x) maxt∈[0,1]
1∫
0
Kn−1(t, s)g(s)ds < ∞.
In view of the fact that 0 < σ < 1, we see that the spectral radius, rL1 , of L1 satisﬁes rL1 < 1. Hence, the inverse operator
(I − L1)−1 exists and is given by (see, for example, [15, p. 795, (57d)])
(I − L1)−1 =
∞∑
i=0
Li1.
Then, from L1(P ) ⊆ P , we obtain that (I− L1)−1(P ) ⊆ P . Now, from (4.12), we have v(t) (I− L1)−1(C) for t ∈ [0,1]. Hence,
W is bounded. Let R2 >max{R, supW } be ﬁxed and deﬁne
Ω2 =
{
v ∈ C[0,1]: ‖v‖ R2
}
.
We claim that
v = τ T v for all v ∈ P ∩ ∂Ω2 and τ ∈ [0,1]. (4.13)
For otherwise, there exist v∗ ∈ P ∩ ∂Ω2 and τ ∗ ∈ [0,1] such that v∗ = τ ∗T v∗ . Then, v∗ ∈ W , contradicting the assumption
that ‖v∗‖ = R2 > supW . Thus, (4.13) holds. Then, Lemma 2.8 implies that
i(T , P ∩ Ω2, P ) = 1. (4.14)
By (4.10), (4.14), and the additivity property of the ﬁxed point index, we obtain
i
(
T , P ∩ (Ω2 \ Ω1), P
)= 1.
Thus, from the solution property of the ﬁxed point index, T has at least one ﬁxed point v in P ∩ (Ω2 \ Ω1), which is a
positive solution of BVP (4.2), (4.3). Therefore, we have shown that, for all (λ0, . . . , λn−1) ∈ Rn+ satisfying (4.7), BVP (4.2),
(4.3) has at least one positive solution v(t). Finally, it is clear that the function u(t) deﬁned by (4.1) with the above v(t) is
a positive solution of BVP (1.1), (1.2) and satisﬁes (3.2). This completes the proof of the theorem. 
Parts (a) and (b) of the following lemma can be found in [12, Lemma 4] and [16, Lemma 2.2], respectively.
Lemma 4.1. Assume that h ∈ L(0,1) ∩ C(0,1) and h(t) 0 on (0,1). Then we have the following:
(a) If γ > 0, then the unique solution u(t) of BVP (2.3), (2.4) satisﬁes
u(t) κ‖u‖ for t ∈ [0,1],
where κ is deﬁned by (3.5).
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u(t) κ˜‖u‖ for t ∈ [0,1],
where κ˜ is deﬁned by (3.9).
Lemma 4.2. Assume that h ∈ L(0,1) ∩ C(0,1) and h(t) 0 on (0,1). Then we have the following:
(a) If α > 0 and γ > 0, then the unique solution u(t) of BVP (2.18), (2.19) satisﬁes
u(t) ρ‖u‖ for t ∈ [0,1],
where ρ is deﬁned by (3.4).
(b) If α > 0 and β > 0, then the unique solution u(t) of BVP (2.18), (2.21) satisﬁes
u(t) ρ˜‖u‖ for t ∈ [0,1],
where ρ˜ is deﬁned by (3.8).
Proof. We ﬁrst prove part (a). When n = 2, (3.4) implies that ρ = κ . Then, the conclusion follows from Lemma 4.1(a). In
the following, we assume that n 3. Let w(t) = u(n−2)(t). Then, we have
w ′′ + h(t) = 0, t ∈ (0,1),
w ′(0) = 〈β,w ′(ξ)〉, w(1) = 〈γ ,w(ξ)〉.
Thus, by Lemma 4.1(a), w(t) κ‖w‖ on [0,1], i.e.,
u(n−2)(t) κ
∥∥u(n−2)∥∥ for t ∈ [0,1]. (4.15)
Since u(n−3)(0) = 〈α,u(n−3)(ξ)〉, by Lemma 2.2(a), we have
u(n−3)(t) =
1∫
0
H1(t, s)u
(n−2)(s)ds.
This, together with (2.14) and (4.15), implies that
u(n−3)(t)
∥∥u(n−2)∥∥
1∫
0
b(s)ds
and
u(n−3)(t) κ
∥∥u(n−2)∥∥
1∫
0
a(s)ds
for t ∈ [0,1]. Hence,
u(n−3)(t) κ
∫ 1
0 a(s)ds∫ 1
0 b(s)ds
∥∥u(n−3)∥∥. (4.16)
Similarly, since u(n−4)(0) = 〈α,u(n−4)(ξ)〉, again from Lemma 2.2(a), we have
u(n−4)(t) =
1∫
0
H1(t, s)u
(n−3)(s)ds.
Then, by (2.14) and (4.16), it follows that
u(n−4)(t)
∥∥u(n−3)∥∥
1∫
0
b(s)ds
and
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∫ 1
0 a(s)ds∫ 1
0 b(s)ds
∥∥u(n−3)∥∥
1∫
0
a(s)ds = κ (
∫ 1
0 a(s)ds)
2∫ 1
0 b(s)ds
∥∥u(n−3)∥∥
for t ∈ [0,1]. Thus,
u(n−4)(t) κ
(∫ 1
0 a(s)ds∫ 1
0 b(s)ds
)2∥∥u(n−4)∥∥.
By induction, we see that
u(n−k)(t) κ
(∫ 1
0 a(s)ds∫ 1
0 b(s)ds
)k−2∥∥u(n−k)∥∥, k = 2, . . . ,n.
Hence,
u(t) κ
(∫ 1
0 a(s)ds∫ 1
0 b(s)ds
)n−2
‖u‖ = ρ‖u‖.
This proves part (a).
By Lemma 4.1(b) and a similar argument as above, one can prove part (b) and the proof is omitted. This completes the
proof of the lemma. 
Proof of Theorem 3.2. Let (λ0, . . . , λn−1) ∈Rn+ . Since f∞ > μL , there exists R3 > 0 such that
f (t, x)μLx for (t, x) ∈ [0,1] × [ρR3,∞), (4.17)
where ρ is deﬁned by (3.4). Let
P1 =
{
u ∈ C[0,1]: u(t) ρ‖u‖ for t ∈ [0,1]}
and
Ω3 =
{
v ∈ C[0,1]: ‖v‖ R3
}
.
Then, P1 is a cone, but not a total cone. By Lemmas 2.3(a), 4.2(a), and (2.46), it is easy to see that L is strongly positive.
From Lemma 2.5(b) and by a similar argument as in the proof of Lemma 2.6, we can see that L has an eigenvector ϕL ∈
int P1 and the corresponding eigenvalue is rL > 0. By Lemma 4.2(a), we can see that T (P1) ⊆ P1. Then, for v ∈ P1 ∩ ∂Ω3,
mint∈[0,1] v(t) ρ‖v‖ = ρR3. Hence, from (4.4) and (4.17), we have
f ∗
(
t, v(t)
)
μL
(
v(t) +
n−1∑
i=0
λi yi(t)
)
μL v(t).
Combining this with (2.46) and (4.5) yields
T v(t)μL
1∫
0
Kn−1(t, s)g(s)v(s)ds = μL Lv(t).
Now, by an argument similar to the one used in deriving (4.9), we can show that
v − T v = τϕL for all v ∈ P1 ∩ ∂Ω3 and τ  0.
Then, by Lemma 2.7,
i(T , P1 ∩ Ω3, P1) = 0. (4.18)
Since F0 < μL , there exist 0<  < 1/2 and 0 < R4 < R3 such that
f (t, x) (1− 2)μLx for (t, x) ∈ [0,1] × [0,2R4]. (4.19)
Let
Ω4 =
{
v ∈ C[0,1]: ‖v‖ R4
}
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C2 = cρR4
1∫
0
(1− s)g(s)ds.
Then, for v ∈ P1 ∩ ∂Ω4, mint∈[0,1] v(t) ρ‖v‖ = ρR4. By (2.46) and Lemma 2.3(a), we have
Lv(t) c
1∫
0
(1− s)g(s)v(s)ds  cρR4
1∫
0
(1− s)g(s)ds = C2. (4.20)
Let (λ0, . . . , λn−1) ∈Rn+ be small enough so that
n−1∑
i=0
λi‖yi‖ R4 (4.21)
and
(1− 2)dμL
n−1∑
i=0
λi‖yi‖
1∫
0
(1− s + β)g(s)ds μLC2. (4.22)
We claim that
v = τ T v for all v ∈ P1 ∩ ∂Ω4 and τ ∈ [0,1]. (4.23)
For otherwise, there exist v˜ ∈ P1 ∩ ∂Ω4 and τ˜ ∈ [0,1] such that v˜ = τ˜ T v˜ . From (4.4), (4.19), and (4.21), we see that
f ∗
(
t, v˜(t)
)
 (1− 2)μL
(
v˜(t) +
n−1∑
i=0
λi yi(t)
)
 (1− 2)μL
(
v˜(t) +
n−1∑
i=0
λi‖yi‖
)
.
Thus, from Lemma 2.3(a), (4.20), and (4.22), we obtain that
v˜(t) = τ˜ T v˜ = τ˜
1∫
0
Kn−1g(s) f ∗
(
s, v˜(s)
)
ds
 (1− 2)μL
1∫
0
Kn−1g(s)v˜(s)ds + (1− 2)dμL
n−1∑
i=0
λi‖yi‖
1∫
0
(1− s + β)g(s)ds
 (1− 2)μL L v˜(t) + μLC2
 (1− 2)μL L v˜(t) + μL L v˜(t)
= (1− )μL L v˜(t) = L2 v˜(t), (4.24)
where L2v(t) = (1− )μL Lv(t) for any v ∈ P1. Note that the spectral radius, rL2 , of L2 is given by
rL2 = (1− )μLrL = 1−  < 1.
Then, the inverse operator (I − L2)−1 exists and is given by
(I − L2)−1 =
∞∑
i=0
Li2.
Then, from L2(P ) ⊆ P , we obtain that (I − L2)−1(P ) ⊆ P . Now, applying (I − L2)−1 to (4.24), we obtain that v˜(t)  0 on
[0,1], which is impossible. Therefore, (4.23) holds. By Lemma 2.8,
i(T , P1 ∩ Ω4, P1) = 1. (4.25)
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i
(
T , P1 ∩ (Ω3 \ Ω4), P1
)= −1.
Thus, from the solution property of the ﬁxed point index, T has at least one ﬁxed point v in P1 ∩ (Ω3 \ Ω4), which is a
positive solution of BVP (4.2), (4.3). Therefore, we have shown that, for all (λ0, . . . , λn−1) ∈ Rn+ satisfying (4.21) and (4.22),
BVP (4.2), (4.3) has at least one positive solution v(t). Finally, it is clear that the function u(t) deﬁned by (4.1) with the
above v(t) is a positive solution of BVP (1.1), (1.2) and satisﬁes (3.2). This completes the proof of the theorem. 
Lemma 4.3. Let μL and μL˜ be given in (3.2). Then we have the following:
(a) A μL  B, where A and B are deﬁned in (3.3).
(b) A˜ μL˜  B˜ , where A˜ and B˜ are deﬁned in (3.7).
Proof. We ﬁrst prove part (a). Let ϕL be given as in Lemma 2.6(a). Then,
ϕL(t) = μL
1∫
0
Kn−1g(s)ϕL(s)ds for t ∈ [0,1].
By Lemma 2.3(a), we have
ϕL(t)μLd‖ϕL‖
1∫
0
(1− s + β)g(s)ds on [0,1].
Thus,
μL 
1
d
∫ 1
0 (1− s + β)g(s)ds
= A.
From Lemma 4.2(a), mint∈[0,1] ϕL(t) ρ‖ϕL‖. Then, again from Lemma 2.3(a),
ϕL(t)μLcρ‖ϕL‖
1∫
0
(1− s)g(s)ds.
Hence,
μL 
1
cρ
∫ 1
0 (1− s)g(s)ds
= B.
This proves part (a).
By Lemmas 2.3(b), 4.2(b), and a similar argument as above, one can prove part (b) and the proof is omitted. This
completes the proof of the lemma. 
Proof of Corollary 3.1. The conclusion readily follows from Theorem 3.1 and Lemma 4.3(a). 
Proof of Corollary 3.2. The conclusion readily follows from Theorem 3.2 and Lemma 4.3(a). 
Finally, we remark that, by virtue of Lemmas 2.2(c), 2.4(b), 4.2(b) and 4.3(b), Theorems 3.3 and 3.4 and Corollaries 3.3
and 3.4 can be proved by similar ideas as those in the proofs of Theorems 3.1 and 3.2 and Corollaries 3.1 and 3.2. To avoid
redundancy and save space, we wish only to highlight a few subtle differences in the proofs so that the interested reader
can ﬁll in the details:
(i) The boundary condition at t = 0 in (1.3) differs from that of (1.2) where −λn−2 has been changed to λn−2. The reason
behind this is to ensure the validity of (4.4) where we require
∑n−1
i=0 λi y˜i(t) 0, in particular y˜n−1(t) 0, for t ∈ [0,1].
(ii) When n = 2, the positive solution of BVP (1.1), (1.2) in Theorem 3.1 can only be zero at t = 1 since H0(t, s) G(t, s)
(1− t)(1− s), where the lower bound in t can be zero when t = 1, and on the other hand, the positive solution of BVP
(1.1), (1.3) in Theorem 3.3 can only be zero at t = 0 since H˜0(t, s)  G˜(t, s)  ts, where the lower bound in t can be
zero when t = 0. When n  3, the positive solution of both BVP (1.1), (1.2) and (1.1), (1.3) can only have zero at t = 0
(cf. Remark 2.1), and this occurs only if α = 0 and λ0 = 0.
L. Kong, J.S.W. Wong / J. Math. Anal. Appl. 367 (2010) 588–611 611(iii) In Theorems 3.2 and 3.4, where α > 0, γ > 0 and α > 0, β > 0, respectively, we can avail to Lemma 4.2(a) and (b) and
conclude that the positive solutions established are positive throughout the entire interval [0,1].
Remark 4.1. For BVPs (1.1), (1.2) and (1.1), (1.3), it is reasonable for the reader to ask whether we can obtain the multiplicity
and nonexistence of positive solutions of and the existence of a surface Γ ⊆ Rn+ in such a way that it separates Rn+ into
two disjoint subsets ΛE and ΛN such that the problems have at least one positive solution for each (λ0, . . . , λn−1) ∈ ΛE
and have no positive solution for any (λ0, . . . , λn−1) ∈ ΛN . We believe that the answer to these questions is “yes”. However,
since this paper has been pretty long, we will not address these questions here and will leave them to future investigations.
Remark 4.2. Further to Remark 3.3, Theorems 3.1 and 3.3 show some what unexpectedly that sublinear problems have
stronger results than the superlinear ones as they include the classical Sturm–Liouville two point BVPs with homogeneous
Neumann and Dirichlet BCs at the two end points of the interval. Our results, however, do not include two point BVPs with
homogeneous Dirichlet BCs at both end points.
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