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Some Aspects on Beam Transfer Function




Longitudinal Beam Transfer Function (BTF) measurements are used to determine
the energy spectrum in the CERN PS Booster (PSB), where noise , mainly con-
sisting of initial structures of the injected beam, affects the results and particularly
causes a Base-Line Offset (BLO).
Different signal processing methods and their integration are investigated. Para-
metric estimation methods are shown to give much smaller BLO. Further, mea-
surements on a coasting proton beam at injection energy also show that the BLO
variance cannot be improved by extended measurement times due to excitation
levels.




One possibility to measure the energy spread of a coasting beam is to record the
so called Schottky signal of the particle beam and plot its energy spectrum [1, 2]. In the
PSB, this has not been possible due to residual structure from the linac and injection
processes, causing much stronger coherent signals than the Schottky signals within the
PSB cycle time 1.2 s. [3]. BTF measurements are possible and have been carried out.
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Here Cm is a constant depending on the particle charge and energy, as well as the machine
lattice. PV means the principal value of the integral [5], and n is the harmonic of the
revolution frequency around which measurement has been carried out. The frequency
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the energy distribution can be retrieved, where β and γ are the relativistic mass and
velocity factors of the beam and α is the momentum compaction factor.
The surrounding structures, which affect the beam, are described by a coupling




· e−jnθm , (3)
where θm is the azimuthal angle between the excitation device (cavity) and the beam signal
pick-up (wall-current monitor) see figure 1. For low energy machines, such as the PSB,
the coupling impedance mainly consists of a negative inductance due to space charge.
A measurement of the BTF always contains different kinds of noise that degrades
the result. They can be due to thermal noise in amplifiers, quantisation of signals and
Schottky noise, but mainly consist of the above mentioned density structure in the PSB.
An estimate of the BTF is a linear combination of measured data, which can be regarded
as a realisation of a stochastic process. An integration (summation in the digital case) of







The ’hat’ symbol means that it is an estimate from measured data.
To decrease the effect of the noise and to get a smaller BLO variance, different
signal processing methods have been investigated, using both simulated and measured
data. The black-box Prediction Error Method (PEM) gives very good agreement with
simulated data, and has also given the smallest BLO.














Figure 1: The beam is excited with white noise. The beam response to the excitation is
measured in a pick-up. Both reference u(t) and response y(t) signals are down-mixed to
low frequencies and filtered before they are sampled.
2 Measurement Set-up
The measurements made at the PS Booster are carried out on a 50 MeV flat bottom
coasting proton beam which is kept stable for about 500 ms. The excitation signal is digi-
tally produced, which after up-mixing drives a RF-cavity that has been detuned to avoid
self-bunching of the beam. The cavity gap signal is returned to be used as the reference
signal u(t). The response of the beam y(t) is recorded from a wall-current monitor. Both
reference and response signals are quadrature down-mixed to save bandwidth (sampling
rate) see figure 1, and are thus quantities in the complex domain. The buffers for saving
sampled data are rather limited (1024 samples). A bandwidth of 100 kHz, which is suit-
able for measurements around the sixth harmonic, gives a total measurement time in the
order of 10 ms.
The model we use is a transfer function driven by an input signal and having noise
v(t) added to the response:
y(t) = r‖(u(t)) + v(t) (5)
A necessary assumption for the BTF measurements using the signal processing methods
described below is that the conditions do not change during the time of the measurement.
Specifically, this means that BTF is supposed not to change during the measurement
time. Further, the noise v(t) is assumed to be stationary in the wide sense, i.e. it has
a constant mean value independent of time and an autocorrelation function that only
depends on the time difference of the correlating values [6]. For down mixed signals, as
for the BTF measurements at the PSB, the real and imaginary parts of v(t) must have
specific relations between the their respective autocorrelation rrr(τ) , rii(τ) and their
cross-correlation functions rri(τ) , rir(τ) to be stationary in the wide sense. [7]:
rrr(τ) = rii(τ) (6)
rri(τ) = −rir(τ) (7)
The relation (6) specifically means that the variance of the real and imaginary parts must
be equal.
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3 Some Signal Processing Methods
The non-parametric estimates are based on the Discrete Fourier Transform (DFT),





and reflects the frequency contents of the signal.
The spectrum Φyy of a signal is a measure of the power contents of the signal at
a certain frequency ω0 and is defined as the Fourier transform of the autocorrelation












where wζ(τ) is a smoothing window that is zero for τ > |ζ|.
We also define the Signal to Noise Ratio (SNR) to be the ratio between the input





3.1 Empirical Transfer Function Estimate
An easy and common way of estimating a transfer function, is to divide the DFTs
of the response and the reference signals. This is called the Empirical Transfer Function







N indicates the length of the data record used to calculate the DFTs.
The ETFE is asymptotically unbiased at the frequencies for which it is defined.
It has the disadvantage that its variance does not decay with N (except for the second







signal’s spectrum. There are different ways of reducing the variance, e.g. smoothed and
averaged ETFE, as well as time-gating.
3.2 Smoothed ETFE
If it is assumed that the transfer function is a smooth function, the ETFE can be









The width of the weighting window (a small ζ implies a wide window Wζ(ω)) controls the
trade-off between variance and bias, where the former decays with N and with the SNR
at each frequency, but increases with the square mean of the weighting window W ζ .
Var GˆN(e





If the weighting window Wζ(ω) is normalised and concentrated around ω0 where
the input and noise spectra Φu(ω) and Φv(ω) do not change very much, the Smoothed
ETFE can be calculated as the ratio between the cross spectrum Φˆyu(ω) and the input







It is also possible to divide the data record into R batches of length M . Each batch
is then dealt with as a single measurement, for which its ETFE is calculated. The method




















However, there is also a corresponding frequency resolution loss.
3.4 Time Gated Estimate
Another way of reducing the noise is to use the so called the Time Gated Estimate
(TGE). The impulse response (the inverse Fourier transform of the transfer function) is a
peak signal that decays rather quickly. Thus, all non-zero signal before and far after the
peak is noise that can be removed by using a gating window wκ(t). The gated response








ˆˆg(t) is the impulse response estimate using the ETFE.
This can be rewritten as a convolution in frequency domain. If α(ω) in equation (14)
does not change much over the width of the time gating window in frequency domain, it
can be approximated with α(ω0). If we then also choose the time gating window Wκ(ω)






Wκ(ξ − ω0) ˆˆGN(eiξ)dξ (20)
Here κ is the corresponding parameter for the time gating window, as ζ for the smoothed





























































Figure 2: The time gated estimate (TGE) is calculated by windowing the impulse response
estimate with the window wκ(t) consisting of a rectangular window with Hamming slopes.
The rectangular window has 10 samples before and 40 samples after time zero, whereas
the Hamming (half-) windows are 10 samples each.
in equation (16), the estimates can, however, have slight differences. Often the time gat-
ing window Wκ is chosen to be a combination of Hamming and rectangular windows,
see figure 2, whereas Wζ often is a pure Hamming window, which also contributes to a
difference. See figure 3 for a comparison of smoothed ETFE and TGE.
3.5 Black-box Prediction Error Method
Another approach to estimate the transfer function from digitised data is to assume
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nk is the system time-delay, na and nb are filter orders, and q
−1 is a time-delay operator
such that q−1u(t) = u(t− 1). The time t is supposed to be an integer.
Similarly, assuming a noise model to be a (inversely stable) digital filter H(q) driven
by a white noise process e(t), we get a model of the BTF measurement to be as
y(t) = G(q)u(t) +H(q)e(t). (22)








By fixing different polynomials in equation (23) to unity, the model have different names,
which is summarised in table 1. The parameters to be estimated in such a model is thus
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Figure 3: Comparison of real and imaginary parts of smoothed ETFE and TGE from
simulated BTF with normally distributed energy spread. Smoothed ETFE uses a Hamming
window with length ζ = 50 (solid in graph). Two different window are used for the TGE:
Hamming with length κ = ζ = 50 (dashed in graph) and a combination of Hamming and
rectangular window as in figure 2 (dotted in graph). (a) Real parts. (b) Imaginary parts.






Table 1: Examples of model names depending of what polynomials are used in the general
model in equation (23). AR stands for autoregressive, MA for moving average, X for extra
input, OE for output error and BJ for Box-Jenkins model. FIR stands for Finite Impulse
Response model.
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the coefficients of the time delay operators: a’s, b’s, c’s, d’s and f’s, which we gather in
the vector θ = [a1 · · · , b0 · · · , c1 · · · , d1 · · · , f1 · · · ]T . The number of parameters is usually
much less than the number of data, so there is a compression of data and the variance
decreases. (As a comparison, the ETFE transforms the time domain data to the same
number of data in frequency domain.)
When having a model (23), it is possible to predict the output data yˆ(t) and to
calculate the prediction error (or residuals) ε(t), since the actual output y(t) is recorded.
ε(t, θ) = y(t)− yˆ(t, θ) (24)
θ shows the dependence of the parameters.
The model can thus be optimised by minimising a scalar norm (loss function) V (θ),





where the norm l(·) usually is chosen to be the square norm. This means that the Pre-
diction Error Method (PEM) estimate coincides with the least square estimate, that can
be solved with (pseudo-) linear regression. Gˆ(q, θ) and Hˆ(q, θ) are globally identifiable
if the excitation signal is ‘consistently exciting’ (contains all frequencies) and there are
no common poles and zeros in Gˆ and Hˆ. The estimates also convert to the best possible
approximation of the system that is available in the model set.
Choosing the polynomial A(q) to be unity means that the parametrisations of Gˆ(q, θ)
and Hˆ(q, θ) are independent. This is good for transfer function estimates, since Gˆ of correct
order (nb, nf ) is estimated correctly although H is of an erroneous order (nc, nd).
The PEM can, by re-writing the expression for the loss function V (θ) in frequency
domain, be interpreted as a smoothing of the ETFE weighted with the model SNR.
For high order nord models based on a large number of data N , an asymptotic
expression for the variance of the transfer function ˆG(q, θ) is proportional to the order of







The model order nord is the biggest order of the numerator and denominator polynomial
orders.
For further reading, see [8].
3.6 Integration of Estimate
We saw in section 1 that the energy distribution is retrieved by integrating the real
part of the BTF. For long records N , the integral in equation (4) can be approximated









n is the harmonic number, C is the constant from equation (1), N is data record length
and T is the sample frequency. −∞ corresponds to the lowest measured frequency.
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One of the major problems of BTF measurements in the PSB is that the BLO (see
equations (4) ) does not converge to zero. As mentioned in section 1, the BLO can be
regarded as a random variable whose variance we investigate.
The ETFE is asymptotically uncorrelated in N at each frequency, so that the vari-
ance of Fˆ0 can easily be calculated as the sum of variances of the real-part of the BTF at













The variance of a complex random variable is the sum of its real and imaginary com-
ponents. Hence, the variance of the real part becomes the half of the total variance of
the (complex) BTF according to (6). If we also assume the SNR to be constant for all




























where we only regard estimated frequencies ξ = 2pi(k−N/2)
N
, k = 0, . . . , N − 1. Hence, the
BLO variance decays with N and SNR.





























But since R ·M = N , this is the same as using the ETFE. Computer simulations also
show this: Figure 4(a) shows the relation between Var Fˆ
(aetfe)
N (∞) and the number of
batches R to average over. The gradient is zero, which means that the BLO variance is
independent of how many batches R the record length N is divided into. However, by a
closer investigation of the variance using lemma 6.1 in [8], a second term decreases with
1/RM2 which is slightly slower than for the ETFE, whose second term decreases with
1/N2.
Now regarding the TGE, it is found that the BLO takes exactly the same value as
when using the ETFE. This we state as a theorem:
Theorem 1





−j2pitm/N , m = 0, . . . , N − 1, (31)
where ˆˆg(t) is the inverse DFT (IDFT) of the ETFE.
Further, let the gating window be normalised:
wκ(0) = 1. (32)
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Figure 4: Simulations of BTFs show that the variance of the integrated real part decrease
with the number of samples N . The simulations used one constant realisation of a white
noise as input signal and had white noise added to it. The variance was calculated based
on 100 simulations for each point in the graphs. (a) The averaged ETFE was used, having
a record length of N = 213 samples and using R from 1 to 211. The gradient is equal
to -0.0287 in the logarithmic scale which means that the BLO variance is independent
of the number of averages. (b) The figure shows a simulations with a Box-Jenkins model
of order 3 for estimation using a N from 26 to 2592. The gradient is -1.0775 so that
the BLO variance is inversely proportional to the number of samples N . (c) Simulations
using the smoothed ETFE with increasing N from 26 to 213 samples, with a smoothing
window length ζ = 20 + log2(N). The gradient is -1.0125 which means that the variance
is inversely proportional to N .
Then the BLO using the TGE is exactly the same as using the ETFE:
Fˆ
(tge)
N (∞) = Fˆ (etfe)N (∞) (33)
Proof: See appendix A.
In the case of the PEM, we do a heuristic analysis of a simple FIR model (A, C, D
and F set to unity in equation (23)) with additive noise
y(t) = G(q)u(t) + v(t) (34)
G(q) = g0 + g1q
−1 + · · ·+ gd−1q−d+1 (35)
to find an expression for the BLO variance.
If we gather the parameters in the vector θ = [g0 · · · gd−1]T and the input data u(t)
in the regression vector ϕ(t) = [u(t) · · · u(t − d + 1)]T , equation (34) can be rewritten as


















YN = ΦNθ + VN (37)
where we ordered data in column vectors. (ΦN is a (N × d) matrix which means that we
have d data too little of u(t). However, we could set these to zero and neglect it in this
heuristic approach. In the continuation we also drop the subscript N .)
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This has the least square solution
θˆ = [Φ∗QΦ]−1Φ∗QY = θ0 + [Φ∗QΦ]−1Φ∗QV (38)
where Q = 1
N
I (I is the identity matrix) and ∗ denotes the complex conjugate which
makes the equation valid also for signals of complex quantities. θ0 is the supposed ‘true’
value of the model, to which we have an error term added. The expression inside the
brackets in equation (38) is an hermitian matrix and is an estimate of the covariance




With an input signal consisting of white noise, this will tend to σ2I, (a diagonal matrix
with the variance of the input in the diagonal) as N approaches infinity. Now the transfer
function can be expressed as
G(eiω) = [1 e−iω · · · e−i(d−1)ω]θ = γ(ω)θ (40)
so that the difference of the transfer function estimate and its true value is
Gˆ(eiω)−G0(eiω) = γ(ω)R−1Φ∗QV (41)
Hence we can express the difference of the integrated estimate as


















Here we have integrated both the real and imaginary parts for simplicity, and have summed
over the frequencies ωk = 2pi(k − N/2)/N . We have also gathered the normalised sum-
mation of the frequencies in the d-dimensional vector Γ(ωk), and since no other vector or
matrix depends on ω, it is easily seen that
Γ(ωk) = [1 0 · · · 0] , d < N (43)





e−j2pikn/N = δ(n+ p ·N) , (44)
where p is any integer. The variance of the integrated estimate then takes the following
expression











−1Φ∗QE[V V ∗]QΦR−1Γ(ωk) (46)
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The second equality is true since the input signal is supposed to be a known realisation of
a white noise process. The expected value in equation(46) is equal to the covariance matrix
for the additive noise. We suppose this to be white and independent so that E[V V ∗] = σ2vI,
which is a diagonal matrix with the variance of the noise σ2v in the diagonal. We then use
that Q = 1/NI and have



































where we used the results from equation (39) and (43) in the second and fourth equality
respectively. If we also use the fact that RN tends to σ
2
uI when N approaches infinity, we
get the variance of the integrated estimate to be



















for a white noise, since the autocorrelation function r(τ) is non-zero only at τ = 0 and
then equals the variance of the white noise. Note that we here have integrated the complex
transfer function G(ejω). The variance of the real part is thus half of the total variance
in equation (48). This heuristic result fits very well with the computer simulations made
for the more general Box-Jenkins model, see figure 4(b).
A corresponding simulation using smoothed ETFE also gives this result, see figure
4(c), whereby we conclude that the variance of the BLO decreases with record length N
and the SNR for all investigated models.






Simulations have been carried out to see how well the different signal processing
methods agree with a known BTF. The simulated BTF is disturbed with additive thermal
(white) noise and Schottky noise. Their influences on the BTF have been investigated in
[11].
y(t) = r‖(q)u(t) + nT (t) + nSch(t) (51)
The latter noise can also be seen as the structure noise that is present in the BTF mea-
surements at PSB, but with a larger magnitude.
The simulation uses data records of 1024 samples with a corresponding sampling
frequency of 100 kHz around the 6th harmonic of the revolution frequency of a proton
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beam at 50 MeV, which correspond to the physical parameters in the measurement set-up
(section 2). Simulations compares results of normally and quadratically distributed energy
spread, different SNR for thermal (white) and Schottky noise and coupling impedances,
see table 2.
Simulation: A B C D
SNR, Φy/ΦT 56 dB 46 dB 56 dB 56 dB
SNR, Φy/ΦSch 34 dB 24 dB 34 dB 34 dB
Coupling Imp. [kΩ/n] 0 0 8.0 0
Distribution Normal Normal Normal Quadratic
Table 2: Differences for the simulations. Simulation A has a normal distribution of the
BTF with a fairly good SNR and no coupling impedance. B has less good SNR than A. In
C, there is instead introduced a coupling impedance, whereas D has a BTF with quadratic
distribution. N.B. The SNR is given here as the ratio between the power spectra of the
output signal and the noise.
Smoothed ETFE uses a Hamming window with ζ = 50 (see equation (10)) for
smoothing, and the TGE makes use of the special window described in section 3.4 which
consists of a Rectangular window with Hamming slopes, see figure 2. The averaged ETFE
uses four batches for averaging (R = 4), and the PEM uses a Box-Jenkins model (A(q) = 1
in equation (23)) with polynomial orders nb = nc = nd = nf = 3 and no system delay
nk = 0. For simulations with a discontinuous distribution, also a model order of five has
been used, see table 3. The reference signal u(t) from an actual measurement at PSB is
used as input to the simulation model.
Method: ETFE AETFE SETFE TGE PEM
Averages 1 4 - - -











Table 3: Overview of estimation methods used for the simulations. ETFE uses no aver-
aging, whereas averaged ETFE uses only R = 4, since the record length N is chosen to
be rather short (1024 samples) as for the PSB measurements. The windows used for the
smoothed ETFE and the TGE are the Hamming window and the special window in figure 2
respectively. The PEM used a Box-Jenkins model of order three and no time-delay. For
simulation with discontinuous distributions, also an order of five has been used.
It should be noted that the PEM appears very ‘noise-free’ in the graphs since the
graphs are derived from driving the optimised PEM with an impulse input signal δ(t),
so the variance of the parameters will be seen as deviations from the known noise-free
model.
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Figure 5: Stability diagrams from the simulated BTF of a beam with normally distributed
energy spread. SNR is 56 dB and 34 dB respectively for thermal (white) and Schottky
noise. The coupling impedance was set to zero. (a) ETFE (dotted) and noise-free BTF
(solid). (b) Averaged ETFE (dotted), smoothed ETFE (dashed) and TGE (solid). (c) PEM
(dotted) and noise-free BTF (solid)
Regarding the stability diagram, PEM is the far best model. The ETFE and the av-
eraged ETFE are not suitable for such usage, since they are difficult to evaluate. Smoothed
ETFE and TGE can though give some information, e.g. if the azimuthal angle θm has
been correctly chosen whereby the stability diagram is mainly vertical, see figure 5.
The real part of the BTF given by the different methods are shown in figure 6. All
smoothing methods improve the ETFE in different extents, and at a fairly good SNR all
methods give good results concerning the integrated real part. However, the PEM gives
significantly smaller BLO, when the (simulated) BTF measurement give big deviations of
base-line for the other investigated methods. The averaged ETFE can also increase the
BLO, see figure 7.
For less good SNR, the optimisation of the PEM does not reach the same agreement
with simulated BTF. However, the PEM still gives better results than the other methods.
The ETFE is drawn in the graphs for comparison, see figure 8.
When the beam is subject to a strong coupling impedance, a noisy BTF measure-
ment causes further complications due to the non-linear impedance correction in equation
(3). The stability diagram is by this correction (usually) moved closer to the origin whereby
some samples may change sign. The stability diagram thus still has the same ‘goodness’,
but when the compensated BTF is integrated, there are samples that give an erroneous
contribution to the distribution, which is illustrated in figure 9 and 10. It is worth noting
that when the coupling impedance is present, the TGE must first smooth the ETFE and
then be compensated for the coupling impedance, to give good results.
Finally, a beam with a quadratic distribution was simulated to see how well the
methods apply to distributions with discontinuities. The PEM has bigger problems to
apply to such distributions as seen in figure 11, but the integration fits fairly well with
the simulated distribution. A way of improving the PEM estimates is to increase the
model order, which is seen in figure 12, where a model order of 5 is used. However, using
too high an order can introduce spurious peaks in the estimate, see also section 6.2. In this
case, it is important to re-scale the input and output signals to be of the same magnitude
before using the optimising algorithms. This is to avoid numerical problems.
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Figure 6: Real parts of simulated BTF of a beam with normally distributed energy spread.
(Stability diagrams in figure 5.) The PEM coincides very well with the noise-free BTF.
(a) ETFE (dotted) and noise-free BTF (solid). (b) Averaged ETFE (dotted), smoothed
ETFE (dashed) and TGE (solid). (c) PEM (dotted) and noise-free BTF (solid)


























Figure 7: Integrated Real parts of simulated BTF from beam with normally distributed
energy spread. (See real parts in figure 6). The PEM has the smallest BLO. Note
how the averaged ETFE can increase the BLO. (a) ETFE (dotted), averaged ETFE
(dashed), smoothed ETFE (dash-dotted) and noise-free BTF (solid). (b) TGE (dotted),
PEM (dashed) and noise-free BTF (solid).
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Figure 8: Real parts and its integration of simulated BTF of a beam with normally dis-
tributed energy spread. Here with less good SNR. (47 dB and 24 dB for thermal and
Schottky noise respectively.) (a) Real parts of ETFE (dotted), PEM (dashed) and noise-
free BTF (solid). (b) Integrated real parts of ETFE (dotted), PEM (dashed) and noise-free
BTF (solid).




































Figure 9: Real parts of simulated BTF of a beam with normally distributed energy spread
and a negative inductive coupling impedance of 8 kΩ/n, for which the BTFs have been cor-
rected. The better SNR has been used. (a) ETFE (dotted) and noise-free BTF (solid). (b)
Averaged ETFE (dotted), smoothed ETFE (dashed) and TGE (solid). (c) PEM (dotted)
and noise-free BTF (solid).
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Figure 10: Integrated Real parts of simulated BTF of a beam with normally distributed
energy spread and a negative inductive coupling impedance of 8kΩ/n, for which the BTFs
have been corrected. (See real parts in figure 9). (a) ETFE (dotted), averaged ETFE
(dashed), smoothed ETFE (dash-dotted) and noise-free BTF (solid). (b) TGE (dotted),
PEM (dashed) and noise-free BTF (solid).
























Figure 11: Real parts and its integration of simulated BTF of a beam with quadratically
distributed energy spread. The better SNR has been used. (a) Real parts of ETFE (dotted),
PEM (dashed) and noise-free BTF (solid). (b) Integrated real parts of ETFE (dotted),
PEM (dashed) and noise-free BTF (solid).
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Figure 12: Real parts and their integration of simulated BTF of a beam with quadratically
distributed energy spread. Here the PEM used a model of order 5 instead, and it is seen how
the estimate better coincides with the noise free BTF. However, spurious peaks has been
introduced in the estimate. (a) Real parts of PEM (dashed) and noise-free BTF (solid).
(b) Integrated real parts of PEM (dashed) and noise-free BTF (solid).
5 Results from Measurements on Beam
The initial noise structure of the beam decays exponentially, such that after 100 ms
the noise is close to its minimum. A change of the energy distribution cannot be observed
during this time, so measurements at 100 ms after injection give better SNR, yet with
a correct energy distribution. An intense beam also gives unexpected structures about
150 ms after injection. These structures can be avoided by using a less intense beam
(∼ 2 · 1012 particles).
In section 3 we observed that a longer measurement would give less variance of trans-
fer function estimates and BLOs. However, this means that the beam is under excitation
for a longer time and the energy distribution may be affected. However, this alteration is
avoided with smaller excitation levels. Measurements have shown that reducing the exci-
tation power with 5-6 dB approximately doubles the time to beam alteration, see figure
13. Hence, the BLO variance does not decrease by extending the measurement time, since
any gain in variance is lost due to lowered excitation. Figure 14 shows the integrated
real part of the different signal processing methods of a measurement in the PSB. The
excitation level used at the measurement is in the order that it yields an alteration of the
energy distribution after about 15 ms of excitation. The measurement is done on a beam
of ∼ 7.58 · 1011 particles at 100 ms after injection into the PSB.
6 PEM Objectives and Validation
6.1 Model Structure
Earlier it was mentioned that independent parametrisation of the transfer function
and the noise model gives good estimates of a BTF even if the model order, nord, in the
noise model is incorrect. The Output Error model has shown to give big values of the loss
function V (θ) in equation (25) and thus is not suitable for BTF measurements. The BJ
model has a bigger noise model and thereby reduces the loss function considerably and is
therefore chosen for modelling of the BTF.
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Excitation power (HP) [dB]
Figure 13: The dependence between excitation power and time to alteration of the beam
energy distribution. The levels of the excitation is set in a HP Vector analyser and later
amplified before entered in the cavity. A decrease of excitation power with 5-6 dB approx-
imately doubles the time to alteration.




















Figure 14: Integrated Real parts of measured BTF. Measurement was done 100 ms after
injection with a well adjusted excitation level. (a) ETFE (dotted), averaged ETFE (dashed)
and smoothed ETFE (dash-dotted). (b) TGE (dotted) and PEM (dashed).
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6.2 Model Order
The next problem is to find good polynomial orders (i.e. na, nb, etc.). If the shape
of the transfer function is known, as for the BTF, the number of poles and zeros can
be estimated with some knowledge of digital filters. Otherwise, the model order can be
estimated directly from measured data by regarding the output as an AR model and
studying the eigenvalues of its autocorrelation function. The number of eigenvalues, that
have significant envelopes, is equal to the AR model order. Akaike’s Information Criterion
(AIC) or his Final Prediction Error (FPE) criterion can also be used to estimate the AR
model order. (See for instance [8] or Chapter 12 in [9]) Alternatively, the data record can
be divided into an estimation and a validation part which are used to find the model order
for an ARX model.
Having the number of poles na of the AR (or ARX) model, we assume that there
are as many zeros in the transfer function. Similarly, we select the number of poles and
zeros of the noise model to be the same as for the transfer function model. This means
that for a BJ model we would choose nb = nc = nd = nf = 3 and na = 0 specifically for
the BTF measurements in PSB. When the distribution contains discontinuities, a higher
model order can be chosen.
If the transfer function is chosen to be a too big model, extra parameters in the
numerator (zeros) will just adjust to the noise in the signal, whereas extra poles can
introduce spurious peaks in the estimate. Too few poles, on the contrary, would give a
highly smoothed estimate.
The prediction horizon or system time-delay nk is another parameter to decide. The
time it takes for the particles to travel from the excitation kicker (cavity) to the pick-
up (wall-current monitor) compared to the sample time determines nk. For the 50 MeV
proton beam in the PSB this takes 1.16 µs, which is 8.6 times smaller than the sample
time (T = 10 µs). Thus, the system time-delay can be considered to be zero, nk = 0.
6.3 Pretreatment
Pretreatment that might be necessary is to compensate for high frequency noise
and for low frequency components. The latter concerns frequencies close to the mixing
(or centre) frequency for complex value signals. Both deal with pre-filtering both the
output and input data. In the PSB, the pre-filtering consists of finding the analogue-digital
converter (ADC) offsets and compensating data for them. Different methods, such as High-
Pass filtering and removal of signal mean, have been investigated, but the best solution
has been shown to be making a zero-input measurement of the ADCs and removing their
means from the signals of the BTF measurement.
When the residuals calculated from the PEM contain so called outliers (single ex-
treme values), these influence the optimisation of the model. This problem can be reduced
by choosing robust norms l(·) in equation (25). (See chapter 15 in [8].)
6.4 Input signal
The BTF measurements must have a well adjusted excitation signal not to alter the
energy distribution of the beam, as we have seen in section 5. This input signal should
also contain all frequencies in the interesting frequency span to make the PEM converge
towards the actual BTF. Further, tests have shown white noise input to be preferable
to chirp signals for the PEM; a chirp signal introduces peaks in the transfer function
estimate, which causes an undesired BLO. However, for ETFE related methods, chirp
excitation produces much smoother estimates, but can with too strong excitation form
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Figure 15: An input signal with big peaks in the inverted spectrum gives a BTF with peaks
at the corresponding frequency. (a) Absolute value of input signal |U(ω)|. (b) Inverted
spectrum of input signal 1/|U(ω)|. (c) Real part of the BTF where the input signal in (a)
was used.
empty buckets that go into the phase-space of the beam. Thus, a fairly big frequency
change can be seen of the BTF [3].
Another important aspect of the input signal for ETFE related methods is that
the inverted spectrum 1/|U |2 should be as white as possible if an input signal consisting
of pseudo noise is used. Peaks in the inverted spectrum will cause peaks in the transfer
function estimate at the corresponding frequencies. This is due to the fact that at such
a peak the SNR is much smaller and hence gives a big error in the estimate. A pseudo
noise input signal with big peaks in the inverted spectrum for some frequencies is shown
with the real part of the BTF driven by that signal in figure 15.
6.5 Validation
The estimates for the different transfer function models all correspond to an actual
BTF. The ETFE gives unbiased estimates at the frequencies for which it is defined,
although with a fairly big variance. All other ETFE related estimates in this paper have
some parameters to be chosen, which controls the trade-off of bias and variance. The
PEM must have a good model (structure and order) to give good results. If simulations
as in section 4 can be carried out, these give good hints about a method’s validity. When
no simulation is possible, the ETFE can be used to visually compare the results, which
serves as a rough validation.
Further for the PEM, the residuals must be uncorrelated, both its real and imaginary
parts and at different times t. If the residuals are correlated with past input data, there
is more information to be extracted. If the estimated parameters have a big variance, it
can also be suspected that the model order is too big, just as when a pole and a zeros are
very closely placed so that they could cancel. The loss-function V (θ) as well as FPE and
AIC are also measures of how good the model is.
7 Conclusions
We have studied BTF measurements that were contaminated with different kinds
of additive noise. Digital signal processing methods have been investigated to reduce the
effect of the noise, where Prediction Error Methods (PEMs) yielded substantially improved
results, which has been demonstrated in BTF simulations and measurements.
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The integration of the real part of the BTF, representing the energy distribution of
the particle beam, is a linear combination of a realisation of a stochastic process, whose
asymptotic value Fˆ0(∞) we have called the Base-Line Offset (BLO). We have investigated
its variance for the different BTF estimation methods, and found that it decreases with
SNR and record length N .
The PEM has, however, given the smallest BLO, which also has shown to be true
when the contents of noise was increased. Non-linear treatment of a noisy BTF, such as
correction for a coupling impedance, was found to give additive miss-interpretations for
rough estimates such as the ETFE and its smoothed versions, whereas the PEM estimates
give very good results. Also when the distribution had discontinuities, the PEM had the
smallest BLO, however, with more difficulties to apply to such a distribution.
The PEM most suitable for BTF measurements is the Box-Jenkins model, since it
has independent parametrisation of transfer function and noise model. The noise model
of a Box-Jenkins model is big enough to model the noise in the measurements. An order
of 3 for all polynomials in the PEM model has shown to give good results for the BTF
measurements at PSB. However, for discontinuous distributions, the model order can be
increased.
BTF measurements have shown that excitation signal must be carefully adjusted
not to alter the beam, yet having the best SNR. For PEM, a realisation of a white noise
as excitation signal is preferred, whereas a chirp signal should be used for ETFE related
methods. For the latter methods it is also important that the inverted power spectrum of
the excitation signal is without peaks to avoid peaks in the estimates. Extending measure-
ment duration has shown no improving effect on the BLO variance as the excitation level
has to be reduced in order to not alter the distribution. On the contrary, measurements
have shown that a shorter measurement time with bigger excitation level can give less
variance.
The structure in the beam distribution at PSB decays exponentially and reaches
low levels after 100 ms, whereby the energy distribution has not changed. Hence, the time
for a measurement can improve the SNR. Low intensity beams are also preferable, since
further structuring is avoided.
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A Proof of Theorem 1
First we use the inverse DFT to express the impulse response ˆˆg(t) and the gat-
ing window wκ(t) in their corresponding Fourier transforms
ˆˆ
G(k) and Wκ(k). We also
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The expression within the brackets of the second equality is only non-zero when l =




















Now regard the summation of the circularly shifted frequency window. We first
















As before the bracket expression is non-zero only when k = p ·N and is then equal to N .
Hence, the last equality follows.









































where we have used the results from equation (53) and (54). We use a normalised gat-
ing window (equation (32)) which means that the last equality in equation (55) equals
Fˆ
(etfe)
N (∞), hence the theorem follows.
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