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METHOD TO ACHIEVE SECURITY AND STORAGE SERVICES IN
CLOUD COMPUTING
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PG Student, Audisankara College, Nellore, 2ME Assistant Professor, Audisankara College

Abstract- Cloud storage enables users to remotely store their data and enjoy the on-demand high quality cloud applications
without the burden of local hardware and software management. Though the benefits are clear, such a service is also
relinquishing users ‘physical possession of their outsourced data, which inevitably poses new security risks toward the
correctness of the data in cloud. In order to address this new problem and further achieve a secure and dependable cloud
storage service, we propose in this paper a flexible distributed storage integrity auditing mechanism, utilizing the
homomorphism token and distributed erasure-coded data. The proposed design allows users to audit the cloud storage with
very lightweight communication and computation cost. The auditing result not only ensures strong cloud storage correctness
guarantee, but also simultaneously achieves fast data error localization, i.e., the identification of misbehaving server.
Considering the cloud data are dynamic in nature, the proposed design further supports secure and efficient dynamic
operations on outsourced data, including block modification, deletion, and append. Analysis shows the proposed scheme is
highly efficient and resilient against Byzantine failure, malicious data modification attack, and even server colluding attacks)

data without being detected in a timely fashion.
Similarly, CSP may even attempt to hide data loss
incidents so as to maintain a reputation. Therefore,
although outsourcing data into the cloud is
economically attractive for the cost and complexity of
long-term large-scale data storage, its lacking of
offering strong assurance of data integrity and
availability may impede its wide adoption by both
enterprise and individual cloud uses. In order to
achieve the assurances of cloud data integrity and
availability and enforce the quality of cloud storage
service, efficient methods that enable on-demand data
correctness verification on behalf of cloud users have
to be designed. However, the fact that users no longer
have physical possession of data in the cloud
prohibits the direct adoption of traditional
cryptographic primitives for the purpose of data
integrity protection. Hence, the verification of cloud
storage correctness must be conducted without
explicit knowledge of the whole data files.
Meanwhile, cloud storage is not just a third party data
warehouse. The data stored in the cloud may not only
be accessed but also be frequently updated by the
users, including insertion, deletion, modification,
appending, etc. Thus, it is also imperative to support
the integration of this dynamic feature into the cloud
storage correctness assurance, which makes the
system design even more challenging. Last but not
the least, the deployment of Cloud Computing is
powered by data centers running in a simultaneous,
cooperated and distributed manner. It is more
advantages for individual users to store their data
redundantly across multiple physical servers so as to
reduce the data integrity and availability threats.
Thus, distributed protocols for storage correctness
assurance will be of most importance in achieving
robust and secure cloud storage systems. However,
such important area remains to be fully explored in
the literature. Recently, the importance of ensuring

I. INTRODUCTION:
SEVERAL trends are opening up the era of Cloud
Computing, which is an Internet-based development
and use of computer technology. The ever cheaper
and more powerful processors, together with the
software as a service (SaaS) computing architecture,
are transforming data centers into pools of computing
service on a huge scale. The increasing network
bandwidth and reliable yet flexible network
connections make it even possible that users can now
subscribe high quality services from data and
software that reside solely on remote data centers.
Moving data into the cloud offers great convenience
to users since they don’t have to care about the
complexities of direct hardware management. The
pioneer of Cloud Computing vendors, Amazon
Simple Storage Service (S3) and Amazon Elastic
Compute Cloud (EC2) are both well known
examples. While these internet-based online services
do provide huge amounts of storage space and
customizable computing resources, this computing
platform shift, however, is eliminating the
responsibility of local machines for data maintenance
at the same time. As a result, users are at the mercy of
their cloud service providers for the availability and
integrity of their data. On the one hand, although the
cloud infrastructures are much more powerful and
reliable than personal computing devices, broad range
of both internal and external threats for data integrity
still exist. Examples of outages and data loss
incidents of noteworthy cloud storage services appear
from time to time. On the other hand, since users may
not retain a local copy of outsourced data, there exist
various incentives for cloud service providers (CSP)
to behave unfaithfully towards the cloud users
regarding the status of their outsourced data. For
example, to increase the profit margin by reducing
cost, it is possible for CSP to discard rarely accessed
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the remote data integrity has been highlighted by the
following research works under different system and
security models. These techniques, while can be
useful to ensure the storage correctness without
having users possessing local data, are all focusing on
single server scenario. They may be useful for
quality-of service testing, but does not guarantee the
data availability in case of server failures. Although
direct applying these techniques to distributed storage
(multiple servers) could be straightforward, the
resulted storage verification overhead would be linear
to the number of servers. As an complementary
approach, researchers have also proposed distributed
protocols for ensuring storage correctness across
multiple servers or peers. However, while providing
efficient cross server storage verification and data
availability insurance, these schemes are all focusing
on static or archival data. As a result, their
capabilities of handling dynamic data remains
unclear, which inevitably limits their full applicability
in cloud storage scenarios

the following goals: Storage correctness: to ensure
users that their data are indeed stored appropriately
and kept intact all the time in the cloud. Fast
localization of data error: to effectively locate the
malfunctioning server when data corruption has been
detected. Dynamic data support: to maintain the same
level of storage correctness assurance even if users
modify, delete or append their data files in the cloud.
Dependability: to enhance data availability against
Byzantine failures, malicious data modification and
server colluding attacks, i.e. minimizing the effect
brought by data errors or server failures. Lightweight:
to enable users to perform storage correctness checks
with minimum overhead.
Activity Diagram

Existing System:
In the past, software had to be installed in an
infrastructure close to end users.
1) In an existing system, we doesn’t measure the
correctness of cloud storage. In case any of the
corruption might be happened on cloud mean we
can’t get the original information’s everything
going to be lost.
2)
There are no recover methods present their
existing systems. It is more
advantages for
individual users to store their data redundantly
across multiple physical servers so as to reduce
the data integrity and availability threats. Thus,
distributed protocols for storage correctness
assurance will be of most importance in
achieving robust and secure cloud storage
systems.
Proposed System:
1) If any of a cloud get affected means with the help
of the third party auditor We easily recover the
data’s from cloud.
2) This So that we measure cloud correctness based
on integrity auditing mechanism it helps to
secure and efficient dynamic operations on
outsourced data, including block modification,
deletion, and append.
3) With the help of that we ensure our data’s always
going to be a right one if any mismatch occurs
means we easily find out were ever corruption
are made based on that we recover the from
cloud as much as possible.

CONCLUSION
In this paper, we investigate the problem of data
security in cloud data storage, which is essentially a
distributed storage system. To achieve the assurances
of cloud data integrity and availability and enforce
the quality of dependable cloud storage service for
users, we propose an effective and flexible distributed
scheme with explicit dynamic data support, including
block update, delete, and append. We rely on erasurecorrecting code in the file distribution preparation to
provide redundancy parity vectors and guarantee the
data dependability. By utilizing the homomorphic
token with distributed verification of erasurecoded
data, our scheme achieves the integration of storage
correctness insurance and data error localization, i.e.,
whenever data corruption has been detected during
the storage correctness verification across the

System Features
To ensure the security and dependability for cloud
data storage under the aforementioned adversary
model, we aim to design efficient mechanisms for
dynamic data verification and operation and achieve
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distributed servers, we can almost guarantee the
simultaneous identification of the misbehaving
server(s). Considering the time, computation
resources, and even the related online burden of
users, we also provide the extension of the proposed
main scheme to support third-party auditing, where
users can safely delegate the integrity checking tasks
to thirdparty auditors and be worry-free to use the
cloud torage services. Through detailed security and
extensive experiment results, we show that our
scheme is highly efficient and resilient to Byzantine
failure, malicious data modification attack, and even
server colluding attacks.
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