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Introduction
The interaction between liquid and gaseous phases appears in many technological applications. Complex phenomena such as droplet motion, collision, wall impingement, coupled with phase change (condensation or evaporation) are apparent in a vast number of industrial areas ranging from power plant steam condensation units [1, 2] and internal combustion engines [3] to spray cooling [4] and anti-icing of airfoils [5] .
CFD simulations have been used for investigating such phenomena for the past five decades, since Francis Harlow and Eddie Welch in 1965 first published a CFD algorithm for solving the Navier-Stokes equations governing the motion of free-surfaces [6] . Since then, a vast number of studies dealing with such phenomena, i.e. the simulation of liquid-gas interfaces, have been published while numerous and of different background approaches have been setup and tried up to day showing respective advantages and disadventages. The most representative such approaches concern a) the Lagrangian algorithm (selectively one can refer to the marker cell [7] , deforming grid [8, 9] , front tracking [10, 11] , LCRM [12] ), the Eulerian algorithm (SOLA-VOF [13] [14] [15] , Volume of Fluid Method (VOF) [16] [17] [18] [19] , CLSVOF [20] , Level Set [21, 22] , VOF+PLIC [23] , PLIC, VOF with Youngs reconstruction [24, 25] ) and the Eulerian-Lagrangian coupled approaches [26, 27] .
In the framework of this study, among the aforementioned interface tracking schemes, the Volume of Fluid Method (VOF) is used, since this is known to exhibit good mass conservation, and to have the ability to handle significant topology changes as in the case of liquid mass elongations. The latter feature is considered to be of high value requirement for any droplet dynamics prediction tool. However, a typical VOF scheme has deficiencies in calculating a smooth surface tension force along the liquid-gas interface and under several conditions induces high numerical diffusion [28] . The aim of this study is to implement a robust numerical algorithm that deals with the latter problem.
Up to now, in recent literature, two basic paths are usually followed, in order to remedy the problem of artificial diffusion imposed by the standard VOF method. The first is to implement very accurate advection algorithms and the second to utilize algorithms that explicitly suppress any numerical diffusion and restrict the interface region to the minimum possible number of numerical cells. Referring to the first approach, because in Eulerian approaches the exact location of the interface is not known, a reconstruction procedure is absolutely required in order to advect the liquid phase from one cell to its neighbor during one time-step. For that reason, special discretization schemes for the volume fraction equation flux term are used in order to make that reconstruction more accurate. Such schemes include, for example the CICSAM [29] , the HRIC [30] , the PLIC [24] and/or THINC [20] . Nevertheless, again problems usually arise in under-resolved regions of the computational grid, especially at regions where the liquid phase changes direction in an abruptly way. Moreover, the application of different discretization schemes for the same conditions (similarly setup cases) most of the times can reveal significant differences, thus proving that the choice of any discretization scheme for the liquid phase advection is very important in terms of accurate representation of physical phenomena by mathematical models. For example, in Figure 1 , the basic differences of two discretization schemes, namely CICSAM and HRIC are presented for the real case of a water droplet acceleration under the influence of gravity. In this Figure, the characteristics of the induced velocity field along the interface spatial distribution are presented.
The CICSAM [29] discretization scheme, which is highly non-diffusive, predicts unrealistic velocity values at the interface ( Figure 1a -red spots on the interface), which in turn gives rise to non-physical velocity magnitude and pressure predictions inside the liquid phase. On the other hand, the HRIC discretization scheme [30] , which is a TVD (Total Variation Diminishing) high resolution scheme of a nonlinear blending of upwind and downwind differencing schemes, produces more smooth velocity field components and perhaps more reasonable (perhaps stand for the reason there are not any real measurements to compare with). However, HRIC highly diffuses the interface as it can be seen in Figure 1b . A comparison of the behavior between these two discretization schemes in a number of benchmark cases is also presented by Waclawczyk and Koronowicz [31] , who reached to similar conclusions. It is thus understood that the application of a method capable of combining the advantages of each of these two aforementioned discretization schemes, would be a real benefit for any type of VOF simulation. On the other hand, the alternative way to suppress the numerical diffusion is to apply a sharpening algorithm, meaning an algorithm which explicitly minimizes the interface region. The last decade, special attention has been paid to such algorithms, which are explicitly used, in order to keep the diffusion of volume fraction field at low levels, while liquid advection is discretized by discretization schemes of lower order of accuracy. Olsson and Kreiss in 2005 [32, 33] proposed a sharpening equation, which is solved right after the advection of the liquid phase (they refer to it as the re-initialization step) in order to avoid diffusion and achieve mass conservation in Level Set simulations. They validated their algorithm in the case of an oscillating droplet both in two and three dimensions. Sato and Niceno [34] used the same equation, however enhanced it with a parameter that controls deformation according to the direction of interface velocity. So, based on their model, the sharpening equation does not have the same intensity across the interface. The authors validated their algorithm in a wide range of cases including those of the dam breaking problem and the rising bubble in a viscous liquid. Most recently, Shukla et al. [35] using a modification of the Olsson's equation, applied the sharpening algorithm in very interesting compressible shock-capturing cases. Similar numerical schemes are also used by other groups in order to simulate twophase flow phenomena. Weller, in 2008 [36] , introduced an additional convective term (he refers to it as the 'compression term') in volume fraction equation, which is similar to one term of Olsson's equation, and coupled it with a 'compression velocity' that accounts for the direction of possible diffusion. Berberovic [37] used the same scheme in order to simulate droplet impingement on a heated wall. So et al. [38] solved an anti-diffusion equation after liquid phase advection, which contains a similar term to Olsson's equation, however they discretized this term using the minmod limiter in order to achieve both mass conservation of the liquid phase and boundedness of the volume fraction values. They also applied their methodology to compressible two-phase flows afterwards [39] . Finally, in a very interesting work, Lentine et al. [40] used a numerical sharpening procedure right after a semi-Lagrangian advection using very large time-step in order to correct the smeared out color function field. Therefore, it seems that the implementation of a sharpening algorithm is promising since on one hand is solved explicitly after liquid phase advection, and on a second hand can be coupled with all possible liquid advection algorithms used. Furthermore, such types of techniques seem to be straightforwardly applied to unstructured grids and not affected by on grid orientation and grid size.
Therefore, the main motivation of the current study is to implement such a sharpening scheme in the standard VOF model, and couple it with the HRIC discretization scheme for the volume fraction advection. In this way, the smooth velocity field achieved by the HRIC discretization scheme (Figure 1 ) can be paired with a sharp interface.
Methodology

Volume of Fluid Method
For interface-tracking, the Volume of Fluid method (VOF) is used, which is appropriate for the simulation of flow between two immiscible fluids. In the VOF model, which was first proposed by Hirt and Nichols [41] , the full Navier-Stokes equations for mass and momentum conservation are solved, together with the advection of a scalar quantity, named as color function or volume fraction (α) which is used in order to follow the motion of the one phase. These equations are presented below:
These equations, namely momentum conservation equation (eq. 1) and volume fraction advection (eq. 2), are the standard ones for VOF simulations can be as well found in [42, 43] . Regarding liquid-gas simulations, which will be used in the present study, the volume fraction α, takes the value of zero (0) if the computational cell is covered only by gas phase, and the value of one (1) if the cell is completely covered by liquid. For in-between values, the cell lies in a region called the "interface" between the two fluids.
The fluid properties in momentum equation (eq. 1) are updated according to the volume fraction value of the cell, namely as: (1 ) liq gas
liq gas
Surface tension term is approximated as a volumetric force, taken from the work of Brackbill et al. [44] , as
, where "κ" is the curvature of the free surface and is approximated as the divergence of unit surface normal "n", i.e. ,
For a more accurate calculation of curvature, the unit surface normal vectors at the computational nodes are used. Pressure-velocity coupling is achieved by the PISO algorithm. Discretization of the momentum flux term is achieved by a second-order upwind scheme, while for the time discretization a first-order implicit approach is followed for the momentum equation. The volume fraction equation is solved in an explicit manner at the beginning of each time-step using as an input the velocity values derived during the previous time step.
In the case of the droplet impingement on a solid surface, where the wettability of the wall needs to be accounted for, a similar approach to the one presented in Brackbill et Figure 2 is presented for better understanding of eq.6 concept and notation. For the volume fraction flux term, in this study, the CICSAM [29] and the HRIC [30] discretization schemes are used. CICSAM has been proved to be a reliable tool for the prediction of various two-fluid phenomena concerning a) droplet impingement onto a wall film, b) binary droplet collisions and c) droplet impingement onto heated surfaces, as presented in previous works [42, 45, 46] [18, 19, 43, 47, 48] published by authors who belong to the same research group as the authors of this study. On the other hand HRIC scheme achieves to have a smoother velocity field and avoids the induction of excessive spurious velocities at the interface. The commercial package of ANSYS FLUENT is chosen for the solution of these equations.
Interface Sharpening Algorithm
The solution of an additional, sharpening equation, which was first proposed by Olsson et al. [32] , adopted by Sato and Niceno [34] and Shukla et al. [35] and mostly used in Level-Set simulations is proposed in this study in order to keep a sharp interface. The applied pseudo-equation is:
, where φ is the volume fraction field taken right after VOF advection, ε is a sharpening constant which controls the thickness of the interface, τ is pseudo-time and β is a constant proposed by Sato and Niceno [34] in order to avoid free-surface shape deformation. In their work, this constant is reported to take values in the range from 0.01 to 1. On the contrary, in this study, β is set equal to 1 throughout the domain, which by a number of numerical tests undertaken, under the specific setup, is proven to aid both in preserving a sharp interface, as well as a mass conservative volume fraction field.
This equation has three terms, namely a) the temporal, b) the flux ('compression term') and c) the diffusion ('artificial diffusion term') terms. However, it is neither written in conservative form nor has any physical meaning. It is used as a 'correction' of the volume fraction field. As Shukla et al. [35] state, this equation "restores, or regularizes, the missing immiscibility condition of the two fluids". If one takes a closer look at the flux and diffusion terms, it is easily deduced that these terms change sign across the interface. In this way, the flux term 'compresses' the interface (values below 0.5 will get smaller, while values above 0.5 will tend to get higher), while the diffusion term has the opposite behavior.
By the use of this equation, the updated values of the 'corrected' volume fraction field are controlled by the value of ε, which in mathematical terms reflects the amount of diffusion added to the initial volume fraction field (after the solution of the standard volume fraction equation). Numerically, equation 7 can be solved after volume fraction advection, and right before the solution of the momentum and pressure correction equations, as stated in previous works [32] [33] [34] [35] . In this way, the momentum equation solved contains the 'corrected' values of the volume fraction field. Based on our numerical tests, it is derived that if this equation is solved at the end of the time-step, meaning in other words that the momentum equation is solved with the properties weighted over the 'diffused' volume fraction field (before the sharpening procedure), no significant impact on the numerical results is identified. In other words, this approach reveals that the effect of the sharpening equation on the induced flow field is not considerable, minding that the correction is still conducted, but with a time lag. So, in order to be more efficient, and since for the simulations presented in this paper, the volume fraction field is updated at the beginning of the timestep (explicit calculation), the sharpening equation is solved coupled with the momentum equation and the resulting 'corrected' volume fraction values are patched to the volume fraction field at the end of the time-step. By that measn, the advection in the next time-step will commence on a diffusion-free basis. This equation is solved in pseudo-time (First-Order Implicit discretization in time), while the time-step is selected to be equal to the advection time-step.
Variable ε, in eq. 7, takes the value of Δx/2 (where Δx is the grid cell edge, as proposed by Sato and Niceno [34] ) and moderate sharpening is achieved. This choice will be hereinafter referenced as SHARP (Sharpening). In order to achieve an even sharper interface; a value equal to Δx/3 is as well examined, hereinafter referred as High Sharpening-HSHARP. Though HSHARP achieves intense interface sharpening, this choice is proven to lack in terms of mass conservation, and in order to restore mass balance of the liquid phase, a simple mass conservation algorithm is proposed and applied. This mass conservation algorithm is presented in a following section (2.4).
The term (1-φ) n  is approximated using central differences as proposed by Olsson et al. [33] , while the φ equation is solved using the QUICK discretization scheme, a choice which is proven to be beneficial for the mass conservation of the method. At boundary faces, the flux term of this equation is set to zero, in order to "avoid any flow through the boundaries" as Olsson and Kreiss state in their work [33] . In the case of liquid spreading on a solid surface, the wettability of the surface needs to be accounted for. Therefore, it is of high importance in a numerical algorithm that a) the sharpening procedure is executed along the direction of the prescribed contact angle and b) the application of the sharpening scheme does not affect the solution near the wall boundary. Zahedi et al. [49] have dealt with this problem with introducing a regularized normal vector n , which is derived from the solution of an equation containing the actual n . This equation is solved using Dirichlet boundary condition that accounts for the contact angle. Moreover, they introduce another term in eq. 7 that accounts for the tangential diffusion of the interface. In a recent work, Sato and Niceno [50] set the normal to the wall component of vector n equal to zero in "wall layer cells", so that the sharpening procedure will act only towards the tangential to the wall direction. Moreover, they enforce the second and third terms in eq. 7 to be zero for the faces that are parallel to the wall boundary on "wall layer cells", minding a Cartesian grid. A major drawback of this method is that it is not easily and straightforward applicable in an unstructured grid, especially in the case of triangular elements.
On the other hand, study proposes a simpler approximation which is easily applicable on unstructured grids, while the conservation of the volume fraction field is preserved based on numerous simple test cases we performed. More specifically, the unit normal vector n which is used in eq. 7 and gives the sharpening direction, for the cells neighboring to wall boundary is altered based on eq. 6, following a similar procedure as for the curvature calculation afore-presented. However, this was not enough to enforce the contact angle boundary condition. Therefore, in addition to that, β takes the value of 0.25 throughout the domain. In this way, the effect of the sharpening procedure to the volume fraction field (which is defined by contact angle boundary condition, eq. 6) is lower and the droplet rim is enforced to adjust to the prescribed contact angle value, which for β > 0.25could not happen. In future works, a local value of 0.25 can be applied near the three-phase contact line, while β=1 throughout the remaining domain.
The implementation of this equation in the commercial code ANSYS FLUENT is achieved using a User Defined Scalar, for which flux and temporal terms are calculated by User Defined Functions (UDFs). An outline of this equation insertion under the platform of ANSYS FLUENT solver is presented in Figure 3 . It is noticeable that such an algorithmic route decreases the required actual computational time, as this equation is neither solved before the momentum solution as in previous works [32] [33] [34] [35] , nor at the end of each time-step.
Local Refinement Technique
In order to save further computational time, a local refinement technique is as well proposed based on the work of Theodorakakos and Bergeles [51] . According to this, which has been validated for a wide range of different cases [18, 42, 48] , the mesh is dynamically refined at a prescribed distance from the interface, so that the numerical accuracy of the results can be as high as possible with the minimum computational cost. Numerically, the implementation of this technique is achieved by a) looping over all cells of the domain once, b) finding the isoline of =0.5 and then c) looping over the cells as many times as the isoline cells in order to find their distance from the interface. As a last step, the cells that lie within the userspecified distance from the interface are marked for refinement. In this work, this distance is selected to be D0/6, which is found to be far enough from the interface, so that the VOF gradients and curvature always lie in the region with the smallest cells. The local refinement technique is applied every 20 timesteps, so that the interface never exits the finest level of refinement cells.
Since such grid treatment is not given as a standard user option in ANSYS/FLUENT software, the implementation of this technique is achieved through numerous User Defined Functions (UDFs), which run at the end of each time-step. The method of grid refinement is based on the hanging node adaption, available in ANSYS FLUENT.
At this point, it is very important to notice that there is basic difference between the dynamic local grid refinement technique which is presented in this study and the work of Theodorakakos and Bergeles [51] . That is linked with the coarsening step applied at the local refined grid. In their work, when the refinement technique is applied, the computational grid is decomposed until the initial grid level is reached and then it is refined again at the region where it is appropriate. During every coarsening and refinement procedure, smoothing of all flow field values is executed. On the other hand in this work, only the cells which should be refined, and the ones that should be coarsened according to the mark for refinement variable change. All other cells remain the same. Therefore, smoothing is executed only at the limits of the refined region, far enough to retain accuracy levels high, thus achieving as well a significant decrease of the actual time of computations.
Mass Conservation Algorithm
For the case of the High Sharpening (HSHARP) scheme (ε=Δx/3), the total mass of volume fraction is not conserved, and for that reason a simple mass conservation algorithm is used at the end of time-step in order to keep the total liquid mass constant. According to this algorithm, based on two values that define the interface, the upper limit and lower limit (in this study the values of 0.1 and 0.9 respectively are used), if the total mass is lower than the initial one (for cases without mass source/sink) then the following steps are followed; i.e. i) liquid mass is added to all droplet interior cells, which are defined those cells where all of their neighboring cells have values larger than the upper limit and ii) the rest of the mass (if any) is added to the interface cells. The amount of mass which is added in every cell is always based on a) the amount of mass which is missing (mass missing = correct mass -current mass), and b) the maximum allowable liquid mass which can be added (an amount of (1-α)  cell cell V ) for each cell. The total mass added in each cell therefore equals to:
The necessity for this algorithm is important, given the fact that if one omits that mass correction step, 0.04% of initial liquid mass is lost at each time step, at least for the cases examined in this paper. In other words for every ms of real calculation the liquid mass decreases by around to 3.7%.
Results and Discussion
The main motivation of the current study, is to couple a sharpening algorithm with the standard HRIC discretization scheme, used in volume fraction advection term, in order to achieve a smooth velocity field along with a sharp interface. In order to evaluate the performance of this algorithmic path, firstly its direct comparison against the standalone HRIC discretization scheme is needed, so that the effect of the sharpening procedure can become obvious. Secondly, its comparison against a "highly non-diffusive" standalone discretization scheme should be evaluated, in terms of the induced velocity field characteristics (degree of uniformity) and color function diffusion, such as the one depicted in Figure 1 . For the choice of "non-diffusive" scheme, CICSAM was selected. Such a choice does not imply that CICSAM behaves better than other open literature discretization schemes, or the ones available in ANSYS FLUENT commercial software, as for example Geo-Reconstruct. Geo-Reconstruct is a discretization scheme which is based on a piece-wise linear interpolation used for the calculation of volume fraction gradient needed for the flux term of the volume fraction equation. Nevertheless, the performance of Geo-Reconstruct for the cases examined in this work and the reasons why it was not further used in the current framework are presented in Appendix A. In the cases which are accompanied by the sharpening step, either default sharpening-SHARP or high sharpening-HSHARP is used. For the easiness of the reader, the abbreviations which are used in the rest of the study and summarize the different methods tested are CICSAM, HRIC, HRIC+SHARP, HRIC+HSHARP.
At first two basic theoretical numerical benchmark cases, i.e. a) the Zalesak's Disk and b) the Single Vortex in a deformation field are examined as a reference, and subsequently two actual cases of interacting droplets with gas environments are examined. The first is the droplet free falling under the influence of gravity, whilst the second is the droplet impingement onto a solid substrate. Especially, the real case of the free falling droplet is considered to be a difficult one from a numerical point of view, since its main difficulty lies on the exact prediction of the induced velocity and pressure profiles exerted on the continuously accelerating droplet interface and to the best of authors knowledge not much information in the literature on such type of simulations exist. In such a case the prediction of any non-smoothed and diffused unrealistic interface accompanied by highly spurious velocity/pressure profiles around it, results in an under/over prediction of drag and lift coefficients of any deformable liquid mass within a continuous gas flow stream, which in turn leads to the failure of the method to correctly represent the physically evolving phenomenon.
Finally, the benchmark cases are tested both on a standard uniform grid and a dynamic one, where grid density topology varies according to the afore-described use of the dynamic local grid refinement technique, in order to validate that use of the local grid refinement technique does not affect the results.
The real cases were all run using this dynamic local grid refinement technique.
Benchmark Cases
3.1.1 Zalesak's Disk At first, the new algorithm is tested for the conditions of Zalesak's disk [52] . In this Case a slotted disk, centered at (0.5,0.75) in a unit square domain is subjected to rotation under the influence of a stationary vortex field. Initial disk dimensions and domain which are used for the simulation are presented in Figure  4 , while the stationary velocity components for the two dimensions are given by:
, where Ω is the rotation velocity, taken equal to π/3.14. This means that one complete rotation of the disk is completed within a timeframe of t=6.28s. For all runs, a fixed time-step is used, such that the Courant number can be kept at around 0.05. Two different grid sizes are used, one coarse (64x64cells) and one fine (128x128). In the cases where dynamic local refinement is used, the basis coarse grid is chosen to be 32x32cells, which when refined one and twice respectively fits the accuracy of the aforementioned grid sizes (inside the refined space). The distance from the interface, where the grid is locally refined, is chosen as Do/6. The goal of this benchmark case is to successfully rotate the disk without any deformation. This is a typical advection test for two-phase flows, where the accuracy of the advection algorithm is tested in much coarser grids than the ones usually used for real conditions runs (especially for interface tracking runs). However, in this study, the advection accuracy is not the main goal. The crucial goal is to use the sharpening equation for the smallest disk deformation to be achieved, in respect to the advection algorithm.
Results of the iso-value of α=0.5 after one revolution of the disk are presented in Figure 5 for the two grid sizes (64x64, 128x128) plus for another one (32x32), which is refined twice so as to resemble the grid density of the fine grid. In the first row (of Figure 5) , the numerical results for the default discretization schemes of CICSAM and HRIC are presented. It is clear that the advection is not absolutely perfect for both schemes, even for the fine grid, while the use of dynamic local refinement has a slight effect on the disk shape in the form of small visible wrinkles inside the slot.
In the second row of Figure 5 , the effect of the sharpening scheme is presented. For the coarse grid, the disk after one revolution has changed into a 'donut' (shape). This is attributed to the way this sharpening equation (eq. 7) works. More specifically, the ε parameter which controls the interface thickness, at a value of Δx/2 will 'preserve' a thickness of approximately 3-4 cells unconditionally, meaning that the thickness is not affected by grid size. For that case, owed to the fact that the grid is coarse, when the sharpening equation is applied, the interface becomes slightly wider, and as a result the two parts of the slotted disk coalesce at the bottom into one and finally form a 'donut'. On the other hand, for the fine grid case, the effect of the sharpening scheme (presented in Figure 5) 
Single Vortex in a deformation field
In this benchmark case which was first presented in the work of Rider and Kothe [53] , an initially static circular fluid body, is again centered at (0.5, 0.75) in a rectangular domain and is subjected to a single vortex, which axis of rotation is located at the center of the domain. This vortex is described by the following stream function: This case is as well simulated with parameters being the same as the ones mentioned in the previous case, i.e. a) four different algorithms, namely CICSAM, HRIC, HRIC+SHARP, HRIC+HSHARP on b) three different grid sizes, coarse (64x64), fine (128x128) and a coarser one (32x32) using 2 levels of local refinement. Again a fixed time-step is used, corresponding to a Courant number of 0.2, while all runs are performed until an absolute time of 6 sec.
For a direct comparison of the different methods, the reference time instant of t=2.5s is chosen for depiction. Figure 7 presents the numerical results of all runs at t=2.5s. For the coarse grid, it is obvious that in terms of diffusion CICSAM behaves in the best way compared to all other schemes. HRIC is the more diffusive as expected, while enhancing HRIC with any sharpening algorithm in a coarse grid results in the liquid mass fragmentation. While this is not the favorable result, it seems inevitable to avoid such a fragmentation for any applied sharpening algorithm (also seen in Sato and Niceno [34] ), especially at regions where the liquid body becomes very thin. The explanation lies on the fact that the redistribution of volume fraction values (after the application of the sharpening equation) is performed along the interface normal direction (vector n ). Consequently, the fluid body is thinning in a more intensive way than the conventional discretization schemes apply and finally the two sides of this thin liquid mass are solely represented by one or two maximum cells. As a result, inevitably the liquid splits and under the influence of surface tension force small liquid satellite "droplets" are formed.
In the fine grid case, the application of HRIC with a sharpening step results in a slight deformation of the liquid body, which however tail is now sharper than the corresponding derived with CICSAM. HRIC with the default sharpening scheme (HRIC+SHARP) does not seem to improve the numerical results compared to the default HRIC. Nevertheless, it is very important to point out that in Figure 7 a constant interface thickness along the full length of the liquid mass is achieved (HRIC+SHARP). On the other hand, the application of HRIC with HSHARP improves significantly the derived results compared to HRIC (the isolines are closer together), in terms of diffusion, whilst compared to CICSAM the tail of the fluid body is not diffused. Finally, for all cases examined, concerning this benchmark case, the application of the dynamic local refinement technique does not affect the solution considerably, except for the cases of CICSAM and HRIC, where severe liquid body deformation is observed on its front face. It should be pointed out that this benchmark case aimed at investigating what effect the coupling of standard HRIC with a sharpening algorithm would have on the transport of the deforming liquid mass. This methodology was proven to suppress diffusion, when compared to the corresponding one of the standard HRIC scheme.
Based on the results of all aforementioned benchmark cases, it can be concluded that the proposed coupled algorithm does not improve colour function advection, but improves significantly its diffusion behavior.
Except from the theoretical cases examined, this study provides results concerning the proposed algorithm for real cases as the one of droplet acceleration under the influence of gravity for low Weber and Reynolds numbers and droplet impingement onto substrates, when interacting with a gaseous environment.
Gravitational Acceleration of a freefalling water droplet 3.2.1 Case Description -Analytical Solution
The simulation of a water droplet executing a freefall is very important for the validation of any algorithm of two-phase flow. The correct prediction of the surface tension force and how this is applied in a computational domain is a measure of how accurately any interface tracking model behaves. In order to magnify the arithmetic difficulties imposed by such issues, the fluids chosen are water and air. In that way, due to large density ratio, the discontinuity (jump conditions) at the interface is quite large, making the correct application of forces more trivial and sensitive to small changes. Moreover, the size of the droplet is chosen to be very small (D0 = 0.5mm) thus implying quite high induced surface tension forces. In the book of Clift [54] , the predicted shape of such a small droplet on freefall appears to be almost spherical (for Eotvos number = 3.35E-02, log(Morton) = -11.76 on Figure 2 .5 on Clift book [54] , Table 1 ).
The dimensionless numbers that govern the phenomenon are the Eotvos, Morton and the Reynolds numbers.
The analytical solution that is used for the validation of the CFD model is derived from solving a simple 1-D balance of forces acting on the droplet. The equation of motion for a droplet on freefall is described by the balance of droplet weight with the drag force induced by air surrounding the droplet, minding as well for the buoyancy of the displaced air: The simple 1-D balance of forces results in equation 14, where the ratio of Aliq/Vliq is equal to 3/2Do for a spherical droplet. Drag coefficient is calculated from the correlations given in Table 5 .2 of Clift book [54] . Equation 14 is solved implicitly taking as initial condition, a zero droplet velocity. The stopping criterion is defined by when the droplet reaches its terminal velocity, i.e. when unew-uold < small number (in this case set equal to 1E-05). In Table 1 Results of the analytical solution for a water droplet taking a freefall on air are presented in Table 1 , while the temporal evolution of velocity and displacement of droplet are shown in Figure 8 .
Initial Conditions Results
Do 
Initial Domain -Boundary Conditions
Due to the large displacement of the droplet (almost 2200 times its diameter), the computational grid needs to be many times larger than the droplet diameter, resulting in extravagant number of computational cells which cannot be accomplished, capturing a high level of accuracy. For that reason, a moving numerical grid along the droplet mass center velocity is applied for that simulation. The velocity of the grid is updated in the beginning of every time-step and equals the mass averaged velocity of the droplet, i.e. 
, where u, α,V are the cell axial velocity, volume fraction and Volume values respectively.
The droplet is initially placed in the center of the axis on a grid (100x50 cells) with dimensions 20Do x 10Do (0.01m x 0.005m), as depicted in Figure 9 together with the boundary conditions. Dynamic local grid refinement technique is used, where the densest region extends to a distance of Do/6 from the interface (Figure 9b ). The time-step which is used is either fixed or variable aiming always to have a constant Courant number equal to around 0.25. 
Simulated Cases
Overall, 15 Cases are investigated, similar to the ones afore-presented (CICSAM, HRIC, HRIC+SHARP, HRIC+HSHARP). However, this time three different grid sizes are used, based on the maximum levels of local refinement which are applied. In the first 14 Cases, the droplet starts from zero velocity, and this should show the ability of the model to overcome spurious velocities formed during the beginning of the acceleration progress. The first 12 Cases are run for only 200ms using a fixed timestep owed to the large computational time required for the full description of the phenomenon, i.e. 700ms. The computational time is as well limited to the 2/7 of the whole time as the main purpose of this investigation lies on the examination of the acceleration phase from a zero velocity field and how this is evolving. In Cases 13-14, the end time of the simulation is set to 700ms, approximately the time when the 0.5mm droplet reaches its terminal velocity, while the time-step used is variable always keeping a Courant number approximately equal to 0.25. For the latter Cases 13-14 it is important to notice that the steady internal recirculation inside the liquid droplet is predicted in accordance with theoretical analysis, along with the slow droplet acceleration until the drag force equals the droplet mass weight and its velocity remains approximately constant. Finally the last case examined (Case 7) is run only for 5ms of simulation time in order to validate the induced droplet internal circulation using an initial velocity condition of 1.5m/s (≈ 0.75*uterminal), at a smaller domain (10Do x 5Do) and a smaller refinement region (D0/30) compared to the rest, which however has the highest grid density. The properties of all investigated cases is presented in Table 2 .
The coarse mesh has grid spacing such that one droplet radius is discretized by 5 cells (0.005m/100cells). In this way, when dynamic local refinement is applied, the minimum cell size changes to Δxinitial/2 level since at each level all parent faces are split in two children (axisymmetric case) ones. Therefore, each droplet radius is covered by 5*2 level cells. The value of 160 cells discretizing a droplet radius presented in Cases 3, 6, 9 and 12 is in accordance with the current state-of-the art maximum grid resolutions applied for such cases. Table 3 presents the number of cells required either using the proposed local grid refinement technique or an equivalent uniform grid, to achieve the same droplet discretization. From the values presented, it is obvious that the use of local refinement can decrease the number of computational cells by almost three orders of magnitude while having the same grid resolution at the droplet interface for the cases examined (4, 5 and 6 levels of local refinement). For reasons of completeness, it was decided to run the case of droplet acceleration under the effect of gravity for a cell size equal to Do/20 (1 level of local refinement) using both local grid refinement and an equivalent uniform one. The results presented in Appendix B, prove that the numerical accuracy is almost the same with a decrease of associated computational resources by around 400%.
Levels of Refinement
#cells using local refinement #cells of an equivalent uniform grid Table 3 . Number of initial cells for a grid where the local refinement is used and another equivalent in resolution, but with uniform refinement. Figure 10a ,b, the corresponding picture of Figure 1 is shown for the prediction of the numerical diffusion using CICSAM alone and HRIC after the application of the proposed sharpening scheme, which counterbalances the high diffusion of volume fraction. Figure 10c presents the induced velocity field as derived by the application of CICSAM at the interface, demonstrating the unphysical direction of the velocity vectors imposed indirectly (owed to high and to a certain extent unphysical curvature values) by its strong non-diffusive character, in accordance with what is mentioned in the Introduction Section. On the other hand, Figure 10d , presents the corresponding velocity vectors as derived by the application of HRIC, which is smoother and more reasonable compared to the previous one. Both vector fields are plotted in the same manner (using as a reference vector a value of 0.2 Grid Units/Velocity Magnitude). The underlying numerical reason for this to happening lies on the fact that CICSAM impose greater surface tension forces at the interface, owed to high VOF gradient values, which in turn affect in a negative way the induced velocity field as calculated by the governing momentum equation (higher velocity values together with vector turn). It now becomes clear that using HRIC discretization scheme together with the sharpening equation 7, is beneficial, a) not only for the absolute velocity magnitude which is now more uniform across the interface, but also b) for the volume fraction field as this can be limited (suppressed) to a specific constant thickness (imposed by the selected value of ε). It is also clear that the new interface thickness calculated by HRIC+equation7 is always larger than the corresponding using the CICSAM discretization scheme, but its basic advantage is the smooth transition of volume fraction values, allowing for the calculation of smoother VOF gradients, which in turn are reflected to a smoother curvature profile and hence surface tension force. Additionally, the use of High Sharpening (HSHARP) results in a constant interface of smaller thickness than what the SHARP predicts, Figure 10 . This clearly states that for such a demanding case, a sharpening scheme is required for the Eulerian interface tracking algorithms applied here. Additionally, it is clear that the combination of HRIC with any sharpening equation delivers much better not only in terms of interface diffusion but also results in more accurate velocity field in the vicinity of droplet interface and macroscopically droplet average velocity, Figure 11c and d. In the case of HighSharpening (HSHARP), the results of the simulation are even closer to the 1-D analytical solution. The computed surface tension force seems to be more accurate in the case of HRIC+HSHARP, since the interface thickness is smaller and the transition from gas to liquid phase is steeper.
Results of the simulation In
CICSAM
In order to shed light to the whole evolution of the phenomenon (t=700ms), Cases 13 and 14 have been as well examined, for which compared to the rest a variable Courant is used. Figure 13 presents the corresponding numerical results against the analytical solution of the 1-D model, while a minimum number of refinement levels equal to four (4) is selected for these runs so that the actual computational time can be kept as minimum as possible. Again the numerical results as far as the droplet acceleration temporal evolution is concerned are very promising, while Figure 13 presents as well the relative velocity streamlines (Relative Velocity = Mesh Velocity-Droplet Velocity) both of gas and liquid phases.
Based on the results of all cases examined, those produced by the implementation of HRIC either with the SHARP or with the HSHARP sharpening technique approach in the best way the 1-D analytical solution results, as mentioned before (steeper jump conditions). For both of these cases the internal liquid circulation induced by the motion of droplet is fluctuating between droplet front and rear face (streamlines in Figure 13 ). The recirculation behind the droplet is well predicted, while its dimension match the ones given by Feng and Michaelides [55] (missing exact number). Overall HRIC+HSHARP delivers the best results, with a total of 1.36% relative error in terminal velocity prediction (in 700ms), which for the specific grid density (40 cells in Radius) is considered to be as a satisfactory solution. The aforementioned unphysical fluctuating behavior of the streamlines is mainly attributed to the induction of a small recirculation zone on the top right of the droplet, which even in the vicinity of such dense grid densities is grid dependent. Figure 14 presents the numerical results as derived by the application of Cases 10, 11 and 12 (Cases 4a,b,c using 40, 80 and 160 cells in radius). In that cases HRIC with HSHARP algorithm is implemented using three different dense grids, which unfortunately are not sufficient enough to capture in an efficient way the boundary layer formed on the top of the droplet. Feng and Michaelides [55] mention that a grid density of 500 cells in droplet radius is enough to resolve with accuracy this formed boundary layer showing that the streamlines are 'hugging' the droplet. Therefore given the numerical grid densities we use, the predicted "jump" of streamlines on the top right of the droplet can be probably considered as artificial and resembles that of a flow separation over an airfoil. In that light and in order to catch the correct internal recirculation shape, the grid density was decided to be further increased reaching a value of 252 cells in Radius. This condition is presented as Case 15 and to save time the initial droplet velocity is assumed to be equal to 1.5 m/s (approxim. 75% of terminal velocity). Figure 15 presents the corresponding numerical results against a sketch originating from the book of Clift and Grace [54] . This sketch depicts the streamlines and vorticity contours when a raindrop of 0.6mm diameter has reached its terminal velocity, at a Reynolds number of 100. These conditions are very close to the ones used in this study. The direct comparison of the numerical results concerning the internal recirculation and vorticity, against the features of this picture is considered to be well acceoted.
The numerical results are taken after 5ms of actual droplet acceleration. Under such a grid density the induced liquid streamlines are not fluctuating, giving rise to the claim that the under-resolution of the boundary layer is responsible for the streamline non physical behavior shown in Figure 13 . The recirculation center is nicely located towards the front end of the droplet, instead of its rear ( Figure 13 ). Vorticity magnitude is also presented in Figure 15 using isolines on the left side of the droplet. Its difference with the sketch can be attributed to two reasons, first that the two cases do not have the same exact terminal velocity and secondly the grid density in the gas phase is probably much lower than the required one. Finally, the pressure coefficient which is also shown in the Figure, as a filled contour, is nondimensionalized with the terminal velocity as: 
3.3
Water droplet impingement on a solid flat surface 3.3.1 Case Description -Initial Domain The proposed numerical algorithm is as well tested for the case of a water droplet impinging onto a solid flat hydrophilic surface at high Weber number. This case is experimentally investigated by Fukai et al. [8] and is chosen because it contains all three most characteristic phases, a spreading droplet exhibits when interacting with a solid substrate, namely the spreading, recoiling and relaxation phases. Moreover, the boundary condition of the prescribed contact angle value at the sharpening equation 7 will be discussed. Properties for this case are presented in The initial axisymmetric domain, which is used for the simulations, is presented in Figure 16a . The coarse grid comprises of 60x60 identical quadrilateral cells, while the spatial coordinates of the grid range between , 0 0.015 X Y m  (x-axial coordinate, y-radial coordinate). The droplet is initially placed at a distance of one equivalent droplet diameter, so that the gas fluid flow around the droplet can develop in a physical way, just before it impinges onto the surface. In Figure 16b , a zoomed area of the applied dynamic grid around the moving droplet is shown, as well as the initial droplet position, the specific distance of refinement and droplet velocity, Uo . 
Results of the simulation
All the results for different setups examined, are presented in Figure 17 , where the temporal evolution of droplet spreading along with time of the phenomenon is shown. Overall, the numerical results indicate that the use of boundary condition in the sharpening scheme in order to account for the imposed contact angle as explained in Section 2.2 delivers good results, as the temporal evolution of the phenomenon is captured well, in comparison with the CICSAM case, at least for the initial stage of the phenomenon. At this point CICSAM scheme acts as a reference point due to its very sharp interface capabilities. During the recoiling phase of droplet spreading, however, and owed to the very low contact angle the liquid phase exhibits at its rim, the height of liquid rim cannot be resolved by the accuracy of the coarse mesh. This is illustrated in Figure 17a ,b, where the depicted slight 'jump' of dimensionless spreading ratio (Case 3) during the recoiling phase is attributed to the breakup of the liquid film (Figure 17b Table 4 .
When refining the grid (up to cpR=100, Cases 3,5), the liquid film thickness is now resolved and the results of the simulation resemble the ones after the use of CICSAM discretization scheme. It is clear that the implementation of the sharpening algorithm does not affect the flow field solution, while the volume fraction field is well conserved. Nevertheless, in the extreme case of the very low contact angle as presented in this study, the proposed sharpening scheme offers quite thicker interface which needs to be resolved by the computational grid and is the main reason for the deviation observed in the recoiling phase, especially when compared with CICSAM case.
The standard HRIC case exhibited diffusion problems, as outlined in this study. However, again, the use of the sharpening algorithm suppressed successfully the numerical diffusion.
It is thus concluded that both for this case, as well as for the droplet motion on free-fall, the implementation of the sharpening equation to the VOF model can promote the use of coarse grids (cpR<= 50). However, the accurate prediction of flow parameters, which are of smaller scale, such as the prediction of internal recirculation during droplet motion, and thus the correct prediction of drag coefficient for droplet under free-fall conditions, or the exact liquid elongations that result in a very thin film would require a much finer grid in order to be resolved.
Conclusions
This study presents numerical results as derived by the implementation of an interface sharpening method, in the framework of standard VOF methodology, in order to one hand to suppress the numerical diffusion of the volume fraction field and to additionally smooth the effect of surface tension force in the induced velocity field imposed during the deformation of liquid droplets flowing within a gas stream. The sharpening equation uses as an input the volume fraction field, as initially calculated by the standard VOF method and subsequently 'suppresses' it to a specified thickness. This algorithmic intervention allows for smoother transition from gas to liquid phase.
In this study, this correction equation is solved coupled with the momentum equation, where the 'uncorrected' volume fraction field is used as a basis for calculations. Subsequently, the 'correct' values at the end of each time-step patching is performed, in order to save computational resources. The application of this approach together with an adaptive local grid refinement technique can reduce significantly the actual time of simulations without loss of accuracy. In general, the application of this coupled algorithm has a positive effect on simulation results given that it achieves a constant interface thickness along with a more uniform distribution of volume fraction values at the interface than the standard VOF method does. This in turn results in better and smoother calculation of the surface tension forces. This algorithm is at first level tested on two benchmark cases and then on the real case of a 0.5mm water droplet free falling in an open air field accelerated by gravity. The derived results indicate that the use of HRIC discretization scheme for the volume fraction advection when coupled with the proposed sharpening scheme can deliver better results compared to standard approaches, as the interface is both steeper and more uniform than the one foreseen in a stand-alone VOF methodology. Additionally, the prediction with high accuracy of the terminal velocity of a single droplet on a basis of a very coarse grid (using the HRIC+HSHARP algorithm) is a highlight of this study, compared to the CICSAM scheme, which over predicts droplet acceleration. In the second real case of droplet impingement onto a solid flat surface, the proposed algorithm tracks with the same accuracy the induced velocity and liquid fields, though the spreading rim is becoming very thin. It is therefore recommended in such cases, high density grid to be utilized. To sum up, the proposed scheme seems promising and though it cannot be claimed to provide more accurate solutions in terms of liquid phase advection, it can used in order to efficiently suppress color function diffusion. This approach should mostly be oriented for cases, where surface tension effects or pressure jump conditions are important, and is worth being studied in additional realistic conditions such as droplet impingement onto solid surfaces coupled with phase change phenomena.
