K . In addition, in the case that the source power is equal to the relays' power and both tend to infinity, the proposed scheme is shown to achieve the full multiplexing gain regardless of the number of relays. Simulation results confirm the validity of analytical arguments.
Recently, extensions of the single relay channel to multiple relays or multiple source/destinations have been investigated in [5] , [6] , [8] [9] [10] [11] . A special case of the multiple-relay network is the parallel relay network, which was first introduced by Schein in [5] , [8] . In the set up of [5] , [8] , the source broadcasts its data to two relays and then, the relays transmit their data to the destination synchronously. Hence, the communication is performed in two hops. [5] studies the symmetric Gaussian parallel single-antenna relay network and shows that the time-sharing between AF and DF achieves the best lower-bound on the capacity in all signal-to-noise-power-ratios (SNR). Furthermore, for the scenario where either the SNR value at the second hop (channel between the relays and the destination) is asymptotically large or the SNR values at both the second hop and the first hop (channel between the source and the relays) are asymptotically low, the time-sharing between AF and DF reduces to traditional AF relaying and achieves the network capacity. Moreover, Gastpar and Vetterli in [6] prove that employing AF relaying achieves the capacity of the Gaussian parallel single-antenna relay network as the number of relays tends to infinity.
Recently, Bolcskei et al. in [12] [13] [14] extend the work of [6] to the parallel multiple-antenna relay network. The authors in [12] propose a new AF scheme, called "matched filtering" and we refer to it as the Bolcskei-Nabar-Oyman-Paulraj (BNOP) scheme throughout the paper, and prove that the achievable rate of the proposed scheme achieves the capacity of the parallel MIMO relay network with a constant gap in terms of the number of relays. They also show that this achievable rate grows linearly with the number of transmit antennas (reflecting the multiplexing gain) and grows logarithmically in terms of the number of relays (reflecting the distributed array gain [12] ). However, it should be noted that the multiplexing gain of the BNOP scheme is zero for any arbitrary fixed number of relays.
Shi et al. [15] present a new AF relaying scheme for the parallel MIMO relay network using the QR decomposition of the first hop and second hop channels in each relay. Relying on numerical results, [15] shows that their proposed scheme outperforms the other existing AF schemes for practical numbers of relays and practical numbers of antennas.
In this paper, we consider a parallel MIMO relay network, in which relays each equipped with antennas assist in data transmission between a source and a destination, each equipped with antennas . It is assumed that there is no direct link between the source and the destination. Communication takes place in two equal-time hops and the relays operate in the half-duplex mode, i.e., the relays cannot transmit and re-0018-9448/$26.00 © 2011 IEEE ceive simultaneously. We propose a new AF protocol called Incremental Cooperative Beamforming Scheme (ICBS). In this scheme, knowing all first hop channels (the channels between the source and the relays), the source computes the Singular Value Decomposition (SVD) of the composite first hop channel and sends a beamforming matrix to each relay. Then, the relays decide to be active or turned-off (based on their own channels to the source and destination and the beamforming matrix sent by the source). Then, each active relay cooperatively multiplies its corresponding first hop channel matrix with the corresponding beamforming matrix. Moreover, for the outputs to be coherently added at the destination, each active relay has to apply zero-forcing beamforming to its corresponding second hop channel (channel from the relay to the destination). This requires the assumption of to make the second hop channel inversion possible at the relays. Note that the proposed scheme requires much more Channel State Information (CSI) compared to the BNOP scheme [12] and the scheme proposed in [15] , in which the relays only need to know their corresponding first hop and second hop channels and the source does not need to have any CSI about the first hop channels. In fact, in our scheme each relay needs to know its beamforming matrix obtained from the SVD of the composite first hop channel. This requires the source to know all first hop channels, compute the SVD of the composite first hop channel, and send the corresponding beamforming matrix to each relay. This assumption is reasonable when the first hop channel variation is slow enough such that the source has sufficient time and bandwidth resources to send this information to the relays.
The main results of the paper are as follows:
• We derive the asymptotic capacity of the parallel MIMO relay network and show that the achievable rate of ICBS converges to the capacity with a gap that vanishes as for fixed source and relay powers. Furthermore, it is shown that the same asymptotic (in ) rate can be achieved by ICBS, as long as the power of each relay scales significantly larger than .
• ICBS is proved to achieve the full multiplexing gain, regardless of the number of relays. The rest of the paper is organized as follows. In Section II, the system model is introduced and the assumptions are stated. In Section III, the proposed ICBS scheme is described. Section IV is dedicated to the asymptotic analysis of the proposed scheme. Simulation results that validate the analytical results are presented in Section V. Finally, Section VI concludes the paper.
Notation: Throughout the paper, the superscripts and stand for matrix operations of transposition, conjugate transposition, and element-wise conjugation, respectively. Capital bold letters represent matrices, while lowercase bold letters and regular letters represent vectors and scalars, respectively. 
II. SYSTEM MODEL AND ASSUMPTIONS
The system model in this paper, as in [12] , [13] and [15] , is a parallel MIMO relay network with two-hop relaying and halfduplexing between the first hop and second hop channels. In other words, data transmission is performed in two equal-length time slots; In the first time slot, the signal is transmitted from the source to the relays, and in the second time slot, the relays transmit data to the destination. Note that there is no direct link between the source and the destination in this model. The source and the destination are equipped with antennas and each of the relays is equipped with antennas. Throughout this paper, we assume that . The channel between the source and the relays and the channel between the relays and the destination are assumed to be block Rayleigh fading, in which the channels are drawn randomly (based on the complex Gaussian distribution) at the start of each transmission block, remain fixed during the whole transmission block, and change independently to another realization at the start of the next block. The transmission blocks are assumed to be long enough to experience all realizations of the channels. This makes the ergodic achievable rate, which is defined as the statistical average of the achievable rate over all channel realizations, meaningful and used as the performance measure in this paper. 1 The channel from the source to the th relay, , is modeled as (1) and the second hop channel is modeled as (2) where the channel matrices and are and i.i.d. complex Gaussian matrices with zero mean and unit variance, respectively, and are additive white Gaussian noise (AWGN) vectors, and are the th relay's received and transmitted signal, respectively, and and are the source and the destination signal, respectively ( Fig. 1) . The source uses the random i.i.d. Gaussian codewords for its codebook generation. In other words, to transmit a message with rate bits, the source selects the corresponding codeword from a Gaussian random codebook consisting of elements, each with length . The power con- straints and must be satisfied for the transmitted signals of the source and the relays, respectively. 2 . We assume throughout this paper, except in Theorem 2, where we study the case . For the proposed ICBS, it is assumed that the source knows the first hop channel, i.e.,
. The source's knowledge about the first hop channel can be realized either through the feedback from the relays or by measuring the first hop channel directly assuming reciprocity of the first hop and its reverse channel. Furthermore, the source is assumed to send an matrix obtained from the SVD of the composite first hop channel to each relay. This assumption is reasonable when the first hop channel variation is slow enough such that the source has sufficient time and bandwidth resources to send this information to the relays. Furthermore, we assume that each relay knows its second hop channel, i.e.,
. Finally, it is assumed that the destination has perfect knowledge about the equivalent point-to-point channel from the source to the destination. This information can be obtained by sending pilot signals by the source, amplified and forwarded at the relay nodes in the same manner as the information signal.
III. PROPOSED METHOD
The equivalent first hop channel can be represented as . By applying SVD to , we have . The diagonal matrix has at most nonzero diagonal entries corresponding to the nonzero singular values of . Consequently, we can rearrange the SVD such that is of size while and are matrices. can be partitioned into sub-matrices as . For every , let us define as . In ICBS, a predefined threshold is coordinated between the relays and for each realization of the channels the relays which satisfy amplify and forward their received signal by the matrix and other relays are turned off. In this way, the relays whose second hop channels are ill-conditioned are turned off. It should be noted that as the active relays satisfy , the power of their transmitted signal is guaranteed to be less than or equal to . Let us denote the set of turned-off relays by , i.e.,
. At the destination side, we have ( Fig. 2) (3)
Here,
, and results from the fact that . As (3) shows, by decreasing the value of , one can guarantee a large value for signal to noise ratio of the second hop channel at the expense of turning off more relays. Turning off more relays results in increasing the deviation of the equivalent channel matrix from and decreasing the determinant of the equivalent channel matrix. In the next sections, we refer to the term , which reflects the deviation of the equivalent channel matrix from , as the "distortion term". It will be shown in Section IV that for large number of relays, it is possible to guarantee both having a large value of signal to noise ratio of the second hop channel and a small deviation from .
IV. ASYMPTOTIC ANALYSIS
In this section, we consider the asymptotic behavior of the achievable rate of the proposed scheme. First, we show that in the asymptotic regime of , by properly choosing the value of , the achievable rate of ICBS converges to the capacity. Next, we study the asymptotic SNR behavior of ICBS when and show that ICBS achieves the maximum multiplexing gain in this regime.
Theorem 1: Consider a parallel MIMO relay network in which is fixed and . Then, by setting the threshold as , the achievable rate of ICBS converges to the capacity upper-bound defined on the first hop channel. More precisely (4) where is the point to point ergodic capacity of the first hop channel which serves as an upper-bound for the network capacity and is the achievable rate of ICBS. Proof: The sequence of proof of Theorem 1 is as follows. In Lemma 1, we relate , where denotes the norm of the distortion term defined in (3), to (the probability of turning off a relay) and (the probability of having a sub-matrix with a norm greater than in the unitary matrix obtained from the SVD of ). In Lemma 4, we upperbound . As a result, in Lemma 3, we show that by properly choosing the value of , with high probability, one can simultaneously reduce the effect of the distortion to , while maintaining a large signal to noise ratio for the second hop channel. In Lemma 4, we show that with high probability, all the singular values of scale as . Using Lemmas 3 and 4, it is concluded that with high probability the ratio of the power of distortion to the power of signal approaches zero while signal to noise ratio of the second hop channel approaches infinity at the same time. This is the key idea in the proof of Theorem 1.
Lemma 1: Consider a parallel MIMO relay network with relays using ICBS. We have (5) where is the norm of the distortion term defined, and and are two events defined as and , respectively. Proof: See Appendix I. Proof: See Appendix II.
Next, we apply Lemmas 1 and 2 to prove that for the threshold value defined in the argument of Theorem 1, the norm of the distortion term scales as , with a high probability.
Lemma 3: Assuming , we have (7) where is defined in Lemma 1. Moreover, for the threshold value , we have
Proof: See Appendix III.
Although with the threshold value stated by Lemma 3 the distortion term may tend to infinity in terms of , the signal term tends to infinity more rapidly. In fact, as the following Lemma shows, the singular values of the whole first hop channel matrix scale as with probability one, as .
Lemma 4:
Let be an matrix whose entries are i.i.d complex Gaussian random variables with zero mean and unit variance. Assume that is fixed and tends to infinity. Then, with probability one , or more precisely (9) where . Proof: See Appendix IV.
Next, we prove Theorem 1 by using the above lemmas. By applying the cut-set bound Theorem [16] on the first hop channel, it can be easily verified [12] , [13] that the point-topoint capacity of the first hop channel, , is an upperbound on the capacity of the parallel MIMO relay network. Considering the fact that each of the first hop and second hop channels are used portion of the time (due to the half-duplex assumption), we have a factor of in the expression of . Let us define (10) We first show that is an upper-bound for , and then prove that a lower-bound for converges to . In order to prove (10) is an upper-bound for , we show that the amount of rate improvement obtained from waterfilling the source power between different realizations of the first hop channels decays as as grows. To upper-bound , we have (11) where maximization is over all functions which satisfy the average power constraint , i.e., . Here, follows from the matrix determinant equality, 3 results from the fact that for any positive semidefinite matrix with eigenvalues , applying geometric inequality, we have , and finally, follows from the fact that for positive semi-definite matrices and , we have [17] . Now, we apply Lemma 4 in order to upper-bound RHS of (11) . Let us define the event as the event that . Moreover, let us define as the expression inside the function in RHS of (11) . We have (12) Let us define . The first term in the RHS of (12) can be upper-bounded as follows: (13) Here, follows from concavity of the function, follows from the fact that for 3 Assuming A and B to be M 2 N and N 2 M matrices respectively, we have jI + ABj = jI + BAj [17] . all and , and follows from the fact that . Moreover, the second term in the RHS of (12) can be upper-bounded as follows: (14) Here, follows from concavity of the function and the fact that for all follows from the facts that i)
and ii) , and finally, results from Lemma 4 in which we showed that .
Combining (12), (13), and (14), we have
Now, we lower-bound . Re-arranging (3), we have where and is the additive colored Gaussian vector with the covariance matrix . The achievable rate of such a system is [16] (16) (17) where follows from the fact that and follows from the assumption that . For convenience, let us define as
Defining the events and as (19) and (20) we have (21) Here, (a) follows from union bound inequality and (b) follows from Lemmas 3 and 4. Let us define and assume that the diagonal entries of are ordered as . Thus, can be lower-bounded as
Here, follows from the fact that can be written as for some unitary matrix , and as aresult, , (b) follows from a lower-bound on the determinant expansion 4 of and , expanded over all possible set entries between and . This lower-bound is obtained by replacing each element of the matrix by the maximum absolute value entry of this matrix. (c) follows by upper-bounding the maximum absolute value entry of the matrix with and also lower-bounding with results from the upper-bound on and the lower-bound on obtained from definition of the events and , and finally, follows from the lower-bound on conditioned on the event and also the upper-bound on obtained in (21) . Now, defining
according to (17) , (18), and (26), we have (28) Furthermore, following the definition of in (10), we observe
Knowing is an upper-bound on the capacity completes the proof.
Corollary 1:
Achievable rate of ICBS is at most below the upper-bound on the capacity of the network, i.e., . Proof: Revisiting the inequality series, (15), (17) , and (26), it is easy to verify that the achievable rate of ICBS is at most below the capacity upper-bound.
An interesting fact stated in the following corollary is that as the number of relays increases, the instantaneous achievable rate of the ICBS scheme for a random realization of the network channels is at most below the ergodic capacity of the network, almost surely (with probability approaching 1).
Corollary 2:
Consider the parallel MIMO relay network and ICBS with the threshold . Let us define as the instantaneous achievable rate of ICBS for a realization of the network channels. Then, we have Proof: First, we note that . Revisiting the inequality series (17), we observe that is at most below the function . On the other hand, revisiting the inequality series (26), we observe that conditioned on the events and , the function is at most below the capacity upper-bound. As a result, conditioned on , the instantaneous achievable rate of ICBS is at most below the capacity. This along with (21) Another interesting result is that by increasing the number of relays, each relay can operate with a much less power as compared to the source, while the scheme achieves the same rate asymptotically. . This completes the proof of the theorem.
So far, we have studied the performance of the proposed scheme in the asymptotic regime of a large number of relays. Another interesting asymptotic regime is the high power regime which is studied in the following theorem:
Theorem 3: Consider the parallel MIMO relay network with . Then, ICBS with the threshold achieve the maximum multiplexing gain of the network which is equal to .
Proof: First, we can apply the cut-set bound Theorem [16] to upper-bound the ergodic capacity with the point-to-point capacity of the composite first hop channel. As the composite first hop channel can be considered as a MIMO channel and this channel is active for half of the time, we conclude that is an upper-bound on the multiplexing gain of the network. Hence, we only need to prove that ICBS with the threshold achieves the multiplexing gain of . To prove this, we first show that with probability all relays are on. The probability of a relay being off can be upper-bounded by (48) in Appendix III. Applying Lemma 2 for , we conclude . Furthermore, we can apply (49) in Appendix III to upper-bound . Noting , we conclude . Accordingly, the probability that all relays are on can be lower-bounded as (35) where (a) follows from (48) in Appendix III. Now, we apply the inequality (16) to lower-bound the achievable rate of ICBS. We have (36) Here, (a) follows from the fact that conditioned on , we have . follows from the ergodic capacity formula for the MIMO point-to-point channel [18] and also concavity of the function. Finally, follows from the fact that and also, knowing that . Applying (36), we observe . This completes the proof.
Remark: It is claimed in [12] that the BNOP scheme achieves the full multiplexing gain of for . However, it should be mentioned that this result is not valid for any fixed number of relays. Indeed, it can easily be shown that in equality (14) of [12] , which corresponds to the power of the interference term between the 'th and 'th antennas, scales linearly with SNR, and as a result, the SINR term in equality (14) of [12] is limited by a constant value for large SNR values. Therefore, the multiplexing gain of BNOP scheme is zero for any fixed number of relays.
V. SIMULATION RESULTS
In this section, we provide simulation results to confirm validity of the analytical arguments in the previous section. Moreover, we compare the achievable rate of ICBS against those of the existing schemes in the literature. Fig. 3 shows the simulation results for the achievable rate of ICBS, BNOP scheme [12] , the proposed scheme in [15] based on the QR decomposition of the second hop and first hop channels in each relay (which we simply refer to as the "QR scheme"), and the upper-bound of the capacity based on the first hop cut-set for varying number of relays. The number of transmitting and receiving antennas is and the SNR is dB. While all schemes demonstrate logarithmic scaling of rate in terms of , we observe that there is a significant gap between the BNOP scheme and the scheme proposed here, reflecting the gap of in the achievable rate of [12] . Furthermore, although the QR scheme performs better than ICBS for small number of relays, it suffers a gap of to the capacity upper-bound as the number of relays grows. Interestingly, the figures shows that the gap between ICBS and the capacity upper-bound approaches zero as the number of relays increases, which confirms the validity of the asymptotic analysis. Fig. 4 compares the achievable rate of ICBS with that of BNOP and QR schemes for number of relays varying between 2 to 10. The observation here is that when dB, the achievable rate of ICBS falls below that of the QR scheme, while for dB and dB, ICBS totally outperforms the QR scheme, which means that ICBS performs better in high scenario. Again, it should be emphasized that ICBS requires much more CSI compared to the other two schemes. Indeed both the BNOP scheme and the QR method require each relay to know its corresponding first hop and second hop channels and the source does not need to have any CSI, while ICBS requires the source to know the composite first hop channel and send the matrix (obtained from the SVD of the composite first hop channel matrix) to the 'th relay, , and the relays should know their corresponding second hop channel, as well.
VI. CONCLUSION
A simple new scheme, Incremental Cooperative Beamforming Scheme (ICBS), based on Amplify and Forward (AF) relaying was introduced for the parallel MIMO relay network. ICBS was proved to achieve the capacity of a parallel MIMO relay network for . The scheme was shown to approach the upper-bound of the capacity with a gap no more than . As a result, it was revealed that the capacity of a parallel MIMO relay network is in terms of the number of relays, . Moreover, it was shown that as the number of relays increases, the relays in ICBS can operate using much less power without any performance degradation. Finally, an asymptotic SNR regime was investigated in which the source power was equal to the relays' power and both tended to infinity. In this regime, ICBS was shown to achieve the full multiplexing gain, regardless of the number of relays. The simulation results confirmed the validity of the theoretical arguments.
APPENDIX I PROOF OF LEMMA 1
Applying the Markov inequality, we have (37) Here, (a) is obtained by applying the norm product inequality on matrices [17] , and (b) results as is a submatrix of . Now, let us define the event where . We can write (38) where (a) follows from the facts that i) conditioned on can be upper-bounded by , and ii)
. 
Moreover, can be upper-bounded as follows:
In the above equation, follows from the fact that if both events and occur, we will have , i.e., will certainly occur. In other words, which implies that (b) results from the fact that the minimum eigenvalue of can be lower-bounded by the minimum eigenvalue of where is any arbitrary submatrix of [17] and also, from the probability density function of the minimum singular value of a square i.i.d. complex Gaussian matrix, derived in [20] . (c) (57) where results from the Union bound on the probability, noting that . Conditioned on , the orthogonality defect of , defined as , can be written as (58) where denotes the orthogonality defect of , conditioned on . In the above equation, follows from determinant expansion for large enough , noting that the dominant term after one is obtained by the product of every two off-diagonal elements whose norm is bounded by and the rest of the terms contain the product of at least three off-diagonal elements which can be written as . Also, follows from the assumption that is large enough such that . Hence, using the fact that the orthogonality defect of and are equal, conditioned on we can write (59) where 's denote the eigenvalues of . Moreover
Now, let us define events as follows:
where . Since , where denotes the th entry of , and having the fact that are i.i.d. random variables with unit mean and unit variance, using Central Limit Theorem (CLT), approaches, in probability, to a Gaussian distribution with unit mean and variance , as tends to infinity. More precisely, defining and using Theorem 5.24 in [21] , we can write , as follows:
where denotes the CDF of the normal distribution, and denote the second and third moments of , respectively, and . follows from i) the approximation of for large by , ii) , for , and iii) the fact that and are constants which incurs that is constant. From the above equation, can be computed as
in which we have used the definitions of and , which are and , respectively. Conditioned on and , where , and using (59) 
where follows from the fact that the norm and direction of a Gaussian vector are independent of each other [22] , i.e., and are independent of each other, and as a result, the event which is defined on and which is defined on are independent of each other. follows from the fact that 's are independent and have the same probability.
