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We provide the exact non-Markovian master equation for a two-level system interacting
with a thermal bosonic bath, and we write the solution of such a master equation in terms
of the Bloch vector. We show that previous approximated results are particular limits of
our exact master equation. We generalize these results to more complex systems involving
an arbitrary number of two-level systems coupled to different thermal baths, providing the
exact master equations also for these systems. As an example of this general case we derive
the master equation for the Jaynes-Cummings model.
PACS numbers: 03.65.Yz,03.65.Ta,42.50.Lc
Understanding the dynamics of a two-level system (TLS) coupled to an external environment
is an ubiquitous problem in physics, chemistry and biology: quantum optics, charge transfer pro-
cesses, tunneling phenomena, and light harvesting in photosynthetic systems are only few fields
where the dissipative TLS covers a crucial role [1, 2]. The spin-boson model, i.e. a TLS interacting
with a bosonic bath, is the paradigm for the description of these open systems [3, 4]. A first step
in the understanding of the spin-boson model is given by the master equation in the Markovian
approximation. The validity of this master equation is restricted to those systems for which the
environment can be assumed as static (i.e. the environment time scale is much shorter than that
of the TLS). However, there are many processes where a Markov description is not sufficient [5].
In order to describe these systems one needs to consider a non-static bath, i.e. a bath that keeps
track of the interaction with the TLS. Accordingly, some memory effects build up and the dynamics
is non-Markovian. Several tentatives have been made to provide a non-Markovian master equa-
tion for the spin-boson model, exploiting e.g. the noninteracting-blip approximation [3], the time
convolution-less technique (TCL) [1, 6], or the stochastic approach [7]. However, only approximated
results were obtained. The lack of an exact analytical description lead to investigate the problem
by means of numerical techniques, among which we mention hierarchical equations of motion [8],
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2quasi-adiabatic path integral [9], effective modes [10], real-time RG in frequency space [11, 12],
real-time FRG [12, 13], time-dependent DMRG [14], and time-dependent NRG [15, 16].
Another paradigmatic model is the (multimode) Jaynes-Cummings [17], which differs from the
spin-boson only for the type of coupling between the TLS and the environment. This model is
widely used in quantum optics and cavity-QED [18]. Also the derivation of a non Markovian master
equation for the Jaynes-Cummings model proved very difficult: an exact result has been obtained
only for a bath in the ground state [1, 19], while for a general thermal bath only approximated
master equations are known.
In this Letter, we provide the solution of this long standing problem by deriving the exact
(analytical) non-Markovian master equation for the spin-boson model, and by solving it in terms
of the Bloch vector. Moreover, we provide the non-Markovian master equation for the Jaynes-
Cummings model, and we extend our results to more complicated systems like the Tavis-Cummings
model [20], and the Jaynes-Cummings-Hubbard model [21].
The Hamiltonian of the spin-boson model can be written as follows [3]: Hˆ = Hˆ0 + HˆI + HˆB,
where HˆB is the Hamiltonian of the bath independent bosons, and Hˆ0 and HˆI are respectively
system and interaction Hamiltonians:
Hˆ0 = −1
2
∆~σˆx +
1
2
σˆz , (1)
HˆI =
k0
2
σˆzciqˆi , (2)
where σˆ are Pauli matrices, qˆi are the positions of the bath oscillators, and k0, c
i are arbitrary real
coupling constants. ∆ and  are respectively the detuning and dephasing constants (our result
still holds if these are time dependent functions). For this reason, when ∆ = 0 the model is called
“pure dephasing”, and when  = 0 is said “pure detuning”. The Einstein sum rule is understood.
We assume the initial state of the open system to be factorized, and the bosonic bath to be in a
thermal state at temperature T . This can be fully characterized either by the environment spectral
density J(ω), or by its hermitian two point correlation function D(t, s), which are linked by well
known expressions [1]:
DRe(t, s) = ~
∫ ∞
0
dωJ(ω) coth
(
~ω
2kBT
)
cosω(t− s), (3)
DIm(t, s) = −~
∫ ∞
0
dωJ(ω) sinω(t− s) , (4)
where DRe and DIm are respectively real symmetric and imaginary antisymmetric parts of D,
and kB is the Boltzmann constant. We introduce the left-right (LR) formalism [22, 23], denoting
3by a subscript L (R) the operators acting on ρˆ from the left (right), e.g. AˆLBˆRρˆ = AˆρˆBˆ. In
a recent paper [23] it has been derived the most general trace preserving, completely positive,
non-Markovian map Mt, such that ρˆt =Mtρˆ0. For a bilinear system-bath interaction of the type
HˆI = Aˆ
iφˆi (with Aˆ
i Hermitian system operators and φˆi Hermitian linear combinations of the bath
modes), in interaction picture such a map reads:
Mt = T exp
{∫ t
0
dτ
∫ t
0
dsDjk(τ, s)
[
AˆkL(s)Aˆ
j
R(τ)−θτsAˆjL(τ)AˆkL(s)−θsτ AˆkR(s)AˆjR(τ)
]}
, (5)
where θτs denotes the step function that is 1 for τ > s, and the two-point correlation function
is Dij = TrB[φˆiφˆj ρˆB]. In the spin-boson interaction Hamiltonian (2), the TLS is coupled to the
environment via 12k0σˆ
z. Hence, one just needs to define φˆz = c
iqˆi, and perform the substitution
Aˆ → 12k0σˆz (there is only one Aˆ) to obtain the correct map. After some manipulation, one finds
that the completely positive map describing the spin-boson model reads:
Mt = T exp
{
−
∫ t
0
dτ [σˆL(τ)− σˆR(τ)]
∫ τ
0
dsD(τ, s)σˆL(s)−D∗(τ, s)σˆR(s)
}
,
where the star denotes complex conjugation. In order to simplify the notation, we have dropped
the index z, and we have absorbed the factor 12k0 in σˆ. We observe that, by choosing a local
correlation function D(τ, s) = D(τ)δ(τ − s) one obtains the Markovian map [1]:
Mt = T exp
{∫ t
0
dτD(τ)
[
σˆL(τ)σˆR(τ)− Iˆ
]}
, (6)
where Iˆ denotes the identity operator. Differentiation of Eq. (6) provides the well known Lindbald
equation. In order to obtain the non-Markovian master equation we need to differentiate the
general Mt of Eq. (6), and express M˙t in terms Mt. This goal is hard to achieve because the
double integral in the exponent of Mt is such that M˙t displays the time ordering of non-local
arguments. This problem is overcame by exploiting the Wick’s theorem [25]. We expand the map
Mt (6) in Dyson series:
Mt =
∞∑
n=0
(−1)n
n!
Mnt , (7)
where Mnt = T [
∏n
i=1 i], and
i =
∫ t
0
dti [σˆL(ti)− σˆR(ti)]
∫ ti
0
dsi [D(ti, si)σˆL(si)−D∗(ti, si)σˆR(si)] .
By differentiating Mnt one finds
M˙nt = n [σˆL(t)− σˆR(t)]T
[∫ t
0
ds1 (D(t, s1)σˆL(s1)−D∗(t, s1)σˆR(s1))
n∏
i=2
i
]
.
4The main difference between Mnt and M˙
n
t is that the former are the time ordered products (T-
products) of an even number of σˆ, while the latter display odd T-products. Here is where the Wick’s
theorem enters the calculations, allowing us to rewrite each M˙nt as a sum of even T-products, that
are eventually rewritten in terms of Mnt . We note that different σˆ acting on the same side of ρ
(LL, RR) anticommute with each other, while mixed contributions (LR) commute:
{σˆL, σˆL} = {σˆR, σˆR} = 0 , [σˆL, σˆR] = 0 . (8)
Accordingly, a Wick contraction is defined as follows [25]:
σˆL(s1)σˆL(s2)= σˆR(s1)σˆR(s2) = −{σˆ(s1),σˆ(s2)}θs2,s1 , (9)
σˆL(s1)σˆR(s2) = 0 . (10)
Since Hˆ0 of Eq. (1) gives linear Heisenberg equations for σˆ
z, these contractions are c-functions. This
is a crucial feature because it implies that contractions commute with the T-ordering. Moreover,
according to Eqs. (9),(10) the contraction of two σˆ separated by a product of n σˆ between them is
σˆL(s1)(. . . )σˆL(s2) = (−1)m σˆL(s1)σˆL(s2)(. . . ) , (11)
where m ≤ n is the number of σˆL contained in (. . . ) (similarly for R contractions). These prescrip-
tions allow us to rearrange the odd T-product of Eq. (8) exploiting the Wick’s theorem. Precisely,
this is decomposed in an even T-product (that can be linked to Mnt ) plus another odd T-product
of lower order with the same structure as the second line of Eq. (8). This procedure provides us
with a rule that can we can apply recursively to M˙nt , allowing us to decompose it in terms of
even T-products. The calculations are rather involved and require some delicate manipulation.
We report the details of the derivation in the Supplementary Material [26]. The final result is the
following integral master equation (the full notation has been restored):
˙ˆρt = −k
2
0
4
(σˆzL(t)− σˆzR(t))
[∫ t
0
dsDzz(t, s)σˆzL(s)− D∗zz(t, s)σˆzR(s)
]
ρˆt ,
where
Dzz =
∞∑
n=1
(−1)n−1Dzz(n) . (12)
The explicit expressions of the Dzz(n) are reported in [26]. The last step of our derivation is
to provide a master equation that displays only operators at time t. We do so by solving the
Heisenberg equations for Hˆ0: since these are linear we can write
σˆi(s) = bij(s− t)σˆj(t) , (13)
5where the indexes i, j run over the components x, y, z of the TLS, and b is a real matrix (for explicit
expressions of its entries see [26]). Substituting this expression in Eq. (12) one obtains
˙ˆρt = − (σˆzL(t)− σˆzR(t))
[
Bzi(t)σˆ
i
L(t)−B∗zi(t)σˆiR(t)
]
ρˆt , (14)
with
Bzi(t) =
k20
4
∫ t
0
dsDzz(t, s)bzi (s− t) . (15)
It is interesting to observe that the operators displayed by this master equation are: the coupling
operator (σˆz), and the operators which are involved in the free evolution of the coupling operator (σˆi
through Eq. (13)). We further stress that Eq. (14) has the same structure as the bosonic case [24]:
the difference among the two cases is encoded in the structure of the functions B. Moreover, in
the weak coupling limit, these functions for the TLS and the bosonic case coincide as expected [1].
Resorting to the Schro¨dinger picture and writing all the terms explicitly one eventually obtains
˙ˆρt = −i
(
Hˆ1(t)ρˆt − ρˆtHˆ†1(t)
)
−BRezz (t) [σˆz, [σˆz, ρˆt]]
+Bzy(t) σˆ
yρˆtσˆ
z +B∗zy(t) σˆ
zρˆtσˆ
y +Bzx(t) σˆ
xρˆtσˆ
z +B∗zx(t) σˆ
zρˆtσˆ
x , (16)
where Hˆ1(t) = Hˆ0 +Bzx(t)σˆ
y−Bzy(t)σˆx. This is the exact non-Markovian master equation for the
spin-boson model. We stress that all the functions displayed by this master equation are analytical.
Moreover, if one chooses time dependent dephasing or detuning in Hˆ0, Eq. (13) still holds, and
so does this master equation. The first line of Eq.(16) displays a Lamb-shifted Hamiltonian and
a dephasing term which changes only the non diagonal entries of ρˆt. The tunneling dynamics is
driven by the second and third lines of Eq. (16): these terms modify the populations of excited
and ground states of the TLS. This master equation recovers, in the appropriate limits, the results
known in the literature. For the full Hamiltonian (1) the master equation for the spin-boson model
is known in the weak coupling limit [27]: in this same limit (i.e. D = D), our exact master equation
recovers that. The only exact master equation known in the literature is the one for the “pure
dephasing” model, described by Eq. (1) with ∆ = 0. The master equation for this model is quite
easy to derive because Hˆ0 and HˆI commute. One can easily check that under this restriction
bzx = b
z
y = 0, b
z
z = 1 and D = D, that substituted in Eq. (16) lead to
˙ˆρt = −i 
2
[σˆz, ρˆt]− k
2
0
4
(∫ t
0
D(t, s)ds
)
[σˆz, [σˆz, ρˆt]] , (17)
which recovers the known master equation for this model [1, 28]. Another interesting special case
is the “pure detuning”model, i.e. Eq. (1) with  = 0. The master equation for this model is
6obtained simply by setting Bzx = 0 in Eq. (16). Such an exact master equation was not known,
but if we restrict ourselves to the weak coupling limit we recover previously known approximated
results [29, 30]. We further stress that Eq. (16) also provides the master equation for the Rabi
model [1, 31]: one simply needs to consider a “one oscillator bath”by taking a delta-correlated
spectral density in Eqs. (3),(4).
In order to solve Eq. (16) it is convenient to introduce the following identity:
ρˆt =
1
2
(
Iˆ + 〈σi(t)〉 σˆi
)
, (18)
where the vector with components 〈σi〉 is known as Bloch vector. Substituting this equation in
Eq. (16), after some calculation one finds that the Bloch vector evolves according to the following
equation:
d
dt
〈σi(t)〉 = Bij(t)〈σj(t)〉+ Σi(t) , (19)
with i, j = x, y, z, Σ =
(−4BImzy , 4BImzx , 0), and
B =

−4BRezz − 4BRezx
 −4BRezz 4BRezy + ~∆
0 −~∆ 0
 . (20)
This matrix recovers known results for the “pure dephasing“ and “pure detuning” models [6].
However, unlike these special cases, the solution of the set of equations (19) with (20) is non-
trivial. In general, the dynamics of ρˆt strongly depends on the bath spectral density and on the
other parameters of the model. This important issue will be investigated in a dedicated forthcoming
paper. Figure 1 shows the time evolution of BRezz (t) for an increasing number of terms in the
series (12) for D (from n = 1 to n = 6). Black lines denote previously known results: dotted for
weak-coupling limit (or second order TCL), and dashed for fourth order TCL (known for the “pure
detuning” model only [6]). Colored (solid) lines are the original result of this Letter: the distance
between the dashed line (n = 2) and the green one (top solid line, n = 6) clearly shows how
previous results are improved. Moreover, besides small numerical errors, red (n = 5) and green
(two top solid) lines coincide, showing quite fast convergence of the series (12). The evolution of
the other coefficients of the master equation (16) display a similar convergence [26].
The method we presented can be exploited to obtain more general master equations. Indeed,
the map (5) provides the evolution for an interaction Hamiltonian of the type
HˆI = σˆ
iφˆi (21)
70.05 0.1 0.15 0.2 0.25
t Ε
0.5
1.0
1.5
2.0
2.5
Bzz
Re
FIG. 1: Evolution of BRezz for increasing number of terms in the series (12) for D. Dotted line is
n = 1, dashed n = 2. Solid lines are respectively (bottom to top): n = 3 (purple), n = 4 (blue),
n = 5 (red), n = 6 (green). Bath with ohmic spectral density and Gaussian cutoff:
J(ω) = 2piω exp[−ω2Λ−2]. Other parameters are:  = 10, ∆ = , k20 = 0.04, kBT = 0.1, Λ = 2.
(of which Eq. (2) is a special case). The superscript i can be intended either as running over
different TLSs, or as different components (x, y, z) of the same system (or both these options).
One can then repeat the calculations previously described, in the spirit of [24], and obtain the
following master equation in interaction picture:
˙ˆρt = −
(
σˆiL(t)− σˆiR(t)
) [
Bij(t)σˆ
j
L(t)−B∗ij(t)σˆjR(t)
]
ρˆt , (22)
where we have to keep in mind that the correlation function has been promoted to a matrix Dij ,
which implies
Bij(t) =
∫ t
0
dsDik(t, s)bkj (s− t) . (23)
This exact non-Markovian master equation allows to describe many models of which only ap-
proximate master equations (or none) are known. Interesting examples falling in this category
are the Tavis-Cummings model [20] and the Jaynes-Cummings-Hubbard model [21]. We however
stress that a crucial requirement is that the free Hamiltonian Hˆ0 must provide linear Heisenberg
equations, otherwise Wick’s contractions would not be c-functions (and the formalism would fail).
Accordingly, spin-chains are excluded from our treatment [26]. We exploit this general result to at-
tain the dynamics for the Jaynes-Cummings model which covers a fundamental role in the theories
of quantum optics and cavity-QED [18]. The interaction Hamiltonian for this model is obtained
8by applying the rotating wave approximation to Eq. (2), and it reads
HˆI = ~g
σˆ+∑
j
aˆj + σˆ
−∑
j
aˆ†j
 , (24)
where σˆ± = σˆx± iσˆy. The free Hamiltonian for this model is Hˆ0 = ω0σˆ+σˆ− (our formalism allows
to treat also the more general Hˆ0 of Eq. (1)). Since our formalism works with Hermitian operators,
we rewrite this Hamiltonian as follows
HˆI =
~g
2
σˆx∑
j
(
aˆj + aˆ
†
j
)
+ σˆy
∑
j
i
(
aˆj − aˆ†j
) . (25)
One observes that, although the Jaynes-Cummings coupling is an approximation of the standard
spin-boson interaction (2), it is of the general form (21). We define φˆx =
∑
j
(
aˆj + aˆ
†
j
)
and
φˆy = i
∑
j
(
aˆj − aˆ†j
)
, and we exploit (22) to obtain
˙ˆρt = −i
(
ω0 +B
Re
xy
)
[σˆ+σˆ−, ρˆ] +
(
BRexx −BImxy
)(
σˆ−ρˆσˆ+ − 1
2
{σˆ+σˆ−, ρˆ}
)
+
(
BRexx +B
Im
xy
)(
σˆ+ρˆσˆ− − 1
2
{σˆ−σˆ+, ρˆ}
)
. (26)
The new functions B are defined by Eq. (23) and their expressions are analytical. One can check
that if the bath is in its ground state (i.e. its temperature is zero), the following identity holds:
BRexx = −BImxy , and Eq. (26) recovers the known master equation in this limit [1, 19, 32]. In [32, 33]
the authors provided an approximated master equation up to the fourth order TCL, for a larger
class of initial bath states (namely those commuting with the number operator). Their master
equation differs from ours by a “dephasing” contribution of the type σˆzρˆσˆz. Equation (26) proves
that such a contribution is null for thermal states. Precisely, a coupling of the type (24) will never
display a contribution like σˆzρˆσˆz because one of the two operators multiplying ρˆ must always be
the coupling operator (as explained after Eq. (15)). If one considers a more general Hˆ0 like that
of Eq. (1), one obtains contributions of the type σˆ±ρˆσˆz, i.e. displaying at most one σˆz.
In this Letter, we provided the solution of a long standing problem, i.e. the exact non-Markovian
master equation for the spin-boson model. We solved such a master equation and we showed that
our exact result recovers all known approximated results. Furthermore, we proved that the powerful
formalism we developed allows to investigate more complicate systems that possibly involve more
TLSs. As an example we provided the master equation for the Jaynes-Cummings model. Since the
models investigated are the cornerstones for the analysis of more complicated systems, the results
of this Letter will pave the way for new research on such systems, both under the analytical and
numerical points of view.
9The author is indebted with A. Smirne for precious discussions and for providing fundamental
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Supplementary Material
Although the idea underlying the derivation of the main result of this Letter is quite simple, the
mathematics leading to it is delicate. The aim of this Supplementary Material is to guide the reader
through the technical details of the calculations leading to the master equation (20). Furthermore,
we provide the plots showing the behavior of the functions displayed by the master equation (20)
and by the Bloch vector (23).
Equations of motion and contractions.
One can easily see that the Heisenberg equations of motion for the free Hamiltonian (1) are:
˙ˆσx = − 
~
σˆy ,
˙ˆσy =

~
σˆx + ∆σˆz , (27)
˙ˆσz = −∆σˆy .
Since this is a linear system, one can always find a unique solution, provided three boundary
conditions. Since these can be freely chosen, we set them at time t, because they will be convenient
to switch from interaction to Schro¨dinger picture. The solution of the system at any time s ≤ t
reads
σˆi(s) = bij(s− t)σˆj(t) , (28)
where
b(t) =

1 + 
2
~2ω2 (cosωt− 1) − ~ω sinωt ∆~ω2 (cosωt− 1)

~ω sinωt cosωt
∆
ω sinωt
∆
~ω2 (cosωt− 1) −∆ω sinωt 1 + ∆
2
ω2
(cosωt− 1)

, (29)
10
and ω2 = ∆2 + 2/~2. We stress that if  and ∆ were time dependent functions, the system (27)
would still be linear and it would still admit a solution of the type (28). Accordingly, our formalism
can be applied also to time dependent detuning and dephasing.
The standard definition of Wick contraction for spin 1/2 particles is
σˆ(s1)σˆ(s2) = −{σˆ(s1),σˆ(s2)}θs2,s1 , (30)
where the unit step function θ is needed because we are not dealing with normal ordered products.
One should also keep in mind that we have dropped the superscript z. In order to obtain the explicit
expression of the contraction one simply needs to replace Eq. (28) and exploit the anticommutation
properties of the Pauli matrices. The result is
σˆ(s1)σˆ(s2) = −2
[
bzx(s1)b
z
x(s2) + b
z
y(s1)b
z
y(s2) + b
z
z(s1)b
z
z(s2)
]
θs2,s1 . (31)
One now understands how crucial is to have linear equations of motion: only in this case one can
write a solution in the form (28) and obtain a contraction that is a c-function. If this is not the
case, one cannot explicitly exploit the Wick’s theorem and obtain the main result of this Letter.
This explains why the formalism does not apply to spin chains. In fact, the equation of motion of
e.g. the x component of the j-th spin of a Heisenberg chain reads
˙ˆσxj = −2Jy
(
σˆzj σˆ
y
j+1 + σˆ
y
j−1σˆ
z
j
)
+ 2Jz
(
σˆyj σˆ
z
j+1 + σˆ
z
j−1σˆ
y
j
)
, (32)
where Jy,z are coupling constants displayed by the Hamiltonian. An equation of this kind does not
admit a solution of the type (28).
Calculation details leading to the master equation of Eq.(20). We start from the second
line of Eq.(10) of the main text and we apply the Wick’s theorem. For simplicity we focus only on
the contribution from σˆL (the calculations for σˆR are similar).
T
[(∫ t
0
ds1D(t, s1)σˆL(s1)
) n∏
i=2
i
]
=
(∫ t
0
ds1D(t, s1)σˆL(s1)
)
T
[
n∏
i=2
i
]
+
∫ t
0
ds1D(t, s1)
∑
i
σˆL(s1)T
[
n∏
i=2
i
]
,
(33)
where i is given by Eq.(9). Since all contractions contribute in the same way, we can rewrite the
last term of Eq. (33) as follows:
(n− 1)
∫ t
0
ds1D(t, s1)
(
σˆL(s1)T
[∫ t
0
dt2
∫ t2
0
ds2D(t2, s2)
[
σˆL(t2)σˆL(s2)− σˆR(t2)σˆL(s2)
] n∏
i=3
i
]
(34)
− σˆL(s1)T
[∫ t
0
dt2
∫ t2
0
ds2
(
D(s2, t2)
[
σˆL(t2)σˆR(s2)− σˆR(t2)σˆR(s2)
] n∏
i=3
i
])
,
11
where we simply extracted 2 from
∏n
i=2 i, and the long overbracket denotes the contraction of
σˆL(s1) with this term. We now exploit the rules of Eqs.(12)-(13) to express Eq. (34) in terms of
single contractions as follows:
(n− 1)
∫ t
0
ds1D(t, s1)
∫ t
0
dt2
∫ t2
0
ds2
[
σˆ(s1)σˆ(t2)
(
D(t2, s2)σˆL(s2)−D(s2, t2)σˆR(s2)
)
(35)
− σˆ(s1)σˆ(s2)D(t2, s2)
(
σˆL(t2) + σˆR(t2)
)]
T
[
n∏
i=3
i
]
,
where we also exploited the fact that contractions are c-functions and commute with T-ordering.
By manipulating the integral limit and rearranging the terms, one can rewrite this equation as
follows:
(n− 1)
(∫ t
0
ds1D(t, s1)
∫ t
0
dt2
∫ t
0
ds2 σˆ(s1)σˆ(t2)
[
D¯(t2, s2)σˆL(s2)−D∗(t2, s2)σˆR(s2)
])
T
[
n∏
i=3
i
]
,(36)
where we have exploited the relation D(s2, t2) = D
∗(t2, s2) and we have defined
D¯(t2, s2) = D
Re(t2, s2)(2θt2s2 − 1) + iDIm(t2, s2) . (37)
Repeating similar calculations for σˆR(s1) and recollecting the results, one eventually obtains:
T
[(∫ t
0
ds1D(t, s1)σˆL(s1)−D∗(t, s1)σˆR(s1)
) n∏
i=2
i
]
=
(∫ t
0
ds1D(t, s1)σˆL(s1)−D∗(t, s1)σˆR(s1)
)
T
[
n∏
i=2
i
]
+(n− 1)T
[(∫ t
0
ds1D(2)(t, s1)σˆL(s1)−D∗(2)(t, s1)σˆR(s1)
) n∏
i=3
i
]
, (38)
with
D(2)(t, s1) =
∫ t
0
dt2
∫ t
0
ds2 σˆ(s2)σˆ(t2)
[
D¯(t2, s1)D(t, s2) +D(t2, s1)D
∗(t, s2)
]
. (39)
The important lesson we learn from Eq. (38) is that the odd T-product of the left hand side, can be
decomposed in an even T-product (that can be linked to Mnt ) plus another odd T-product of lower
order with the same structure as the left hand side. This implies that one just needs to perform
the substitution D → D(2) and repeat these calculations to obtain D(3), and so on. This iteration
leads to the following expression:
D(n)(t, s1) =
∫ t
0
dtn
∫ t
0
dsn σˆ(sn)σˆ(tn)
[
D¯(tn, s1)D(n−1)(t, sn) +D(tn, s1)D∗(n−1)(t, sn)
]
. (40)
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The result of this procedure is that we have decomposed the initial odd T-product of Eq. (33) in
a sum of even T-products, that can be linked to Mkt :
T
[(∫ t
0
ds1D(t, s1)σˆL(s1)−D∗(t, s1)σˆR(s1)
) n∏
i=2
i
]
= (41)
n−1∑
k=0
(n−1)!
k!
(∫ t
0
ds1D(n−k−1)(t, s1)σˆL(s1)−D∗(n−k−1)(t, s1)σˆR(s1)
)
Mkt .
By substituting this equation in Eq. (10), and by exploiting the definition of Cauchy product of
two series one obtains
M˙t = −
∞∑
n=1
(−1)n−1 [σˆL(t)− σˆR(t)]
(∫ t
0
ds1D(n)(t, s1)σˆL(s1)−D∗(n)(t, s1)σˆR(s1)
) ∞∑
k=0
(−1)k
k!
Mkt .
(42)
By applying this equation to ρˆ0, one easily finds Eqs.(18),(19), where by definition D(1) ≡ D, and
we have added the subscript zz for coherence with the notation of Eq.(5).
It is interesting to observe that Eq. (39) can be interpreted as the action of an operator
D on D(t, s2), i.e. D(2)(t, s1) = D [D(t, s2)], which for a general D(n) leads to D(n)(t, s1) =
Dn−1 [D(t, s2)]. According to this notation, one can rewrite Eq.(18) in a more elegant way, by
formally summing the series:
D(t, s1) =
1
1 +D
[D(t, s2)] . (43)
The last step in the derivation of Eq.(20) requires the solution of the Heisenberg equations of
motion for Eq.(1), which are provided in the first section of this Supplementary Material.
Plots of the functions in the master equation (20).
In the main Letter, we provided a plot showing the time evolution of BRezz (t) for an increasing
number of terms in the series (19) defining it. We provide here the plots for the functions Bzx(t)
and Bzy(t), which rule the evolution of a density matrix according to Eq.(20).
These plots clearly show how previous results (black lines) are improved, and that the series
converges quite fast. We stress that these functions and the evolution of ρˆ strongly depend on the
bath structure and the other parameters of the model.
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FIG. 2: Dotted line is n = 1, dashed n = 2. Solid lines are respectively [bottom to top in insets
(b) and (c), top to bottom in insets (a) and (d)]: n = 3 (purple), n = 4 (blue), n = 5 (red), n = 6
(green). Bath with ohmic spectral density and Gaussian cutoff: J(ω) = 2piω exp[−ω2Λ−2]. Other
parameters are:  = 10, ∆ = , k20 = 0.04, kBT = 0.1, Λ = 2.
ERRATUM
In this paper, we have derived a master equation for two-level systems interacting with a bosonic
bath. Such a master equation was claimed exact but, as we will show in this Erratum, this is
not the case. We start by correcting a typo in Eq. (11), that however does not play a role in
the following considerations. In particular, different σˆs acting on the same side of ρˆ satisfy the
standard anticommutation rules, and Eq. (11) should read:
{σˆL, σˆL} = {σˆR, σˆR} = 2Iˆ . (44)
The main result was derived starting from the most general completely positive, trace preserving,
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Gaussian, non-Markovian map [23]:
Mt = TD exp
{∫ t
0
dτ
∫ t
0
dsDjk(τ, s)
[
AˆkL(s)Aˆ
j
R(τ)−θτsAˆjL(τ)AˆkL(s)−θsτ AˆkR(s)AˆjR(τ)
]}
, (45)
that describes the reduced dynamics of a system (with operators Aˆj) bilinearly interacting with a
Gaussian bosonic bath (with correlation Djk(τ, s)). We have here added a subscript D to the time
ordering operator T in order to stress that this is the Dyson’s (time) ordering, defined by:
TD
[
Aˆj(τ)Aˆk(s)
]
= Aˆj(τ)Aˆk(s)θτs + Aˆj(s)Aˆk(τ)θsτ , (46)
where θτs = 1 for τ > s, and zero elsewhere. We stress that Dyson’s ordering is defined in the
same way regardless of whether the system operators Aˆ are bosonic or fermionic.
The master equation was derived by applying Wick’s theorem on the map (45), according to
which one can rewrite time-ordered products in terms of Wick contractions. However, Wick’s
theorem exploits an operator ordering that discriminates among bosons and fermions. Wick’s
(time) ordering TW coincides with Dyson’s ordering for bosons: TW = TD. Indeed, one can exploit
Wick’s theorem to obtain the exact master equation for a bosonic system [24]. However, for
fermionic systems the definition of Wick’s ordering is different:
TW
[
Aˆj(τ)Aˆk(s)
]
= Aˆj(τ)Aˆk(s)θτs − Aˆj(s)Aˆk(τ)θsτ (47)
In the main paper, this was accounted for both in the definition of contraction and in the explicit
calculations. However, what was overlooked is that the map (45) is defined with TD also for
fermionic systems: the derivation was performed by implicitly assuming thatMt was defined with
TW , i.e. TD was accidentally replaced by TW in Eq. (45).
In order to solve this issue, one can conveniently express Dyson’s ordering in terms of Wick’s
one (and vice versa). For the spin-boson model this amounts to:
TW [σˆ
z(τ)σˆz(s)] = TD [σˆ
z(τ)σˆz(s)]− 2σˆz(s)σˆz(τ)θsτ . (48)
This clearly shows that the replacement TD → TW implies to neglect systematically some con-
tributions, leading to an approximate master equation. One might try to correct the previous
derivation by taking these new terms into account. However, the relation (48) between the two
orderings becomes very much complicated for higher order operator products T [σˆz(τ1) . . . σˆ
z(τn)],
and one cannot rearrange such terms in order to obtain an overall contribution proportional toMt
(crucial to obtain a master equation; see Supplementary Material). Another approach is to rewrite
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explicitly the product of Pauli matrices, by directly exploiting their properties. With our notation
one finds e.g.
σˆz(τ)σˆz(s) = bz(τ) · bz(s) Iˆ + i(bz(τ)× bz(s)) · σˆ , (49)
where · and × denote respectively scalar and cross products, and bold symbols denote the vectors
with components x, y, z. However, also in this case it is not possible to obtain a compact expression
for higher order products. The failure of these approaches is intimately connected with the algebra
of Pauli matrices. In the first case, this is displayed by the fact that it is not possible to reduce
a Dyson’s ordering for fermions by means of the corresponding Wick’s theorem. In the second
approach, this is displayed by the terms proportional to σˆ in Eq. (49), that do not allow one
to reduce the complexity of higher order products. Although we have so far mentioned only the
spin-boson model, a similar discussion applies to the master equation for the Jaynes-Cumming
model.
A possible way out is the application of a so called “generalized Wick’s theorem” introduced
in [34]. This method however leads to multiply connected diagrams that might be difficult to recast
in a master equation. An improvement in the result of this paper might be obtained by exploiting
the path-integral formalism with time-non-local Lagrangians [35]. Both these approaches require
a detailed analysis and will be subject of further studies.
We have shown that our method systematically neglects some contributions in the derivation
of the master equation, that accordingly cannot be considered exact. We however stress that the
weak coupling limit of our master equation is correct and recovers known results. Indeed, this is
obtained by neglecting the ordering of σˆ(s1) with the operators of
∏
i i in Eq. (10). Accordingly,
σˆ(s1) is simply plugged out of the time ordering, bypassing the ordering issues described above.
On the other hand, Eq. (49) suggests that the exact master equation for the spin-boson model
should include all combinations over i, j = x, y, z of terms of the type [σˆi, [σˆj , ρˆ]] and [σˆi, {σˆj , ρˆ}].
Similarly, the exact master equation for the Jaynes-Cummings model should display terms of
the type σˆzρˆσˆz, that where missed by Eq. (30), but were obtained in [32, 33] by means of an
approximated technique. One can in principle obtain an exact master equation, although this
seems a very hard task, and as yet we could not find a closed expression.
The author acknowledges M. Merkli for spotting the typo of Eq. (11), and M. Hall for useful
comments. Furthermore, the author is indebted to G. Gasbarri for pointing out the ordering
issue, and for collaboration in investigating the problem and drafting this Erratum. This work
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