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3Title in English
Multiradial Matrix Covariance Functions: Characterization and Applications
T´ıtulo en espan˜ol
Funciones Matriciales de Covarianza Multiradiales: Caracterizacio´n y Aplicaciones
Abstract: All results presented here concern to radial (isotropic) and multiradial (d-
anisotropic) matrix-valued covariance functions. We specify some important properties
of matrix-valued covariance functions associated to Multivariate Gaussian fields in a
Euclidean space Rd. In particular, we focus (a) on the radially symmetric case and, the
more general case, (b) on multiradial obtained through isotropy between components of
the lag vector. We call the later set of functions the class of multiradial matrix-valued
covariance functions or the class of d-anisotropic matrix-valued covariance functions, this
case includes, as special case, space-time and fully symmetric correlation functions.
The classes of radial and multiradial matrix-valued covariance functions are characterized
as the scale mixture of a uniquely determined matrix-valued measure Λd(·), with
Λd(b) − Λd(a) positive definite matrix for any 0 ≤ a ≤ b, with a,b ∈ Rn+, for some
n ∈ Z+. We call the matrix function Λd(·) the m-Schoenberg measure. Such result is
the analogue of Schoenberg (1938) theorem for the class of univariate stationary-isotropic
covariance functions.
We introduce the multivariate versions of radial and multiradial Monte´e and Descente
operators which were introduced by Matheron in the univariate-radial case, calling these
matrix operators the m-Monte´e and m-Descente, m ≥ 2, and prove that these operators
change the smoothness of the mapped functions and they are dimensional walks, i.e. each
one of these operators map a matrix-valued covariance function valid in Rd in another
matrix-valued covariance function valid in Euclidean space of higher o lower dimension.
Also, we characterize the associated m-Schoenberg measures of the new covariance matrix
functions, it is set up the necessary conditions for the m-Monte´e and m-Descente are
well define and obtain examples where these operators as dimension walks are not well
defined.
Analogue of the Turning Bands operator established by Matheron for univariate covari-
ance functions, we show the existence of projection operators that map a matrix-valued
covariance function ϕ being positive definite on some Euclidean space Rd in another
function, say ̺, being radial and positive definite on a Euclidean space of higher
dimension, result which opens a future line of research in simulation of multivariate
random fields.
At the end, we present ascending dimensional walks, based on scale mixtures of Beta
distribution function, that map a radial or multiradial matrix-valued covariance function
valid in Rd into a radial or multiradial matrix-valued covariance function valid in a space
of higher dimension.
Resumen: En este trabajo se estudian las funciones matriciales de correlacio´n radiales
(isotro´picas ) y multiradiales (d-anisotro´picas), asociadas a campos aleatorios multivaria-
dos Gaussianos en Rd.
El punto de partida de esta investigacio´n es el desarrollo de la representacio´n integral
para las funciones matriciales de correlacio´n radiales y multiradiales. Como resultado se
obtiene que dada una funcio´n matricial, e´sta es una funcio´n de correlacio´n matricial va´lida
en Rd si y so´lo si se puede representar como una mixtura de una funcio´n caracter´ıstica y
una matriz Λd(·) con Λd(b)− Λd(a) matriz definida positiva donde a,b ∈ Rn y a ≤ b.
Se introducen las versiones multivariadas de la Monte´e y la Descente, m-Monte´e y
m-Descente respectivamente, operadores que fueron introducidos en el caso univariado
por Matheron. Y ana´logo a los resultados del caso univariado, se muestra que estos
operadores cambian la suavidad - diferenciabilidad - de las funciones transformadas y
definen biyecciones entre clases de funciones de correlacio´n matricial, esto es, dada una
funcio´n de correlacion matricial ϕ va´lida en Rd, esta funcio´n se transforma, a trave´s de
los operadores m-Monte´e y m-Descente, en una funcio´n de correlacio´n matricial ̺ que es
una funcio´n de correlacio´n matricial va´lida en un espacio de mayor o menor dimensio´n.
Comportamiento que permite hablar de estos operadores como caminatas entre espacios
de diferente dimensio´n - caminatas dimensionales -. Unido a lo anterior se hallan las
condiciones necesarias para que dichos operadores este´n bien definidos y se presentan
ejemplos para los cuales no esta´n bien definidos.
Adicional a los resultados anteriores, se presentan dos clases de caminatas dimensionales;
en la primera se presenta las versiones multivariadas de las ecuaciones de soporte para
el me´todo de simulacio´n de bandas rotantes - Turning Bands -, resultado que abre una
l´ınea de investigacio´n en simulacio´n de campos aleatorios multivariados. En la segunda
clase se exponen operadores con base en mixturas con la funcio´n de distribucio´n Beta que
generan caminatas dimensionales ascendentes, esto es a partir de funciones de correlacio´n
matricial va´lidas en un espacio Euclideo d-dimensional es posible obtener funciones de
correlacio´n matricial va´lidas en espacios Euclideos de mayor dimensio´n.
Keywords: Multivariate random field, Stationarity-isotropy, Matrix-covariance func-
tions, Fourier Transform, Signed measures.
Palabras clave: Campos aleatorios multivariados, Estacionariedad-isotrop´ıa, Funciones
de covarianza matriciales, Transformada de Fourier, Medidas signadas.
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Notation
C Set of complex numbers.
R Set of real numbers.
R+ The half-line [0,∞).
R+ The extended half-line R+ ∪ {+∞}.
Z+ Set of positive integer numbers.
Mm Set of m×m-dimensional complex-valued matrices.
Bd Borel σ-algebra on d-dimesional space R
d.
λd Lebesgue measure in Rd.
Cov(X,Y ) Covariance of two random variables X and Y .
Ωd(·) Schoenberg kernel.
Λd Schoenberg m-measure for a multiradial (d-anisotropic) matrix covariance,
d-Schoenberg m-measure for short.
S
d−1 The spherical shell in Rd.
f ◦ g Composition of functions f and g.
ξ ⊙ ω Schur’s product.
〈ξ,ω〉 Inner product.
III
Introduction
The use of matrix valued covariances for modeling multivariate data indexed by spa-
tial coordinates has become ubiquitous: in environmental and climate sciences, for in-
stance, monitors collect information on multiple variables such as temperature, pressure,
wind speed and direction, and several other pollutants. The recent survey in [32] puts
emphasis on the output of climate models, and on physical models in computer exper-
iments, which often involve multiple processes that are indexed by not only space and
time, but also parameter settings. It is very common to model these multivariate spa-
tial (or space-time) data as being the realization from a multivariate Gaussian field, with
the clear implication that the first two moments become the crux of accurate inference
and prediction. For a vector valued weakly stationary Gaussian field {Z1(x), . . . , Zm(x)},
x ∈ Rd,the covariance function, denoted K hereafter, is a matrix valued mapping, so
that Kij(τ ) = Cov (Zi(x), Zj(x+ τ )) is called cross covariance, and for i = j we have
the autocovariances of the scalar processes Zi. There is a fertile literature in the last five
years on this kind of mappings, and we refer the reader to [3], [4], [44] and [56], as well as
to the survey in [32] with the references therein.
And inside of the family of matrix valued covariance functions, the assumption of radial
symmetry has got a paramount place in spatial and spatio-temporal statistics, although it
can be restrictive for modeling some natural phenomena; this family, indeed of stationary
random fields, is perhaps the family in which most research has be done. Its relevance is
given by the fact that they are the block-buildings for more sophisticated, complex and
plausible stationary and non-stationary covariance functions - see [3], [4], [21], [35],[36],
[39], [40], [44] and [74], with the reference therein -.
The historical timeline of characterizations of this family can be traced from Schoenberg,
who developed a integral representation of isotropic positive definite functions which are
characterized as being the scale mixtures of the characteristic function of a random vector
being uniformly distributed on the spherical shell of Rd with positive measures defined on
the positive real line [68].
Starting from Schoenberg representation of univariate radial symmetry covariance func-
tions: Daley & Porcu [22] revised the Monte´e and the Descente operators focusing on
Schoenberg measures, in particular they show the necessary conditions to get well defined
operators in the univariate case. Gneiting [34, 35, 36] showed the necessary conditions to
fit a line segment as covariance function on a ball of radius one in Rd, gave some properties
of the derivatives of univariate isotropic correlation functions, and establish the relation
between the families of 1-symmetry distribution functions and 2-symmetry distribution
IV
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functions, where the α-symmetry distribution functions are defined as the family of mul-
tivariate distribution functions such that its Fourier transform is radial symmetry respect
to the (quasi)-norm (|x1|α + . . .+ |xn|α) 1α .
Based on Schoenberg representation of multiradial covariance functions: Fernandez et al.
[28] presented a flexible spatio-temporal model and Porcu et al. [57] presented the main
properties of the Monte´e and the Descente e´tendues operators, however in these two papers
Schoenberg representation of multiradial covariance functions is no proven. In particular
in [57] this result is presented as a lemma.
The univariate versions of the Monte´e and Descente operators, in geo-statistics settings,
were introduced by Matheron [52] as a option to make easier some mining estimations,
and later, proved that the class of radial covariance functions is a closed class under these
operators, i.e. the Monte´e and Descente map radial positive definite functions in radial
positive definite functions, and set up the basic equations of the Turning Bands simulation
method of univariate Random Fields [53]. The importance of these operators relies in well
known results, they modify the differentiability of the covariance functions, at the same
time, the differentiability at the origin of the covariance function is crucial to determine
the properties in terms of differentiability (in the mean square sense) of the associated
Gaussian Random Field (RF for short), as well as in terms of fractal dimension.
The Turning Bands - TB for short - method for simulating RF’s in Rd was initially used by
Chentsov [16] working with Brownian random process, the basic equations that support the
method for R2 and R3 was set up by Mate´rn [51, Eq. 2.3.10-2.3.11] (again, these equations
were developed by Gneiting [35]), and some guidelines of methodology to simulate a RF is
due to Matheron [54]. Journel & Huijbregts [47] set up the methodology of TB for simulat-
ing three-dimensional RF’s, Brooker [13] extended this methodology to two-dimensional
spaces, and, Gneiting [33, 38] presented the bias due to the use of a finite number of lines
in the simulation process in R2 and some families of valid univariate stationary-isotropic
covariance functions in R2 for which is established the initial covariance function in a
one-dimensional. Mantoglou & Wilson [50] presented a faster TB methodology, based on
spectral densities and Mantoglou [49] extend this spectral methodology to multivariate
Random Fields.
Some of the above results are extended in this dissertation to multivariate RF, however
for a more accurate presentation we introduce some definitions before.
Let us denoted with Mm the set of m×m–dimensional complex–valued matrices, then a
mapping C = [Cij ] : R
d ×Rd →Mm is valid matrix-covariance function in Rd if and only
if it is positive definite on Rd, i.e. for any finite dimensional collection of points x1, . . . ,xn
of Rd and the same number of m–dimensional vectors c1, . . . , cn ∈ Cm, ci = (ci1, . . . , cim)′,
the following inequality holds
n∑
j,k
m∑
i,l
cjicklCil(xj ,xk) ≥ 0. (1)
As it was mentioned before, the covariance function of a RF becomes the crux of most
of analysis of the space and spatio-temporal data, this has been happening supported
in the Kolmogorov’s existence theorem - see [9, Theo. 36.1-36.2]- that implies for any
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positive definite mapping C as defined above, there exists a Gaussian vector–valued RF
Z(x) = (Z1(x), . . . , Zm(x))
′ on Rd such that
Cov (Z(x), Z(y)) = C(x,y) = [Cij(x,y)]
m
i,j=1 , x,y ∈ Rd.
In this thesis we deal with radial and multiradial matrix-valued covariance functions that
represent the natural analogue of the univariate class Φd presented in [35] and [36]. For-
mally, given m ∈ Z+ and d ∈ Zk+ for some k = 1, 2, . . ., we call Φmd the class of matrix-
valued d–anisotropic correlation functions, i.e. Φmd is the class of matrix-valued functions
ϕ = [ϕij ]
m
i,j=1 for which ϕij : [0,∞)n → R is continuous, ϕii(0) = 1 (i = 1, . . . ,m), and
such that there exists a stationary Gaussian m-variate Random Field - RF for short -,
{Z(x) = (Z1(x), Z2(x), . . . , Zm(x)) : x ∈ Rd, x = (x1, . . . ,xn) ∈ Rd1 × · · · × Rdn} with
matrix-valued covariance
Cov (Z(x),Z(x + τ )) = K(τ 1, . . . , τn) = [Kij(τ 1, . . . , τn)]
m
i,j=1
= diag(σ)ϕ(‖τ 1‖, . . . , ‖τn‖) diag(σ)
= diag(σ) [ϕij(‖τ 1‖, . . . , ‖τ n‖)]mi,j=1 diag(σ), (2)
where ‖ · ‖ is the Euclidean norm, σ is an m-vector of the nonnegative elements σj for
which VarZj(x) = σ
2
j (all x ∈ Rd) and τ = (τ 1, . . . , τn) ∈ Rd1 × · · · ×Rdn . This notation
follows the notation given in previous works, e.g. [22], [35], [36], [37] and [72].
To avoid unnecessary repetitions we shall use the notation d when we are working inside
the class of multivariate d–anisotropic covariance functions - Φmd -, i.e. d ∈ Zk+ with
k ∈ Z+, and d ∈ Z+ when the results are related specifically to the class of multivariate
isotropic covariance functions - Φmd -, i.e. the special case d = d ∈ Z+. Also, Φd shall be
short notation for the class of functions Φ1d described in Theorem 1.4.2.
As starting point of the results - Section 2.1 -, we characterize the class Φmd as the scale
mixture of the characteristic function of a random vector being uniformly distributed
on the spherical shell of Rd, and a uniquely determined m × m matrix-valued measure
Λd(r) : [0,∞) → Mm being itself positive definite for any fixed value of r, and following
Daley & Porcu [22], the matrix-valued measure Λd(·) is called herem-Schoenberg measure.
Such result is the analogue of Schoenberg theorem for the class Φd - see [68] -.
In the radial-univariate case (m = 1), Matheron [52] showed how the Monte´e and Descente
operators applied to suitable functions f ∈ Φd, yield members of Φd−2 (for d ≥ 3) and Φd+2
respectively, later Wendland [71] adopted the name walk through dimensions to describe
the role of these operators. Sections 2.2 and 2.3 are dedicated to present multivariate
versions of these operators and extended all these results to the case m ≥ 2, using the
notation I˜m and D˜m for these extensions and calling them m-Monte´e and m-Descente
respectively. Later, - Section 2.4 - we extend the results presented in [22] to the radial
multivariate case, i.e. starting from the multivariate analogue of Schoenberg integral
representation of isotropic matrix-correlation functions, we characterize the associated m-
Schoenberg measures of the m-Monte´e and m-Descente showing that these operators are
not always well define, and obtain examples where these dimension walks for multivariate
correlations are not well defined.
Chapter 3 is dedicated to extend all the results presented in Chapter 2 to the family of
multiradial matrix covariance functions. In particular we develop the analogue Schoenberg
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representation for d-anisotropic or matrix-valued covariance functions - multiradial case -
and following Porcu et al. [57], we generalize the multiradial versions of the Descente and
Monte´e e´tendue to the multivariate case and show the necessary conditions to get well
defined operators.
At the end, Chapter 4, we present some results which can be thought as the firsts de-
velopments which lead applications. Beginning from analogues of Schoenberg integral
representation for multivariate radial (isotropic) and multiradial (d-anisotropic) functions
we show the existence of projection operators that map Φmd into Φ
m
d′ and vice versa, with
d, d′ ∈ Zk+ and d 6= d′ - k = 2, 3, . . . -. Such a result is the analogue of the TB operator
established by Mate´rn [51] and Matheron [52, 53] for m = 1. Results that open a line
for future research in simulation of vectorial Random Fields. Also, in this Chapter is pre-
sented two ascendent dimensional walks based on mixtures of Beta distribution functions,
for which the univariate case has been shown in [59].
The document is started with the expository material and necessary background for a
clear and neater exposition of the results - Chapter 1 -.
CHAPTER 1
Background
In this chapter, we present some concepts that constitute the main support for develop-
ments which we present in subsequent chapters.
In the core of the background is RF’s theory for which is dedicated Section 1.4, however
it is needed to go in a deeper theories that support whole the construction of RF’s, these
concepts belong to measure and probability theory which are given in Sections 1.1 and
1.2. Section 1.3 is dedicated to present two concepts of functional analysis that will useful
in the proofs.
1.1 Measures
The notions and results presented in this section are the basic elements to introduce
and support the concept of distribution function and expected valued, and in general
integration theory. Concepts that will be mentioned frequently in all this document.
Definition 1.1.1 ([9], [10], [25], [65]). Let Ω be a non-empty set. Then a collection of
subsets of Ω, F, is called a σ-algebra (or a σ-field) on Ω if
i. Ω ∈ F.
ii. B ∈ F⇒ Bc ∈ F. Bc := Ω\B denotes the complement of B in Ω.
iii. Whenever a sequence of sets {Bi}i∈N ⊂ F then
⋃
i∈NBi ∈ F.
From the conditions i, ii and De Morgan’s set laws the condition iii. can be changed by
iii*. Whenever a sequence of sets {Bi}i∈N ⊂ F, then
⋂
i∈NBi ∈ F.
Let Ω be a non-empty set the smallest σ-algebra on Ω is S = {∅,Ω} - the trivial σ-field
-, and the biggest is the class of all possible subsets of Ω, sometimes called power set [61],
that is denoted by P = P (Ω) = 2Ω, so for every σ-algebra F on Ω we have S ⊂ F ⊂ P.
The pair (Ω,F) where Ω 6= ∅ and F is a σ−algebra, is called a measurable space and every
B ∈ F is called a measurable set - strictly F-measurable - or an event.
1
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A σ-algebra F can be interpreted as an information system on Ω. And we will only be
allowed to make (probabilistic) statements about subsets of Ω (so-called “events”) that
belongs to F, [65].
Definition 1.1.2. Let Ω be a non-empty set and let A a collection of subsets of Ω. Let
M := {F : F is a σ-algebra on Ω containig A}. Then
σ(A) :=
⋂
F∈M
F
is the smallest σ-algebra on Ω containing A and is called the σ-algebra generated by A.
The σ-algebra, denoted by Bd, generated by all intervals of the form
(a,b] :=
{
x = (x1, . . . , xd) ∈ Rd : ai < xi ≤ bi, i = 1, . . . , d
}
(1.1)
is called the Borel σ-algebra on Rd. Here a = (a1 . . . , ad) and b = (b1, . . . , bd) are elements
of Rd. Bd can be generated by different collection of subsets of R
d, not only by the
collection of sets of the form (a,b]. Other collections that can be generators of Bd are
present below,
i. The collection of all open cuboids (a,b) in Rd, i.e. (a,b) :=
{
x = (x1, . . . , xd) ∈
R
d : ai < xi < bi, i = 1, . . . , d
}
ii. The collection of all closed cuboids [a,b] in Rd, i.e. [a,b] :=
{
x = (x1, . . . , xd) ∈
R
d : ai ≤ xi ≤ bi, i = 1, . . . , d
}
.
iii. The collection of all sets of the form [a,b) in Rd, i.e. [a,b) :=
{
x = (x1, . . . , xd) ∈
R
d : ai ≤ xi < bi, i = 1, . . . , d
}
.
See [6], [18] and [61].
Definition 1.1.3. Let (Ω,F) and (Ω′,G) be measurable spaces. A mapping f : Ω → Ω′
is called F/G-measurable or simply measurable if, given B ∈ G,
f−1(B) :=
{
ω ∈ Ω : f(ω) ∈ B} ∈ F
The most elementary measurable function is the characteristic function of a set B ∈ F,
denoted by χ
{B}
(·), it is defined as χ
{B}
(ω) := 1 if ω ∈ B, and 0 elsewhere. From this
function is defined a simple function f(ω) :=
∑n
j=1 ajχ{Bj}(ω) which is corner-stone of all
the developments in measure theory and probability in the sense that many propositions
and theorems are proven in their firsts stages for the family of simple functions.
Definition 1.1.4. Given a measurable space (Ω,F), a set function µ : F→ R+ is called a
measure on F if obeys the next conditions
i. µ
(∅) = 0
ii. Whenever a collection of sets
{
Bj
}
j∈N
⊂ F with Bi ∩Bj = ∅ for i 6= j, then
µ
(⋃
j∈N
Bj
)
=
∑
j∈N
µ(Bj).
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In the case µ : F→ (−∞,∞] or µ : F→ [−∞,∞), µ is called a signed measure.
The triple (Ω,F, µ) with µ be a measure (a signed measure) and F a σ-algebra over Ω 6= ∅,
is called a measure space (a signed measure space).
Let A and B be elements of F with A ⊂ B and µ a measure, the condition ii., in the
previous definition, leads to µ(A) ≤ µ(B), so given any C ∈ F we have µ(C) ≤ µ(Ω).
From this, if µ(Ω) <∞ we say µ is a finite measure, and whenever there is a collection of
events
{
Bj
}
j∈N
⊂ F so that
Bj ր Ω as j →∞ and µ(Bj) <∞ for all j ∈ N
µ is called a σ-finite measure, [9]. In addition, µ(Ω) = 1 implies that we are working with
a probability measure, and it is usually denoted by P .
A measure in the Borel sets in Rd is the Lebesgue measure which is defined as
λd
(
(a,b]
)
=
d∏
i=1
(bi − ai),
where (a,b] ⊂ Rd. The mapping λd : Rd → [0,∞) is called Lebesgue-Borel measure and
its extension to Bd is called Lebesgue measure. Moreover, if we define Bn = (−n, n]d we
have Bn ր Rd and λd(Bn) = (2n)d < ∞ for all n, then the Lebesgue measure is σ-finite
[65].
Definition 1.1.5. A measure space (Ω,F, µ) is called complete if given A ⊂ B, with
B ∈ F and µ(B) = 0 then A ∈ F (it is straight to observe µ(A) = 0).
Notation: Let N be the union of all sets Ej ∈ F such that µ(Ej) = 0, we shall call N
the null set. If some statement is true for all ω ∈ Ω\N then it is said that statement
holds µ-almost everywhere (a.e). In the case µ is a probability measure it is said that this
statement is µ-almost sure (a.s).
1.2 Signed Measures
A classical example of a signed measure is supported by a measure, i.e. let us consider
a measure µ on the measurable space (Ω,F) and a measurable function g : Ω → R, such
that ∫
Ω
∣∣g(ω)∣∣µ(dω) <∞
then, for any B ∈ F
ν(B) =
∫
B
g(ω)µ(dω)
is a signed measure. It is recognizable that any (positive) measure is a signed measure.
The sets F = {ω ∈ Ω : g(ω) > 0}, E = {ω ∈ Ω : g(ω) < 0} and N = {ω ∈ Ω : g(ω) = 0}
are called the positive set, the negative set and the null set, respectively. These sets play
an important role in signed measures theory, as it is shown in the next results.
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Definition 1.2.1 ([7]). Given (Ω,F, µ) a signed measure space. A set F ∈ F is called a
positive set for µ if µ(C) ≥ 0 whenever C ⊂ F with C ∈ F. We say E ∈ F is a negative
set if µ(C) ≤ 0 whenever C ⊂ E with C ∈ F. A null set N ∈ F is one where µ(C) = 0
whenever C ⊂ N and C ∈ F.
Theorem 1.2.1 (Hahn descomposition theorem [7], [25], [60]). Let µ be a signed measure
over the measurable space (Ω,F) which takes values in (−∞,∞].
1. There exist disjoint measurable sets F and E with F ∪ E = Ω, such that F is a
positive set and E is a negative set.
2. If F ∗ and E∗ is another such pair then F ∗∆F = E∗∆E is a null set with respect to
µ.
3. If µ is not a positive measure then µ(E) < 0. If −µ is not a positive measure then
µ(F ) > 0.
Definition 1.2.2 ([7]). Let µ and η be (positive) measures over a measurable space (Ω,F).
We say that µ and η are mutually singular if there exist two disjoint sets L and M with
L ∪M = Ω and µ(L) = 0 = η(M).
Theorem 1.2.2 (Jordan descomposition theorem [7], [25], [60]). Let µ be a signed measure
over the measurable space (Ω,F) which takes values in (−∞,∞]. There exist (positive)
measures µ+ and µ− such that µ = µ+ − µ− and µ+ and µ− are mutually singular. This
descomposition is unique.
Remarks:
• Following Hahn decomposition theorem, let F and E be disjoint positive and negative
sets with F ∪E = Ω, the desired decomposition is given by µ+(A) := µ(A ∩ F ) and
µ−(A) := µ(A ∩ E).
• The set functions µ+, µ− and |µ| := µ+ + µ− are called respectively the positive,
negative a total variation of µ, the signed measure is finite, or σ-finite, when its total
variation is.
• The set functions µ+, µ− and |µ| are measures over the measurable space (Ω,F) -
[25] -.
• Suppose that µ1 and µ2 are σ-finite positive measures over the same measurable
space (Ω,F) if µ := µ1 − µ2 then µ is a σ-finite signed measure over (Ω,F), [5].
1.3 Functions of Bounded Variation
Definition 1.3.1 (Bounded Variation, [5], [25]). If f : [a, b]→ R and given Pn : a = x0 <
x1 < . . . < xn = b a partition of [a, b] define
V (f, Pn) =
n∑
j=1
∣∣f(xj)− f(xj−1)∣∣,
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then the sup of V (f, Pn) over all partitions on [a, b] is called total variation of f on [a, b],
and it is written V (f, [a, b]). We say that f is a function of bounded variation on [a, b] if
and only if V (f, [a, b]) <∞.
Let a, b, c be real numbers with a < c < b, it is not difficult to show V (f, [a, b]) =
V (f, [a, c]) + V (f, [c, b]) - [5] -, so if we have a function f of bounded variation on [a, b]
then f is of bounded variation in any closed subset of [a, b].
In this sense, we say that a matrix-valued function f(·) = [fij(·)]mi,j=1 is a function of
bounded variation in a measurable set B ⊆ R, if every component fij is a real-valued
function of bounded variation in B (i, j = 1, . . . ,m).
Theorem 1.3.1 ([5], [7]). Let f : [a, b] → R be a function of bounded variation in [a, b],
then f can be written as f = f1 − f2, the difference of two non-decreasing functions on
[a, b].
This decomposition is not unique, in fact one version of this decomposition is f1(x) =
V (f, [a, x]) and f2(x) = f1(x) − f(x) with x ∈ [a, b], where V (f, [a, x]) denotes the total
variation of the function f in the set [a, x]. Alternatively, we may build strictly increasing
versions of f1 and f2 - viz f˜1 = f1 + x and f˜2 = f2 + x -.
From the previous result, given a matrix-valued function f(·) = [fij(·)] of bounded vari-
ation on [a, b], i.e fij : [a, b] → R, it is straight to see that we can write f = G −H, the
difference of two componentwise non-decreasing matrix-valued functions on [a, b].
1.4 Random Fields
A close relationship between Stochastic Processes and Random Fields can be observe in
next the definitions, however a deeper look inside these two areas show big differences spe-
cially in the treatment of the data. In general, the term “Stochastic Process” is dedicated
to sequences of random variables indexed in one-dimensional space, often the time-line,
and the term RF is dedicated to a sequence of random variables indexed in a d-dimensional
Euclidean space - [69] and the references therein -.
Definition 1.4.1 ([10], [20], [30]). A stochastic process (or a Random Field) is a collection
of random variables X = {X(s); s ∈ D} defined on a common probability space (Ω,F, P )
and taking values in a measurable state space (E,E). D is called the index set of the
process, which is usually a subset of Rd, and (E,E) the state space of the process.
In the case in which the set E is a subset of the m-dimensional Euclidean space with
m ≥ 2 we will say X is a real multivariate (vectorial) RF, and, for the case m = 1 we shall
say that X is a real univariate RF. Hereafter we will make all the developments thinking
in the general case, i.e. X(s) = (X1(s), . . . ,Xm(s))
T for some m ≥ 1.
A particular subclass of RF’s is the spatio-temporal case, in this class s = (x, t), where x
indicates the spatial location in Rd and t the time. This case has become important because
the treatment of temporal component is different to the treatment of space component.
A spatio-temporal RF is denoted as
X = {X(s, t) : s ∈ D and t ∈ T }. (1.2)
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Here D ⊂ Rd and usually T ⊂ R+ ∪ {0}.
From basic notions of probability the full notation of an element of a random field is
X(s, ω) or in the spatio-temporal case X(s, t, ω), with ω ∈ Ω, the initial sample space -
[17] -. Nevertheless this notation is not used since the full notation is obvious for a trained
reader.
The behaviour of a RF X = {X(s) : s ∈ D} is described in terms of distributions that it
induces in Euclidean spaces - [9] -. For each k-tuple (s1, . . . , sk) of distinct elements of the
index set D, the random matrix (X(s1), . . . ,X(sk)) has, over Rm× k, some distribution
µs1,...,sk with
µs1,...,sk(H) = P (X(s1), . . . ,X(sk) ∈ H), H ∈ Rm× k. (1.3)
These distributions µs1,...,sk are known as the finite-dimensional distributions of the RF
X. However the system of finite-dimensional distributions does not determine completely
all the properties of a process, Poisson process is a example of this, [9, pg. 298–299].
Toward to a more accessible presentation, on the following considerations we will assume
that X is an univariate RF (m = 1), the generalization to the multivariate case is not
difficult.
Equation (1.3) implies two consistency properties of the system µs1,...,sk . Suppose the set
H has the form H = H1×· · ·×Hk (Hi ∈ R1) and consider a permutation pi of (1, . . . , k).
Since the events
[
X(s1), . . . ,X(sk) ∈ (H1 × · · · ×Hk)
]
and
[
X(spi1), . . . ,X(spik) ∈ (Hpi1 ×
· · · ×Hpik)
]
are the same, the first property is
µs1,...,sk(H1 × · · · ×Hk) = µspi1 ,...,spi1 (Hpi1 × · · · ×Hpik) (1.4)
And the second consistency property is
µs1,...,sk−1(H1 × · · · ×Hk−1) = µs1,...,sk(H1 × · · · ×Hk−1 × R) (1.5)
Defined a system of measures µs1,...,sk via (1.3) necessarily satisfies (1.4) and (1.5), the next
theorem establishes the conversely, if a system of measures satisfies the two consistency
conditions then there exists a RF having this finite-dimensional distributions.
Theorem 1.4.1 (Kolmogorov existence theorem, [9]). If a system of distributions µs1,...,sk
satisfies the consistency conditions (1.4) and (1.5) then there exists on some probability
space (Ω,F, P ) a RF (stochastic process) X = {X(s) : s ∈ D} having µs1,...,sk as its
finite-dimensional distributions.
Most of the behaviour of a RF is characterized by its covariance structure. Moreover, if we
are working with a Gaussian RF its finite-dimensional distributions are completely defined
by its first two moments, the mean and matrix-covariance - see [9] and Definition 1.4.2
-. Thereby, most of the developments in geostatistics and spatio-temporal analysis are
focused in some aspect of covariance structure, that is so because under the assumption
of normality, the previous theorem established a one-to-one relation between a covariance
structure and a Gaussian RF - almost everywhere -.
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Following [2] and [10], it is said that a random vector Y = (Y1, . . . , Ym)
T has multivariate
normal distribution if any linear combination
∑k
i=1 aiYi has univariate normal distribution.
Here ai ∈ R, for i = 1, . . . , k. From this result we can set up the next definition.
Definition 1.4.2. Let X = {X(s) : s ∈ D} be a multivariate RF, i.e. X(s) =
(X1(s), . . . ,Xm(s))
T for all s ∈ D ⊂ Rd, we will say X is a multivariate Gaussian RF
if all its finite-dimensional distributions µs1,...,sk are multivariate normal distributions.
Definition 1.4.3. The concept of second-order process defined in [30] can be extend to
multivariate case as: given a multivariate RF X = {X(s) : s ∈ D}, that is X(s) =
(X1(s), . . . ,Xm(s))
T for all s ∈ D ⊂ Rd, and fixed s ∈ D, we say X is a second-order RF
if
E
[
XT (s)X(s)
]
= E
[
m∑
j=1
X2j (s)
]
<∞
Under second-order assumption it is well defined the mean-vector and the matrix-valued
covariance function of the RF X, then
EX(s) = (EX1(s), . . . , E Xm(s))
T = (µ1(s), . . . , µm(s))
T = µ(s) s ∈ D,
and
Cov
(
X(s),X(r)
)
= Cov
(
s, r
)
= E
[(
X(s) − µ(s))(X(r) − µ(r))T ]
=
[
E
[(
Xi(s)− µi(s)
)(
Xj(r)− µj(r)
)]]m
i,j=1
Remarks:
Some theoretical properties which are satisfied by the class of covariance functions are
presented below, the relevance of these properties is that is can be handled to develop
more sophisticated covariance models - [23], [17], [30] and [73] -.
In the next K1 and K2 are two valid covariances functions on R
d and b > 0,
1. Convexity property: the functions K1 +K2 and bK1 are valid covariance functions
on Rd.
2. First Stability Property: the function K1 ×K2 is a valid covariance function on Rd.
3. Second Stability Property: given µ a positive measure in U ⊂ Rn and K1(x,y, t) is
valid covariance function in Rd for all t ∈ V ⊂ U , and
K(x,y) =
∫
V
K1(x,y, t)µ(dt)
is finite for all x,y, then the function K is valid covariance function in Rd.
4. Let {Kk(x,y)}k be a sequence of valid covariance functions in Rd, such that
K(x,y) = lim
k→∞
Kk(x,y)
exists for all x,y ∈ Rd, then K is a valid covariance function in Rd.
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Definition 1.4.4 (Stationary Random Field). Let X = {X(s) : s ∈ D} be a second-order
multivariate RF on Rd, it is said that X is second-order stationary - or weakly stationary
- RF if
1. E
[
X(s)
]
= µ, that is the mean of the RF does not depend on s.
2. Cov(s, s + h) = C(h), i.e. the matrix covariance function, C(·) = [Cij(·)]mi,j=1, is
translation-invariant.
In the spatio-temporal domain, weak stationarity implies that E
[
X(s, t)
]
= µ and
Cov(s, s + h, u, u + t) = C(h, t), [41]. A classical example of stationarity presented in
spatio-temporal RF’s is the separarable structure, where the covariance function of a mul-
tivariate stationary RF, C(x, t) with x ∈ Rd and t ∈ R, can be written - factorized -
as C(x, t) = K1(x)K2(t) where K1 and K2 are valid covariance functions in R
d and R,
respectively - [63] -.
The discussion about the plausibility of stationarity have been presented and the con-
clusion is the stationarity needs to be assessed from case to case, for instance in [62] is
found evidence to think that stationarity is a reasonable assumption for rainfall and in
[46] is discorded the assumption of stationarity in ozone formation in [14]. However a
stationary-brick that has not ceased to be important in all the literature is the family of
stationary isotropic RF, this family will be presented in the Definition 1.4.5.
From the definition of covariance under weak stationarity we have i.) Cjj(0) > 0
j = 1, . . . ,m, ii.) C(τ ) = CT (−τ ), and, iii.) √Cii(0)Cjj(0) ≥ |Cij(τ )|. The last prop-
erty, under second-order stationarity, established that matrix-value covariance function is
componentwise finite for all τ ∈ Rd - and, for τ ∈ Rd and t ∈ R in the spatio-temporal
case -.
Remarks:
Let X be a second-order stationary-multivariate RF, with matrix covariance functionC(·),
C is continuous at the origin if and only if
• the RF Y is mean square continuous in the sense
lim
τ→0
E
[
Y (t+ τ )− Y (t)]2 = 0, and
• C is everywhere continuous - see [30] and [73] -
Let C(·) = [Cij(·)]mi,j=1 be a matrix-valued function, C is positive definite function if and
only if it can be written as the Fourier transform of a function of bounded variation, i.e
C(τ ) =
∫
Rd
ei〈τ ,ω〉F(dω), (1.6)
in the univariate case -m = 1 - it is enough to recall the Khinchine’s formula (or Bochner’s
Formula) - [73, Pg. 103] and [11] -. In Khinchine’s formula F in Equation 1.6 is a
nondecreasing function.
In the multivariate case, Cramer-[19] showed the analogue result, so given {X(s) =
(X1(s), . . . ,Xm(s)) : s ∈ Rd} a second order stationary multivariate RF, with matrix
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covariance function C(·) = [Cij(·)], C can be written as
C(τ ) =
[
Cij(τ )
]m
i,j=1
=
[∫
Rd
ei〈τ ,ω〉Fij(dω)
]
=
∫
Rd
ei〈τ ,ω〉F(dω), (1.7)
where every component Fij is a function of bounded variation in R
d and the matrix
function F is such that given a,b ∈ Rd with a ≤ b the matrix F(b) − F(a) is positive
definitive.
Definition 1.4.5 (Radial-Stationary Random Field). Let X = {X(s) =
(X1(s), . . . ,Xm(s)) : s ∈ D} be a second-order multivariate stationary RF on Rd, we
say that X is radial-stationary (isotropic-stationary) RF if its matrix covariance function
Cov(s, s+ h) only depends on ‖h‖, that is, it can be written as
Cov(s, s + h) = C(‖h‖),
i.e. the covariance structure is translation and rotation invariant.
The previous definition as assumption is not plausible for modeling spatio-temporal RF,
instead of radial (isotropy) assumption in spatio-temporal RF we have to assume 2-
anisotropy as least, over this item we will return later.
Equations (1.6) and (1.7) are representations of the elements of the class of stationary ma-
trix covariance functions, univariate and multivariate respectively. For the class of radial
correlation functions, Φd, Schoenberg [68] developed one of the most cited characteriza-
tions. This representation is presented below because all results presented in the next
chapters turn around this result.
Theorem 1.4.2 (Schoenberg’s Representation Theorem to the class Φ1d). For
every positive integer d ≥ 1, f ∈ Φd if and only if there exists a probability measure λ such
that
f(t) =
∫
R+
Ωd(rt)λ(dr), (1.8)
where Ωd(t) = E(exp
it〈e1,η〉) for t ≥ 0. e1 is a unit vector in Rd, and η is a random vector
uniformly distributed on the unit spherical shell Sd−1 ⊂ Rd.
The probability measures λ are called Schoenberg measures by [22], who show that the
dimension walks have important connotations in terms of the measures associated to cor-
relation functions.
Schoenberg showed
Ωd(t) = Γ
(
1
2
d
)(
2
t
) 1
2
d−1
J 1
2
d−1(t), (1.9)
where Jν is a Bessel function, [68]. Moreover, Ωd(·) satisfies the next relations, [22, pg. 4]:
i.) Ωd(0) = 1 > |Ωd(x)| for x > 0,
ii.) lim
x→∞
Ωd(x) = 0, and (1.10)
iii.) Ω′d(x) = −(x/d)Ωd+2(x).
CHAPTER 1. BACKGROUND 10
The notation Ωd follows [35], [36], [37] and [68].
A convergence argument as much as in [68] shows that
lim
d→∞
Ωd(·
√
2d)→ exp(−·2),
where the convergence is uniform in any point of R+. Thus, the members of the class Φ∞
admit the representation,
ϕ∞(t) =
∫
[0,∞)
e−r
2t2Λ∞(dr). (1.11)
In addition, for a function ϕ1 which belongs to the class Φ1, the representation of the
Bessel function Jν - [1] - leads a well known integral representation
ϕ1(t) =
∫
[0,∞)
cos(rt)Λ1(dr). (1.12)
As it will be shown in Chapter 4 that the Equations (1.11) and (1.12) still valid for the
multivariate RF, i.e. the classes of functions Φm∞ and Φ
m
1 obey the Equations (1.11) and
(1.12), respectively.
1.4.1 Univariate Versions of Monte´e and Descente
This section is dedicated to show the univariate definitions and some developments of the
operators called Descente and Monte´e and denoted by I˜ and D˜, respectively. Their origins
can be traced from Matheron’s works [52, 53] for radial functions, and later, its multiradial
versions from Porcu et al. [57]. Also, these operators have been studied in [22], [64] and
[71].
Initially, the term Monte´e was developed to measure the parallel amounts of metal to some
subspace of R3, this is, in the coordinates (x1, x2, x3), the premier Monte´e operator was
defined to calculate the parallel quantities of metal, for instance, to the subspace generated
by x1 or the subspace generated by (x1, x2) between others, by aggregation of the function
f(x1, x2, x3) which indicates the value of the regionalized variable in R
3. Also it can be
used to make easier the calculus of the variance of some estimations [52].
The operator Descente was defined as the inverse operation of the Monte´e, and so it can
be seen as the problem to determine the function f(x1, x2, x3) from all its integrals in all
the subspaces in R3. At the same time Matheron [53] showed that these operators applied
to suitable functions f ∈ Φd, yield members of Φd−2 (for d ≥ 3) and Φd+2 respectively.
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Definition 1.4.6. Let f : [0,∞)→ R be function such that
a. the possibly improper integral
∫
[0,∞) uf(u)du is finite and nonzero, then the Monte´e
operator is defined by
I˜f(x) =
∞∫
x
uf(u)du
∞∫
0
uf(u)du
for x ≥ 0 (1.13)
b. f is differentiable in [0,∞) and have finite and non-null second derivative at zero,
i.e. f ′′(0+) is finite and different of zero, then the Descente operator is define by
D˜f(x) = − f
′(x)
xf ′′(0+)
for x > 0 (1.14)
Sometimes the Descente is defined as 1 at x = 0, but it will be shown that it is not
necessary when we are working in the class Φmd because inside this class the Descente is
well defined at x = 0 - see Theorems 2.4.1 and 3.3.1 -.
In next theorem is established the most remarkable property of the operators Monte´e and
Descente. By this property from a covariance function ϕ valid in a d-dimensional space we
can get another covariance function, say ν, valid in a d′-dimensional space, with d′ 6= d.
Theorem 1.4.3 ([40]). Let ϕ be an element of Φd.
a. For d ≥ 3, if uϕ(u) is integrable over [0,∞), then I˜ϕ is an element of Φd−2.
b. If ϕ′′(0) exists, then D˜ϕ is an element of Φd+2.
Wendland [71] adopted the name walk through dimensions to describe the role of these
operators and showed their effect on functions in terms of smoothness. For instance, if
the function f in (1.13) is 2k-times differentiable at zero (k=0,1,. . . ), then the function
I˜f has 2k + 2 derivatives at zero [40]. This result is straight when we observe(
I˜f(t)
)(v+2)
= −(v + 1)f (v)(t)− tf (v+1)(t) (1.15)
where f (v)(t) = ∂
vf(t)
∂tv .
This result joined with D˜
(
I˜f(t)
)
= f(t) and I˜
(
D˜f(t)
)
= f(t), leads to discern that if f in
(1.4.6) is 2k times differentiable at zero (k=1,2,. . . ), then D˜f(t) is 2k− 2 differentiable at
zero. That is D˜ is an ascendant dimensional walk of length step two, but at the same time
the new function is less smooth, analogous I˜ is a descending and smoothing dimensional
walk.
1.4.2 Univariate Version of Turning Bands
In simple words, the Turnings Bands Method - TBM for short - is a procedure which
enables the simulation of RF in Rd (specially d = 2, 3), from simulations on lines. The
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TBM was initially used by Chentsov [16] working with Brownian random process, the
basic equations that support the method for R2 and R3 was set up by Mate´rn [51, Eq.
2.3.10-2.3.11], and its development as a methodology to simulate a RF is due to Matheron
[54].
At first step, letY = {Y (t) : t ∈ R} be a univariate stationary RF with covariance function
C1(·), and s a unitarian vector in Rd. ThenX = {Xs(x) : x ∈ Rd} withXs(x) := Y (〈x, s〉),
is a RF on Rd with covariance function Cov(Xs(x),Xs(y)) = C1(〈(x − y), s〉), then X is
a stationary RF for all s. Moreover if we assume that s is a realization of a random
vector over the shell of the unit sphere, Sd−1, in Rd selected according to a probability
distribution law F , the covariance function of the RF X, denoted by C, is given by
C(h) =
∫
Sd−1
C1(〈h, s〉)F (ds). (1.16)
Here, it is implicit the Second Stability Property of the class of covariance functions.
We can write C1(〈h, s〉) = C1(‖h‖〈e, s〉) with e an unitarian vector in Rd, so X is an
stationary-isotropic RF and there exits a function Cd : R+ → R such that C(h) = Cd(t)
with t = ‖h‖.
For the particular case where F is the uniform distribution over Sd−1 and d = 2, 3, Equation
(1.16) becomes
C2(t) =
2
pi
∫ r
0
C1(u)
(r2 − u2) 12
du (1.17)
and
C3(t) =
1
r
∫ r
0
C1(u)du, (1.18)
results that lead the methodology of simulation by TBM on R2 and R3, respectively as it
is shown next.
We have to deal with n lines through the origin in d-dimensional space, denoted by
L1, . . . , Ln, corresponding to the directions of the unit vectors s1, . . . , sn ∈ Rd. On each
line Li we simulated the stationary-isotropic RF Yi = {Yi(t) : t ∈ R} according to the
covariance function C1(·) as in Equation (1.16), with the n RF’s Y1, . . . ,Yn being in-
dependent. And X = {X(x) : x ∈ Rd} denotes the RF which will be simulated in Rd,
with
X(x) :=
1√
n
n∑
i=1
Yi(〈x, si〉), (1.19)
by previous results, we have
Cov
(
Xs(x+ h),Xs(x)
)
=
1
n
n∑
i=1
C1(〈h, s〉) (1.20)
Assuming that s1, . . . , sn are random vectors selected according the distribution proba-
bility law F , when n → ∞, by the weak law of large number, Equation (1.20) converges
to Equation (1.16). Moreover if the distribution probability law F is the uniform distri-
bution over Sd−1, for d = 2, 3 Equation (1.20) converges to Equations (1.17) and (1.18),
respectively - see [50] and [49] -.
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Previous results enable the simulation of a univariate RF’s in a d-dimensional space from
simulations of RF’s in one-dimensional space. Following [48] in R3 it is enough start the
simulation process with 15 lines, and according to [50] for R2, it is obtained a good accuracy
starting the process with a number of lines between 8-16 depending of the covariance to
be simulated.
CHAPTER 2
Radially Symmetric Case.
On Stationary-Isotropic Covariance Functions
This chapter is dedicated to the stationary-radial-matrix covariance functions, i.e the
class of stationary-radial covariance functions ϕ = [ϕij ] ∈ Φmd , such that exists a Gaussian
multivariate RF with covariance function K(·) such that
K(τ ) = [Kij(τ )]
m
i,j=1 = diag(σ)ϕ(‖τ ‖) diag(σ) = diag(σ) [ϕij(‖τ ‖)]mi,j=1 diag(σ), (2.1)
where ‖ · ‖ is the Euclidean norm, σ is an m-vector of the nonnegative elements σj for
which VarZj(x) = σ
2
j (all x ∈ Rd) and τ ∈ Rd.
Initially, it is presented the multivariate version of the Theorem 1.4.2, that is, the Schoen-
berg integral representation of radial covariance functions is extended to the class radial-
matrix covariance functions Φmd . In this result is established that ϕ is an element of the
class Φmd is an only if it can be expressed as the mixture of a uniquely determined matrix
Λd. Later we introduce the multivariate versions of Monte´e and Descente operators, call-
ing them m-Monte´e and the m-Descente respectively. It is shown, as in univariate case,
that m-Monte´e and the m-Descente are dimensional walks and the same time they change
the smoothness of functions. At the end, Section 2.4 is dedicated to study the necessary
conditions to get well defined m-Monte´e and the m-Descente, giving special emphasis on
matrix-function Λd, and obtain examples where these operators are no well defined.
The next relation is showed because from it we can deduce that some properties and
examples valid for the class of functions Φmd′ still valid for any class Φ
m
d with d
′ ≥ d.
Whenever ϕ ∈ Φmd for finite d ≥ 2 and m ≥ 1, ϕ ∈ Φmd−1, implying the inclusion relations
Φm1 ⊃ Φm2 ⊃ · · · ⊃ Φm∞. (2.2)
All these inclusion relations are strict. To show this, consider the following example. In
the univariate case m = 1, Shaback [64] defined Euclid’s hat function hd(·), as the self-
convolution of the indicator function of the d-dimensional ball of radius one in Rd, and
Gneiting [37] showed that the function hd(·) belongs to the class of functions Φd but is
not in Φd′ for any integer d
′ > d, from this previous univariate example we can define
the m-variate matrix covariance function H(τ ) := diag{hd(‖τ‖), . . . , hd(‖τ‖)}m×m, with
14
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τ ∈ Rd, which belongs to the class of functions Φmd and the results in [37] allow us to show
that it does not belong to Φmd′ for any positive integer d
′ > d, implying that Definition
2.1.2, Section 2.1, is not trivial.
We also have, for d ≥ 1 and m ≥ 2, whenever f(·) = [fij(·)] ∈ Φmd , from Equation (1) in
which we set c1m = . . . = cnm = 0,
0 ≤
n∑
j,k
m∑
i,l
cjicklfil(xj − xk) =
n∑
j,k
m−1∑
i,l
cjicklfil(xj − xk).
Now the choice c1m = . . . = cnm = 0 is arbitrary; we can choose c1i = . . . = cni = 0 for any
particular i ∈ {1, 2, . . . ,m}. This result states that if f ∈ Φmd then we may define the sub-
matrices ηi (i = 1, . . . ,m) of dimension (m− 1)× (m− 1), as a result of removing the i-th
row and column of f , and these sub-matrices η1, . . . ,ηm belong to the class of functions
Φm−1d . This statement is still valid in the general case, i.e. for the class matrix-valued
covariance functions attached to stationary and non-stationary RF.
2.1 Extension of Schoenberg’s Representation: Multivari-
ate radial symmetric case
Next result is the extension of Schoenberg’s Theorem - Theorem 1.4.2 -, to the multivariate
case. At the same time this result is the starting point of all developments presented in
the remainder of this chapter.
Theorem 2.1.1 (Schoenberg’s extension to the class Φmd ). Let m and d be positive in-
tegers. A matrix–valued function ϕ(·) = [ϕij(·)]mi,j=1 : [0,∞) → Mm with ϕij continuous,
i, j = 1, . . . ,m., and ϕii(0) = 1, belongs to the class Φ
m
d if and only if it can be written -
componentwise - as
ϕ(t) =
[
ϕij(t)
]m
i,j=1
=
[ ∫
[0,∞)
Ωd(rt)λij(dr)
]m
i,j=1
=
∫
[0,∞)
Ωd(rt)Λd(dr), (2.3)
where λij(·) are functions of bounded variation on [0,∞), and given a, b ∈ [0,∞) with
0 ≤ a ≤ b, Λd(b)− Λd(a) is a positive definite matrix, i.e the function
H(c1, c2, . . . , cm) =
m∑
i,j=1
cicj [λij(b)− λij(a)] , (2.4)
is non–negative for all c1, c2, . . . , cm ∈ C.
Proof. Without lost of generality we give a constructive proof assuming σ1 = . . . = σm = 1
in Equation (2.1), i.e. we will work inside the class of matrix-valued correlation functions
C(·) = [Cij(·)] = ϕ(‖ · ‖) = [ϕij(‖ · ‖)].
Proof is presented on following steps: i.) we first show that every matrix–valued function
ϕ ∈ Φmd can be represented in the form (2.3) with the restriction (2.4), ii.) then it is
showed the converse, i.e. if a matrix–valued function C can be written in the form (2.3)
and the restriction (2.4) is fulfilled then C belongs to Φmd (i.e. C is a positive definite
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matrix–valued function on Rd), and finally iii.) we show that the functions λij(·) are
functions of bounded variation on [0,∞).
i.) Let ϕ(·) = [ϕij(·)]mi,j=1 be a member of Φmd . Following [68], let ω(dξ) be the area of
an element of the spherical shell Sd−1 := {ξ ∈ Rd : ‖ξ‖ = 1}, and ωd the total area
of Sd−1. The mean value of ei〈τ ,ξ〉 over Sd−1 is invariant with respect to rotations in
R
d about the origin, i.e. it is function of ‖τ‖, for more details see [31][pg. 8–9]. We
write this expectation as
Ωd(‖τ ‖) = 1
ωd
∫
Sd−1
ei〈τ ,ξ〉ω(dξ), τ ∈ Rd. (2.5)
On the other hand, Cij(τ ) = Cij(‖τ ‖ξ) = ϕij(‖τ‖) with ‖ξ‖ = 1, so Cij(τ ) is
constant over all Sd−1 and we can write
ϕij(‖τ‖) =
1
ωd
∫
Sd−1
Cij(‖τ‖ξ)ω(dξ). (2.6)
Using the Cramer’s representation Cij(τ ) =
∫
Rd
ei〈τ ,α〉Fij(dα), [19][pg. 221], we get
Cij(τ ) = ϕij(‖τ‖) = 1
ωd
∫
Sd−1
[∫
Rd
ei‖τ‖〈ξ,α〉Fij(dα)
]
ω(dξ)
=
∫
Rd
 1
ωd
∫
Sd−1
ei‖τ‖〈ξ,α〉ω(dξ)
Fij(dα)
=
∫
Rd
Ωd(‖τ ‖‖α‖)Fij(dα), α ∈ Rd. (2.7)
Now, if we define1
λij(u) =
∫
‖α‖≤u,α∈Rd
Fij(dα) = Fij(‖α‖ ≤ u), u ∈ R, (2.8)
we obtain
ϕij(t) =
∫
[0,∞)
Ωd(tu)λij(du). (2.9)
In order to verify that (2.4) is non–negative for all 0 ≤ a ≤ b, we define a m–variate
stationary–isotropic RF Z(x) = (Z1(x), . . . , Zm(x)), x ∈ Rd, with matrix–valued
covariance function C(τ ) = ϕ(‖τ‖) = [ϕij(‖τ‖)]mi,j=1, τ ∈ Rd. Let
L(x) :=
m∑
i=1
ciZi(x)
be a univariate RF with c1, c2, . . . , cm ∈ C. The covariance function of L(·) is given
by
CL(τ ) =
m∑
i,j=1
cicjϕij(‖τ‖),
1Fij is possibly a signed measure so λij(u) is well defined, later we shall return on this item.
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i.e. CL is a stationary–isotropic univariate covariance function on R
d, and by Equa-
tion (1.8) it can be written as
CL(t) =
∫
[0,∞)
Ωd(rt)ΛL(dr), (2.10)
where ΛL(·) is a bounded and non–decreasing function for r ≥ 0. The relation in
(2.10) is one–to–one, so that the function ΛL(·) is unique and
ΛL(·) =
m∑
i,j=1
cicjλij(·),
so that, given 0 ≤ a ≤ b, we have
0 ≤ ΛL(b)− ΛL(a) =
m∑
i,j=1
cicj [λij(b)− λij(a)] . (2.11)
ii. For the converse, we need to prove that the expression
Q(t, c) :=
n∑
i,j
m∑
k,l
cikcjlϕkl(tij)
with ϕkl(·) as in Equation (2.3), and the set of functions λij ’s obeying the prop-
erty (2.4), Q(t, c) is a positive definitive form for all n ∈ N, for all cik ∈ C
(i = 1, 2, . . . , n; k = 1, 2, . . . ,m), and all tij ∈ (0,∞) (i, j = 1, 2, . . . , n).
We suppose, without lost of generality, there are n locations x1,x2, . . . ,xn on R
d
such that ‖xi − xj‖ = tij . By Equation (2.3), we have
Q(t, c) =
∫
[0,∞)
n∑
i,j
m∑
k,l
cikcjlΩd(‖xi − xj‖u)λkl(du), (2.12)
so using the analytic expansion of Ωd(·) as in Equation (2.5), we have
Q(t, c) =
1
ωd
∫
Sd−1
 ∫
[0,∞)
m∑
k,l
n∑
i,j
cikcjle
iu〈xi−xj ,ξ〉λkl(du)
ω(dξ)
=
1
ωd
∫
Sd−1
 ∫
[0,∞)
m∑
k,l
zkzlλkl(du)
ω(dξ), (2.13)
where zk =
n∑
i
cike
iu〈xi,ξ〉. By property (2.4) the inner integral in (2.13) is positive.
Furthermore, if we assume ϕij(·) ∈ L1([0,∞)) we can represent ϕij as ordinary
Fourier integral
ϕij(t) =
∫
[0,∞)
Ωd(tu)ηij(u)du. (2.14)
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where ηij(u) =
∂λij(u)
∂u and λij(u) can be written as λij(u) =
u∫
−∞
ηij(t)dt, cf. [73][pg.
311-312].
iii. To verify that every function λij(t) in Equation (2.3) is a function of bounded vari-
ation in [0,∞) -i, j = 1, . . . ,m -, from Equation (2.8), it is sufficient to write∣∣∣∣∣∣∣
∫
[0,∞)
λij(dt)
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫
Rd
Fij(dα)
∣∣∣∣∣∣ = |Cij(0)| ≤ [Cii(0)Cjj(0)] 12 . (2.15)
Working on univariate RF, ϕ ∈ Φd, the function Λd in the representation (2.3) is a distri-
bution function or more generally a measure on [0,∞) associated to the autocorrelation
function ϕ (see [73], [22], [35] and [36]). Following this result and the definition introduced
in [22], we adopt the next definition for the matrix case.
Definition 2.1.1 (Schoenberg m-measure). In Theorem 2.1.1, call Λd the d-Schoenberg
matrix-valued measure of the correlation matrix function ϕ (with respect to Ωd), or for
short, the Schoenberg m-measure.
There are at least two classes of m-measures. One is showed in the representation (2.3). A
second one was developed in Crame´r’s representation of stationary matrix-valued covari-
ance functions in Fourier transform theory, [19], namely, given an (m×m)-matrix function
K(·), K is the covariance of a Gaussian m-variate stationary RF on Rd, if and only if
K(τ ) =
∫
Rd
ei〈τ ,α〉F(dα),
where F(·) is an (m×m)-matrix function of bounded variation in Rd, which we may always
assume to be everywhere continuous to the right, and given a,b ∈ Rd, a ≤ b, the matrix
F(b) − F(a) is a positive definite matrix. The matrix-valued function F is the Fourier
m-measure of K (with respect to eiτ ·α).
Following [22], we introduce the next definition which is useful to discern that for any
function ϕ which belongs to the class Φmd \ Φmd+1, by Theorem 2.1.1, it has exactly d
Schoenberg integral representations of the form (2.3) satisfying the restriction (2.4).
From this comment we note that full notation for a the m-Schoenberg measure is Λmd ,
it may better, instead of Λd. However the full notation is not used trying to avoid a
overloaded notation.
Definition 2.1.2 (m-isotropy index). For any positive integer m and ϕ ∈ Φm1 , set dm,ϕ :=
max{d : ϕ ∈ Φmd } when finite, =∞ otherwise; call dm,ϕ the m-variate isotropy index (m-
isotropy index for short) of the function ϕ.
As it was mentioned before Equation (2.3) implies that in combination with a Schoenberg
kernel Ωd, any Schoenberg m-measure defines uniquely an element of Φ
m
d . When a matrix
function f ∈ Φmd has m-isotropy index dm,f ≥ 2, then for every positive integer d˜ ≤ dm,f ,
Equation (2.3) holds for the kernel Ωd˜. This observation yields the following property
which for convenience we state formally.
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Proposition 2.1.1. For any matrix-valued function f ∈ Φmd with m-isotropy index dm,f ,
there exist dm,f Schoenberg m-measures and as many representations of the form (2.3) for
f .
2.2 The Monte´e and the Descente: Multivariate versions
This section is dedicated to extend the results presented in Section 1.4.1, to the multivari-
ate case, i.e m ≥ 2, using the notation I˜m and D˜m for these extensions and calling them
m-Monte´e and m-Descente respectively.
Definition 2.2.1 (m-Monte´e). Let f(t) = [fij(t)]
m
i,j=1, where fij : [0,∞)→ R. When the
possibly improper integrals
∫∞
t ufij(u) du are finite for i, j = 1, . . . ,m and 0 ≤ t <∞, the
m–Monte´e operator is defined by
I˜mf(t) =

∞∫
t
ufij(u)du
αiαj

m
i,j=1
, t ≥ 0, (2.16)
where αj =
(
∞∫
0
ufjj(u)du
)1
2
, j = 1, . . . ,m.
Here integrability are defined pointwise.
We can rewrite Equation (2.16) as
I˜mf(t) = diag(α)Imf(t)diag(α), (2.17)
with diag(α) a m×m diagonal matrix where the m-vector α = (α−11 , . . . , α−1m ) and
Imf(t) :=
 ∞∫
t
ufij(u)du
m
i,j=1
is non-standardized version of them-Monte´e operator in (2.16), or a new covariance matrix
function obtained through the operator Im.
As in univariate case, following arguments in [36, pg. 89], whenever the matrix–valued
function f(t) in (2.16) is componentwise 2k-times differentiable at zero (in its even exten-
sion), k = 0, 1, 2, . . ., then I˜mf(t) has 2k + 2 derivatives at zero. For this, it is enough to
note
(I˜mf)
(v+2)(t) = −(v + 1)f (v)(t)− tf (v+1)(t), v = 0, 1, . . . 2k, (2.18)
where f (v)(t) =
[
f
(v)
ij (t)
]m
i,j=1
and f
(v)
ij (t) =
∂vfij(t)
∂tv for i, j = 1, . . . ,m.
Definition 2.2.2 (m-Descente). Let f(t) = [fij(t)]
m
i,j=1 with fij : [0,∞) → R. When all
the functions fij are finitely differentiable on (0,∞) and the limits limt↓0 f ′ij(t)/t are finite.
The m-Descente operator is defined as
D˜mf(t) =
[−f ′ij(t)
tβiβj
]m
i,j=1
, t > 0. (2.19)
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where βj =
(
− limt↓0 f
′
jj(t)
t
) 1
2
, j = 1, . . . ,m.
As integrability in the definition of m-Monte´e, here differentiability are defined pointwise
and differentiability at zero must be interpreted as its even extension.
Analogous to m-Monte´e, we can rewrite Equation (2.19) as
D˜mf(t) = diag(β)Dmf(t)diag(β), (2.20)
where diag(β) is a m×m diagonal matrix with the m-vector β = (β−11 , . . . , β−1m ) and
Dmf(t) =
[−f ′ij(t)
t
]m
i,j=1
is the non-standardized version of the m-Descente operator which embed a correlation
function in a covariance function.
2.3 The m-Monte´e and the m-Descente as Dimensional
Walks
Relations between the classes Φd, Φd−2 and Φd+2 through univariate versions of I˜1 and
D˜1 have been found by [53], [22] and [36], see Section 1.4.1. In this section we establish
the analogues for the classes Φmd , Φ
m
d+2 and Φ
m
d−2, respectively.
Theorem 2.3.1. Let m and d be positive integers. If ϕ(·) = [ϕij(·)]mi,j=1 belongs to the
class Φmd and −∞ <
∫
[0,∞) tϕij(t) < ∞ (i, j = 1, . . . ,m)2, then for d ≥ 3 the function
κ(t) := I˜mϕ(t) belongs to Φ
m
d−2, and
κ(t) =
 ∫
[0,∞)
Ωd−2(tu)λ˜ij(du)

m
i,j=1
=
∫
[0,∞)
Ωd−2(tu)Λκ(du), (2.21)
with
Λκ(du) =
[
λ˜ij(du)
]m
i,j=1
=
[
(d− 2)λij(du)
αiαju2
]m
i,j=1
, (2.22)
and the functions λij(·) given in Theorem 2.1.1, Equations (2.3) and (2.4) (i, j =
1, 2, . . . ,m), αj =
(∫
[0,∞) uϕjj(u)du
) 1
2
, j = 1, . . . ,m, and fixed a, b ∈ [0,∞), a ≤ b
the function
K1(c1, c2, . . . , cm) =
m∑
i,j=1
cicj
[
λ˜ij(b)− λ˜ij(a)
]
, (2.23)
is non-negative for all c1, c2, . . . , cm ∈ C.
In order to prove the assertion, it is enough to show for any element ϕ of the class
of functions Φmd that κ(·) = I˜mϕ(·) satisfies the Equations (2.21) to (2.23), and
2In the case i = j it is enough
∫
[0,∞)
tϕii(t) < ∞, [22].
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[0,∞) uϕjj(u)du ≥ 0 so the standardization constants αj are well defined (j = 1, . . . ,m).
The rest of the proof will come from Theorem 2.1.1.
Proof. By properties of functions of bounded variation - see Section 1.3 -, we can write
Λd(·) = G(·) − H(·) with G(·) = [Gij(·)]mi,j=1 and H(·) = [Hij(·)]mi,j=1 componentwise
non–decreasing matrix functions. Working componentwise, we have
t∫
0
zϕ(z)dz =
t∫
0
z
 ∫
[0,∞)
Ωd(zu)Λd(du)
dz by (2.3)
=
t∫
0
z
 ∫
[0,∞)
Ωd(zu)G(du)
dz − t∫
0
z
 ∫
[0,∞)
Ωd(zu)H(du)
dz
=
∫
[0,∞)
G(du)
t∫
0
zΩd(zu)dz −
∫
[0,∞)
H(du)
t∫
0
zΩd(zu)dz, by Fubini’s theorem
=
∫
[0,∞)
 t∫
0
zΩd(zu)dz
Λd(du)
=
∫
[0,∞)
u−2
 tu∫
0
−(d− 2)Ω′d−2(v)dv
Λd(du) by (1.10)-iii.)
=
∫
[0,∞)
(d− 2)u−2 [Ωd−2(0)− Ωd−2(tu)] Λd(du). (2.24)
The assumption
∫
[0,∞) tϕ(t)dt is finite implies that u
−2Λd(du) is a function of bounded
variation on R+, by property (1.10)-i. we can bound the difference Ωd−2(0) − Ωd−2(tu)
in (2.24), and again writing Λd(du) = G(du) − H(du), with G(·) and H(·) in some of
their monotone increasing versions, we can use convergence theorem for Riemann-Stieltjes
integral to justify taking the limit t → ∞ there, [12]. This provides that ∫∞0 zϕ(z)dz =
(d− 2) ∫[0,∞) u−2Λd(du).
Then, by complement
κ(t) =
[∫
[0,∞)
Ωd−2(tu)λ˜ij(du)
]m
i,j=1
=
∫
[0,∞)
Ωd−2(tu)Λκ(du)
with λ˜ij(du) as stated, therefore (2.21) and (2.22) are satisfied.
To prove the property (2.23), given 0 ≤ a ≤ b, we have
λ˜ij(b)− λ˜ij(a) =
b∫
a
λ˜ij(du) =
d− 2
αiαj
b∫
a
u−2λij(du),
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and given tk > 0, by the property (2.4), the quantity t
−2
k
∑m
i,j=1 cicj [λij(b)− λij(a)] is
non–negative, so
K1(c1, . . . , cm) =
m∑
i,j=1
cicj
[
λ˜ij(b)− λ˜ij(a)
]
= (d− 2)
m∑
i,j=1
cicj
αiαj
 b∫
a
u−2λij(du)

= (d− 2)
b∫
a
u−2
m∑
i,j=1
aiajdλij(u)
= (d− 2) lim
n→∞
‖Pn‖→0
n∑
k=1
t−2k
m∑
i,j=1
aiaj [λij(xk)− λij(xk−1)] ≥ 0 by Eq. (2.4). (2.25)
In Equation (2.25) aj = cj/αj (j=1,. . . ,m), and Pn is a n–partition of the interval [a, b],
i.e. Pn := {a = x0, x1, . . . , xn = b}, with xk−1 ≤ tk ≤ xk, k = 1, 2, . . . , n. The limit
in (2.25) is well defined in R+ and the inequality is satisfied, and exists in R+ whenever
a > 0.
From arguments which lead us to Equation (2.24) and by Equation (1.10)-i. we have
0 ≤ (d− 2)E(U−2) = (d− 2)
∫
[0,∞)
u−2λjj(du) =
∞∫
0
zϕjj(z)dz <∞ j = 1, . . . ,m, (2.26)
where U is a random variable distributed on [0,∞) according the cumulative distribution
function λjj, j = 1, . . . ,m.
Theorem 2.3.2. Let m and d be positive integers. If a matrix–valued function ϕ(t) =
[ϕij(t)]
m
i,j=1 belongs to Φ
m
d with each ϕij being differentiable (i, j = 1, . . . ,m), then the
function η(t) := D˜mϕ(t) is well defined for t ≥ 0, it belongs to Φmd+2 and
η(t) =
 ∫
[0,∞)
Ωd+2(tu)λ
∗
ij(du)

m
i,j=1
=
∫
[0,∞)
Ωd+2(tu)Λη(du), (2.27)
where
Λη(du) =
[
λ∗ij(du)
]m
i,j=1
=
[
u2λij(du)
dβiβj
]m
i,j=1
. (2.28)
The functions λij(·) are as in Equations (2.3) and (2.4) (i, j = 1, 2, . . . ,m), βj =:
(− limt↓0 ϕjj(t)/t)
1
2 (j = 1, . . . ,m), and given a, b ∈ [0,∞), a ≤ b the function
K2(c1, c2, . . . , cm) =
m∑
i,j=1
cicj
[
λ∗ij(b)− λ∗ij(a)
]
, (2.29)
is non–negative for all c1, c2, . . . , cm ∈ C.
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Proof. Analogous to the proof of Theorem 2.3.1, we need to show that the equations
(2.27)–(2.29) are satisfied - componentwise - by η(·), later we deduce − limt↓0 ϕjj(t)/t > 0
and so the constants βj are well defined (j = 1, . . . ,m), and after these two steps it is
enough to use Theorem 2.1.1.
Working componentwise, we have
D˜mϕij(t) = −
ϕ′ij(t)
tβiβj
= − 1
tβiβj
∫
[0,∞)
∂Ωd(tu)
∂t
λij(du)
=
−1
tβiβj
∫
[0,∞)
−tu2
d
Ωd+2(tu)λij(du) by Eq. (1.10)-ii.
=
1
dβiβj
∫
[0,∞)
u2Ωd+2(tu)λij(du) (2.30)
=
∫
[0,∞)
Ωd+2(tu)λ
∗
ij(du).
Here λ∗ij(du) = u
2λij(du)/dβiβj . Given m and d positive integers, from Equation (2.30)
is clear that the definition of D˜ f(·) can be extended to t ≥ 0 when f ∈ Φmd , understanding
the differentiability of f at zero over the even extension of each component fij(·), i, j =
1, . . . ,m.
Following the same arguments as in (2.25), we shall show that the form (2.29) is non–
negative, for this we have to recall
λ∗ij(b)− λ∗ij(a) =
b∫
a
λ∗ij(du) =
1
dβiβj
b∫
a
u2λij(du),
and
K2(c1, c2, . . . , cm) =
m∑
i,j=1
cicj
[
λ∗ij(b)− λ∗ij(a)
]
=
1
d
b∫
a
u2
m∑
i,j=1
bibjλij(du) ≥ 0 by Eq. (2.4). (2.31)
In Equation (2.31) bj = cj/βj , j = 1, . . . ,m.
From arguments which lead us to Equation (2.30) and by (1.10)-i.) we have
0 ≤ 1
d
E(U2) =
1
d
∫
[0,∞)
u2λjj(du) = lim
t↓0
−ϕ′ij(t)
t
j = 1, . . . ,m, (2.32)
where U is a random variable distributed on [0,∞) according the cumulative distribution
function λjj, j = 1, . . . ,m.
CHAPTER 2. RADIALLY SYMMETRIC CASE 24
2.4 On existence of m-Monte´e and m-Descente
In this section we use Schoenberg m-measures - see Definition 2.1.1 - to characterize m-
Monte´e and m-Descente operators. In particular, it is shown that these operator are not
always defined, specially for functions in the class Φm∞ and by the relation (1.1), neither
in all the classes Φmd (d = 1, 2, . . .).
Our results start from the matrix-integral Schoenberg representation at (2.3) in Theorem
2.1.1. Much of what we present is known for the univariate case cf. [71, 72], [40] and
[22]; and the multivariate case have been treated in Sections 2.2 and 2.3. What is new
here is the explicit focus on the involvement of the Schoenberg m-measures, in both the
exposition and proof.
Theorem 2.4.1. Let ϕ ∈ Φmd for some positive finite integer d, i.e. ϕ(·) = [ϕij(·)]mi,j=1,
so that ϕ(t) =
∫
[0,∞)Ωd(tr)Λd(dr) for its Schoenberg m-measure Λd.
(a) If d ≥ 3 and the m×m matrix H1(R+) =
∫
R+
u−2 Λd(du) = [hij ] is componentwise
finite, then κ(t) := I˜mϕ(t) is well defined and κ ∈ Φmd−2 has Schoenberg m-measure
Λκ(du) = diag{h}u−2Λd(du) diag{h} in its representation with kernel Ωd−2, where
h is the m-vector with components3 hj = 1/
√
hjj.
(b) The componentwise finiteness condition on Λd in (a) is equivalent to
−∞ < lim inf
y→∞
∫ y
0
uϕij(u) du ≤ lim sup
y→∞
∫ y
0
uϕij(u) du <∞
for all i, j = 1, . . . ,m; i.e. uΛd(du) is a matrix-valued function of bounded variation
on [0,∞).
(c) If H2(R+) =
∫
R+
u2Λd(du) :=
[
gij
]
is finite componentwise, then η(t) :=
D˜mϕ(t) is well defined, η ∈ Φmd+2 and has Schoenberg m-measure Λη(du) =
diag{g}u2Λd(du) diag{g} in its representation with kernel Ωd+2, where g is the m-
vector with components4 gj = 1/
√
gjj .
(d) The condition on Λd in (c) is equivalent to |ϕ′′(0+)| <∞.
(e) Given m a positive integer, the m-Descente definition can be extended from the class
of functions Φmd to R+ ∪ {0}, i.e. for all ϕ ∈ Φmd , under the condition (c) (or (d)),
D˜mϕ(t) is well defined for t ≥ 0.
3The equivalence between hj given here and αj given in Theorem 2.3.1 can be observed in Equation
(2.26), j = 1, . . . ,m.
4Again, the equality gj = βj , (gj given here and βj given in Theorem 2.3.2) can be observed in Equation
(2.32), j = 1, . . . ,m.
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Proof. We start by verifying properties of Imϕ(t) =
∫∞
t uϕ(u) du, tackling this as in [22]
via the integral on the complementary interval 0 ≤ u ≤ t. We have∫ t
0
uϕ(u) du =
∫ t
0
u du
∫
[0,∞)
Ωd(ur) Λd(dr)
=
∫
[0,∞)
1
r2
[∫ t
0
ur2Ωd(ur) du
]
Λd(dr) using Fubini’s theorem,
=
∫
[0,∞)
1
r2
[∫ t
0
ur2
[−(d− 2)]
ur
Ω′d−2(ur) du
]
Λd(dr) using (1.10)-(iii),
=
∫
[0,∞)
−(d− 2)
r2
[∫ rt
0
Ω′d−2(v) dv
]
Λd(du) setting v = ur,
= (d− 2)
∫
[0,∞)
[Ωd−2(0)− Ωd−2(rt)] r−2 Λd(dr). (2.33)
In the integrand Ωd−2(0)−Ωd−2(rt) is uniformly bounded by property (1.10)-(i), so when∫
[0,∞) r
−2Λd(dr) is finite (and r
−2Λd(dr) is of totally bounded variation), it follows that
limt→∞ of the matrix on left-hand side exists. Then Imϕ and I˜mϕ are well defined,
and its (i, j)-th component has Schoenberg representation with (possibly signed) measure
proportional to u−2 λij(du), i, j = 1, . . . ,m.
To check that (a) implies (b), we refer to the chain of relations leading to (2.33) and observe
that the matrix function Π(du) := u−2Λd(du) is of totally bounded variation (indeed, when
normalized to Λd(·) its diagonal components become probability measures). This bounded
variation property means that from (2.33) we can write∫ t
0
uϕ(u) du = d˜
∫
[0,∞)
[Ωd−2(0)− Ωd−2(rt)] Π(dr).
= d˜ lim
b→∞
∫ b
0
[Ωd−2(0) − Ωd−2(rt)] Π(dr)
= d˜ lim
b→∞
[
lim
n→∞
‖Pn‖→0
n∑
k=1
[Ωd−2(0) − Ωd−2(t yk)] [Π(xk)−Π(xk−1)]
]
, (2.34)
where d˜ = d − 2 and Pn is an n-partition of the interval [0, b], i.e. Pn := {0 =
x0, x1, . . . , xn = b}, with xk−1 ≤ yk ≤ xk, k = 1, 2, . . . , n. Equation (2.34) allows us
to introduce and take the limit t→∞ inside the sum operator, and by (1.10)[i.) and ii.)]
we obtain ∫ ∞
0
uϕ(u) du = (d− 2)
∫
[0,∞)
u−2Λd(du) = (d− 2)H1(R+). (2.35)
And I˜mϕ(t) =
∫
[0,∞)Ωd−2(tr)Λκ(dr), with Λκ as stated.
For the converse, (b) implies (a), recall that given any sequence sy = {y1, y2, . . . , yk, . . .}
with limk→∞ yk =∞, condition (b) implies that
lim
k→∞
∫ yk
0
uϕij(u) du = kij ∈ R for all i, j = 1, . . . ,m,
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i.e. for any sequence the value of the integral is finite.
So, we can evaluate the right-hand side of Equation (2.33) using any sequence sy. Working
in the right-hand side of Equation (2.34) we can interchange the limits, and, again by
(1.10)[i. and ii.] we have (componentwise)
lim
k→∞
∫ yk
0
tϕ(t) dt = (d− 2)
∫
[0,∞)
u−2 Λd(du) = (d− 2)H1(R+). (2.36)
This limit is the same for all sequence sy.
To verify (c) and (d), it is enough to differentiate the matrix function ϕ componentwise.
Using (1.10)-iii., we have
ϕ′(t) =
∫
[0,∞)
− tu
2
d
Ωd+2(tu)Λd(du) (2.37)
and so, for any element ϕ of the class of functions Φmd for which D˜ϕ is well defined, we
obtain
D˜mϕ(t) =
∫
[0,∞)
Ωd+2(tu)Λη(du), t ≥ 0 (2.38)
with Λη(du) as stated in (c). From Equation (2.37), as in univariate case, we have
ϕ′ij(0+) = 0 (i, j = 1, . . . ,m.), and by the property (1.10)-i.) we have ϕ
′′(0+) =
limt↓0 ϕ
′(t)/t = −1d
∫
[0,∞) u
2Λd(du) = −1dH2(R+), proving the equivalence between (c)
and (d), and their finiteness means that the operator D˜m may be applied to ϕ ∈ Φmd . For
the completed details of the proof that D˜mϕ belongs to class of functions Φ
m
d+2 see Section
2.3.
To prove (e) it is enough to check the steps between equations (2.37) and (2.38).
Remark A. Let ψmd and χ
m
d denote the classes of functions for which
ψmd =
{
ϕ ∈ Φmd :
∣∣ ∫
R+
u−2λij(du)
∣∣ =∞ for some i, j = 1, . . . ,m}.
and
χmd =
{
ϕ ∈ Φmd :
∣∣ ∫
R+
u2 λij(du)
∣∣ =∞ for some i, j = 1, . . . ,m}.
For m = 1, the elements of the class χ1d are the correlations functions whose associated
Schoenberg measures are positive measures in [0,∞) with no finite second moments, similar
comment applies to ψ1d.
Example 1. The Cauchy family of real–valued functions (a generalized version of this
family is presented in [8, pg. 1147]) consists of functions of the form
ην(t) =
1
(1 + t2)ν
, ν > 0. (2.39)
If we define the function κθ(t) = κ(t, β, ν) := ην(t/β) with θ = (β, ν) and β > 0, and the
matrix function Kθ(t) := [κθij (t)]
2
i,j=1 where θ = (θ11 , θ12 , θ21 , θ22). Under this conditions
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and denoting η := (α12 , α21 ,θ) then the matrix-valued function
Cη(t) :=
[
α11 α12
α21 α22
]
⊙Kθ(t)
is an element of Φ2∞ if α11 = α22 = 1 and −1 ≤ α12α21 ≤ 0. Here “⊙” denotes the Schur
product. The election of “⊙” instead of classical “◦” is considered to avoid confusions
with the adopted notation for composition of functions.
The Cauchy family of functions, Equation (2.39), is the scale mixture of the Gaussian
model with mixing density function
fν(x) =
2
Γ(ν)
e−x
2
x2ν−1, v > 0, (2.40)
i.e. ην(t) =
∫
[0,∞) e
−t2u2fν(u)du, so the matrix function Cη admit the representation,
Cη(t) =
∫
[0,∞)
e−t
2u2Λη(du) (2.41)
with Λη(dt) = [hij(t)]
2
i,j=1 and hij := αijβijfνij (βij t)dt.
Under the conditions α11 = α22 = 1 and −1 ≤ α12α21 ≤ 0, then h11(t)h22(t) ≥ h12(t)h21(t)
holds for all t ≥ 0, implying that given a, b ∈ R+ with a ≤ b, Λη(b) − Λη(a) is a positive
definite matrix.
By the previous argument the matrix-valued function Cη satisfies the conditions of The-
orem 2.1.1, it belongs to Φ2∞, and by the inclusion–relation (1.10) it belongs to Φ
2
d, for all
d ∈ Z+.
At the other hand we have∫ ∞
t
uκ(u, 1, ν)du =
1
2
∫ ∞
t2+1
x−νdx =
1
2
lim
s→∞
x1−ν
1− ν
∣∣∣∣s2+1
t2+1
, v 6= 1 (2.42)
is not finite for 0 < ν < 1. So we have that Cη belongs to the classes Φ
2
∞ for all νij > 0,
i, j = 1, 2; and given the result in (2.42) for the case 0 < νij < 1, i, j = 1, 2, I˜mCη(t) is
not finite componentwise, i.e. Cη ∈ ψ2∞ and by the relation (1.10) Cη ∈ ψ2d for all d ∈ Z+.
In the Appendix A.2 is presented a univariate example of a parametric family that does
not satisfy the condition (c) on Proposition 2.4.1, i.e. it is shown that a family that belongs
to the classes χ1d for d = 1, 2, . . ..
Seemingly, from the previous discussion, one might expect that the operators I˜m and D˜m
cannot be applied to every function f ∈ Φm∞, this result is being summarized below.
Proposition 2.4.1. Let ϕ ∈ Φm∞ have Schoenberg m-measure Λ∞, so ϕ(t) =∫
[0,∞) e
−t2u2 Λ∞(du).
(a) If
∣∣ ∫
[0,∞) u
−2 Λ(du)
∣∣ <∞ componentwise then I˜mϕ(t) is well defined and I˜ϕ ∈ Φm∞.
(b) If
∣∣ ∫
[0,∞) u
2 Λ(du)
∣∣ <∞ componentwise then D˜mϕ(t) is well defined and D˜ϕ ∈ Φm∞.
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Proof. The proof is very similar to the proof of the Proposition 2.4.1 and it is left to the
reader.
Also, the equivalence conditions stated earlier hold here, and examples of functions which
do not satisfy this proposition are given in Example 1 and in the Appendix A.2.
Corollary 1. For any positive integer m, there exists ϕ ∈ Φm∞ for which neither I˜mϕ(t)
nor D˜mϕ(t) is well defined.
The result is a direct consequence of the characterization property of them–variate Schoen-
berg’s representation.
Example 2. Let Z(x) = {Z1(x), Z2(x)} be a bivariate RF with Cov(Z1(x), Z2(s)) = 0 for
all x and s, and the auto-covariance functions of Z1(x) and Z2(x) are given by Equation
(2.39) and (A.2) (Appendix A.2), respectively. If we denoted the matrix-valued covariance
function of Z(x) by S(·), then S(·) = diag{ηv(·), γθ(·)}, with ηv in (2.39) and 0 < v < 1,
and γθ as in Equation (A.2). The matrix-covariance function S satisfies the conditions of
Corollary 1.
Remark B . As in the univariate case, by Proposition 2.4.1 and the previous corollary,
the operators I˜m and D˜m do not apply to every ϕ belonging to the class of functions Φ
m
d ;
rather, such applicability depends not on Ωd but on the Schoenberg m–measure having a
moment index of suitable order.
Proposition 2.4.2 (Preservation ofm-Isotropy Index). . Let m be a fixed positive integer.
Suppose that for d ≥ 3, f ∈ Φmd \Φmd+1, and ν := I˜mf is well defined. Then ν ∈ Φmd−2\Φmd−1.
Proof. If I˜mf is well defined we have ν(t) = [νij(t)]
m
i,j=1 =
[
gigj
∫∞
t ufij(u)du
]m
i,j=1
with
gi non–negative constant values defined as in Definition 2.2.1, i = 1, . . . ,m, and[
−ν
′
ij(t)
t
]m
i,j=1
=
[
gigjfij(t)
]m
i,j=1
= diag{g1, . . . , gm}f(t)diag{g1, . . . , gm}. (2.43)
Now, if ν ∈ Φmd−1, Equation (2.43) implies D˜mν is well defined and f ∈ Φmd+1, contradicting
f /∈ Φmd+1.
Remark C . Let d and m be positive integers, suppose that f = [fij]
m
i,j=1 ∈ Φmd has
|f ′′(0+)| <∞ componentwise. Then by Proposition 2.4.1-(c) η = [ηij ]mi,j=1 := D˜mf ∈ Φmd+2
and it is well defined. Since η = −
[
hihj
f ′ij(t)
t
]m
i,j=1
with hj non-negative constants defined
as Definition 2.2.2,
∫∞
t u ηij(u) du = hihjfij(t) and
∫∞
0 u ηjj(u) du = h
2
j (i, j = 1, . . . ,m).
Hence, under the condition (c) of Proposition 2.4.1, we have I˜m
(
D˜f
)
= f . Analogously,
given d and m positive integers, g ∈ Φmd+2 and Proposition 2.4.1-(a) is satisfied, we can
show that D˜m
(
I˜mg
)
= g, i.e. D˜m and I˜m are inverse operators. This result is well known
in univariate context, see [71, Lemma 2.1].
Remark D . As consequence of previous Remark we can generalize a well known result in
the univariate context. Let ϕ be a element of the class Φmd - d ≥ 3 - with 2k derivatives at
zero - componentwise -, k = 1, 2, . . ., then η(t) := D˜m(ϕ(t)) is (2k−2)-times differentiable
CHAPTER 2. RADIALLY SYMMETRIC CASE 29
at zero. For proving this assertion is enough to check Eq (2.18) and the comment before
it.
The assertion in the next result follows directly from Definition 2.2.1.
Proposition 2.4.3. Given m and d positive integers, let ϕ =
[
ϕij
]m
i,j=1
∈ Φmd+2 be such
that every component ϕij has compact support, i.e. ϕij(t) = 0 for t > lij for finite lij ∈ R+
(i, j = 1, . . . ,m). Then η = [ηij]
m
i,j=1 with η := I˜mϕ is well defined, every function ηij has
the same support as ϕij (i, j = 1, . . . ,m), and η ∈ Φmd .
CHAPTER 3
Multiradial Case.
On Multiradial Matrix-Covariance Functions
This chapter is dedicated to extend all the results presented in Chapter 2 to the multiradial-
multivariate RF. In the first step, and cornerstone of the remaining developments, is
present the version Schoenberg’s Theorem for the class of multiradial matrix covariance
functions Φmd . Later, we extend the operators of m-Monte´e and m-Descente to multiradial
case, calling them m-Monte´e and m-Descente e´tendue, the adopted names follow the the
seminal work [57], were these operators was introduced in univariate context.
In Section 3.2 is established the necessary conditions to get a well defined operators in the
class of functions Φmd , as well it is shown these operators as dimensional walks, i.e. they
map elements of Φmd in elements of Φ
m
d′ with d
′ 6= d.
Hereinafter, we consider the set exp(Z+) = Z ∪ Z2 ∪ Z3 . . . (disjoint union), so that an
element d ∈ exp(Z+) is expressed as d = (d1, d2, . . . , dn) ∈ Zn for n ≥ 1, and it is defined
n(d) = n and |d| = ∑ni=1 di being the dimension and the length of d respectively. For
d, d∗ ∈ exp(Z+), we write d ≤ d∗ if and only if n(d) = n(d∗) and di ≤ d∗i for all
i = 1, 2, . . . , n(d). The vectors with their components equal are denoted in bold math 0,
1,. . . , when the dimension is unambiguous.
As in isotropic case, fixed δ ∈ {0, 1}n and 1 ≤ d ∈ exp(Z+), Φmd+δ ⊆ Φmd . In particular,
given d1,d2,d3, . . . ∈ Z2+ with d1 ≤ d2 ≤ d3 ≤ . . ., we have the following inclusion
relations
Φmd1 ⊃ Φmd2 ⊃ Φmd3 ⊃ · · · ⊃ Φm(∞,∞), (3.1)
where
Φm(∞,∞) =
⋂
d≥1
d∈Z2+
Φmd .
It is not difficult to see that the inclusion relation (3.1) can be extended for any positive
integer k ≥ 3 and any sequence d∗1,d∗2,d∗3, . . . ∈ Zk+ with d∗1 ≤ d∗2,≤ d∗3 ≤ . . ..
Following the univariate approach in [28] and [57], we shall cover in this section the
situation of stationary matrix-covariance function K = [Kij ]
m
i,j=1 : R
d → Mm which are
not isotropic, but componentwise isotropic or anisotropic between components, i.e. it is
30
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possible to choose a convenient partition of Rd = Rd1 × Rd2 × · · · × Rdn , τ ∈ Rd can be
written as τ = (τ 1, . . . , τn) with τ i ∈ Rdi for i = 1, 2, . . . , n, n ≤ d, and from Equation
(2) the matrix-valued covariance K(τ ), obeys the relation
K(τ ) = Σmϕ(‖τ 1‖, ‖τ 2‖, . . . , ‖τ n‖)Σm
For ϕ = [ϕij ] : [0,∞)n →Mm with argument notation ϕ(t1, . . . , tn) and δ ∈ exp(Z+) with
n(δ) = n we take the following notation to partial differentiation
∂δϕ(t) = [∂δϕij(t)]
m
i,j=1 =
[
∂|δ|ϕij(t)
(∂t)δ
]m
i,j=1
=
[
∂|δ|ϕij(t1, . . . , tn)
∂tδ11 ∂t
δ2
2 · · · ∂tδnn
]m
i,j=1
,
where t = (t1, . . . , tn), δ = (δ1, . . . , δn) and the sign ∂t
0
i indicates no partial differentiation
with respect to the component ti. We shall write
tδ =
n∏
i=1
tδii .
Given a real–valued function ϕij : [0,∞)n → R and δ ∈ {0, 1}, the operator
Jkδ ϕij(t1, . . . , tn) is defined as
Jkδ ϕij(t1, . . . , tn) =

ϕij(t1, . . . , tn) if δ = 0
∞∫
tk
uϕ(t1, . . . , tk−1, u, tk+1, . . . , tn)du if δ = 1,
k = 1, 2, . . . , n, and the definition for a matrix-valued function is componentwise, i.e. given
the m×m matrix ϕ = [ϕij]mi,j=1
Jkδ ϕ(t1, . . . , tn) =
[
Jkδ ϕij(t1, . . . , tn)
]m
i,j=1
.
Given δ = (δ1, . . . , δn) ∈ exp(Z+),
Jδϕ(t1, . . . , tn) =
[
Jδϕij(t1, . . . , tn)
]m
i,j=1
=
[
J1δ1 ◦ J2δ2 · · · ◦ Jnδnϕij(t1, . . . , tn)
]m
i,j=1
.
Finally, let δ = (δ1, δ2) be an element of {0, 1}2 and t ∈ R2+ we define limt⊙δ↓0 f(t1, t2) as
lim
t⊙δ↓0
f(t1, t2) =

f(t1, t2) if δ = (0, 0)
limt1↓0 f(t1, t2) if δ = (1, 0)
limt2↓0 f(t1, t2) if δ = (0, 1)
limt1↓0,t2↓0 f(t1, tn) if δ = (1, 1).
In the same way we shall use the notation limt⊙δ↓0 f(t1, . . . , tn) with t, δ ∈ Rn+ and
0 ≤ δ ≤ 1.
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3.1 Schoenberg Representation for Multiradial Covariance
Functions
The next result is the base supporting all the results developed in this chapter, for a neater
exposition we just present the introductory elements of the proof for the case n = 2. The
proof for the general case n ≥ 3 is quite similar.
Theorem 3.1.1 (Schoenberg’s Theorem extension to the class Φmd ). Let d be an element
of exp(Z+) with 1 ≤ d, and m ∈ Z+, ϕ =
[
ϕij
] ∈ Φmd if and only if each component
ϕij : [0,∞)n → R can be written as
ϕij(t1, . . . , tn) =
∫
[0,∞)n
n∏
k=1
Ωdk(tkrk)λij
(
d(r1, . . . , rn)
)
, (3.2)
where n = n(d), λij are functions of bounded variation on [0,∞)n - i, j = 1, . . . ,m -, and
given a,b ∈ [0,∞)n with a ≤ b, the m×m-matrix Λd(b)−Λd(a) =
[
λij
(
b)−λij
(
a)
]m
i,j=1
is positive definite.
In matrix notation, Equation (3.2) becomes
ϕ(t) =
[
ϕij(t)
]m
i,j=1
=
∫
[0,∞)n
n∏
k=1
Ωdk(tkrk)Λd
(
d(r1, . . . , rn)
)
=
∫
[0,∞)n
n∏
k=1
Ωdk(tkrk)Λd
(
dr
)
, (3.3)
where Λd =
[
λij
]m
i,j=1
, t = (t1, . . . , tn) and r = (r1, . . . , rn). Following the elements given
in Chapter 2 we call the matrix Λd the d-anisotropic Schoenberg m-measure.
Before giving the initial elements of the proof we have to recall from Equation (2) and
n = 2 that there is some function K(·, ·) = [Kij(·, ·)]mi,j=1 such that
K(τ 1, τ 2) = diag(σ) [ϕij(‖τ 1‖, ‖τ 2‖)]mi,j=1 diag(σ), (3.4)
where ϕij are continuous functions, ϕij : [0,∞) × [0,∞) → R (i, j = 1, 2, . . . ,m), and
ϕjj(0) = 1 (j = 1, 2, . . . ,m).
Proof. Analogous to what was defined in the proof of Theorem 2.1.1, for i = 1, 2; let ω(dξi)
be the area of an element of the spherical shell in Rdi , Sdi−1 := {ξi ∈ Rdi : ‖ξi‖ = 1}, and
ωdi the total area of S
di−1, we can defined
Ωdi(‖τ i‖) =
1
ωdi
∫
Sdi−1
ei〈τ i,ξi〉 ω(d ξi), τ i ∈ Rdi .
If we fix τ 2 = u and consider the function U(τ 1|u) := K(τ 1,u) = K(‖τ 1‖ξ1,u) with
ξ1 unitarian vector on R
d1 . So, the function U is constant over Sd1−1. Similarly occurs,
fixing τ 1 = v, if we define V(τ 2|v) := K(v, τ 2) = K(v, ‖τ 2‖ξ2), with ξ2 unitarian vector
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on Rd2 then V is constant over Sd2−1. Foregoing we have
ϕ(‖x1‖, ‖x2‖) = K(τ 1, τ 2) = 1
ωd1
1
ωd2
∫
Sd2−1
∫
Sd1−1
K(‖τ 1‖ξ1, ‖τ 2‖ξ2) ω(dξ1) ω(dξ2) (3.5)
and by Crame´r’s representation of a matrix-correlation function [19], we have
K(τ 1, τ 2) =
∫
Rd2
∫
Rd1
ei〈τ 1,ω1〉+i〈τ 2,ω2〉F
(
d(ω1,ω2)
)
(3.6)
with F (·) = [Fij(·)]mi,j am×m matrix-valued function of componentwise bounded variation
in Rd and F (b)− F (a) is a positive definite matrix, for a,b ∈ Rd with b ≥ a. Replacing
(3.6) in (3.5) we have
ϕ(‖τ 1‖, ‖τ2‖) =
∫
Rd2
∫
Rd1
F
(
d(ω1,ω2)
) 1
ωd2
∫
Sd2−1
ei〈‖τ2‖ξ2,ω2〉 ω(dξ2)
1
ωd1
∫
Sd1−1
ei〈‖τ1‖ξ1,ω1〉 ω(dξ1)
=
∫
Rd2
∫
Rd1
Ωd2(‖τ 2‖‖ω2‖)Ωd1(‖τ 1‖‖ω1‖)F
(
d(ω1,ω2)
)
. (3.7)
Let Λd be a m×m matrix function defined - componentwise - as,
Λd(r, s) :=
∫
{ω2∈Rd2 :‖ω2‖≤s}
∫
{ω1∈Rd1 :‖ω1‖≤r}
F
(
d(ω1,ω2)
)
,
Equation (3.7) becomes
ϕ(t1, t2) =
∫
[0,∞)
∫
[0,∞)
Ωd2(t2s)Ωd1(t1r)Λd
(
d(r, s)
)
. (3.8)
where t1 = ‖τ 1‖, t2 = ‖τ 2‖ and Ωdi(·) as stated in Equation (1.9), i = 1, 2.
From this point to complete the proof is not difficult, the details are quite similar to the
proof of Theorem 2.1.1 in the multivariate stationary–isotropic case, see Chapter 2. The
remaining details of this proof is left to the reader.
Some cases of the representation (3.2) are quite important in modeling data, so following
[57] these particular cases for multivariate RF are presented below
i. The completely anisotropic case. Here d = 1 and n(d) = d, the matrix representation
given in Theorem 3.1.1 reduces to
ϕ(t) =
∫
[0,∞)n
n∏
k=1
cos(tkrk)Λd
(
dr
)
ii. The spatially isotropic-temporally symmetric case. In this case n(d) = 2 and |d| =
d+ 1, the representation in Equation (3.7) becomes
ϕ(t1, t2) =
∫
[0,∞)
∫
[0,∞)
Ωd(t1r1) cos(t2r2)Λd
(
d(r1, r2)
)
(3.9)
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Returning to Equation (2), recall
Cov (Z(x),Z(x+ τ )) = K∗(τ ) = K(τ 1, t) = diag(σ)ϕ(‖τ 1‖, |t|) diag(σ)
where τ = (τ 1, t) with τ 1 the vector of the spatially coordinates in R
d and t the
time-point. Thus in Equation (3.9) we have t1 = ‖τ 1‖ and t2 = |t|.
iii. The spatially d-anisotropic-temporally symmetric case. Here we have n(d) = n+1 ≤
d+ 1. The representation in Theorem 3.1.1 develops into
ϕ(t) =
∫
[0,∞)n+1
[ n∏
k=1
Ωd(tkrk)
]
cos(tn+1rn+1)Λd
(
dr
)
(3.10)
Following the comments in item ii. when we write Cov (Z(x),Z(x + τ )), we have
τ = (τ 1, . . . , τn, t) and in Equation (3.10) tj = ‖τ j‖, j = 1, . . . , n, and tn+1 = |t|.
3.2 m-Descente and m–Monte´e e´tendue
Following in the context of Sections 2.2 to 2.4 our particular interests is to present the
multivariate versions of the Monte´e and Descente e´tendue operators and research how
they take a function ϕ which belongs to class of d-anisotropic covariance functions Φmd ,
for some m and d ∈ exp(Z+), and mapped it into Φmd−2δ (when d ≥ 3δ and so |d| ≥ 3),
and Φmd+2δ respectively, when m ≥ 2.
Definition 3.2.1 (La m–Monte´e e´tendue). Let d = (d1, . . . , dn) with n ≥ 1, ϕ =
[
ϕij
]
with ϕij : [0,∞)n → R continuous function, δ ∈ exp(Z+) such that n(δ) = n(d) and
0 ≤ δ ≤ 1. When the possibly improper integrals Jδϕij(t1, . . . , tn) are finite for 0 < ti <∞
and i, j = 1, 2 . . . ,m, we define the m–δ–Monte´e as
I˜δmϕ(t) = I˜
δ
mϕ(t1, . . . , tn) := diag(g)Jδϕ(t1, . . . , tn)diag(g), (3.11)
where diag(g) = diag(g∗1 , . . . , g
∗
m), [Jδϕii(t1, . . . , tn)]
− 1
2 := g∗j , j = 1, . . . ,m and t =
(t1, . . . , tn).
Whenever the matrix-valued function ϕ(t) in Equation (3.11) is 2k-times partial differen-
tiable with respect to tj at tj = 0, and δ = (0, 0, . . . , 0, δj , 0, . . . , 0, 0)n×1 with δj ∈ {0, 1}
then I˜δmϕ(t) is (2k+2δj)-times partial differentiable with respect to tj at tj = 0 - working
with the even extension of ϕ in the component tj -. If δj = 0 the result is immediate, and
in the case δj = 1 we have
I˜δmϕ(t) = diag(g)
[ ∞∫
tj
uϕ(t1, . . . , tj−1, u, tj+1, . . . , tn)du
]
m×m
diag(g),
then
∂v+2I˜δmϕ(t)
∂tv+2j
= −(v + 1)∂
vϕ(t)
∂tvj
− t∂
v+1ϕ(t)
∂tv+1j
v = 0, 1, . . . , 2k.
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This result can be generalized as follow. Given 0 ≤ δ ≤ 1, whenever the matrix-valued
function ϕ(t) in Equation (3.11) is such that
∂n δ ϕ(t)
∣∣∣
δ⊙t=0
is well defined for n = 1, . . . , 2k, then
∂n δ I˜δmϕ(t)
∣∣∣
δ⊙t=0
is well defined for n = 1, . . . , 2k + 2.
Definition 3.2.2 (La m-Descente e´tendue). Let d = (d1, . . . , dn) with n ≥ 1, ϕ =
[
ϕij
]
with ϕij : [0,∞)n → R continuous function and δ ∈ exp(Z+) such that n(δ) = n(d),
0 ≤ δ ≤ 1. When all the functions ϕij(t1, . . . , tn) are differentiable on [0,∞)n and
lim
t⊙δ↓0
[
∂δϕ′ij(t1, . . . , tn)/t
δ
]
are finite for i, j = 1, 2 . . . ,m, then m–δ–Descente is defined as
D˜δmϕ(t1, . . . , tn) :=
1
tδ
diag(h) ∂δϕ diag(h). (3.12)
Here diag(h) = diag(h∗1, . . . , h
∗
m) and
h∗j :=
[
− lim
t⊙δ↓0
∂δϕ′jj(t1, . . . , tn)/t
δ
]− 1
2
for k = 1, 2, . . . , n.
3.3 On existence of the m-Monte´e and m-Descente e´tendue
Theorem 3.3.1. Let ϕ ∈ Φmd for some d ∈ exp(Z+), i.e. ϕ(t1, . . . , tn) =
[ϕij(t1, . . . , tn)]
m
i,j=1, so that ϕ(t1, . . . , tn) =
∫
[0,∞)n
∏n
k=1Ωd(tkrk)Λd(d(r1, . . . , rn)) for its
d-Schoenberg m-measure Λd.
(a) Given d ≥ 1+ 2δ with 0 ≤ δ ≤ 1, if the m×m matrix
Hδ1 ([0,∞)n) =
∫
[0,∞)n
n∏
k=1
[
Ωdk(tk rk)
]1−δkr−2δ Λd(dr) = [hij ]mi,j=1
is componentwise finite, then η(t) := I˜δmϕ(t) is well defined and η ∈ Φmd−2δ has
Schoenberg m-measure
Λη
(
dr
)
= (d− 2δ)δdiag{h} r−2δΛd
(
dr
)
diag{h}
in its representation with kernel Ωd−2δ, where h is the m-vector with components
hj = 1/
√
hjj, and r = (r1, . . . , rn).
(b) Let Kyδk be an operator defined as
Kyδkϕ(t1, . . . , tn) =
{
ϕ(t1, . . . , tn) if δk = 0∫ y
0 uϕ(t1, . . . , tk−1, u, tk+1, . . . , tn) du if δk = 1.
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The componentwise finiteness condition on Λd in (a) is equivalent to
−∞ < lim inf
y→∞
Ky1δ1 ◦ · · · ◦K
yn
δn
ϕij(t1, . . . , tn) ≤ lim sup
y→∞
Ky1δ1 ◦ · · · ◦K
yn
δn
ϕij(t1, . . . , tn) <∞
with y = (y1, . . . , yn), for all i, j = 1, . . . ,m; i.e. fixed t = (t1, . . . , tn) ∈ Rn+,∏n
k=1
[
Ωdk(tk rk)
]1−δkrδΛd(dr) is a matrix function of bounded variation on [0,∞)n.
(c) ν(t) := D˜δmϕ(t) is well defined, if the m×m matrix
Hδ2 ([0,∞)n) =
∫
[0,∞)n
n∏
k=1
[
Ωdk(tk rk)
]1−δkr2δΛd(dr) := [gij]mi,j=1
is finite componentwise, has Schoenberg m-measure
Λν(dr) = d
−δdiag{g} r2δΛd(dr) diag{g}
in its representation with kernel Ωd+2δ, where g is the m-vector with components
gj = 1/
√
gjj , and ν ∈ Φmd+2δ.
(d) The condition on Λd in (c) is equivalent to |∂2δϕ(0+)| <∞.
(e) Given m a positive integer and δ ∈ exp(Z+), the m–δ–Descente definition can be
extended from the class of functions Φmd to R
n
+ ∪ {0n×1}, i.e. for all ϕ ∈ Φmd , under
the condition (c) (or (d)), D˜δmϕ(t) is well defined for t ≥ 0.
Proof. The proof is presented for n = 2, for n ≥ 3 the steps are quite similar. We follow
the same arguments given in the proof of the Proposition 2.4.1, and it will shown that is
enough to work the case δ = (δ1, δ2) = (1, 0).
t1∫
0
uϕ(u, t2)du =
t1∫
0
udu
∫
[0,∞)2
Ωd1(ur1)Ωd2(t2r2)Λd
(
d(r1, r2)
)
by Eq. (3.3)
=
∫
[0,∞)2
1
r21
Ωd2(t2r2)Λd
(
d(r1, r2)
) t1∫
0
ur21Ωd1(ur1)du by Fubini’s Theo.
=
∫
[0,∞)2
−(d− 2)
r21
Ωd2(t2r2)Λd
(
d(r1, r2)
) t1∫
0
rΩ′d1−2(ur1)du Eq. (1.10)-(iii.)
= −
∫
[0,∞)2
d1 − 2
r21
Ωd2(t2r2)Λd
(
d(r1, r2)
) r1t1∫
0
Ω′d1−2(s)ds here s = ur1
=
∫
[0,∞)2
(d1 − 2)
[
Ωd1−2(0)− Ωd1−2(r1t1)
]
Ωd2(t2r2)r
−2
1 Λd
(
d(r1, r2)
)
(3.13)
By property (1.10)-(i) the integrant in the Equation (3.13) is uniformly bounded, so when∫
[0,∞)2 r
−2
1 Λd
(
d(r1, r2)
)
exists, it follows that limt1→∞ of the matrix on the left-hand exists,
and the m-Monte´e e´tendue is well defined.
To verify (a) implies (b) we follow the sequence of relations leading to (3.13) and note that
the matrix function r−21 Λd
(
d(r1, r2)
)
, under assumption (a), is of bounded variation on
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[0,∞)2, this bounded variation property enables us to take a introduce the limit t1 →∞
(recall arguments given in the Proposition 2.4.1), and by the properties of Ωd, we obtain
∞∫
0
uϕ(u, t2)du =
∫
[0,∞)2
(d1 − 2)Ωd2(t2r2)r−21 Λd
(
d(r1, r2)
)
= (d− 2δ)δ
∫
[0,∞)2
2∏
k=1
[
Ωd˜k(t2r2)
]1−δkr−2δΛd(d(r1, r2))
= Hδ1 ([0,∞)2), (3.14)
with d˜k = dk − 2δk and δ = (1, 0), leading to
η(t1, t2) =
[
ηij(t1, t2)
]
= I˜δmϕ(t1, t2)
=
∫
[0,∞)2
2∏
k=1
Ωd˜k(tk rk)Λη
(
d(r1, r2)
)
, (3.15)
with Λη as state in (a).
At the end, given a,b ∈ R2+ with a ≤ b the steps to prove that Λη(b)−Λη(a) is a positive
definitive matrix are similar to the demonstration given in Chapter 2 (especially Equations
(2.10) to (2.11)) and from Definition 3.2.1 we have ηii(0, 0) = 1, then η ∈ Φmd−2δ.
The proof for the case δ∗ = (0, 1) is exactly the previous proof, working on the second
component, r2. And, for the third case δ˜ = (1, 1) we have to observe
Jδ˜ϕ(t1, t2) = Jδ∗ ◦ Jδϕ(t1, t2),
so for proving (a) for the case δ˜ we have to apply Jδ∗ to η in (3.15), and again to follow
the steps in the previous proof.
For the converse, (b) implies (a), using the same arguments in Proposition 2.4.1, the
condition (b) implies that given any sequence of vectors sy = {y1,y2, . . .} with yl =
(yl1, y
l
2) and liml→∞ y
l
k =∞, k = 1, 2. The possibly double and possibly improper integral
K
yl1
δ1
◦Kyl2δ2 ϕij(t1, t2),
is finite for all sequence sy. From arguments used in Equation (3.13), and given a sequence
sy, we have
K
yl
1
δ1
ϕ(t1, t2) =
ϕ(t1, t2) if δ1 = 0d˜1 ∫
[0,∞)2
[
Ωd˜1(0)− Ωd˜1(r1 yl1)
]
Ωd2(t2r2)r
−2
1 Λd
(
d(r1, r2)
)
if δ1 = 1, (3.16)
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where d˜1 = d1− 2, and given that this integral is finite when yl1 →∞, we can interchange
the integral operator and limyl1→∞
, and get
lim
yl
1
→∞
K
yl
1
δ1
ϕ(t1, t2) =
ϕ(t1, t2) if δ1 = 0d˜1 ∫
[0,∞)2
Ωd2(t2r2)r
−2
1 Λd
(
d(r1, r2)
)
if δ1 = 1,
= (d− 2δ)δ
∫
[0,∞)2
2∏
k=1
[
Ωd˜k(t2r2)
]1−δkr−2δΛd(d(r1, r2)), (3.17)
where d˜k = dk − 2δk (k = 1, 2), and δ = (δ1, 0).
Under condition (b), it is not difficult to observe for δ = (δ1, δ2) that the possibly double
limit
lim
yl⊙δ→∞
K
yl
1
δ1
◦Kyl1δ1ϕ(t1, t2) = (d− 2δ)δ
∫
[0,∞)2
2∏
k=1
[
Ωd˜k(t2r2)
]1−δkr−2δΛd(d(r1, r2))
= Hδ1 ([0,∞)2). (3.18)
Here yl = (yl1, y
l
2). This limit, as in Proposition 2.4.1, is the same for any sequence sy.
To verify the equivalence between (c) and (d) it is enough to observed the next two results.
Given δ = (δ1, 0) with δ1 ∈ {0, 1}
∂δϕ(t) =
∂δ1ϕ(t1, t2)
∂tδ11
=
∫
[0,∞)2
∂δ1Ωd1(t1r1)
∂tδ11
Ωd2(t2r2)Λd
(
d(r1, r2)
)
=
(
− t1
d1
)δ1 ∫
[0,∞)2
Ωd1+2δ1(t1r1)Ωd2(t2r2)r
2δ1
1 Λd
(
d(r1, r2)
)
(3.19)
and for δ = (δ1, δ2) with 0 ≤ δ ≤ 1,
∂|δ|ϕ(t1, t2)
∂tδ11 ∂t
δ2
2
=(−1)|δ|
( t1
d1
)δ1( t2
d2
)δ2
×
∫
[0,∞)2
Ωd1+2δ1(t1r1)Ωd2+2δ2(t2r2)r
2δΛd
(
d(r1, r2)
)
. (3.20)
So, for any element ϕ of the class Φmd for which D˜
δ
m is well defined, we have
ν(t) := D˜δmϕ(t1, t2) =
∫
[0,∞)2
Ωd1+2δ1(t1r1)Ωd2+2δ2(t2r2)Λν
(
d(r1, r2)
)
, t ≥ 0 (3.21)
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with Λν as state in (c) and t = (t1, t2). From Equation (3.20) we can infer ∂
δϕ(0+) = 0
and using the property (1.10)-(i)
∂2δϕ(0+) = lim
t◦δ↓0
∂δϕ(t)/tδ
= (−1)|δ| 1
dδ
∫
[0,∞)2
2∏
k=1
[
Ωd˜1(tkrk)
]1−δkr2δΛd(d(r1, r2))
= Hδ2 ([0,∞)2)
Here d˜k = dk + 2δk, (k = 1, 2). The wanted equivalence is noticeable, and its finiteness
implies that the operator D˜δm may be applied to ϕ ∈ Φmd .
To prove (e) it is enough to write the omitted steps between (3.20) and (3.21).
CHAPTER 4
Multivariate Dimensional Walks
Let d and d∗ be positive integers, d 6= d∗. We look for a potential one-to-one relation
between the classes Φmd and Φ
m
d∗ through projection operators. This is parenthetical to the
case of turning bands operators as proposed in [36] and [49] for scalar valued RFs - also
see Section 1.4.2 -. For the univariate-isotropic case, [35] and [36] show dimension walks
between the classes Φd and Φ1, as well as relations between Φd and Φd−2. In subsequent
sections we show analogues of such relations for the classes of functions Φmd and Φ
m
d∗ ,
m > 1.
The order of this Chapter is: multivariate equations and the guidelines of turning bands
simulation process for multivariate radial (isotropic) RF is treated in Section 4.1, later in
Section 4.2 these results are extended to the multivariate and multiradial RF. At the end,
Section 4.3 is dedicated to other dimensional walks based on mixtures of Beta distributions.
4.1 Multivariate Turning Bands: Radial Symmetric Case
Throughout this section, we denote an element of the class Φmd as
ϕ
d
(·) = [ϕ
d
ij(·)]mi,j=1
where the subindex d indicates the dimension of the space Rd.
For d = 1 and m ≥ 1, by Theorem 2.1.1 and the representation of the Bessel function Jν
- [1] -, any element ϕ
1
of the class Φm
1
admits the integral representation
ϕ1(t) =
[
ϕ
1 ij
(t)
]m
i,j=1
=
[∫
[0,∞)
cos(rt)λij(dr)
]m
i,j=1
=
∫
[0,∞)
cos(rt)Λ1(dr), (4.1)
with Λ1(·) as in Equations (2.3) and (2.4). This result has been useful in the study of
the relations between classes of radial positive definite functions Φd - [35, 36] -, and in
the univariate turning bands simulation method see [33], [49] and [50], and will be useful
again in the next sections.
40
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4.1.1 Isotropic Multivariate Turning Bands: Core Equations
Theorem 4.1.1. Let m and d be positive integers. For any element ϕ
d
(·) = [ϕ
d
ij(·)]mi,j=1
of the class Φmd , the relation
ϕd(t) =
[
ϕ
d
ij(t)
]m
i,j=1
=
2Γ
(
d
2
)
pi
1
2Γ
(
d−1
2
) 1
t
[ t∫
0
(
1− u
2
t2
) d−3
2
ϕ
1 ij
(u)du
]m
i,j=1
=
2Γ
(
d
2
)
pi
1
2Γ
(
d−1
2
) 1
t
t∫
0
(
1− u
2
t2
) d−3
2
ϕ
1
(u)du (4.2)
defines a bijection from Φm1 into Φ
m
d .
Proof. As in Section 2.3, writing
Λ1(·) =
[
λij(·)
]m
i,j=1
=
[
Gij(·)
]m
i,j=1
− [Hij(·)]mi,j=1 = G−H, (4.3)
with Gij and Hij non-decreasing functions, i, j = 1, . . . ,m.
Replacing Equation (4.3) in Equation (2.3) we have
ϕd(t) =
∫
[0,∞)
Ωd(rt)G(dr)−
∫
[0,∞)
Ωd(rt)H(dr). (4.4)
Using the analytic expansion Ωd(t) = Γ(
d
2)(
2
t )
d−2
2 J d−2
2
(t) and by well known facts,
[1][Formula 9.1.20],
Jν(z) =
2(12z)
ν
pi
1
2Γ(ν + 12 )
1∫
0
(1− u2)ν− 12 cos(zu)du.
The right hand side of Equation (4.4) is equal to
ϕd(t) =
2Γ
(
d
2
)
pi
1
2Γ
(
d−1
2
) ∫
[0,∞)
 1∫
0
(1− z2) d−32 cos(trz)dz
G(dr)
− 2Γ
(
d
2
)
pi
1
2Γ
(
d−1
2
) ∫
[0,∞)
 1∫
0
(1− z2) d−32 cos(trz)dz
H(dr). (4.5)
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Using Fubini’s theorem we have
ϕd(t) =
2Γ
(
d
2
)
pi
1
2Γ
(
d−1
2
) 1∫
0
(1− z2) d−32
 ∫
[0,∞)
cos(trz)G(dr)
 dz
− 2Γ
(
d
2
)
pi
1
2Γ
(
d−1
2
) 1∫
0
(1− z2) d−32
 ∫
[0,∞)
cos(trz)H(dr)
dz
=
2Γ
(
d
2
)
pi
1
2Γ
(
d−1
2
) 1∫
0
(1− z2) d−32
 ∫
[0,∞)
cos(trz)dΛ1(r)
 dz. (4.6)
Finally, the inner integral in (4.6) is analogue to that in Eq. (4.1), so that, a change of
variable - u = t z - and direct computation gives
ϕd(t) =
2Γ
(
d
2
)
pi
1
2Γ
(
d−1
2
) 1
t
t∫
0
(
1− u
2
t2
) d−3
2
ϕ
1
(u)du i, j = 1, . . . ,m
Following [35, Pg. 628], when d = 2, 3, Equation (4.2) reduces to
ϕ
2
(t) =
2
pi
t∫
0
ϕ
1
(u)
(t2 − u2) 12
du
=
1
pi
pi
2∫
0
ϕ
1
(t sin θ) dθ (4.7)
and
ϕ
3
(t) =
1
t
t∫
0
ϕ
1
(u) du. (4.8)
The first one is an Abel type integral equation - [45, Eq. 3.a]-, and the second one is an
usual integral equation, which can be inverted for ϕ
1
by standard techniques:
ϕ
1
(t) =
d
dt
 t∫
0
uϕ
2
(u)
(t2 − u2) 12
du
 (4.9)
and
ϕ
1
(t) =
d
dt
[
tϕ
3
(t)
]
. (4.10)
In the univariate case, Equations (4.9) and (4.10), have been essential in turning bands
operators study and turning bands simulations of Gaussian RFs in R2 and R3 respectively.
For the univariate case (m = 1), the reader is deferred to [33], [35] [49] and [50].
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Also, for d ≥ 3, applying Leibniz rule for differentiation under the integral (4.2) - [29] -,
leads to the recursive formula
ϕ
d−2
(t) = ϕ
d
(t) +
t
d− 2ϕ
′
d
(t), (4.11)
which allow us to map Φmd into Φ
m
d−2.
4.1.2 Some Guidelines to Simulate Multivariate-Radial RF with Turning
Bands
Beginning from Eq. (4.7) and (4.8), in this sub-section we set up the first steps to a
future line to research in simulation of RF. One of the reasons why simulation processes
are relevant in spatial variable phenomena is because the estimation of a field taken from
observations area based on a minimization of of the estimation error variance, so the
resulting estimate is on the average close to reality, but it is much smoother and not
possess the same fluctuation pattern [50].
Following and generalizing [54], Let
{Y(t) = (Y1(t), . . . , Ym(t)) : t ∈ R}
be a m-variate stationary RF - m ∈ Z+ - with matrix covariance function
Cov
(
Y(r + t),Y(r)
)
= C1(t) =
[
C1ij(t)
]
r, t ∈ R,
and given s a unitarian vector in Rd - i.e s ∈ Sd−1 - if we define the m-variate RF
Zs(x) := Y(〈x, s〉), x ∈ Rd then Zs(x) is a m-variate stationary RF in Rd with the matrix
covariance function
Cov
(
Zs(x+ τ ),Zs(x)
)
= Cd(τ ) =
[
C
dij(τ )
]
= C1(〈τ , s〉) x, τ ∈ Rd.
Under the assumption of stationarity for the RF Y(t), the covariance Cd only depends
on ‖τ ‖, s is a unitarian vector, thus the RF Z(τ ) is a m-variate stationary-isotropic RF
with τ ∈ Rd.
The previous results that allow us to extend the classical-univariate Turning Bands for
simulating multivariate RF in Rd. The next developments mimic the results presented in
[48], [50] and [54].
We have to consider n
D
lines through the origin in d-dimensional space L1, . . . , LnD cor-
responding to the directions of the unit vector s1, . . . , snD ∈ Rd, d = 2, 3. On each line
Li a non-conditional realization of the m-variate isotropic RF Y(tLi) according to the
covariance structure C1 and the nD RF’s {Y(tLi) : i, . . . nD} being independent.
Let us to denoted by Z the RF - in Rd - to be simulated, then the value assigned to the
RF Z to each point x ∈ Rd - d = 2, 3 - is given by
Z(x) =
1√
n
D
n
D∑
i=1
Y(〈x, si〉). (4.12)
CHAPTER 4. MULTIVARIATE DIMENSIONAL WALKS 44
The covariance function of the process Z(x) is given by
C∗d(τ ) =
1
n
D
n
D∑
t=1
C1(|〈τ , si〉|) (4.13)
Assuming that s1, . . . , snD are selected using the probability cumulative law F (), we can
use the weak law of large numbers,
Cd(τ ) = lim
nD→∞
C∗d(τ ) = E[C1(〈τ , s〉)] =
∫
Sd−1
C1(〈τ , s〉)F (ds), (4.14)
where Sd−1 is the surface of the unit sphere in Rd. The result (4.14) is the expected valued
supposing nD = 1 and the vector s1 is a realization of a random vector selected according
to the law distribution F (·).
Following [50], whenever F is the uniform and we are interested in simulating two- or
three-dimensional RF, Eq (4.14) becomes, respectively
C2(t) =
2
pi
2pi∫
0
C1(t sin θ)dθ =
2
pi
t∫
0
C1(u)
(t2 − u2) 12
du (4.15)
and
C3(t) =
1
4pi
2pi∫
0
pi∫
0
C1(t cosφ) sin φdφdθ =
1
t
t∫
0
C1(u)du (4.16)
Equations that are equivalent to Eq. (4.7) and (4.8).
These results lead an open problem which consist in to research about the computing
costs of used multivariate Turning Bands equations for simulating multivariate stationary-
isotropic RF and compare its performance with the performance of current procedures of
simulation as Cholesky inversion formula and circulant embbendings - see [15], [24], [55]
and [67] between others -.
4.2 Multivariate Turning Bands: Multiradial Case
Likewise Section 4.1, in this section we will develop-extend the base equations of Turning
Bands operators and some applications to the multiradial case, with especial focus in
spatio-temporal matrix covariance functions. Any element of the class Φmd will be denoted
by ϕ
d
(t1, . . . , tn) = [ϕ
d
ij(t1, . . . , tn)]
m
i,j=1.
4.2.1 Multivariate-Multiradial Turning Bands: Core Equations
Theorem 4.2.1. Let m a positive integers and d∗,d ∈ exp(Z+) with n(d∗) = n(d) = n
and d∗ = (1, d2, . . . , dn). For any element ϕ
d
(t1, . . . , tn) = [ϕ
d
ij(t1, . . . , tn)]
m
i,j=1 of the
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class Φmd , the relation
ϕ
d
(t1, . . . , tn) =
[
ϕ
d
ij(t1, . . . , tn)
]m
i,j=1
=
2Γ
(
d1
2
)
pi
1
2Γ
(
d1−1
2
) 1
t1
[ t1∫
0
(
1− u
2
t21
) d1−3
2
ϕ
d∗
ij(u)du
]m
i,j=1
=
2Γ
(
d1
2
)
pi
1
2Γ
(
d1−1
2
) 1
t1
t1∫
0
(
1− u
2
t21
)d1−3
2
ϕ
d∗
(u, t2, . . . , tn)du (4.17)
defines a bijection from Φm
d∗
into Φmd .
To prove this Theorem is closed to the proof given in Theorem 4.1.1, thus we only present
some details of thereof. Before the proof we have to recall that given ϕd∗ ∈ Φmd∗ with
d∗ = (1, d2, . . . , dn) then integral representation given in Eq. (3.3) reduces to
ϕ
d∗
(t) =
∫
[0,∞)n
cos(t1r1)
n∏
k=2
Ωdk(tkrk)Λd∗
(
dr
)
. (4.18)
Proof. By Theorem 3.1.1, given ϕ
d
∈ Φmd , we can write
ϕ
d
(t) = ϕ
d
(t1, . . . , tn) =
[
ϕ
d
ij(t1, . . . , tn)
]m
i,j=1
=
∫
[0,∞)n
Ωd1(t1r1)
n∏
k=2
Ωdk(tkrk)Λd
(
dr
)
, (4.19)
where t = (t1, . . . , tn). Replacing Ωd1(·) and Jν(·) by their analytic expansions, the Eq.
(4.19) becomes
ϕ
d
(t) =
2Γ
(
d1
2
)
pi
1
2Γ
(
d1−1
2
) ∫
[0,∞)
 1∫
0
(1 − z2) d1−32 cos(t1r1z)dz
 n∏
k=2
Ωdk(tkrk)Λd(dr) (4.20)
Using the decomposition Λd = G−H withG andH m×m componentwise nondecreasing
matrix functions of bounded variation and Fubini’s theorem we have
ϕ
d
(t) =
2Γ
(
d1
2
)
pi
1
2Γ
(
d1−1
2
) 1∫
0
(1− z2) d1−32
 ∫
[0,∞)
cos(t1r1z)
n∏
k=2
Ωdk(tkrk)Λd(dr)
 dz
=
2Γ
(
d1
2
)
pi
1
2Γ
(
d1−1
2
) 1∫
0
(1− z2) d1−32 ϕ
d∗
(t1z, t2, . . . , tn)dz. (4.21)
The final step is to make a change of variable - u = t1 z -. The proof is completed.
The preceding result can be generalized as is shown in the next corollary, the proof
is a direct iterated application of the previous Theorem. In the corollary d∗ =
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(1, 1, . . . , 1, dk+1, . . . , dn) assumption does not imply loss of generality, the general case
is any permutation of the components of this vector.
Corollary 2. Let m a positive integers and d∗,d ∈ exp(Z+) with n(d∗) = n(d) = n and
d∗ = (1, 1, . . . , 1, dk+1, . . . , dn). For any element ϕ
d
(t1, . . . , tn) = [ϕ
d
ij(t1, . . . , tn)]
m
i,j=1 of
the class Φmd , the relation
ϕ
d
(t) =
[
2
pi
1
2
]k k∏
i=1
Γ
(
di
2
)
Γ
(
di−1
2
) 1
ti
t1∫
0
· · ·
tk∫
0
k∏
i=1
(
1− u
2
i
t2i
) di−3
2
ϕ
d∗
(u)du1 . . . duk (4.22)
defines a bijection from Φm
d∗
into Φmd . Here t = (t1, . . . , tn).
Eq. (4.17) for d∗ = (1, d2, . . . , dn), d2 = (2, d2, . . . , dn) and d3 = (3, d2, . . . , dn), as
generalization of Equations (4.7) and (4.8), becomes
ϕ
d2
(t) =
1
pi
t1∫
0
ϕ
d∗
(u, t1, . . . , tn)
(t21 − u2)
1
2
du
=
1
pi
pi
2∫
0
ϕ
d∗
(t1 sin θ, t2, . . . , tn) dθ (4.23)
and
ϕ
d3
(t) =
1
t1
t1∫
0
ϕ
d∗
(u, t2, . . . , tn) du. (4.24)
with t = (t1, . . . , tn). These integral equations can be inverted as functions of the first
component, as it is shown in Eq. (4.9) and (4.10).
By arguments given in Eq. (4.11), given d = (d1, d2, . . . , dn) and d
∗ = (d1 − 2, d2, . . . , dn)
with d1 ≥ 3, we can establish
ϕ
d∗
(t) = ϕ
d
(t) +
t1
d1 − 2
∂ϕ
d
(t)
∂ t1
. (4.25)
All the previous relations will be used in the next section to propose a m-variate Turning
Bands method of simulation for multivariate spatio-temporal RF.
4.2.2 Multivariate-Multiradial Turning Bands: Some guidelines for sim-
ulation of spatio-temporal RF
A direct application of the developments presented in previous section is given for the
spatio-temporal case.
Let
{Y(v, t) = (Y1(v, t), . . . , Ym(v, t)) : v ∈ R, t ∈ R+}
be a m-variate stationary RF, m ∈ Z+, with matrix covariance function
Cov
(
Y(u+ v, r + t),Y(u, r)
)
= C1(v, t) =
[
C1ij(v, t)
]
u, v ∈ R r, t ∈ R+,
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and given s a unitarian vector in Rd, if we define the m-variate RF Zs(x) := Y(〈x, s〉, t),
x ∈ Rd then Zs(x) is a m-variate spatio-temporal stationary RF in Rd × R+ with the
matrix covariance function
Cov
(
Zs(x+ τ , r + t),Zs(x, r)
)
= Cd(τ , t) =
[
Cij,d(τ , t)
]
= C1(〈τ , s〉, t) x, τ ∈ Rd.
Under the assumption of radially symmetric in the first component for the RF Y(v, t) ,
the covariance Cd only depends on ‖τ‖ and t, thus the RF Z(τ , t) is a m-variate spatio-
temporal 2-anisotropic RF with τ ∈ Rd and t ∈ R+.
Follow this result we can establish the next procedure for simulating multivariate RF in
spatio-temporal domain.
Again, let L1, . . . , LnD be nD lines through the origin in d-dimensional space with attached
unit vectors s1, . . . , snD ∈ Rd, d = 2, 3. On each line Li a non-conditional realization of
the m-variate isotropic RF Y(vLi , t) according to the covariance structure C1 and the nD
RF’s {Y(vLi , t) : i, . . . nD} being independent.
The value assigned to the RF Z(x, t) to each point x ∈ Rd - d = 2, 3 - is given by
Z(x, t) =
1√
n
D
n
D∑
i=1
Y(〈x, si〉, t). (4.26)
The covariance function of the process Z(x, t) is given by
C∗d(τ , t) =
1
n
D
n
D∑
t=1
C1(〈τ , si〉, t) (4.27)
The remaining steps for simulating a m-variate stationary-isotropic-spatio-temporal RF
in Rd × R based on non-conditional m-variate spatio-temporal in R × R can be inferred
from the methodology of m-variate version of Turning Bands presented in the previous
section.
4.3 Dimensional Operators for the Class Φmd
Let Ψmd denotes the class of m ×m stationary covariance functions valid in Rd, d ∈ Z+.
We have Φmd ⊂ Φmd ⊂ Ψmd . A relevant fact is that the class Ψmd is a convex cone, closed
under the topology of weak convergence - see Section 1.4 -. This characteristic implies
that the scale mixtures of members of Ψmd with respect to a non-negative and bounded
measures produces new members of Ψmd , i.e given a measure µ non-negative and bounded
in a set D, and K(, ν) ∈ Ψmd for all ν ∈ D, then
K1(τ) =
∫
D
K(τ, ν)µ(dν)
belongs to Ψmd , [58].
In this context [59] inquires over potential walks through dimension embedded by specific
classes of measures: that is, for which class of measures, a scale mixture of a member of
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Φ1d will offer a new member of the class Φ
1
d′ with d
′ > d. This question has been opened
and will continue opened. In this section we shall present two examples of operators that
are mappings between the class of functions Φmd and the class Φ
m
d′ , for some d
′ > d with
d′,d ∈ exp(Z+).
Let ϕ be an element of Φmd , i.e. ϕ = (t1, . . . , tn). In the context of this paper we can
set up the previous reasoning as follow. For which class of non–negative and bounded
measures µ, a scale mixture of a member of Φmd of the form
ϑ(t) =
∫
R
ϕ(g(u) t1, t2, . . . , tn)µ
(
du
)
will offer a member of the class Φmd′ with d
′ > d. Here g : R→ R.
One answer to this question, may be the first, was set up by [22] working in the classes of
univariate isotropic covariance functions, i.e inside the class of functions Φ1d, result that
will be extended in the next section to the m–variate componentwise isotropic case, and
it will called the Beta(α, 1) case. The second case is a novelty, and uses the distribution
function Beta(d/2, s).
Two results which leads the two following propositions in this section, are: from [22]∫ 1
0
Ωd(tr)dr
d−1 dr = Ωd+2(t), (4.28)
and from Appendix section A.3 we have
Γ(d2 + s)
Γ(d2)Γ(s)
1∫
0
u
d
2 (1− u)sΩd(tu
1
2 )du = Ωd+2s(t), s ∈ Z+. (4.29)
Proposition 4.3.1 (Case Beta(d, 1)). Let m be a positive integer, d = (d1, . . . , dn) ∈
exp(Z+) with n(d) = n ≥ 1, ϕ = ϕ(t1, . . . , tn) ∈ Φmd , and the measure µ1 with
µ1(dr) = d1r
d1−1χ
[0,1]
(r)dr and χ
A
(·) indicator function of the set A, then ϑ(t) :=∫
R+
ϕ(rt1, t2, . . . , tn)µ1(dr) belongs to Φ
m
d˜
with d˜ = (d1 + 2, d2, . . . , dn).
Proof.
ϑ(t) =
∫ 1
0
ϕ(r t1, t2, . . . , tn)µ1(dr)
=
∫ 1
0
µ1(dr)
∫
[0,∞)n
Ωd1(r t1 u1)
n∏
k=2
Ωdk(tk uk) Λd(du) using (3.2),
=
∫ ∞
0
n∏
k=2
Ωdk(tk uk) Λd(du)
∫ 1
0
Ωd1(r t1 u1)µ1(dr) by Fubini’s Theo., (4.30)
=
∫ ∞
0
Ωd1+2(t1 u1)
n∏
k=2
Ωdk(tk uk) Λd(du) by (4.28).
Here t = (t1, . . . , tn). In order to arrive at (4.30), we have to recall that Λd is a matrix-
valued function of bounded variation on [0,∞)n, so we can write Λd(·) = G(·) −H(·),
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where G and H are componentwise non-decreasing matrix functions of bounded variation
on [0,∞)n [for more details see [25, pg. 163-164].
If we define the operator T kδ ϕij(t1, . . . , tn) as
T kδ ϕij(t1, t2, . . . , tn) :=

ϕij(t1, . . . , tn) if δ = 0
1∫
0
ϕij(t1, . . . , rtk, . . . , tn)dkr
dk−1d r if δ = 1.
Given ϕ ∈ Φmd and δ ∈ exp(Z+), δ = (δ1, . . . , δn) ≤ 1, the operator for matrix functions
Tδϕ is defined as
Tδϕ(t1, . . . , tn) :=
[
T 1δ1 ◦ T 2δ2 ◦ . . . T nδnϕij(t1, . . . , tn)
]m
i,j=1
,
and we have the next corollary.
Corollary 3. Let m be a positive integer, d ∈ exp(Z+) and δ ≤ 1 with n(δ) = n(d) =
n ≥ 1. Given any ϕ ∈ Φmd then Tδϕ ∈ Φmd+2δ.
Proof. Given δ = (δ1, δ2, . . . , δn) ∈ exp(Z+) with n(δ) ≥ 1, we have to recall Tδϕ(t) =
T 1δ1 ◦ T 2δ2 ◦ . . . T nδnϕ(t) and applied iteratively Proposition 4.3.1.
Proposition 4.3.2 (Case Beta(d/2, s)). Let m and s be positive integers, d =
(d1, . . . , dn) ∈ exp(Z+) with n(d) = n ≥ 1, ϕ = ϕ(t1, . . . , tn) ∈ Φmd , and
the measure µ2,s with µ2,s(dr) =
Γ(d1/2+s)
Γ(d1/2)Γ(s)
rd1/2(1 − r)sχ
[0,1]
(r)dr, then ϑ(t) :=∫
R+
ϕ(rt
1
2
1 , t2, . . . , tn)µ2,s(dr) belongs to Φ
m
d˜
with d˜ = (d1 + 2s, d2, . . . , dn).
Proof. The proof is analogous to the proof of the Proposition 4.3.1, it is enough to used
the measure µ2,s instead of µ1, and the equality (4.29) instead of Eq. (4.28). The details
of this proof is left to the reader.
Analogously to foundations of Corollary 3, if we define the operator Bk
δ,s
ϕij(t1, . . . , tn) as
Bk
δ,s
ϕij(t1, . . . , tn) :=

ϕij(t1, . . . , tn) if δ = 0
1∫
0
ϕij(t1, . . . , r
1
2 tk, . . . , tn)µ2,s(dr) if δ = 1
and, given ϕ ∈ Φmd , δ ∈ exp(Z+), δ = (δ1, . . . , δn) ≤ 1, and s = (s1, . . . , sn) ∈ Z+, the
operator for matrix functions B
δ,s
ϕ is defined as B
δ,s
ϕ(t1, . . . , tn) :=
[
B1
δ1,s1
◦ B2
δ2,s2
◦
. . . Bn
δn,sn
ϕij(t1, . . . , tn)
]m
i,j=1
, again, we can establish the next corollary.
Corollary 4. Let m be a positive integer, d ∈ exp(Z+) and δ ≤ 1 with n(δ) = n(d) =
n ≥ 1. Given any ϕ ∈ Φmd then Bδ,sϕ belongs to the class of function Φmd+2(s⊙δ).
Proof. This is quite similar to the proof given for Corollary 3
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Remark E . The matrix covariance functionsϕ and Tδϕ(t) in the Corollary 3 - Proposition
4.3.1 - have the same Schoenberg m-measure under their respectively representations
according to (3.2); the difference between ϕ and Tδϕ(t) arises from the use of distinct
Schoenberg kernel functions Ωd and Ωd+2δ, respectively. This comment still valid for the
results in Corollary 4, Proposition 4.3.2.
APPENDIX A
Other Results
A.1 Matrix-valued version of Schoenberg Lemma
Theorem A.1.1 (m–variate version of Schoenberg’s Lemma 4(1938)). Let ϕ(·) ∈
Φmd . Then ϕ(·) is [d−12 ]–differentiable, that is the function ϕ(v)(t) =
[
ϕ
(v)
ij (t)
]m
i,j=1
is well
defined on (0,∞), for v ≤ [d−12 ], where [x] is the greatest integer less than or equal to x.
Proof. Working componentwise, from equation (2.9) we have
ϕ
(v)
ij (t) =
∂vϕij(t)
∂tv
=
∫
[0,∞)
Ω
(v)
d (rt)dλij(r) i, j = 1, 2, . . . ,m. (A.1)
But Ω
(v)
d (x) = O(x−
d−1
2 ) and hence Ω
(v)
d (tr) = O(rv−
d−1
2 ), so that Ω
(v)
d (tr) converges
absolutely in r for v ≤ [d−12 ], see [68, Pg. 822].
A.2 Family χmd
From Section 2.4 the family χmd is given by
χmd =
{
ϕ ∈ Φmd :
∣∣ ∫
R+
u2 λij(du)
∣∣ =∞ for some i, j = 1, . . . ,m}.
In the next example we present a univariate family of stationary-isotropic covariance which
is subset of χmd .
Example 3. . Consider the family of functions which satisfy the equation
γθ(t) = 2 e
−θ2t2
[
1− Φ(√2 θt)], θ > 0, (A.2)
where Φ(z) here denotes the cumulative distribution of the standard normal distribution.
We have, γθ(t) =
∫
[0,∞) e
−t2u2g(u) du, where g(·) denotes the Cauchy density function [27,
Pg. 51], i.e.
g(t) =
1
pi(1 + t2)
. (A.3)
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So γθ ∈ Φ1∞ and
∫
[0,∞) u
2 g(u) du =∞, then γθ ∈ χ1∞. Finally Eq. (1.10) allows us to infer
that the family of functions γ
θ
(·) in Eq. (A.2) is a subset of all the sets χ1d (d = 1, 2, . . .).
A.3 Case Beta(d
2
, s)
1∫
0
u
d
2 (1− u)sΩd(tu 12 )du =
1∫
0
u
d
2 (1− u)s
∞∑
n=0
Γ(d2 )(− 14 t2u)n
Γ(d2 + n)n!
du
=
Γ(d2 )
Γ(d2 + s)
∞∑
n=0
Γ(d2 + s)(− 14 t2)n
Γ(d2 + n)n!
1∫
0
u
d
2
+n(1 − u)sdu
=
Γ(d2 )
Γ(d2 + s)
∞∑
n=0
Γ(d2 + s)(− 14 t2)n
Γ(d2 + n)n!
Γ(d2 + n)Γ(s)
Γ(d2 + n+ s)
=
Γ(d2 )Γ(s)
Γ(d2 + s)
∞∑
n=0
Γ(d2 + s)(− 14 t2z2)n
Γ(d2 + s+ n)n!
=
Γ(d2 )Γ(s)
Γ(d2 + s)
Ωd+2s(t),
The equality (4.29) is shown.
Conclusions
• We have extended the Schoenberg representations for stationary-isotropic covari-
ance functions to stationary-isotropic matrix covariance functions and stationary-d-
anisotropic matrix covariance functions.
• We have extended the univariate definitions of Monte´e and Descente from univariate
radial case to multivariate radial case and multivariate multiradial case.
• We show the existence of cases in which the m-Monte´e and m-Descente operators
are not well defined, and hence, as especial case this result is still valid for Monte´e
and Descente operators introduced by Matheron in [53].
• We show that the m-Monte´e and m-Descente operators are dimensional walks. That
is, let ϕ an element of the class Φmd , d,m ∈ Z+ and given that the operators m-
Monte´e and m-Descente are well defined, we have D˜mϕ ∈ Φmd+2 and I˜mϕ ∈ Φmd−2,
and
• As in univariate case we show I˜mϕ has 2k+2 derivatives at zero whenever ϕ has 2k-
times differentiable at zero. here k = 0, 1, . . .. And D˜mϕ has 2k−2 derivatives at zero
with k = 1, 2, . . .. i.e. an increase (decrease) in the dimension of the Euclidean space
as result of applying D˜m (I˜m) is attached to a decrease (increase) in smoothness.
• We set up the equations for the multivariate version of Turning Bands simulation
process, for the symmetric-radial case and multiradial case.
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Pathways Forward
There two lines of future research in short run,
† The premier is to develop new matrix covariance functions using the Monte´e and
Descente operators as dimensional walks, for m-variate spatial RF and m-variate
space-time RF.
† The second one is to research the properties of them-variate Turning Bands Method.
The next step, beginning from the equations which have been developed in Chapter
4, is to calculate the costs of simulating m-variate RF using the m-variate Turning
Bands and compare this computational costs with the costs of other simulation
algorithms, specially with the current most efficient methodology based on circulant
embedding.
In long term we have
† Research for m-variate scale mixtures that map valid matrix covariance functions
on Rd on matrix covariance functions of higher dimension. This way, possibly, get
a path get new valid matrix covariances in R2 and R3 from valid matrix covariance
functions valid in R.
† Following [39], inquire criteria of Polya´ type for matrix covariance functions.
† Following [42], investigate on polynomial matrix covariance functions on intervals.
† To characterize the stationary-isotropic matrix covariance with nugget effect.
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