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Mathematical aspects of decentralized control of formations in the plane
M.-A. Belabbas
Abstract— In formation control, an ensemble of autonomous
agents is required to stabilize at a given configuration in the
plane, doing so while agents are allowed to observe only a
subset of the ensemble. As such, formation control provides a
rich class of problems for decentralized control methods and
techniques. Additionally, it can be used to model a wide variety
of scenarios where decentralization is a main characteristic.
We introduce here some mathematical background necessary to
address questions of stability in decentralized control in general
and formation control in particular. This background includes
an extension of the notion of global stability to systems evolving
on manifolds and a notion of robustness of feedback control
for nonlinear systems. We then formally introduce the class of
formation control problems, and summarize known results.
I. INTRODUCTION
We present here some concepts and definitions related to
the study of decentralized and multi-agent systems in general
and to formation control in particular.
We start with the introduction of type-A stability. It has
been known since at least Poincare´ that the topology of
the manifold on which a system evolves strongly affects
the type of dynamics that are possible. In particular, global
stability as it is defined for systems on vector spaces is often
trivially impossible when the manifold is not a vector space.
We propose here a definition that is meaningful for systems
evolving on manifold and captures the practical benefits of
global stabilization.
The second definition is the one of robustness. When
solving a control design problem, one is faced with finding
a control u∗, belonging to admissible set of control U , that
achieves a given objective, e.g. stabilization around a given
configuration. In real-world applications, one is of course
often confronted to errors in modelling, noise in the inputs
or in the observations, or other sources of uncertainty that
may make a control law designed for an ideal situation fail.
We introduce below a notion of robustness, akin to the one of
linear systems theory, that allows us to handle such situation.
The introduction of robustness comes with an unexpected
benefit: a simplification of the design problem. Indeed, if
there exist a control law that achieves a given objective
non-robustly, this control would be quite difficult to find. In
practical terms, robustness allows us to confine our search
to the jet-space of lowest possible order [1] (we give a brief
introduction to jet spaces in the appendix).
In Section IV, we formally introduce the class of formation
control problems. Our approach, which puts at the center
configurations of points, and allows us to understand the
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role of rigidity theory as a way to decentralize the global
objective: in the language of the companion paper [2],
rigidity has to do with the δ functions, and using it to define
the information flow is thus in many ways unnatural.
We conclude by summarizing what is known about forma-
tion control and about the so-called 2-cycles formation [3],
[4]. We mentioned in [2] that a major issue in decentraliza-
tion is the existence of nontrivial loops of information—that
is loop of informations that the system cannot by-pass. The
2-cycles is the simplest formation that exhibits two nontrivial
loops in its information flow graph. These information loops
are the main source of difficulty in the analysis of the
system [4].
II. TYPE-A STABILITY
Many natural and engineering systems are described by
a differential equation evolving on a manifold M , by op-
position to a flat space or vector space. For example, the
orientation of a rigid body in space is described by a point in
the Lie group SO(3) [5]; another example arise in formation
control: we have shown [6] that, due to the invariance of the
system under rotations and translations, the state-space of
n autonomous agents in the plane is given by the manifold
CP (n− 2)× (0,∞).
When the system evolves on a manifold, global notions
such as global stabilization need to be adjusted to remain
relevant. This is the issue addressed by type-A stability.
Consider the control system
x˙ = f(x, u(x)) (1)
where x ∈ M , a smooth manifold, and all functions are
assumed smooth.
According to elementary results in Morse theory [7], if the
manifold M possesses non-trivial homology groups [8], the
system (1) cannot be globally stable in the usual sense: there
is no continuous u such that (1) has a unique equilibrium.
From a practical standpoint, however, if one could make
one equilibrium stable, and all other equilibria either saddles
or unstable, the system would behave as if it were globally
stable. Indeed, a vanishingly small perturbation would ensure
that the system, if at a saddle or unstable equilibrium, evolves
to the unique stable equilibrium. We formalize and elaborate
on this observation.
Let Ed be a finite subset of M containing configurations
that we would like to stabilize via feedback. We are thus
interested in the design of a smooth feedback control u(x)
that will stabilize the system to any point x0 ∈ Ed. We call
these points the design targets or design equilibria:
Ed = {x0 ∈M s.t. x0 is a design equilibrium}
Let
E = {x0 ∈M s.t. f(x0, u(x0)) = 0},
the set of equilibria of (1). We assume that E is finite.
As explained above, when the system evolves on a non-
trivial manifold, the Morse inequalities make it unreasonable
to expect that there exists a control u(x) that makes the
design equilibria the only equilibria of the system, i.e. a
control such that Ed = E . We call the additional equilibria,
that are introduced by the non-trivial topology of the space,
ancillary equilibria:
Ea = E − Ed.
Let us assume for the time being that the linearization of
the system at an equilibrium has no eigenvalues with zero
real part. We decompose the set E into stable equilibria, by
which we mean equilibria such that all the eigenvalues of
the linearized system have a negative real part, and unstable
equilibria, where at least one eigenvalue of the linearization
has a positive real part. Observe that under this definition,
saddle points are considered unstable.
In summary:
E = Es ∪ Eu
where
Es = {x0 ∈ E | x0 is stable}
and
Eu = {x0 ∈ E | x0 is unstable}.
With these notions in mind, we introduce the following
definition:
Definition 1. Consider the smooth control system x˙ =
f(x, u(x)) where x ∈ M and the set E of equilibria of the
system is finite. Let Ed ⊂ M be a finite set. We say that Ed
is
1) feasible if we can choose a smooth u(x) such that Ed∩
E 6= ∅.
2) type-A stable if we can choose a smooth u(x) such that
Es ⊂ Ed.
3) strongly type-A stable if we can choose a smooth u(x)
such that Es = Ed.
When the set Ed is clear from the context, we say that the
system is feasible or type-A stable.
This definition extends trivially to systems depending on
a parameter. The set Ed is feasible if we can choose u(x)
such that at least one equilibrium of the system is a design
target. It is said to be type-A stable if the system stabilizes
to Ed with probability one for any randomly chosen initial
conditions on M . It is strongly type-A stable if it is type-A
stable and moreover all elements of Ed are stable equilibria.
The usual notion of global stability is a particular instance of
type-A stability; indeed, it corresponds to having u(x) such
that Ed = E = Es.
Looking at the contrapositive of this definition, a system
is not type-A stable if there exists a set of initial condi-
tions, of strictly positive measure, that lead to an ancillary
equilibrium. We observe that type-A stability is a global
stability notion; in particular, if one can choose u such that all
design equilibria are locally stable, but if this choice forces
the appearance of other, undesired equilibria which are also
locally stable, the system is not type-A stable. The example
below illustrate these notions.
Example 1. Consider a system
x˙ = x(1 − kx2)
where k ∈ R is a feedback parameter to be chosen by the
user. We show that any Ed ⊂ (0,∞) is not type-A stable.
We first observe that the system has an equilibrium at 0 and
two equilibria at x = ±
√
1/k if k > 0. The system is thus
feasible for any Ed ⊂ R. The Jacobian of the system is 1 at
x = 0 and −2 at x = ±
√
1/k. For k > 0, the above says
that
E = {0,±
√
1/k} = {
√
1/k}︸ ︷︷ ︸
Ed
∪{0,−
√
1/k}︸ ︷︷ ︸
Ea
.
From the linearization of the system, we have that
Es = {±
√
1/k} and Eu = {0}.
We conclude that Es * Ed and the system is not type-A stable.
III. ROBUSTNESS
We introduce here a definition of robustness for nonlinear
systems. We start by discussing the well-established concept
of generic elements, on which our definition of robustness is
based.
Informally speaking, a property of elements of a topolog-
ical space is said to be generic if it is shared by almost all
elements of the set.
Definition 2. A property P is generic for a topological space
S if it is true on an everywhere dense intersection of open
sets of S.
Everywhere dense intersections of open sets are sometimes
called residual sets [9]. In general, asking for a given
property to be generic is a rather strong requirement, and
oftentimes it is enough to show that a given property is
true on an open set of parameters, initial conditions, etc.
We define
Definition 3. An element u of a topological space S satisfies
the property P robustly if P is true for all u′ in a neigh-
borhood of u in S. A property P is robust if there exists a
robust u which satisfies the property.
In practical terms, if a property satisfied only at non-robust
u’s, then it will likely fail to be satisfied under the slightest
error in modelling or measurement.
Remark 1. We emphasize that when we seek a robust control
law u(x) for stabilization, we seek a control law such that
the equilibrium that is to be stabilized remains stable under
small perturbations in u(x). The equilibrium, however, may
move in the state space. For example, assume that the system
x˙ = u(x)
has the origin as a stable equilibrium. If for all g(x) in an
appropriate set of perturbations, the system
x˙ = u(x) + εg(x)
has a stable equilibrium at a point z(ε) near the origin,
then the control law u(x) is robust. If, on the contrary, the
equilibrium disappears or becomes unstable, then u(x) is
not robust.
If ⌉P , the negation of P , is generic, then there is no robust
u that satisfies P . Indeed, if ⌉P is generic, then P is verified
on at most a nowhere dense closed set. In particular, P is not
verified on an open set. The main tool to handle genericity
are jet spaces and Thom transversality theorem. We will use
the results in some parts below and refer the reader to the
appendix and to [1] for more information.
IV. FORMATION CONTROL
We present here the class of formation control problems
in the plane. This class provides a rich set of examples and
models for decentralized control.
We begin with some preliminaries. We call a configuration
of n points in the plane an equivalence class, under rotation
and translation, of n points in R2, see Figure 1 for an
example. We have shown in [6] that the space of such
normalized equivalence classes was a complex projective
space.
Let G = (V,E) be a graph with n vertices — that is
V = {x1, x2, . . . , xn} is an ordered set of vertices and E ⊂
V × V is a set of edges. The graph is said to be directed if
(i, j) ∈ E does not imply that (j, i) ∈ E. We let |E| = m
be the cardinality of E. We call the outvalence of a vertex
the number of edges originating from this vertex and the
invalence the number of incoming edges.
A. Rigidity
We briefly cover the fundamentals of rigidity and establish
the relevant notation. We refer the reader to [6], [10] for a
more detailed presentation. We call a framework an embed-
ding of a graph in R2 endowed with the usual Euclidean
distance, i.e. given G = (V,E), a framework p attached to
a graph G is a mapping
p : V → R2.
By abuse of notation, we write xi for p(xi). We define
the distance function δ of a framework with n vertices as
δ(p) : R2n → Rn(n−1)/2+ : (x1, . . . , xn) →
1
2
[
‖x1 − x2‖
2,
. . . , ‖x1 − xn‖
2, ‖x2 − x3‖
2, . . . , ‖xn−1 − xn‖
2
]
,
where R+ = [0,∞). We denote by δ(p)|E the restriction of
the range of δ to edges in E.
For a graph G with m edges, we define
L =
{
d = (d1, . . . , dm) ∈ R
m
+ for which
∃p with δ(p(V ))|E = d} ,
where the square root of d is taken entry-wise. Properties of
this set and its relations to the number of ancillary equilibria
are discussed in [10], [6].
The rigidity matrix of the framework is the Jacobian ∂δ∂x
restricted to the edges in E. We denote it by ∂δ∂x |E .
Definition 4 (Rigidity). 1) A framework is said to be in-
finitesimally rigid if there are no vanishingly small
motions of the vertices, except for rotations and trans-
lations, that keep the edge-length constraints on the
framework satisfied. This translates into [11]
rank(
∂δ
∂x
|E) = 2n− 3.
2) A framework attached to a graph G is said to be rigid if
there are no motions of the vertices that keep the edge
lengths constraints satisfied and minimally rigid if all
the edges of the graph are necessary for rigidity.
B. Formation control: definition and open problems
We present here the definition of formation control prob-
lems. We build the problem around configurations of points
in the plane, by opposition to distances between vertices;
this allows us to understand the role of rigidity in formation
control as a tool to address the distribution of the global
objective or—with the notation of the companion paper [2]—
as a tool to determine which δi are sufficient. This point
of view also makes clear that there is no reason to assume
that the functions hi describing the information flow should
be given by a rigid graph. In fact, this overload of G in
formation control is a limiting factor as is illustrated in
Section V.
We let x ∈ R2n contain the positions of all the agents in
the formation and consider general dynamical models of the
form.
x˙ =
n∑
i=1
ni∑
j=1
uij(δi(µ);hi(x))gij(x), (2)
where uij is a real function, gij are smooth vector fields and
δ, h are smooth vector valued functions. We analyzed this
model in detail in the companion paper [2]
1) Configurations of n-points: The objective in formation
control is a parametric one. Let P be the space of con-
figurations of n points in R2, up to rigid transformations
of the plane: i.e. a point in P is an equivalence class of
points in R2n. For our purpose here, it is enough to describe
a configuration of n points in the place by an element of
R2n−1, where we use the translational degree of freedom to
set the first point at the origin in R2. We represent a design
formation by a vector
µ ∈ R2(n−1) = [x¯2, . . . , x¯n], x¯i ∈ R
2
as illustrated in in Figure 1. The vector µ is thus a represen-
tative of the equivalence class of points obtained via rotation
x1
x2
x4
x3
x5
x6
x7
x8
x¯1
x¯2
x¯4
x¯3
x¯5
x¯6
x¯7
x¯8
O
Fig. 1: Configurations of n points in the plane, up to
translations, can be represented by a configuration with x1
at the origin. We use the notation x¯i for the coordinates of
the points after translation.
of the x¯i.
In order to represent the decentralized structure of a forma-
tion control problem, we introduce two graphs: the δ-graph
and the h-graph, representing respectively the information a
given agent has about the global objective of the formation
(δ-graph) and about the state of the formation (h-graph).
In more detail, to each agent with position xi ∈ R2 we
associate a vertex i in V . We let G be a graph with vertex
set V and set of edges E. The edges define the decentralized
structure as follows: assume that vertex i has outvalence k
and the edges (i, l1), . . . , (i, lk) ∈ Eh are leaving from vertex
i. The h-graph Gh = (V,Eh) defines the functions hi(x)
according to:
1: Range only information: in this case, an agent is only
able to measure its distance to its various neighbors.
hRi (x) : R
2n → Rk : x→ (‖xl1 −xi‖, . . . , ‖xlk −xi‖).
2: Relative position information: in this case, agent i can
measure the relative positions of its neighbors. Using
some simple trigonometric rules, it is easy to see that
in order to reconstruct the relative positions of its neigh-
bors (i.e. their position relative to xi, up to rotation), it is
sufficient for agent i to have the distances to the agents
as well as the inner products (xl1 − xi)T (xlj − xi),
j = 2 . . . k. We have
hi(x) = (h
R
i (x), (xl1 − xi)
T (xl2 − xi)
T , . . . ,
(xlk − xi)
T (xl1 − xi)).
A formation is an ensemble of agents together with an h-
graph.
Remark 2. The h-graph, which is proper to formation
control, is related to the information flow graph defined [2].
The function δi are similarly described by a graph Gδ =
(V,Eδ). Assume that vertex i has outvalence k and the edges
(i, l1), . . . , (i, lk) ∈ Eδ are leaving from vertex i. We have
1: Range only information: an agent only knows about the
distance at which it needs to stabilize from its neighbors.
δi(µ) = (‖x¯l1 − x¯i‖
2, . . . , ‖x¯lk − x¯i‖
2).
2: Range and angle: in this case, the agents also knows the
relative position at which its neighbors are in the target
framework:
δi(µ) = (δ
R
i (µ), (x¯l1 − x¯i)
T (x¯l2 − x¯i)
T , . . . ,
(x¯lk − x¯i)
T (x¯l1 − x¯i)).
Example 2. Consider a formation control problem where we
require the agents to stabilize at the configuration of points
described in Figure 2a.
The h-graph of Figure 2b corresponds to the observation
functions, assuming the relative position case:
h1(x) = ‖x2 − x1‖
h2(x) =
(
‖x3 − x2‖, ‖x4 − x2‖, (x3 − x2)
T (x4 − x2)
)
h3(x) = ‖x3 − x1‖
h4(x) = ‖x4 − x1‖
h5(x) =
(
‖x2 − x5‖, ‖x3 − x5‖, (x2 − x5)
T (x3 − x5)
)
.
Similarly, the h-graph of Figure 2c corresponds to
h1(x) = ‖x2 − x1‖
h2(x) =
(
‖x3 − x2‖, ‖x4 − x2‖, (x3 − x2)
T (x4 − x2)
)
h3(x) = ‖x3 − x5‖
h4(x) = ‖x4 − x5‖
h5(x) =
(
‖x2 − x5‖, ‖x1 − x5‖, (x1 − x5)
T (x2 − x5)
)
.
The δ-graph of Figure 2d corresponds to the functions δi
given by
δ1(µ) = ‖x¯2 − x¯1‖
δ2(µ) = (‖x¯3 − x¯2‖, ‖x¯4 − x¯2‖)
δ3(µ) = ‖x¯3 − x¯5‖
δ4(µ) = ‖x¯4 − x¯5‖
δ5(µ) = (‖x¯2 − x¯5‖, ‖x¯1 − x¯5‖)
in the case of distance only information. In the case of
relative position information, δ2 and δ4 would also contain
the inner products of the appropriate x¯i. The δ-graph of Fig-
ure 2e corresponds to letting every agent know its distance
to all other agents in the case of range only information, and
letting δi(µ) = µ for all i in the case of relative position.
Formation control problems are concerned with stabiliza-
tion, either local or type-A. Two different flavors have been
studied in the literature:
1) Stabilize at a given framework: the global objective is
described as the stabilization at the framework described
by µ. In this case, the cardinality of Ed, the set of design
equilibria, is one (up to mirror symmetry). Rigidity
theory tells us that Gδ needs to be globally rigid [6].
x¯1 x¯2
x¯4
x¯3
x¯5
(a)
x1 x2
x4
x3
x5
(b)
x1 x2
x4
x3
x5
(c)
x1 x2
x4
x3
x5
(d)
x1 x2
x4
x3
x5
(e)
Fig. 2: We represent in (a) a configuration of 5 points in
the plane. Figures (b) and (c) represent two possible h-
graph for a formation control problem. Figures (d) and (e)
two possible δ-graph. Observe that the δ graph of Figure
(e) is fully connected, hence every agent knows the global
objective.
2) Stabilize at one of many framework: Given a configu-
ration of n-points (n ≥ 4) µ, let Gδ be a minimally rigid
graph. The objective is to stabilize at any frameworks
such that the edge lengths in Gδ are satisfied. Because
the graph is minimally rigid—and not globally rigid—
there are several frameworks which have the same edge
lengths for edges of Gδ (see Figure 5 for an example,
or in Figure 2d, taking the mirror symmetric of x¯1 with
respect to the x¯2 − x¯5 axis yields a framework with
similar edge lengths). In this case, Ed is given by all
frameworks which satisfy the given edge lengths and
the δi’s are of the range only type.
We revisit these ideas in Section V. We conclude this
section by mentioning broad open questions in formation
control:
1) How many frameworks satisfy a given set of edge
lengths? We have given a lower bound in a particular
case in [6], but the general case is not settled.
2) How sparse can the graphs Gδ and Gh be in order to
guarantee the existence of robust ui(δi;hi) that yield
type-A stabilization?
3) How sparse can the graphs Gδ and Gh be in order to
guarantee the existence of robust ui(δi;hi) that yield
have local stabilization around any point in Ed?
x1
x2
x3
x4
(a) The two-cyles formation
x1
x2
x3
(b) The triangle forma-
tion
Fig. 3
While rigidity theory clearly has a role to play in a
complete understanding of the δ-graph, it is not clear that
it will have more than a supporting role for investigations
related to the h-graph.
In the case of the δ-graph, a first obvious result is that
minimal rigidity (and Laman theorem [6]) yields a ”minimal”
undirected δ-graph: a less dense graph is not giving agents
enough about the global objective to allow them to satisfy
it. The case of directed formation is already much more
complex.
We provide partial answers to these question in Section V.
V. THE TWO-CYCLES FORMATION AND OTHER KNOWN
RESULTS
We present some known results in formation control and
illustrate in this section the notions introduced in this paper
on the 2-cycles formation, which was exhibited in [4] as
an example of the difficulty to make progress in formation
control when there are ”loops of information” in the system.
It was conjectured [12] that formation control problems
whose objective is minimally rigid, and whose underlying
δ-graph (the h-graph was assumed to be the same as the δ-
graph) has no vertices with outvalence larger that two were
globally (or type-A) stabilizable. Since then, we have shown
it was not the case for the 2-cycles.
The two-cycles is the formation represented in Figure 3a.
Let xi ∈ R2, i = 1 . . . 4 represent the position of the 4 agents
in the plane. We define the vectors

z1 = x2 − x1
z2 = x3 − x2
z3 = x1 − x3
z4 = x3 − x4
z5 = x4 − x1
(3)
Hence, the observation function are given by
h1(x) = (‖z1‖, ‖z5‖, z
T
1 z5), h2(x) = ‖z2‖, h3(x) = ‖z3‖,
h4(x) = ‖z4‖. (4)
With the notation of Figure 4, we let µ = [x¯2, x¯3, x¯4]
parametrize a configuration of four points in the plane. We
let ‖x¯2‖ = d1, ‖x¯4‖ = d5, ‖x¯3 − x¯2‖ = d2, etc. We take
the δ-graph to be the same as the h-graph and consider the
range only case. Hence, the functions δi are given by
δ1(µ) = (d1, d5), δ2(µ) = d2, δ3(µ) = d3, δ4(µ) = d5, (5)
x¯1 x¯2
x¯3x¯4
d1
d 5
d
2
d4
d 3
Fig. 4: Any framework in the plane with x¯1 6= x¯2 is
congruent to a framework with x¯1 = (0, 0) and x¯2 on the
x-axis
It is convenient to introduce variables for the error in edge
lengths:
ei = z
T
i zi − di.
The set of vector fields that respect both the invariance
of the system under the SE(2) action as presented in [6] is
given by
Hence a general control law for such a system is

x˙1 = u11(δ1(µ);h1(x))g11(x)
+ u12(δ1(µ);h1(x))g12(x)
x˙2 = u2(δ2(µ);h2(x))g2(x)
x˙3 = u3(δ3(µ);h3(x))g3(x)
x˙4 = u4(δ4(µ);h4(x))g4(x)
(6)
with
g11(x) = (x2−x1); g12(x) = (x4−x1); g2(x) = x3−x2;
g3(x) = x1 − x3 and g4(x) = x3 − x4.
We denote by F the space of control systems of the type
of Equation (6), with the ui smooth real-valued functions of
their argument. We equip F with the Cr topology.
x1
x2
x3
x4
(a)
x1
x2
x3
x4
(b)
x1
x2
x3
x4
(c)
x1x2
x3
x4
(d)
Fig. 5: Four frameworks in the plane that are not equivalent under
rotations and translation and that have the same corresponding edge
lengths. (a) is the mirror-symmetric of (c) and (b) is the mirror-
symmetric of (d).
The set of design equilibria Ed for the 2-cycles is of
cardinality 4, up to rigid transformations, since there are four
frameworks in the plane for which ei = 0; they are depicted
in Figure 5. Hence, the global objective1 can be written as
an equality objective with
F (µ;x) =


‖x2 − x1‖
2 − d1
‖x3 − x2‖
2 − d2
‖x1 − x3‖
2 − d3
‖x3 − x4‖
2 − d4
‖x1 − x4‖
2 − d5


with the additional requirement of either stabilizing locally
any of these equilibria or seeking a control such that the
system is type-A stable.
The local objectives2 for each agents are to stabilize at the
required distance from their neighbors. For agent 1, we have
f1(δ1(µ);h1(x)) =
[
‖x2 − x1‖
2 − d1
‖x4 − x2‖
2 − d5
]
,
and for agents i = 2, 3, 4:
f2(δ2(µ);h2(x)) = ‖x3 − x2‖
2 − d2
f3(δ3(µ);h3(x)) = ‖x1 − x3‖
2 − d3
f4(δ4(µ);h4(x)) = ‖x3 − x4‖
2 − d4
Satisfying the local objectives clearly implies that the global
objective is satisfied.
In general, the set Ea of ancillary equilibria depends on the
choice of feedbacks ui. Due to the invariance and distributed
nature of the system, we can exhibit some configurations that
belong to Ea for all ui’s. [10]:
Proposition 1. The set E contains, in addition to the equi-
libria in Ed, the frameworks characterized by
1) zi = 0 for all i, which corresponds to having all the
agents superposed.
2) all zi are aligned, which corresponds to having all
agents on the same one-dimensional subspace in R2.
These frameworks form a three dimensional invariant
subspace of the dynamics.
3) e2 = e3 = e4 = 0, z1 and z5 are aligned and so that
u1(δ1;h1)‖z1‖ = ±u5(δ1;h1)‖z5‖,
where the sign depends on whether z1 and z5 point in
the same or opposite directions.
As we have discussed in the companion paper [2], the
δi given in Equation (5) do not saturate the observation
functions. Hence there may be some gain in letting δ be
more informative. We know that a maximally informative
δi would be given by the identity function. This maximally
informative δi was used in [13] to prove that the 2-cycles can
be locally stabilized at a given framework in the plane using
a relatively simple control law and adjusting some feedback
gains. The dynamics used was of the type of Equation 6 with
the control law
ui = kiei, i = 1, . . . , 5 (7)
1The global objective of a decentralized system, defined in [2], is achieved
at configurations x such that F (µ; x) = 0.
2Local objectives, also defined in [2], are achieved by an agent at
configurations such that fi(δi(µ); hi(x)) = 0.
where the ki are constant real-valued gains used by the agents
to locally stabilize a given framework (i.e. ki = ki(µ)).
We can restate the theorem in the language of this paper
as follows: let E4 be the space of all configurations of 4
points in the plane.
Theorem 1 (Reformulation of [13]). If we let δi(µ) = µ for
all i and hi as in Equation (4), there exists ui(µ;hi(x)) such
that for all µ, the framework parametrized by µ is locally
stable for the system of Equation (6) with controls ui. In
fact, a control law of the type of Equation (7) works for
configurations of n points in Rn, with h-graph given by a
minimally rigid graph with outvalence at each node at most
two (and δi being maximally informative).
Sketch of proof. The proof relies on the linearization of
the system around a given framework. It is then showed
that by multiplying the Jacobian of the system by a block
diagonal matrix—corresponding to the gains—one can make
all eigenvalues of the product have negative real part. To this
end, a result similar to the one in [?] is proved for the case
of real matrices. 
We have shown in [1] that the same result does not hold
if we let the δ-graph be the same as the h-graph:
Theorem 2. Given δi(µ) as in Equation (5) and hi as in
Equation (4), there are no robust control system in F that
locally stabilize all frameworks in E4. In fact, for any ui ∈
Ui, there exists a set of frameworks of positive measure in
E4 that are not locally stabilizable.
Sketch of proof. The proof relies on showing that, given the
δi and hi, satisfying the local objectives robustly prevents
the global stabilization objective to be satisfied. 
Local stabilization of formations with either symmetric
or cycle-free h- and δ-graph, is much easier to handle. We
mention here that linear decentralized control problem whose
information flow was given by a graph without cycles have
been studied in [14]. We cite the following result from
formation control, which relies on similar graphs in the
directed case:
Theorem 3 (Local stabilization of bi-directional forma-
tions [15]). Given a configuration of n points in the plane
with δ-graph G = (V,E) that is infinitesimally rigid , and
h-graph equal to δ-graph, the control law
ui(δi(µ), hi(x)) =
∑
j s.t. (i,j)∈E
(‖xi − xj‖ − dk)(xi − xj)
locally stabilizes almost all infinitesimally rigid frameworks.
The same holds true for directed formations, where the δ-
and h- graphs are the same and contain no loops and every
vertex has outvalence of two at the most.
Sketch of proof. The proof is based on a linearization of the
system about an equilibrium. 
For a description of the configurations that are excluded
by the qualifier ”almost all”, we refer the reader to [15].
Results about global stabilization of formations, whether
directed or undirected, are much more sparse. We mention
the result of [16] about the triangular formation:
Theorem 4 (Type-A stability of triangular formation. [16]).
Consider the triangular formation of Figure 3b. The control
law
x˙i = (‖xi+1 − xi‖ − di)(xi+1 − xi)
makes the system robustly type-A stable for almost all
configurations of points in E3
Sketch of proof. The proof is based on exhibiting a
Lyapunov-like [4] function for the system and showing that,
except for what is called a ”thin set” of initial conditions
(i.e. a set of codimension one), the system is globally stable.
This can be rephrased using the type-A stability idea as we
have done here. 
Even more, type-A stability was shown, using a similar
Lyapunov argument, for a broad class of decentralized con-
trol law in [4]. We have shown that this result does not extend
to the 2-cycles:
Theorem 5. There are no robust u ∈ U with δi as in
Equation (5) and hi as in Equation (4) such that the 2-cycles
formation is type-A stable.
Sketch of proof. The theory of bifurcation and singularities
was used to show that the decentralized structure of the
system forces the appearance of stable, ancillary equilibria
for all feedback laws u ∈ U . 
Whether letting δi to be the identity would allow to find
a robust, type-A stabilizing control for the two-cycles is an
open question.
VI. SUMMARY
We have defined formation control problems in the plane
and introduced some relevant mathematical concepts: type-
A stability and robustness. The presentation of formation
control highlighted the difference between the decentraliza-
tion of the system as it is commonly understood (agents
have a partial information about the state of the ensemble)
and the decentralization of the objective (agents have a
partial information about what configuration the formation
is asked to reach). We have seen that the latter type of
decentralization, though not often acknowledged, affects the
behavior of formations greatly (compare Theorems 1 and 2).
Finally, we have presented some open questions in formation
control.
APPENDIX
The main tool for handling genericity and robustness in
function spaces is Thom’s transversality theorem. We will
arrive at the result by building onto the simpler concept of
transversality of linear subspaces.
Thom’s theorem roughly answers the following type of
questions: given a function u from a manifold M to a
manifold N , and some relations between the derivatives of
xy = u(x)
u(x)
u˜(x)
˜˜u(x)
Fig. 6: If we let P be the property of vanishing with a zero
derivative. We will prove in this section that ⌉P is generic
and thus P is not robust. Let u(x) be a function which
satisfy P . For any small perturbations, it will either vanish
with a non-zero derivative—as illustrated with u˜(x), dashed
curve— or not vanish at all—as illustrated with ˜˜u(x), dotted
curve. Both u˜(x) and ˜˜u(x) are transversal to the manifold
defined by y = 0 everywhere, whereas u(x) is not.
different orders of this function (e.g. u′′ + u′ − u = 0),
under what circumstances are these relations preserved under
small perturbations of the function? For example, if a real-
valued function has a zero at some point, under a small
perturbation of this function, the zero will persist generically
for u. On the other hand, if a real-valued function vanishes
with its second derivative also being zero, under a small
perturbation this property will be lost, see Figure 6. The crux
of Thom’s theorem is to show that considering only a “small
subset” of perturbations (the integrable perturbations as we
will see below) in the set of all perturbations in jet-spaces is
sufficient.
Let A,B ⊂ Rn be linear subspaces. They are transversal
if
Rn = A⊕B,
where ⊕ denotes the direct sum. For example, a plane and
a line not contained in the plane are transversal in R3. The
notion of transversality can be extended to maps as follows:
given
F1 : R
n → Rm and F2 : Rl → Rm,
we say that F1 and F2 are transversal at a point (x1, x2) ∈
Rn × Rl if one of the two following conditions is met:
1) F1(x1) 6= F2(x2)
2) If F1(x1) = F2(x2), then the matrix
[
∂F1
∂x
∂F2
∂x
]
is of full
rank.
In particular, if l + n < m then F1 and F2 are transversal
only where they do not map to the same point. This definition
extends immediately to smooth functions between smooth
manifolds: given
F1 : M1 → N and F2 : M2 → N,
we say that F1 and F2 are transversal at (x1, x2) ∈M1×M2
if either F1(x1) 6= F2(x2) or F (x1) = F (x2) and the tangent
space of N at F (x1) is the direct sum of the images of the
tangent spaces of M1 and M2 under F1 and F2 respectively,
i.e.
TF1(x1)N = F1∗Tx1M1 ⊕ F2∗Tx2M2
where F∗ is the push-forward [8] of F .
Example 3. Take M1 = R and M2 = N = R2 and let
F1(x1) = x1v + b1 and F2(x2) = Ax2 + b2, where A ∈
R2×2, b2, v, x2 ∈ R2 and x ∈ R. If b1 6= b2, then F1(0) 6=
F2(0) and F1 is transversal to F2 at (0, 0, 0). If b1 = b2,
then F1(0) = F2(0) and the functions are transversal if the
span of v and the columns of A is R2.
The notion of transversality that is of interest to us is a
straightforward extension of the transversality of maps:
Definition 5 (Transversality). Let F : M → N be a smooth
map and let C be a submanifold of N . Then F is transversal
to C at a given point if, at that point, F is transversal to
the embedding i : C → N of C into N .
Example 4. Take N = R3 with coordinates u, v, w and C
be the u-v plane. Let F : R → R3 : x→ [x, 2x, 3x]T . Then
the map F is transversal to C everywhere.
Example 5. Let F (x) : R→ R3 be any smooth curve in R3
and C be the u-axis. At points where F (x) ∈ C, the tangent
vector to C and the tangent vector to F will span at most
a two-dimensional subspace in R3. Hence, F is transversal
to C only at the points where F (x) /∈ C.
A. Jet Spaces
Let F,G : M → N be smooth maps between smooth
manifolds M and N endowed with a metric. We say that F
and G are k- equivalent at x0 ∈M if in a neighborhood of
x0 we have
‖F (x)−G(x)‖ = o(‖x− x0‖
k).
One can verify [17] that k-equivalence is independent of the
choice of metrics on M and N and that it is an equivalence
relation on maps. In fact, the above definition can be recast
as saying that F and G are 0-equivalent at x0 if
F (x0) = G(x0),
1-equivalent if in addition
∂F
∂x
|x0 =
∂G
∂x
|x0 ,
and so forth. We define the k-jet of a smooth map to be its
k-equivalence class:
Definition 6. The k-jet of F : M → N at x0 is
Jkx0(F ) = {G : M → N s.t. G is k-equivalent to F}.
Hence, the 0-jet of F at x0 is F (x0); the 1-jet is
(F (x0),
∂F
∂x |x0), etc. For example, the constant function 0
and sin(x) have the same 0-jet at x = 0 and x and sin(x)
have the same 1-jet at 0.
We define:
Jk(M,N) = Space of k- jets from M to N.
A 0-jet is thus determined by a point in M and a point
in N , and thus J0(M,N) nothing more than the Cartesian
product of M and N :
J0(M,N) = M ×N.
Since a 1-jet is determined by a pair of points,for the 0-
jet part, and a matrix of dimension dimM × dimN , for the
Jacobian of the function at x0, we see that dim J1(M,N) =
dimM +dimN +dimM dimN . We cannot say in general
that J1(M,N) is the cartesian product of J0 with Rm×n
since the product may be twisted. Similar relations are
obtained for higher jet-spaces [17]
Given a function F : M → N , we call its k-jet extension
the map given by
jkF (x) : M → J
K(M,N) : x→ (F (x),
∂F
∂x
(x), . . . ,
∂kF
∂xk
(x)).
Example 6. Let M = N = R. The k-jet space is Jk(R,R) =
R × R × . . . × R = Rk+2. Take F (x) = sin(x); the 2−jet
extension of F is
j2sin(x) = (x, sin(x), cos(x),− sin(x)).
If we take M = N = R2 and F (x) = Ax for A ∈ R2×2,
then
jkAx(x) = (x,Ax,A, 0, . . . , 0).
Remark 3. The concepts presented in this section also
trivially apply to vector fields on M , by letting N = TM .
While to any function F : M → N , we can assign a
k-jet extension jkF : M → Jk(M,N), the inverse is not
true: there are maps G : M → Jk(M,N) which do not
correspond to functions from M to N as there are some
obvious integrability conditions that need to be satisfied. For
example, if we let
G : Rn → J1(Rn) : G(x) = (x,Ax,B),
then G is a 1-jet extension of a function if and only if B = A.
The power of the transversality theorem of Thom is that it
allows one to draw conclusions about transversality proper-
ties in general, and genericity in particular, by solely looking
at perturbations in jet spaces that are jet extensions—a much
smaller set than all perturbations in jet-spaces, since these
include the much larger set of non-integrable perturbations.
We recall that the Cr topology is a metric topology. It is
induced by a metric that takes into account the function and
its first r derivatives. We have:
Theorem 6 (Thom’s transversality). Let C be a regular
submanifold of the jet space Jk(M,N). Then the set of maps
f : M → N whose k-jet extensions are transversal to C is
an everywhere dense intersection of open sets in the space
of smooth maps for the Cr topology, 1 ≤ r ≤ ∞.
A typical application of the theorem is to prove that vector
fields with degenerate zeros are not generic. We here prove
a version of this result that is of interest to us.
Corollary 1. Functions in C∞(M) whose derivative at a
zero vanish are not generic.
In other words, the corollary deals with the intuitive fact
that if u(x) = 0, then generically u′(x) 6= 0. This result also
goes under the name of weak-transversality theorem [18].
Proof. Consider the space of 0-jets J0(M,R). In this space,
let C be the set of 0-jets which vanish, i.e. C = (x, 0) ⊂ J0.
A function u is transversal to this set if either it does not
vanish, or where it vanishes we have that the matrix[
1 1
0 ∂f∂x
]
is of full rank. Hence, transversality to C at a zero implies
that the derivative of the function is non-zero. The result is
thus a consequence of Theorem 6. 
To picture the situation geometrically, recall that J0(M,R)
is simply M × R. Hence C is M × 0 ⊂ J0(M,R).
The result says that any function that intersects C without
crossing (and hence with a zero derivative) will, under a
generic perturbation, either cross C or not intersect C at all,
since these two eventualities result in transversality. Figure 6
provides an illustration when M = R.
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