Gene expression measurements are a powerful tool in molecular biology, but when applied to heterogeneous samples containing more than one cellular type the results are difficult to interpret. We present here a new approach
INTRODUCTION
Every cell in a given organism has the same genetic program. However, as any computer program, only parts of the genetic program (genes) are operational at any moment. This is known as cell differentiation and explains for instance the difference of behavior between a neuron and a leukocyte.
It is possible to infer the level of expression of the genes from the quantification of the corresponding messenger RNA (mRNA) in the cell. Three new technologies have appeared these last few years allowing to measure the level of expression of thousands of genes simultaneously. These high throughput methods are the DNA microarrays (Schena 1995) , the Serial Analysis of Gene Expression (SAGE, Velculescu 1995) and the oligochips (Affymetrix, Lockhart 1996) . These techniques have all generated impressive results, permitting the classification of cancers (Golub 1999) , the discovery of new sub-divisions of diseases (Alizadeh 2000) , hypotheses about gene functions (Eisen 1998) , and many other exciting findings. The possibilities seem endless, but some problems remain to be solved for these techniques to be applied to as wide a scope as possible.
One such problem is the sample composition. The most convincing works have been conducted on pure samples, i.e. samples containing only one type of cells. When more than one cellular type is present, a situation which is encountered in solid tumors and tissues, it is much more difficult to draw any conclusion. Any cellular type present in the tissue contributes differently to the measured expression of a given gene. Two samples containing precisely the same cellular types (e.g. coming from the same tissue in the same patient) can have two different profiles of gene expression simply because the proportions of these cellular types are different.
Two solutions are commonly used to address this issue: in situ hybridization, to check where a given gene is expressed; and micro-dissection, to isolate one particular cellular type before performing the experiment. Both of these methods are time consuming. Moreover, the first one cannot be realistically performed for every gene measured. We propose here a completely different approach. The idea is to start directly from the gene expression data obtained on the composite samples to determine mathematically the profile of expression of the cellular types present.
We will show in this paper that, with certain assumptions, the problem of the identification of the cellular types is tractable. We will present an algorithm able to perform the separation and present briefly other approaches. The algorithm will then be applied to simulated results to show that it actually works. The problem of the correlation between cellular types will be addressed. We will finally apply the techniques developed to real-world data and will show that they permit to identify cellular types which seem mathematically and biologically meaningful.
GENERAL FRAMEWORK FOR THE SOLUTION

Formulation of the problem
Each measured sample is composed of a mix of cells of different types (e.g. fibroblasts, epithelial cells...). We are quantifying the total mRNA coming from this pool. Since the mRNA quantities from each cellular type (CT) simply add up (considering the measurement system as linear), the measures made are simply a mix (linear combination) of the measures we would have with each CT alone. The relative importance given to each CT is proportional to its Table 1 . Examples of matrices G (2 cellular types, 3 genes), C (2 cellular types, 4 samples), and M (4 samples, 3 genes). concentration in the sample. We will suppose that we have a set of measures concerning many samples (where many is much more that the number of CT) which contain the same CT in various concentrations. These variations in the concentrations will allow us to infer the signature (profile of gene expression) of the pure CT. We will also suppose, in all of the following, that we know the number of CT.
G
The problem is formalized using three concepts, expressed as three matrices (e.g. see table 1): M : matrix of measures, containing as many lines as there are genes and as many columns as there are measures. G : signature of the cellular types. It is a matrix with as many lines as there are genes, and as many columns as there are cellular types. C : concentration matrix, with as many lines as there are cellular types and as many columns as there are measures. Definition A cellular type (CT) is a column of the matrix G.
The measurements for each sample are only meaningful to a multiplicative constant. If for instance the amount of material measured varied, every result would be multiplied by a certain value. This multiplication is biologically meaningless. To remove this un-determination, we decided to normalize the measures such that the sum of the values for every sample is N, the number of genes:
We can write each measure as a function of the signature of the CT and of their concentrations in the samples:
where M i j is the measure of the gene i in the sample j, G ik is the expression of gene i in cell type k, C k j is the concentration of the cellular type k in sample j and Nct is the number of CT. This can also be written in matrix notation:
The goal is to infer the matrices G and C from the matrix M. Stated as it is, this problem is under-determined. However, the matrices G and C have to obey certain physical constraints.
Constraints on G:
(2a) states that the expression for each gene should be non-negative. (2b) states that a measure on the pure CT should have the same normalization as the matrix M.
Constraints on C:
(3a) states that the concentrations should be non-negative. (3b) states that the sum of the concentrations of the cell types should be equal to 1 for every sample, i.e. that there is nothing in the samples but the cell types considered. We add two assumptions to this in order to obtain a better-defined problem. These assumptions should not be a problem in real cases: 1. The CT (i.e. columns of G) are linearly independent.
2. There is a square sub-matrix of C of size equal to the number of CT which is invertible.
With these assumptions, we have a first lemma:
Lemma 1 Let there be a real solution, M = GC respecting the two assumptions. Then each calculated CT of any solution of (1) is a linear combination of the real CT.
Proof In this proof, we will only keep the samples corresponding to the invertible part of C. On this sub-part, we have G = M/C. Let G * , C * be another solution to the same problem. We have G = G * C * /C. The columns of G are a linear combination of the columns of G * . Since
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the columns of G are linearly independent, so must be the columns of G * . So C * /C must be invertible. Hence G * = GC/C * = GT, which is to say that the CT of G * can be expressed as a linear combination of the CT of G.
Conditions to have unicity of the solution
It would be convenient to have only one solution to the problem. We will now show under which conditions this unicity is guaranteed.
Definition A marker is a gene which is present only in one CT. We suppose that each CT has at least one marker:
Lemma 2 Let there be a real solution, M = GC. Let each CT have at least one marker. Then each calculated CT of any solution of (1) is a linear combination with positive coefficient of the real CT.
Proof Using lemma 1, we can write any solution G* as a linear combination of G:
where Nct is the number of CT. Considering the marker for the CT m (say gene n):
Since G nm > 0 and G * nj ≥ 0, T m j has to be non-negative for every m and j.
Theorem Let there be a real solution, M = GC. Let each CT have at least one marker. Let the correlation between the CT of G be zero. Then for any solution G * of (1) with non-correlated CT
the matrix T is a permutation of the identity.
We supposed that the CT of G are not correlated:
We can now write the no-correlation condition on G*:
Replacing with (4)
We will calculate the first part of (7) k lm
Gi is the variance of the cellular type i. Finally
By the lemma 2, every value in T has to be positive. By the lemma 1, T must be non-singular; hence, each line and column of T contains at least one non-null entry. Say
The only way to respect this is to have T nj = 0 for j = m. So each line of T contains one and only one value. Since each column contains at least one value and T is a square matrix, each column contains one and only one value.
With (5), the sum of the values of a column of T, i.e. the only value present, is 1. Hence, T is a permutation of the identity matrix.
ALGORITHMS
Many different approaches can be used to solve our problem. We will present a direct method and discuss two other methods we have tried but which seemed less satisfactory.
Direct solution
The idea is to solve the problem by using a least square criterion: we search two matrices G and C which minimize the norm of the reconstruction error
subject to the constraints (2a), (2b), (3a) and (3b). The algorithm is simple:
1. Considering G as known, calculate C minimizing (8) subject to (3a) and (3b) 2. Considering C as known, calculate G minimizing (8) subject to (2a) and (2b)
These two steps are performed sequentially until convergence. This algorithm is guaranteed to converge to a minimum (local or global) because the error (8) decreases at each step and there is a lower limit for the value of the error. We take into account the positivity constraints (2a) and (3a) by solving (8) with the Matlab function nnls, nonnegative least squares. The normalization constraints (2b) and (3b) are applied by dividing each column of either G or C after each iteration. These normalizations could affect the convergence of the algorithm, but in practice their effects are small enough.
It remains to add the uncorrelation constraint. Since the uncorrelation is a strong unproven hypothesis, we introduce this constraint in a relatively soft fashion. After each calculation of G, we subtract from each CT a fraction of the values of every other CT to which it is correlated. This fraction is proportional to the correlation and to a constant alpha to be chosen:
this will tend to de-correlate the calculated CT. Alpha is a key parameter as the following will show. The convergence is not guaranteed anymore with this new step since it usually lead to a raise in the error (8), but this is usually not a problem in practice when α is sufficiently small. The solutions obtained with this new step do not minimize (8) anymore, but hopefully are closer to the real ones.
Principal component and factor analysis
We could view the separation in CT as a kind of dimensionality reduction: a certain number of samples are described as a linear combination of a smaller number of CT. Two main approaches exist in the literature for dimensionality reduction: principal component analysis and factor analysis. Both find a set of orthogonal vectors whose linear combinations fit optimally the data in a certain sense. The CT will then be the linear combination of these vectors which respects as well as possible the conditions (2a), (2b), (3a) and (3b).
Algorithms based on these techniques present the following shortcomings:
1. The positivity constraints (2a) and (3a) are not directly taken into account, while they are important for the unicity of the solution. 2. In real life, we expect other effects to be superimposed to the separation in CT -e.g. the fact that the samples are not the same or the presence of a cluster of heat shock proteins. These effects probably cannot be expressed as a CT with only positive coefficients, but could explain a relatively important proportion of the variance and hence be much more detrimental if the positivity constraints are not directly taken into account. 3. The assumption of orthogonality, which is central to these techniques, is probably most often incorrect.
On simulated results with uncorrelated CT, an algorithm based on principal component analysis gave results of a quality comparable to the first algorithm, although much faster. With very noisy data, or with correlated CT, the quality of the solutions degraded faster than with the direct method.
Projected gradient
The idea here is to start with a first solution respecting (2a), (2b), (3a) and (3b) with uncorrelated CT and to try to minimize the error (8) while still respecting the conditions and the no-correlation. We did not use this technique because, although it looks promising, it takes ages to converge and tends to get stuck in local minimum. In addition, the strict no-correlation hypothesis, without which this technique is similar to the direct method, is probably too strong.
We think this type of technique should be the most effective, would the technical problems be solved. In the mean time, we refrain from using it.
SIMULATION
The CT were taken from the data in (Perou 2000) concerning five cell lines (T47D, RPMI-8226, 184A1, HUVEC, NB4+ATRA). These cell lines were chosen because they are relatively uncorrelated, with correlation ranging from -12.2% to +15%. 1000 genes out of the 8999 were kept. The values for each cell lines were normalized to a mean of 1. An artificial mixing matrix for these 5 CT was created. It was supposed that 40 samples were measured. The values for the mixing matrix were generated from a uniform distribution [0 1[. Each column of the matrix was then multiplied by a constant in order to satisfy (3b). The artificial measure matrix was generated as the product of these two matrices. Noise was then added as a sum of a multiplicative noise (for the biological variations, which we suppose are proportional to the values) and an additive noise (for the measurement errors, supposedly independent of the quantity measured):
where ν is the original value, ν the noised value, and  N (a, b) is a value drawn from a normal distribution of mean a and standard deviation b. The resulting values below 0 were put to 0 and the columns of the resulting matrix were normalized to a mean of 1. With this setup, the average absolute value of the error introduced is 29% of the mean of the original values. The separation in CT was then performed as described previously with the direct method, with various alpha. The quality of the separation, expressed as the mean squared difference between the recovered CT and the real CT, is shown in figure 1 as a function of alpha. A small alpha can dramatically improve the quality of the separation. This amelioration can be linked to the unicity result. If the solution is uncorrelated the forcing via alpha assure the unicity of the solution. The algorithm is bound to find a solution closer to the real one. When alpha is too high, the decorrelation gets too stringent. The algorithm tries to overly decorrelate the CT, which are slightly correlated. Would the CT be more correlated, the influence of alpha would start to be detrimental for a lower value of alpha.
In figure 2 we show the recovered values for every gene in every CT compared with the real values for the best alpha. Even in this very noised setup, the algorithm is able to recover for a large part the signature of the CT.
CORRELATION
As shown at the beginning of this paper, the no-correlation hypothesis is very helpful to assure the unicity of the solution. Beside, all algorithms but the direct method necessitates un-correlated CT to function properly. The questions asked here are whether this hypothesis is valid or not, and how to handle the case where it is not.
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Validity of the no-correlation hypothesis
The correlation between CT is affected by two things, the technology used for the measurements and the normalization used.
The gene expression measurements can be, depending of the technology used, absolute or relative. Absolute values are a direct quantification of the mRNA for each gene, while relative values are the ratio of the absolute values by the absolute values of another sample, the standard. The correlations are affected by this difference. In absolute value, it is expected that the genes necessary for the functioning of any cell ("housekeeping genes") are expressed at a comparable level in every CT. Hence, the CT are usually correlated in absolute value. In relative value, correlation is a function of the standard used. If the standard is unrelated to two CT, the correlation between them will be raised by the application of the standard. If the standard is related to at least one of two CT, the correlation between these two CT will be lowered.
Since the genes are not all expressed at a similar level, it is tempting to normalize the values. A common mean of normalization is to divide the values for each gene by the mean of the values for this gene across all experiments. The result obtained is similar to the use of a standard consisting of a mean of the samples. Since by hypothesis the samples are a linear combination of the CT, this standard can also be considered as a mix of the CT. Hence the normalized CT are anti-correlated on average, even though the correlation might have been positive before.
In conclusion, the correlation between the CT should be:
• Positive if the measures are absolute (SAGE or oligochips experiments).
• Undetermined if the measures are relative to a standard (microarray experiments).
• Negative if the measures are normalized.
Experimental verification
To check if our hypotheses about the correlation between CT were correct, we applied the direct method algorithm to separate real absolute value data (Alon 1999) into CT. The resulting CT were correlated to each other, with a mean correlation of 22%. We normalized the measures gene-wise, and separated again. This time, the correlation between the calculated CT where negative, with a mean correlation of -25%. This shows that the correlations between the CT, as captured by the first algorithm, behave as expected: they are positive on average for absolute measures, and negative after normalization.
De-correlation of the CT
When tackling the problem of the correlation of the CT, we are facing the following facts:
1. The CT in the original data are usually correlated.
2. If the data are normalized gene-wise, the resulting CT are anti-correlated.
3. The separation in CT using the direct method gives an estimate of the correlations between the real CT.
We have a disease (the positive correlations), a scalpel (the normalization) and a visualization apparatus (the separation in CT using the direct method). A treatment is possible.
To blindly de-correlate the CT, we try to find a normalization of the data gene-wise for which the mean correlation between the recovered CT is minimum. The idea is to normalize using a standard which looks like the mean of the samples (to de-correlate the CT) but not too much (to avoid the anti-correlation). The following transformation was chosen:
where the constant ν determines the transformation. For ν = 0, no transformation is applied while for ν = 1 the values are normalized with the mean. In order to decorrelate the CT, we search for the value of ν between 0 and 1 for which the average correlation between the recovered CT is zero.
Simulation results
We generated a set of 5 CT, with the correlation between the CT varying between 22% and 61% with a mean of 43%. We generated a matrix of concentration, calculated the matrix of measures and noised this matrix. We then calculated the de-correlation transformation. Applying this transformation to the real CT, the modified correlations ranged between -32% and +24%, with a mean of -5%. Therefore, on average the modified CT were not correlated anymore, even though relatively large single correlation could still be found. We tried to separate with the direct method the original data and the de-correlated data. The mean square error on the recovered CT was 0.49 on the original data, and 0.35 on the de-correlated data. This improvement in the quality of the separation can be linked to the unicity result. If the CT are uncorrelated, the algorithm can be told (via alpha) to find uncorrelated CT. The separation is then unique, which helps the algorithm. Alon et al. (1999) have generated data with the Affymetrix technology (absolute measures) on various colon cancers and adjacent tissues. In order to see if a distinction between cancer and normal tissue was apparent from such data, they set up a separation, but this separation was mostly a function of the presence of muscle cells. Those cells were highly present in the normal samples but not in the cancer samples. Based on known biological markers, they designed a "muscle index" which gives an estimation of the amount of muscle tissue present in any sample. This muscle index was indeed usually higher in the normal samples.
RESULTS WITH REAL DATA
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In order to validate our technique on these data, we tested three things:
1. That the separation was numerically meaningful, which was checked through bootstrapping.
2. That the separation was biologically meaningful.
3. That we could retrieve the muscle index as determined by Alon et al.
Numerical validation
The real data consist of measurements of 1988 genes on 62 samples. In order to see if the separation in CT was a property of the data or just an artifact, we separated these data 100 times using only random subsets of 500 genes. The idea is that the matrices of concentration (C) obtained in all these separations should be close. To check that, we clustered them. If the separation was meaningful, we should have one CT per cluster for each separation. We looked at the fraction of the runs for which this was the case. As a comparison, we generated a random measurement matrix with sample correlations of about the same magnitude than for the real data, and performed the same calculations.
The separations were done on 3, 4 and 5 CT, with the direct method algorithm. They were performed on the original data, the de-correlated data (with the algorithm presented supra) and the random data. The results are shown in table 2.
This validation shows that the separations are really a property of the measurement matrix. It shows as well that the blind de-correlation of the CT seems to have a positive effect on the separation of real-world data. 
Biological identification
In order to identify the biological significance of the found CT, we tried to identify which genes could be used as markers. We relaxed the definition of a marker used in part 3. A marker here is a gene that is expressed mostly in one CT. To find them, we divided each row (i.e. gene) of the matrix G (containing the signature of the CT) by the sum of its values. After this transformation, the resulting values are between 0 and 1, a value close to 1 meaning that the gene is expressed mostly in one CT, and so is a good marker. The genes with the highest marker score for each CT could then be identified, and with the information relative to these genes in the literature we tried to assign a meaning to the CT.
Among the various CT recovered, some could be given a clear meaning. In table 3, the 20 genes with the highest marker score for the CT obtained with a separation in 4 CT are shown. The identifications for every gene were obtained with GeneCard (Rebhan 1997) .
We looked at the occurrences of patterns in the gene descriptions which could be considered as pertinent to identify certain biological CT (table 4): "muscle" or "fibroblast" for the "muscle" cells and "immunoglobulin", "b/t-cell", "hematopoietic" or "macrophage" for the leukocytes. We tried to assess if the distribution of these patterns could be random via a Monte-Carlo simulation (random permutations of the labels).
These probabilities show that the results cannot reasonably be due to pure chance. So, at least some expression profile can be assigned clearly to a cell type. Link with the muscle index Since we were able to identify one of the CT as representative of muscle tissue, we could compare our results with the muscle index of Alon. This index estimates the amount of muscle tissue in a sample, so it should be correlated with the concentration of the muscle CT through the samples as determined by our algorithm. We plotted our concentration against the index (see figure 3) . The correlation between both is 89%, so there is a good agreement between our results and those from Alon.
CONCLUSION
An approach and a set of algorithms are presented allowing to mathematically separate samples consisting of many cellular types into their constituents. This advance should make it possible to treat experimental cases which seem out of reach without complex biological methods. The techniques shown have some weaknesses that should be addressed in the future. The blind de-correlation of the CT is an important part of the techniques and is presently only a very rough method which can certainly Table 4 . Distribution of certain patterns in the markers of the CT for a separation in 4 CT.
Pattern
CT1 CT2 CT3 CT4 Probability "muscle" or "fibroblast" 0 5 0 0 0.24% "b/t-cell" or "macrophage" 1 0 9 0 0.002% or 'hematopoietic" or "immunoglobulin" be improved. An algorithm should be developed to automatically determine the number of CT out of the data.
A more thorough biological validation of the technique could also be carried out, by verifying if the genes predicted as being markers were really only expressed in the predicted CT. This could be checked using in situ hybridization.
Nevertheless, even with those limitations and uncertainties, the techniques presented can already be an important help for researchers having to deal with complex cases of cell populations composition, where it is never clear in which cellular type a given gene is expressed.
We view this work as a step toward applying mathematical theories and computer sciences techniques to biology, and allowing to extract hidden relevant information from the huge set of data produced by modern biology.
