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Abstract. We prove, using the ﬁxed point approach, some stability results for the general
linear functional equation. Namely we obtain suﬃcient conditions for the stability of a wide
class of functional equations and control functions. Our results generalize a lot of the well
known and recent outcomes concerning stability. In some examples we indicate how our
method may be used to check if the particular functional equation is stable and we discuss
the optimality of obtained bounding constants.
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1. Introduction
The theory of stability of functional equations started with Hyers’ answer to
the famous question of Ulam concerning the stability of homomorphisms in
metric groups (cf. [9]). Since then many authors have studied this subject
dealing with a lot of functional equations, for example:
p-Wright equation f(px + (1 − p)y) + f((1 − p)x + py) = f(x) + f(y);
linear equation f(ax + by) = Af(x) + Bf(y);
quadratic equation f(x + y) + f(x − y) = 2f(x) + 2f(y);
Fre´chet’s equation f(x + y + z) + f(x) + f(y) + f(z)
= f(x + y) + f(x + z) + f(y + z),
where a, b, A,B, p are given (cf., e.g., [1,2,5,7,8,10,11,13–17]).
We deal with the general linear equation, in the class of functions mapping
a linear space X into a normed space Y (both over the ﬁeld F ∈ {R,C}),
namely










⎠ + A = 0, (1.1)
where A, aij ∈ F, Ai ∈ F \ {0}, i ∈ {1, . . . ,m}, j ∈ {1, . . . , n}.
One of the ways of proving stability is the method of ﬁxed points which is
the most popular tool. Analyzing proofs of stability in particular cases of the
functional equation (1.1), among others the above-mentioned (see [3,4]), we
have found suﬃcient conditions for its stability.
What is more interesting, we present some examples how our criterion may
be used as a tool to check the stability of particular functional equations of
the linear type. Moreover, we discuss the optimality of obtained bounding
constants in particular cases.
Some similar ideas can be found in [6], where the general method for proving
stability is described. Our considerations based on the ﬁxed point theorem lead
to a simpler procedure and suﬃcient conditions which are easier to check.
2. Statement of the main result and applications
In this section we state the main result and we present its applications. The
proof of the theorem will be given in the last section. The main theorem of
this paper provides a criterion for the stability of the equation (1.1). It implies
lots of the well known and recent results concerning particular cases of this
functional equation. We describe a method of determining whether a functional
equation of linear type is stable.
Our test method for stability of the equation is based on the use of the
ﬁxed point theorem. In proofs of numerous theorems concerning stability an
appropriate substitution is used to obtain a contraction operator. The ﬁxed
point of the operator is a solution of the equation which is close to a given
function.
Namely, considering a function g satisfying approximately equation (1.1)










⎠ + A = g(x) − T g(x), x ∈ X,
where T is a proper operator. For this purpose, the solution c1, . . . , cn ∈ F to
the system consisting of at least one equation
n∑
j=1
aijcj = 1, i ∈ {1, . . . ,m},
should be found [see condition (i)]. In the following theorem additional condi-
tions implying stability are given.
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In the sequel R+ = [0,+∞). A sum of numbers over an empty set is deﬁned
to be zero.
Theorem 2.1. Assume that A = 0 or (A = 0 and ∑mi=1 Ai = 0). Let Y be a












≤ θ(x1, . . . , xn), x1, . . . , xn ∈ X. (2.1)



















aijcj(x1, . . . , xn)
⎞
⎠ ≤ ωiθ(x1, . . . , xn) i /∈ I, x1, . . . , xn ∈ X.
Then there exists a unique solution G : X → Y of (1.1) such that
‖g(x) − G(x)‖ ≤ θ(c1x, . . . , cnx)∣∣∑
i∈I Ai
∣∣ − ∑i/∈I |Ai|ωi
, x ∈ X. (2.2)
Moreover G is a unique solution of (1.1) such that there exists a constant
B ∈ (0,∞) with
‖g(x) − G(x)‖ ≤ Bθ(c1x, . . . , cnx), x ∈ X. (2.3)
Remark 2.2. Observe that if (i) holds with I = {1, . . . ,m}, then the conditions
(ii), (iii) are satisﬁed. Consequently the equation is stable.
Remark 2.3. Among frequently appearing control functions in (2.1) are the
following
1. θ1(x1, . . . , xn) = C;
2. θ2(x1, . . . , xn) = C
∑n
j=1 ‖cjxj‖kj ;
3. θ3(x1, . . . , xn) = C max
{‖cjxj‖kj : j ∈ {1, . . . , n}
}
;
4. θ4(x1, . . . , xn) = C 
nj=1 ‖xj‖kj ;
with some C ∈ (0,+∞), kj > 0 and cj ∈ F \ {0}.
It is easy to see that for each such function θi there exists ω : F → R+
fulﬁlling
θi(βx1, . . . , βxn) ≤ ω(β)θi(x1, . . . , xn) β ∈ F, x1, . . . , xn ∈ X,
(for example ω ≡ 1 for θ1, ω(c) = max{|c|k1 , . . . , |c|kn}, c ∈ F for θ2). Conse-
quently the condition (iii) is satisﬁed with ωi = ω(
∑n
j=1 aijcj).
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Our result may be used for proving the stability of diﬀerent functional
equations of the general form (1.1). Below we indicate relevant examples of its
applications, to present our method.
2.1. p-Wright equation
Consider the p-Wright equation with p ∈ F \ {0, 1}
f(px + (1 − p)y) + f((1 − p)x + py) = f(x) + f(y), x, y ∈ X,
which is a particular case of (1.1), with m = 4, n = 2, A1 = A2 = 1, A3 =
A4 = −1, a11a22 = p, a12 = a21 = 1 − p, a31 = a42 = 1, a32 = a41 = 0. We
look for solutions c1, c2 of subsystems of the system of linear equations
⎡
⎢⎢⎣
p 1 − p























pc1 + (1 − p)c2 = 1











pc1 + (1 − p)c2 = 1
(1 − p)c1 + pc2 = 1
c1 = 1




c2 = c = 1 .
According to Theorem 2.1 applied to these solutions, we obtain estimations in
the real case for a particular control function. To shorten the paper we omit
the second conclusion of Theorem 2.1 (see condition (2.3)) in the statement of
the following results.
Theorem 2.4. Let F = R, k ∈ (0,∞), p ∈ R \ {0, 1}, c ∈ R \ {1}.
Assume that g : X → Y satisﬁes the inequality
‖g(px+(1 − p)y)+g((1 − p)x+py) − g(x) − g(y)‖ ≤ ‖x‖k + ‖y‖k, x, y ∈ X.
If γ1(c) := |(1 − p)c + p 1−pc1−p |k + |c|k + |1−pc1−p |k < 1, then there exists a unique
p-Wright aﬃne function G : X → Y such that
‖g(x) − G(x)‖ ≤
(|c|k + | 1−pc1−p |k)‖x‖k
1 − γ1(c) , x ∈ X.
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If γ2(c) := |p+(1− p)c|k + |(1− p)+ pc|k + |c|k < 1, then there exists a unique
p-Wright function G : X → Y such that
‖g(x) − G(x)‖ ≤ (1 + |c|
k)‖x‖k
1 − γ2(c) , x ∈ X.
An analysis of the conditional minima of the above obtained bounding
functions in the case k = 2 ensures the stability of this equation in this case.
The detailed veriﬁcation of the following corollary is left to the reader.
Corollary 2.5 (The case k = 2). Let p ∈ R \ {0, 1}, g : X → Y satisfy
‖g(px + (1 − p)y) + g((1 − p)x + py)−g(x)−g(y)‖ ≤ ‖x‖2+‖y‖2, x, y ∈ X.
Then there exists a unique p-Wright aﬃne function G : X → Y such that





4p(1−p) if p ∈ (0, 1)
1
|2p−1|−1 if p ∈ R \ [0, 1]
.
Remark 2.6. Applying the above result for p ∈ {− 12 , 12} the optimal constant
obtained by our method is equal to 1+
√
5
2 . Observe that it is smaller than the
constant in [12, Th. 1].
In the case p ∈ (0, 1) ⇐⇒ p2 + (1 − p)2 < 1 our estimation M is smaller
than the estimate 11−p2−(1−p)2 obtained for the equation of the p-Wright aﬃne
function in [4, Th. 2. 1].
In the same manner we can study other cases in order to get the optimal
constants.
2.2. Linear equation
Consider the linear equation
f(ax + by) = Af(x) + Bf(y), x, y ∈ X. (2.4)
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Thus, we have the following possibilities:
(1) c1 = c2 = 1, a + b = 1
(2) c1 = c2 = 1, a + b = 1
(3) c1 = 1, c2 = 1−ab = 1, b = 0 (3’) c2 = 1, c1 = 1−ba = 1, a = 0
(4) c1 = c = 1, c2 = 1−acb = 1, b = 0 (4’) c2 = c = 1, c1 = 1−bca = 1, a = 0
(5) c1 = 1, c2 = c = 1, a + bc = 1 (5’) c2 = 1, c1 = c = 1, ac + b = 1.
Therefore we obtain the results corresponding to each of the cases (number of
each case is indicated in parentheses).
Theorem 2.7 (1). Let Y be a Banach space, a+b = 1, A+B = 1, θ : X2 → R+.
If g : X → Y , satisﬁes
‖g(ax + by) − Ag(x) − Bg(y)‖ ≤ θ(x, y), x, y ∈ X, (2.5)
then there exists a unique solution G : X → Y of (2.4) such that
‖g(x) − G(x)‖ ≤ θ(x, x)|1 − A − B| , x ∈ X.
Moreover G is a unique solution of (2.4) such that there exists a constant
K ∈ (0,∞) with
‖g(x) − G(x)‖ ≤ Kθ(x, x), x ∈ X.
Theorem 2.8 (2). Let Y be a Banach space, a+b = 1, g : X → Y , θ : X2 → R+
satisfy (2.5). Assume that there exists ω ∈ R+ such that ω < |A + B| and
θ((a + b)x, (a + b)y) ≤ ωθ(x, y), x, y ∈ X.
Then there exists a unique solution G : X → Y of (2.4) such that
‖g(x) − G(x)‖ ≤ θ(x, x)|A + B| − ω , x ∈ X.
Proof. Applying Theorem 2.1 for c1 = c2 = 1, I = {2, 3} we obtain our
claim. 
Theorem 2.9 (3). Let Y be a Banach space, a + b = 1, b = 0, g : X → Y ,
θ : X2 → R+ satisfy (2.5). Assume that there exists ω ∈ R+ such that |B|ω <











Then there exists a unique solution G : X → Y of (2.4) such that
‖g(x) − G(x)‖ ≤ θ(x,
1−a
b x)
|1 − A| − |B|ω , x ∈ X.
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Theorem 2.10 (4). Let Y be a Banach space, ac+ b = 1, b = 0, c = 1, g : X →
Y , θ : X2 → R+ satisfy (2.5). Assume that there exist ω(c), ω(1−acb ) ∈ R+
such that |A|ω(c) + |B|ω( 1−acb ) < 1 and







Then there exists a unique solution G : X → Y of (2.4) such that
‖g(x) − G(x)‖ ≤ θ(cx,
1−ac
b x)
1 − |A|ω(c) − |B|ω( 1−acb )
, x ∈ X.
Theorem 2.11 (5). Let Y be a Banach space, a + bc = 1, c = 1, g : X → Y ,
θ : X2 → R+ satisfy (2.5). Assume that there exist ω(a + bc), ω(c) ∈ R+ such
that ω(a + bc) + |B|ω(c) < |A| and
θ(βx, βy) ≤ ω(β)θ(x, y), β ∈ {c, a + bc}.
Then there exists a unique solution G : X → Y of (2.4) such that
‖g(x) − G(x)‖ ≤ θ(x, cx)|A| − ω(a + bc) − |B|ω(c) , x ∈ X.
Note that interchanging a and b, A and B in the above three theorems, we
obtain results for the cases (3’)–(5’).
According to Remark 2.3, in the case θ(x, y) := ε we can take ω ≡ 1.
Consequently, combining all the above results in this case we deduce that the
linear equation is stable and the bounding constant is the smallest one obtained
by our method.
Theorem 2.12. Let F = R, a + b = 1, A + B = 1. If g : X → Y satisﬁes
‖g(ax + by) − Ag(x) − Bg(y)‖ ≤ ε, x, y ∈ X,
then the linear equation (2.4) is stable. Namely, there exists its unique solution
G : X → Y such that
‖g(x) − G(x)‖ ≤ ε|A + B − 1| , x ∈ X.
Proof. Take a, b, A,B ∈ R such that a + b = 1 and A + B = 1. Then at least
the condition (1) holds, the conditions (2), (3), (3’) are not satisﬁed.
Deﬁne constants
M1 = |A + B − 1|, M4 = M4′ = 1 − |A| − |B|,
M5 = |A| − 1 − |B|, M5′ = |B| − 1 − |A|.
If Mi > 0 for some i ∈ {1, 4, 5, 5′}, then there exists a unique soluton Gi :
X → Y of (2.4) such that
‖g(x) − Gi(x)‖ ≤ ε
Mi
, x ∈ X,
see Theorems 2.7, 2.10, 2.11 and analogons of the last two ones.
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It is easy to verify that M1 = max{M1,M4,M5,M5′}, therefore 1M1 is the
smallest bound obtained using linear substitutions. Moreover, according to the
second assertion of Theorem 2.7 the solution G1 is a unique one satisfying the
inequality
‖g(x) − G(x)‖ ≤ Kε, x ∈ X
with any constant K ∈ R, which completes the proof. 
The same, but more complicated reasoning, can be drawn for the case
a + b = 1. To state our result in this case, deﬁne sets
P (3) := {(A, B) ∈ R2 : (B ≥ −1 ∧ 1 + A ≤ B < 1 − A)∨
(−1 ≤ B ≤ 0 ∧ A − 1 < B ≤ A) ∨ (A + B < 1 ∧ A ≥ 0 ∧ B ≥ 0)},
P (3′) := {(A, B) ∈ R2 : (A ≥ −1 ∧ 1 + B ≤ A < 1 − B)∨
(−1 ≤ A ≤ 0 ∧ B − 1 < A ≤ B) ∨ (A + B < 1 ∧ A ≥ 0 ∧ B ≥ 0)},
P := {(A, B) ∈ R2 : A + B = 1}.
Theorem 2.13 (The case θ ≡ ε). Let F = R, a+b = 1, A+B = 1. If g : X → Y
satisﬁes
‖g(ax + by) − Ag(x) − Bg(y)‖ ≤ ε, x, y ∈ X,
then the linear equation is stable. Namely, there exists its unique solution G :
X → Y such that
‖g(x) − G(x)‖ ≤ ε
M(A,B)






|1 − A| − |B| if (A,B) ∈ P (3)
|1 − B| − |A| if (A,B) ∈ P (3′)
|A + B| − 1 if (A,B) ∈ R2 \ (P (3) ∪ P (3′) ∪ P )
.
In the case A + B = 1 our criterion does not determine the stability of the
equation (2.4) for the constant control function.
Remark 2.14. Among a lot of consequences of Theorems 2.7–2.13, we have the
following results for Cauchy’s equation (the case a = b = A = B = 1).
Applying Theorem 2.13 for θ(x, y) := ε and ω = 1 we have the well known
stability result proved by Hyers in [9]. Observe that the constant M(A,B) =
|A + B| − 1 obtained by our method is optimal.
Theorem 2.8 used for the case θ(x, y) := C(‖x‖p + ‖y‖p), ω = |a+ b|p leads
to Aoki’s outcome from [1].
Setting in Theorem 2.10 c = 12 and θ(x, y) := C(‖x‖p + ‖y‖p), ω(c) := |c|p,
where C ≥ 0, p > 1 we get the stability result for Cauchy’s equation proved
by Gajda (see [7]).
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It was proved in [2] that the estimation C‖x‖
p
|2p−1−1| is the optimum for p ≥ 0
and p = 1 in the general case.
2.3. Quadratic equation
Consider the quadratic equation
f(x + y) + f(x − y) = 2f(x) + 2f(y), x, y ∈ X, (2.6)
which is a particular case of (1.1), with m = 4, n = 2, A1 = A2 = 1, A3 =
A4 = −2, a12 = a42 = ai1 = 1 for i = 1, 2, 3, a32 = a41 = 0, a22 = −1.
Applying Theorem 2.1 for c1 = c2 = 1, I = {3, 4} we obtain the following
stability result for this equation.
Theorem 2.15. Let Y be a Banach space, g : X → Y , θ : X2 → R+ satisfy
‖g(x + y) + g(x − y) − 2g(x) − 2g(y)‖ ≤ θ(x, y), x, y ∈ X.
Assume that there exist ω(2), ω(0) ∈ R+ such that ω(2) + ω(0) < 4 and
θ(cx, cy) ≤ ω(c)θ(x, y), c ∈ {2, 0}.
Then there exists a unique solution G : X → Y of (2.6) such that
‖g(x) − G(x)‖ ≤ θ(x, x)
4 − ω(2) − ω(0) , x ∈ X.
Moreover G is a unique solution of (3.2) such that there exists a constant
K ∈ (0,∞) with
‖g(x) − G(x)‖ ≤ Kθ(x, x), x ∈ X.
Remark 2.16. Applying the above theorem for θ(x, y) := ε, ω(c) := 1 we
obtain the known result of Skof. For the functions θ(x, y) := C(‖x‖p + ‖y‖p),
ω(c) = |c|p, p < 2 we obtain the estimation C‖x‖p4−2p .
3. Proof of the main result








|αi|δ(βix), δ ∈ R+X , x ∈ X, (3.2)
for some α1, . . . , αk, β1, . . . , βk ∈ F, k ∈ N.
Moreover we have the following lemmas, which will be needed to obtain
our main result.
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Lemma 3.1. Let X be a linear space over F, ε ∈ R+X and let Λ : R+X → R+X
be given by (3.2). If there exist ω1, . . . , ωk ∈ R+ such that












Moreover if γ :=
∑k
i=1 |αi|ωi < 1, then
∑∞
n=0(Λ
nε)(x) ≤ ε(x)1−γ .
Proof. Denote γ :=
∑k
i=1 |αi|ωi. We prove that for every x ∈ X and l ∈ N0
(nonnegative integers)
Λlε(x) ≤ ε(x)γl. (3.4)
Obviously, the above inequality is fulﬁlled for l = 0. Take x ∈ X and l ∈ N0
and assume (3.4). Thus














and by induction the proof of the ﬁrst assertion is completed. The second one
is a consequence of the convergence of the power series. 
Observe that operators (3.1) and (3.2) satisfy the assumptions of Theorem
1 in [3], therefore applying this version of the ﬁxed point theorem and the
above lemma we have the following result.
Lemma 3.2. Let Y be a Banach space, ε ∈ R+X and let T : Y X → Y X be given
by (3.1). Assume that there exist ω1, . . . , ωk ∈ R+ such that γ :=
∑k
i=1 |αi|ωi <
1 and the condition (3.3) holds. If g : X → Y satisﬁes the inequality
∥∥(T g)(x) − g(x)∥∥ ≤ ε(x), x ∈ X, (3.5)
then there exists a unique ﬁxed point G of T with
‖g(x) − G(x)‖ ≤ ε(x)
1 − γ , x ∈ X.
Moreover G(x) := limn→∞(T ng)(x), x ∈ X.
Lemma 3.3. Assume that Y is a Banach space, θ : Xn → R+ and let T :
Y X → Y X be given by (3.1). Assume that there exist ω1, . . . ωk ∈ R+ such
that
∑k
i=1 |αi|ωi < 1, and
θ(βix1, . . . , βixn) ≤ ωiθ(x1, . . . , xn) i ∈ {1, . . . , k}, x1, . . . , xn ∈ X. (3.6)
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≤ θ(x1, . . . , xn), x1, . . . , xn ∈ X, (3.7)
and for every x ∈ X there exists G(x) := limn→∞ T ng(x), then G : X → Y is
a solution to (1.1) (with A = 0).
Proof. Denote










⎠ , ξ ∈ Y X , x1, . . . , xn ∈ X.
Let γ :=
∑k
j=1 |αj |ωj . We prove that for every x1, . . . , xn ∈ X and l ∈ N0
‖Φ(T lg)(x1, . . . , xn)‖ ≤ γlθ(x1, . . . , xn). (3.8)
Clearly, the case l = 0 is just (3.7). Next, ﬁx l ∈ N0 and assume that (3.8)
holds for every x1, . . . , xn ∈ X. Then for every x1, . . . , xn ∈ X























































αpΦ(T lg)(βpx1, . . . , βpxn).
Consequently, applying the inductive assumption and (3.6)
‖Φ(T l+1g)(x1, . . . , xn)‖ ≤
k∑
p=1




|αp|γlθ(βpx1, . . . , βpxn) ≤
k∑
p=1
|αp|γlωpθ(x1, . . . , xn)
= γl+1θ(x1, . . . , xn).





Φ(T lg)(x1, . . . , xn) = Φ( lim
l→∞
T lg)(x1, . . . , xn).
Since by our assumptions γ =
∑k
i=1 |αi|ωi < 1, letting l → ∞ in (3.8), we
obtain that
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Φ(G)(x1, . . . , xn) = 0, x1, . . . , xn ∈ X.

Now we are in a position to prove Theorem 2.1
Proof. Assume that ∅ = I ⊂ {1, . . . ,m} and c1, . . . , cn ∈ F, ω1, . . . , ωn ∈ F
such that assumptions (i)–(iii) hold. Note that AI :=
∑
i∈I Ai = 0 by (ii). The
proof will be divided into 2 steps.
First assume that A = 0. Substituting xj = cjx, j ∈ {1, . . . , n} in (2.1) we
have
‖g(x) − T g(x)‖ ≤ θ(c1x, . . . , cnx)|AI | , x ∈ X,








j=1 aijcjx) if I = {1, . . . ,m}
0 if I = {1, . . . ,m} .





according to our convention that the value of an empty sum is zero.
Observe that all the assumptions of Lemma 3.2 are fulﬁlled. Hence there
exists a unique ﬁxed point G : X → Y of T such that
‖g(x) − G(x)‖ ≤ ε(x)
1 − γ =




, x ∈ X, (3.9)
and G(x) = limn→∞(T ng)(x) for x ∈ X. By Lemma 3.3, it is a solution of the
equation (1.1) (with A = 0).
Suppose now that there exist B > 0 and H : X → Y a solution of (1.1)
such that (2.3) is satisﬁed. By the triangle inequality and (3.9)
‖G(x) − H(x)‖ ≤ ε(x)
1 − γ + Bθ(c1x, . . . , cnx) =
ε(x)
1 − γ + B|AI |ε(x)
= (1 + B|AI |(1 − γ))ε(x) 11 − γ
= (1 + BAI(1 − γ))ε(x)
∞∑
p=0
γp, x ∈ X. (3.10)
Let C := 1 + B|AI |(1 − γ). We show that for all l ∈ N0 and x ∈ X




The case l = 0 is exactly (3.10). So ﬁx x ∈ X and assume that (3.11) holds
for l ∈ N0, and we will prove it for l + 1. Observe that for every x ∈ X the
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and H is a ﬁxed point of T . Consequently













































































Letting l → ∞ in (3.11) we get G = H and the proof in the ﬁrst case is
complete.
If A = 0 and ∑mi=1 Ai = 0 deﬁne f(x) := g(x) + A∑m
i=1 Ai













≤ θ(x1, . . . , xn), x1, . . . , xn ∈ X
and consequently, according to our previous considerations, there exists a
unique function F : X → Y such that
‖f(x) − F (x)‖ ≤ θ(c1x, . . . , cnx)|AI | −
∑
i/∈I |Ai|ωi
, x ∈ X.
Obviously G(x) := F (x) − A∑m
i=1 Ai
, x ∈ X is the desired function. 
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