





Center for Economics and Development Studies,
Department of Economics, Padjadjaran University
Jalan Cimandiri no. 6, Bandung, Indonesia.
Phone/Fax: +62-22-4204510
http://www.lp3e-unpad.org
For more titles on this series, visit:
http://econpapers.repec.org/paper/unpwpaper/
Currency Demand Modeling
In Estimating The Underground
Economy: A Critique on ‘Excess
Sensitivity’ Method and Support
for VAR Framework
Jerry Marmen Simanjuntak
College of Business and Economics
The Australian National University,
Australia/
ABFI Institute PERBANAS, Jakarta,
Indonesia
September, 2008
No. 200806Currency Demand Modeling In Estimating The Underground 









College of Business and Economics 
The Australian National University, Australia 
& 





Abstract:    The  ‘excess  sensitivity’  as  the  method  of  estimating  the  underground 
economy by using currency modeling is found to be unreliable. In general, there are 
two  major  weaknesses  in  the  method.  First,  the  key  assumption,  in  assuming  the 
equality  of  velocity  of  money  between  the  official  economy  and  the  underground 
economy, is very unrealistic. Second, the method is found to be non robust due to the 
unit measurement and scale change. More specifically, the application of the excess 
sensitivity method using the single-step error correction model (ECM) in Bajada’s 
paper is very weak because there is no cointegration analysis as the prerequisite of 
ECM modeling. In conclusion, the possibility of using a currency demand approach in 
estimating the size of the underground economy is still unclear like ‘black box’, and 
in particular, the excess sensitivity method should be thoroughly revised. 
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I.  Introduction 
The  underground  economy  has  attracted  considerable  attention  in  many 
countries in recent  years (Giles, 1997, 1999;  Bajada, 1999; Hill and Kabir, 1996, 
2000;  Gadea  and  Serrano-Sanz,  2002;  Breusch,  2004).  In  Australia,  Bajada  has 
performed a series of analyses and found that the size of the underground economy is 
around  15  per  cent  of  official  GDP  (1999,  2001,  and  2002).  This  finding  and  its 
implications for socio-economic policy have been discussed nationally among policy 
makers and economic researchers. The question of the size of the underground economy is important for many 
reasons. First, a significant amount of underground economy represents a significant 
amount of tax evasion, representing a large potential tax revenue source. Second, the 
measurement of some macroeconomic variables, such as the growth of GDP, the level 
of unemployment, and the size of the tax base, can be distorted significantly by the 
existence of a non-negligible underground economy. Third, the existence of a non-
negligible and volatile underground economy might have a significant implication for 
the macroeconomic business cycle in general. 
This  paper  discusses  Bajadas’s  work  based  on  his  published  paper  in  The 
Economic  Record  (Vol.75.  No.231,  December  1999,  369-384).  The  focus  of 
discussion is to analyze some weakness in the method and provide a better alternative 
approach  in  estimating  underground  economy.  Some  ideas,  used  in  criticizing 
Bajada’s work, are based on Breusch’s preliminary papers (June 2004; September 
2004). 
 
II.  Modeling and Estimating The Underground Economy 
  Studies of the underground economy have traditionally focused attention on 
cash holding. Tanzi (1980, 1983, 1986, and 1999) is the pioneer to estimate the size of 
the  underground  economy  by  applying  econometric  model  of  currency  demand. 
Earlier writers, in particular Cagan (1958) and Guttman (1977), had made estimates 
based on correlations between currency holdings on the one hand and tax pressures or 
demand deposits on the other.  
With  some  development  in  econometric  methods,  Bajada  extended  Tanzi’s 
approach  by  introducing  the  concept  of  “excess  sensitivity”.  According  to  Bajada 
(1999,  p.376-377),  the  main  idea  of  this  concept  is  that  unobserved  demand  for currency might respond to incentives such as high income tax rates and high levels of 
welfare  benefits.  Therefore,  the  elimination  of  the  excess  sensitivity  of  taxes  and 
welfare  benefits  will  induce  agents  to  participate  in  the  underground  economy. 
Consequently, in the absence of this excess sensitivity factors, the volume of currency 
held by the public would be much lower. This is because there is no longer any need 
to demand cash for payment of goods and/or services in order to avoid detection from 
authorities, since there is no longer an incentive to work in the underground economy. 
In order to avoid misunderstanding and be able to criticize Bajada’s paper 
properly, I need to clearly elaborate his model in detail. The model starts with an 
equation to represent the aggregate holding of currency in the economy, which is 
assumed to be homogenous in prices and population: 
           ) , , , , ( Tr E R YD f C p =                         (1a) 
  
where C is real currency per capita where currency is defined as the total stock of 
notes and coins in the hand of public, YD is real disposable income per capita where 
disposable  income  is  calculated  as  income  accruing  to  persons,  enterprises  and 
organizations (Y or GDP) less total direct taxation (Tx) plus welfare benefits (Wf), 
presumably both real, per capita). R is the interest rate, π is the inflation rate, E is 
private consumption expenditure as a percentage of GDP, and Tr is a technological 
trend variable.  In equation (1a), taxation and welfare benefits will affect currency 
through disposable income. So, (1a) could alternatively be written as: 
) , , , , ( Tr E R Wf Tx Y f C p + - =                       (1b) 
However, it is the excess sensitivity of Tx and Wf on currency in which Bajada 
is  interested;  that  is,  whether  changes  in  taxes  and  welfare  influences  changes  in 
currency holdings in addition to the effect on disposable income. The model is thus expanded so the tax and welfare variables are allowed to have a direct influence on 
currency holdings in addition to their impact through disposable income: 
) , , , , , , ( Tr Wf Tx E R Wf Tx Y f C p + - =             (2) 
By incorporating four seasonal dummy variables: D2, D3 and D4 (because the 
analysis  deals  with  quarterly  data),  and  writing  Y-Tx-Wf=YD,  the  model  can  be 
written as: 
      ) , 4 , 3 , 2 , , , , , , ( Tr D D D R E YD Wf Tx f C p =                     (3a) 
Then,  Bajada  transforms  the  economic  model  (3a)  into  an  econometric  model  by 









Tr C W T E
R YD D D D W
T E R YD C
t t t t t
t t
t t
m d d p y y y y
y y d d d p d d
d d d d d
+ + + + + + +
+ + + + + D + D +
D + D + D + D + = D
- - - - -
- -
11 1 1 1 1 1
1 1
2 1
) ln( ) ln( ) ln( ) ln( ) ln(
) ln( ) ln( ) ln( ) ln(
) ln( ) ln( ) ln( ) ln( ) ln( ) ln(
10 6 5 4 3
2 1 4 9 3 8 2 7 6 5
4 3 0
  (3b) 
          
The empirical model of (3b) can be simplified in matrix form as follows: 
          1 ln e d a b + + + = D t t t W T X C                         (4) 
 
Where Xt is vector of 14 elements of explanatory variables except the average tax rate 
and welfare benefits as a proportion of disposable income, namely the first difference 
and first lag of lnYdt, lnRt, lnπt, and lnEt, three seasonal dummy variables, trend, the 
lag of lnCt and a constant.
3 Similarly, Tt is a vector of two elements, namely the 
                                                 
1 In his paper, Bajada does not give any background information about the validity of ECM, especially in the relation with 
cointegration analysis on the variables.  
 
2 As a general specification of ECM, equation 3a can be identified as a single-step approach of ECM. Based on the two-step 
Engle-Granger approach, we actually can collect all the yi and d10 coefficients and factorising them to become a single 
coefficient of the error correction term. This will be discussed further in the next section.  
3 In his paper, Breusch notes that Xt is a vector of 14 or 15 elements. There are 15 elements because he introduces a new 
variable, namely a dummy to indicate the introduction of GST in July 2000. 
 difference and lag,  lnTt and lnTt-1, while Wt is only the difference,  lnWt.
4 This 
model is estimated by least squares method.  
The interpretation of ‘excess sensitivity’ is the core of the Bajada’s approach.  









, where Ct* is 
nominal currency, Pt is the price level (taken to be the implicit GDP deflator), and Nt 
is  the  population.
5  Using  the  fact  that t t t t N P C C ln ln ln ln
* D - D - D = D ,  and 
*
1
* * ln ln ln - - = D t t t C C C ,  we  get  t t t t t N P C C C ln ln ln ln ln
*
1
* D + D + + D = - .  Then,  by 
the exponentiation of both sides we get total nominal currency in the economy as: 
       { } t t N P C C t t ln ln ln exp
*
1
* D + D + + + + = - d a b t t t W T X              (5) 
From  (5),  Bajada  defines  ‘extra  sensitivity’  as  the  terms  of  a t T   which 
contains lnTt-1,  lnTt and Wtd which contains only  lnwt.
6,7 Then, Bajada interprets 
the ‘natural’ or’ legal’ level of currency demand to be what remains when these terms 
are dropped from the model, that is:  
        { } t t
t N P C C t of ln ln ln exp
*
1
* D + D + + = - b t X
8          (6) 
Equation (5) is actually analogous with equation (2) while equation (6) is analogous 
with (1a) and (1b).   
                                                 
4 Curiously, there is no explanation given as to why Wt does not consist of lnWt-1, but only  lnWt. In the detailed equation (3b), 
the variable lnWt-1 still exists, but after that (and also in the estimation process) this variable disappears and is not mentioned 
again. 
 
5 For Nt, Bajada uses total population. However, there is a possibility to use population data based on age (above 15 years old). 
 
6 Again, there is an inconsistency as to why Bajada does not include lnWt-1 while lnTt-1 is always included in the model.  
 
7 The author rationalizes that this is the reason why the misuse of general ECM specification and the inappropriate application of 
the excess sensitivity approach in single-step of ECM will create a compilation when we change the scale or unit of measurement 
of Tt (and Wt if it is included in the model). This will be expanded upon further in the non-robustness section. 
8 I replace the symbol
*
wt C with 
t of C
*
for official currency demand from Bajada’s paper in order give a more effective 
mnemonic. 
 The underground or ‘illegal’ currency is defined as the difference between 
total currency demand (5) and legal currency demand (6) or
* * *
t of t ut C C C - = :  
{ } 1 ) {exp( } ln ln ln exp
*
1
* - + ´ D + D + + = - d a b t t t t ut N P C C t W T Xt                  (7)  
The second most important aspect in Bajada’s paper is the key assumption that 
the velocity of money in the underground economy is equal to that in the official 
economy.
9  The connection between illegal currency and unobserved income is made 
through this assumption.  The velocity of observed net national income  ) (
*
t Y  in legal 
currency  ) (
*
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= =                   (9) 
 
Where we have chosen the symbol 
*
ut Y for unobserved (underground) income to match 
*
ut C  for underground currency. Here, 
*
t C  includes
*
ut C , and by contrast 
*
t Y  excludes 
*
ut Y . Rearranging equation (9) gives an expression for unobserved or underground 
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U ´ =                                    (11a) 
                                                 
9 The velocity of money (Vt) is standard terminology for the ratio of the flow of income in a year to the stock of money that 
supports that income. Velocity of cash in Bajada is measured relative to observed net national income, NNI, which is represented 
by Y*. The reason for using NNI instead of GDP here is the reasonable assumption that ‘both consumption of fixed capital and 
net income paid overseas are most likely to involve very small amounts of cash’ (1999, p.337, footnote 23). See also Breusch 
(June 2004, p.5, footnote 8).  






  (equation  7  divided  by  equation  6) 
is } 1 ) {exp( - + d a t t W T , we can write equation (11a) as follows: 
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U W T                   (11b) 
 
Equation (11b) is the size of the underground economy as a percentage of GDP. The 
convenience of this equation is that we can calculate the size of the underground 
economy  without  revisiting  the  regression  analysis  in  any  detail.  However,  since 
Bajada uses a single step approach of ECM, the interpretation of vector Tt and Wt is a 
little problematic. This problem will be discussed in next section. 
 
III. Some Replications based on Bajada’s Model
10 
  It is very difficult to replicate original Bajada’s estimation. This is due to the 
difficulties in identifying the exact variables used in the model. The transformations 
that  were  applied  to  construct  the  variables  in  the  original  works  cannot  be  fully 
understood. All of these are related to the poor documentation of data and variables. 
  However,  an  attempt  has  been  made  to  construct  some  variables  and  to 
document a set of data which might be considered close to Bajada’s. The detailed 
explanation of variables and data used in this research are provided in Appendix A. 
  For this moment, it is assumed that there is no diagnostic problem in Bajada’s 
model. Based on an ADF test, all the corresponding variables in equation (3b) are 
found I(1) or stationary in the first difference (Table 1, 2 and 3). 
11 
 
<<Table 1, Table 2 and Table 3 about here>> 
                                                 
10  In replicating Bajada estimation I use exactly the same model (equation 3b) and period of data (1966:4-1999:2). However, 
because I could not get the same data used by Bajada, I tried to construct some variables and data as close as to his definition (see 
Appendix A). 
11 The ADF unit root test for general series is performed by the procedure as shown in the Appendix B1.  
The replication on his model gives a result as presented in Table 4. 
 
<<Table 4 about here>> 
 
 
By using the output from the replication regression and implying the excess 
sensitivity approach (generating a new series by using formula of equation 11b), we 
get the estimates of the underground economy in Australia as shown in Table 5, Table 
6, Figure 1 and Figure 2. 
 
<<Table 5, Table 6, Figure 1 and Figure 2 about here>> 
 
It is almost impossible to get exactly the same result if the data used for the 
estimation is not the same. However, from Figure 1, it can be seen that this author’s 
replication provides a similar plot to Bajada’s result, but it is a little bit higher, about 2 
to 3 percent. This difference is ascribed to the difference in the data used by the 
author and by Bajada. 
Some replications using various modifications are presented in Table 7 and 
Figure  3.  From  these  tables  and  figures  we  can  get  the  same  impression  that  the 
underground of economy is large in Australia.
12 However, nothing can be said before 
the identification of errors with Bajada’s method. The next section will show some 
flaws in his model. 
 
                                                 
12  Following Bajada, in calculating the underground economy I use directly equation 11b as the formula. However, I use only 
significant coefficients of  lnTt-1,  lnTt,  lnwt  and lnwt-1 (tested against two-sided at 5% level of significance) as inputs for 
calculation. <<Table 7 and Figure 3 about here>> 
 
IV. Some Flaws in Bajada’s Model 
  There are some possibilities of flaws in Bajada’s model. However, only three 
main aspects will be focused upon here: First is the inappropriate approach in the 
application  of  single-step  ECM.  Second  is  the  tendency  of  the  problem  of 
simultaneity or endogeneity among variables in the model.  Third is the robustness of 
the excess sensitivity approach due to the scale effect and a change in the unit of 
measurement. 
 
(i)  The Inappropriateness in the ECM Specification 
In his estimation, Bajada applied a single-step specification of error correction 
model  (ECM).  However,  he  did  not  provide  a  comprehensive  argument  for  the 
inclusion  of  this  simple  ECM  in  his  model.  In  his  paper,  he  wrote  that  his 
specification is consistent with the preferred specification in Pagan and Volker (1981 
in Bajada, 19999: p.373). Although, he wrote about the need for capturing the short 
run adjustment, long-run behavior, and suitableness for economic interpretation and 
standard  diagnostic  tests  as  the  main  reasons  (p.374),  it  remains  unclear  why  the 
single-step approach of ECM is used in his model. 
 According to the Granger representation theorem, if two or more variables are 
cointegrated, then the relationship among them can be expressed in the form of an 
error  correction  mechanism  (Engle  and  Granger,  1991:p.85-86).  Therefore,  the 
cointegration analysis should be done first before we proceed to use the ECM. 
There is no cointegration analysis in his paper, and in this case it seems that the 
cointegration relationship among the variables is taken for granted. In addition, by applying  only  a  single  step  of  ECM,  he  implicitly  assumes  there  is  only  one 
cointegrating vector among the variables. This case is only possible if we impose a 
strict restriction in the cointegrating vectors, and we strongly believe that all other 
variables (except the current value of currency demand: lnCt) are exogenous. If this is 
the case, it still needs to be checked whether or not a cointegration relationship among 
the variables exists by performing two-step Engle-Granger cointegration test on the 
residuals of the cointegrating regression. 
 
Two-Step Engle-Granger Cointegration Test: 
  In order to elaborate on the inapplicability of single-step ECM in Bajada’s 
model, it is temporarily assumed that there is no endogeneity problem in the model.
13 
Based on this assumption, all other variables (except currency demand) are treated as 
exogenous and can be used as explanatory variables. A two step cointegration test can 
be performed in two steps. First, we estimate the cointegrating regression: lnC on 
constant lnT, lnW, lnYD, lnE, lnπ and lnR.
14  Second, we save the residuals and test 
its stationary condition. If the residual is stationary, then we can conclude that the 
variables are cointegrated and their relationship can be expressed as ECM.
15  
  There are (at least) two problematic issues in testing the unit roots in time 
series data. First, is in determining the type of unit roots process, whether or not it is 
tested with a constant and/or deterministic trend.
16  The second issue is in choosing 
the lag length. This issue is a little bit problematic because if we choose too few lags, 
                                                 
13  Actually an endogeneity/exogeneity test needs to be performed for this, but this will be discussed in the next section. 
 
14  Alternatively, we can consider running another cointegrating regression which includes D2, D3, D4, and Tr as additional 
explanatory variables.   
 
15 The possibility of using residuals for checking the cointegration is based on the understanding that if any linear combination of 
two or more variables is stationary, then there must be at least one valid cointegration relationship among the variables, and 
consequently, the ECM is valid. In his published paper, there is no single discussion about this important aspect. 
 
16 For this issue, a simple flow chart for unit roots testing strategy  is developed in this research (Appendix B.2). 
 it is possible to suffer the problem of serial correlation. On the other hand, if too many 
lags are chosen, there is a possibility of losing degrees of freedom and efficiency. One 
of the best practices is to combine a conclusion from the test using lag length based on 
automatic SIC,  AIC and own selection (fixed) criteria based on the order of serial 
correlation. 
In  addition,  there  is  another  complication  in  testing  the  unit  roots  in  OLS 
residuals  rather  than  in  usual  observed  time  series  data.  First,  because  the  OLS 
estimator ‘chooses’ the residuals in the cointegrating regression to have as small a 
sample  variance  as  possible,  even  if  the  variables  are  not  cointegrated,  the  OLS 
estimator will make the residuals ‘look’ as stationary as possible. Thus, using standard 
ADF tests we may too often reject the null hypothesis of non-stationary residuals. As 
a result, the appropriate critical values are more negative than those for the standard 
Dickey-Fuller tests (Verbeek, 2000, p.283-284).
17  
  In this work, both alternatives of cointegrating regressions are estimated. The 
ADF Test for the residuals from the first regression (lnC on constant lnT, lnW, lnYD, 
lnE, lnπ, lnR)  and the second  cointegrating  regression (lnC on  constant lnT, lnW, 
lnYD, lnE, lnπ lnR, D2, D3, D4 and Tr) gives the same conclusion, that the residuals 
are not stationary (Table 1, Table 2, and table 3).
18,19 Therefore, it can be concluded 
that there is no cointegrating relationship among the variable, and the error correction 
term  is  not  exist.  In  this  case  the  ECM  is  inapplicable  for  analyzing  the  data. 
Assuming  all  variables  (except  lnCt)  are  exogenous,  we  can  apply  autoregressive 
                                                 
17 Appendix C presents the ADF tables for ordinary ADF critical values and asymptotic critical values residual unit root test for 
cointegration. 
 
18 The three options are 1) with intercept and trend, 2) intercept and no trend, and 3) no intercept and no trend. However, the 
assumption of no constant in the residuals seems to strong and it is only possible if an error in the first observation is insignificant 
(equals to zero). However, joint tests can be performed to determine whether or not the residuals have a constant and trend. 
 
19 Lag length selection is based on SIC (automatic), AIC (automatic) and own selection. distributed  lag  (ADL)  approach  as  one  of  alternatives  for  solving  problems  in 
cointegration. 
 
(ii) Endogeneity Problem 
There a strong possibility of a simultaneity or endoegeneity problem in the model. 
On first inspection, it is possible to suspect that there are possibilities for the existence 
of a structural causality relationship among disposable income (dlnYD), private final 
consumption (dlnE), tax (dlnT), welfare benefits (dlnW), inflation (dlnπ) and interest 
rate (dlnR). If this problem exists, then the model has a simultaneity problem and 
implies  the  possibility  of  other  forms  of  cointegrating  relationships  among  the 
variables. If this is the case, there is still a possibility for applying the ECM model, 
provided there exists at least one valid cointegrating vector. Therefore, endogeneity 
test on suspected variables (dlnT, dlnW, dlnYD, dlnE) need to be performed. 
  A first inspection is done by looking at the matrix of correlation among the 
variables (Table 8 and Table 9).  From the correlation matrix, the possibility for an 
endogeneity  problem  in  some  variables  can  be  seen,  supporting  the  need  for 
performing endogeneity test. 
 
<<Table 8 and Table 9 about here>> 
 
The endogeneity test is done using the spirit of the Hausman test.
20 Based on 
suspiciousness that dlnT, dlnW, dlnYD and dlnE are endogenous, the test can be done 
in two steps. First, the regression on the reduced form of each suspected endogenous 
                                                 
20  There are some variations in performing the simultaneity and/endogeneity test. The Eviews manual states that the test can be 
done by using the fitted value of the reduced-form residuals of the suspected variable. In Gujarati (2003, p.756-757), there is an 
alternative test (called test for exogeneity), which is done by using the predicted value of the reduced form of the suspected 
variables. In his work, Bajada used the second test (exogeneity test), the same method which will be used in this research.  
 variable is run separately by using predetermined variables in the right hand side, then 
save its predicted value.
21 Second, the original regression (equation 3.b) plus all the 
predicted values of suspected variables is run, then a joint test is run under the null 
hypothesis  that  there  is  no  endonegeity  problem  (Ho:  all  the  coefficients  of  the 
predicted values are zero, and Ha: there is at least one coefficient not equal to zero, 
using  a  two-sided  test  at  a  5%  level  of  significance).  If  the  null  is  rejected,  the 
suspected variables can be deemed endogenous. If we fail to reject the null, we can 
conclude there is no endogeneity problem and the suspected variables can be treated 
as  truly  exogenous.  The  test  using  the  residuals  from  the  reduced  form  of  each 
variable can be performed similarly.  
The result of the endogeneity test is summarized in Table 10. From this result, 
it can be concluded that there is a simultaneity problem and we cannot deem dlnT, 
dlnW, dlnYD and dlnE as exogenous, as they were treated in Bajada’s model. Since 
the model suffers from a simultaneity problem, the OLS method is inconsistent, thus 
we cannot rely on its result. To solve this problem, a two-stage least square (2SLS) 
and instrument variables can be applied. However, the ECM approach can still be 
applied by using a vector autoregressive (VAR) framework.  
 
<<Table 10 about here>> 
 
(iii) Problem in Robustness 
  Robustness  is  important  in  econometric  analysis.  Breush  (June,  2004:  p.7) 
explained  that  ‘robust’  means  that  results  are  not  too  much  dependent  on  small 
                                                 
21 In choosing the predetermined variables, Bajada uses only the lag of lnCt and the lag of each suspected variables, and he uses 
one, two and four lags respectively. There is a possibility to modify the test by including the lag of other suspected variables 
when we test each suspected variable. However, in exercising various alternatives (by using Eviews 4.1), results were found to be 
indifferent (we  changes in the assumptions that are central to the analysis, and are invariant to even 
large  changes  in  any  conditions  that  are  peripheral  to  the  system  being  analyzed. 
Breush  (June,  2004:  p.8-9)  has  shown  that  the  excess  of  sensitivity  method  in 
Bajada’s model is not robust. He shows this by changing the unit of measurement of 
the taxes variable.
22   
My findings suggest a similar result. However, the problem does not lie in the 
definition  of  excess  sensitivity,  but  in  the  inappropriateness  in  applying  and 
interpreting  the  single-step  ECM  specification.  From  the  ECM  specification  in 
equation (3b), which is rewritten as in equation 4, it can be seen that the variable lnTt-1 
still explicitly appears in the model.  This is because in the single-step ECM, all the 
lag  variables  ( 1 1 1 1 1 1 1 ln , ln , ln , ln , ln , ln , ln - - - - - - - t t t t t t t C W T E R YD p )  can  actually  be 
expressed together as the lag of the error or error correction term (et-1). Therefore, it is 
questionable if any single lag variable from the error correction term and can be taken 
and used for making inference (as done in calculating the size of the underground 
economy based on equation 11b). Arguably, the error correction term is an entity 
which should be interpreted as a whole term of adjustment mechanism;
23 If all the lag 
variables  are  collected  into  one  single  term  (i.e.  error  correction  term),  the 
specification of ECM in equation (3b) of Bajada’s paper can be modified, hence the 
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22 Breusch has shown that the change in unit of measurement in variable taxes, from percentage to simple proportion, changes the 
size of underground economy to a complete nonsensical result (mostly in the range -8 to -10). 
 
23 In single-step ECM approach we can transform all the lag variables in equation (3b) into one term by doing factorization in the 
entire coefficients. However, in the two-step approach, the error correction is just the lag one of the stationary series of the 
residuals from the cointegrating regression. 
 The matrix form of equation (12) is still the same as in equation (4). However, 
in interpreting the vector Tta and Wtd we need to exclude the lag of  lnTt-1 and lnWt-1, 
because  they  are  parts  of  term  error  correction  term.  In  this  the  context,  the 
interpretation and application of the excess sensitivity method by excluding lnWt-1 
from equation (11b) seems to be correct, but the inclusion of lnTt-1 is incorrect, and 
causes the non-robustness of the method.
24  Therefore, in interpreting and using the 
excess  sensitivity  method  for  estimating  the  underground  economy  (i.e.  in  using 
equation  11b)  we  do  not  need  to  use  lnTt-1  and  lnWt-1.  Given  this  method  of 
interpretation, the excess sensitivity method will still be considered robust from the 
effect of unit measurement change.  However, the above interpretation is drawn from 
the  perspective  of  a  two-step  ECM  model  and  assuming  that  there  is  at  least  a 
cointegrating relationship in the variables (i.e. there is possibility for the existence of 
one valid error correction term). 
  Based on all the explanation in this section, it can be concluded that the main 
flaws in Bajada’s work is the inappropriateness of the application of ECM (i.e. there 
is no testing process to check the existence of a cointegrating relationship). Another 
weakness stems from evidence of a simultaneity problem. Thus, working with dlnT, 
dlnW, dlnYD, dlnE is not sensible because they are also endogenous variables. Thus, 
working with VAR framework could be considered as a good alternative. Last but not 
least is the questionable way in including the coefficient of lnTt-1 when using the 
equation 11b in calculating the size of underground economy. 
 
                                                 
24 Since the non-robustness due to the change in unit of measurement is merely related to the lnTt-1 and lnWt-1 variables (the 
change does not influence dlnT and dlnW), the inclusion of lnTt-1and lnWt-1 is the source of the problem. V. VAR framework in Currency Demand Modeling 
  Based on evidence of endogeneity, a VAR model is developed to estimate 
currency demand, and the result will be used to estimate the underground economy. 
Other arguments as to why it seems to be reasonable to work with a VAR approach 
are: (i) the method is simple, since there is no reason to determine which variables are 
endogenous and which ones are exogenous.
25,26  (ii) Estimation is simple; that is, OLS 
can be applied to each equation separately. (iii) The forecasts obtained by this method 
are in many cases better than those obtained from the more complex simultaneous-
equation model (Gujarati, 2003: p. 853). 
  The first thing to check before working in more detail with VAR is to check 
the stationarity condition of all variables by checking the characteristic roots of the 
polynomial. This test is important because it is related to the stability of the VAR 
system (in this case no root can equal one). The result of test (using two alternative 
lags), presented in Table 11a and Table 11b, shows that the VAR system is stable. 
Therefore, the VAR approach can be used. 
 
<<Table 11.a and Table 11.b about here>> 
 
   The next issue to discuss is determining the lag length which will be used in 
the model. In this case, I will use lag selection criteria based on SIC, AIC, HQ and 
Likelihood  Ratio.  If  there  is  a  difference  between  these  criteria,  I  will  perform  a 
                                                 
25 Sims (1980 in Gujarati, 2003: p.848-849) criticized many economists who frequently treated macroeconomic variables 
unequally when they worked with simultaneous structural equations (some variables are treated as endogenous and some as 
exogenous or predetermined), and Sims also criticized them because they were often subjective in assuming that some of the 
predetermined variables are present only in some equation. According to Sims, “if there is true simultaneity among asset of 
variables, they should all be treated on equal footing; there should not be any a priori distinction between endogenous and 
exogenous variables”.  
 
26  Sometimes purely exogenous variables are included to allow for trend and seasonal factors. 
 formal test to determine which lag length is preferable.
27 Table 12 shows the result 
that if the selection is based on SIC we should choose lag one, but if it is based on HQ 
we should choose 3 lags, and based on AIC we should choose for lag four. In the lag 
length test, I will conduct the test only between one lag versus three lags, and one lag 
versus four lags. Since the difference between there and four lags are not so many, I 
will not perform the test between these two. 
 
<<Table 12 about here>> 
 
  In undertaking a formal test between VAR(1) and VAR(4), my null hypothesis 
is VAR(1) against the alternative VAR(3). I use both the “exact” small sample test 
and the asymptotic LR test (Appendix D shows the detailed procedure of the test). 
The result of the test finds evidence to reject the null (both when we test between lag 
1 versus lag 3, and between lag 1 and lag 4).  So I conclude that working with VAR 
(3) and VAR (4) are preferable.  
The next step is to perform the Johansen cointegration test in order to identify 
the  cointegrating  relationship  among  the  variables.  In  performing  the  Johansen 
cointegration test, I assume there is a possibility for a linear deterministic trend in the 
data  (for  the  VAR  equation)  and  that  there  is  an  intercept  (but  no  trend)  in  the 
cointegrating equation. The result of the cointegration test (both using lag 3 and lag 4) 
are  presented  in  Appendix  E.  The  result  suggests  there  is  only  one  significant 
                                                 
27  The formal test for lag length selection can be done by using a small sample test and a large sample size (asymptotic 
likelihood ratio test). In the small sample test, the determinant residual covariance of Maximum Likelihood Estimation (MLE) 
needs to be used. However, since the output of Eviews 4.1 does not report this determinant, manual conversion from the 
determinant residual covariance of OLS estimation is required.  cointegrating  vector  in  the  model.  Thus,  we  can  develop  a  VECM  or  the  error 
correction model in the VAR framework with only one cointegrating vector.
28 
  The result of VECM estimation is shown in Appendix F. It can be seen that 
the cointegrating equation is found to be significant only in the model using inflation 
and interest rate variables in level form.  When these two variables are expressed in 
logarithm form, the cointegrating equations are found insignificant. The significance 
of the coefficients seems to vary in four models.  However, the coefficient of variable 
taxes and welfare benefits are found significant only in the model with lag 3. Based 
on this result we can conclude that VECM(3) is preferable in modeling the currency 
demand.  
If the excess sensitivity method based on Bajada’s model (Equation 11.b) is 
performed, the estimates of the underground economy based on VECM(3) is shown in 
Table.13 
 
<<Table 13 about here>> 
 
Since there are many negative estimates, the result appears questionable. The 
results become more realistic after we perform moving average smoothing (using four 
intervals).  The moving average plot of this result is presented in Figure 4 
 
<< Figure 4 about here>> 
 
  The  application  of  VECM  seems  to  be  complicated,  but  in  fact  it  is  very 
simple and convenient. This method is also flexible in adopting some restrictions in 
                                                 
28 Here, I will use Vector Error Correction Model (VECM) in estimating the currency demand. The assumption is:  there is  an 
intercept, but no trend in cointegrating equation, there is an intercept and allow the possibility of linear deterministic trend in 
VAR. the parameter of the cointegrating equation. However, prior to performing the VECM, 
a lag-length selection and cointegration test need to be performed. The cointegration 
test is analogous with the unit root test in two-step Engle-Granger ECM. Thus the 
additional task is only in the lag length selection process. 
 
VI. Conclusion 
The possibility of using a currency demand approach in estimating the size of 
the underground economy is still unclear like a ‘black box’. As the  most popular 
method based on currency modeling, the excess sensitivity method is found to be 
unreliable. In general, there are at least two major weaknesses in this method. First, 
the  key  assumption,  in  assuming  the  equality  of  velocity  of  money  between  the 
official  economy  and  the  underground  economy,  is  very  unrealistic.  Second,  the 
method  is  found  to  not  be  robust  due  to  the  unit  measurement  and  scale  change. 
Specifically, the application of the excess sensitivity method using single-step ECM 
in  Bajada’s  paper  is  very  weak  because  there  is  no  cointegration  analysis  as  the 
prerequisite of ECM modeling. The super consistency of OLS in the ECM model is 
only possible if at least there is one cointegrating relationship among the variable. 
This  important  analysis  is  not  found  is  Bajada’s  work.  The  unit  root  test  on  the 
residuals based on  a single possible cointegrating equation in Bajada’s  model has 
found that the residual is not stationary. So, the ECM model Bajada’s paper is not 
valid, thus we need to use another framework in order to find another possibility of a 
cointegrating  relationship  among  the  variables.  The  Johansen  cointegration  test  is 
suitable  for  this  task.  Another  important  econometric  problem  in  his  paper  is  the 
endogeneity  problem  among  the  variables  in  the  model.  This  problem  and  the 
condition of no cointegration consequently render the OLS method inconsistent. In addition  to  this  problem,  the  data  documentation  is  very  poor  and  thus  almost 
impossible for other researchers replicate in order to check the reliability of the work. 
A preliminary exercise in order to modify Bajada’s model has been performed 
using VECM. This approach appears better because it treats the variables on equal 
footing.  The  preliminary  results  suggest  that  the  size  of  underground  economy  is 
much  lower  than  Bajada’s  result  suggests.  However,  reliable  inference  cannot  be 
made, as in this case the coefficients from VECM estimation are plugged into the 
excess  sensitivity  formula.  Therefore,  in  order  to  find  credible  estimates  of  the 
underground economy, the excess sensitivity method must be thoroughly revised and 
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Table 1: ADF Unit Root Test based on Automatic Selection SIC (Max 27 lags) 
 
Variable 
Constant & Trend  Constant & No Trend  None 
Level  First 
Difference  Level  First 
Difference  Level  First 
Difference 
ln C 

















































































































Table 2: ADF Unit Root Test based on Automatic Selection AIC (Max 27 lags) 
 
Variables 
Constant & Trend  Constant & No Trend  None 
Level  First 
Difference  Level  First 
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Table 3: ADF Unit Root Test based on our own Selection (4 lags) 
 
Variables 
Constant & Trend  Constant & No Trend  None 
Level  First 
Difference  Level  First 
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Table 4.  Estimation Results: a replication of Bajada’s Model
a) 
Dependent 
Variable:  DlnC  DlnC 
Method:  Least Squares  Least Squares 
Included 
observations:  119  119 
Sum squared resid 
(RSS)  0.013141  0.009 
Adjusted R-
squared  0.97641  0.79 
D-W stat  2.026743  1.97 
LM Statistic  0.235152
b)  0.179 
Reset(2)
c)  F=0.177; LLR=0.21  4.10 
Reset(3)
d)  F=4.608; LLR=10.49  2.48 
Breusch-Pagan    14.07 
Variable 
 Replication  Bajada’s Estimates 
Coefficient  t-Statistic  Coefficient  t-Statistic 
DlnT  0.100178  5.462938  0.183  4.82 
lnT(-1)  0.070639  3.136109  0.061  2 
DlnYD  0.521835  5.664643  0.552  7.44 
lnYD(-1)  0.101801  1.068861  0.066  1 
DlnW  -0.04543  -2.00906  -0.049  2.74 
DlnE  0.672051  10.23836  0.41  5.46 
lnE(-1)  -0.03879  -0.58076  -0.147  2.24 
DlnR  -0.00017  -0.01048  -0.017  1.17 
lnR(-1)  -0.02731  -3.71345  -0.022  2.79 
Dlnπ  -0.01042  -2.64644  -0.014  3.18 
lnπ(-1)  -0.00496  -1.5399  -0.009  2.68 
D2  -0.10458  -11.2518  -0.046  4.56 
D3  -0.10691  -11.8394  -0.04  4.4 
D4  -0.12743  -19.1034  -0.043  3.41 
lnC(-1)  -0.23833  -4.33916  -0.19  4.24 
Tr  0.000654  1.779825  0.001  1.62 
Constant  -1.81526  -2.81326  1.179  1.74 
Average Tax 
Rate Long Run 
Elasticity 
0.07/-0.24=-0.296  0.061/-0.19=-0.325 
Note:  
a) It is unclear why in Bajada’s report the variable lw(-1) suddenly disappears. There is no 
explanation about this. However, in order to exact replication, I follow him to exclude this variable 
(although still questioning). 
b) It is unknown how many lags used by Bajada. However I use four lags of residuals (fourth order 
serial correlation test) 
c) including fitted^2 
d) including fitted^2 and fitted^3. 
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Table 5:  The size of underground economy, U1 (quarterly): replication of Bajada’s 
Model 
 
Underground Economy (U1) as a Percentage of GDP 
(Replication of Bajada's Model) 
Period  U1  u1 smoothed   Period  U1  u1 smoothed  
1966:04:00  14.51843  #N/A  1982:01:00  17.86026424  17.40129307 
1967:01:00  14.74202  #N/A  1982:02:00  19.66074687  17.26561584 
1967:02:00  18.59569  #N/A  1982:03:00  16.16435369  17.47998106 
1967:03:00  11.3029  14.7897593  1982:04:00  15.6961333  17.34537453 
1967:04:00  14.46793  14.7771354  1983:01:00  17.34839472  17.21740714 
1968:01:00  15.47655  14.96076846  1983:02:00  19.80560202  17.25362093 
1968:02:00  18.7743  15.00542053  1983:03:00  14.28639411  16.78413104 
1968:03:00  11.41615  15.03373296  1983:04:00  15.96614833  16.8516348 
1968:04:00  14.69894  15.09148427  1984:01:00  18.00181572  17.01499005 
1969:01:00  15.7302  15.1548968  1984:02:00  20.46349182  17.1794625 
1969:02:00  18.07275  14.97951135  1984:03:00  15.97527538  17.60168281 
1969:03:00  12.14835  15.16256227  1984:04:00  16.52183905  17.74060549 
1969:04:00  15.29523  15.31163389  1985:01:00  16.96799271  17.48214974 
1970:01:00  15.31222  15.20713973  1985:02:00  20.63538562  17.52512319 
1970:02:00  18.78622  15.38550513  1985:03:00  15.98344394  17.52716533 
1970:03:00  12.97756  15.5928062  1985:04:00  16.38114414  17.4919916 
1970:04:00  14.48599  15.39049596  1986:01:00  17.1807052  17.54516972 
1971:01:00  15.64484  15.47365054  1986:02:00  20.13492454  17.42005445 
1971:02:00  18.75309  15.46536857  1986:03:00  16.35041875  17.51179816 
1971:03:00  12.18701  15.26773293  1986:04:00  17.63324093  17.82482236 
1971:04:00  15.75923  15.58604441  1987:01:00  17.53367249  17.91306418 
1972:01:00  15.77239  15.61793137  1987:02:00  20.85822739  18.09388989 
1972:02:00  19.15899  15.71940743  1987:03:00  15.62488544  17.91250656 
1972:03:00  13.31132  16.0004834  1987:04:00  18.70797948  18.1811912 
1972:04:00  15.561  15.95092509  1988:01:00  16.90321768  18.0235775 
1973:01:00  16.19294  16.05606156  1988:02:00  20.1475264  17.84590225 
1973:02:00  18.86518  15.98260882  1988:03:00  16.61542386  18.09353686 
1973:03:00  14.03567  16.16369562  1988:04:00  17.8258463  17.87300356 
1973:04:00  16.38566  16.36986186  1989:01:00  16.91739363  17.87654755 
1974:01:00  16.19515  16.37041501  1989:02:00  20.16198363  17.88016186 
1974:02:00  19.56354  16.5450034  1989:03:00  16.84054689  17.93644261 
1974:03:00  14.95484  16.77479743  1989:04:00  17.53921908  17.86478581 
1974:04:00  17.76821  17.1204338  1990:01:00  16.26624139  17.70199775 
1975:01:00  16.75039  17.25924445  1990:02:00  19.90821751  17.63855622 
1975:02:00  20.24006  17.42837551  1990:03:00  16.1714948  17.4712932 
1975:03:00  13.51581  17.06861691  1990:04:00  17.22671446  17.39316704 
1975:04:00  16.82771  16.83349192  1991:01:00  16.33734598  17.41094319 
1976:01:00  18.04773  17.15782728  1991:02:00  18.9560422  17.17289936 
1976:02:00  20.95527  17.33663045  1991:03:00  14.80331078  16.83085336 
1976:03:00  13.46083  17.3228864  1991:04:00  17.02701357  16.78092813 
1976:04:00  17.54741  17.50281215  1992:01:00  16.61838009  16.85118666 
1977:01:00  17.56939  17.3832254  1992:02:00  19.23918385  16.92197207 
1977:02:00  20.99208  17.39242817  1992:03:00  14.93529702  16.95496863 
1977:03:00  14.85933  17.74205212  1992:04:00  17.23289714  17.00643953    
25 
1977:04:00  16.94379  17.59114684  1993:01:00  16.24967417  16.91426305 
1978:01:00  17.39481  17.54750376  1993:02:00  19.00264162  16.85512749 
1978:02:00  20.25194  17.36246733  1993:03:00  15.66334165  17.03713865 
1978:03:00  14.25839  17.21223372  1993:04:00  17.15631457  17.017993 
1978:04:00  16.78042  17.17139231  1994:01:00  16.88856549  17.17771583 
1979:01:00  17.01253  17.07582142  1994:02:00  18.79047551  17.1246743 
1979:02:00  20.4511  17.12561101  1994:03:00  15.76968984  17.15126135 
1979:03:00  15.08244  17.33162165  1994:04:00  16.90625356  17.0887461 
1979:04:00  17.15067  17.42418177  1995:01:00  16.86382305  17.08256049 
1980:01:00  17.95118  17.6588446  1995:02:00  18.93169411  17.11786514 
1980:02:00  20.12179  17.57651893  1995:03:00  16.32132073  17.25577286 
1980:03:00  14.91248  17.53402896  1995:04:00  17.44331942  17.39003933 
1980:04:00  17.49418  17.61990689  1996:01:00  17.23314141  17.48236892 
1981:01:00  18.23184  17.69007094  1996:02:00  18.98339722  17.49529469 
1981:02:00  20.20346  17.71048652  1995:03:00  16.32132073  17.25577286 
1981:03:00  15.30689  17.80909093  1995:04:00  17.44331942  17.39003933 
1981:04:00  16.23456  17.49418655  1996:01:00  17.23314141  17.48236892 






























    
26 
 




  U1 yearly  U1 yearly smoothed 
1967  14.77714  #N/A 
1968  15.09148  15.02285156 
1969  15.31163  15.15215107 
1970  15.3905  15.39398675 
1971  15.58604  15.44819911 
1972  15.95093  15.82218682 
1973  16.36986  16.14305697 
1974  17.12043  16.70266241 
1975  16.83349  17.1474322 
1976  17.50281  17.33003907 
1977  17.59115  17.52721313 
1978  17.17139  17.32339928 
1979  17.42418  17.23930896 
1980  17.61991  17.59732484 
1981  17.49419  17.67595873 
1982  17.34537  17.37306612 
1983  16.85163  17.02669848 
1984  17.74061  17.38418521 
1985  17.49199  17.50660747 
1986  17.82482  17.57546117 
1987  18.18119  18.02516296 
1988  17.873  17.95900504 
1989  17.86479  17.88948446 
1990  17.39317  17.55125355 
1991  16.78093  17.04890601 
1992  17.00644  16.93364172 
1993  17.01799  16.95613055 
1994  17.08875  17.1355994 
1995  17.39004  17.21155946 
1996-01  17.23314  17.48236892 
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Table 7: Various replications of Bajada’s model 
 
Table 7a). ut3 
Using  population  series  based  on  the  total  population  (1966:3-2004:1).  The  variable 
inflation and interest rate are in log (following Bajada’s original model).
1 
 
Dependent Variable: DLCRCO 
Method: Least Squares 
Date: 11/04/04   Time: 10:08 
Sample(adjusted): 1966:3 2004:1 
Included observations: 147 
Excluded observations: 4 after adjusting endpoints 
Variable  Coefficient  Std. Error  t-Statistic  Prob.   
C  -1.984141  0.712305  -2.785519  0.0062 
DLT  0.090544  0.017117  5.289822  0.0000 
LT(-1)  0.049031  0.018852  2.600776  0.0104 
DLW  -0.051317  0.021635  -2.371978  0.0192 
LW(-1)  -0.006202  0.012320  -0.503381  0.6156 
DLYDRCO  0.513743  0.088361  5.814162  0.0000 
LYDRCO(-1)  0.103723  0.092817  1.117501  0.2659 
DLE  0.747780  0.061068  12.24497  0.0000 
LE(-1)  0.043008  0.086974  0.494490  0.6218 
DLINFLYR  -0.005235  0.003308  -1.582415  0.1160 
LINFLYR(-1)  -0.002432  0.002303  -1.056052  0.2929 
DLR  0.003385  0.012845  0.263554  0.7925 
LR(-1)  -0.023292  0.005777  -4.031907  0.0001 
D2  -0.100068  0.007401  -13.52090  0.0000 
D3  -0.099383  0.007159  -13.88301  0.0000 
D4  -0.125797  0.005301  -23.72920  0.0000 
LCRCO(-1)  -0.224242  0.050479  -4.442281  0.0000 
TR  0.000642  0.000353  1.817559  0.0715 
R-squared  0.974666      Mean dependent var  0.005997 
Adjusted R-squared  0.971327      S.D. dependent var  0.069163 
S.E. of regression  0.011712      Akaike info criterion  -5.942210 
Sum squared resid  0.017694      Schwarz criterion  -5.576035 
Log likelihood  454.7525      F-statistic  291.9356 
Durbin-Watson stat  2.013262      Prob(F-statistic)  0.000000 
 
Then we can get the estimated underground economy ut3, 








                                                 
1  Following  Bajada’s  model,  here,  DLCRCO=   ln(Ct),  DLT= ln(Tt),  LT(-1)=ln(Tt-1),  DLW= 
 ln(Wt),LW(-1)= ln(Wt-1), DLYDRCO=  ln(YDt), LYDRCO(-1)= ln(YDt-1), DLE=  ln(Et), LE(-1)= ln(Et-
1), DLINFLYR=  ln(πt), LINFLYR(-1)= ln(πt-1), DLR=  ln(Rt), LR(-1)= ln(Rt-1)    
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Table 7b) ut4 
Using population series based on age greater than 15 years old (1965:2-2004:1). The 




Dependent Variable: DLCRC 
Method: Least Squares 
Date: 11/04/04   Time: 10:14 
Sample(adjusted): 1965:2 2004:1 
Included observations: 152 
Excluded observations: 4 after adjusting endpoints 
Variable  Coefficient  Std. Error  t-Statistic  Prob.   
C  -2.640873  0.666395  -3.962923  0.0001 
DLT  0.094960  0.016641  5.706482  0.0000 
LT(-1)  0.072668  0.018024  4.031641  0.0001 
DLW  -0.049990  0.022467  -2.225070  0.0277 
LW(-1)  -0.010134  0.012529  -0.808846  0.4200 
DLYDRC  0.560751  0.086432  6.487757  0.0000 
LYDRC(-1)  0.236134  0.080406  2.936782  0.0039 
DLE  0.713283  0.061419  11.61344  0.0000 
LE(-1)  0.047623  0.086059  0.553379  0.5809 
DLINFLYR  -0.006431  0.003392  -1.895890  0.0601 
LINFLYR(-1)  -0.003613  0.002472  -1.461895  0.1461 
DLR  -0.000553  0.013400  -0.041283  0.9671 
LR(-1)  -0.025030  0.006349  -3.942655  0.0001 
D2  -0.094413  0.007144  -13.21624  0.0000 
D3  -0.096919  0.007192  -13.47506  0.0000 
D4  -0.123669  0.005318  -23.25541  0.0000 
LCRC(-1)  -0.279408  0.044261  -6.312744  0.0000 
TR  0.000268  0.000268  1.001560  0.3184 
R-squared  0.972425      Mean dependent var  0.003929 
Adjusted R-squared  0.968926      S.D. dependent var  0.069591 
S.E. of regression  0.012267      Akaike info criterion  -5.852946 
Sum squared resid  0.020165      Schwarz criterion  -5.494855 
Log likelihood  462.8239      F-statistic  277.9658 
Durbin-Watson stat  1.834348      Prob(F-statistic)  0.000000 
 











                                                 
2 The difference between CRCO and CRC is that CRCO and YDRCO is based on the total population, 
while CRC and YDRC is based on the population above 15 years old.      
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Table7c) ut5 
Using population series based on total population (1966:3-2004:1). In contrast to Bajada, 
here the variable inflation and interest rate are in level, not in log.  
 
 
Dependent Variable: DLCRCO 
Method: Least Squares 
Date: 11/04/04   Time: 10:22 
Sample(adjusted): 1966:3 2004:1 
Included observations: 151 after adjusting endpoints 
Variable  Coefficient  Std. Error  t-Statistic  Prob.   
C  -2.257064  0.680522  -3.316666  0.0012 
DLT  0.093070  0.016391  5.678270  0.0000 
LT(-1)  0.058450  0.017322  3.374368  0.0010 
DLW  -0.053100  0.020689  -2.566513  0.0114 
LW(-1)  -0.011512  0.011954  -0.963015  0.3373 
DLYDRCO  0.510389  0.084374  6.049119  0.0000 
LYDRCO(-1)  0.123483  0.080712  1.529928  0.1284 
DLE  0.734156  0.061108  12.01409  0.0000 
LE(-1)  0.031003  0.084470  0.367028  0.7142 
DINFLYR  -0.083566  0.065865  -1.268743  0.2067 
INFLYR(-1)  -0.067521  0.039287  -1.718664  0.0880 
DR  0.000532  0.001700  0.312889  0.7549 
R(-1)  -0.003273  0.000658  -4.974088  0.0000 
D2  -0.096705  0.007011  -13.79416  0.0000 
D3  -0.096353  0.006818  -14.13292  0.0000 
D4  -0.122153  0.005194  -23.51859  0.0000 
LCRCO(-1)  -0.259858  0.050103  -5.186475  0.0000 
TR  0.000768  0.000328  2.344979  0.0205 
R-squared  0.975170      Mean dependent var  0.006202 
Adjusted R-squared  0.971996      S.D. dependent var  0.068548 
S.E. of regression  0.011471      Akaike info criterion  -5.986495 
Sum squared resid  0.017501      Schwarz criterion  -5.626819 
Log likelihood  469.9804      F-statistic  307.2571 
Durbin-Watson stat  2.033144      Prob(F-statistic)  0.000000 
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Table 7d) ut6 
Using  population  series  based  on  age  greater  than  15  years  old  (1965:2-2004:1).  In 
contrast to Bajada, here the variable inflation and interest rate are in level, not in log. 
 
Dependent Variable: DLCRC 
Method: Least Squares 
Date: 11/04/04   Time: 10:24 
Sample(adjusted): 1965:2 2004:1 
Included observations: 156 after adjusting endpoints 
Variable  Coefficient  Std. Error  t-Statistic  Prob.   
C  -2.654323  0.626661  -4.235660  0.0000 
DLT  0.094129  0.015831  5.945776  0.0000 
LT(-1)  0.076119  0.016525  4.606439  0.0000 
DLW  -0.050773  0.021350  -2.378099  0.0188 
LW(-1)  -0.014566  0.012106  -1.203195  0.2310 
DLYDRC  0.532447  0.082727  6.436190  0.0000 
LYDRC(-1)  0.214269  0.070458  3.041083  0.0028 
DLE  0.699618  0.060794  11.50800  0.0000 
LE(-1)  0.022352  0.082637  0.270487  0.7872 
DINFLYR  -0.102760  0.067971  -1.511818  0.1329 
INFLYR(-1)  -0.070275  0.041867  -1.678545  0.0955 
DR  5.48E-05  0.001766  0.031043  0.9753 
R(-1)  -0.003675  0.000693  -5.300502  0.0000 
D2  -0.092865  0.006689  -13.88264  0.0000 
D3  -0.094744  0.006789  -13.95636  0.0000 
D4  -0.120683  0.005168  -23.35291  0.0000 
LCRC(-1)  -0.299644  0.042905  -6.983849  0.0000 
TR  0.000480  0.000256  1.874298  0.0630 
R-squared  0.973344      Mean dependent var  0.004182 
Adjusted R-squared  0.970060      S.D. dependent var  0.069004 
S.E. of regression  0.011940      Akaike info criterion  -5.909684 
Sum squared resid  0.019674      Schwarz criterion  -5.557778 
Log likelihood  478.9554      F-statistic  296.4104 
Durbin-Watson stat  1.905380      Prob(F-statistic)  0.000000 
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Table 8. Correlation Matrix among the Variables (in Log-level and some in level) 
  LYDRCO  LT  LW  LE  LINFLYR  LR  INFLYR  R 
LYDRCO   1.000000   0.338093   0.809397   0.521256  -0.540978  -0.155068  -0.497069  -0.110599 
LT   0.338093   1.000000   0.608608   0.398369  -0.088319   0.164138  -0.071418   0.181754 
LW   0.809397   0.608608   1.000000   0.670982  -0.368405   0.167180  -0.311351   0.176639 
LE   0.521256   0.398369   0.670982   1.000000  -0.530533  -0.213329  -0.511136  -0.201401 
LINFLYR  -0.540978  -0.088319  -0.368405  -0.530533   1.000000   0.523072   0.911092   0.496537 
LR  -0.155068   0.164138   0.167180  -0.213329   0.523072   1.000000   0.487188   0.985697 
INFLYR  -0.497069  -0.071418  -0.311351  -0.511136   0.911092   0.487188   1.000000   0.439027 















Table 9. . Correlation Matrix among the Variables (in Difference of log-level and 
some in Differenced of level) 
 
  DLYDRCO  DLT  DLW  DLE  DLINFLYR  DLR  DINFLYR  DR 
DLYDRCO   1.000000  -0.959823  -0.417039  -0.131495  -0.061969   0.075661  -0.011775   0.075423 
DLT  -0.959823   1.000000   0.534863   0.177770   0.068064  -0.079779   0.020604  -0.070725 
DLW  -0.417039   0.534863   1.000000   0.527901   0.156070  -0.142717   0.081212  -0.132267 
DLE  -0.131495   0.177770   0.527901   1.000000  -0.036381  -0.027975  -0.179483   0.006616 
DLINFLYR  -0.061969   0.068064   0.156070  -0.036381   1.000000   0.102199   0.751697   0.089718 
DLR   0.075661  -0.079779  -0.142717  -0.027975   0.102199   1.000000   0.116302   0.920315 
DINFLYR  -0.011775   0.020604   0.081212  -0.179483   0.751697   0.116302   1.000000   0.106305 
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Table 10: Endogeneity test 
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Table 11.a Roots of Characteristic Polynomial (using 2 lags) 
 
Roots of Characteristic Polynomial 
Endogenous variables: DLCRCO DLT DLW 
DLYDRCO DLE DLINFLYR DLR  
Exogenous variables: C D2 D3 D4 TR  
Lag specification: 1 2 
Date: 11/04/04   Time: 17:44 
     Root  Modulus 
-0.083118 + 0.841461i   0.845556 
-0.083118 - 0.841461i   0.845556 
-0.776951   0.776951 
-0.546275 + 0.083521i   0.552623 
-0.546275 - 0.083521i   0.552623 
 0.475800 - 0.261960i   0.543147 
 0.475800 + 0.261960i   0.543147 
-0.332958 - 0.412152i   0.529840 
-0.332958 + 0.412152i   0.529840 
-0.092679 + 0.346807i   0.358977 
-0.092679 - 0.346807i   0.358977 
 0.358624   0.358624 
-0.177927 + 0.226767i   0.288239 
-0.177927 - 0.226767i   0.288239 
 No root lies outside the unit circle. 
 VAR satisfies the stability condition. 
   
 
 
Table 11.b Roots of Characteristic Polynomial (using 4 lags) 
 
Endogenous variables: DLCRCO DLT DLW 
DLYDRCO DLE DLINFLYR DLR  
Exogenous variables: C D2 D3 D4 TR  
Lag specification: 1 4 
Date: 11/04/04   Time: 17:43 
     Root  Modulus 
-0.008285 + 0.960793i   0.960829 
-0.008285 - 0.960793i   0.960829 
-0.960479   0.960479 
-0.919417   0.919417 
 0.080327 - 0.790141i   0.794214 
 0.080327 + 0.790141i   0.794214 
-0.082784 - 0.757953i   0.762461 
-0.082784 + 0.757953i   0.762461 
 0.731258 - 0.200198i   0.758167 
 0.731258 + 0.200198i   0.758167 
-0.241504 - 0.718201i   0.757718 
-0.241504 + 0.718201i   0.757718 
-0.551103 - 0.497874i   0.742693 
-0.551103 + 0.497874i   0.742693 
 0.587037 + 0.428213i   0.726621    
34 
 0.587037 - 0.428213i   0.726621 
 0.385156 - 0.587422i   0.702432 
 0.385156 + 0.587422i   0.702432 
-0.639593 - 0.033797i   0.640485 
-0.639593 + 0.033797i   0.640485 
-0.603725   0.603725 
-0.165921 - 0.518280i   0.544191 
-0.165921 + 0.518280i   0.544191 
 0.442344   0.442344 
-0.432760 - 0.052178i   0.435894 
-0.432760 + 0.052178i   0.435894 
 0.342544 + 0.247351i   0.422515 
 0.342544 - 0.247351i   0.422515 
 No root lies outside the unit circle. 
 VAR satisfies the stability condition. 
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Table 12: VAR Lag Order Selection Criteria 
VAR Lag Order Selection Criteria 
Endogenous variables: DLCRCO DLT DLW DLYDRCO DLE DLINFLYR DLR  
Exogenous variables: C D2 D3 D4 TR 
Date: 11/04/04   Time: 17:22 
Sample: 1964:1 2004:1 
Included observations: 135 
 Lag  LogL  LR  FPE  AIC  SC  HQ 
0   1567.391  NA    3.26E-19  -22.70209  -21.94887  -22.39601 
1   1688.009   219.7926   1.13E-19  -23.76310   -21.95537*  -23.02849 
2   1775.290   149.9932   6.49E-20  -24.33022  -21.46798  -23.16709 
3   1893.936   191.5925   2.36E-20  -25.36202  -21.44528   -23.77037* 
4   1967.677    111.4308*    1.70E-20*   -25.72855*  -20.75731  -23.70838 
5   2000.921   46.78767   2.27E-20  -25.49513  -19.46937  -23.04643 
6   2041.753   53.23201   2.79E-20  -25.37411  -18.29385  -22.49689 
 * indicates lag order selected by the criterion 
 LR: sequential modified LR test statistic (each test at 5% level) 
 FPE: Final prediction error 
 AIC: Akaike information criterion 
 SC: Schwarz information criterion 
 HQ: Hannan-Quinn information criterion 
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UVECM4 smoothed (other 
name=UVECM) 
1964:02:00    #N/A 
1964:03:00    #N/A 
1964:04:00    #N/A 
1965:01:00  0.753246  0.753246 
1965:02:00  1.376688  1.064967 
1965:03:00  -3.12126  -0.330441333 
1965:04:00  -0.90038  -0.47292675 
1966:01:00  1.556312  -0.27216025 
1966:02:00  2.008402  -0.11423175 
1966:03:00  -2.41802  0.061578 
1966:04:00  -0.8334  0.078324 
1967:01:00  1.256814  0.0034495 
1967:02:00  1.692452  -0.075538 
1967:03:00  -2.53073  -0.10371475 
1967:04:00  -1.17697  -0.18960825 
1968:01:00  0.868382  -0.28671625 
1968:02:00  1.526911  -0.3281015 
1968:03:00  -2.5653  -0.3367455 
1968:04:00  -0.98013  -0.2875335 
1969:01:00  1.392284  -0.156558 
1969:02:00  1.401123  -0.188005 
1969:03:00  -2.44551  -0.158057 
1969:04:00  -0.91976  -0.14296625 
1970:01:00  1.210979  -0.1882925 
1970:02:00  1.133093  -0.2553 
1970:03:00  -2.50183  -0.2693795 
1970:04:00  -1.06416  -0.30547825 
1971:01:00  1.405043  -0.25696225 
1971:02:00  1.825376  -0.0838915 
1971:03:00  -2.05746  0.027201 
1971:04:00  -0.5834  0.1473905 
1972:01:00  1.464997  0.162379 
1972:02:00  1.507701  0.08296025 
1972:03:00  -2.26809  0.03030125 
1972:04:00  -0.69812  0.00162225 
1973:01:00  2.018407  0.13997475 
1973:02:00  2.071086  0.280821 
1973:03:00  -2.04797  0.33585125 
1973:04:00  -0.99015  0.262842 
1974:01:00  0.478195  -0.122211 
1974:02:00  1.328938  -0.307748 
1974:03:00  -1.43583  -0.15471275 
1974:04:00  -0.20371  0.0418975 
1975:01:00  0.750968  0.11009075 
1975:02:00  1.643864  0.18882225 
1975:03:00  -0.60142  0.39742475    
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1975:04:00  0.602197  0.59890175 
1976:01:00  1.828976  0.86840375 
1976:02:00  1.189123  0.7547185 
1976:03:00  -2.8375  0.195699 
1976:04:00  0.144292  0.08122275 
1977:01:00  1.752955  0.0622175 
1977:02:00  1.944575  0.2510805 
1977:03:00  -2.19205  0.412443 
1977:04:00  -0.83254  0.1682345 
1978:01:00  1.410639  0.0826555 
1978:02:00  1.81097  0.04925425 
1978:03:00  -1.61637  0.1931755 
1978:04:00  -0.66064  0.23615175 
1979:01:00  1.144837  0.16970125 
1979:02:00  1.454592  0.08060675 
1979:03:00  -2.05463  -0.02896 
1979:04:00  -1.44246  -0.22441475 
1980:01:00  0.629735  -0.35319025 
1980:02:00  0.957018  -0.47758375 
1980:03:00  -1.6468  -0.375626 
1980:04:00  -0.67149  -0.1828855 
1981:01:00  1.256202  -0.02626875 
1981:02:00  1.069822  0.00193225 
1981:03:00  -2.17278  -0.12956325 
1981:04:00  -0.81652  -0.16582 
1982:01:00  1.424818  -0.123666 
1982:02:00  1.386652  -0.0444585 
1982:03:00  -1.27994  0.17875275 
1982:04:00  -1.46598  0.01638725 
1983:01:00  1.956012  0.14918575 
1983:02:00  2.88754  0.52440775 
1983:03:00  -1.04358  0.5834965 
1983:04:00  -0.47253  0.83185875 
1984:01:00  1.249283  0.6551765 
1984:02:00  0.938979  0.16803625 
1984:03:00  -2.22192  -0.12654875 
1984:04:00  -1.46242  -0.374021 
1985:01:00  0.86918  -0.46904675 
1985:02:00  1.557236  -0.3144825 
1985:03:00  -1.53619  -0.14304925 
1985:04:00  -1.4034  -0.12829425 
1986:01:00  0.359421  -0.255734 
1986:02:00  1.797954  -0.1955545 
1986:03:00  -0.77251  -0.0046335 
1986:04:00  -1.41838  -0.00837725 
1987:01:00  -0.03947  -0.108101 
1987:02:00  1.21826  -0.2530245 
1987:03:00  -1.44133  -0.420231 
1987:04:00  -0.86669  -0.28230825 
1988:01:00  0.35476  -0.18374975    
38 
1988:02:00  1.256772  -0.17412175 
1988:03:00  -1.17661  -0.1079415 
1988:04:00  -1.06035  -0.15635625 
1989:01:00  0.094297  -0.221472 
1989:02:00  0.88848  -0.313545 
1989:03:00  -0.55324  -0.1577025 
1989:04:00  -1.07789  -0.16208775 
1990:01:00  0.303676  -0.109743 
1990:02:00  1.654914  0.0818655 
1990:03:00  -0.1085  0.19305175 
1990:04:00  -0.49144  0.3396635 
1991:01:00  0.704607  0.43989625 
1991:02:00  1.523343  0.4070035 
1991:03:00  -0.2379  0.3746535 
1991:04:00  0.419055  0.60227725 
1992:01:00  0.854658  0.63979 
1992:02:00  1.734658  0.69261875 
1992:03:00  -1.16895  0.4598565 
1992:04:00  -0.54723  0.2182845 
1993:01:00  0.704231  0.18067775 
1993:02:00  1.291235  0.069822 
1993:03:00  -0.55697  0.2228155 
1993:04:00  -0.37799  0.265127 
1994:01:00  0.355239  0.177879 
1994:02:00  0.449066  -0.03266325 
1994:03:00  -0.77784  -0.08787925 
1994:04:00  -0.70161  -0.168786 
1995:01:00  0.357735  -0.168162 
1995:02:00  0.994019  -0.03192375 
1995:03:00  -0.83895  -0.0472025 
1995:04:00  -0.76997  -0.0642925 
1996:01:00  -0.0978  -0.17817625 
1996:02:00  0.766001  -0.23518075 
1996:03:00  -0.47864  -0.14510275 
1996:04:00  -0.40228  -0.05317875 
1997:01:00  0.228259  0.028336 
1997:02:00  0.367092  -0.07139125 
1997:03:00  -1.10786  -0.2286955 
1997:04:00  -0.33277  -0.2113185 
1998:01:00  0.310926  -0.19065175 
1998:02:00  0.298186  -0.20787825 
1998:03:00  -1.32613  -0.262446 
1998:04:00  0.37481  -0.085551 
1999:01:00  -0.20998  -0.2157785 
1999:02:00  -0.00742  -0.29217975 
1999:03:00  0.650632  0.20200975 
1999:04:00  0.213192  0.16160525 
2000:01:00  -0.98571  -0.03232525 
2000:02:00  -0.2598  -0.09541925 
2000:03:00  0.238285  -0.198506    
39 
2000:04:00  0.605432  -0.100446 
2001:01:00  0.622886  0.301702 
2001:02:00  1.138431  0.6512585 
2001:03:00  -0.20335  0.54084875 
2001:04:00  -0.56657  0.247849 
2002:01:00  0.3765  0.1862525 
2002:02:00  0.490321  0.024225 
2002:03:00  -0.60593  -0.07642 
2002:04:00  -0.68901  -0.10703 
2003:01:00  -0.12616  -0.232694 
2003:02:00  0.144671  -0.3191065 
2003:03:00  -0.36419  -0.25867125 
2003:04:00  0.043256  -0.0756055 
2004:01:00  0.349365  0.04327475 
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Figure 1: U1 (quarterly) smoothing plot of data from Table 2  
 
 
Cash Economy (U1) quarterly in Australia
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Figure2: Comparison between U1 and Bajada’s Ut (yearly) 
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Figure 4:  The estimation of underground economy based on VECM (lag 3) 
 
Cash Economy (UVECM4) (% of GDP)
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