The physiological properties of mirror neurons suggest one manner in which this might occur. That is, mirror neurons have the physiological property that they are active during both the execution of a movement and the observation of similar goal-directed movements . This suggests that action understanding is mediated by relating observed movements to one's own motor plans used to elicit those movements (without the actual movement occurring). Though these physiological properties have only been directly recorded from neurons in the macaque, brain-imaging studies suggest that a "mirror system" exists in the human (for a review see Rizzolatti and Craighero, 2004) . The mirror system is defined here as a distributed set of regions in the human brain used to relate sensed movements to one's own motor plans for those movements.
It is here proposed that the mirror system can be viewed as instantiating inverse and forward models of observed intended actions with mirror neurons being the interface between these two types of models Miall, 2003; Iacoboni, 2005; Oztop et al., this volume ). An inverse model is an internal representation of the (inverse) relationship between an intended action or goal and the motor commands needed to reach those goals (Wolpert and Kawato, 1998) . A forward model predicts the effects of specific movements of the motor system (Jordan and Rumelhart, 1992) . With respect to language, forward models are thought to map between overt articulation and predicted acoustic and somatosensory consequences of those movements (Perkell et al., 1995) . In this capacity, forward models have been shown to have explanatory value with respect to the development of phonology (Plaut and Kello, 1999) and speech production (Guenther and Ghosh, 2003; Guenther and Perkell, 2004) and adult motor control during speech production (Guenther and Ghosh, 2003; Guenther and Perkell, 2004) .
By the present model, graphically depicted in Fig. 8 .1, heard and observed communicative actions in multisensory environments initiate inverse models that transform the goal of the heard and observed actions into motor commands to produce those actions. These inverse models are paired with forward models (see Wolpert and Kawato, 1998; Iacoboni, 2005) , which are motor predictions (i.e., hypotheses), in which motor commands are executed in simulation, that is, without overt movement, but which nonetheless have sensory consequences. It is proposed that these sensory consequences are compared with activated alternative linguistic interpretations of the speech signal and help mediate selection of a linguistic category. It is argued that these linguistic categories are varied and dependent on the type of movement observed encompassed by attention. Observed mouth movements provide information about segmental phonetic categories whereas eyebrow movements and non-imagistic manual gesticulations provide cues about both segmental and suprasegmental (i.e., prosodic) phonetic categories. Observed imagistic manual gesticulations additionally provide cues to semantic content which can sometimes provide further constraint on interpretation of which lexical item (i.e., word) was spoken.
The pairing of inverse and forward models is denoted with the phrase "inverse-forward model pairs" (IFMPs). IFMPs are viewed as a basic building-block of the mirror system as it has been defined here. In the absence of visible gestures (e.g., when on the telephone), it is proposed that the auditory signal alone generates IFMPs that can be used to disambiguate auditory speech. Thus, IFMPs in both unisensory and multisensory contexts are instances in which perception is mediated by gestural knowledge. When the auditory signal is presented alone, however, there are fewer cues from which to derive IFMPs. That is, visual cues are a significant source of added information and it is expected that more IFMPs are involved in multisensory communicative contexts. Because of this, in the absence of visual cues, other cues, like knowledge of other linguistic categories, may be more effective in solving the lack of invariance problem. That is, it is argued that there are multiple routes through which speech perception might be more or less mediated. One such route is more closely associated with acoustic analysis of the auditory signal and interpretation of this analysis in terms of other linguistic categories, for example, words and sentences, and their associated meaning. It is argued that speech perception in the absence of visual cues may place more emphasis or weight on this route in instances when the acoustic signal is relatively unambiguous. The addition of visual cues may shift this weighting to the gestural route because visual cues provide an added source of Figure 8 .1 Diagram of inverse (solid lines) and forward (dashed lines) model pairs associated with the facial gestures (light gray) and manual gesticulations (dark gray) of a heard and observed talker (center). A multisensory description of the observed gestures (in posterior superior temporal (STp) areas) results in inverse models that specify the motor goals of those movements (in the pars opercularis (POp) the human homologue of macaque area F5 where mirror neurons have been found). These motor goals are mapped to motor plans that can be used to reach those goals (in premotor (PM) and primary motor cortices (M1)). Forward models generate predictions of the sensory states associated with executing these motor commands. Sensory (in STp areas) and somatosensory (in parietal cortices including the supramarginal gyrus (SMG) and primary and secondary somatosensory cortices (SI/SII)) predictions are compared (white circles) with the current description of the sensory state. The result is an improvement in the ability to perceive speech due to a reduction in ambiguity of the intended message of the observed talker.
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J. I. Skipper, H. C. Nusbaum, and S. L. Small information. In addition, in both unisensory and multisensory contexts it is proposed that relative weight shifts to the gestural route as ambiguity of the speech signal increases. This model is distinct from the motor theory of speech perception (Liberman and Mattingly, 1985 ; see also Goldstein, Byrd, and Saltzman, this volume) that claims to solve the lack of invariance problem by positing that speech perception is directly mediated by a gestural code. That is, speech perception occurs by references to invariant motor programs for speech production. Thus, all speech is directly transduced into a gestural code and it was suggested by Liberman and Mattingly (1985) that there is no auditory processing of speech. The present model makes a different claim that speech is not solely mediated by gestural codes but, rather, speech can be mediated by both acoustic and gestural codes. In the present model mediation by gestural codes is not restricted to articulatory commands. Mediation by the mirror system is expected to be most prominent during multisensory speech when the anatomical concomitant of speech sounds, facial movements and non-imagistic manual gesticulations provide cues that can be used to aid interpretation of the acoustic signal. Gestural codes are also thought to become more prominent and mediate perception during periods of variability or ambiguity of the speech signal; that is, when hypothesis testing regarding phonetic categories is necessary for disambiguation. In this sense, this model is related to the analysis-by-synthesis model of speech perception (Stevens and Halle, 1967) . In Stevens and Halle's model, analysisby-synthesis, and, thus, presumably the activation of the mirror system, occurs to aid interpretation of acoustic patterns, for example, when there is strong lack of invariance. By contrast, the motor theory of speech perception claims that speech is always mediated by a gestural code and, thus, the mirror system would presumably always mediate perception.
Indeed, speech perception may occur without invoking gestural codes. That is, the available evidence suggests that perception is not necessarily determined by activity in motor cortices or the mirror system. One type of evidence derives from studies in which behavioral attributes of speech perception in humans, like categorical perception, are demonstrated in other animals. For example, Kluender et al. (1987) have shown that trained Japanese quail can categorize place of articulation in stop consonants. As these birds have no ability to produce such sounds it is unlikely that they are transducing heard sounds into gestural codes. It is theoretically possible, therefore, that humans can also make such distinctions based on acoustic properties alone (see Miller (1977) for a more detailed argument). Similarly, infants categorically perceive speech without being able to produce speech (Jusczyk, 1981) though it is not possible to rule out a nascent influence of the motor system on perception before speech production is possible. Such behavioral findings are at odds with the claims of the motor theory. (See Diehl et al. (2004) for a review of gestural and general auditory accounts of speech perception and challenges to each.) Neurobiological evidence also does not support the claim that speech perception is always mediated by a gestural code. Corresponding to the classic view based on the analysis of brain lesions (see Geschwind, 1965) , speech perception and language comprehension are not significantly impaired by destruction of motor cortices though some deficits can be demonstrated. Supporting this, neuroimaging studies find inconsistent evidence that the motor system is active when speech stimuli are presented in the auditory modality alone and listeners' tasks involve only passive listening Belin et al., 2000 Belin et al., , 2002 Burton et al., 2000; Zatorre and Belin, 2001) .
Explication of the model
The model that has now been briefly introduced builds on and is indebted to previous accounts for motor control (e.g., Wolpert and Kawato, 1998) , speech production (Guenther and Ghosh, 2003; Guenther and Perkell, 2004) , auditory speech perception Hickok and Poeppel, 2004) , and audiovisual speech perception (Skipper et al., 2005a) . In this section specific aspects are expanded upon and some of the assumptions of the model are exposed.
An important source of constraint on the model comes from the functional anatomy of the perceptual systems, specifically the existence of two global anatomical streams (or pathways) in both the visual (Ungerleider and Mishkin, 1982; Goodale and Milner, 1992; Jeannerod, 1997) and auditory (Kaas and Hackett, 2000; Rauschecker and Tian, 2000) systems (see Arbib and Bota, this volume, for further discussion). This anatomical constraint has proven useful with respect to the ventral and dorsal auditory streams for developing theoretical notions about the neurobiology of auditory speech perception (for an extensive treatment see Hickok and Poeppel, 2004 ). The present model presents a unified interpretation of the physiological properties of both the auditory and visual dorsal and ventral streams as they relate to speech perception and language comprehension in both unisensory and multisensory communication contexts. These overall anatomical and neurophysiological features of the model are visually depicted in Fig. 8.2 .
Specifically, it is hypothesized that both the auditory and visual ventral systems and the frontal regions to which they connect are involved in bidirectional mappings between perceived sensations, interpretation of those sensations as auditory and visual categories, and the associated semantic import of those categories. The functional properties of the latter streams are referred to with the designation "sensory-semantic." By contrast the dorsal streams are involved in bidirectional transformations between perceived sensations related to heard and observed movements and the motor codes specifying those movements. These functional properties are referred to with the designation "sensory-motor."
In the following sections the ventral and dorsal streams are discussed independently. Then the dorsal streams are discussed in more depth as these streams' functional properties are such that they comprise what has here been defined as the mirror system, which implements IFMPs. Though the streams are discussed separately, they are not thought to be functionally or anatomically modular. Rather, the streams represent cooperating and competing (Arbib et al., 1998, ch. 3) routes in the brain through which speech perception might be mediated. That is, perception is mediated by both streams or is more or less mediated by one or the other of the streams. Therefore, discussion of the streams Figure 8 .2 (a) Brain regions defining the model presented in the text. Regions outlined in black are key structures comprising the ventral auditory and visual streams involved in "sensory-semantic" processing. These are visual areas (not outlined), inferior temporal gyrus and sulcus (ITG) middle temporal gyrus and sulcus (MTG), anterior superior temporal structures (STa), temporal pole (TP), pars orbitalis (POr), and the pars triangularis (PTr). Regions outlined in white are key structures comprising the dorsal auditory and visual streams involved in "sensory-motor" processing. These are visual areas (not outlined), posterior superior temporal (STp) areas, supramarginal gyrus (SMG), somatosensory cortices (SI/SII), dorsal (PMd) and ventral (PMv) premotor cortex, and the pars opercularis (POp). Also shown is the angular gyrus (AG). (b) Schematic of connectivity in the ventral and dorsal streams and an example "inverse-forward model pair" (IFMP) as it relates to structures in the dorsal streams. Solid and dotted black lines represent proposed functional connectivity between the ventral and dorsal streams respectively. Actual anatomic connections are presumed to be bidirectional. IFMPs are thought to be implemented by the dorsal streams. Numbers Lending a helping hand to hearing 257 independently should be considered for its heuristic value only. The final part of this section discusses this principle of cooperation and competition among streams.
8.2.1 Ventral "sensory-semantic" streams
The cortices of the auditory ventral stream are defined as the superior temporal gyrus and sulcus anterior to the transverse temporal gyrus (STa), including the planum polare, middle and inferior temporal gyri, and the temporal poles. The cortices of the visual ventral stream are defined as V1 (primary visual cortex), V2, V4, and the areas of the inferior temporal cortex. The ventral auditory and visual streams interact by connectivity between STa and inferotemporal areas (Seltzer and Pandya, 1978) . The frontal structures of both the auditory and visual streams are defined as orbital, medial, and ventrolateral frontal cortices (cytoarchitectonic areas 10, 45, 46, 47/12). The auditory and visual ventral streams are minimally connected via the uncinate fasciculus to these frontal areas. These definitions (as well as those to be discussed with respect to the dorsal streams) are based on connectivity data from the macaque and cytoarchitectonic homologies with the human (Petrides and Pandya, 1999, 2002) . The visual ventral stream has been implicated in non-verbal visual object recognition and identification (Ungerleider and Mishkin, 1982; Goodale and Milner, 1992; Jeannerod, 1997) . Similarly, the auditory ventral stream has been implicated in auditory object recognition and identification (Rauschecker and Tian, 2000) . With respect to language function, research indicates that a similar, that is, "sensory-semantic," interpretation is possible given functional homologies between temporal and frontal areas defined as belonging to the ventral streams.
Specifically, in the temporal ventral streams, bilateral STa cortices are active during tasks involving complex acoustic spectrotemporal structure, including both speech and non-speech sounds. Intelligible speech seems to be confined to more anterior portions of the superior temporal gyrus and especially the superior temporal sulcus (Scott and Wise, 2003) . Words tend to activate a more anterior extent of the ST region than non-speech sounds and connected speech, for example, sentences, even more so . Activation associated with discourse (i.e., relative to sentences) extends into the Caption for Figure 8 .2 (cont.) correspond to processing steps associated with IFMPs associated with observable mouth movements. These are visual processing of observable mouth movements (1) in terms of biological motion (2), which generates an inverse model (2-3) that specifies the observed movement in terms of the goal of that movement by mirror neurons (3). The motor goal of the movement is mapped to the parametric motor commands that could generate the observed movement in a somatotopically organized manner, in this case the mouth area of premotor cortex (3-4). These motor commands yield forward models that are predictions of both the auditory (4-2) and somatosensory (4-5-6) consequences of those commands had they been produced. These predictions can be used to constrain auditory processing (A-2) by supporting an interpretation of the acoustic signal.
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J. I. Skipper, H. C. Nusbaum, and S. L. Small temporal poles (Tzourio et al., 1998) . Collectively, it is these STa structures along with more inferior temporal lobe structures that are sensitive to semantic manipulations and grammatical structure (see Bookheimer (2002) for a review of neuroimaging studies of semantic processing).
In the frontal lobe, the anterior aspects of the inferior frontal gyrus, specifically the pars triangularis of Broca's area (cytoarchitectonic area 45) and the pars orbitalis (cytoarchitectonic area 47/12) are activated by tasks intended to assess higher-level linguistic processing related to semantic manipulations and grammatical structure. Specifically, these regions are involved in strategic, controlled, or executive aspects of processing semantic information in words or sentences (Gold and Buckner, 2002; Devlin et al., 2003) and show reduction of activation during semantic priming (Wagner et al., 2000) . These regions may also be involved in strategic, controlled, or executive aspects of processing syntactic information (Stromswold et al., 1996; Embick et al., 2000) .
Thus, based on these shared functional homologies, it is argued that regions that have been defined as encompassing the ventral auditory and visual streams function together to interpret perceived sensations as auditory and visual objects or categories along with the associated semantic import of those categories. Auditory objects include linguistic categories such as phonetic, word, phrase level, and discourse representations and their associated meanings derived from the acoustic signal. It is thus, the ventral pathways that are most closely associated with the compositional and meaningful aspects of language function.
The present refinement, however, removes this strong sensory modality dependence associated with each stream independently. This allows for auditory objects like words to have multisensory properties of visual objects. That is, due to intrinsic connectivity and learned associations, interaction of the ventral auditory and visual streams allows auditory objects like words to become associated with corresponding visual objects. Thus, representations of words can be associated with visual features of objects with the result that words can activate those features and vice versa. Indeed, both behavioral and electrophysiology studies support this contention (Federmeier and Kutas, 2001) .
The association of words with their features is extended here to accommodate imagistic manual gesticulations. That is, it is proposed that both non-verbal semantic knowledge of, for example, an observed mango and imagistic manual gesticulations representing a mango in a communication setting can activate words and lexical neighbors corresponding to mangos (e.g., durians, rambutans, lychees, etc.). Some evidence supports this claim. When people are in a tip-of-the-tongue state they produce imagistic manual gesticulations and observers can reliably determine what word the observed talker was attempting to communicate with these gesticulations (Beattie and Coughlan, 1999) . These activated lexical items, associated with the observed mangos or manually gesticulated "virtual" mangos, detract attention away from acoustic/phonetic analysis (i.e., STa cortices) or attract attention to a specific interpretation of acoustic segments. This type of cortical interaction is proposed to underlie results like those of Marslen- Wilson and Welsh (1978) reviewed above. 
Dorsal "sensory-motor" streams
The cortices of the auditory dorsal stream are defined as the superior temporal gyrus and sulcus posterior to the transverse temporal gyrus, including the planum temporale, and extending posterior to the angular gyrus. These regions will be referred to as the posterior superior temporal (STp) areas. Also included in the dorsal stream are inferior parietal areas including somatosensory cortices and the supramarginal gyrus. Collectively these areas have variously been referred to as Wernicke's area. The cortices of the visual dorsal stream are defined as V1, V2, V3, STp areas, and inferior and superior parietal areas. Visual motion areas (e.g., middle temporal and medial superior temporal cortices) are here included within STp areas. Note that STp areas and inferior parietal cortices are defined as a common locus of both the auditory and visual dorsal streams. Frontal structures of both streams are defined to be more posterior and ventral to those frontal areas of the ventral streams. These frontal structures include the pars opercularis (cytoarchitectonic area 44) of the inferior frontal gyrus, premotor cortex (cytoarchitectonic area 6), and primary motor cortex (cytoarchitectonic area 4). Posterior temporalparietal structures of the dorsal streams are minimally reciprocally connected to these frontal areas via the arcuate fasciculus.
The visual dorsal stream has been implicated in visual guidance of action in contrast to object-centered processing occurring in the ventral visual stream (Goodale and Milner, 1992; Jeannerod, 1997) . With respect to language function, research indicates that a similar, that is, "sensory-motor," interpretation is possible given functional homologies between cortices that have been defined as belonging to both dorsal streams.
Specifically, STp and inferior parietal areas are activated during acoustic and phonological analyses and the storage and manipulation of speech stimuli Jonides et al., 1998; Binder et al., 2000; Burton et al., 2000; Wise et al., 2001; Jancke et al.., 2002) . However, unlike STa cortices, which are also involved in acoustic and phonetic analysis of stimuli, the posterior ST and inferior parietal cortices are involved in both overt and covert articulation, reading, and naming (Bookheimer et al., 1995; Paus et al., 1996; Wise et al., 2001) . The perception of speech sounds overlaps the production of the same sounds in these regions .
Furthermore, the STp areas are activated by the visual modality in a manner that ventral stream areas are not. Specifically, they are activated by the observation of non-linguistic but biologically relevant movements and by implied movements of the eyes, mouth, hands, and limbs (see Allison et al. (2000) for a review). In addition to non-linguistic movements, the STp areas are activated during comprehension and production of sign language (Corina et al., 1999; Braun et al., 2001; MacSweeney et al., 2002) and during lip-reading more so than non-linguistic lip movements (Campbell et al., 2001) . With both the auditory and visual modalities present, the STp areas becomes increasingly more active as the level of visual information increases from auditory to auditory and facial gestures (Mottonen et al., 2002; Olson et al., 2002; Jones and Callan, 2003; Wright et al., 2003; Skipper et al., 2005a) to auditory and facial gestures and manual gesticulations (Josse et al., 2005) .
The posterior frontal regions to which these temporal/parietal areas are connected also play a specific role in acoustic and phonological analyses and the storage and manipulation of speech stimuli (E. Paulesu et al., 1993; P. Paulesu et al., 1993; Awh et al., 1995; Schumacher et al., 1996; Zatorre et al., 1996; Poldrack et al., 1999; Burton et al., 2000; Heim et al., 2003) . Posterior frontal regions are also well known to be involved in the preparation for and the production of speech (among other movements). Broca's area of the inferior frontal gyrus, comprising the pars opercularis and the pars triangularis, along with premotor cortex, has long been viewed as supporting the mechanism by which auditory forms are coded into articulatory forms in service of speech production (Geschwind, 1965; Wise et al., 1999; Riecker et al., 2000; Wildgruber et al., 2001) . It is argued, however, that it is the more posterior aspects of these areas that are more involved in speech production and phonology whereas, as reviewed in the previous section, the more anterior aspects (e.g., the pars triangularis or cytoarchitectonic area 45) are more involved in "sensory-semantic" transformations (Devlin et al., 2003) . Finally, the frontal areas of the dorsal streams also become increasingly more active as the level of visual information increases from auditory to audiovisual sensory modalities (Skipper et al., 2005a) .
Thus, it is argued, based on the shared audiovisual-motor functional properties of the regions defined as comprising the dorsal auditory and visual streams, that these regions work together to transform perceived sensations into motor plans that can be used to guide action. This should be contrasted with the ventral streams that are more involved in auditory and visual object processing associated with larger linguistic categories (e.g., sentences) that does not take place in the dorsal streams.
It is the dorsal streams that contain mirror neurons and comprise the mirror system as it relates to speech. Indeed, mirror neurons are thought to reside in the human pars opercularis, the proposed homologue of the macaque premotor area F5 were mirror neurons were discovered . In addition mirror neurons have been discovered in macaque area PF, corresponding to human inferior parietal cortex (Fogassi et al., 1998) . The evidence suggests that the pars opercularis in the human has similar mirror neuron properties with regard to execution, imitation, and observation of hand (Iacoboni et al., 1999; Binkofski et al., 2000; Koski et al., 2002) and mouth (Buccino et al., 2004; Skipper et al., 2004 Skipper et al., , 2005a Skipper et al., , 2005b Skipper et al., , 2005c movements. A similar argument has been made for the existence of inferior parietal mirror neurons in the human (see Iacoboni, 2005 ). More generally, many studies have now demonstrated the existence of a mirror system for relating action perception to execution in the areas of the dorsal streams that have been described here (for a review see Rizzolatti and Craighero, 2004) . During action observation there is usually a strong activation of STp, inferior parietal, pars opercularis, premotor, and motor areas. Furthermore, this mirror system is somatotopically organized in premotor and parietal cortices, with distinct loci for observation of mouth, hand, and foot actions corresponding to loci associated with execution of these movements respectively (Buccino et al., 2001) . 8.2.3 Dorsal "sensory-motor" streams, the mirror system, and inverse-forward model pairs A more detailed presentation of the dorsal "sensory-motor" streams with respect to the implementation of IFMPs is now undertaken. As defined, a common locus of both auditory and visual dorsal streams is the STp areas. To review, STp areas receive communicatively relevant auditory and visual information about gestures from both the auditory and visual streams. It is proposed that STp areas are an early site of audiovisual integration as suggested by functional neuroimaging of multisensory language (Sams et al., 1991; Calvert et al., 2000; Surguladze et al., 2001; Mottonen et al., 2002; Olson et al., 2002; Skipper et al., 2005a) . Early integration provides a sensory description of heard and observed gestures which initiate inverse models that are the beginning of a late stage of "sensory-motor" integration that concludes with the comparison of the forward modal's prediction with the nascent representations being processed in sensory cortices. Like Iacoboni (2005), we argue here that connections of STp areas with inferior parietal and frontal areas form the physiological basis of inverse models. Inverse models map from the desired sensory consequences of an action to the motor commands for that action. In the present model, the desired sensory consequences are those specified by the observed communicative gestures. Though the observed gestures are specified in terms of their motor commands, actual movement does not occur above the level of awareness though measurable electrical activity in specific muscles may change. Some behavioral evidence is consistent with the idea that sensation elicits inverse models related to speech. Listening to phonemes can change productions of those phonemes (Cooper, 1979) . Similarly, when feedback from a talker's voice is artificially delayed there are corresponding disruptions in speech production (Houde and Jordan, 1998) . Finally, the reviewed neurobiological evidence regarding the existence of mirror neurons in the macaque and a mirror system in humans supports the existence of inverse models during both observation and overt production of movements.
The connections from frontal areas back to STp and inferior parietal areas (i.e., somatosensory and supramarginal areas) form the basis of forward models. Forward models map the current state of the motor system to the predicted state of the motor system through reafferent sensory inflow. This occurs through reciprocal connections between motor and temporal and parietal cortices. This mapping operates on motor codes to produce internal representations of their sensory effects, including, at least, auditory and somatosensory effects.
Neurobiological evidence supports the existence of forward models and is consistent with the idea that forward models have sensory effects. Speech production has been demonstrated to alter activity in auditory cortices as a function of the expected acoustic feedback (Numminen et al., 1999; Houde et al., 2002) . Delayed auditory feedback during speech production results in greater activation of bilateral STp and inferior parietal areas (Hashimoto and Sakai, 2003) . Evidence from non-human primates suggests that this might consist of inhibitory responses preceding and excitatory responses following vocalization (Eliades and Wang, 2003) . Eliades and Wang (2003) suggested that feedback is not simply due to hearing one's own vocalization but also involves feedback connections from the production system. Consistent with this, it has also been found that human STp and inferior parietal areas are active during speech production in the absence of feedback from the talker's voice (Paus et al., 1996; Hickok et al., 2000; Shergill et al., 2002) . Paus and collegues (1996) maintain that this is evidence for reafference during speech production. Finally, reafference is not limited to speech production but occurs for other movements as demonstrated for finger movements by Iacoboni and colleagues (2001) .
Such studies are critical with respect to the present model because the claim is that language perception activates inverse and corresponding forward models and, in the absence of overt production, would require functional pathways (i.e., the anatomical pathways are known to exist) in which forward models have sensory effects. These studies demonstrate that reafference occurs in STp and inferior parietal areas. It is proposed that the former is related to auditory while the latter is related to somatosensory feedback.
Also similar to the work of Iacoboni (2005) and Miall (2003) , it is proposed that mirror neurons provide a crucial interface between inverse and forward models. With respect to the dorsal streams, the output of activated inverse models occurs at the level of the pars opercularis of the inferior frontal gyrus where mirror neurons putatively exist . This activation initiates the appropriate forward models. The present model differs from that of Iacoboni (2005) in that forward models are proposed to be the result of interaction between the pars opercularis, premotor, and motor cortex and sensory cortices. That is, the level of representation of mirror neurons is such that they do not encode the actual dynamics of the movement or the effector required to perform a specific action . Inverse models activate the abstract goal of observed actions, which are encoded into the actual movement dynamics through interaction with premotor and primary motor cortices. This occurs in a somatotopically organized manner (Buccino et al., 2001) .
There are multiple effectors and movements observable in multisensory communication environments. These determine the specific inverse models that determine which somatotopically paired forward models are elicited and therefore which sensory consequences result. Inverse models corresponding to heard and/or observed facial movements would be expected to activate forward models associated with the sensory consequences of activating premotor and primary motor cortices associated with articulation. More specifically, the distribution of premotor and primary motor cortices are proposed to be specific to the heard and observed syllable for the same reason that producing different syllables would require coordination of different muscles and, therefore, mediation by non-identical neuronal assemblies. For example, hearing and observing /ta/ and /ka/ would be expected to activate neuronal assemblies involved in controlling muscles associated with lowering the mandible and lip position, elevating the tongue, and closing the velopharyngeal port. The two syllables, however, differ on how parted the lips are (i.e., more so for /ka/) and which part of the tongue is elevated and where it makes contact Comp. by 
(i.e., the tip and alveolar ridge for /ta/ and the middle and soft palate and molars for /ka/). Given their similar profiles, these syllables would be expected to activate very similar yet somewhat somatotopically distinct areas, especially in motor areas more central to controlling the tongue. This can be contrasted with /pa/ which has a very different articulatory profile in which the lip movements (i.e., bilabial closure) are more prominent, the tongue is mostly irrelevant, and the mandible is lowered at the end of production. Thus, the distribution of activity for hearing and observing /pa/ would be expected to be maximally different from /ka/ and /ta/ in motor areas that are more associated with the lips and tongue.
Sensory consequences of the activated areas associated with these articulatory patterns would occur in auditory and somatosensory cortices related to the sound and proprioceptive feedback from making these articulatory movements respectively (though no sound or movement is actually produced). The specificity of the auditory and somatosensory cortices activated by feedback would be a function of the observed movement. For example, forward models corresponding to mouth and upper face movements would likely have sensory consequences in areas more associated with phonological and prosodic processing of auditory stimuli respectively. Similarly, the activated somatosensory cortices would be those associated with sensory feedback from making lower and upper face movements respectively. Inverse models corresponding to observed non-imagistic manual gesticulations would be expected to activate forward models associated with the sensory consequences of activating the more dorsal hand premotor and primary motor cortex. These would have somatosensory consequences dependent on the specific movement.
It is proposed that, other than somatosensory consequences, observation of nonimagistic manual gesticulations can also have auditory consequences. That is, observed actions can elicit "inappropriate" somatotopically organized IFMPs. For instance, some non-imagistic manual gesticulations are intimately time-locked with speech and share features with the co-occurring speech. For example, the most effortful manual gesticulations tend to co-occur with the most prominent syllables occurring in the accompanying speech (Kendon, 1994) . Certain non-imagistic gesticulations almost always occur with pitch-accented syllables (Renwick et al., 2001) . These non-imagistic manual gesticulations activate mirror neurons that code for only the goal of the action. Thus, activity in mirror neurons can be mapped to motor areas that code for manual productions or speech productions because either set of areas can achieve the desired goal. When mapped to speech production areas, resulting forward models will have acoustic sensory consequences. Behavioral findings support this property of the model in that both the observation and execution of manual movements has been shown to affect the acoustic properties of speech production (Gentilucci et al., 2004a (Gentilucci et al., , 2004b ; these papers are discussed in detail in Arbib, chapter 1, this volume). Furthermore, this aspect of the model conforms to the finding that mirror neurons encode the goals of actions and not necessarily the specific effector used to achieve that goal. That is, some mirror neuron in the macaque have been shown to encode an action performed by either the hand or mouth given that the goal of the action is similar (Gallese et al., 1996) . Thus, in the human, it is argued that when the goal of observed manual gesticulations and the auditory modality specify correlated features, mirror system activity can result in "inappropriate" somatotopically organized activity which can, in turn, have cross-effector and, thus, crosssensory modality effects. This aspect of the model can in principle apply to other observed movements.
Sensory feedback signals associated with somatotopically organized forward models are compared with the current context being processed in sensory cortices, leading to support for a particular interpretation. If correct (e.g., as determined by efficient speech perception and language comprehension), that particular pairing of inverse and forward model is weighted such that future encounters with the same cues will elicit activation of the correct IFMPs. In the short term, the result is an improvement in speech perception due to a reduction in phonetic and -or semantic uncertainty. For example (Fig. 8.2b) , movement of the lips and mouth begin before acoustic cues are heard. Therefore, IFMPs can predict the particular acoustic context and lend support to the interpretation of the acoustic pattern much earlier than when visual cues are absent. This may allow cognitive resources to be shifted to other aspects of the acoustic signal (e.g., meaning). Head, eyebrow, and non-imagistic manual gesticulations may function to constrain interpretation by providing cues to both sentential and suprasegmental aspects of the acoustic signal.
Cooperation and competition between streams
Though processing stream models like the present model have heuristic value, to conceptualize the two streams as completely separate or as not interacting at multiple levels would be wrong. Rather, an orchestral metaphor of the streams may be more suited for thinking about processing streams in a manner that is less dichotomous. That is, our appreciation of an orchestra is determined by the functioning of the whole orchestra (i.e., cooperation among sections). At times, however, this appreciation may be more or less determined by, for example, the string or woodwind sections (i.e., competition between sections). Similarly, the dorsal and ventral streams are probably cooperative and competitive in mediating perception. This section serves not to discuss all of the ways in which the streams are cooperative but, rather, serves to illustrate the cooperative principle by discussing functional interactions that bridge the two streams. Interactions between the dorsal streams and lexical knowledge (the ventral streams) are discussed. Imagistic manual gesticulations will also be discussed as they embody both "sensory-semantic" and "sensory-motor" properties. Finally, this section also serves to illustrate the competitive principle by discussing how both the dorsal and ventral streams may more or less mediate perception depending on the auditory and visual contexts.
Broca's area may be one important locus with respect to the interaction among the dorsal and ventral streams. Earlier it was argued that the pars triangularis and pars opercularis of Broca's area have relatively dissociable functions. The pars triangularis functions more in the "sensory-semantic" domain and pars opercularis functions more in "sensory-motor" domain. These two regions, however, are clearly connected though they have different cytoarchitectonic properties (Petrides and Pandya, 2002) .
It is claimed that reciprocal interactions at the level of Broca's area allows for activity in the ventral streams associated with "sensory-semantic" representations to increase (or perhaps decrease) the level of activity in dorsal streams areas associated with "sensory-motor" representations and vice versa. For example, in a multisensory communication setting, an observed talker may be saying, "I have a mango" while displaying a mango. The observed mango may activate visual features of the mango and, in turn, the word and lexical neighbors of the word mango, a process that is mediated by temporal areas and maintained by the pars triangularis of the ventral streams. The heard and observed lip movements for the /mae/ in mango may activate IFMPs associated with the syllable in the pars opercularis. This activity is expected to further raise the level of activity for the word mango through interaction with the pars triangularis, which would result in an improvement in performance associated with lexical access. The converse is also true in that the threshold for the /mae/ is already raised as the word mango is active in the pars triangularis enforcing the activated IFMPs associated with hearing and observing /mae/ resulting in a performance increase with respect to speech perception.
It was earlier argued that, like displaying the mango in the above example, imagistic manual gesticulations can activate visual features of the mango (i.e., a "virtual" mango) and, in turn, the word and lexical neighbors of the word mango. Mangoes are, however, also associated with actions that might be utilized to manipulate them. For example, mangoes can be picked up, peeled, nibbled, etc. It is proposed that both the observation of a mango being, for example, moved to the mouth and the observed imagistic manual gesticulation of the hand being moved to the mouth in the absence of the mango, can initiate motor plans for eating that can activate the appropriate corresponding words (e.g., "eating") and vice versa.
Though clearly more study is necessary, there is some evidence that imagistic manual gesticulations could activate the words that represent those acts and vice versa (Beattie and Coughlan, 1999) . There is more evidence available for the corresponding claim that words encode motor features when those words represent or afford motor acts. Specifically, the available data suggest that deficits in naming caused by damage to temporal lobe areas follow an anterior-posterior distinction that may mirror the association of words with their features. That is, more anterior temporal lobe damage results in deficits in naming non-manipulable objects whereas more posterior damage results in naming deficits associated with manipulable objects (Damasio et al., 1996; Tranel, 2001) . Thus, the more posterior organization for naming manipulable objects may occur because manipulable objects are associated with motor plans for their manipulation. Indeed, premotor cortex is more active during naming of graspable objects (e.g., tools, fruits, or clothing) relative to non-manipulable objects (Martin et al., 1996; Grafton et al., 1997; Chao and Martin, 2000; Gerlach et al., 2002; ) . Some evidence even suggests that verbs (e.g., run vs. type vs. smile) activate motor cortices in a somatotopic manner (Pulvermüller et al., 2000 (Pulvermüller et al., , 2001 .
This principle that words and possibly imagistic manual gesticulations can encode motor aspects of their representation in terms of actual movement dynamics is an important bridge between the dorsal and ventral streams. We maintain that areas of the ventral streams mediate representations of linguistic categories (e.g., words). Associated semantic features, however, can activate both the dorsal or ventral streams. When associated semantic features involve action performance in some manner the dorsal streams are more active. Similarly, there is more processing in ventral visual areas, for example, for animals relative to tools (Martin et al., 1996; Mummery et al., 1998; Moore and Price, 1999; Perani et al., 1999) , perhaps because we encode the latter more in terms of their visual properties and the former more in terms of their "sensory-motor" properties. Indeed, it has been shown, for example, that color words activate visual areas involved in color processing (Martin et al., 1995) .
Thus, during discourse it would be expected that both the dorsal and ventral streams cooperate to yield perception. That is, words variously represent objects and actions and these are associated with cortical areas that encode the referents to those actions and objects. Therefore, both streams must cooperate to yield comprehension. Streams, however, may also compete with each other.
That is, by the present model, it is also possible for one or the other of the streams to become more strongly active and thus play a larger role in mediating perception. The McGurk-MacDonald illusion itself will serve to illustrate how this might occur. A McGurk-MacDonald stimulus results in more "combination" responses when the visual modality is relatively more visually salient (i.e., is more likely to be classified correctly without the auditory modality). For example, approximately 98% of participants classify an audio ba-ba paired with a visual ga-ga as da-da. This is the fusion response. By contrast, approximately 55% of participants classify an auditory ga-ga and a visual baba as either ba-ga or ga-ba (McGurk and MacDonald, 1976) . This is the "combination" response. The same approximate percentages hold for audio pa-pa and visual ka-ka and audio ka-ka and visual pa-pa pairings respectively. Similarly, visual capture occurs with McGurk-MacDonald stimuli in which the visual stimulus is very salient and the auditory stimulus is relatively ambiguous. Thus, when compared to the stimuli that induce the "fusion" response, stimuli inducing "combination" and "visual capture" responses indicate that as the visual stimulus becomes more salient participants are more likely to classify syllables based on their visual content.
It is proposed that the fused perception is mediated by similar weighting of activity in both the dorsal and ventral processing streams. When, however, the visual stimulus becomes more salient, as in the combination or visual capture perceptions, activity levels increase in the dorsal streams with the result that perception is more mediated by these streams. This proposal follows from the proposal that speech perception can be conceptualized as both an auditory and a gestural process. When the acoustic track is relatively unambiguous, acoustic processing of the stimulus may be sufficient for perception. The ventral streams mediate acoustic processing of stimuli. In such instances activity in the dorsal streams corresponding to IFMPs may serve only to bias perception. As the ambiguity of the auditory stimulus increases or the ambiguity of the visual stimulus decreases, however, the number of IFMPs should increase as described above. In these instances, the dorsal streams will play a stronger role in mediating perception.
This proposal is supported by selective adaptation studies that show that selective adaptation occurs for the auditory component of McGurk-MacDonald stimulus for unambiguous auditory stimuli (Roberts and Summerfield, 1981; Saldaña and Rosenblum, 1994) . For ambiguous auditory stimuli (e.g., a sound intermediate between /aba/ and /ada/), however, it has been shown that visual speech can recalibrate auditory speech identification in the direction of the visual stimulus (Bertelson et al., 2003; Vroomen et al., 2004) . The authors argue that these adaptation phenomena occur through two different brain mechanisms (Bertelson et al., 2003; Vroomen et al., 2004) . By the present model, in the situation in which the auditory stimulus is ambiguous, perception is more mediated by processing occurring in the dorsal streams.
A similar proposal applies for non-imagistic and imagistic manual gesticulations. As the ambiguity of the auditory stimulus increases there is a corresponding increase in the reliance on manual gesticulations to aid in perception (Rogers, 1978; Records, 1994) . Non-imagistic manual gesticulations are expected to aid perception by increasing activity in the dorsal streams and thus causing these streams to increase their role in mediating perception. Imagistic manual gesticulations, however, would be expected to increase activity in both the dorsal and ventral streams because these gestures have the additional quality of having semantic content. Furthermore, imagistic manual gesticulations encoding objects may yield a greater relative influence over activity in the ventral streams whereas imagistic manual gesticulations encoding actions may yield a greater relative influence over the dorsal streams. Most imagistic manual gesticulations, however, can be about both objects and their actions. Thus, gesture is an exceptionally powerful component of language comprehension.
In the following sections neurobiological evidence that provides further support for aspects of this model are discussed. Neuroimaging studies of speech perception and language comprehension in multisensory contexts are reviewed. These studies are then contrasted with neuroimaging studies in which only the auditory signal is presented. This provides a more detailed neurobiological argument that complements the argument given in the introduction that speech perception is mediated by both auditory and gestural codes but may be more mediated by acoustic analysis when the auditory signal is unambiguous. When the auditory signal becomes more ambiguous, however, perception becomes more mediated by gestural codes. During multisensory speech perception, IFMPs begin with inverse models corresponding to heard and observed gestures. These inverse models necessitate evidence for activity in the motor system not related to task demands other than those of listening and watching (e.g., button-pressing). Indeed, when participant's only task is to watch and listen to discourse (Skipper et al., 2005a) or syllables (Callan et al., 2001; Skipper et al., 2004 Skipper et al., , 2005b Skipper et al., , 2005c spoken by a talker videotaped from the neck up, there is robust activity in the motor system. While watching and listening to interesting audiovisually presented stories containing naturally accompanying head, eyebrow, and mouth movements the dorsal streams are active to a much greater extent than listening to the same stories presented in the auditory modality alone (Skipper et al., 2005a) . These regions of the dorsal streams were STp and inferior parietal areas, pars opercularis, premotor cortex, adjacent primary motor cortex, somatosensory cortex, and the cerebellum. Similarly, watching and listening to audiovisually presented syllables containing mouth movements activates the same areas of the dorsal streams (Skipper et al., 2004 (Skipper et al., , 2005c . Another aspect of the present model is that areas of the dorsal streams active during audiovisual speech perception of syllables in which facial gestures are present are not simply any frontal areas but, rather, those involved in actually producing those syllables. That is, IFMPs occurring during audiovisual speech perception should activate roughly the same circuitry involved in speech production. In one study, after participants listened to and watched syllables, they were asked to produce the same syllables (Skipper et al., 2004 (Skipper et al., , 2005b . In a separate study, participants watched and listened to syllables or watched and listened to the same syllables and imitated them (Skipper et al., 2005c) . In both studies activation associated with audiovisual speech perception and speech production of the same sounds overlapped in the dorsal streams. That is, overlap was in the STp and inferior parietal areas, pars opercularis, premotor cortices, primary motor cortex, subcentral gyrus and sulcus, insula, and the cerebellum (Fig. 8.3a) .
The model also claims that, when available, the visual aspects of the facial gestures are being used through mediation by the dorsal streams to aid in or improve speech perception. This is supported by the pattern of activity resulting from the overlap between perception of visual syllables alone and speech production which is very similar to the overlap associated with audiovisual speech perception and speech production (Fig. 8.3b ). This claim, however, requires that the motor system is not coincidentally active. Rather, the motor system should show sensitivity to the visual content of the observed speech. Indeed, activity in motor system is modulated by the visual saliency of audiovisual speech. It was shown that as the amount of visually distinguishable phonemes in audiovisual stories increases, there is a concomitant increase in STp areas and premotor cortical Figure 8 .3 Overlap between (a) audiovisual, (b) visual alone, and (c) auditory alone speech perception and speech production and speech imitation. In three separate conditions, participants watched and listened to audiovisually presented syllables, watched the syllables without the accompanying auditory track, or heard the syllables without the accompanying video track. The talker presented in the audiovisual and visual alone conditions was filmed from the neck up. In two further conditions participants produced syllables or imitated audiovisually presented syllables. Overlap was determined by the logical conjunction of images each thresholded at p < 0.05 corrected for multiple comparisons. Overlap associated with audiovisual speech perception was in the pars opercularis of the inferior frontal gyrus, dorsal and ventral premotor cortices, primary motor cortex, subcentral gyrus and sulcus, insula, supramarginal gyrus, and posterior aspects of the superior temporal gyrus and sulcus. Overlap associated with visual speech perception alone was in the same areas. By contrast, overlap associated with auditory speech perception alone was only in posterior aspects of the superior temporal gyrus and sulcus bilaterally and the left ventral premotor cortex.
activity (Skipper et al., 2005a) . Furthermore, there was no such increase during auditory story-listening alone. This supports the inference that it is the visual content of the stories per se and not the lexical or acoustic properties (or corresponding gestural code for those acoustic properties) that induced this activity. Similarly, highly visually salient syllables produce more intense motor activation when compared with less visible syllables during audiovisually presented speech. Furthermore, the same relationship exists during imitation of the same audiovisual syllables (Skipper et al., 2005c) . This indicates a tight coupling between the perception and production systems with respect to observable facial gestures.
Other aspects of the presented model were more explicitly tested using the McGurkMacDonald fusion effect (Skipper et al., 2004 (Skipper et al., , 2005b . Specifically, it was hypothesized that if activity in motor cortices corresponds to forward models or hypotheses then that activity can be theoretically uncoupled from what is actually presented to the senses. That is, because inverse and corresponding forward models are "models" or "hypotheses" they do not necessarily need to be actual replications or rerepresentations of the heard and observed world. Cortical activity associated with the congruent audiovisual syllables /pa/, /ka/, and /ta/ was compared to that associated with the McGurk-MacDonald fusion effect, /ta/, elicited when an auditory /pa/ is dubbed onto a visual /ka/. Participants only task was to watch and listen to these syllables and no motor response was required. Activity in the motor system for those participants who perceived the McGurk-MacDonald fusion effect (i.e., /ta/) was most correlated with activity corresponding to the congruent audiovisual stimulus that corresponded to their perception (i.e., /ta/) rather than the stimuli that they were actually presented (i.e., auditory /pa/ or visual /ka/). There was a similar trend for those participants who experienced visual capture (i.e., they heard the visual stimulus /ka/). That is, motor system activity was more correlated with activity corresponding to the audiovisual stimulus /ka/ than either /ta/ or the actually presented auditory track (i.e., /pa/).
The notion that hypotheses or predictions of forward models affect processing in auditory and somatosensory cortices was also tested. It was found that at stimulus onset, activity in auditory and somatosensory cortices when participants perceived the McGurkMacDonald fusion effect was most highly correlated with the stimulus that corresponded to the input sensory modality. That is, activity was most correlated with /pa/. However, subsequent to motor system activity these areas become more like /ta/. This indicates that the forward models biased activity in the STp and inferior parietal areas.
Also tested was the prediction that different IFMPs in the dorsal streams would activate different motor plans in the same way that producing different syllables requires coordination of different muscles and is, therefore, mediated by non-identical neuronal assemblies. By the proposed model, parametric specification of the motor plan occurs in the interaction between pars opercularis and premotor and primary motor cortices. Thus, it is expected that evidence for this contention will be found in the latter areas. In the same study in which participants passively listened to the McGurk-MacDonald stimulus, they later classified this syllable as /pa/, /ka/, or /ta/ (participants were not aware that they would be doing this after passive watching and listening). It was found that when participants classified the McGurk-MacDonald stimulus as /ta/ or /ka/ spatially adjacent but distinct areas in right inferior and superior parietal lobules, left somatosensory cortices, left ventral premotor, and left primary motor cortex were active. This result, however, could have been confounded with the task or the unnatural McGurk stimulus. To show that this is not the case, discriminant analysis (Haxby et al., 2001) was performed on the congruent /pa/, /ka/, or /ta/ syllables from the passive condition in the same regions. It was shown that these syllables are distinguishable from one another lending support to the claim that different syllables activate different hypotheses with correspondingly different distributions in motor areas.
Finally, the present model is not limited to facial gestures. Josse et al. (2005) looked for evidence for the relative mediation of the perception of the manual gesticulations that naturally accompany multisensory communication by both the dorsal and ventral streams as proposed by the present model. Specifically, it was predicted that the addition of manual gesticulations to facial gestures in audiovisual language comprehension should result in relatively more activation of the dorsal streams as more potential IFMPs are being initiated. That is, IFMPs can be derived for observable facial and manual gesticulations as opposed to facial gestures alone. Furthermore, there should be more activation in more dorsal aspects of motor cortex as arm and hand somatotopy is probabilistically more dorsal than somatotopy associated with the face. It was also predicted that manual gesticulations would result in more activation of the ventral streams due to the addition of an added source of redundant semantic content associated with imagistic manual gesticulations.
Indeed, activation of STp areas and premotor cortex was greater while listening to stories with manual gesticulations than to audiovisual stories that were not accompanied by manual gesticulations. Furthermore, the premotor cortex was not only more active but extended more dorsally. Critically, left STa cortex extending to the temporal pole and pars triangularis was more active when speech was accompanied by manual gesticulations than not. Thus, areas affected by manual gesticulations were both in the dorsal and ventral streams.
Inverse-forward model pairs associated with auditory alone and multisensory speech perception
The research reviewed thus far indicates that when facial gestures are present, audiovisual speech perception results in activation of cortical areas involved in speech production and that this is related to IFMPs. That is, the use of facial gestures and manual gesticulations in the process of speech perception is associated with mediation by the dorsal streams. This section argues that in the absence of these gestures, when presented with a clear auditory speech signal, speech perception can be thought of as an auditory process mostly mediated by the ventral streams. It is also argued that as the auditory stimulus becomes more variable or ambiguous, activity in the dorsal streams becomes more pertinent in mediating perception due to an increased use of IFMPs to disambiguate speech. This is true whether during auditory or audiovisual speech perception.
Activation associated with the overlap of auditory speech perception alone and speech production (Fig. 8.3c ) supports the contention that auditory speech perception alone can be thought of as an auditory process in which perception is more mediated by the ventral streams (Skipper et al., 2005a) . As can be seen, the relative activation of motor cortices during speech perception when the visual modality is not present is less than would be expected simply based on overall levels of stimulation. If amount of stimulation were the underlying factor it could be reasonably argued that motor areas would remain fairly consistent but overall amount of activation would decrease. This is not the case. Auditory speech perception alone leads to restricted activation mostly in the superior aspect of ventral premotor cortex in studies in which participants' only task is to listen to speech sounds (Wilson et al., 2004; Skipper et al., 2005a ) (see Fig. 8.3c ). This does not substantially change when statistical thresholds are manipulated to be less conservative (Skipper et al., 2005a) . Furthermore, this is consistent with most imaging studies which show that passive listening to sounds is relatively inconsistent in activating the pars opercularis or premotor cortices Belin et al., 2000 Belin et al., , 2002 Burton et al., 2000; Zatorre and Belin, 2001) .
It seems that the only good way to activate the motor system when the auditory modality is presented alone is by repetitive bombardment with a circumscribed set of syllables (Skipper et al., 2004 (Skipper et al., , 2005b (Skipper et al., , 2005c Wilson et al., 2004) . When, however, participants are presented with discourse, frontal activity tends to be in prefrontal cortices associated with the ventral streams rather than the premotor cortices associated with the dorsal streams (Skipper et al., 2005a) . That is, it seems that the number of active motor cortices during auditory perception alone decreases as the level of discourse increases. The only other proven method of activating the motor system during auditory speech perception alone is to force participants to perform a meta-linguistic or memory task about the acoustic signal (Burton et al., 2000) .
These findings are not simply thought to be a methodological issue. Rather, by the present model, existing neuroimaging data with respect to auditory speech perception alone makes sense. Activation of motor cortices is inconsistent during auditory speech perception alone because activity in the ventral streams is more involved in mediating acoustic analysis of speech and language comprehension. What activation of motor cortices can be found decreases as a function of the discourse level because during discourse there are many sources of contextual information other than the acoustic speech signal that can be used to achieve the goal of language comprehension. That is, fewer IFMPs are necessary to disambiguate the acoustic input given the availability of other sources of information in discourse. Furthermore, active tasks activate the dorsal streams because the controlled application of linguistic knowledge is required to complete the meta-linguistic tasks frequently used in neuroimaging studies (e.g., "are these the same or different phonemes"). To make a difficult perceptual judgement about linguistic categories requires IFMPs relative to passive perception of auditory speech sounds in which acoustic processing of the speech signal is generally (but not always) sufficient.
Transcranial magnetic stimulation (TMS) studies, a methodology that allows noninvasive stimulation of a small area of cortex, may be interpreted as further evidence for the position that when visible gestures are present, the dorsal streams are more involved in mediating perception whereas mediation during auditory speech alone is less strong. Specifically, Sundara et al. (2001) found that observation of speech movements enhances motor-evoked potential (MEP) amplitude in muscles involved in production of the observed speech but not while listening to the sound alone. However, Watkins et al. (2003) found that both hearing and, separately, viewing speech enhances the size of MEPs from the lips. Similarly, Fadiga et al. (2002) found enhanced MEPs from the tongue for words that involved tongue movements over those that do not. The difference between the three studies is that Sundara et al. (2001) used sub-threshold whereas the latter two used supra-threshold stimulation. The latter two may have, therefore, engaged or bolstered the effect of IFMPs through supra-threshold stimulation that would not normally be prominent in mediating perception during auditory speech perception alone. Nonetheless, these studies at least suggest that there is differential (i.e., less) involvement of the motor system during perception of unambiguous auditory speech.
A similar conclusion might be reached by extrapolating from the macaque to the human brain with respect to mirror neurons. It seems that the number of auditory mirror neurons is quite small and the number of auditory neurons that do not have visual properties is even smaller (Kohler et al., 2002) . Auditory mirror neurons may amount to as few as 10% of all mirror neurons. There are more "mouth-mirror neurons" (Ferrari et al., 2003) and mirror neurons coding visible actions than auditory-mirror neurons alone. It may be that more anterior prefrontal regions belonging to the ventral streams are more involved in acoustic analysis of sounds (Romanski et al., 2005) . Caution is, of course, warranted because the human brain and body have changed markedly to make speech possible.
Neurobiological evidence also supports the contention that as the auditory stimulus becomes more ambiguous, activity in the dorsal streams becomes more pertinent in mediating perception due to the increased reliance on IFMPs to disambiguate speech. Indeed, when testing a similar model, Callan and colleagues (2004) showed that secondlanguage learners produce more activity in "brain regions implicated with instantiating forward and inverse" models. That is, the authors found greater activity in regions that they define as (and that have been defined here as) composing the dorsal streams (i.e., STp and inferior parietal areas and Broca's area). Native speakers, however, produced greater activation in STa cortices "consistent with the hypothesis that native-language speakers use auditory phonetic representations more extensively than second-language speakers." Furthermore, Callan and colleagues (2003) show that difficult distinctions for non-native speakers (e.g., the r-l distinction for Japanese speakers) activate motor cortices to a much larger extent than an easy distinction. Similar results have been shown when participants listen to speech in a second language, in contrast to one's first language (Dehaene et al., 1997; Hasegawa et al., 2002) .
Another study was conducted to test the role of IFMPs in knowledge-based application of expectations during speech perception using another type of ambiguous stimulus, sine wave speech (SWS) sentences (Rémez et al., 1981; Wymbs et al., 2004) . SWS use sine waves to model the center frequencies of the first three formants of speech and lack any typical speech cues and are not typically heard as speech but rather as bird chirps, robot sounds, or alien noises (Rémez et al., 1981) . If expecting language, however, listeners understand these noises correctly as sentences. By the present model, IFMPs (i.e., knowledge of possible interpretations used to specify expectations) must be implemented when SWS is heard as speech. Indeed, when participants begin hearing SWS as speech activity increases in STp, inferior parietal, and motor areas of the dorsal streams.
Discussion: Towards another motor theory of speech perception
An active model of speech perception and its relationship to cortical structures and functions has been proposed. In this model listeners test hypotheses about alternative interpretations of the acoustic signal by having attention encompass certain contextual information that can constrain linguistic interpretation. It was proposed that mirror neurons and the mirror system of the dorsal auditory and visual pathways form the basis for inverse and forward models used to test these hypotheses. Inverse models map heard and observed speech productions and manual gesticulations to abstract representations of speaking actions that would have been activated had the observer been the one producing the actions. These representations, a physiological property of mirror neurons in the pars opercularis, are then mapped in a somatotopically appropriate manner to premotor and primary motor cortices. Forward models then map the resulting motor commands to a prediction of the sensory consequences of those commands through reafference to sensory areas. These predictions are compared to processing in the various sensory modalities. This aids in the recognition by constraining alternative linguistic interpretations. According to this model, both facial gestures and manual gesticulations that naturally accompany multisensory language play an important role in language understanding. It was argued that perception in multisensory contexts is more mediated by IFMPs than auditory speech alone. It was argued that in both auditory speech alone and multisensory listening conditions, however, when speech variability or ambiguity exists, IFMPs are utilized to aid in recognition.
The focus of the presented model was the cortical structures associated with mirror neurons, the mirror system, and inverse and forward models in speech perception. Future research will need to further explore the functional properties of each area comprising dorsal streams. More importantly, however, research will need to more explicitly focus on the relative role played by these structures (and other structures not discussed, e.g., the insula and subcentral gyrus) through network-based analysis of neurobiological data. Future instantiations of the model will need to work out a more detailed account of the mechanisms and cortical structures involved in attentional networks related to active processing in speech (Nusbaum and Schwab, 1986) . Tentatively, it is thought that frontal cortices more rostral and medial to the frontal cortices discussed with respect to the dorsal and ventral streams in concert with superior parietal areas are important in mediating this process (see Posner and DiGirolamo (2000) for a review). Future work will also need to establish a clear role in this model for cortical-subcortical interactions and the cerebellum. The cerebellum is believed to instantiate inverse and forward models (Miall, 2003) . With respect to auditory speech perception, inverse and forward models deriving from the cerebellum may be used as an update signal to cortical regions .
More generally, this model accounts for a fundamental problem in speech research: understanding how listeners recover the intended linguistic message from the acoustic input. In part, it is suggested that this problem has been partially misconstrued by the emphasis placed on research focusing on the acoustic signals alone. Spoken language evolved as a communication system within the context of face-to-face interaction. It seems quite reasonable that, in trying to understand the basic mechanisms of spoken language processing, the system be investigated in an ecologically reasonable setting.
This view, though in part a motor theory itself, is somewhat different from the perspective taken by the motor theory of speech perception (Liberman and Mattingly, 1985) in spite of surprisingly similar conclusions regarding why visual input is important in speech perception. From the perspective of motor theory, the information presented by the mouth movements and acoustic signals resulting from speech perception are equivalent -both specify underlying articulatory gestures that are themselves the targets of speech recognition. While it is agreed that the visual information about mouth movements does indeed specify to the perceiver intended articulatory gestures, the present view diverges from motor theory in the assumption that this information is not the same as that derived from the acoustic signal. Instead the proposed view is that these sources of information are convergent on a single linguistic interpretation of utterance. Thus, mouth movements and acoustics may be thought of as complementary aspects of speech rather than two pictures of the same thing.
Other theories have proposed that auditory and visual information are integrated in the process of determining linguistic interpretations of an utterance (e.g., Massaro, 1998) . However, such theories do not distinguish the qualities and processing attributed to these sources of information. The proposed view is that acoustic and visual-gestural information play different roles in the perceptual process and these differences are reflected in the anatomical and functional cortical networks that mediate their use. As outlined in the present model, visual information about gestures serves to provide hypotheses about the interpretation of the acoustic signal and can form the foundation for hypothesis testing to reject alternative, incorrect interpretations.
