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While	 ﾠthe	 ﾠreferent	 ﾠof	 ﾠa	 ﾠnon-ﾭ‐reflexive	 ﾠpronoun	 ﾠclearly	 ﾠdepends	 ﾠon	 ﾠcontext,	 ﾠthe	 ﾠnature	 ﾠof	 ﾠthese	 ﾠ
contextual	 ﾠrestrictions	 ﾠis	 ﾠcontroversial.	 ﾠThe	 ﾠpresent	 ﾠstudy	 ﾠseeks	 ﾠto	 ﾠcharacterize	 ﾠone	 ﾠ
representation	 ﾠthat	 ﾠguides	 ﾠpronoun	 ﾠresolution.	 ﾠOur	 ﾠfocus	 ﾠis	 ﾠan	 ﾠeffect	 ﾠknown	 ﾠas	 ﾠ“implicit	 ﾠ
causality”.	 ﾠIn	 ﾠcausal	 ﾠdependant	 ﾠclauses,	 ﾠthe	 ﾠpreferred	 ﾠreferent	 ﾠof	 ﾠa	 ﾠpronoun	 ﾠvaries	 ﾠ
systematically	 ﾠwith	 ﾠthe	 ﾠverb	 ﾠin	 ﾠthe	 ﾠmain	 ﾠclause	 ﾠ(contrast	 ﾠSally	 ﾠfrightened	 ﾠMary	 ﾠbecause	 ﾠshe…	 ﾠ
with	 ﾠSally	 ﾠfeared	 ﾠMary	 ﾠbecause	 ﾠshe…).	 ﾠA	 ﾠnumber	 ﾠof	 ﾠresearchers	 ﾠhave	 ﾠtried	 ﾠto	 ﾠexplain	 ﾠand	 ﾠ
predict	 ﾠsuch	 ﾠbiases	 ﾠwith	 ﾠreference	 ﾠto	 ﾠsemantic	 ﾠclasses	 ﾠof	 ﾠverbs.	 ﾠHowever,	 ﾠsuch	 ﾠstudies	 ﾠhave	 ﾠ
focused	 ﾠon	 ﾠa	 ﾠsmall	 ﾠnumber	 ﾠof	 ﾠspecially-ﾭ‐selected	 ﾠverbs.	 ﾠIn	 ﾠExperiment	 ﾠ1,	 ﾠwe	 ﾠfind	 ﾠthat	 ﾠexisting	 ﾠ
taxonomies	 ﾠperform	 ﾠnear	 ﾠchance	 ﾠat	 ﾠpredicting	 ﾠpronoun-ﾭ‐resolution	 ﾠbias	 ﾠon	 ﾠa	 ﾠlarge	 ﾠset	 ﾠof	 ﾠ
representative	 ﾠverbs.	 ﾠHowever,	 ﾠa	 ﾠmore	 ﾠfine-ﾭ‐grained	 ﾠtaxonomy	 ﾠrecently	 ﾠproposed	 ﾠin	 ﾠthe	 ﾠ
linguistics	 ﾠliterature	 ﾠdoes	 ﾠsignificantly	 ﾠbetter.	 ﾠIn	 ﾠExperiment	 ﾠ2,	 ﾠwe	 ﾠtested	 ﾠall	 ﾠ264	 ﾠverbs	 ﾠin	 ﾠtwo	 ﾠ
of	 ﾠthe	 ﾠnarrowly-ﾭ‐defined	 ﾠverb	 ﾠclasses	 ﾠfrom	 ﾠthis	 ﾠnew	 ﾠtaxonomy,	 ﾠfinding	 ﾠthat	 ﾠpronoun-ﾭ‐
resolution	 ﾠbiases	 ﾠwere	 ﾠcategorically	 ﾠdifferent.	 ﾠThese	 ﾠfindings	 ﾠsuggest	 ﾠthat	 ﾠthe	 ﾠsemantic	 ﾠ
structure	 ﾠof	 ﾠverbs	 ﾠtightly	 ﾠconstrains	 ﾠthe	 ﾠinterpretation	 ﾠof	 ﾠpronouns	 ﾠin	 ﾠcausal	 ﾠsentences,	 ﾠ
raising	 ﾠchallenges	 ﾠfor	 ﾠtheories	 ﾠwhich	 ﾠposit	 ﾠthat	 ﾠimplicit	 ﾠcausality	 ﾠbiases	 ﾠreflect	 ﾠworld	 ﾠ
knowledge	 ﾠor	 ﾠarbitrary	 ﾠlexical	 ﾠfeatures.	 ﾠ
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 ﾠ A	 ﾠproper	 ﾠname	 ﾠlike	 ﾠCatherine	 ﾠthe	 ﾠGreat	 ﾠalmost	 ﾠalways	 ﾠrefers	 ﾠto	 ﾠthe	 ﾠsame	 ﾠperson:	 ﾠ
Catherine	 ﾠthe	 ﾠGreat.	 ﾠIn	 ﾠcontrast,	 ﾠa	 ﾠthird-ﾭ‐person	 ﾠpronoun	 ﾠlike	 ﾠshe	 ﾠcan	 ﾠrefer	 ﾠto	 ﾠa	 ﾠdifferent	 ﾠentity	 ﾠ
each	 ﾠtime	 ﾠit	 ﾠis	 ﾠused;	 ﾠthus	 ﾠthe	 ﾠreferent	 ﾠmust	 ﾠbe	 ﾠfixed	 ﾠby	 ﾠinformation	 ﾠin	 ﾠthe	 ﾠcontext	 ﾠin	 ﾠwhich	 ﾠthe	 ﾠ
pronoun	 ﾠis	 ﾠused.	 ﾠSome	 ﾠcontextual	 ﾠcues	 ﾠ–	 ﾠlike	 ﾠpointing	 ﾠto	 ﾠan	 ﾠindividual	 ﾠwhile	 ﾠuttering	 ﾠthe	 ﾠ
pronoun	 ﾠ(Nappa	 ﾠ&	 ﾠArnold,	 ﾠ2009)–	 ﾠsimply	 ﾠpick	 ﾠout	 ﾠthe	 ﾠreferent	 ﾠby	 ﾠdirecting	 ﾠthe	 ﾠlistener’s	 ﾠ
attention	 ﾠto	 ﾠparticular	 ﾠentity.	 ﾠThe	 ﾠrepresentational	 ﾠbasis	 ﾠof	 ﾠother	 ﾠcontextual	 ﾠcues,	 ﾠhowever,	 ﾠis	 ﾠ
less	 ﾠobvious.	 ﾠFor	 ﾠinstance,	 ﾠmost	 ﾠEnglish-ﾭ‐speakers	 ﾠresolve	 ﾠthe	 ﾠpronoun	 ﾠto	 ﾠSally	 ﾠin	 ﾠ(1)	 ﾠbut	 ﾠto	 ﾠ
Mary	 ﾠin	 ﾠ(2).	 ﾠ
(1) Sally	 ﾠfrightens	 ﾠMary	 ﾠbecause	 ﾠshe	 ﾠis	 ﾠa	 ﾠstrange	 ﾠgirl.	 ﾠ
(2) Sally	 ﾠfears	 ﾠMary	 ﾠbecause	 ﾠshe	 ﾠis	 ﾠa	 ﾠstrange	 ﾠgirl.	 ﾠ
This	 ﾠcontrast	 ﾠsuggests	 ﾠthat	 ﾠthe	 ﾠverb	 ﾠin	 ﾠthe	 ﾠmain	 ﾠclause	 ﾠcan	 ﾠinfluence	 ﾠthe	 ﾠresolution	 ﾠof	 ﾠ
the	 ﾠpronoun	 ﾠin	 ﾠthe	 ﾠsecond	 ﾠclause,	 ﾠwith	 ﾠ“subject-ﾭ‐biased”	 ﾠverbs	 ﾠlike	 ﾠfrighten	 ﾠleading	 ﾠto	 ﾠsubject	 ﾠ
interpretations,	 ﾠwhile	 ﾠ“object-ﾭ‐biased”	 ﾠverbs	 ﾠlike	 ﾠfear	 ﾠlead	 ﾠto	 ﾠobject	 ﾠinterpretations.	 ﾠThis	 ﾠ
systematic	 ﾠdifference	 ﾠbetween	 ﾠverbs	 ﾠcannot	 ﾠbe	 ﾠsolely	 ﾠattributed	 ﾠto	 ﾠthe	 ﾠplausibility	 ﾠof	 ﾠthe	 ﾠ
material	 ﾠafter	 ﾠthe	 ﾠpronoun.	 ﾠThese	 ﾠverb	 ﾠeffects	 ﾠare	 ﾠapparent	 ﾠeven	 ﾠin	 ﾠcases	 ﾠwhere	 ﾠthe	 ﾠsentence	 ﾠ
is	 ﾠcut	 ﾠoff	 ﾠafter	 ﾠthe	 ﾠpronoun	 ﾠor	 ﾠthe	 ﾠsecond	 ﾠclause	 ﾠhas	 ﾠno	 ﾠmeaningful	 ﾠcontent:	 ﾠ
(3) Sally	 ﾠfrightens	 ﾠMary	 ﾠbecause	 ﾠshe	 ﾠis	 ﾠa	 ﾠdax.	 ﾠ	 ﾠ
(4) Sally	 ﾠfears	 ﾠMary	 ﾠbecause	 ﾠshe	 ﾠis	 ﾠa	 ﾠdax.	 ﾠ	 ﾠ
This	 ﾠis	 ﾠa	 ﾠbias,	 ﾠhowever,	 ﾠand	 ﾠnot	 ﾠan	 ﾠabsolute	 ﾠconstraint	 ﾠon	 ﾠour	 ﾠinterpretation	 ﾠof	 ﾠthe	 ﾠ
pronoun.	 ﾠFor	 ﾠexample,	 ﾠ(5)	 ﾠand	 ﾠ(6)	 ﾠare	 ﾠboth	 ﾠcoherent	 ﾠand	 ﾠplausible,	 ﾠthough	 ﾠinconsistent	 ﾠwith	 ﾠ
the	 ﾠbias,	 ﾠindicating	 ﾠthat	 ﾠthe	 ﾠcontent	 ﾠof	 ﾠthe	 ﾠsecond	 ﾠclause	 ﾠcan	 ﾠoverride	 ﾠthe	 ﾠbias	 ﾠintroduced	 ﾠby	 ﾠ
the	 ﾠverb.	 ﾠ	 ﾠ
(5) Sally	 ﾠfrightens	 ﾠMary	 ﾠbecause	 ﾠshe	 ﾠ[Mary]	 ﾠis	 ﾠso	 ﾠtimid.	 ﾠ5	 ﾠ
(6) Sally	 ﾠfears	 ﾠMary	 ﾠbecause	 ﾠshe	 ﾠ[Sally]	 ﾠis	 ﾠso	 ﾠtimid.	 ﾠ
This	 ﾠsystematic	 ﾠshift	 ﾠin	 ﾠpronoun	 ﾠinterpretation	 ﾠdepending	 ﾠon	 ﾠthe	 ﾠverb	 ﾠis	 ﾠaccompanied	 ﾠby	 ﾠa	 ﾠ
shift	 ﾠin	 ﾠour	 ﾠinterpretation	 ﾠof	 ﾠthe	 ﾠcausal	 ﾠstructure	 ﾠof	 ﾠthe	 ﾠsentences.	 ﾠThe	 ﾠnotion	 ﾠof	 ﾠcausation	 ﾠ
appears	 ﾠto	 ﾠbe	 ﾠcrucial.	 ﾠIf	 ﾠthe	 ﾠtwo	 ﾠclauses	 ﾠare	 ﾠlinked	 ﾠby	 ﾠsome	 ﾠother	 ﾠdiscourse	 ﾠrelation	 ﾠ(e.g.,	 ﾠthe	 ﾠ
second	 ﾠis	 ﾠa	 ﾠconsequent	 ﾠrather	 ﾠthan	 ﾠa	 ﾠcause)	 ﾠthen	 ﾠthe	 ﾠpronoun	 ﾠresolution	 ﾠbiases	 ﾠwill	 ﾠdiffer	 ﾠ
(Crinean	 ﾠ&	 ﾠGarnham,	 ﾠ2006;	 ﾠEhrlich,	 ﾠ1980;	 ﾠKehler,	 ﾠKertz,	 ﾠRodhe	 ﾠ&	 ﾠElman,	 ﾠ2008;	 ﾠStewart	 ﾠet	 ﾠal.,	 ﾠ
1998).	 ﾠ	 ﾠ
	 ﾠ In	 ﾠa	 ﾠrelated	 ﾠfinding,	 ﾠBrown	 ﾠand	 ﾠFish	 ﾠ(1983a)	 ﾠreported	 ﾠthat	 ﾠpeople	 ﾠbelieve	 ﾠthat	 ﾠSally	 ﾠis	 ﾠ
responsible	 ﾠfor	 ﾠMary’s	 ﾠfright	 ﾠin	 ﾠsentences	 ﾠlike	 ﾠ(7),	 ﾠand	 ﾠthat	 ﾠMary	 ﾠis	 ﾠresponsible	 ﾠfor	 ﾠSally’s	 ﾠfear	 ﾠ
in	 ﾠsentences	 ﾠlike	 ﾠ(8).	 ﾠ	 ﾠ
(7) Sally	 ﾠfrightens	 ﾠMary.	 ﾠ
(8) Sally	 ﾠfears	 ﾠMary.	 ﾠ
Many	 ﾠof	 ﾠthe	 ﾠverbs	 ﾠthat	 ﾠhave	 ﾠbeen	 ﾠfound	 ﾠto	 ﾠbe	 ﾠsubject-ﾭ‐	 ﾠor	 ﾠobject-ﾭ‐biased	 ﾠin	 ﾠpronoun	 ﾠresolution	 ﾠ
tasks	 ﾠhave	 ﾠalso	 ﾠbeen	 ﾠfound	 ﾠto	 ﾠbe	 ﾠsubject-ﾭ‐	 ﾠor	 ﾠobject-ﾭ‐biased,	 ﾠrespectively,	 ﾠin	 ﾠthe	 ﾠBrown	 ﾠand	 ﾠFish	 ﾠ
causal	 ﾠattribution	 ﾠtask	 ﾠ(Rudolph	 ﾠ&	 ﾠForsterling,	 ﾠ1997).	 ﾠFor	 ﾠthis	 ﾠreason,	 ﾠboth	 ﾠthese	 ﾠeffects,	 ﾠand	 ﾠ
a	 ﾠhost	 ﾠof	 ﾠclosely	 ﾠrelated	 ﾠphenomena,	 ﾠhave	 ﾠbeen	 ﾠtreated	 ﾠas	 ﾠa	 ﾠsingle	 ﾠconstruct	 ﾠwhich	 ﾠis	 ﾠgenerally	 ﾠ
called	 ﾠ“implicit	 ﾠcausality”	 ﾠ(Brown	 ﾠ&	 ﾠFish,	 ﾠ1983a;	 ﾠGarvey	 ﾠ&	 ﾠCaramazza,	 ﾠ1974;	 ﾠGarvey,	 ﾠ
Caramazza,	 ﾠ&	 ﾠYates,	 ﾠ1974).	 ﾠ
Implicit	 ﾠcausality	 ﾠ(IC)	 ﾠprovides	 ﾠa	 ﾠpotential	 ﾠlink	 ﾠbetween	 ﾠa	 ﾠlinguistic	 ﾠprocess	 ﾠ(pronoun	 ﾠ
resolution)	 ﾠon	 ﾠthe	 ﾠone	 ﾠhand,	 ﾠand	 ﾠour	 ﾠconceptual	 ﾠunderstanding	 ﾠof	 ﾠthe	 ﾠcausal	 ﾠstructure	 ﾠof	 ﾠthe	 ﾠ
world	 ﾠand	 ﾠsocial	 ﾠrelationships	 ﾠon	 ﾠthe	 ﾠother.	 ﾠFor	 ﾠthis	 ﾠreason,	 ﾠit	 ﾠis	 ﾠof	 ﾠinterest	 ﾠto	 ﾠa	 ﾠwide	 ﾠrange	 ﾠof	 ﾠ
researchers.	 ﾠThe	 ﾠphenomenon	 ﾠhas	 ﾠbeen	 ﾠused	 ﾠto	 ﾠprobe	 ﾠthe	 ﾠdevelopment	 ﾠof	 ﾠcausal	 ﾠschemas	 ﾠin	 ﾠ
children	 ﾠ(Au,	 ﾠ1986;	 ﾠCorrigan	 ﾠ&	 ﾠStevenson,	 ﾠ1994),	 ﾠthe	 ﾠstability	 ﾠof	 ﾠthese	 ﾠschemas	 ﾠacross	 ﾠ6	 ﾠ
cultures	 ﾠ(Brown	 ﾠ&	 ﾠFish,	 ﾠ1983b),	 ﾠand	 ﾠthe	 ﾠconceptualization	 ﾠof	 ﾠsocial	 ﾠrelationships	 ﾠand	 ﾠ
dominance	 ﾠhierarchies	 ﾠ(Corrigan,	 ﾠ2001;	 ﾠLaFrance,	 ﾠBrownell,	 ﾠ&	 ﾠHahn,	 ﾠ1997;	 ﾠMaass,	 ﾠSalvi,	 ﾠ
Arcuri,	 ﾠ&	 ﾠGun	 ﾠSemin,	 ﾠ1989;	 ﾠMannetti	 ﾠ&	 ﾠDe	 ﾠGrada,	 ﾠ1991).	 ﾠPsycholinguists	 ﾠhave	 ﾠused	 ﾠIC	 ﾠas	 ﾠa	 ﾠtest	 ﾠ
case	 ﾠfor	 ﾠstudying	 ﾠthe	 ﾠinterplay	 ﾠof	 ﾠbottom-ﾭ‐up	 ﾠand	 ﾠtop-ﾭ‐down	 ﾠprocessing	 ﾠin	 ﾠlanguage	 ﾠ
comprehension	 ﾠ(Featherstone	 ﾠ&	 ﾠSturt,	 ﾠ2010;	 ﾠGarnham,	 ﾠTraxler,	 ﾠOakhill,	 ﾠ&	 ﾠGernsbacher,	 ﾠ1996;	 ﾠ
Greene	 ﾠ&	 ﾠMcKoon,	 ﾠ1995;	 ﾠGuerry,	 ﾠGimenes,	 ﾠCaplan,	 ﾠ&	 ﾠRigalleau,	 ﾠ2006;	 ﾠKoornneef	 ﾠ&	 ﾠVan	 ﾠ
Berkum,	 ﾠ2006;	 ﾠLong	 ﾠ&	 ﾠDe	 ﾠLey,	 ﾠ2000;	 ﾠMcDonald	 ﾠ&	 ﾠMacWhinney,	 ﾠ1995;	 ﾠMcKoon,	 ﾠGreene,	 ﾠ&	 ﾠ
Ratcliff,	 ﾠ1993;	 ﾠShen	 ﾠ&	 ﾠYang,	 ﾠ2006;	 ﾠStewart,	 ﾠPickering,	 ﾠ&	 ﾠSanford,	 ﾠ2000;	 ﾠPyykkonen	 ﾠ&	 ﾠJarvikivi,	 ﾠ
2010)	 ﾠand	 ﾠthe	 ﾠdevelopmental	 ﾠorigins	 ﾠof	 ﾠthese	 ﾠprocesses	 ﾠ(Pyykkonen,	 ﾠMatthews,	 ﾠ&	 ﾠJarvikivi,	 ﾠ
2010).	 ﾠWhile	 ﾠsome	 ﾠof	 ﾠthese	 ﾠresearchers	 ﾠhave	 ﾠapproached	 ﾠIC	 ﾠas	 ﾠan	 ﾠisolated	 ﾠphenomenon,	 ﾠ
others	 ﾠhave	 ﾠaddressed	 ﾠit	 ﾠas	 ﾠpart	 ﾠof	 ﾠa	 ﾠbroader	 ﾠtheory	 ﾠof	 ﾠdiscourse	 ﾠcoherence,	 ﾠtreating	 ﾠit	 ﾠas	 ﾠa	 ﾠ
specific	 ﾠexample	 ﾠof	 ﾠhow	 ﾠthe	 ﾠinterpretation	 ﾠof	 ﾠone	 ﾠsentence	 ﾠis	 ﾠconstrained	 ﾠby	 ﾠits	 ﾠrelation	 ﾠto	 ﾠ
other	 ﾠsentences	 ﾠin	 ﾠthe	 ﾠdiscourse	 ﾠ(Frank,	 ﾠKoppen,	 ﾠNoordman,	 ﾠ&	 ﾠVonk,	 ﾠ2007;	 ﾠKehler,	 ﾠKertz,	 ﾠ
Rohde,	 ﾠ&	 ﾠElman,	 ﾠ2008;	 ﾠCrinean	 ﾠ&	 ﾠGarnham,	 ﾠ2006;	 ﾠEhrlich,	 ﾠ1980;	 ﾠPickering	 ﾠ&	 ﾠMajid,	 ﾠ2007;	 ﾠ
Stewart,	 ﾠPickering,	 ﾠ&	 ﾠSanford,	 ﾠ1998).	 ﾠOther	 ﾠresearchers	 ﾠhave	 ﾠasked	 ﾠwhether	 ﾠIC	 ﾠis	 ﾠan	 ﾠeffect	 ﾠof	 ﾠ
language	 ﾠon	 ﾠthought	 ﾠor	 ﾠof	 ﾠthought	 ﾠon	 ﾠlanguage	 ﾠ(Brown	 ﾠ&	 ﾠFish,	 ﾠ1983a;	 ﾠHoffman	 ﾠ&	 ﾠTchir,	 ﾠ1990)	 ﾠ
a	 ﾠla	 ﾠthe	 ﾠSapir-ﾭ‐Whorf	 ﾠhypothesis	 ﾠ(Whorf,	 ﾠ1956).	 ﾠYet	 ﾠothers	 ﾠhave	 ﾠinterpreted	 ﾠIC	 ﾠas	 ﾠan	 ﾠexample	 ﾠ
of	 ﾠa	 ﾠcognitive	 ﾠheuristic,	 ﾠor	 ﾠshort	 ﾠcut,	 ﾠand	 ﾠhave	 ﾠused	 ﾠit	 ﾠto	 ﾠexplore	 ﾠthe	 ﾠeffect	 ﾠof	 ﾠmood	 ﾠon	 ﾠthe	 ﾠuse	 ﾠ
of	 ﾠheuristics	 ﾠ(De	 ﾠGoede	 ﾠet	 ﾠal.,	 ﾠ2009;	 ﾠcf	 ﾠForgas,	 ﾠ1995).	 ﾠ
In	 ﾠthe	 ﾠremainder	 ﾠof	 ﾠthe	 ﾠintroduction	 ﾠwe	 ﾠreview	 ﾠprevious	 ﾠtheoretical	 ﾠaccounts	 ﾠof	 ﾠthe	 ﾠ
mechanisms	 ﾠunderlying	 ﾠIC,	 ﾠdiscuss	 ﾠreasons	 ﾠfor	 ﾠrevisiting	 ﾠone	 ﾠof	 ﾠthese	 ﾠaccounts	 ﾠ(the	 ﾠsemantic	 ﾠ
structure	 ﾠaccount),	 ﾠand	 ﾠprovide	 ﾠan	 ﾠoverview	 ﾠof	 ﾠthe	 ﾠpresent	 ﾠexperiments.	 ﾠ
What	 ﾠis	 ﾠimplicit	 ﾠcausality?	 ﾠ7	 ﾠ
	 ﾠ Despite	 ﾠits	 ﾠwide	 ﾠapplication	 ﾠin	 ﾠpsychology,	 ﾠthe	 ﾠnature	 ﾠof	 ﾠIC	 ﾠis	 ﾠvery	 ﾠpoorly	 ﾠunderstood.	 ﾠ
While	 ﾠmost	 ﾠauthors	 ﾠagree	 ﾠthat	 ﾠa	 ﾠverb's	 ﾠbias	 ﾠis	 ﾠdue	 ﾠto	 ﾠits	 ﾠmeaning,	 ﾠthey	 ﾠdisagree	 ﾠas	 ﾠto	 ﾠwhat	 ﾠ
aspect	 ﾠof	 ﾠmeaning	 ﾠis	 ﾠrelevant	 ﾠ(Au,	 ﾠ1986;	 ﾠBrown	 ﾠ&	 ﾠFish,	 ﾠ1983a;	 ﾠCorrigan,	 ﾠ2001;	 ﾠCrinean	 ﾠ&	 ﾠ
Garnham,	 ﾠ2006;	 ﾠGarvey	 ﾠet	 ﾠal.,	 ﾠ1974;	 ﾠGarvey	 ﾠ&	 ﾠCaramazza,	 ﾠ1974;	 ﾠLaFrance,	 ﾠBrownell,	 ﾠ&	 ﾠHahn,	 ﾠ
1997;	 ﾠMaass,	 ﾠSalvi,	 ﾠArcuri,	 ﾠ&	 ﾠGun	 ﾠSemin,	 ﾠ1989;	 ﾠMannetti	 ﾠ&	 ﾠDe	 ﾠGrada,	 ﾠ1991;	 ﾠRudolph	 ﾠ&	 ﾠ
Forstering,	 ﾠ1997;	 ﾠSemin	 ﾠ&	 ﾠFiedler,	 ﾠ1988,	 ﾠ1991).	 ﾠWhile	 ﾠthere	 ﾠare	 ﾠmany	 ﾠdifferences	 ﾠbetween	 ﾠ
proposals,	 ﾠaccounts	 ﾠcan	 ﾠbe	 ﾠroughly	 ﾠgrouped	 ﾠinto	 ﾠthree	 ﾠtypes:	 ﾠthe	 ﾠarbitrary	 ﾠsemantic	 ﾠtag	 ﾠ
account,	 ﾠthe	 ﾠworld	 ﾠknowledge	 ﾠaccount,	 ﾠand	 ﾠthe	 ﾠsemantic	 ﾠstructure	 ﾠaccount.	 ﾠ
On	 ﾠthe	 ﾠarbitrary	 ﾠsemantic	 ﾠtag	 ﾠaccount,	 ﾠverbs	 ﾠhave	 ﾠan	 ﾠimplicit	 ﾠcause	 ﾠfeature	 ﾠwhich	 ﾠdoes	 ﾠ
not	 ﾠreduce	 ﾠto	 ﾠany	 ﾠother	 ﾠaspect	 ﾠof	 ﾠthe	 ﾠverb	 ﾠ(e.g.,	 ﾠit	 ﾠis	 ﾠnot	 ﾠpredicted	 ﾠby	 ﾠindependent	 ﾠsemantic,	 ﾠ
syntactic,	 ﾠor	 ﾠother	 ﾠfeatures	 ﾠof/facts	 ﾠabout	 ﾠthe	 ﾠverb).	 ﾠRather,	 ﾠeach	 ﾠverb	 ﾠis	 ﾠmarked	 ﾠin	 ﾠits	 ﾠlexical	 ﾠ
entry	 ﾠas	 ﾠbeing	 ﾠeither	 ﾠsubject-ﾭ‐biased	 ﾠor	 ﾠobject-ﾭ‐biased,	 ﾠjust	 ﾠas	 ﾠnouns	 ﾠin	 ﾠmany	 ﾠlanguages	 ﾠare	 ﾠ
marked	 ﾠfor	 ﾠgender.	 ﾠThis	 ﾠserves	 ﾠas	 ﾠthe	 ﾠnull	 ﾠhypothesis	 ﾠabout	 ﾠthe	 ﾠbasis	 ﾠof	 ﾠIC	 ﾠbiases	 ﾠ(that	 ﾠthere	 ﾠis	 ﾠ
no	 ﾠother	 ﾠfactor	 ﾠwhich	 ﾠpredicts	 ﾠthem)	 ﾠand	 ﾠis	 ﾠmost	 ﾠexplicit	 ﾠin	 ﾠwork	 ﾠby	 ﾠGarvey	 ﾠand	 ﾠCaramazza	 ﾠ
(Garvey	 ﾠ&	 ﾠCaramazza,	 ﾠ1974;	 ﾠGarvey	 ﾠet	 ﾠal.,	 ﾠCaramazza,	 ﾠGrobery,	 ﾠGarvey	 ﾠ&	 ﾠYates,	 ﾠ1977).	 ﾠ
On	 ﾠthe	 ﾠworld	 ﾠknowledge	 ﾠaccount,	 ﾠthe	 ﾠimplicit	 ﾠcause	 ﾠof	 ﾠthe	 ﾠverb	 ﾠis	 ﾠinferred	 ﾠfrom	 ﾠlearned	 ﾠ
distributional	 ﾠfacts	 ﾠabout	 ﾠsituations	 ﾠto	 ﾠwhich	 ﾠthe	 ﾠverb	 ﾠis	 ﾠtypically	 ﾠapplied.	 ﾠMuch	 ﾠof	 ﾠthis	 ﾠwork	 ﾠis	 ﾠ
influenced	 ﾠby	 ﾠBrown	 ﾠand	 ﾠFish’s	 ﾠ(1983a)	 ﾠdemonstration	 ﾠthat	 ﾠIC	 ﾠpronoun	 ﾠbiases	 ﾠcorrelate	 ﾠwith	 ﾠ
offline	 ﾠjudgments	 ﾠof	 ﾠcausal	 ﾠresponsibility	 ﾠ(see	 ﾠ7	 ﾠ&	 ﾠ8,	 ﾠabove).	 ﾠSubsequent	 ﾠstudies	 ﾠalso	 ﾠ
demonstrated	 ﾠthat	 ﾠthe	 ﾠIC	 ﾠbias	 ﾠis	 ﾠmodulated	 ﾠby	 ﾠthe	 ﾠrelative	 ﾠsocial	 ﾠstatus	 ﾠof	 ﾠthe	 ﾠcharacters	 ﾠin	 ﾠ
the	 ﾠsentences,	 ﾠwith	 ﾠhigher-ﾭ‐status	 ﾠindividuals	 ﾠbeing	 ﾠseen	 ﾠas	 ﾠmore	 ﾠcausal	 ﾠ(Corrigan,	 ﾠ2001;	 ﾠ
Maass,	 ﾠSalvi,	 ﾠArcuri,	 ﾠ&	 ﾠGun	 ﾠSemin,	 ﾠ1989;	 ﾠMannetti	 ﾠ&	 ﾠDe	 ﾠGrada,	 ﾠ1991;	 ﾠLaFrance,	 ﾠBrownell,	 ﾠ&	 ﾠ
Hahn,	 ﾠ1997).	 ﾠThese	 ﾠobservations	 ﾠled	 ﾠmany	 ﾠresearchers	 ﾠto	 ﾠpropose	 ﾠthat	 ﾠIC	 ﾠis	 ﾠan	 ﾠinference	 ﾠ8	 ﾠ
based	 ﾠon	 ﾠnon-ﾭ‐linguistic	 ﾠknowledge	 ﾠabout	 ﾠwho	 ﾠtends	 ﾠto	 ﾠcause	 ﾠcertain	 ﾠtypes	 ﾠof	 ﾠevents,	 ﾠrather	 ﾠ
than	 ﾠbeing	 ﾠderived	 ﾠdirectly	 ﾠfrom	 ﾠthe	 ﾠliteral	 ﾠmeaning	 ﾠof	 ﾠthe	 ﾠverb	 ﾠ(e.g.,	 ﾠAu,	 ﾠ1986;	 ﾠKoornneef	 ﾠ&	 ﾠ
Van	 ﾠBerkum,	 ﾠ2006;	 ﾠMaass	 ﾠet	 ﾠal.,	 ﾠ1989).	 ﾠThat	 ﾠis,	 ﾠverbs	 ﾠdo	 ﾠnot	 ﾠencode	 ﾠany	 ﾠinformation	 ﾠabout	 ﾠ
causality;	 ﾠrather,	 ﾠcausality	 ﾠis	 ﾠinferred.	 ﾠ
	 ﾠ In	 ﾠcontrast,	 ﾠthe	 ﾠsemantic	 ﾠstructure	 ﾠaccount	 ﾠposits	 ﾠthat	 ﾠIC	 ﾠbias	 ﾠis	 ﾠderived	 ﾠfrom	 ﾠthe	 ﾠliteral	 ﾠ
meaning	 ﾠof	 ﾠthe	 ﾠverb.	 ﾠSo	 ﾠwhile	 ﾠon	 ﾠthe	 ﾠworld	 ﾠknowledge	 ﾠaccount,	 ﾠchanging	 ﾠfacts	 ﾠabout	 ﾠthe	 ﾠworld	 ﾠ
changes	 ﾠthe	 ﾠIC	 ﾠbias	 ﾠof	 ﾠa	 ﾠverb,	 ﾠon	 ﾠthe	 ﾠsemantic	 ﾠstructure	 ﾠaccount,	 ﾠfacts	 ﾠabout	 ﾠthe	 ﾠworld	 ﾠare	 ﾠ
relevant	 ﾠprimarily	 ﾠin	 ﾠthat	 ﾠthey	 ﾠcause	 ﾠspeakers	 ﾠto	 ﾠcoin	 ﾠverbs	 ﾠthat	 ﾠencode	 ﾠspecific	 ﾠcausal	 ﾠ
information.	 ﾠBrown	 ﾠand	 ﾠFish	 ﾠ(1983a)	 ﾠproposed	 ﾠthe	 ﾠfirst	 ﾠsuch	 ﾠtheory,	 ﾠsystematically	 ﾠrelating	 ﾠ
each	 ﾠverb’s	 ﾠbias	 ﾠ(subject-ﾭ‐biased,	 ﾠlike	 ﾠfrighten,	 ﾠor	 ﾠobject-ﾭ‐biased,	 ﾠlike	 ﾠfear)	 ﾠto	 ﾠthe	 ﾠthematic	 ﾠroles	 ﾠ
of	 ﾠthe	 ﾠverb’s	 ﾠarguments.	 ﾠIn	 ﾠlinguistic	 ﾠtheory,	 ﾠthematic	 ﾠroles	 ﾠare	 ﾠinvoked	 ﾠto	 ﾠexplain	 ﾠhow	 ﾠthe	 ﾠ
different	 ﾠarguments	 ﾠof	 ﾠa	 ﾠverb	 ﾠare	 ﾠsyntactically	 ﾠrealized	 ﾠand	 ﾠthe	 ﾠrange	 ﾠof	 ﾠsyntactic	 ﾠcontexts	 ﾠin	 ﾠ
which	 ﾠa	 ﾠverb	 ﾠcan	 ﾠappear	 ﾠ(for	 ﾠreview,	 ﾠsee	 ﾠLevin	 ﾠ&	 ﾠRappaport	 ﾠHovav,	 ﾠ2005).	 ﾠBrown	 ﾠand	 ﾠFish	 ﾠ
distinguished	 ﾠfour	 ﾠthematic	 ﾠroles	 ﾠand	 ﾠa	 ﾠtotal	 ﾠof	 ﾠthree	 ﾠtypes	 ﾠof	 ﾠverbs:	 ﾠagent-ﾭ‐patient	 ﾠ("action")	 ﾠ
verbs,	 ﾠstimulus-ﾭ‐experiencer	 ﾠverbs,	 ﾠand	 ﾠexperiencer-ﾭ‐stimulus	 ﾠverbs.	 ﾠ
On	 ﾠthis	 ﾠaccount,	 ﾠthe	 ﾠsubject	 ﾠof	 ﾠan	 ﾠaction	 ﾠverb	 ﾠ(kick,	 ﾠpaint,	 ﾠbreak,	 ﾠthrow)	 ﾠis	 ﾠan	 ﾠAGENT	 ﾠ
which	 ﾠeffects	 ﾠsome	 ﾠchange	 ﾠon	 ﾠthe	 ﾠPATIENT.1	 ﾠBecause	 ﾠAGENTS	 ﾠare	 ﾠby	 ﾠdefinition	 ﾠcausal	 ﾠactors	 ﾠ
(they	 ﾠcause	 ﾠthe	 ﾠPATIENT	 ﾠto	 ﾠchange),	 ﾠpronouns	 ﾠin	 ﾠsentences	 ﾠlike	 ﾠ(1-ﾭ‐8)	 ﾠshould	 ﾠbe	 ﾠbiased	 ﾠtowards	 ﾠ
the	 ﾠsubjects	 ﾠof	 ﾠaction	 ﾠverbs.	 ﾠIn	 ﾠcontrast,	 ﾠthere	 ﾠare	 ﾠtwo	 ﾠdistinct	 ﾠpatterns	 ﾠfor	 ﾠtransitive	 ﾠverbs	 ﾠ
that	 ﾠdescribe	 ﾠpsychological	 ﾠstates	 ﾠ(called	 ﾠ“psych	 ﾠverbs”).	 ﾠFor	 ﾠsome	 ﾠpsych	 ﾠverbs	 ﾠ(e.g.,	 ﾠfrighten,	 ﾠ
confuse,	 ﾠsurprise)	 ﾠthe	 ﾠsubject	 ﾠof	 ﾠthe	 ﾠverb	 ﾠis	 ﾠa	 ﾠSTIMULUS,	 ﾠwhich	 ﾠelicits	 ﾠa	 ﾠpsychological	 ﾠstate	 ﾠin	 ﾠthe	 ﾠ
	 ﾠ	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 ﾠ	 ﾠ	 ﾠ	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 ﾠ	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 ﾠ	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 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
1	 ﾠThroughout,	 ﾠSMALL	 ﾠCAPS	 ﾠare	 ﾠused	 ﾠto	 ﾠrefer	 ﾠto	 ﾠthematic	 ﾠroles.	 ﾠ9	 ﾠ
verb’s	 ﾠobject	 ﾠ(the	 ﾠEXPERIENCER).	 ﾠFor	 ﾠother	 ﾠpsych	 ﾠverbs,	 ﾠthese	 ﾠroles	 ﾠare	 ﾠreversed:	 ﾠthe	 ﾠsubject	 ﾠis	 ﾠ
the	 ﾠEXPERIENCER	 ﾠand	 ﾠthe	 ﾠobject	 ﾠis	 ﾠthe	 ﾠSTIMULUS	 ﾠ(e.g.,	 ﾠlike,	 ﾠlove,	 ﾠhate).	 ﾠLike	 ﾠAGENT,	 ﾠthe	 ﾠnotion	 ﾠof	 ﾠ
STIMULUS	 ﾠis	 ﾠexplicitly	 ﾠcausal;	 ﾠtherefore	 ﾠBrown	 ﾠand	 ﾠFish	 ﾠargued	 ﾠthat	 ﾠIC	 ﾠbias	 ﾠshould	 ﾠfollow	 ﾠthe	 ﾠ
STIMULUS.	 ﾠThus	 ﾠthe	 ﾠstimulus-ﾭ‐experiencer	 ﾠverbs	 ﾠ(frighten,	 ﾠconfuse,	 ﾠsurprise)	 ﾠare	 ﾠsubject-ﾭ‐biased,	 ﾠ
whereas	 ﾠexperiencer-ﾭ‐stimulus	 ﾠverbs	 ﾠ(like,	 ﾠlove,	 ﾠhate)	 ﾠare	 ﾠtypically	 ﾠobject-ﾭ‐biased.	 ﾠ	 ﾠ
The	 ﾠprimary	 ﾠdifficulty	 ﾠwith	 ﾠthis	 ﾠaccount	 ﾠis	 ﾠthat	 ﾠnumerous	 ﾠexceptions	 ﾠto	 ﾠthese	 ﾠ
predictions	 ﾠhave	 ﾠbeen	 ﾠfound.	 ﾠBrown	 ﾠand	 ﾠFish's	 ﾠ(1983a)	 ﾠverb	 ﾠtaxonomy	 ﾠhas	 ﾠbeen	 ﾠrevised	 ﾠ
several	 ﾠtimes,	 ﾠwith	 ﾠmixed	 ﾠresults.	 ﾠFor	 ﾠexample,	 ﾠAu	 ﾠ(1986)	 ﾠidentified	 ﾠnumerous	 ﾠaction	 ﾠverbs	 ﾠ
such	 ﾠas	 ﾠthank	 ﾠand	 ﾠpunish	 ﾠwhich	 ﾠare	 ﾠobject	 ﾠbiased,	 ﾠcontra	 ﾠBrown	 ﾠand	 ﾠFish's	 ﾠpredictions.	 ﾠThese	 ﾠ
verbs	 ﾠwere	 ﾠfurther	 ﾠinvestigated	 ﾠby	 ﾠRudolph	 ﾠand	 ﾠForsterling	 ﾠ(1997),	 ﾠwho	 ﾠlabeled	 ﾠthem	 ﾠ"agent-ﾭ‐
evocator"	 ﾠverbs	 ﾠbut	 ﾠwere	 ﾠunable	 ﾠto	 ﾠdetermine	 ﾠanything	 ﾠthat	 ﾠdistinguished	 ﾠthem	 ﾠfrom	 ﾠother	 ﾠ
action	 ﾠverbs	 ﾠbeyond	 ﾠthe	 ﾠfact	 ﾠthat	 ﾠthey	 ﾠare	 ﾠobject-ﾭ‐biased.	 ﾠIn	 ﾠcontrast,	 ﾠSemin	 ﾠand	 ﾠFiedler	 ﾠ(1988,	 ﾠ
1991)	 ﾠsuggested	 ﾠthat	 ﾠsubject-ﾭ‐biased	 ﾠaction	 ﾠverbs	 ﾠare	 ﾠthose	 ﾠwhich	 ﾠdo	 ﾠnot	 ﾠentail	 ﾠa	 ﾠspecific	 ﾠ
physical	 ﾠaction	 ﾠ(stop,	 ﾠhelp),	 ﾠwhereas	 ﾠverbs	 ﾠwhich	 ﾠdo	 ﾠentail	 ﾠspecific	 ﾠphysical	 ﾠactions	 ﾠ(punch,	 ﾠ
kick)	 ﾠare	 ﾠonly	 ﾠweakly	 ﾠ(subject-ﾭ‐)biased	 ﾠ(note	 ﾠthat	 ﾠtheir	 ﾠtaxonomy,	 ﾠwhile	 ﾠsimilar	 ﾠto	 ﾠthose	 ﾠabove,	 ﾠ
does	 ﾠnot	 ﾠinvoke	 ﾠthematic	 ﾠroles).	 ﾠOne	 ﾠobvious	 ﾠchallenge	 ﾠfor	 ﾠthis	 ﾠtaxonomy	 ﾠis	 ﾠthat	 ﾠit	 ﾠdoes	 ﾠnot	 ﾠ
predict	 ﾠany	 ﾠobject-ﾭ‐biased	 ﾠaction	 ﾠverbs,	 ﾠdespite	 ﾠconsiderable	 ﾠevidence	 ﾠthat	 ﾠsuch	 ﾠverbs	 ﾠexist	 ﾠ
(Au,	 ﾠ1986;	 ﾠRudolph	 ﾠ&	 ﾠForsterling,	 ﾠ1997).	 ﾠIn	 ﾠaddition,	 ﾠthe	 ﾠfact	 ﾠthat	 ﾠsome	 ﾠresearchers	 ﾠhave	 ﾠ
identified	 ﾠverbs	 ﾠof	 ﾠintermediate	 ﾠbias	 ﾠ(e.g.,	 ﾠGarvey	 ﾠet	 ﾠal.,	 ﾠ1974;	 ﾠSemin	 ﾠ&	 ﾠFiedler,	 ﾠ1991)	 ﾠhas	 ﾠ
raised	 ﾠquestions	 ﾠabout	 ﾠapparently	 ﾠmore	 ﾠcategorical	 ﾠtaxanomic	 ﾠtheories.	 ﾠ	 ﾠ
The	 ﾠPresent	 ﾠStudy	 ﾠ
Though	 ﾠthere	 ﾠhas	 ﾠbeen	 ﾠrelatively	 ﾠlittle	 ﾠwork	 ﾠon	 ﾠIC	 ﾠverb	 ﾠtaxonomies	 ﾠin	 ﾠrecent	 ﾠyears	 ﾠ(but	 ﾠ
see	 ﾠCrinean	 ﾠ&	 ﾠGarnham,	 ﾠ2006;	 ﾠFerstl,	 ﾠGarnham,	 ﾠ&	 ﾠManoulidou,	 ﾠ2011),	 ﾠthere	 ﾠare	 ﾠreasons	 ﾠto	 ﾠ10	 ﾠ
revisit	 ﾠthe	 ﾠclaim	 ﾠthat	 ﾠsemantic	 ﾠstructure	 ﾠplays	 ﾠa	 ﾠrole	 ﾠin	 ﾠpronoun	 ﾠresolution.	 ﾠFirst,	 ﾠthe	 ﾠtwenty-ﾭ‐
eight	 ﾠyears	 ﾠsince	 ﾠBrown	 ﾠand	 ﾠFish	 ﾠ(1983a)	 ﾠhave	 ﾠwitnessed	 ﾠan	 ﾠexplosion	 ﾠof	 ﾠresearch	 ﾠin	 ﾠlexical	 ﾠ
semantics,	 ﾠwith	 ﾠmany	 ﾠsemanticists	 ﾠarguing	 ﾠfor	 ﾠconsiderably	 ﾠmore	 ﾠcomplex	 ﾠand	 ﾠnuanced	 ﾠ
accounts	 ﾠof	 ﾠthe	 ﾠsemantic	 ﾠstructure	 ﾠof	 ﾠverbs	 ﾠ(Goldberg,	 ﾠ1995;	 ﾠJackendoff,	 ﾠ1992;	 ﾠLevin,	 ﾠ1993;	 ﾠ
Pinker,	 ﾠ1989;	 ﾠPustejovsky,	 ﾠ1995;	 ﾠTalmy,	 ﾠ2000a,	 ﾠ2000b;	 ﾠVan	 ﾠValin,	 ﾠ2004;	 ﾠsee	 ﾠLevin	 ﾠ&	 ﾠ
Rappaport	 ﾠHovav,	 ﾠ2005,	 ﾠfor	 ﾠa	 ﾠreview).	 ﾠWhile	 ﾠprevious	 ﾠsemantic	 ﾠstructure	 ﾠaccounts	 ﾠwere	 ﾠbased	 ﾠ
on	 ﾠrelatively	 ﾠsimple	 ﾠlinguistic	 ﾠtheories	 ﾠinvolving	 ﾠ4-ﾭ‐5	 ﾠthematic	 ﾠroles,	 ﾠcurrent	 ﾠtheories	 ﾠinvoke	 ﾠa	 ﾠ
much	 ﾠricher	 ﾠset	 ﾠof	 ﾠtheoretical	 ﾠprimitives,	 ﾠallowing	 ﾠfor	 ﾠmore	 ﾠfine-ﾭ‐grained	 ﾠdistinctions.	 ﾠThis	 ﾠcan	 ﾠ
be	 ﾠachieved	 ﾠby	 ﾠpositing	 ﾠa	 ﾠlarger	 ﾠset	 ﾠof	 ﾠthematic	 ﾠroles	 ﾠ(Baker,	 ﾠ1988;	 ﾠKipper,	 ﾠKorhonen,	 ﾠRyant	 ﾠ&	 ﾠ
Palmer,	 ﾠ2008;	 ﾠPesetsky,	 ﾠ1995),	 ﾠby	 ﾠtreating	 ﾠthematic	 ﾠroles	 ﾠas	 ﾠprototypes	 ﾠbased	 ﾠon	 ﾠa	 ﾠlarger	 ﾠset	 ﾠ
of	 ﾠsemantic	 ﾠfeatures	 ﾠ(Dowty,	 ﾠ1991),	 ﾠor	 ﾠby	 ﾠbuilding	 ﾠverb	 ﾠsemantics	 ﾠout	 ﾠof	 ﾠcombinations	 ﾠof	 ﾠ
primitive	 ﾠpredicates	 ﾠ(Harley,	 ﾠ1995;	 ﾠMoens	 ﾠ&	 ﾠSteedman,	 ﾠ1988;	 ﾠPinker,	 ﾠ1989;	 ﾠVan	 ﾠValin,	 ﾠ1993).	 ﾠ
Thus,	 ﾠin	 ﾠthe	 ﾠanalyses	 ﾠbelow	 ﾠwe	 ﾠexplore	 ﾠwhether	 ﾠmore	 ﾠmodern	 ﾠtheories	 ﾠof	 ﾠsemantics	 ﾠcan	 ﾠ
provide	 ﾠadditional	 ﾠinsight	 ﾠinto	 ﾠIC.	 ﾠSecond,	 ﾠmost	 ﾠstudies	 ﾠof	 ﾠIC	 ﾠbias	 ﾠhave	 ﾠfocused	 ﾠon	 ﾠa	 ﾠsmall	 ﾠset	 ﾠ
of	 ﾠverbs	 ﾠthat	 ﾠhave	 ﾠbeen	 ﾠrepeatedly	 ﾠsampled	 ﾠ(Rudolph	 ﾠ&	 ﾠForsterling,	 ﾠ1997),	 ﾠan	 ﾠapproach	 ﾠ
which	 ﾠmay	 ﾠhave	 ﾠmasked	 ﾠpatterns	 ﾠin	 ﾠIC	 ﾠbiases.	 ﾠFinally,	 ﾠthere	 ﾠis	 ﾠa	 ﾠlarge	 ﾠbody	 ﾠof	 ﾠwork	 ﾠsuggesting	 ﾠ
that	 ﾠmuch	 ﾠof	 ﾠthe	 ﾠsyntax-ﾭ‐semantics	 ﾠinterface	 ﾠis	 ﾠorganized	 ﾠaround	 ﾠnotions	 ﾠof	 ﾠcausality,	 ﾠand	 ﾠthat	 ﾠ
causal	 ﾠinformation	 ﾠis	 ﾠencoded	 ﾠin	 ﾠthe	 ﾠsemantics	 ﾠof	 ﾠverbs	 ﾠin	 ﾠboth	 ﾠEnglish	 ﾠand	 ﾠother	 ﾠlanguages	 ﾠ
(Ambridge,	 ﾠPine,	 ﾠ&	 ﾠRowland,	 ﾠ2008;	 ﾠ	 ﾠCroft,	 ﾠ1991,	 ﾠin	 ﾠprep.;	 ﾠLidz,	 ﾠGleitman,	 ﾠ&	 ﾠGleitman,	 ﾠ2003;	 ﾠ
Naigles,	 ﾠ1990;	 ﾠPesetsky,	 ﾠ1995;	 ﾠPinker,	 ﾠ1984,	 ﾠ1989;	 ﾠTalmy,	 ﾠ2000).	 ﾠIf	 ﾠthese	 ﾠanalyses	 ﾠare	 ﾠcorrect,	 ﾠ
it	 ﾠwould	 ﾠbe	 ﾠremarkable	 ﾠif	 ﾠsuch	 ﾠinformation	 ﾠdid	 ﾠnot	 ﾠplay	 ﾠa	 ﾠrole	 ﾠin	 ﾠIC,	 ﾠand,	 ﾠin	 ﾠfact,	 ﾠthere	 ﾠis	 ﾠno	 ﾠ
evidence	 ﾠagainst	 ﾠsemantic	 ﾠstructure	 ﾠplaying	 ﾠa	 ﾠrole	 ﾠin	 ﾠIC	 ﾠbiases.	 ﾠThat	 ﾠnon-ﾭ‐linguistic	 ﾠfactors	 ﾠ
such	 ﾠas	 ﾠsocial	 ﾠdominance	 ﾠalso	 ﾠaffect	 ﾠpronoun	 ﾠresolution	 ﾠhas	 ﾠbeen	 ﾠtaken	 ﾠas	 ﾠevidence	 ﾠin	 ﾠfavor	 ﾠof	 ﾠ11	 ﾠ
the	 ﾠworld	 ﾠknowledge	 ﾠaccount,	 ﾠbut	 ﾠdata	 ﾠof	 ﾠthis	 ﾠkind	 ﾠare	 ﾠnot	 ﾠinconsistent	 ﾠwith	 ﾠthe	 ﾠpossibility	 ﾠ
that	 ﾠsemantic	 ﾠstructure	 ﾠplays	 ﾠan	 ﾠindependent	 ﾠand	 ﾠcentral	 ﾠrole	 ﾠin	 ﾠgenerating	 ﾠcausal	 ﾠ
inferences.2	 ﾠ	 ﾠ
The	 ﾠpresent	 ﾠstudy	 ﾠattempts	 ﾠto	 ﾠaddress	 ﾠthese	 ﾠdeficiencies	 ﾠin	 ﾠseveral	 ﾠways.	 ﾠFirst,	 ﾠin	 ﾠ
order	 ﾠto	 ﾠprovide	 ﾠa	 ﾠbetter	 ﾠunderstanding	 ﾠof	 ﾠthe	 ﾠdistribution	 ﾠof	 ﾠIC	 ﾠbiases,	 ﾠin	 ﾠExperiment	 ﾠ1	 ﾠwe	 ﾠ
elicit	 ﾠbiases	 ﾠfor	 ﾠ720	 ﾠhigh-ﾭ‐frequency	 ﾠverbs,	 ﾠwhich	 ﾠwere	 ﾠchosen	 ﾠirrespective	 ﾠof	 ﾠcausal	 ﾠstructure	 ﾠ
or	 ﾠIC	 ﾠbias.	 ﾠWe	 ﾠfind	 ﾠthat	 ﾠearlier	 ﾠIC	 ﾠverb	 ﾠtaxonomies	 ﾠfail	 ﾠto	 ﾠcapture	 ﾠthe	 ﾠpattern	 ﾠof	 ﾠresults.	 ﾠIn	 ﾠ
particular,	 ﾠin	 ﾠeach	 ﾠtaxonomy	 ﾠthere	 ﾠare	 ﾠproposed	 ﾠcategories	 ﾠwhich	 ﾠinclude	 ﾠa	 ﾠeven	 ﾠmix	 ﾠof	 ﾠ
subject-ﾭ‐biased	 ﾠverbs	 ﾠand	 ﾠobject-ﾭ‐biased	 ﾠverbs.	 ﾠNonetheless,	 ﾠwhen	 ﾠwe	 ﾠreanalyze	 ﾠthese	 ﾠdata	 ﾠ
according	 ﾠto	 ﾠmore	 ﾠrecent	 ﾠtheories	 ﾠof	 ﾠsemantics,	 ﾠwe	 ﾠfind	 ﾠnew	 ﾠsubclasses	 ﾠof	 ﾠverbs	 ﾠthat	 ﾠhave	 ﾠ
consistent	 ﾠIC	 ﾠbiases.	 ﾠWe	 ﾠthen	 ﾠtest	 ﾠthe	 ﾠreliability	 ﾠand	 ﾠgeneralizability	 ﾠof	 ﾠthese	 ﾠfindings.	 ﾠ
On	 ﾠthe	 ﾠsemantic	 ﾠstructure	 ﾠhypothesis,	 ﾠthere	 ﾠshould	 ﾠbe	 ﾠa	 ﾠrelationship	 ﾠbetween	 ﾠthe	 ﾠ
encoded	 ﾠmeaning	 ﾠof	 ﾠa	 ﾠgiven	 ﾠverb	 ﾠand	 ﾠits	 ﾠIC	 ﾠbias.	 ﾠThe	 ﾠfact	 ﾠthat	 ﾠthere	 ﾠis	 ﾠactive	 ﾠdebate	 ﾠabout	 ﾠthe	 ﾠ
nature	 ﾠof	 ﾠverbal	 ﾠstructures	 ﾠ(Levin	 ﾠ&	 ﾠRappaport	 ﾠHovav,	 ﾠ2005)	 ﾠpresents	 ﾠa	 ﾠchallenge,	 ﾠas	 ﾠan	 ﾠ
account	 ﾠbased	 ﾠon	 ﾠany	 ﾠparticular	 ﾠtheory	 ﾠcould	 ﾠprove	 ﾠwrong	 ﾠeven	 ﾠthough	 ﾠthe	 ﾠgeneral	 ﾠapproach	 ﾠ
is	 ﾠcorrect.	 ﾠWe	 ﾠattempt	 ﾠto	 ﾠcircumvent	 ﾠthis	 ﾠproblem	 ﾠby	 ﾠclassifying	 ﾠverbs	 ﾠnot	 ﾠbased	 ﾠon	 ﾠprimitives	 ﾠ
specific	 ﾠto	 ﾠa	 ﾠparticular	 ﾠtheory,	 ﾠbut	 ﾠbased	 ﾠon	 ﾠthe	 ﾠdata	 ﾠthat	 ﾠall	 ﾠsuch	 ﾠtheories	 ﾠattempt	 ﾠto	 ﾠpredict:	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
2	 ﾠInterestingly,	 ﾠsocial	 ﾠdominance	 ﾠis	 ﾠonly	 ﾠknown	 ﾠto	 ﾠaffect	 ﾠcausal	 ﾠattribution	 ﾠtasks,	 ﾠsuch	 ﾠas	 ﾠthose	 ﾠ
used	 ﾠby	 ﾠBrown	 ﾠand	 ﾠFish	 ﾠ(1983a).	 ﾠThere	 ﾠis	 ﾠlittle	 ﾠevidence	 ﾠthat	 ﾠsuch	 ﾠmanipulations	 ﾠaffect	 ﾠ
pronoun	 ﾠresolution	 ﾠ(Goikoetxea,	 ﾠPascual	 ﾠ&	 ﾠAcha,	 ﾠ2008;	 ﾠHartshorne,	 ﾠsubmitted;	 ﾠbut	 ﾠsee	 ﾠFerstl	 ﾠ
et	 ﾠal.,	 ﾠ2011).	 ﾠ12	 ﾠ
the	 ﾠsentence	 ﾠframes	 ﾠa	 ﾠgiven	 ﾠverb	 ﾠcan	 ﾠappear	 ﾠin.3	 ﾠIn	 ﾠparticular,	 ﾠwe	 ﾠclassify	 ﾠour	 ﾠverbs	 ﾠaccording	 ﾠ
to	 ﾠVerbNet,	 ﾠwhich	 ﾠis	 ﾠan	 ﾠextension	 ﾠof	 ﾠLevin’s	 ﾠ(1993)	 ﾠanalysis	 ﾠof	 ﾠverb	 ﾠargument	 ﾠstructure	 ﾠ
applied	 ﾠto	 ﾠmore	 ﾠverbs	 ﾠand	 ﾠsupplemented	 ﾠwith	 ﾠrefinements	 ﾠsuggested	 ﾠby	 ﾠKorhonen	 ﾠand	 ﾠ
colleagues	 ﾠ(Korhonen	 ﾠ&	 ﾠBriscoe,	 ﾠ2004;	 ﾠKorhonen	 ﾠ&	 ﾠRyant,	 ﾠ2005).4	 ﾠ5,879	 ﾠverbs	 ﾠare	 ﾠdivided	 ﾠin	 ﾠ
274	 ﾠclasses,	 ﾠprimarily	 ﾠdistinguished	 ﾠbased	 ﾠon	 ﾠthe	 ﾠtypes	 ﾠof	 ﾠarguments	 ﾠthe	 ﾠverbs	 ﾠcan	 ﾠtake.	 ﾠThus	 ﾠ
please	 ﾠand	 ﾠlike	 ﾠare	 ﾠin	 ﾠclasses	 ﾠ31.1	 ﾠand	 ﾠ31.2,	 ﾠrespectively,	 ﾠbecause	 ﾠthe	 ﾠlatter	 ﾠcan	 ﾠtake	 ﾠa	 ﾠthat	 ﾠ
complement	 ﾠ(I	 ﾠliked	 ﾠthat	 ﾠhe	 ﾠwas	 ﾠso	 ﾠhonest)	 ﾠwhile	 ﾠthe	 ﾠformer	 ﾠcannot	 ﾠ(*I	 ﾠpleased	 ﾠthat	 ﾠhe	 ﾠwas	 ﾠso	 ﾠ
honest).	 ﾠCritically,	 ﾠverb	 ﾠclasses	 ﾠconsist	 ﾠof	 ﾠverbs	 ﾠthat	 ﾠappear	 ﾠnot	 ﾠjust	 ﾠin	 ﾠthe	 ﾠsame	 ﾠindividual	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
3	 ﾠNot	 ﾠall	 ﾠtheories	 ﾠof	 ﾠsemantics	 ﾠare	 ﾠfocused	 ﾠon	 ﾠsuch	 ﾠissues,	 ﾠand	 ﾠin	 ﾠprinciple	 ﾠIC	 ﾠbias	 ﾠcould	 ﾠbe	 ﾠ
related	 ﾠto	 ﾠan	 ﾠaspect	 ﾠof	 ﾠverbal	 ﾠsemantics	 ﾠnot	 ﾠrelevant	 ﾠto	 ﾠthe	 ﾠverb's	 ﾠdistribution	 ﾠacross	 ﾠsentence	 ﾠ
frames.	 ﾠWe	 ﾠnonetheless	 ﾠfocus	 ﾠon	 ﾠthese	 ﾠframe-ﾭ‐relevant	 ﾠsemantic	 ﾠtheories	 ﾠfor	 ﾠthree	 ﾠreasons.	 ﾠ
First,	 ﾠthis	 ﾠis	 ﾠthe	 ﾠnotion	 ﾠof	 ﾠsemantic	 ﾠstructure	 ﾠinvoked	 ﾠin	 ﾠIC	 ﾠsemantic	 ﾠstructure	 ﾠaccounts	 ﾠsuch	 ﾠas	 ﾠ
Brown	 ﾠand	 ﾠFish	 ﾠ(1983).	 ﾠSecond,	 ﾠthe	 ﾠdistribution	 ﾠof	 ﾠverbs	 ﾠacross	 ﾠsentence	 ﾠframes	 ﾠis	 ﾠan	 ﾠ
objective,	 ﾠeasily-ﾭ‐observable	 ﾠphenomenon.	 ﾠThird,	 ﾠalthough	 ﾠtheories	 ﾠof	 ﾠverb	 ﾠmeaning	 ﾠvary	 ﾠ
along	 ﾠmany	 ﾠdimensions,	 ﾠthe	 ﾠsame	 ﾠclasses	 ﾠof	 ﾠverbs	 ﾠappear	 ﾠrepeatedly	 ﾠacross	 ﾠdifferent	 ﾠtheories	 ﾠ
(Goldberg,	 ﾠ1995;	 ﾠJackendoff,	 ﾠ1992;	 ﾠLevin,	 ﾠ1993;	 ﾠPinker,	 ﾠ1989;	 ﾠPustejovsky,	 ﾠ1995;	 ﾠTalmy,	 ﾠ
2000a,	 ﾠ2000b;	 ﾠVan	 ﾠValin,	 ﾠ2004).	 ﾠ
4	 ﾠThe	 ﾠprimary	 ﾠdifference	 ﾠis	 ﾠthe	 ﾠaddition	 ﾠof	 ﾠnearly	 ﾠtwo	 ﾠhundred	 ﾠsubclasses.	 ﾠThese	 ﾠsubclasses	 ﾠ
play	 ﾠonly	 ﾠa	 ﾠminimal	 ﾠrole	 ﾠin	 ﾠthe	 ﾠpresent	 ﾠanalyses.	 ﾠIn	 ﾠaddition,	 ﾠthe	 ﾠlists	 ﾠof	 ﾠverbs	 ﾠin	 ﾠeach	 ﾠclass	 ﾠare	 ﾠ
more	 ﾠextensive	 ﾠin	 ﾠVerbNet.	 ﾠ	 ﾠ13	 ﾠ
frame,	 ﾠbut	 ﾠin	 ﾠthe	 ﾠsame	 ﾠset	 ﾠof	 ﾠframes	 ﾠ(or	 ﾠalternations).	 ﾠFor	 ﾠinstance,	 ﾠthe	 ﾠverbs	 ﾠin	 ﾠclass	 ﾠ31.2	 ﾠcan	 ﾠ
appear	 ﾠin	 ﾠthe	 ﾠfollowing	 ﾠframes:	 ﾠ	 ﾠ
	 ﾠ (9)	 ﾠ	 ﾠ a.	 ﾠNP	 ﾠV	 ﾠNP	 ﾠ(The	 ﾠtourists	 ﾠliked	 ﾠthe	 ﾠpainting.)	 ﾠ
	 ﾠ 	 ﾠ b.	 ﾠNP	 ﾠV	 ﾠNP	 ﾠ[for]	 ﾠNP	 ﾠ(I	 ﾠliked	 ﾠhim	 ﾠfor	 ﾠhis	 ﾠhonesty.)	 ﾠ
	 ﾠ 	 ﾠ c.	 ﾠNP	 ﾠV	 ﾠNP	 ﾠ[in]	 ﾠNP	 ﾠ(I	 ﾠliked	 ﾠthe	 ﾠhonesty	 ﾠin	 ﾠhim.)	 ﾠ
	 ﾠ 	 ﾠ d.	 ﾠNP	 ﾠV	 ﾠ[that]	 ﾠS	 ﾠ(I	 ﾠliked	 ﾠthat	 ﾠhe	 ﾠwas	 ﾠso	 ﾠhonest.)	 ﾠ
	 ﾠ 	 ﾠ e.	 ﾠNP	 ﾠV	 ﾠS-ﾭ‐ing	 ﾠ(I	 ﾠlike	 ﾠwriting.)	 ﾠ
	 ﾠ 	 ﾠ f.	 ﾠNP	 ﾠV	 ﾠNP	 ﾠS-ﾭ‐ing	 ﾠ(I	 ﾠlike	 ﾠhim	 ﾠwearing	 ﾠsuits.)	 ﾠ
Finally	 ﾠa	 ﾠsmall	 ﾠnumber	 ﾠof	 ﾠverb	 ﾠclasses	 ﾠwere	 ﾠdivided	 ﾠaccording	 ﾠto	 ﾠwhat	 ﾠKipper	 ﾠet	 ﾠal.	 ﾠ(2008)	 ﾠcall	 ﾠ
“considerations	 ﾠof	 ﾠmeaning.”	 ﾠFor	 ﾠinstance,	 ﾠwhile	 ﾠconvert	 ﾠto	 ﾠand	 ﾠturn	 ﾠto	 ﾠare	 ﾠhighly	 ﾠsimilar	 ﾠin	 ﾠ
argument	 ﾠstructure,	 ﾠin	 ﾠ(10)	 ﾠthe	 ﾠstraw	 ﾠactually	 ﾠbecomes	 ﾠgold,	 ﾠwhile	 ﾠin	 ﾠ(11)	 ﾠthe	 ﾠnatives	 ﾠdo	 ﾠnot	 ﾠ
become	 ﾠDeism.	 ﾠ
(10)	 ﾠThe	 ﾠfairy	 ﾠturned	 ﾠthe	 ﾠstraw	 ﾠto	 ﾠgold.	 ﾠ
(11)	 ﾠThe	 ﾠmissionaries	 ﾠconverted	 ﾠthe	 ﾠnatives	 ﾠto	 ﾠDeism.	 ﾠ
Importantly,	 ﾠthese	 ﾠverb	 ﾠclasses	 ﾠare	 ﾠempirical	 ﾠ–	 ﾠrather	 ﾠthan	 ﾠtheoretical	 ﾠ–	 ﾠconstructs,	 ﾠwhich	 ﾠ
must	 ﾠbe	 ﾠexplained	 ﾠon	 ﾠany	 ﾠtheory.	 ﾠMost	 ﾠtheories	 ﾠof	 ﾠlexical	 ﾠsemantics	 ﾠtry	 ﾠto	 ﾠaccount	 ﾠfor	 ﾠthe	 ﾠ
existence	 ﾠof	 ﾠthese	 ﾠclasses	 ﾠby	 ﾠmaking	 ﾠreference	 ﾠto	 ﾠa	 ﾠsmaller	 ﾠnumber	 ﾠof	 ﾠfeatures	 ﾠwhich,	 ﾠin	 ﾠ
combination,	 ﾠgenerate	 ﾠall	 ﾠthe	 ﾠclasses.	 ﾠOn	 ﾠsome	 ﾠaccounts,	 ﾠfor	 ﾠinstance,	 ﾠthe	 ﾠsyntactic	 ﾠbehavior	 ﾠof	 ﾠ
a	 ﾠverb	 ﾠclass	 ﾠis	 ﾠa	 ﾠproduct	 ﾠof	 ﾠthe	 ﾠthematic	 ﾠroles	 ﾠthe	 ﾠverbs	 ﾠin	 ﾠthe	 ﾠclass	 ﾠtake	 ﾠor	 ﾠthe	 ﾠsub-ﾭ‐lexical	 ﾠ
predicates	 ﾠwith	 ﾠwhich	 ﾠthe	 ﾠverbal	 ﾠroot	 ﾠcan	 ﾠcompose	 ﾠ(Levin	 ﾠ&	 ﾠRappaport	 ﾠHovav,	 ﾠ2005).	 ﾠFor	 ﾠIC	 ﾠ
semantic	 ﾠstructure	 ﾠaccounts,	 ﾠwhat	 ﾠis	 ﾠimportant	 ﾠare	 ﾠthese	 ﾠunderlying	 ﾠfeatures,	 ﾠnot	 ﾠthe	 ﾠverb	 ﾠ
class	 ﾠper	 ﾠse.	 ﾠThus,	 ﾠthe	 ﾠVerbNet	 ﾠclasses	 ﾠmay	 ﾠwell	 ﾠbe	 ﾠmore	 ﾠfine-ﾭ‐grained	 ﾠthan	 ﾠis	 ﾠnecessary.	 ﾠ
Nonetheless,	 ﾠwe	 ﾠfocus	 ﾠon	 ﾠthese	 ﾠfine-ﾭ‐grained	 ﾠverb	 ﾠclasses	 ﾠbecause	 ﾠon	 ﾠall	 ﾠsemantic	 ﾠstructure	 ﾠ14	 ﾠ
accounts,	 ﾠverbs	 ﾠwithin	 ﾠa	 ﾠclass	 ﾠshould	 ﾠbehave	 ﾠuniformly	 ﾠwith	 ﾠrespect	 ﾠto	 ﾠIC,	 ﾠwhereas	 ﾠwhich	 ﾠ
verb	 ﾠclasses	 ﾠshould	 ﾠbehave	 ﾠsimilarly	 ﾠto	 ﾠone	 ﾠanother	 ﾠmay	 ﾠvary	 ﾠacross	 ﾠspecific	 ﾠtheoretical	 ﾠ
proposals.	 ﾠHowever,	 ﾠin	 ﾠthe	 ﾠGeneral	 ﾠDiscussion,	 ﾠwe	 ﾠalso	 ﾠevaluate	 ﾠtwo	 ﾠspecific	 ﾠapproaches	 ﾠto	 ﾠ
verb	 ﾠsemantics.	 ﾠ
Apart	 ﾠfrom	 ﾠany	 ﾠtheoretical	 ﾠconsiderations,	 ﾠVerbNet	 ﾠoffers	 ﾠnotable	 ﾠadvantages	 ﾠover	 ﾠ
other	 ﾠapproaches.	 ﾠIt	 ﾠis	 ﾠby	 ﾠfar	 ﾠthe	 ﾠmost	 ﾠcomprehensive	 ﾠsemantic	 ﾠclassification	 ﾠscheme	 ﾠfor	 ﾠ
verbs	 ﾠand	 ﾠis	 ﾠavailable	 ﾠin	 ﾠelectronic	 ﾠformat	 ﾠon	 ﾠthe	 ﾠInternet	 ﾠ
(verbs.colorado.edu/~mpalmer/projects/verbnet.html).	 ﾠ
Experiment	 ﾠ1	 ﾠ
In	 ﾠExperiment	 ﾠ1,	 ﾠwe	 ﾠelicit	 ﾠIC	 ﾠpronoun	 ﾠbiases	 ﾠfor	 ﾠ720	 ﾠhigh-ﾭ‐frequency	 ﾠverbs.	 ﾠAs	 ﾠshown	 ﾠin	 ﾠ
Table	 ﾠ1,	 ﾠexisting	 ﾠIC	 ﾠverb	 ﾠtaxonomies	 ﾠpredict	 ﾠthat	 ﾠmost	 ﾠ(Semin	 ﾠ&	 ﾠFiedler,	 ﾠ1991)	 ﾠor	 ﾠall	 ﾠ(Brown	 ﾠ
&	 ﾠFish,	 ﾠ1983a;	 ﾠRudolph	 ﾠ&	 ﾠForsterling,	 ﾠ1997)	 ﾠverbs	 ﾠshould	 ﾠshow	 ﾠbiases.	 ﾠThe	 ﾠvalidity	 ﾠof	 ﾠthese	 ﾠ
predictions	 ﾠis	 ﾠunknown,	 ﾠas	 ﾠto	 ﾠdate	 ﾠour	 ﾠknowledge	 ﾠof	 ﾠIC	 ﾠhas	 ﾠbeen	 ﾠbased	 ﾠlargely	 ﾠon	 ﾠa	 ﾠlimited	 ﾠ
number	 ﾠof	 ﾠverbs	 ﾠselected	 ﾠprimarily	 ﾠbecause	 ﾠthey	 ﾠare	 ﾠknown	 ﾠto	 ﾠhave	 ﾠstrong	 ﾠIC	 ﾠpronoun	 ﾠbiases.	 ﾠ
In	 ﾠa	 ﾠthorough	 ﾠmeta-ﾭ‐analysis,	 ﾠRudolph	 ﾠand	 ﾠForsterling	 ﾠ(1997)	 ﾠfound	 ﾠthat	 ﾠalthough	 ﾠdozens	 ﾠof	 ﾠ
studies	 ﾠhad	 ﾠbeen	 ﾠconducted	 ﾠand	 ﾠ4	 ﾠdifferent	 ﾠlanguages	 ﾠhad	 ﾠbeen	 ﾠtested,	 ﾠdata	 ﾠon	 ﾠindividual	 ﾠ
verbs	 ﾠhad	 ﾠbeen	 ﾠreported	 ﾠfor	 ﾠonly	 ﾠ256	 ﾠverbs,	 ﾠpartly	 ﾠbecause	 ﾠmany	 ﾠof	 ﾠthe	 ﾠstudies	 ﾠemployed	 ﾠthe	 ﾠ
same	 ﾠsmall	 ﾠset	 ﾠof	 ﾠverbs	 ﾠ(but	 ﾠsee	 ﾠdiscussion	 ﾠof	 ﾠFerstl	 ﾠet	 ﾠal.,	 ﾠ2011,	 ﾠin	 ﾠAppendix	 ﾠC).	 ﾠThis	 ﾠnarrow	 ﾠ
focus	 ﾠincreases	 ﾠthe	 ﾠrisk	 ﾠof	 ﾠover-ﾭ‐fitting	 ﾠthe	 ﾠdata.	 ﾠThus,	 ﾠin	 ﾠExperiment	 ﾠ1,	 ﾠverbs	 ﾠwere	 ﾠchosen	 ﾠ
solely	 ﾠon	 ﾠthe	 ﾠbasis	 ﾠof	 ﾠfrequency	 ﾠand	 ﾠtheir	 ﾠability	 ﾠto	 ﾠhave	 ﾠboth	 ﾠanimate	 ﾠsubjects	 ﾠand	 ﾠobjects.	 ﾠ
We	 ﾠuse	 ﾠthese	 ﾠdata	 ﾠto	 ﾠevaluate	 ﾠthe	 ﾠverb	 ﾠclasses	 ﾠproposed	 ﾠby	 ﾠBrown	 ﾠand	 ﾠFish	 ﾠ(1983a),	 ﾠRudolph	 ﾠ
and	 ﾠForsterling	 ﾠ(1997),	 ﾠand	 ﾠthe	 ﾠLinguistic	 ﾠCategory	 ﾠModel	 ﾠ(Semin	 ﾠ&	 ﾠFiedler,	 ﾠ1998,	 ﾠ1991),	 ﾠand	 ﾠ
then	 ﾠexamine	 ﾠwhether	 ﾠany	 ﾠof	 ﾠthe	 ﾠclasses	 ﾠproposed	 ﾠby	 ﾠVerbNet	 ﾠare	 ﾠsystematic	 ﾠin	 ﾠtheir	 ﾠbias.	 ﾠ15	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Method	 ﾠ
	 ﾠ Participants:	 ﾠParticipants	 ﾠwere	 ﾠrecruited	 ﾠand	 ﾠtested	 ﾠonline	 ﾠthrough	 ﾠcoglanglab.org.	 ﾠWe	 ﾠ
analyzed	 ﾠthe	 ﾠdata	 ﾠfrom	 ﾠthe	 ﾠ1,365	 ﾠparticipants	 ﾠwho	 ﾠwere	 ﾠnative	 ﾠEnglish	 ﾠspeakers,	 ﾠreported	 ﾠnot	 ﾠ
having	 ﾠparticipated	 ﾠin	 ﾠthe	 ﾠexperiment	 ﾠpreviously,	 ﾠand	 ﾠwere	 ﾠover	 ﾠ10	 ﾠyears	 ﾠold	 ﾠ(M=29.9,	 ﾠ
SD=13).	 ﾠ
	 ﾠ Materials	 ﾠand	 ﾠProcedure:	 ﾠAs	 ﾠin	 ﾠprevious	 ﾠstudies,	 ﾠin	 ﾠorder	 ﾠto	 ﾠcreate	 ﾠsentences	 ﾠwith	 ﾠ
ambiguous	 ﾠpronouns,	 ﾠwe	 ﾠselected	 ﾠverbs	 ﾠthat	 ﾠallow	 ﾠboth	 ﾠanimate	 ﾠsubjects	 ﾠand	 ﾠobjects.	 ﾠBecause	 ﾠ
we	 ﾠwanted	 ﾠa	 ﾠsample	 ﾠthat	 ﾠwas	 ﾠboth	 ﾠas	 ﾠrepresentative	 ﾠand	 ﾠunbiased	 ﾠas	 ﾠpossible,	 ﾠthis	 ﾠlast	 ﾠ
criterion	 ﾠwas	 ﾠapplied	 ﾠloosely,	 ﾠleading	 ﾠto	 ﾠthe	 ﾠinclusion	 ﾠof	 ﾠa	 ﾠnumber	 ﾠof	 ﾠverbs	 ﾠthat	 ﾠare	 ﾠmarginal	 ﾠ
with	 ﾠboth	 ﾠanimate	 ﾠsubjects	 ﾠand	 ﾠobjects,	 ﾠor	 ﾠallow	 ﾠthem	 ﾠonly	 ﾠwhen	 ﾠthe	 ﾠverb	 ﾠis	 ﾠused	 ﾠin	 ﾠa	 ﾠ
dispreferred	 ﾠsense	 ﾠ(see	 ﾠAppendixes	 ﾠA-ﾭ‐B).	 ﾠWe	 ﾠchose	 ﾠthe	 ﾠ720	 ﾠmost	 ﾠcommon	 ﾠEnglish	 ﾠverbs	 ﾠ
(Frances	 ﾠand	 ﾠKucera,	 ﾠ1982)	 ﾠthat	 ﾠmet	 ﾠthese	 ﾠcriteria	 ﾠ(Appendix	 ﾠA).	 ﾠ
Each	 ﾠsubject	 ﾠwas	 ﾠtested	 ﾠon	 ﾠ25	 ﾠverbs	 ﾠrandomly	 ﾠsampled	 ﾠfrom	 ﾠthe	 ﾠtotal	 ﾠset.	 ﾠIn	 ﾠorder	 ﾠto	 ﾠ
minimize	 ﾠthe	 ﾠeffects	 ﾠof	 ﾠwords	 ﾠother	 ﾠthan	 ﾠthe	 ﾠverb	 ﾠon	 ﾠthe	 ﾠjudgments,	 ﾠall	 ﾠsentences	 ﾠwere	 ﾠof	 ﾠthe	 ﾠ
form	 ﾠSally	 ﾠVERBs	 ﾠMary	 ﾠbecause	 ﾠshe	 ﾠis	 ﾠa	 ﾠdax.	 ﾠAn	 ﾠexample	 ﾠtrial	 ﾠis	 ﾠpresented	 ﾠbelow:	 ﾠ
(12)	 ﾠSally	 ﾠfrightens	 ﾠMary	 ﾠbecause	 ﾠshe	 ﾠis	 ﾠa	 ﾠdax.	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠWho	 ﾠdo	 ﾠyou	 ﾠthink	 ﾠis	 ﾠthe	 ﾠdax?	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠSally	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠMary	 ﾠ
The	 ﾠparticipant	 ﾠindicated	 ﾠhis/her	 ﾠchoice	 ﾠby	 ﾠclicking	 ﾠone	 ﾠof	 ﾠthe	 ﾠnames	 ﾠwith	 ﾠthe	 ﾠmouse.	 ﾠ
The	 ﾠorder	 ﾠof	 ﾠthe	 ﾠnames	 ﾠ(e.g.,	 ﾠSally,	 ﾠMary)	 ﾠwas	 ﾠrandomized	 ﾠon	 ﾠeach	 ﾠtrial,	 ﾠwith	 ﾠthe	 ﾠgrammatical	 ﾠ
subject	 ﾠsometimes	 ﾠbeing	 ﾠlisted	 ﾠon	 ﾠthe	 ﾠleft	 ﾠand	 ﾠsometimes	 ﾠon	 ﾠthe	 ﾠright.	 ﾠParticipants	 ﾠwere	 ﾠtold	 ﾠa	 ﾠ
dax	 ﾠis	 ﾠa	 ﾠtype	 ﾠof	 ﾠperson,	 ﾠbut	 ﾠgiven	 ﾠno	 ﾠmore	 ﾠinformation.	 ﾠThe	 ﾠsame	 ﾠnovel	 ﾠword	 ﾠwas	 ﾠused	 ﾠfor	 ﾠall	 ﾠ
trials;	 ﾠrandomization	 ﾠof	 ﾠitems	 ﾠacross	 ﾠparticipants	 ﾠshould	 ﾠmitigate	 ﾠany	 ﾠsystematic	 ﾠorder	 ﾠ16	 ﾠ
effects.	 ﾠThe	 ﾠnames	 ﾠ(e.g.,	 ﾠSally	 ﾠand	 ﾠMary)	 ﾠwere	 ﾠchosen	 ﾠrandomly	 ﾠwithout	 ﾠrepetition	 ﾠfor	 ﾠeach	 ﾠ
participant	 ﾠfrom	 ﾠa	 ﾠlist	 ﾠof	 ﾠcommon	 ﾠAmerican	 ﾠfemale	 ﾠnames	 ﾠtaken	 ﾠfrom	 ﾠa	 ﾠrecent	 ﾠcensus.	 ﾠAll	 ﾠ
sentences	 ﾠwere	 ﾠpresented	 ﾠvisually.	 ﾠ
Participants	 ﾠwere	 ﾠgiven	 ﾠtwo	 ﾠexample	 ﾠsentences	 ﾠand	 ﾠencouraged	 ﾠto	 ﾠrecognize	 ﾠthe	 ﾠ
ambiguity	 ﾠof	 ﾠthe	 ﾠpronoun	 ﾠ(e.g.,	 ﾠSally	 ﾠhelps	 ﾠMary	 ﾠbecause	 ﾠshe	 ﾠis	 ﾠa	 ﾠdax.	 ﾠYou	 ﾠmight	 ﾠthink	 ﾠthat	 ﾠdaxes	 ﾠ
are	 ﾠvery	 ﾠhelpful	 ﾠand	 ﾠthat	 ﾠSally	 ﾠis	 ﾠthe	 ﾠdax.	 ﾠOtherwise,	 ﾠyou	 ﾠmight	 ﾠimagine	 ﾠthat	 ﾠin	 ﾠthis	 ﾠstory	 ﾠdaxes	 ﾠ
deserve	 ﾠhelp	 ﾠand	 ﾠthat	 ﾠMary,	 ﾠa	 ﾠdax,	 ﾠgets	 ﾠhelp	 ﾠfrom	 ﾠSally).	 ﾠ
Taxonomies:	 ﾠMany	 ﾠverbs	 ﾠhave	 ﾠmultiple	 ﾠmeanings.	 ﾠFor	 ﾠinstance,	 ﾠMary	 ﾠtouches	 ﾠSally	 ﾠcan	 ﾠ
be	 ﾠinterpreted	 ﾠas	 ﾠa	 ﾠcontact	 ﾠevent	 ﾠor	 ﾠas	 ﾠa	 ﾠpsychological	 ﾠevent.	 ﾠThis	 ﾠnot	 ﾠonly	 ﾠcomplicates	 ﾠ
classifying	 ﾠthe	 ﾠverb	 ﾠfor	 ﾠtaxonomic	 ﾠanalysis,	 ﾠbut	 ﾠintroduces	 ﾠnoise	 ﾠas	 ﾠdifferent	 ﾠparticipants	 ﾠmay	 ﾠ
interpret	 ﾠthe	 ﾠverb	 ﾠdifferently,	 ﾠthus	 ﾠarriving	 ﾠat	 ﾠdifferent	 ﾠIC	 ﾠbiases.	 ﾠ(Interestingly,	 ﾠdespite	 ﾠthe	 ﾠ
ubiquity	 ﾠof	 ﾠverbal	 ﾠpolysemy,	 ﾠthis	 ﾠissue	 ﾠdoes	 ﾠnot	 ﾠappear	 ﾠto	 ﾠhave	 ﾠbeen	 ﾠaddressed	 ﾠpreviously	 ﾠin	 ﾠ
the	 ﾠIC	 ﾠliterature.)	 ﾠThus,	 ﾠfor	 ﾠall	 ﾠanalyses	 ﾠinvolving	 ﾠverb	 ﾠtaxonomies	 ﾠwe	 ﾠexcluded	 ﾠall	 ﾠpolysemous	 ﾠ
verbs,	 ﾠoperationalized	 ﾠas	 ﾠverbs	 ﾠthat	 ﾠfall	 ﾠinto	 ﾠmore	 ﾠthan	 ﾠone	 ﾠVerbNet	 ﾠclass,	 ﾠunless	 ﾠthe	 ﾠsentence	 ﾠ
frame	 ﾠthat	 ﾠwas	 ﾠused	 ﾠin	 ﾠthe	 ﾠstudy	 ﾠruled	 ﾠout	 ﾠconsideration	 ﾠof	 ﾠthe	 ﾠadditional	 ﾠclass	 ﾠ(e.g.,	 ﾠbecause	 ﾠ
it	 ﾠrequires	 ﾠan	 ﾠintransitive	 ﾠframe	 ﾠor	 ﾠan	 ﾠinanimate	 ﾠobject),	 ﾠleaving	 ﾠus	 ﾠwith	 ﾠ328	 ﾠmonosemic	 ﾠ
verbs,	 ﾠwhich	 ﾠwe	 ﾠclassified	 ﾠaccording	 ﾠto	 ﾠfour	 ﾠwell-ﾭ‐known	 ﾠIC	 ﾠverb	 ﾠtaxonomies:	 ﾠ
Brown	 ﾠ&	 ﾠFish	 ﾠ(1983a).	 ﾠThe	 ﾠBrown	 ﾠ&	 ﾠFish	 ﾠtaxonomy	 ﾠconsisted	 ﾠof	 ﾠtwo	 ﾠtypes	 ﾠof	 ﾠpsych	 ﾠ
verbs	 ﾠ(experiencer-ﾭ‐stimulus	 ﾠverbs	 ﾠand	 ﾠstimulus-ﾭ‐experiencer	 ﾠverbs)	 ﾠand	 ﾠaction	 ﾠverbs.	 ﾠBrown	 ﾠ
and	 ﾠFish	 ﾠ(1983a)	 ﾠdo	 ﾠnot	 ﾠgive	 ﾠexplicit	 ﾠdefinitions	 ﾠof	 ﾠthese	 ﾠclasses.	 ﾠBased	 ﾠon	 ﾠexamples	 ﾠgiven	 ﾠby	 ﾠ
Brown	 ﾠand	 ﾠFish,	 ﾠwe	 ﾠassume	 ﾠpsych	 ﾠverbs	 ﾠinclude	 ﾠall	 ﾠverbs	 ﾠof	 ﾠemotion	 ﾠ(fear,	 ﾠfrighten),	 ﾠcognition	 ﾠ
(know,	 ﾠunderstand)	 ﾠand	 ﾠperception	 ﾠ(see,	 ﾠhear).	 ﾠTransitive	 ﾠpsych	 ﾠverbs	 ﾠare	 ﾠeasily	 ﾠidentified	 ﾠin	 ﾠ
VerbNet:	 ﾠclasses	 ﾠ30.1	 ﾠ(detect,	 ﾠhear),	 ﾠ30.2	 ﾠ(discover,	 ﾠrecognize),	 ﾠ31.2	 ﾠ(fear,	 ﾠlove),	 ﾠ32.1	 ﾠ(covet,	 ﾠ17	 ﾠ
crave),	 ﾠ87.2	 ﾠ(misinterpret,	 ﾠmisunderstand)	 ﾠare	 ﾠexperiencer-ﾭ‐stimulus	 ﾠand	 ﾠclass	 ﾠ31.1	 ﾠ(frighten,	 ﾠ
surprise)	 ﾠis	 ﾠstimulus-ﾭ‐experiencer.	 ﾠAll	 ﾠother	 ﾠverbs	 ﾠwere	 ﾠclassified	 ﾠas	 ﾠaction	 ﾠverbs.	 ﾠ	 ﾠ
Rudolph	 ﾠ&	 ﾠForsterling	 ﾠ(1997)	 ﾠ/	 ﾠMcKoon	 ﾠet	 ﾠal.	 ﾠ(1993).	 ﾠRudolph	 ﾠand	 ﾠForsterling	 ﾠ(1997)	 ﾠ
adopt	 ﾠthe	 ﾠBrown	 ﾠ&	 ﾠFish	 ﾠclassifications	 ﾠof	 ﾠexperiencer-ﾭ‐stimulus	 ﾠand	 ﾠstimulus-ﾭ‐experiencer	 ﾠ
verbs,	 ﾠbut	 ﾠdivide	 ﾠaction	 ﾠverbs	 ﾠinto	 ﾠagent-ﾭ‐evocator	 ﾠand	 ﾠagent-ﾭ‐patient	 ﾠverbs	 ﾠbased	 ﾠon	 ﾠtheir	 ﾠ
implicit	 ﾠcausality	 ﾠbias	 ﾠ(the	 ﾠformer	 ﾠare	 ﾠdefined	 ﾠas	 ﾠobject-ﾭ‐biased;	 ﾠthe	 ﾠlatter,	 ﾠsubject-ﾭ‐biased).	 ﾠTo	 ﾠ
make	 ﾠthis	 ﾠa	 ﾠnon-ﾭ‐circular	 ﾠtaxonomy,	 ﾠwe	 ﾠfollow	 ﾠFerstl	 ﾠet	 ﾠal.	 ﾠ(2011)	 ﾠin	 ﾠclassifying	 ﾠthe	 ﾠexamples	 ﾠ
of	 ﾠagent-ﾭ‐evocator	 ﾠverbs	 ﾠgiven	 ﾠby	 ﾠRudolph	 ﾠand	 ﾠForsterling	 ﾠ(1997)	 ﾠaccording	 ﾠto	 ﾠVerbNet	 ﾠand	 ﾠ
then	 ﾠtagging	 ﾠall	 ﾠverbs	 ﾠin	 ﾠthose	 ﾠclasses	 ﾠas	 ﾠagent-ﾭ‐evocator.	 ﾠThe	 ﾠintuition	 ﾠhere	 ﾠis	 ﾠthat	 ﾠon	 ﾠany	 ﾠ
semantic	 ﾠstructure	 ﾠaccount,	 ﾠverbs	 ﾠwith	 ﾠsimilar	 ﾠmeanings	 ﾠshould	 ﾠhave	 ﾠsimilar	 ﾠbiases	 ﾠ(and	 ﾠverbs	 ﾠ
within	 ﾠone	 ﾠVerbNet	 ﾠclass	 ﾠhave	 ﾠhighly	 ﾠsimilar	 ﾠmeanings).	 ﾠThe	 ﾠonly	 ﾠverb	 ﾠclass	 ﾠexemplified	 ﾠby	 ﾠat	 ﾠ
least	 ﾠone	 ﾠmonosemic	 ﾠverb	 ﾠwas	 ﾠclass	 ﾠ33	 ﾠ(praise,	 ﾠslander)	 ﾠ(for	 ﾠpolysemous	 ﾠverbs,	 ﾠit	 ﾠis	 ﾠ
impossible	 ﾠto	 ﾠknow	 ﾠwhich	 ﾠmeaning	 ﾠthe	 ﾠauthors	 ﾠintended	 ﾠto	 ﾠinvoke).	 ﾠAll	 ﾠother	 ﾠaction	 ﾠverbs	 ﾠ
were	 ﾠclassified	 ﾠas	 ﾠagent-ﾭ‐patient.	 ﾠThis	 ﾠresults	 ﾠin	 ﾠa	 ﾠtaxonomy	 ﾠidentical	 ﾠto	 ﾠthat	 ﾠproposed	 ﾠby	 ﾠ
McKoon	 ﾠet	 ﾠal.	 ﾠ(1993).	 ﾠ
It	 ﾠshould	 ﾠbe	 ﾠnoted	 ﾠthat	 ﾠRudolph	 ﾠand	 ﾠForsterling	 ﾠ(1997)	 ﾠalso	 ﾠinclude	 ﾠclass	 ﾠ33	 ﾠverbs	 ﾠin	 ﾠ
their	 ﾠlist	 ﾠof	 ﾠagent-ﾭ‐patient	 ﾠverbs	 ﾠ(slander),	 ﾠand	 ﾠthus	 ﾠby	 ﾠthe	 ﾠlogic	 ﾠused	 ﾠabove	 ﾠthis	 ﾠclass	 ﾠis	 ﾠboth	 ﾠ
agent-ﾭ‐patient	 ﾠand	 ﾠagent-ﾭ‐evocator.	 ﾠHowever,	 ﾠthe	 ﾠmodel	 ﾠwith	 ﾠclass	 ﾠ33	 ﾠverbs	 ﾠas	 ﾠagent-ﾭ‐evocator	 ﾠ
performs	 ﾠthe	 ﾠbest,	 ﾠand	 ﾠso	 ﾠthat	 ﾠis	 ﾠthe	 ﾠonly	 ﾠone	 ﾠdiscussed	 ﾠbelow.	 ﾠNote	 ﾠthat	 ﾠMcKoon	 ﾠet	 ﾠal.	 ﾠ(1993)	 ﾠ
specifically	 ﾠsingle	 ﾠout	 ﾠclass	 ﾠ33	 ﾠverbs	 ﾠ(praise,	 ﾠslander)	 ﾠas	 ﾠobject	 ﾠbiased,	 ﾠand	 ﾠthus	 ﾠfor	 ﾠthem	 ﾠthe	 ﾠ
problem	 ﾠdoes	 ﾠnot	 ﾠarise.	 ﾠ
Au	 ﾠ(1986).	 ﾠAu’s	 ﾠtaxonomy	 ﾠis	 ﾠfor	 ﾠmost	 ﾠpurposes	 ﾠidentical	 ﾠto	 ﾠRudolph	 ﾠand	 ﾠForsterling’s.	 ﾠ
There	 ﾠare	 ﾠtwo	 ﾠclasses	 ﾠof	 ﾠaction	 ﾠverbs:	 ﾠaction-ﾭ‐agent,	 ﾠdefined	 ﾠas	 ﾠsubject-ﾭ‐biased	 ﾠaction	 ﾠverbs,	 ﾠ18	 ﾠ
and	 ﾠaction-ﾭ‐patient,	 ﾠdefined	 ﾠas	 ﾠobject-ﾭ‐biased	 ﾠaction	 ﾠverbs	 ﾠ(again,	 ﾠpsych	 ﾠverbs	 ﾠare	 ﾠhandled	 ﾠ
identically	 ﾠto	 ﾠBrown	 ﾠand	 ﾠFish).	 ﾠThe	 ﾠprimary	 ﾠdifference	 ﾠis	 ﾠthat	 ﾠAu	 ﾠprovides	 ﾠmore	 ﾠexamples	 ﾠof	 ﾠ
verbs	 ﾠin	 ﾠthe	 ﾠtwo	 ﾠaction	 ﾠverb	 ﾠclasses:	 ﾠall	 ﾠmonosemic	 ﾠaction-ﾭ‐patient	 ﾠexamples	 ﾠwere	 ﾠeither	 ﾠin	 ﾠ
VerbNet	 ﾠclass	 ﾠ33	 ﾠ(praise,	 ﾠslander)	 ﾠor	 ﾠclass	 ﾠ45.4	 ﾠ(cool,	 ﾠimprove).	 ﾠAs	 ﾠwas	 ﾠthe	 ﾠcase	 ﾠwith	 ﾠRudolph	 ﾠ
and	 ﾠForsterling,	 ﾠverbs	 ﾠfrom	 ﾠboth	 ﾠthese	 ﾠclasses	 ﾠare	 ﾠalso	 ﾠincluded	 ﾠin	 ﾠthe	 ﾠsubject-ﾭ‐biased	 ﾠaction-ﾭ‐
agent	 ﾠclass.	 ﾠHowever,	 ﾠattempting	 ﾠto	 ﾠaccount	 ﾠfor	 ﾠthis	 ﾠleads	 ﾠto	 ﾠtaxonomies	 ﾠthat	 ﾠperform	 ﾠeven	 ﾠ
more	 ﾠpoorly	 ﾠand	 ﾠthus	 ﾠare	 ﾠnot	 ﾠdiscussed	 ﾠfurther	 ﾠhere.	 ﾠ	 ﾠ
	 ﾠ Linguistic	 ﾠCategory	 ﾠModel.	 ﾠThe	 ﾠmost	 ﾠcomprehensive	 ﾠdescription	 ﾠof	 ﾠthe	 ﾠLinguistic	 ﾠ
Category	 ﾠModel	 ﾠappears	 ﾠin	 ﾠSemin	 ﾠand	 ﾠFielder	 ﾠ(1991),	 ﾠwho	 ﾠidentify	 ﾠfour	 ﾠtypes	 ﾠof	 ﾠverbs:	 ﾠstate	 ﾠ
verbs,	 ﾠstate	 ﾠaction	 ﾠverbs,	 ﾠdescriptive	 ﾠaction	 ﾠverbs	 ﾠand	 ﾠinterpretive	 ﾠaction	 ﾠverbs.	 ﾠThe	 ﾠfirst	 ﾠtwo	 ﾠ
classes	 ﾠappear	 ﾠto	 ﾠbe	 ﾠidentical	 ﾠto	 ﾠexperiencer-ﾭ‐stimulus	 ﾠand	 ﾠstimulus-ﾭ‐experiencer	 ﾠverbs,	 ﾠ
respectively	 ﾠ(the	 ﾠformer	 ﾠ"refer	 ﾠto	 ﾠmental	 ﾠand	 ﾠemotional	 ﾠstates;	 ﾠno	 ﾠclear	 ﾠdefinition	 ﾠof	 ﾠ
beginning	 ﾠand	 ﾠend;	 ﾠdo	 ﾠnot	 ﾠreadily	 ﾠtake	 ﾠprogressive	 ﾠforms;	 ﾠnot	 ﾠfreely	 ﾠused	 ﾠin	 ﾠimperatives"	 ﾠ(p.	 ﾠ
5),	 ﾠand	 ﾠthe	 ﾠlatter	 ﾠdescribe	 ﾠan	 ﾠ"implicit	 ﾠaction	 ﾠframe	 ﾠby	 ﾠthe	 ﾠsentence	 ﾠsubject	 ﾠthat	 ﾠleads	 ﾠto	 ﾠthe	 ﾠ
experience	 ﾠof	 ﾠa	 ﾠstate	 ﾠin	 ﾠthe	 ﾠobject	 ﾠof	 ﾠthe	 ﾠsentence"	 ﾠ(p.	 ﾠ6)).	 ﾠThe	 ﾠremaining	 ﾠverbs	 ﾠare	 ﾠeither	 ﾠ
descriptive	 ﾠaction	 ﾠverbs,	 ﾠwhich	 ﾠentail	 ﾠthat	 ﾠthe	 ﾠaction	 ﾠhave	 ﾠone	 ﾠphysically	 ﾠinvariant	 ﾠfeature,	 ﾠor	 ﾠ
interpretive	 ﾠaction	 ﾠverbs,	 ﾠwhich	 ﾠdo	 ﾠnot.	 ﾠThe	 ﾠauthors	 ﾠseem	 ﾠto	 ﾠhave	 ﾠin	 ﾠmind	 ﾠa	 ﾠfairly	 ﾠliberal	 ﾠ
notion	 ﾠof	 ﾠwhat	 ﾠis	 ﾠ"physically	 ﾠinvariant".	 ﾠExamples	 ﾠof	 ﾠsuch	 ﾠverbs	 ﾠinclude	 ﾠmeet,	 ﾠsummon,	 ﾠstop,	 ﾠ
prepare,	 ﾠvisit	 ﾠand	 ﾠwake	 ﾠup	 ﾠ(Semin	 ﾠ&	 ﾠFiedler,	 ﾠ1988,	 ﾠ1991;	 ﾠSemin	 ﾠ&	 ﾠMarsman,	 ﾠ1994).	 ﾠ
Interpretive	 ﾠaction	 ﾠverbs	 ﾠare	 ﾠpredicted	 ﾠto	 ﾠbe	 ﾠsubject-ﾭ‐biased,	 ﾠwhereas	 ﾠdescriptive	 ﾠaction	 ﾠverbs	 ﾠ19	 ﾠ
are	 ﾠpredicted	 ﾠto	 ﾠbe	 ﾠnon-ﾭ‐biased.	 ﾠIn	 ﾠorder	 ﾠto	 ﾠavoid	 ﾠexperimenter	 ﾠbias,	 ﾠwe	 ﾠasked	 ﾠnaive	 ﾠ
participants	 ﾠto	 ﾠcode	 ﾠverbs	 ﾠaccording	 ﾠto	 ﾠthe	 ﾠdefinitions	 ﾠdescribed	 ﾠabove.5	 ﾠ	 ﾠ
Results	 ﾠ	 ﾠ
We	 ﾠfirst	 ﾠprovide	 ﾠa	 ﾠdescriptive	 ﾠoverview	 ﾠof	 ﾠthe	 ﾠresults.	 ﾠWe	 ﾠthen	 ﾠevaluate	 ﾠthe	 ﾠpredictions	 ﾠ
of	 ﾠeach	 ﾠof	 ﾠthe	 ﾠprevious	 ﾠtaxonomies.	 ﾠFinally,	 ﾠwe	 ﾠevaluate	 ﾠa	 ﾠnew	 ﾠtaxonomy	 ﾠbased	 ﾠon	 ﾠVerbNet.	 ﾠ
Each	 ﾠverb	 ﾠwas	 ﾠevaluated	 ﾠby	 ﾠan	 ﾠaverage	 ﾠof	 ﾠ47	 ﾠparticipants.	 ﾠThe	 ﾠdistribution	 ﾠof	 ﾠresults	 ﾠis	 ﾠ
shown	 ﾠin	 ﾠFigure	 ﾠ1,	 ﾠand	 ﾠresults	 ﾠfor	 ﾠeach	 ﾠverb	 ﾠare	 ﾠpresented	 ﾠin	 ﾠAppendix	 ﾠA.	 ﾠAcross	 ﾠall	 ﾠ720	 ﾠ
verbs,	 ﾠthere	 ﾠwas	 ﾠa	 ﾠslight	 ﾠoverall	 ﾠbias	 ﾠin	 ﾠfavor	 ﾠof	 ﾠchoosing	 ﾠthe	 ﾠobject	 ﾠas	 ﾠthe	 ﾠreferent	 ﾠof	 ﾠshe	 ﾠ
(overall	 ﾠobject	 ﾠbias:	 ﾠ59.2%,	 ﾠSE=0.6%,	 ﾠt(719)=15.93,p<.0001).	 ﾠ37	 ﾠverbs	 ﾠexhibited	 ﾠa	 ﾠsignificant	 ﾠ
subject	 ﾠbias	 ﾠ(p’s≤.05)	 ﾠand	 ﾠ265	 ﾠa	 ﾠsignificant	 ﾠobject	 ﾠbias	 ﾠ(p’s≤.05).	 ﾠOf	 ﾠthese,	 ﾠ3	 ﾠsubject-ﾭ‐biased	 ﾠand	 ﾠ
93	 ﾠobject-ﾭ‐biased	 ﾠverbs	 ﾠsurvive	 ﾠa	 ﾠconservative	 ﾠBonferroni	 ﾠcorrection	 ﾠfor	 ﾠ720	 ﾠcomparisons.	 ﾠ
Thus,	 ﾠthe	 ﾠbulk	 ﾠof	 ﾠthe	 ﾠverbs	 ﾠtested	 ﾠshowed	 ﾠno	 ﾠstrong	 ﾠbias,	 ﾠa	 ﾠfact	 ﾠconfirmed	 ﾠby	 ﾠHartigan	 ﾠdip	 ﾠtest	 ﾠ
analyses	 ﾠ(Hartigan	 ﾠ&	 ﾠHartigan,	 ﾠ1985)	 ﾠimplemented	 ﾠin	 ﾠR	 ﾠ(Maechler,	 ﾠ2009;	 ﾠR	 ﾠDevelopment	 ﾠCore	 ﾠ
Team,	 ﾠ2009),	 ﾠwhich	 ﾠfound	 ﾠno	 ﾠevidence	 ﾠof	 ﾠa	 ﾠbimodal	 ﾠdistribution	 ﾠin	 ﾠIC	 ﾠbias	 ﾠ(.009,	 ﾠp>.9).	 ﾠThis	 ﾠis	 ﾠ
consistent	 ﾠwith	 ﾠprevious	 ﾠreports	 ﾠthat	 ﾠmany	 ﾠverbs	 ﾠdo	 ﾠnot	 ﾠelicit	 ﾠa	 ﾠsystematic	 ﾠpronoun	 ﾠbias	 ﾠ
(Garvey	 ﾠet	 ﾠal.,	 ﾠ1974;	 ﾠSemin	 ﾠ&	 ﾠFiedler,	 ﾠ1991).	 ﾠ	 ﾠ
We	 ﾠinvestigated	 ﾠwhether	 ﾠthis	 ﾠunimodality	 ﾠwas	 ﾠdue	 ﾠto	 ﾠnoise	 ﾠin	 ﾠthe	 ﾠdistribution	 ﾠcaused	 ﾠ
by	 ﾠpolysemous	 ﾠverbs.	 ﾠAfter	 ﾠexcluding	 ﾠall	 ﾠverbs	 ﾠwith	 ﾠmore	 ﾠthan	 ﾠone	 ﾠpossible	 ﾠuse,	 ﾠthe	 ﾠ
remaining	 ﾠ328	 ﾠmonosemic	 ﾠverbs	 ﾠagain	 ﾠshowed	 ﾠa	 ﾠbroad	 ﾠdistribution	 ﾠof	 ﾠbiases	 ﾠ(Figure	 ﾠ2)	 ﾠwith	 ﾠa	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
5	 ﾠThe	 ﾠ328	 ﾠmonosemic	 ﾠverbs	 ﾠ(see	 ﾠbelow)	 ﾠwere	 ﾠdivided	 ﾠinto	 ﾠ8	 ﾠlists.	 ﾠ12	 ﾠEnglish-ﾭ‐speaking	 ﾠ
participants	 ﾠrecruited	 ﾠthrough	 ﾠAmazon	 ﾠMechanical	 ﾠTurk	 ﾠparticipated	 ﾠin	 ﾠeach	 ﾠlist,	 ﾠwith	 ﾠ23	 ﾠ
excluded	 ﾠfor	 ﾠfailing	 ﾠto	 ﾠfollow	 ﾠdirections.	 ﾠ	 ﾠ20	 ﾠ
slight	 ﾠoverall	 ﾠobject	 ﾠbias	 ﾠ(58.4%	 ﾠchoosing	 ﾠobject,	 ﾠSE=0.9%,	 ﾠt(327)=9.48,	 ﾠp<.0001).	 ﾠAgain,	 ﾠ
there	 ﾠis	 ﾠno	 ﾠevidence	 ﾠof	 ﾠa	 ﾠbimodal	 ﾠdistribution	 ﾠ(Hartigan’s	 ﾠdip=0.015,	 ﾠp>.6),	 ﾠagain	 ﾠindicating	 ﾠ
that	 ﾠa	 ﾠsignificant	 ﾠproportion	 ﾠof	 ﾠthe	 ﾠverbs	 ﾠshowed	 ﾠno	 ﾠclear	 ﾠIC	 ﾠpronoun	 ﾠbias.	 ﾠThis	 ﾠpattern	 ﾠis	 ﾠnot	 ﾠ
attributable	 ﾠto	 ﾠthe	 ﾠinclusion	 ﾠof	 ﾠverbs	 ﾠthat	 ﾠare	 ﾠmarginal	 ﾠfor	 ﾠtwo	 ﾠanimate	 ﾠarguments;	 ﾠmany	 ﾠ
verbs	 ﾠthat	 ﾠtypically	 ﾠtake	 ﾠtwo	 ﾠanimate	 ﾠarguments	 ﾠ(troubles,	 ﾠcommands,	 ﾠteaches)	 ﾠshowed	 ﾠno	 ﾠ
clear	 ﾠIC	 ﾠbias	 ﾠ(see	 ﾠalso	 ﾠAppendix	 ﾠA).	 ﾠ	 ﾠ
These	 ﾠresults	 ﾠare	 ﾠproblematic	 ﾠfor	 ﾠprevious	 ﾠtaxonomies	 ﾠon	 ﾠwhich	 ﾠmost	 ﾠor	 ﾠall	 ﾠverbs	 ﾠ
should	 ﾠexhibit	 ﾠIC	 ﾠbiases	 ﾠ(Table	 ﾠ1).	 ﾠWe	 ﾠconsidered	 ﾠthe	 ﾠIC	 ﾠbiases	 ﾠfor	 ﾠeach	 ﾠof	 ﾠthe	 ﾠclasses	 ﾠin	 ﾠthe	 ﾠ
four	 ﾠprevious	 ﾠtaxonomies.	 ﾠBecause	 ﾠwe	 ﾠare	 ﾠprimarily	 ﾠinterested	 ﾠin	 ﾠknowing	 ﾠwhether	 ﾠverb	 ﾠclass	 ﾠ
predicts	 ﾠIC	 ﾠbias	 ﾠbetter	 ﾠthan	 ﾠthe	 ﾠgrand	 ﾠmean,	 ﾠand	 ﾠthe	 ﾠgrand	 ﾠmean	 ﾠin	 ﾠthis	 ﾠexperiment	 ﾠwas	 ﾠ
object-ﾭ‐biased,	 ﾠwe	 ﾠcompared	 ﾠthe	 ﾠIC	 ﾠbiases	 ﾠin	 ﾠeach	 ﾠclass	 ﾠto	 ﾠthe	 ﾠgrand	 ﾠmean	 ﾠfor	 ﾠmonosemic	 ﾠ
verbs	 ﾠ(58.4%).	 ﾠWhile	 ﾠanalyses	 ﾠbased	 ﾠon	 ﾠthese	 ﾠtaxonomies	 ﾠconfirmed	 ﾠthat	 ﾠstimulus-ﾭ‐
experiencer	 ﾠpsych	 ﾠverbs	 ﾠare	 ﾠsubject-ﾭ‐biased	 ﾠand	 ﾠexperiencer-ﾭ‐stimulus	 ﾠpsych	 ﾠverbs	 ﾠare	 ﾠobject	 ﾠ
biased	 ﾠ-ﾭ‐-ﾭ‐	 ﾠa	 ﾠprediction	 ﾠcommon	 ﾠto	 ﾠBrown	 ﾠand	 ﾠFish	 ﾠ(1983a),	 ﾠRudolph	 ﾠand	 ﾠForsterling	 ﾠ(1997),	 ﾠ
and	 ﾠthe	 ﾠLinguistic	 ﾠCategory	 ﾠModel	 ﾠ(Semin	 ﾠ&	 ﾠFiedler,	 ﾠ1988,	 ﾠ1991)	 ﾠ-ﾭ‐-ﾭ‐	 ﾠthese	 ﾠtaxonomies	 ﾠdo	 ﾠnot	 ﾠ
isolate	 ﾠnon-ﾭ‐psych	 ﾠverbs	 ﾠwhich	 ﾠare	 ﾠsubject	 ﾠbiased,	 ﾠand	 ﾠall	 ﾠbut	 ﾠthe	 ﾠRudolph	 ﾠand	 ﾠForsterling	 ﾠ/	 ﾠ
McKoon	 ﾠet	 ﾠal.	 ﾠtaxonomy	 ﾠfail	 ﾠto	 ﾠisolate	 ﾠnon-ﾭ‐psych	 ﾠverbs	 ﾠwhich	 ﾠare	 ﾠobject	 ﾠbiased	 ﾠ(Table	 ﾠ2).	 ﾠThis	 ﾠ
is	 ﾠdespite	 ﾠthe	 ﾠfact	 ﾠthat	 ﾠmany	 ﾠsuch	 ﾠverbs	 ﾠdo	 ﾠhave	 ﾠsignificant	 ﾠbiases	 ﾠ(Appendix	 ﾠA).	 ﾠ
	 ﾠ In	 ﾠthe	 ﾠcase	 ﾠof	 ﾠthe	 ﾠLinguistic	 ﾠCategory	 ﾠModel,	 ﾠwe	 ﾠconsidered	 ﾠthe	 ﾠpossibility	 ﾠthat	 ﾠnaive	 ﾠ
participants	 ﾠdid	 ﾠnot	 ﾠhave	 ﾠthe	 ﾠmetalinguistic	 ﾠknowledge	 ﾠto	 ﾠaccurately	 ﾠdistinguish	 ﾠdescriptive	 ﾠ
action	 ﾠand	 ﾠinterpretive	 ﾠaction	 ﾠverbs.	 ﾠThe	 ﾠfirst	 ﾠauthor	 ﾠrecoded	 ﾠall	 ﾠ328	 ﾠmonosemic	 ﾠverbs	 ﾠtwice:	 ﾠ
first	 ﾠwith	 ﾠa	 ﾠrelatively	 ﾠstrict	 ﾠinterpretation	 ﾠof	 ﾠSemin	 ﾠand	 ﾠFiedler's	 ﾠ(1991)	 ﾠdefinition	 ﾠof	 ﾠ
descriptive-ﾭ‐action	 ﾠverbs,	 ﾠand	 ﾠsecond	 ﾠwith	 ﾠa	 ﾠbroader	 ﾠinterpretation	 ﾠso	 ﾠas	 ﾠto	 ﾠinclude	 ﾠverbs	 ﾠof	 ﾠ21	 ﾠ
communication	 ﾠ(cf	 ﾠsummon	 ﾠand	 ﾠcall	 ﾠ(Semin	 ﾠ&	 ﾠFiedler,	 ﾠ1988)).	 ﾠOn	 ﾠthe	 ﾠformer	 ﾠ(strict)	 ﾠ
taxonomy,	 ﾠagain	 ﾠneither	 ﾠclass	 ﾠwas	 ﾠsignificantly	 ﾠbiased.	 ﾠOn	 ﾠthe	 ﾠlatter	 ﾠ(broad)	 ﾠtaxonomy,	 ﾠ
interpretive	 ﾠaction	 ﾠverbs	 ﾠwere	 ﾠagain	 ﾠnon-ﾭ‐biased	 ﾠ(Num.=214,	 ﾠMdiff=-ﾭ‐1%,	 ﾠSD=16%,	 ﾠt=1.07,	 ﾠ
p=.29),	 ﾠwhile	 ﾠdescriptive	 ﾠaction	 ﾠverbs	 ﾠwere	 ﾠsignificantly	 ﾠobject-ﾭ‐biased	 ﾠ(Num.=66,	 ﾠMdiff=+4%,	 ﾠ
SD=13%,	 ﾠt=2.31,	 ﾠp=.02),	 ﾠin	 ﾠboth	 ﾠcases	 ﾠcontrary	 ﾠto	 ﾠpredictions	 ﾠ(Table	 ﾠ1).	 ﾠNote	 ﾠthat	 ﾠeven	 ﾠthis	 ﾠ
latter	 ﾠeffect	 ﾠwas	 ﾠsmall,	 ﾠand	 ﾠonly	 ﾠa	 ﾠslight	 ﾠmajority	 ﾠof	 ﾠthe	 ﾠverbs	 ﾠwere	 ﾠnumerically	 ﾠmore	 ﾠobject-ﾭ‐
biased	 ﾠthan	 ﾠthe	 ﾠgrand	 ﾠmean	 ﾠ(38	 ﾠof	 ﾠ66).	 ﾠ
Thus,	 ﾠwhen	 ﾠtested	 ﾠagainst	 ﾠa	 ﾠrepresentative	 ﾠsample	 ﾠof	 ﾠverbs,	 ﾠnone	 ﾠof	 ﾠthe	 ﾠprevious	 ﾠ
taxonomies	 ﾠdiscussed	 ﾠsuccessfully	 ﾠpicked	 ﾠout	 ﾠboth	 ﾠsubject-ﾭ‐	 ﾠand	 ﾠobject-ﾭ‐biased	 ﾠaction	 ﾠverbs.	 ﾠ	 ﾠ
VerbNet	 ﾠVerb	 ﾠClass	 ﾠAnalyses	 ﾠ
	 ﾠ We	 ﾠclassified	 ﾠthe	 ﾠ328	 ﾠmonosemic	 ﾠverbs	 ﾠby	 ﾠVerbNet	 ﾠverb	 ﾠclass	 ﾠin	 ﾠorder	 ﾠto	 ﾠdetermine	 ﾠ
whether	 ﾠthis	 ﾠmore	 ﾠfine-ﾭ‐grained	 ﾠanalysis	 ﾠwould	 ﾠreveal	 ﾠcoherent	 ﾠsubclasses	 ﾠwith	 ﾠconsistent	 ﾠIC	 ﾠ
biases.	 ﾠIC	 ﾠbias	 ﾠwas	 ﾠmodeled	 ﾠwith	 ﾠa	 ﾠbi-ﾭ‐directional	 ﾠstepwise	 ﾠlinear	 ﾠregression,	 ﾠwith	 ﾠany	 ﾠverb	 ﾠ
class	 ﾠfor	 ﾠwhich	 ﾠat	 ﾠleast	 ﾠfive	 ﾠverbs	 ﾠwere	 ﾠtested	 ﾠincluded	 ﾠas	 ﾠpredictors.	 ﾠThere	 ﾠwere	 ﾠ11	 ﾠsuch	 ﾠ
classes	 ﾠcovering	 ﾠ135	 ﾠof	 ﾠthe	 ﾠ328	 ﾠverbs.	 ﾠThe	 ﾠresulting	 ﾠmodel	 ﾠ(R2=0.2)	 ﾠidentified	 ﾠsix	 ﾠverb	 ﾠclasses,	 ﾠ
all	 ﾠof	 ﾠwhich	 ﾠexhibited	 ﾠsignificant	 ﾠbiases	 ﾠ(Table	 ﾠ3).	 ﾠThe	 ﾠbiases	 ﾠfor	 ﾠthe	 ﾠremaining	 ﾠfive	 ﾠclasses	 ﾠ
with	 ﾠat	 ﾠleast	 ﾠfive	 ﾠverbs	 ﾠwere	 ﾠsmall	 ﾠ(<5%)	 ﾠand	 ﾠdid	 ﾠnot	 ﾠapproach	 ﾠsignificance	 ﾠ(ts<1).	 ﾠThese	 ﾠ
classes	 ﾠwere	 ﾠclass	 ﾠ13.2	 ﾠ(lose,	 ﾠrelinquish),	 ﾠclass	 ﾠ13.5.1	 ﾠ(attain,	 ﾠbuy),	 ﾠ13.5.2	 ﾠ(accept,	 ﾠobtains),	 ﾠ
class	 ﾠ30.1	 ﾠ(detect,	 ﾠhear),	 ﾠand	 ﾠclass	 ﾠ48.1.2	 ﾠ(define,	 ﾠexhibit).	 ﾠ	 ﾠ
Comparison	 ﾠof	 ﾠTaxonomies	 ﾠ
	 ﾠ We	 ﾠnext	 ﾠcompare	 ﾠthe	 ﾠaccuracy	 ﾠof	 ﾠthe	 ﾠpredictions	 ﾠfor	 ﾠthe	 ﾠfour	 ﾠtaxonomies.	 ﾠUnlike	 ﾠthe	 ﾠ
previous	 ﾠtaxonomies,	 ﾠthe	 ﾠVerbNet	 ﾠtaxonomy	 ﾠmakes	 ﾠno	 ﾠpredictions	 ﾠabout	 ﾠdirectionality	 ﾠ(but	 ﾠ
see	 ﾠGeneral	 ﾠDiscussion);	 ﾠhowever	 ﾠit	 ﾠdoes	 ﾠpredict	 ﾠthat	 ﾠall	 ﾠverbs	 ﾠin	 ﾠa	 ﾠclass	 ﾠshould	 ﾠpattern	 ﾠ22	 ﾠ
similarly.	 ﾠThus,	 ﾠa	 ﾠverb	 ﾠwas	 ﾠcounted	 ﾠas	 ﾠconforming	 ﾠto	 ﾠpredictions	 ﾠif	 ﾠits	 ﾠbias	 ﾠwas	 ﾠthe	 ﾠsame	 ﾠas	 ﾠfor	 ﾠ
the	 ﾠclass	 ﾠas	 ﾠa	 ﾠwhole	 ﾠ(subject-ﾭ‐,	 ﾠobject-ﾭ‐	 ﾠor	 ﾠneither).	 ﾠVerbs	 ﾠwere	 ﾠcounted	 ﾠas	 ﾠbiased	 ﾠif	 ﾠp<.10	 ﾠin	 ﾠa	 ﾠ
two-ﾭ‐sided	 ﾠbinomial	 ﾠtest.6	 ﾠThe	 ﾠVerbNet	 ﾠtaxonomy	 ﾠcorrectly	 ﾠclassified	 ﾠ56%	 ﾠof	 ﾠverbs	 ﾠ(excluding	 ﾠ
the	 ﾠ193	 ﾠverbs	 ﾠfor	 ﾠwhich	 ﾠthe	 ﾠtaxonomy	 ﾠcurrently	 ﾠmakes	 ﾠno	 ﾠpredictions).	 ﾠThe	 ﾠfour	 ﾠprevious	 ﾠ
taxonomies	 ﾠonly	 ﾠcorrectly	 ﾠclassified	 ﾠfrom	 ﾠ28%	 ﾠto	 ﾠ31%	 ﾠ(Table	 ﾠ4),	 ﾠprimarily	 ﾠdue	 ﾠto	 ﾠpredicting	 ﾠ
subject	 ﾠbiases	 ﾠfor	 ﾠmany	 ﾠnon-ﾭ‐biased	 ﾠor	 ﾠeven	 ﾠobject-ﾭ‐biased	 ﾠverbs	 ﾠ(Table	 ﾠ5).	 ﾠ	 ﾠ
Chance	 ﾠperformance	 ﾠfor	 ﾠeach	 ﾠof	 ﾠthe	 ﾠtaxonomies	 ﾠwas	 ﾠestimated	 ﾠusing	 ﾠMonte	 ﾠCarlo	 ﾠ
simulation.	 ﾠThe	 ﾠresults	 ﾠfor	 ﾠthe	 ﾠverbs	 ﾠwere	 ﾠrandomly	 ﾠpermuted	 ﾠ10,000	 ﾠtimes,	 ﾠholding	 ﾠeach	 ﾠ
taxonomy's	 ﾠpredictions	 ﾠconstant.	 ﾠThus	 ﾠchance	 ﾠperformance	 ﾠcould	 ﾠbe	 ﾠestimated	 ﾠwhile	 ﾠ
accounting	 ﾠfor	 ﾠthe	 ﾠfact	 ﾠthat	 ﾠeach	 ﾠtaxonomy	 ﾠmade	 ﾠdifferent	 ﾠpredictions	 ﾠabout	 ﾠthe	 ﾠbase	 ﾠrates	 ﾠof	 ﾠ
subject-ﾭ‐	 ﾠand	 ﾠobject-ﾭ‐biases.	 ﾠ	 ﾠ
All	 ﾠtaxonomies	 ﾠperformed	 ﾠsignificantly	 ﾠabove	 ﾠchance	 ﾠ(ps<.05).	 ﾠFor	 ﾠmost	 ﾠof	 ﾠthe	 ﾠ
taxonomies,	 ﾠthis	 ﾠsuccess	 ﾠwas	 ﾠattributable	 ﾠentirely	 ﾠto	 ﾠcorrectly	 ﾠpredicting	 ﾠthe	 ﾠbiases	 ﾠfor	 ﾠclasses	 ﾠ
31.1	 ﾠ(frighten,	 ﾠsurprise)	 ﾠand	 ﾠ31.2	 ﾠ(fear,	 ﾠlove),	 ﾠabout	 ﾠwhich	 ﾠall	 ﾠtaxonomies	 ﾠto	 ﾠcreate.	 ﾠWith	 ﾠthose	 ﾠ
words	 ﾠexcluded,	 ﾠonly	 ﾠthe	 ﾠRudolph	 ﾠ&	 ﾠForsterling	 ﾠ/	 ﾠMcKoon	 ﾠet	 ﾠal.	 ﾠand	 ﾠthe	 ﾠVerbNet	 ﾠtaxonomies	 ﾠ
performed	 ﾠabove	 ﾠchance	 ﾠ(ps<.001),	 ﾠwith	 ﾠthe	 ﾠlatter	 ﾠstill	 ﾠperforming	 ﾠconsiderably	 ﾠbetter	 ﾠoverall	 ﾠ
(Table	 ﾠ4).	 ﾠ
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6	 ﾠNote	 ﾠthat	 ﾠthe	 ﾠLinguistic	 ﾠCategory	 ﾠModel	 ﾠwas	 ﾠcredited	 ﾠwith	 ﾠpredicting	 ﾠno	 ﾠbias	 ﾠfor	 ﾠdescriptive	 ﾠ
action	 ﾠverbs.	 ﾠIts	 ﾠperformance	 ﾠdrops	 ﾠif	 ﾠit	 ﾠis	 ﾠconsidered	 ﾠto	 ﾠhave	 ﾠpredicted	 ﾠsubject	 ﾠbiases	 ﾠfor	 ﾠ
those	 ﾠverbs.	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 ﾠ
The	 ﾠfour	 ﾠprevious	 ﾠtaxonomies	 ﾠfared	 ﾠquite	 ﾠpoorly	 ﾠwhen	 ﾠtested	 ﾠagainst	 ﾠa	 ﾠrepresentative	 ﾠ
sample	 ﾠof	 ﾠverbs.	 ﾠIn	 ﾠparticular,	 ﾠas	 ﾠthey	 ﾠpredict	 ﾠthat	 ﾠmost	 ﾠor	 ﾠall	 ﾠverbs	 ﾠshould	 ﾠhave	 ﾠsignificant	 ﾠIC	 ﾠ
biases,	 ﾠwhereas	 ﾠmost	 ﾠ	 ﾠdo	 ﾠnot.	 ﾠThese	 ﾠtaxonomies	 ﾠcannot	 ﾠbe	 ﾠmuch	 ﾠimproved	 ﾠby	 ﾠchanging	 ﾠthe	 ﾠ
predictions	 ﾠfrom	 ﾠsome	 ﾠof	 ﾠthe	 ﾠverb	 ﾠclasses	 ﾠfrom	 ﾠ“biased”	 ﾠto	 ﾠ“non-ﾭ‐biased”,	 ﾠas	 ﾠthe	 ﾠtaxonomies	 ﾠ
would	 ﾠstill	 ﾠfail	 ﾠto	 ﾠpick	 ﾠout	 ﾠbiased	 ﾠaction	 ﾠverbs,	 ﾠof	 ﾠwhich	 ﾠthere	 ﾠare	 ﾠmany.	 ﾠThese	 ﾠtaxonomies	 ﾠdo	 ﾠ
better	 ﾠon	 ﾠpsych	 ﾠverbs,	 ﾠbut	 ﾠremain	 ﾠfar	 ﾠfrom	 ﾠperfect.	 ﾠ	 ﾠ
In	 ﾠcontrast,	 ﾠthe	 ﾠVerbNet	 ﾠanalyses	 ﾠpick	 ﾠout	 ﾠfour	 ﾠclasses	 ﾠof	 ﾠnon-ﾭ‐biased	 ﾠaction	 ﾠverbs	 ﾠ
(classes	 ﾠ13.2	 ﾠ(love,	 ﾠrelinquish),	 ﾠ13.5.1	 ﾠ(attain,	 ﾠbuy),	 ﾠ13.5.2	 ﾠ(accept,	 ﾠobtain),	 ﾠand	 ﾠ48.1.2	 ﾠ(define,	 ﾠ
exhibit))	 ﾠand	 ﾠthree	 ﾠclasses	 ﾠof	 ﾠbiased	 ﾠaction	 ﾠverbs	 ﾠ(classes	 ﾠ33	 ﾠ(praise,	 ﾠslander),	 ﾠ45.4	 ﾠ(cool,	 ﾠ
improve),	 ﾠand	 ﾠ59	 ﾠ(compel,	 ﾠdare)),	 ﾠmore	 ﾠaccurately	 ﾠcapturing	 ﾠthe	 ﾠpattern	 ﾠof	 ﾠresults.	 ﾠMoreover,	 ﾠ
the	 ﾠresults	 ﾠfor	 ﾠthe	 ﾠbiased	 ﾠclasses	 ﾠare	 ﾠremarkably	 ﾠuniform:	 ﾠin	 ﾠclass	 ﾠ33	 ﾠ(praise,	 ﾠslander),	 ﾠ14	 ﾠof	 ﾠ18	 ﾠ
verbs	 ﾠwere	 ﾠnumerically	 ﾠobject-ﾭ‐biased	 ﾠand	 ﾠin	 ﾠclass	 ﾠ59	 ﾠ(compel,	 ﾠdare)	 ﾠall	 ﾠsix	 ﾠverbs	 ﾠwere	 ﾠ
numerically	 ﾠsubject-ﾭ‐biased.	 ﾠClass	 ﾠ45.4	 ﾠ(cool,	 ﾠimprove)	 ﾠwas	 ﾠless	 ﾠconsistent,	 ﾠwith	 ﾠ18	 ﾠof	 ﾠ28	 ﾠverbs	 ﾠ
numerically	 ﾠsubject-ﾭ‐biased.	 ﾠIt	 ﾠshould	 ﾠbe	 ﾠnoted	 ﾠthat	 ﾠmany	 ﾠverbs	 ﾠin	 ﾠthis	 ﾠclass	 ﾠare	 ﾠonly	 ﾠ
marginally	 ﾠacceptable	 ﾠwith	 ﾠtwo	 ﾠanimate	 ﾠarguments	 ﾠ(e.g.,	 ﾠimproves),	 ﾠwhich	 ﾠmay	 ﾠhave	 ﾠ
contributed	 ﾠto	 ﾠits	 ﾠunreliability.	 ﾠIt	 ﾠshould	 ﾠalso	 ﾠbe	 ﾠnoted	 ﾠthat	 ﾠwhile	 ﾠVerbNet	 ﾠlargely	 ﾠagrees	 ﾠwith	 ﾠ
the	 ﾠprevious	 ﾠtaxonomies	 ﾠin	 ﾠterms	 ﾠof	 ﾠpsych	 ﾠverbs,	 ﾠwith	 ﾠexperiencer-ﾭ‐stimulus	 ﾠverbs	 ﾠbeing	 ﾠ
object-ﾭ‐biased	 ﾠand	 ﾠstimulus-ﾭ‐experiencer	 ﾠverbs	 ﾠbeing	 ﾠsubject	 ﾠbiased,	 ﾠthere	 ﾠwas	 ﾠone	 ﾠclass	 ﾠof	 ﾠ
experiencer-ﾭ‐stimulus	 ﾠverbs	 ﾠfor	 ﾠwhich	 ﾠthere	 ﾠwas	 ﾠno	 ﾠstrong	 ﾠevidence	 ﾠof	 ﾠbias	 ﾠ(class	 ﾠ30.1	 ﾠ(detect,	 ﾠ
hear)).	 ﾠGiven	 ﾠthat	 ﾠonly	 ﾠa	 ﾠsmall	 ﾠnumber	 ﾠof	 ﾠverbs	 ﾠin	 ﾠthat	 ﾠclass	 ﾠwere	 ﾠtested	 ﾠ(six),	 ﾠone	 ﾠcannot	 ﾠrule	 ﾠ
out	 ﾠthe	 ﾠpossibility	 ﾠof	 ﾠsampling/measurement	 ﾠerror,	 ﾠbut	 ﾠthe	 ﾠpossibility	 ﾠof	 ﾠfiner-ﾭ‐grained	 ﾠ
distinctions	 ﾠbetween	 ﾠexperiencer-ﾭ‐stimulus	 ﾠpsych	 ﾠverbs	 ﾠmerits	 ﾠfurther	 ﾠresearch.	 ﾠ
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 ﾠ The	 ﾠabove	 ﾠresults	 ﾠdemonstrate	 ﾠthat	 ﾠIC	 ﾠbias	 ﾠvaries	 ﾠsystematically	 ﾠwith	 ﾠrespect	 ﾠto	 ﾠthe	 ﾠ
fine-ﾭ‐grained	 ﾠverb	 ﾠclasses	 ﾠidentified	 ﾠby	 ﾠVerbNet.	 ﾠ	 ﾠBut	 ﾠthe	 ﾠsemantic	 ﾠstructure	 ﾠhypothesis	 ﾠmakes	 ﾠ
a	 ﾠstronger	 ﾠprediction.	 ﾠTo	 ﾠthe	 ﾠextent	 ﾠthat	 ﾠIC	 ﾠbiases	 ﾠare	 ﾠcaused	 ﾠsolely	 ﾠby	 ﾠdifferences	 ﾠin	 ﾠverb	 ﾠ
semantics,	 ﾠwe	 ﾠshould	 ﾠexpect	 ﾠall	 ﾠverbs	 ﾠin	 ﾠa	 ﾠgiven	 ﾠclass	 ﾠto	 ﾠshow	 ﾠsimilar	 ﾠIC	 ﾠbiases.	 ﾠThe	 ﾠexisting	 ﾠ
data	 ﾠsets	 ﾠare	 ﾠnot	 ﾠwell-ﾭ‐suited	 ﾠfor	 ﾠtesting	 ﾠthis	 ﾠprediction.	 ﾠMost	 ﾠstudies	 ﾠhave	 ﾠused	 ﾠa	 ﾠsmall	 ﾠset	 ﾠof	 ﾠ
verbs	 ﾠthat	 ﾠwere	 ﾠspecifically	 ﾠselected	 ﾠbecause	 ﾠthey	 ﾠwere	 ﾠbelieved	 ﾠto	 ﾠhave	 ﾠa	 ﾠstrong	 ﾠobject	 ﾠor	 ﾠ
subject	 ﾠbias	 ﾠ(Rudolph	 ﾠ&	 ﾠForsterling,	 ﾠ1997).	 ﾠExperiment	 ﾠ1	 ﾠavoids	 ﾠthe	 ﾠproblem	 ﾠof	 ﾠselection	 ﾠbias,	 ﾠ
but	 ﾠis	 ﾠnot	 ﾠwell	 ﾠdesigned	 ﾠto	 ﾠtest	 ﾠthe	 ﾠconsistency	 ﾠof	 ﾠIC	 ﾠbiases	 ﾠwithin	 ﾠa	 ﾠgiven	 ﾠverb	 ﾠclass	 ﾠfor	 ﾠtwo	 ﾠ
reasons.	 ﾠFirst,	 ﾠthe	 ﾠstudy	 ﾠis	 ﾠexploratory	 ﾠin	 ﾠthe	 ﾠsense	 ﾠthat	 ﾠthe	 ﾠbias	 ﾠof	 ﾠeach	 ﾠclass	 ﾠwas	 ﾠdetermined	 ﾠ
empirically	 ﾠbased	 ﾠon	 ﾠthe	 ﾠbehavior	 ﾠof	 ﾠits	 ﾠmembers	 ﾠ(rather	 ﾠthan	 ﾠpredicted	 ﾠa	 ﾠpriori).	 ﾠSecond,	 ﾠ
most	 ﾠverb	 ﾠclasses	 ﾠcontained	 ﾠfewer	 ﾠthan	 ﾠ20	 ﾠverbs	 ﾠand	 ﾠthus	 ﾠminimal	 ﾠinformation	 ﾠwas	 ﾠavailable	 ﾠ
about	 ﾠthe	 ﾠdistribution	 ﾠof	 ﾠverbs	 ﾠwithin	 ﾠa	 ﾠclass.	 ﾠFinally,	 ﾠon	 ﾠaverage	 ﾠfewer	 ﾠthan	 ﾠ50	 ﾠjudgments	 ﾠ
were	 ﾠcollected	 ﾠfor	 ﾠeach	 ﾠverb.	 ﾠAs	 ﾠthe	 ﾠjudgments	 ﾠwere	 ﾠbinary,	 ﾠthis	 ﾠlimited	 ﾠresolution	 ﾠplus	 ﾠ
sampling	 ﾠerror	 ﾠmeans	 ﾠthat	 ﾠour	 ﾠestimates	 ﾠof	 ﾠindividual	 ﾠverbs'	 ﾠbiases	 ﾠwere	 ﾠrelatively	 ﾠimprecise,	 ﾠ
potentially	 ﾠsmearing	 ﾠthe	 ﾠdistribution	 ﾠof	 ﾠIC	 ﾠbiases	 ﾠwithin	 ﾠany	 ﾠgiven	 ﾠclass.	 ﾠThus,	 ﾠin	 ﾠExperiment	 ﾠ
2,	 ﾠwe	 ﾠcollect	 ﾠsubstantially	 ﾠmore	 ﾠjudgments	 ﾠper	 ﾠverb	 ﾠin	 ﾠorder	 ﾠto	 ﾠminimize	 ﾠmeasurement	 ﾠerror	 ﾠ
and	 ﾠsample	 ﾠa	 ﾠmuch	 ﾠlarger	 ﾠnumber	 ﾠof	 ﾠverbs	 ﾠwithin	 ﾠa	 ﾠgiven	 ﾠclass	 ﾠto	 ﾠtest	 ﾠconsistency.	 ﾠ
	 ﾠ Specifically,	 ﾠin	 ﾠExperiment	 ﾠ2,	 ﾠwe	 ﾠcollected	 ﾠIC	 ﾠjudgments	 ﾠon	 ﾠall	 ﾠthe	 ﾠverbs	 ﾠin	 ﾠclass	 ﾠ31.1	 ﾠ
(frighten,	 ﾠconfuse)	 ﾠand	 ﾠ31.2	 ﾠ(fear,	 ﾠlove)	 ﾠthat	 ﾠwere	 ﾠlisted	 ﾠin	 ﾠLevin	 ﾠ(1993).	 ﾠThere	 ﾠwere	 ﾠthree	 ﾠ
reasons	 ﾠfor	 ﾠselecting	 ﾠthese	 ﾠtwo	 ﾠclasses	 ﾠfor	 ﾠfurther	 ﾠanalysis.	 ﾠFirst,	 ﾠboth	 ﾠare	 ﾠlarge	 ﾠclasses	 ﾠthus	 ﾠ
providing	 ﾠus	 ﾠwith	 ﾠsufficient	 ﾠverbs	 ﾠto	 ﾠprovide	 ﾠa	 ﾠstrong	 ﾠtest	 ﾠof	 ﾠwithin-ﾭ‐class	 ﾠuniformity.	 ﾠSecond,	 ﾠ
unlike	 ﾠthe	 ﾠverbs	 ﾠin	 ﾠsome	 ﾠof	 ﾠthe	 ﾠother	 ﾠclasses	 ﾠ(e.g.,	 ﾠ45.4	 ﾠ(cool,	 ﾠimprove)),	 ﾠthese	 ﾠverbs	 ﾠare	 ﾠreadily	 ﾠ
used	 ﾠwith	 ﾠboth	 ﾠan	 ﾠanimate	 ﾠsubject	 ﾠand	 ﾠan	 ﾠanimate	 ﾠobject,	 ﾠresulting	 ﾠin	 ﾠmore	 ﾠnatural	 ﾠstimuli.	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Third,	 ﾠthese	 ﾠclasses	 ﾠmake	 ﾠup	 ﾠthe	 ﾠbulk	 ﾠof	 ﾠtransitive	 ﾠpsych	 ﾠverbs	 ﾠand	 ﾠpsych	 ﾠverbs	 ﾠhave	 ﾠbeen	 ﾠ
played	 ﾠa	 ﾠcentral	 ﾠrole	 ﾠin	 ﾠboth	 ﾠIC	 ﾠresearch	 ﾠand	 ﾠin	 ﾠthe	 ﾠstudy	 ﾠof	 ﾠargument	 ﾠrealization	 ﾠ(Au,	 ﾠ1986;	 ﾠ
Brown	 ﾠ&	 ﾠFish,	 ﾠ1983a,	 ﾠ1983b;	 ﾠDowty,	 ﾠ1991;	 ﾠFerstl	 ﾠet	 ﾠal.,	 ﾠ2011;	 ﾠGoikoetxea,	 ﾠPascual	 ﾠ&	 ﾠAcha,	 ﾠ
2008;	 ﾠGreene	 ﾠ&	 ﾠMcKoon,	 ﾠ1995;	 ﾠJackendoff,	 ﾠ1990;	 ﾠLevin,	 ﾠ1993;	 ﾠLevin	 ﾠ&	 ﾠRappaport	 ﾠHovav,	 ﾠ
2005;	 ﾠPesetsky,	 ﾠ1995;	 ﾠPinker,	 ﾠ1989;	 ﾠRudolph	 ﾠ&	 ﾠForsterling,	 ﾠ1997;	 ﾠSemin	 ﾠ&	 ﾠFiedler,	 ﾠ1988,	 ﾠ
1991;	 ﾠSemin	 ﾠ&	 ﾠMarsman,	 ﾠ1994;	 ﾠTalmy,	 ﾠ2000a,	 ﾠ2000b).	 ﾠ	 ﾠWhile	 ﾠit	 ﾠis	 ﾠwidely	 ﾠbelieved	 ﾠthat	 ﾠclass	 ﾠ
31.1	 ﾠ(frighten,	 ﾠsurprise)	 ﾠverbs	 ﾠare	 ﾠuniformly	 ﾠsubject-ﾭ‐biased	 ﾠwhile	 ﾠclass	 ﾠ31.2	 ﾠverbs	 ﾠ(fear,	 ﾠlove)	 ﾠ
are	 ﾠuniformly	 ﾠobject-ﾭ‐biased,	 ﾠonly	 ﾠa	 ﾠhandful	 ﾠof	 ﾠsuch	 ﾠverbs	 ﾠhave	 ﾠbeen	 ﾠtested	 ﾠand	 ﾠwhether	 ﾠthe	 ﾠ
results	 ﾠare	 ﾠtruly	 ﾠgeneral	 ﾠis	 ﾠunknown.	 ﾠ	 ﾠ
Psych	 ﾠverbs	 ﾠare	 ﾠproblematic	 ﾠfor	 ﾠtheories	 ﾠof	 ﾠargument	 ﾠrealization	 ﾠbecause	 ﾠthese	 ﾠverbs	 ﾠ
appear	 ﾠto	 ﾠinvolve	 ﾠthe	 ﾠsame	 ﾠthematic	 ﾠroles	 ﾠbut	 ﾠthey	 ﾠvary	 ﾠin	 ﾠhow	 ﾠthey	 ﾠexpress	 ﾠthem	 ﾠ
(experiencer-ﾭ‐stimulus	 ﾠor	 ﾠstimulus-ﾭ‐experiencer).	 ﾠWithin	 ﾠIC	 ﾠresearch	 ﾠthere	 ﾠis	 ﾠa	 ﾠrobust	 ﾠ
consensus	 ﾠthat	 ﾠthe	 ﾠIC	 ﾠbias	 ﾠof	 ﾠpsych	 ﾠverbs	 ﾠfollows	 ﾠthe	 ﾠSTIMULUS	 ﾠ(Brown	 ﾠ&	 ﾠFish,	 ﾠ1983a,	 ﾠ1983b;	 ﾠ
Rudolph	 ﾠ&	 ﾠForsterling,	 ﾠ1997);	 ﾠnonetheless	 ﾠnon-ﾭ‐negligible	 ﾠnumbers	 ﾠof	 ﾠexceptions	 ﾠhave	 ﾠbeen	 ﾠ
reported	 ﾠ(Ferstl	 ﾠet	 ﾠal.,	 ﾠ2011;	 ﾠGoikoetxea	 ﾠet	 ﾠal.,	 ﾠ2008).	 ﾠAnd	 ﾠindeed,	 ﾠin	 ﾠExperiment	 ﾠ1	 ﾠwe	 ﾠfound	 ﾠ
one	 ﾠclass	 ﾠof	 ﾠexperiencer-ﾭ‐stimulus	 ﾠverbs	 ﾠ(30.1	 ﾠ(detect,	 ﾠhear))	 ﾠwhich	 ﾠshowed	 ﾠno	 ﾠsystematic	 ﾠIC	 ﾠ
bias.	 ﾠThus	 ﾠwe	 ﾠcannot	 ﾠassume	 ﾠthat	 ﾠbiases	 ﾠare	 ﾠconsistent	 ﾠwithin	 ﾠthe	 ﾠclass	 ﾠ31.1	 ﾠ(frighten,	 ﾠ
surprise)	 ﾠor	 ﾠclass	 ﾠ31.2	 ﾠ(fear,	 ﾠlove).	 ﾠIn	 ﾠaddition,	 ﾠsome	 ﾠtheorists	 ﾠhave	 ﾠproposed	 ﾠthat	 ﾠthe	 ﾠ
variability	 ﾠin	 ﾠargument	 ﾠrealization	 ﾠin	 ﾠpsych	 ﾠverbs	 ﾠreflects	 ﾠdifferences	 ﾠin	 ﾠtheir	 ﾠmeaning	 ﾠwhich	 ﾠ
could	 ﾠpotentially	 ﾠinfluence	 ﾠtheir	 ﾠIC	 ﾠbias.	 ﾠFor	 ﾠexample,	 ﾠPesetsky	 ﾠhas	 ﾠsuggested	 ﾠthat	 ﾠthe	 ﾠsubject	 ﾠ
of	 ﾠa	 ﾠfrighten	 ﾠverb	 ﾠis	 ﾠactually	 ﾠthe	 ﾠCAUSE	 ﾠof	 ﾠthe	 ﾠemotion	 ﾠwhile	 ﾠthe	 ﾠobject	 ﾠof	 ﾠa	 ﾠfear	 ﾠverb	 ﾠis	 ﾠmerely	 ﾠ
the	 ﾠTARGET	 ﾠof	 ﾠthis	 ﾠemotion.	 ﾠThis	 ﾠmight	 ﾠlead	 ﾠus	 ﾠto	 ﾠexpect	 ﾠstrong	 ﾠconsistency	 ﾠacross	 ﾠverbs	 ﾠ
among	 ﾠclass	 ﾠ31.1	 ﾠ(frighten,	 ﾠsurprise)	 ﾠbut	 ﾠmore	 ﾠvariability	 ﾠwithin	 ﾠclass	 ﾠ31.2	 ﾠ(fear,	 ﾠlove)	 ﾠverbs.	 ﾠ	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Method	 ﾠ
Participants:	 ﾠParticipants	 ﾠwere	 ﾠrecruited	 ﾠand	 ﾠtested	 ﾠonline	 ﾠthrough	 ﾠcoglanglab.org.	 ﾠWe	 ﾠ
included	 ﾠonly	 ﾠthe	 ﾠ1,025	 ﾠparticipants	 ﾠ(mean	 ﾠage:	 ﾠ30,	 ﾠSD=13)	 ﾠwho	 ﾠcompleted	 ﾠthe	 ﾠexperiment,	 ﾠ
were	 ﾠnative	 ﾠEnglish	 ﾠspeakers,	 ﾠand	 ﾠreported	 ﾠnot	 ﾠhaving	 ﾠparticipated	 ﾠin	 ﾠthe	 ﾠexperiment	 ﾠ
previously.	 ﾠ
	 ﾠ Materials	 ﾠand	 ﾠProcedure:	 ﾠThere	 ﾠare	 ﾠconsiderably	 ﾠmore	 ﾠclass	 ﾠ31.1	 ﾠ(frighten,	 ﾠsurprise)	 ﾠ
verbs	 ﾠ(220)	 ﾠthan	 ﾠclass	 ﾠ31.2	 ﾠ(fear,	 ﾠlove)	 ﾠverbs	 ﾠ(44).	 ﾠThus,	 ﾠif	 ﾠstimuli	 ﾠwere	 ﾠrandomized,	 ﾠ
participants	 ﾠwould	 ﾠsee	 ﾠprimarily	 ﾠclass	 ﾠ31.1	 ﾠverbs,	 ﾠwhich	 ﾠby	 ﾠhypothesis	 ﾠare	 ﾠsubject-ﾭ‐biased.	 ﾠ
This	 ﾠrisks	 ﾠpriming	 ﾠsubject	 ﾠresolution,	 ﾠdistorting	 ﾠthe	 ﾠphenomenon	 ﾠof	 ﾠinterest.	 ﾠThus,	 ﾠeach	 ﾠ
participant	 ﾠwas	 ﾠpresented	 ﾠwith	 ﾠ12	 ﾠverbs	 ﾠrandomly	 ﾠselected	 ﾠwithout	 ﾠreplacement	 ﾠfrom	 ﾠeach	 ﾠof	 ﾠ
two	 ﾠverb	 ﾠclasses,	 ﾠresulting	 ﾠin	 ﾠan	 ﾠaverage	 ﾠof	 ﾠ56	 ﾠjudgments	 ﾠfor	 ﾠeach	 ﾠfrighten	 ﾠverb	 ﾠand	 ﾠ280	 ﾠ
judgments	 ﾠfor	 ﾠeach	 ﾠfear	 ﾠverb.	 ﾠ
Results	 ﾠand	 ﾠDiscussion	 ﾠ
	 ﾠ Analyses	 ﾠbelow	 ﾠuse	 ﾠthe	 ﾠgrand	 ﾠmean	 ﾠof	 ﾠ58.4%	 ﾠobject	 ﾠbias	 ﾠas	 ﾠour	 ﾠconservative	 ﾠ“chance”	 ﾠ
threshold.	 ﾠIndividual	 ﾠverb	 ﾠresults	 ﾠare	 ﾠpresented	 ﾠin	 ﾠAppendix	 ﾠB;	 ﾠthe	 ﾠdistributions	 ﾠare	 ﾠshown	 ﾠin	 ﾠ
Figure	 ﾠ3.	 ﾠIn	 ﾠcontrast	 ﾠto	 ﾠExperiment	 ﾠ1,	 ﾠthe	 ﾠdistribution	 ﾠwas	 ﾠclearly	 ﾠbimodal	 ﾠ(Hartigan’s	 ﾠ
dip=0.036,	 ﾠp<.05).	 ﾠClass	 ﾠ31.1	 ﾠ(frighten,	 ﾠsurprise)	 ﾠshowed	 ﾠa	 ﾠstrong	 ﾠsubject	 ﾠbias	 ﾠ(35.7%	 ﾠobject	 ﾠ
bias,	 ﾠSE=1.0%,	 ﾠt(219)=14.86,	 ﾠp<.01),	 ﾠwhile	 ﾠclass	 ﾠ31.2	 ﾠ(fear,	 ﾠlove)	 ﾠshowed	 ﾠa	 ﾠstrong	 ﾠobject	 ﾠbias	 ﾠ
(81.5%	 ﾠobject	 ﾠbias,	 ﾠSE=1.1%,	 ﾠt(43)=28.53,	 ﾠp<.01),	 ﾠand	 ﾠthe	 ﾠtwo	 ﾠclasses	 ﾠwere	 ﾠsignificantly	 ﾠ
different	 ﾠfrom	 ﾠone	 ﾠanother	 ﾠt(262)=31.27,	 ﾠp<.01.	 ﾠ	 ﾠ
All	 ﾠclass	 ﾠ31.2	 ﾠ(fear,	 ﾠlove)	 ﾠverbs	 ﾠexhibited	 ﾠobject-ﾭ‐biases,	 ﾠ41/44	 ﾠsignificantly	 ﾠso	 ﾠ(39/44	 ﾠ
after	 ﾠBonferroni	 ﾠcorrection),	 ﾠwhile	 ﾠ202/220	 ﾠclass	 ﾠ31.1	 ﾠverbs	 ﾠ(frighten,	 ﾠsurprise)	 ﾠexhibited	 ﾠ27	 ﾠ
subject-ﾭ‐biases,	 ﾠ170	 ﾠsignificantly	 ﾠso	 ﾠ(110	 ﾠsurvive	 ﾠBonferroni	 ﾠcorrection).7	 ﾠOnly	 ﾠ6	 ﾠof	 ﾠthe	 ﾠlatter	 ﾠ
showed	 ﾠsignificant	 ﾠobject	 ﾠbiases	 ﾠ(1	 ﾠafter	 ﾠBonferroni	 ﾠcorrection).	 ﾠThus,	 ﾠsemantic	 ﾠclass	 ﾠwas	 ﾠa	 ﾠ
very	 ﾠstrong	 ﾠpredictor	 ﾠof	 ﾠthe	 ﾠIC	 ﾠpronoun	 ﾠbias,	 ﾠconsistent	 ﾠwith	 ﾠthe	 ﾠsemantic	 ﾠstructure	 ﾠaccount.	 ﾠ
As	 ﾠin	 ﾠExperiment	 ﾠ1,	 ﾠwe	 ﾠconducted	 ﾠfurther	 ﾠanalyses	 ﾠfocusing	 ﾠon	 ﾠmonosemic	 ﾠverbs	 ﾠas	 ﾠ
defined	 ﾠby	 ﾠVerbNet.	 ﾠThe	 ﾠresulting	 ﾠdistribution	 ﾠwas	 ﾠagain	 ﾠbimodal	 ﾠ(Hartigan’s	 ﾠdip=0.040,	 ﾠ
p<.02;	 ﾠFigure	 ﾠ4).	 ﾠOf	 ﾠthe	 ﾠremaining	 ﾠ171	 ﾠclass	 ﾠ31.1	 ﾠ(frighten,	 ﾠsurprise)	 ﾠverbs,	 ﾠall	 ﾠbut	 ﾠ7	 ﾠ(wounds,	 ﾠ
dejects,	 ﾠcows,	 ﾠalienates,	 ﾠdiscourages,	 ﾠplacates,	 ﾠtorments)	 ﾠexhibited	 ﾠa	 ﾠsubject	 ﾠbias,	 ﾠ142	 ﾠ
significantly	 ﾠ(95	 ﾠafter	 ﾠBonferroni	 ﾠcorrection;	 ﾠSee	 ﾠFigure	 ﾠ4).	 ﾠOnly	 ﾠone	 ﾠclass	 ﾠ31.1	 ﾠfrighten	 ﾠverb	 ﾠ
(alienate)	 ﾠwas	 ﾠsignificantly	 ﾠobject	 ﾠbiased,	 ﾠand	 ﾠnot	 ﾠafter	 ﾠBonferroni	 ﾠcorrection.	 ﾠAll	 ﾠbut	 ﾠ1	 ﾠ
(stands)	 ﾠof	 ﾠthe	 ﾠ36	 ﾠremaining	 ﾠclass	 ﾠ31.2	 ﾠ(fear,	 ﾠlove)	 ﾠverbs	 ﾠwere	 ﾠsignificantly	 ﾠobject-ﾭ‐biased	 ﾠ(33	 ﾠ
after	 ﾠBonferroni	 ﾠcorrection).	 ﾠMoreover,	 ﾠthere	 ﾠwas	 ﾠno	 ﾠoverlap	 ﾠbetween	 ﾠthe	 ﾠdistributions	 ﾠof	 ﾠthe	 ﾠ
two	 ﾠclasses,	 ﾠwith	 ﾠthe	 ﾠexception	 ﾠof	 ﾠalienate.	 ﾠ	 ﾠ
Thus,	 ﾠwhile	 ﾠExperiment	 ﾠ1	 ﾠand	 ﾠprevious	 ﾠstudies	 ﾠ(e.g.,	 ﾠFerstl	 ﾠet	 ﾠal.,	 ﾠ2011;	 ﾠGoikoetxea	 ﾠet	 ﾠ
al,	 ﾠ2008)	 ﾠfound	 ﾠconsiderable	 ﾠoverlap	 ﾠin	 ﾠthe	 ﾠdistributions	 ﾠfor	 ﾠthe	 ﾠbroadly-ﾭ‐defined	 ﾠexperiencer-ﾭ‐
stimulus	 ﾠand	 ﾠstimulus-ﾭ‐experiencer	 ﾠclasses,	 ﾠclass	 ﾠ31.1	 ﾠ(frighten,	 ﾠsurprise)	 ﾠand	 ﾠclass	 ﾠ31.2	 ﾠ(fear,	 ﾠ
love)	 ﾠverbs	 ﾠare	 ﾠcategorically	 ﾠdifferent	 ﾠin	 ﾠtheir	 ﾠbehavior.	 ﾠImportantly,	 ﾠwe	 ﾠfind	 ﾠthat	 ﾠthis	 ﾠ
categoricity	 ﾠextends	 ﾠbeyond	 ﾠthe	 ﾠrelatively	 ﾠsmall	 ﾠnumber	 ﾠof	 ﾠverbs	 ﾠthat	 ﾠhave	 ﾠbeen	 ﾠrepeatedly	 ﾠ
tested.	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
7	 ﾠAll	 ﾠ44	 ﾠclass	 ﾠ31.2	 ﾠ(fear,	 ﾠlove)	 ﾠverbs	 ﾠwere	 ﾠsignificantly	 ﾠdifferent	 ﾠfrom	 ﾠthe	 ﾠ50%	 ﾠchance	 ﾠ
threshold,	 ﾠeven	 ﾠafter	 ﾠBonferroni	 ﾠcorrection.	 ﾠUsing	 ﾠthe	 ﾠ50%	 ﾠthreshold	 ﾠnecessarily	 ﾠraises	 ﾠthe	 ﾠ
bar	 ﾠfor	 ﾠsubject-ﾭ‐biases.	 ﾠNonetheless,	 ﾠ184	 ﾠclass	 ﾠ31.1	 ﾠ(frighten,	 ﾠsurprise)	 ﾠverbs	 ﾠstill	 ﾠshow	 ﾠa	 ﾠ
numeric	 ﾠsubject	 ﾠbias	 ﾠ(130	 ﾠsignificantly),	 ﾠ34	 ﾠan	 ﾠobject	 ﾠbias	 ﾠ(12	 ﾠsignificantly),	 ﾠand	 ﾠ2	 ﾠno	 ﾠbias.	 ﾠ	 ﾠ28	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General	 ﾠDiscussion	 ﾠ
	 ﾠ Experiments	 ﾠ1	 ﾠand	 ﾠ2	 ﾠdemonstrate	 ﾠthat	 ﾠimplicit	 ﾠcausality	 ﾠ(IC)	 ﾠbiases	 ﾠin	 ﾠpronoun	 ﾠ
interpretation	 ﾠvary	 ﾠsystematically	 ﾠacross	 ﾠsemantic	 ﾠclasses	 ﾠof	 ﾠverbs	 ﾠthat	 ﾠare	 ﾠindependently	 ﾠ
motivated	 ﾠbased	 ﾠon	 ﾠpatterns	 ﾠof	 ﾠargument	 ﾠrealization.	 ﾠIn	 ﾠExperiment	 ﾠ1	 ﾠand	 ﾠthe	 ﾠreanalysis	 ﾠof	 ﾠ
Ferstl	 ﾠet	 ﾠal.	 ﾠ(2011),	 ﾠwe	 ﾠinvestigated	 ﾠ11	 ﾠdifferent	 ﾠverb	 ﾠclasses,	 ﾠfinding	 ﾠsignificant	 ﾠbiases	 ﾠ6	 ﾠof	 ﾠ
them.	 ﾠIn	 ﾠExperiment	 ﾠ2,	 ﾠwe	 ﾠinvestigated	 ﾠtwo	 ﾠof	 ﾠthese	 ﾠclasses	 ﾠ–	 ﾠclass	 ﾠ31.1	 ﾠ(frighten,	 ﾠsurprise)	 ﾠ
and	 ﾠclass	 ﾠ31.2	 ﾠ(fear,	 ﾠlove)	 ﾠ-ﾭ‐-ﾭ‐	 ﾠfinding	 ﾠthat	 ﾠthe	 ﾠIC	 ﾠbias	 ﾠwas	 ﾠconsistent	 ﾠfor	 ﾠthe	 ﾠvast	 ﾠmajority	 ﾠof	 ﾠ
members	 ﾠin	 ﾠboth	 ﾠclasses.	 ﾠWe	 ﾠalso	 ﾠfound	 ﾠconverging	 ﾠresults	 ﾠfrom	 ﾠa	 ﾠreanalysis	 ﾠof	 ﾠdata	 ﾠfrom	 ﾠ305	 ﾠ
verbs	 ﾠreported	 ﾠby	 ﾠFerst	 ﾠet	 ﾠal.	 ﾠ(2011)	 ﾠ(see	 ﾠAppendix	 ﾠC).	 ﾠThese	 ﾠfindings	 ﾠsuggest	 ﾠthat	 ﾠIC	 ﾠbias	 ﾠ
varies	 ﾠsystematically	 ﾠwith	 ﾠcoherent,	 ﾠindependently-ﾭ‐defined	 ﾠverb	 ﾠclasses.	 ﾠThese	 ﾠresults	 ﾠalso	 ﾠ
demonstrate	 ﾠwhy	 ﾠprevious	 ﾠIC	 ﾠverb	 ﾠtaxonomies	 ﾠhave	 ﾠshown	 ﾠinconsistent	 ﾠresults:	 ﾠthese	 ﾠ
taxonomies	 ﾠcollapsed	 ﾠacross	 ﾠdifferent	 ﾠsets	 ﾠof	 ﾠverbs	 ﾠthat	 ﾠexhibit	 ﾠsystematically	 ﾠdifferent	 ﾠbiases.	 ﾠ
Indeed,	 ﾠwe	 ﾠfind	 ﾠwhen	 ﾠapplied	 ﾠto	 ﾠlarge	 ﾠsets	 ﾠof	 ﾠverbs,	 ﾠthese	 ﾠolder	 ﾠtaxonomies	 ﾠare	 ﾠclose	 ﾠto	 ﾠor	 ﾠat	 ﾠ
chance	 ﾠin	 ﾠpredicting	 ﾠIC	 ﾠbias.	 ﾠ
	 ﾠ These	 ﾠresults	 ﾠare	 ﾠfully	 ﾠconsistent	 ﾠwith	 ﾠthe	 ﾠsemantic	 ﾠstructure	 ﾠhypothesis,	 ﾠwhich	 ﾠ
directly	 ﾠpredicts	 ﾠa	 ﾠsystematic	 ﾠrelationship	 ﾠbetween	 ﾠsemantic	 ﾠstructure	 ﾠand	 ﾠIC	 ﾠbias.	 ﾠOur	 ﾠ
findings	 ﾠare	 ﾠnot	 ﾠdirectly	 ﾠpredicted	 ﾠor	 ﾠexplained	 ﾠby	 ﾠalternate	 ﾠaccounts,	 ﾠsuch	 ﾠas	 ﾠthe	 ﾠarbitrary	 ﾠ
semantic	 ﾠtag	 ﾠor	 ﾠworld	 ﾠknowledge	 ﾠaccounts.	 ﾠHowever,	 ﾠthese	 ﾠhypotheses	 ﾠcould	 ﾠbe	 ﾠamended	 ﾠor	 ﾠ
extended	 ﾠto	 ﾠaccount	 ﾠfor	 ﾠthese	 ﾠfindings,	 ﾠthus	 ﾠbelow,	 ﾠwe	 ﾠexplore	 ﾠhow	 ﾠthese	 ﾠalternative	 ﾠaccounts	 ﾠ
are	 ﾠconstrained	 ﾠby	 ﾠthe	 ﾠpresent	 ﾠdata.	 ﾠFirst,	 ﾠhowever,	 ﾠwe	 ﾠdiscuss	 ﾠtheories	 ﾠof	 ﾠsemantic	 ﾠ
structures	 ﾠof	 ﾠverbs	 ﾠthat	 ﾠcould	 ﾠpotentially	 ﾠsupport	 ﾠcausal	 ﾠinferences	 ﾠand	 ﾠconsider	 ﾠwhether	 ﾠIC	 ﾠ
bias	 ﾠis	 ﾠcontinuous	 ﾠor	 ﾠcategorical.	 ﾠ	 ﾠ
The	 ﾠSemantics	 ﾠof	 ﾠVerbs	 ﾠ29	 ﾠ
	 ﾠ VerbNet	 ﾠverb	 ﾠclasses	 ﾠare	 ﾠdefined	 ﾠsyntactically	 ﾠbut	 ﾠare	 ﾠargued	 ﾠto	 ﾠrepresent	 ﾠcoherent	 ﾠ
semantic	 ﾠclasses	 ﾠ(cf	 ﾠLevin	 ﾠ&	 ﾠRappaport	 ﾠHovav,	 ﾠ2005).	 ﾠWe	 ﾠsuggested	 ﾠabove	 ﾠthat	 ﾠthe	 ﾠsemantics	 ﾠ
of	 ﾠthese	 ﾠclasses	 ﾠsignal	 ﾠ-ﾭ‐-ﾭ‐	 ﾠdirectly	 ﾠor	 ﾠindirectly	 ﾠ-ﾭ‐-ﾭ‐	 ﾠwho	 ﾠcaused	 ﾠthe	 ﾠevent	 ﾠor	 ﾠstate	 ﾠdescribed	 ﾠby	 ﾠ
the	 ﾠverb.	 ﾠThis	 ﾠinformation,	 ﾠin	 ﾠcombination	 ﾠwith	 ﾠexpectations	 ﾠabout	 ﾠthe	 ﾠcontent	 ﾠof	 ﾠthe	 ﾠ
subordinate	 ﾠclause	 ﾠintroduced	 ﾠby	 ﾠbecause	 ﾠ(Brown	 ﾠ&	 ﾠFish,	 ﾠ1983a;	 ﾠGarvey	 ﾠ&	 ﾠCaramazza,	 ﾠ1974;	 ﾠ
Garvey	 ﾠet	 ﾠal.,	 ﾠ1974;	 ﾠKehler	 ﾠet	 ﾠal.,	 ﾠ2008)	 ﾠwould	 ﾠprovide	 ﾠa	 ﾠstraightforward	 ﾠrepresentational	 ﾠ
basis	 ﾠfor	 ﾠthe	 ﾠobserved	 ﾠpronoun	 ﾠbias.8	 ﾠIn	 ﾠthis	 ﾠsection,	 ﾠwe	 ﾠdescribe	 ﾠtwo	 ﾠframeworks	 ﾠthat	 ﾠhave	 ﾠ
been	 ﾠproposed	 ﾠfor	 ﾠrepresenting	 ﾠthe	 ﾠsemantics	 ﾠof	 ﾠverbs	 ﾠ(thematic	 ﾠroles	 ﾠand	 ﾠpredicate	 ﾠ
decomposition,	 ﾠdescribed	 ﾠbelow)	 ﾠand	 ﾠdiscuss	 ﾠhow	 ﾠeach	 ﾠmight	 ﾠexplain	 ﾠthe	 ﾠrelevant	 ﾠdata.	 ﾠThis	 ﾠ
is	 ﾠan	 ﾠactive	 ﾠarea	 ﾠof	 ﾠresearch:	 ﾠthere	 ﾠmany	 ﾠcompeting	 ﾠthematic	 ﾠrole	 ﾠand	 ﾠpredicate	 ﾠ
decomposition	 ﾠtheories	 ﾠand	 ﾠconsensus	 ﾠon	 ﾠthe	 ﾠcorrect	 ﾠdescription	 ﾠof	 ﾠverbal	 ﾠsemantics	 ﾠis	 ﾠa	 ﾠlong	 ﾠ
way	 ﾠoff.	 ﾠThus	 ﾠour	 ﾠgoal	 ﾠin	 ﾠthis	 ﾠsection	 ﾠis	 ﾠsimply	 ﾠto	 ﾠdescribe	 ﾠwhether	 ﾠand	 ﾠhow	 ﾠsuch	 ﾠtheories	 ﾠ
could,	 ﾠin	 ﾠprinciple,	 ﾠaccount	 ﾠfor	 ﾠIC	 ﾠbias.	 ﾠNonetheless,	 ﾠit	 ﾠis	 ﾠeasiest	 ﾠto	 ﾠdescribe	 ﾠclasses	 ﾠof	 ﾠtheories	 ﾠ
by	 ﾠoutlining	 ﾠspecific	 ﾠexamples.	 ﾠThe	 ﾠmost	 ﾠfully	 ﾠimplemented	 ﾠthematic	 ﾠrole	 ﾠtheory	 ﾠand	 ﾠmost	 ﾠ
fully-ﾭ‐implemented	 ﾠpredicate	 ﾠdecomposition	 ﾠtheory	 ﾠare	 ﾠboth	 ﾠfound	 ﾠin	 ﾠVerbNet.	 ﾠ	 ﾠ
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 ﾠ	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 ﾠ	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 ﾠ	 ﾠ	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 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
8	 ﾠEarly	 ﾠdiscussions	 ﾠof	 ﾠIC	 ﾠimplicitly	 ﾠassumed	 ﾠthat	 ﾠa	 ﾠsubordinate	 ﾠclause	 ﾠintroduced	 ﾠby	 ﾠbecause	 ﾠ
necessarily	 ﾠencodes	 ﾠthe	 ﾠcause	 ﾠof	 ﾠthe	 ﾠevent	 ﾠin	 ﾠthe	 ﾠmain	 ﾠclause.	 ﾠMore	 ﾠrecently,	 ﾠseveral	 ﾠauthors	 ﾠ
have	 ﾠsuggested	 ﾠthat	 ﾠbecause	 ﾠintroduces	 ﾠan	 ﾠexplanation,	 ﾠrather	 ﾠthan	 ﾠa	 ﾠcause	 ﾠper	 ﾠse	 ﾠ(Kehler,	 ﾠ
2002;	 ﾠKehler	 ﾠet	 ﾠal.,	 ﾠ2008;	 ﾠPickering	 ﾠand	 ﾠMajid,	 ﾠ2007).	 ﾠEither	 ﾠaccount	 ﾠis	 ﾠconsistent	 ﾠwith	 ﾠthe	 ﾠ
analysis	 ﾠhere,	 ﾠsince	 ﾠexplanations	 ﾠby	 ﾠnecessity	 ﾠare	 ﾠmore	 ﾠlikely	 ﾠto	 ﾠrefer	 ﾠto	 ﾠentities	 ﾠthat	 ﾠwere	 ﾠ
causally	 ﾠresponsible	 ﾠfor	 ﾠan	 ﾠevent	 ﾠ(Kehler,	 ﾠ2002;	 ﾠKehler	 ﾠet	 ﾠal.,	 ﾠ2008).	 ﾠ30	 ﾠ
	 ﾠ Thematic	 ﾠroles	 ﾠare	 ﾠinvoked	 ﾠin	 ﾠlinguistic	 ﾠtheory	 ﾠto	 ﾠhelp	 ﾠexplain	 ﾠhow	 ﾠthe	 ﾠdifferent	 ﾠ
arguments	 ﾠof	 ﾠthe	 ﾠverb	 ﾠare	 ﾠsyntactically	 ﾠencoded	 ﾠin	 ﾠa	 ﾠclause	 ﾠ(for	 ﾠreview,	 ﾠsee	 ﾠLevin	 ﾠ&	 ﾠRappaport	 ﾠ
Hovav,	 ﾠ2005).	 ﾠFor	 ﾠexample,	 ﾠthematic	 ﾠroles	 ﾠare	 ﾠinvoked	 ﾠto	 ﾠexplain	 ﾠwhich	 ﾠargument	 ﾠof	 ﾠa	 ﾠtwo-ﾭ‐
place	 ﾠpredicate	 ﾠwill	 ﾠsurface	 ﾠas	 ﾠthe	 ﾠsyntactic	 ﾠsubject	 ﾠ(e.g.,	 ﾠin	 ﾠSally	 ﾠbroke	 ﾠthe	 ﾠvase,	 ﾠSally	 ﾠis	 ﾠan	 ﾠ
AGENT	 ﾠand	 ﾠAGENTs	 ﾠare	 ﾠmapped	 ﾠonto	 ﾠsubject	 ﾠposition).	 ﾠStarting	 ﾠwith	 ﾠBrown	 ﾠand	 ﾠFish	 ﾠ(1983a),	 ﾠ
several	 ﾠprevious	 ﾠsemantic	 ﾠstructure	 ﾠaccounts	 ﾠinvoked	 ﾠthematic	 ﾠroles	 ﾠto	 ﾠexplain	 ﾠIC:	 ﾠnamely,	 ﾠ
some	 ﾠthematic	 ﾠroles	 ﾠare	 ﾠinherently	 ﾠcausal	 ﾠ(e.g.,	 ﾠAGENT,	 ﾠSTIMULUS),	 ﾠand	 ﾠthus	 ﾠcomprehenders	 ﾠ
expect	 ﾠentities	 ﾠfilling	 ﾠthose	 ﾠroles	 ﾠ(like	 ﾠSally	 ﾠin	 ﾠSally	 ﾠfrightened	 ﾠMary)	 ﾠto	 ﾠbe	 ﾠthe	 ﾠ“implicit“	 ﾠcause	 ﾠ
of	 ﾠthe	 ﾠevent	 ﾠin	 ﾠquestion.	 ﾠThe	 ﾠdata	 ﾠand	 ﾠanalyses	 ﾠabove	 ﾠsuggest	 ﾠthese	 ﾠtheories	 ﾠwere	 ﾠ
insufficiently	 ﾠnuanced	 ﾠto	 ﾠcapture	 ﾠpatterns	 ﾠin	 ﾠIC	 ﾠbiases.	 ﾠInterestingly,	 ﾠmodern	 ﾠthematic	 ﾠrole	 ﾠ
theorists	 ﾠhave	 ﾠtypically	 ﾠfound	 ﾠit	 ﾠnecessary	 ﾠto	 ﾠposit	 ﾠfar	 ﾠmore	 ﾠthan	 ﾠthe	 ﾠ4-ﾭ‐5	 ﾠthematic	 ﾠroles	 ﾠ
employed	 ﾠin	 ﾠprevious	 ﾠIC	 ﾠtheories	 ﾠin	 ﾠorder	 ﾠto	 ﾠaccount	 ﾠfor	 ﾠdifferences	 ﾠin	 ﾠverb	 ﾠsemantics	 ﾠand	 ﾠ
syntactic	 ﾠbehavior.	 ﾠVerbNet,	 ﾠfor	 ﾠexample,	 ﾠutilizes	 ﾠ33	 ﾠdifferent	 ﾠthematic	 ﾠroles.	 ﾠPerhaps	 ﾠthis	 ﾠ
more	 ﾠextensive	 ﾠset	 ﾠof	 ﾠthematic	 ﾠroles	 ﾠwill	 ﾠbe	 ﾠable	 ﾠto	 ﾠcapture	 ﾠIC	 ﾠbias	 ﾠpatterns.	 ﾠ
	 ﾠ We	 ﾠexplored	 ﾠthis	 ﾠpossibility	 ﾠin	 ﾠtwo	 ﾠways.	 ﾠFirst,	 ﾠwe	 ﾠanalyzed	 ﾠthe	 ﾠmonosemic	 ﾠverbs	 ﾠfrom	 ﾠ
Experiment	 ﾠ1,	 ﾠcoded	 ﾠfor	 ﾠVerbNet	 ﾠthematic	 ﾠroles,	 ﾠexcluding	 ﾠ68	 ﾠverbs	 ﾠfor	 ﾠwhich	 ﾠVerbNet	 ﾠ
suggested	 ﾠmore	 ﾠthan	 ﾠone	 ﾠset	 ﾠof	 ﾠthematic	 ﾠroles.9	 ﾠEach	 ﾠthematic	 ﾠrole	 ﾠwas	 ﾠentered	 ﾠinto	 ﾠa	 ﾠbi-ﾭ‐
directional	 ﾠstepwise	 ﾠlinear	 ﾠregression	 ﾠcomposed	 ﾠof	 ﾠmain	 ﾠeffects	 ﾠonly	 ﾠwith	 ﾠeach	 ﾠthematic	 ﾠrole	 ﾠ
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9	 ﾠAn	 ﾠexample	 ﾠis	 ﾠthe	 ﾠverb	 ﾠdry	 ﾠ(class	 ﾠ45.4).	 ﾠIn	 ﾠBill	 ﾠdried	 ﾠthe	 ﾠclothes,	 ﾠVerbNet	 ﾠcodes	 ﾠBill	 ﾠas	 ﾠan	 ﾠ
AGENT	 ﾠand	 ﾠthe	 ﾠclothes	 ﾠas	 ﾠa	 ﾠPATIENT.	 ﾠIn	 ﾠThe	 ﾠhairdryer	 ﾠdried	 ﾠthe	 ﾠclothes,	 ﾠVerbNet	 ﾠcodes	 ﾠthe	 ﾠ
hairdryer	 ﾠas	 ﾠan	 ﾠINSTRUMENT	 ﾠand	 ﾠthe	 ﾠclothes	 ﾠas	 ﾠa	 ﾠPATIENT.	 ﾠNote	 ﾠthat	 ﾠthe	 ﾠissue	 ﾠhere	 ﾠis	 ﾠnot	 ﾠpurely	 ﾠ
animacy:	 ﾠanimate	 ﾠbeings	 ﾠcan	 ﾠbe	 ﾠused	 ﾠas	 ﾠinstruments	 ﾠ(John	 ﾠwiped	 ﾠthe	 ﾠfloor	 ﾠwith	 ﾠBill).	 ﾠ	 ﾠ31	 ﾠ
as	 ﾠa	 ﾠpredictor,	 ﾠcoded	 ﾠas	 ﾠa	 ﾠ“1”	 ﾠif	 ﾠthe	 ﾠthematic	 ﾠrole	 ﾠappeared	 ﾠin	 ﾠsubject	 ﾠposition,	 ﾠas	 ﾠa	 ﾠ“-ﾭ‐1”	 ﾠif	 ﾠit	 ﾠ
appeared	 ﾠin	 ﾠobject	 ﾠposition,	 ﾠand	 ﾠa	 ﾠ“0”	 ﾠotherwise.	 ﾠThe	 ﾠresulting	 ﾠmodel	 ﾠcontained	 ﾠthree	 ﾠ
thematic	 ﾠroles:	 ﾠEXPERIENCER	 ﾠ(equivalent	 ﾠto	 ﾠBrown	 ﾠand	 ﾠFish’s	 ﾠ(1983a)	 ﾠthematic	 ﾠrole	 ﾠof	 ﾠthe	 ﾠsame	 ﾠ
name),	 ﾠPRODUCT	 ﾠ(an	 ﾠentity	 ﾠthat	 ﾠis	 ﾠcreated	 ﾠduring	 ﾠthe	 ﾠevent,	 ﾠas	 ﾠin	 ﾠthe	 ﾠobject	 ﾠof	 ﾠdesign,	 ﾠ
rationalize	 ﾠor	 ﾠrebuild),	 ﾠand	 ﾠSTIMULUS	 ﾠ(the	 ﾠobject	 ﾠof	 ﾠcognition	 ﾠand	 ﾠperception	 ﾠverbs	 ﾠ–	 ﾠnote	 ﾠthat	 ﾠ
this	 ﾠis	 ﾠa	 ﾠsmall	 ﾠsubset	 ﾠof	 ﾠthe	 ﾠrelevant	 ﾠverbs	 ﾠin	 ﾠBrown	 ﾠand	 ﾠFish’s	 ﾠ(1983a)	 ﾠtaxonomy),	 ﾠall	 ﾠof	 ﾠ
which	 ﾠwere	 ﾠsignificant	 ﾠpredictors	 ﾠof	 ﾠbias	 ﾠ(ps<.05).10	 ﾠSurprisingly,	 ﾠall	 ﾠpredicted	 ﾠthat	 ﾠthe	 ﾠ
pronoun	 ﾠwould	 ﾠbe	 ﾠresolved	 ﾠto	 ﾠthe	 ﾠother	 ﾠargument.	 ﾠThus,	 ﾠif	 ﾠthere	 ﾠare	 ﾠthematic	 ﾠroles	 ﾠwhich	 ﾠ
always	 ﾠattract	 ﾠpronoun	 ﾠresolution,	 ﾠthis	 ﾠmethod	 ﾠcombined	 ﾠwith	 ﾠthis	 ﾠparticular	 ﾠthematic	 ﾠrole	 ﾠ
theory	 ﾠcould	 ﾠnot	 ﾠidentify	 ﾠthem.	 ﾠ
	 ﾠ However,	 ﾠit	 ﾠmay	 ﾠbe	 ﾠthat	 ﾠIC	 ﾠbias	 ﾠcannot	 ﾠbe	 ﾠpredicted	 ﾠdirectly	 ﾠfrom	 ﾠthe	 ﾠthematic	 ﾠrole	 ﾠ
borne	 ﾠby	 ﾠan	 ﾠargument,	 ﾠbut	 ﾠby	 ﾠthe	 ﾠcausal	 ﾠstrength	 ﾠof	 ﾠthat	 ﾠthematic	 ﾠrole	 ﾠrelative	 ﾠto	 ﾠthe	 ﾠthematic	 ﾠ
role	 ﾠborne	 ﾠby	 ﾠthe	 ﾠother	 ﾠverbal	 ﾠargument.	 ﾠWe	 ﾠinvestigated	 ﾠthis	 ﾠpossibility	 ﾠin	 ﾠour	 ﾠsecond	 ﾠ
analysis.	 ﾠWe	 ﾠused	 ﾠthe	 ﾠBatchelder-ﾭ‐Bershad-ﾭ‐Simpson	 ﾠscaling	 ﾠmethod	 ﾠ(Batchelder,	 ﾠBershad	 ﾠ&	 ﾠ
Simpson,	 ﾠ1992)	 ﾠto	 ﾠestimate	 ﾠa	 ﾠhierarchy	 ﾠfor	 ﾠthe	 ﾠthematic	 ﾠroles	 ﾠinvestigated	 ﾠabove	 ﾠ(Figure	 ﾠ5).11	 ﾠ
This	 ﾠstatistical	 ﾠtechnique	 ﾠhas	 ﾠbeen	 ﾠwidely	 ﾠused	 ﾠto	 ﾠestimate	 ﾠdominance	 ﾠhierarchies	 ﾠin	 ﾠsocial	 ﾠ
animals	 ﾠbased	 ﾠon	 ﾠthe	 ﾠoutcomes	 ﾠof	 ﾠdyadic	 ﾠinteractions	 ﾠ(Jameson,	 ﾠAppleby	 ﾠ&	 ﾠFreeman,	 ﾠ1999)	 ﾠ
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 ﾠ
10	 ﾠOne	 ﾠadditional	 ﾠthematic	 ﾠrole	 ﾠ(THEME)	 ﾠwas	 ﾠretained	 ﾠin	 ﾠthe	 ﾠstepwise	 ﾠregression	 ﾠbut	 ﾠwas	 ﾠnot	 ﾠ
itself	 ﾠa	 ﾠsignificant	 ﾠpredictor	 ﾠ(t(160)=1.53,	 ﾠp=.13).	 ﾠ
11	 ﾠAdditionally,	 ﾠwe	 ﾠexcluded	 ﾠ12	 ﾠverbs,	 ﾠdiscussed	 ﾠfurther	 ﾠbelow,	 ﾠfor	 ﾠwhich	 ﾠboth	 ﾠarguments	 ﾠ
bore	 ﾠthe	 ﾠsame	 ﾠthematic	 ﾠrole.	 ﾠA	 ﾠtotal	 ﾠof	 ﾠ235	 ﾠverbs	 ﾠremained.	 ﾠ32	 ﾠ
and	 ﾠis	 ﾠbased	 ﾠon	 ﾠa	 ﾠmethod	 ﾠintroduced	 ﾠfor	 ﾠranking	 ﾠchess	 ﾠplayers	 ﾠ(Elo,	 ﾠ1978).	 ﾠNote	 ﾠthat	 ﾠan	 ﾠ
advantage	 ﾠof	 ﾠthis	 ﾠmethod	 ﾠis	 ﾠit	 ﾠdoes	 ﾠnot	 ﾠrequire	 ﾠtwo	 ﾠthematic	 ﾠroles	 ﾠto	 ﾠhave	 ﾠactually	 ﾠappeared	 ﾠ
with	 ﾠthe	 ﾠsame	 ﾠverb	 ﾠin	 ﾠorder	 ﾠto	 ﾠestimate	 ﾠwhich	 ﾠis	 ﾠmore	 ﾠhighly	 ﾠranked.	 ﾠThus,	 ﾠCAUSE	 ﾠis	 ﾠranked	 ﾠ
higher	 ﾠthan	 ﾠSTIMULUS	 ﾠnot	 ﾠbecause	 ﾠCAUSE-ﾭ‐STIMULUS	 ﾠverbs	 ﾠare	 ﾠknown	 ﾠto	 ﾠbe	 ﾠbiased	 ﾠtowards	 ﾠthe	 ﾠ
patient	 ﾠ(no	 ﾠsuch	 ﾠverbs	 ﾠexist),	 ﾠbut	 ﾠbecause	 ﾠCAUSE-ﾭ‐EXPERIENCER	 ﾠverbs	 ﾠare	 ﾠstrongly	 ﾠbiased	 ﾠtowards	 ﾠ
the	 ﾠcause	 ﾠ(these	 ﾠare	 ﾠthe	 ﾠclass	 ﾠ31.1	 ﾠ(frighten,	 ﾠsurprise)	 ﾠverbs),	 ﾠwhereas	 ﾠEXPERIENCER-ﾭ‐STIMULUS	 ﾠ
verbs	 ﾠare	 ﾠonly	 ﾠweakly	 ﾠbiased	 ﾠtowards	 ﾠthe	 ﾠSTIMULUS	 ﾠ(these	 ﾠare	 ﾠclass	 ﾠ30.1	 ﾠ(detect,	 ﾠhear)	 ﾠand	 ﾠ30.2	 ﾠ
(discover,	 ﾠrecognize)	 ﾠverbs).	 ﾠNote	 ﾠthat,	 ﾠunlike	 ﾠin	 ﾠthe	 ﾠIC	 ﾠliterature,	 ﾠVerbNet	 ﾠdoes	 ﾠnot	 ﾠclassify	 ﾠthe	 ﾠ
non-ﾭ‐EXPERIENCER	 ﾠargument	 ﾠof	 ﾠclass	 ﾠ31.2	 ﾠ(fear,	 ﾠlove)	 ﾠverbs	 ﾠas	 ﾠa	 ﾠSTIMULUS;	 ﾠrather,	 ﾠthis	 ﾠis	 ﾠa	 ﾠTHEME,	 ﾠ
a	 ﾠcategorization	 ﾠtypical	 ﾠin	 ﾠlinguistics	 ﾠ(see	 ﾠLevin	 ﾠ&	 ﾠRappaport	 ﾠHovav,	 ﾠ2005).	 ﾠThis	 ﾠexplains	 ﾠthe	 ﾠ
relatively	 ﾠhigh	 ﾠranking	 ﾠof	 ﾠTHEME,	 ﾠas	 ﾠsuch	 ﾠverbs	 ﾠare	 ﾠstrongly	 ﾠbiased	 ﾠin	 ﾠfavor	 ﾠof	 ﾠthe	 ﾠTHEME.	 ﾠ
	 ﾠ The	 ﾠresulting	 ﾠthematic	 ﾠhierarchy	 ﾠ(Figure	 ﾠ5)	 ﾠsuccessfully	 ﾠpredicted	 ﾠthe	 ﾠnumeric	 ﾠ
direction	 ﾠof	 ﾠbias	 ﾠfor	 ﾠ60%	 ﾠof	 ﾠthe	 ﾠrelevant	 ﾠverbs	 ﾠ–	 ﾠfar	 ﾠbetter	 ﾠthan	 ﾠthe	 ﾠmore	 ﾠcoarse-ﾭ‐grained	 ﾠ
thematic	 ﾠrole	 ﾠtheories	 ﾠemployed	 ﾠby	 ﾠBrown	 ﾠand	 ﾠFish	 ﾠ(1983a),	 ﾠAu	 ﾠ(1986)	 ﾠor	 ﾠRudolph	 ﾠand	 ﾠ
Forsterling	 ﾠ(1997),	 ﾠand	 ﾠon	 ﾠpar	 ﾠwith	 ﾠthe	 ﾠVerbNet	 ﾠverb	 ﾠclasses,	 ﾠdespite	 ﾠhaving	 ﾠconsiderably	 ﾠ
fewer	 ﾠdegrees	 ﾠof	 ﾠfreedom	 ﾠthan	 ﾠthe	 ﾠlatter.	 ﾠThis	 ﾠfit	 ﾠwould	 ﾠlikely	 ﾠimprove	 ﾠif	 ﾠwe	 ﾠallowed	 ﾠthat	 ﾠ
verbs	 ﾠfor	 ﾠwhich	 ﾠthe	 ﾠarguments	 ﾠare	 ﾠin	 ﾠsimilar	 ﾠpositions	 ﾠin	 ﾠthe	 ﾠhierarchy	 ﾠshould	 ﾠbe	 ﾠnon-ﾭ‐biased.	 ﾠ
We	 ﾠleave	 ﾠimplementation	 ﾠof	 ﾠthis	 ﾠfor	 ﾠfuture	 ﾠresearch.	 ﾠWe	 ﾠfurther	 ﾠnote	 ﾠthat	 ﾠmuch	 ﾠof	 ﾠthe	 ﾠ
hierarchy	 ﾠis	 ﾠintuitively	 ﾠcorrect,	 ﾠwith	 ﾠCAUSE	 ﾠbeing	 ﾠthe	 ﾠmost	 ﾠcausal	 ﾠand	 ﾠPRODUCT	 ﾠ–	 ﾠan	 ﾠentity	 ﾠ
which	 ﾠdoes	 ﾠnot	 ﾠexist	 ﾠprior	 ﾠto	 ﾠthe	 ﾠevent	 ﾠand	 ﾠthus	 ﾠcannot	 ﾠhave	 ﾠcaused	 ﾠthe	 ﾠevent	 ﾠ–	 ﾠbeing	 ﾠthe	 ﾠ
least	 ﾠcausal.	 ﾠ
	 ﾠ Nonetheless,	 ﾠthere	 ﾠare	 ﾠsome	 ﾠlimitations	 ﾠto	 ﾠthis	 ﾠhierarchy.	 ﾠOne	 ﾠwould	 ﾠexpect	 ﾠthat	 ﾠif	 ﾠboth	 ﾠ
arguments	 ﾠof	 ﾠthe	 ﾠverb	 ﾠbore	 ﾠthe	 ﾠsame	 ﾠthematic	 ﾠrole,	 ﾠthe	 ﾠverbs	 ﾠwould	 ﾠbe	 ﾠunbiased.	 ﾠHowever,	 ﾠ33	 ﾠ
the	 ﾠseven	 ﾠverbs	 ﾠ(better,	 ﾠdominate,	 ﾠexceed,	 ﾠgenerate,	 ﾠovercome,	 ﾠown,	 ﾠpossess)	 ﾠwhich	 ﾠhad	 ﾠa	 ﾠTHEME	 ﾠ
in	 ﾠboth	 ﾠsubject	 ﾠand	 ﾠobject	 ﾠposition	 ﾠwere	 ﾠon	 ﾠaverage	 ﾠsubject-ﾭ‐biased	 ﾠ(t(6)=3.44,	 ﾠp=.01).	 ﾠ
Similarly,	 ﾠthe	 ﾠfive	 ﾠverbs	 ﾠ(divorce,	 ﾠembrace,	 ﾠfight,	 ﾠmarry,	 ﾠvisit)	 ﾠlisted	 ﾠwith	 ﾠACTOR	 ﾠin	 ﾠboth	 ﾠ
positions	 ﾠwere	 ﾠon	 ﾠaverage	 ﾠobject-ﾭ‐biased	 ﾠ	 ﾠ(t(4)=2.99,	 ﾠp=.04).	 ﾠSimilarly,	 ﾠnot	 ﾠall	 ﾠof	 ﾠthe	 ﾠrankings	 ﾠ
on	 ﾠthe	 ﾠhierarchy	 ﾠcan	 ﾠbe	 ﾠclearly	 ﾠindependently	 ﾠmotivated.	 ﾠThat	 ﾠis,	 ﾠthere	 ﾠis	 ﾠno	 ﾠclear	 ﾠreason	 ﾠthat	 ﾠ
RECIPIENT	 ﾠshould	 ﾠbe	 ﾠless	 ﾠcausal	 ﾠthan	 ﾠEXPERIENCER.	 ﾠIt	 ﾠshould	 ﾠbe	 ﾠreiterated	 ﾠthat	 ﾠthe	 ﾠhierarchy	 ﾠin	 ﾠ
Figure	 ﾠ5	 ﾠis	 ﾠa	 ﾠfunction	 ﾠnot	 ﾠjust	 ﾠof	 ﾠour	 ﾠdata,	 ﾠbut	 ﾠof	 ﾠthe	 ﾠthematic	 ﾠrole	 ﾠtheory	 ﾠimplemented	 ﾠby	 ﾠ
VerbNet.	 ﾠWhether	 ﾠother	 ﾠthematic	 ﾠrole	 ﾠtheories	 ﾠcan	 ﾠsuccessfully	 ﾠaddress	 ﾠthese	 ﾠlimitations	 ﾠis	 ﾠa	 ﾠ
question	 ﾠfor	 ﾠfurther	 ﾠresearch.	 ﾠ	 ﾠ
Predicate	 ﾠDecomposition	 ﾠ
	 ﾠ Predicate	 ﾠdecomposition	 ﾠtheories	 ﾠhave	 ﾠemerged	 ﾠin	 ﾠpart	 ﾠto	 ﾠaddress	 ﾠlimitations	 ﾠin	 ﾠthe	 ﾠ
explanatory	 ﾠpower	 ﾠof	 ﾠthematic	 ﾠrole	 ﾠtheories,	 ﾠsuch	 ﾠas	 ﾠthe	 ﾠfact	 ﾠthat	 ﾠneither	 ﾠthe	 ﾠexact	 ﾠlist	 ﾠof	 ﾠ
thematic	 ﾠroles	 ﾠnor	 ﾠthe	 ﾠfact	 ﾠthat	 ﾠmany	 ﾠpossible	 ﾠthematic	 ﾠrole	 ﾠcombinations	 ﾠin	 ﾠany	 ﾠgiven	 ﾠ
language	 ﾠare	 ﾠunattested	 ﾠ(English	 ﾠhas	 ﾠno	 ﾠCAUSE-ﾭ‐STIMULUS	 ﾠverbs)	 ﾠis	 ﾠleft	 ﾠunexplained	 ﾠand	 ﾠmust	 ﾠbe	 ﾠ
stipulated	 ﾠ(Levin	 ﾠ&	 ﾠRappaport	 ﾠHovav,	 ﾠ2005).	 ﾠSuch	 ﾠtheories	 ﾠdecompose	 ﾠthe	 ﾠsemantics	 ﾠof	 ﾠa	 ﾠ
verb	 ﾠinto	 ﾠmore	 ﾠprimitive	 ﾠpredicates,	 ﾠand	 ﾠit	 ﾠis	 ﾠthese	 ﾠpredicates	 ﾠthat	 ﾠassign	 ﾠfunctions	 ﾠto	 ﾠthe	 ﾠ
arguments	 ﾠof	 ﾠthe	 ﾠverb	 ﾠ(e.g.,	 ﾠHarley,	 ﾠ1995;	 ﾠJackendoff,	 ﾠ1990;	 ﾠMoens	 ﾠ&	 ﾠSteedman,	 ﾠ1988;	 ﾠPinker,	 ﾠ
1989;	 ﾠsee	 ﾠLevin	 ﾠ&	 ﾠRappaport	 ﾠHovav,	 ﾠ2005,	 ﾠfor	 ﾠa	 ﾠthorough	 ﾠdiscussion).	 ﾠFor	 ﾠinstance,	 ﾠwhen	 ﾠ
used	 ﾠtransitively,	 ﾠverbs	 ﾠfrom	 ﾠclass	 ﾠ31.1	 ﾠ(frighten,	 ﾠsurprise)	 ﾠmight	 ﾠbe	 ﾠdecomposed	 ﾠas	 ﾠ
	 ﾠ (13)	 ﾠ	 ﾠ class	 ﾠ31.1:	 ﾠNP1	 ﾠV	 ﾠNP2	 ﾠ
	 ﾠ 	 ﾠ CAUSE(NP1,	 ﾠE)	 ﾠEMOTIONAL_STATE(RESULT(E),	 ﾠEMOTION,	 ﾠNP2)	 ﾠ
That	 ﾠis,	 ﾠsuch	 ﾠverbs	 ﾠhave	 ﾠtwo	 ﾠarguments	 ﾠ(NP1	 ﾠand	 ﾠNP2)	 ﾠand	 ﾠdescribe	 ﾠtwo	 ﾠthings:	 ﾠ1)	 ﾠNP1	 ﾠ
causes	 ﾠevent	 ﾠE,	 ﾠand	 ﾠ2)	 ﾠan	 ﾠemotional	 ﾠstate	 ﾠis	 ﾠexperienced	 ﾠby	 ﾠNP2	 ﾠas	 ﾠa	 ﾠresult	 ﾠof	 ﾠevent	 ﾠE.	 ﾠIn	 ﾠSally	 ﾠ34	 ﾠ
frightened	 ﾠMary,	 ﾠSally	 ﾠis	 ﾠNP1,	 ﾠMary	 ﾠis	 ﾠNP2,	 ﾠand	 ﾠfright	 ﾠis	 ﾠthe	 ﾠEMOTION.	 ﾠDepending	 ﾠon	 ﾠthe	 ﾠaccount,	 ﾠ
NP1	 ﾠis	 ﾠrealized	 ﾠas	 ﾠthe	 ﾠsentential	 ﾠsubject	 ﾠbecause	 ﾠit	 ﾠis	 ﾠthe	 ﾠargument	 ﾠof	 ﾠCAUSE,	 ﾠbecause	 ﾠit	 ﾠis	 ﾠthe	 ﾠ
least-ﾭ‐embedded	 ﾠargument	 ﾠin	 ﾠthe	 ﾠsemantic	 ﾠstructure,	 ﾠor	 ﾠfor	 ﾠsome	 ﾠother	 ﾠreason	 ﾠ(Levin	 ﾠ&	 ﾠ
Rappaport	 ﾠHovav,	 ﾠ2005),	 ﾠbut	 ﾠon	 ﾠany	 ﾠsuch	 ﾠaccount	 ﾠSally	 ﾠfrightened	 ﾠMary	 ﾠliterally	 ﾠmeans	 ﾠthat	 ﾠ
Sally	 ﾠcaused	 ﾠMary	 ﾠto	 ﾠbe	 ﾠafraid,	 ﾠstraightforwardly	 ﾠpredicting	 ﾠa	 ﾠsubject	 ﾠIC	 ﾠbias.	 ﾠImportantly,	 ﾠon	 ﾠ
this	 ﾠtheory	 ﾠall	 ﾠverbs	 ﾠin	 ﾠa	 ﾠclass	 ﾠshare	 ﾠthe	 ﾠsame	 ﾠsemantic	 ﾠstructure.	 ﾠThe	 ﾠonly	 ﾠdifference	 ﾠbetween	 ﾠ
members	 ﾠof	 ﾠclass	 ﾠ31.1	 ﾠ(frighten,	 ﾠsurprise)	 ﾠis	 ﾠwhat	 ﾠtype	 ﾠof	 ﾠEMOTION	 ﾠis	 ﾠentered	 ﾠinto	 ﾠthis	 ﾠsemantic	 ﾠ
structure.	 ﾠThus	 ﾠall	 ﾠverbs	 ﾠin	 ﾠa	 ﾠclass	 ﾠshould	 ﾠhave	 ﾠthe	 ﾠsame	 ﾠIC	 ﾠbias.	 ﾠ	 ﾠ
VerbNet	 ﾠsuggests	 ﾠthe	 ﾠfollowing	 ﾠstructures	 ﾠfor	 ﾠclass	 ﾠ45.4	 ﾠ(cool,	 ﾠimprove)	 ﾠand	 ﾠclass	 ﾠ59	 ﾠ
(compel,	 ﾠdare),	 ﾠthe	 ﾠother	 ﾠtwo	 ﾠsubject-ﾭ‐biased	 ﾠVerbNet	 ﾠclasses	 ﾠidentified	 ﾠabove:	 ﾠ
	 ﾠ (14)	 ﾠ	 ﾠ class	 ﾠ45.4:	 ﾠNP1	 ﾠV	 ﾠNP2	 ﾠ
	 ﾠ 	 ﾠ CAUSE(NP1,	 ﾠE)	 ﾠSTATE(RESULT(E),	 ﾠENDSTATE,	 ﾠNP2)	 ﾠ
	 ﾠ (15)	 ﾠ	 ﾠ class	 ﾠ59:	 ﾠNP1	 ﾠV	 ﾠNP2	 ﾠ
	 ﾠ 	 ﾠ FORCE(DURING(E),	 ﾠNP1,	 ﾠNP2,	 ﾠ?PROPOSITION)	 ﾠ
In	 ﾠthe	 ﾠcase	 ﾠof	 ﾠclass	 ﾠ45.4	 ﾠ(cool,	 ﾠimprove),	 ﾠonce	 ﾠagain	 ﾠthe	 ﾠsubject	 ﾠof	 ﾠthe	 ﾠverb	 ﾠis	 ﾠmarked	 ﾠas	 ﾠthe	 ﾠ
cause	 ﾠof	 ﾠthe	 ﾠevent	 ﾠdescribed	 ﾠby	 ﾠthe	 ﾠverb,	 ﾠthus	 ﾠaccounting	 ﾠfor	 ﾠthe	 ﾠIC	 ﾠbias.12	 ﾠIn	 ﾠthe	 ﾠcase	 ﾠof	 ﾠclass	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
12	 ﾠ	 ﾠAn	 ﾠindividual	 ﾠverb	 ﾠmay	 ﾠbe	 ﾠable	 ﾠto	 ﾠappear	 ﾠin	 ﾠmultiple	 ﾠsemantic	 ﾠstructures.	 ﾠFor	 ﾠinstance,	 ﾠ
class	 ﾠ45.4	 ﾠis	 ﾠalso	 ﾠcompatible	 ﾠwith	 ﾠthe	 ﾠfollowing	 ﾠsemantic	 ﾠstructure,	 ﾠwhich	 ﾠis	 ﾠlinked	 ﾠto	 ﾠan	 ﾠ
intransitive	 ﾠsyntactic	 ﾠframe:	 ﾠ
	 ﾠ (16)	 ﾠ	 ﾠ NP1	 ﾠV	 ﾠ
	 ﾠ 	 ﾠ STATE(RESULT(E),	 ﾠENDSTATE,	 ﾠNP1)	 ﾠ35	 ﾠ
59	 ﾠ(compel,	 ﾠdare),	 ﾠthe	 ﾠsubject	 ﾠis	 ﾠmarked	 ﾠas	 ﾠforcing	 ﾠthe	 ﾠobject	 ﾠto	 ﾠadopt	 ﾠa	 ﾠproposition	 ﾠor	 ﾠstate,	 ﾠ
and	 ﾠis	 ﾠthus	 ﾠsimilarly	 ﾠcausal.	 ﾠ
The	 ﾠobject-ﾭ‐biased	 ﾠclass	 ﾠ31.2	 ﾠ(fear,	 ﾠadmire)	 ﾠhas	 ﾠa	 ﾠvery	 ﾠdifferent	 ﾠstructure.	 ﾠWhile	 ﾠsome	 ﾠ
theorists	 ﾠhave	 ﾠsuggested	 ﾠthat	 ﾠthe	 ﾠobject	 ﾠof	 ﾠclass	 ﾠ31.2	 ﾠ(fear,	 ﾠlove)	 ﾠverbs	 ﾠis	 ﾠalso	 ﾠa	 ﾠcause	 ﾠ
(Jackendoff,	 ﾠ1990;	 ﾠPinker,	 ﾠ1989),	 ﾠVerbNet	 ﾠdoes	 ﾠnot	 ﾠanalyze	 ﾠit	 ﾠin	 ﾠthis	 ﾠway	 ﾠ(see	 ﾠalso	 ﾠPesetsky,	 ﾠ
1995).	 ﾠInstead	 ﾠthe	 ﾠstructure	 ﾠit	 ﾠprovides	 ﾠtreats	 ﾠthe	 ﾠemotional	 ﾠstate	 ﾠas	 ﾠarising	 ﾠ“in	 ﾠreaction	 ﾠto”	 ﾠ
the	 ﾠverb’s	 ﾠobject	 ﾠ(17).	 ﾠIf	 ﾠwe	 ﾠassume	 ﾠthat	 ﾠreact	 ﾠto	 ﾠis	 ﾠthe	 ﾠinverse	 ﾠof	 ﾠcause	 ﾠto,	 ﾠthen	 ﾠwe	 ﾠcan	 ﾠ
conclude	 ﾠthat	 ﾠthe	 ﾠobject	 ﾠof	 ﾠfear	 ﾠhas	 ﾠsemantic	 ﾠproperties	 ﾠthat	 ﾠare	 ﾠsimilar	 ﾠto	 ﾠthe	 ﾠsubject	 ﾠof	 ﾠ
frighten,	 ﾠexplaining	 ﾠthe	 ﾠIC	 ﾠbias.	 ﾠ
(17)	 ﾠ class	 ﾠ31.2:	 ﾠNP1	 ﾠV	 ﾠNP2	 ﾠ
	 ﾠ EMOTIONAL_STATE(E,	 ﾠEMOTION,	 ﾠNP1)	 ﾠIN_REACTION_TO(E,	 ﾠNP2)	 ﾠ
The	 ﾠobject-ﾭ‐biased	 ﾠclass	 ﾠ30.2	 ﾠ(discover,	 ﾠrecognize)	 ﾠsimilarly	 ﾠinvolves	 ﾠthe	 ﾠIN_REACTION_TO	 ﾠ
component:	 ﾠ
	 ﾠ (18)	 ﾠ class	 ﾠ30.2:	 ﾠNP1	 ﾠV	 ﾠNP2	 ﾠ
	 ﾠ 	 ﾠ PERCEIVE(DURING(E),	 ﾠNP1,	 ﾠNP2)	 ﾠIN_REACTION_TO(E,	 ﾠNP2)	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
Thus,	 ﾠthe	 ﾠsyntactic	 ﾠframes	 ﾠthat	 ﾠa	 ﾠverb	 ﾠcan	 ﾠappear	 ﾠin	 ﾠreduces	 ﾠto	 ﾠthe	 ﾠsemantic	 ﾠstructures	 ﾠa	 ﾠverb	 ﾠ
is	 ﾠcompatible	 ﾠwith,	 ﾠwhich	 ﾠexplains	 ﾠ-ﾭ‐-ﾭ‐	 ﾠon	 ﾠthis	 ﾠaccount	 ﾠ-ﾭ‐-ﾭ‐	 ﾠwhy	 ﾠidentifying	 ﾠverb	 ﾠclasses	 ﾠwith	 ﾠ
syntactic	 ﾠcriteria	 ﾠleads	 ﾠto	 ﾠsemantically	 ﾠcoherent	 ﾠverb	 ﾠclasses.	 ﾠA	 ﾠchallenge	 ﾠfor	 ﾠsuch	 ﾠtheories,	 ﾠ
then,	 ﾠis	 ﾠto	 ﾠfully	 ﾠaccount	 ﾠfor	 ﾠwhy	 ﾠeach	 ﾠverb	 ﾠis	 ﾠcompatible	 ﾠwith	 ﾠcertain	 ﾠsemantic	 ﾠstructures	 ﾠand	 ﾠ
not	 ﾠothers	 ﾠ(e.g.,	 ﾠLevin	 ﾠ&	 ﾠRappaport	 ﾠHovav,	 ﾠ1988;	 ﾠPinker,	 ﾠ1989).	 ﾠ	 ﾠ
	 ﾠ36	 ﾠ
Levin	 ﾠ(1993)	 ﾠsuggests	 ﾠa	 ﾠsimilar	 ﾠstructure	 ﾠfor	 ﾠclass	 ﾠ33	 ﾠ(praise,	 ﾠslander,	 ﾠsee	 ﾠalso	 ﾠMcKoon	 ﾠet	 ﾠal.,	 ﾠ
1993):	 ﾠ	 ﾠ
These	 ﾠverbs	 ﾠshare	 ﾠsome	 ﾠproperties	 ﾠwith	 ﾠthe	 ﾠadmire-ﾭ‐type	 ﾠpsych-ﾭ‐verbs	 ﾠ[e.g.,	 ﾠclass	 ﾠ31.2	 ﾠverbs]	 ﾠ…	 ﾠWhile	 ﾠthe	 ﾠ
admire	 ﾠverbs	 ﾠrelate	 ﾠto	 ﾠa	 ﾠparticular	 ﾠfeeling	 ﾠthat	 ﾠsomeone	 ﾠmay	 ﾠhave	 ﾠin	 ﾠreaction	 ﾠto	 ﾠsomething,	 ﾠthese	 ﾠverbs	 ﾠ
relate	 ﾠto	 ﾠjudgment	 ﾠor	 ﾠopinion	 ﾠthat	 ﾠsomeone	 ﾠmay	 ﾠhave	 ﾠin	 ﾠreaction	 ﾠto	 ﾠsomething.	 ﾠ(Levin,	 ﾠ1993,	 ﾠp.	 ﾠ196)	 ﾠ
Thus,	 ﾠIC	 ﾠbias	 ﾠfor	 ﾠthese	 ﾠclasses	 ﾠcan	 ﾠbe	 ﾠaccounted	 ﾠfor	 ﾠby	 ﾠthe	 ﾠpredicate	 ﾠdecomposition	 ﾠschema	 ﾠ
already	 ﾠimplemented	 ﾠin	 ﾠVerbNet,	 ﾠthough	 ﾠconsiderable	 ﾠadditional	 ﾠwork	 ﾠis	 ﾠrequired	 ﾠto	 ﾠ
demonstrate	 ﾠthat	 ﾠit	 ﾠdoes	 ﾠexplain	 ﾠIC	 ﾠbias.	 ﾠFor	 ﾠinstance,	 ﾠwhile	 ﾠit	 ﾠis	 ﾠasserted	 ﾠthat	 ﾠclasses	 ﾠ31.1	 ﾠ
(frighten,	 ﾠsurprise),	 ﾠ30.2	 ﾠ(discover,	 ﾠrecognize)	 ﾠand	 ﾠ33	 ﾠ(praise,	 ﾠslander)	 ﾠall	 ﾠcontain	 ﾠthe	 ﾠsame	 ﾠ
IN_REACTION_TO	 ﾠcomponent	 ﾠin	 ﾠtheir	 ﾠsemantic	 ﾠstructure,	 ﾠthere	 ﾠdoes	 ﾠnot	 ﾠappear	 ﾠto	 ﾠbe	 ﾠany	 ﾠ
independent	 ﾠmotivation	 ﾠfor	 ﾠproposing	 ﾠthat	 ﾠthese	 ﾠverbs	 ﾠhave	 ﾠthis	 ﾠstructure.	 ﾠIn	 ﾠaddition,	 ﾠ
VerbNet	 ﾠgives	 ﾠthe	 ﾠsame	 ﾠpredicate	 ﾠdecomposition	 ﾠto	 ﾠboth	 ﾠclasses	 ﾠ30.1	 ﾠ(detect,	 ﾠhear)	 ﾠand	 ﾠ30.2	 ﾠ
(discover,	 ﾠrecognize),	 ﾠwhile	 ﾠwe	 ﾠfind	 ﾠdifferent	 ﾠIC	 ﾠbiases	 ﾠfor	 ﾠthe	 ﾠtwo.	 ﾠFuture	 ﾠresearch	 ﾠwill	 ﾠneed	 ﾠto	 ﾠ
address	 ﾠthese	 ﾠissues.	 ﾠ	 ﾠ	 ﾠ
Predicate	 ﾠDecomposition	 ﾠand	 ﾠDiscourse	 ﾠStructure.	 ﾠ	 ﾠ
	 ﾠ Both	 ﾠthematic	 ﾠrole	 ﾠand	 ﾠpredicate	 ﾠdecomposition	 ﾠtheories	 ﾠprovide	 ﾠframeworks	 ﾠwithin	 ﾠ
which	 ﾠIC	 ﾠbias	 ﾠcan	 ﾠbe	 ﾠexplained	 ﾠwith	 ﾠreference	 ﾠto	 ﾠverbal	 ﾠsemantics.	 ﾠWhether	 ﾠeither	 ﾠwill	 ﾠ
ultimately	 ﾠbe	 ﾠsufficient	 ﾠis	 ﾠan	 ﾠopen	 ﾠquestion	 ﾠ(see	 ﾠalso	 ﾠbelow).	 ﾠOne	 ﾠreason	 ﾠto	 ﾠfavor	 ﾠpredicate	 ﾠ
decomposition	 ﾠat	 ﾠthe	 ﾠoutset	 ﾠis	 ﾠthat	 ﾠthe	 ﾠricher	 ﾠstructures	 ﾠinvoked	 ﾠmay	 ﾠbe	 ﾠmore	 ﾠsuccessful	 ﾠat	 ﾠ
accounting	 ﾠfor	 ﾠthe	 ﾠeffects	 ﾠof	 ﾠdifferent	 ﾠconnectives.	 ﾠAs	 ﾠnoted	 ﾠabove,	 ﾠpronoun	 ﾠresolution	 ﾠbiases	 ﾠ
are	 ﾠa	 ﾠcomplex	 ﾠinteraction	 ﾠof	 ﾠthe	 ﾠverb	 ﾠand	 ﾠconnective	 ﾠ(Crinean	 ﾠ&	 ﾠGarnham,	 ﾠ2006;	 ﾠEhrlich,	 ﾠ
1980;	 ﾠKehler	 ﾠet	 ﾠal.,	 ﾠ2008;	 ﾠStewart	 ﾠet	 ﾠal.,	 ﾠ1998):	 ﾠ
	 ﾠ (19)	 ﾠ	 ﾠ a.	 ﾠSally1	 ﾠfrightened	 ﾠMary2	 ﾠbecause	 ﾠshe1...	 ﾠ
	 ﾠ 	 ﾠ b.	 ﾠBecause	 ﾠSally1	 ﾠfrightened	 ﾠMary2	 ﾠshe2...	 ﾠ37	 ﾠ
	 ﾠ 	 ﾠ c.	 ﾠSally1	 ﾠfrightened	 ﾠMary2,	 ﾠand	 ﾠthen	 ﾠshe1	 ﾠ
	 ﾠ (20)	 ﾠ	 ﾠ a.	 ﾠSally1	 ﾠfeared	 ﾠMary2	 ﾠbecause	 ﾠshe2...	 ﾠ
	 ﾠ 	 ﾠ b.	 ﾠBecause	 ﾠSally1	 ﾠfeared	 ﾠMary2	 ﾠshe1...	 ﾠ
	 ﾠ 	 ﾠ c.	 ﾠSally1	 ﾠfeared	 ﾠMary2,	 ﾠand	 ﾠthen	 ﾠshe1	 ﾠ
	 ﾠ (21)	 ﾠ	 ﾠ a.	 ﾠSally1	 ﾠcriticized	 ﾠMary2	 ﾠbecause	 ﾠshe2...	 ﾠ
	 ﾠ 	 ﾠ b.	 ﾠBecause	 ﾠSally1	 ﾠcriticized	 ﾠMary2	 ﾠshe2...	 ﾠ
	 ﾠ 	 ﾠ c.	 ﾠSally1	 ﾠcriticized	 ﾠMary2,	 ﾠand	 ﾠthen	 ﾠshe1	 ﾠ
Kehler	 ﾠet	 ﾠal.	 ﾠ(2008)	 ﾠsuggest	 ﾠthat	 ﾠthe	 ﾠdifferent	 ﾠconnectives	 ﾠset	 ﾠup	 ﾠdifferent	 ﾠexpectations	 ﾠabout	 ﾠ
discourse	 ﾠcontinuations,	 ﾠand	 ﾠthus	 ﾠdifferent	 ﾠaspects	 ﾠof	 ﾠthe	 ﾠverb's	 ﾠsemantics	 ﾠbecome	 ﾠrelevant.	 ﾠ
Thus,	 ﾠin	 ﾠ(19a),	 ﾠ	 ﾠ(20a),	 ﾠand	 ﾠ(21a),	 ﾠthe	 ﾠsecond	 ﾠclause	 ﾠexplains	 ﾠthe	 ﾠfirst	 ﾠand	 ﾠthus	 ﾠthe	 ﾠpronoun	 ﾠ
should	 ﾠrefer	 ﾠto	 ﾠthe	 ﾠcause	 ﾠof	 ﾠthe	 ﾠsituation.	 ﾠIn	 ﾠ(19b),	 ﾠ(20b),	 ﾠand	 ﾠ(21b),	 ﾠthe	 ﾠsecond	 ﾠclause	 ﾠrefers	 ﾠ
to	 ﾠa	 ﾠconsequence	 ﾠof	 ﾠthe	 ﾠsituation	 ﾠin	 ﾠthe	 ﾠfirst,	 ﾠand	 ﾠthus	 ﾠthe	 ﾠpronoun	 ﾠshould	 ﾠrefer	 ﾠto	 ﾠthe	 ﾠaffected	 ﾠ
entity	 ﾠto	 ﾠwhom	 ﾠthe	 ﾠconsequence	 ﾠoccurs.	 ﾠIn	 ﾠ(19c),	 ﾠ(20c),	 ﾠand	 ﾠ(21c),	 ﾠthe	 ﾠtwo	 ﾠclauses	 ﾠdescribe	 ﾠa	 ﾠ
succession	 ﾠof	 ﾠevents;	 ﾠin	 ﾠsuch	 ﾠcases,	 ﾠsubjects	 ﾠtend	 ﾠto	 ﾠco-ﾭ‐refer	 ﾠand	 ﾠverbal	 ﾠsemantics	 ﾠis	 ﾠless	 ﾠ
relevant.	 ﾠNote	 ﾠthat	 ﾠthe	 ﾠpattern	 ﾠis	 ﾠdifferent	 ﾠfor	 ﾠthe	 ﾠdifferent	 ﾠverbs:	 ﾠwhile	 ﾠfor	 ﾠcriticize,	 ﾠthe	 ﾠcause	 ﾠ
and	 ﾠaffected	 ﾠentity	 ﾠare	 ﾠthe	 ﾠsame,	 ﾠfor	 ﾠfrighten	 ﾠand	 ﾠfear,	 ﾠthey	 ﾠare	 ﾠdifferent.	 ﾠWhile	 ﾠthis	 ﾠcan	 ﾠbe	 ﾠ
described	 ﾠin	 ﾠterms	 ﾠof	 ﾠthematic	 ﾠroles	 ﾠ(e.g.,	 ﾠStevenson,	 ﾠCrawley	 ﾠ&	 ﾠKleinman,	 ﾠ1994),	 ﾠthe	 ﾠfact	 ﾠthat	 ﾠ
predicate	 ﾠdecomposition	 ﾠstraightforwardly	 ﾠallows	 ﾠthe	 ﾠsame	 ﾠargument	 ﾠto	 ﾠbear	 ﾠmultiple	 ﾠroles	 ﾠ
with	 ﾠrespect	 ﾠto	 ﾠthe	 ﾠverb	 ﾠmay	 ﾠaccount	 ﾠfor	 ﾠthese	 ﾠpatterns	 ﾠmore	 ﾠnaturally.	 ﾠ	 ﾠ
Continuous	 ﾠvs.	 ﾠDiscrete	 ﾠDistributions	 ﾠof	 ﾠBias	 ﾠ
Several	 ﾠresearchers	 ﾠhave	 ﾠcommented	 ﾠon	 ﾠthe	 ﾠfact	 ﾠthat	 ﾠIC	 ﾠbias	 ﾠappears	 ﾠto	 ﾠbe	 ﾠ
continuously	 ﾠdistributed,	 ﾠrather	 ﾠthan	 ﾠbimodal	 ﾠ(Garvey	 ﾠet	 ﾠal.,	 ﾠ1974;	 ﾠSemin	 ﾠ&	 ﾠFiedler,	 ﾠ1991),	 ﾠ
and	 ﾠindeed	 ﾠin	 ﾠExperiment	 ﾠ1	 ﾠwe	 ﾠobserved	 ﾠverbs	 ﾠat	 ﾠa	 ﾠwide	 ﾠrange	 ﾠof	 ﾠIC	 ﾠbiases.	 ﾠThis	 ﾠfact	 ﾠis	 ﾠ38	 ﾠ
sometimes	 ﾠtaken	 ﾠas	 ﾠevidence	 ﾠin	 ﾠfavor	 ﾠof	 ﾠthe	 ﾠworld	 ﾠknowledge	 ﾠaccount,	 ﾠon	 ﾠwhich	 ﾠbias	 ﾠis	 ﾠ
necessarily	 ﾠgraded,	 ﾠand	 ﾠagainst	 ﾠthe	 ﾠsemantic	 ﾠstructure	 ﾠaccount,	 ﾠas	 ﾠearly	 ﾠversions	 ﾠ(e.g.,	 ﾠBrown	 ﾠ
&	 ﾠFish,	 ﾠ1983)	 ﾠpredicted	 ﾠmore	 ﾠcategorical	 ﾠresults.	 ﾠ
A	 ﾠnumber	 ﾠof	 ﾠfactors	 ﾠcan	 ﾠmask	 ﾠunderlying	 ﾠcategoricity.	 ﾠFirst,	 ﾠcategoricity	 ﾠmay	 ﾠbe	 ﾠ
masked	 ﾠby	 ﾠmeasurement	 ﾠerror.	 ﾠMoreover,	 ﾠsince	 ﾠthe	 ﾠanalyses	 ﾠabove	 ﾠsuggest	 ﾠthat	 ﾠif	 ﾠIC	 ﾠbias	 ﾠis	 ﾠ
categorical,	 ﾠthen	 ﾠthere	 ﾠare	 ﾠat	 ﾠleast	 ﾠthree	 ﾠcategories	 ﾠ-ﾭ‐-ﾭ‐	 ﾠsubject-ﾭ‐biased,	 ﾠobject-ﾭ‐biased	 ﾠand	 ﾠnon-ﾭ‐
biased	 ﾠ–	 ﾠand	 ﾠsampling	 ﾠfrom	 ﾠthese	 ﾠthree	 ﾠcategories	 ﾠwith	 ﾠsome	 ﾠmeasurement	 ﾠerror	 ﾠwould	 ﾠgive	 ﾠ
the	 ﾠappearance	 ﾠof	 ﾠa	 ﾠcontinuous	 ﾠdistribution.	 ﾠThis	 ﾠwould	 ﾠbe	 ﾠexacerbated	 ﾠif	 ﾠdifferent	 ﾠverb	 ﾠ
classes	 ﾠhave	 ﾠdifferent	 ﾠstrength	 ﾠbiases.	 ﾠThus,	 ﾠit	 ﾠmay	 ﾠbe	 ﾠthat	 ﾠthe	 ﾠunderlying	 ﾠsemantics	 ﾠof	 ﾠclass	 ﾠ
45.4	 ﾠ(cool,	 ﾠimprove)	 ﾠis	 ﾠless	 ﾠcausal	 ﾠthat	 ﾠthe	 ﾠsemantics	 ﾠof	 ﾠclass	 ﾠ31.1	 ﾠ(for	 ﾠinstance,	 ﾠperhaps	 ﾠclass	 ﾠ
45.4	 ﾠinvolves	 ﾠindirect	 ﾠcausation,	 ﾠand	 ﾠclass	 ﾠ31.1,	 ﾠdirect	 ﾠcausation).	 ﾠThis	 ﾠwould	 ﾠmake	 ﾠthe	 ﾠoverall	 ﾠ
distribution	 ﾠlook	 ﾠeven	 ﾠmore	 ﾠcontinuous.	 ﾠ	 ﾠ
Second,	 ﾠpolysemous	 ﾠverbs	 ﾠmay	 ﾠhave	 ﾠone	 ﾠmeaning	 ﾠthat	 ﾠleads	 ﾠto	 ﾠone	 ﾠbias	 ﾠand	 ﾠanother	 ﾠ
meaning	 ﾠthat	 ﾠleads	 ﾠto	 ﾠanother.	 ﾠConfusion	 ﾠover	 ﾠinterpretation	 ﾠon	 ﾠthe	 ﾠpart	 ﾠof	 ﾠthe	 ﾠparticipants	 ﾠ
would	 ﾠthen	 ﾠlead	 ﾠto	 ﾠweaker	 ﾠbiases	 ﾠin	 ﾠproportion	 ﾠto	 ﾠthe	 ﾠconfusion,	 ﾠfurther	 ﾠcausing	 ﾠan	 ﾠapparent	 ﾠ
continuous	 ﾠdistribution.	 ﾠAlthough	 ﾠwe	 ﾠeliminated	 ﾠmany	 ﾠpolysemous	 ﾠverbs,	 ﾠwe	 ﾠlikely	 ﾠdid	 ﾠnot	 ﾠ
eliminate	 ﾠthem	 ﾠall	 ﾠas	 ﾠpolysemy	 ﾠitself	 ﾠis	 ﾠan	 ﾠopen	 ﾠarea	 ﾠof	 ﾠresearch.	 ﾠSimilarly,	 ﾠsome	 ﾠverbs	 ﾠwere	 ﾠ
less	 ﾠnatural	 ﾠin	 ﾠthe	 ﾠsentential	 ﾠcontexts	 ﾠemployed,	 ﾠwhich	 ﾠcould	 ﾠweaken	 ﾠparticipant	 ﾠintuitions.	 ﾠ
Finally,	 ﾠalthough	 ﾠIC	 ﾠbias	 ﾠis	 ﾠone	 ﾠfactor	 ﾠin	 ﾠpronoun	 ﾠresolution,	 ﾠit	 ﾠis	 ﾠby	 ﾠno	 ﾠmeans	 ﾠthe	 ﾠonly	 ﾠ(Ferstl	 ﾠ
et	 ﾠal.,	 ﾠ2011;	 ﾠKehler	 ﾠet	 ﾠal.,	 ﾠ2008;	 ﾠNappa	 ﾠ&	 ﾠArnold,	 ﾠ2009),	 ﾠand	 ﾠthese	 ﾠother	 ﾠfactors	 ﾠmay	 ﾠaffect	 ﾠ
different	 ﾠverbs	 ﾠdifferently,	 ﾠfurther	 ﾠsmearing	 ﾠthe	 ﾠdistribution.	 ﾠ
Thus,	 ﾠalthough	 ﾠa	 ﾠcontinuous	 ﾠdistribution	 ﾠis	 ﾠoften	 ﾠseen	 ﾠas	 ﾠevidence	 ﾠfor	 ﾠthe	 ﾠworld	 ﾠ
knowledge	 ﾠaccount,	 ﾠin	 ﾠfact	 ﾠit	 ﾠis	 ﾠalso	 ﾠconsistent	 ﾠwith	 ﾠthe	 ﾠsemantic	 ﾠstructure	 ﾠaccount.	 ﾠHowever,	 ﾠ39	 ﾠ
the	 ﾠtwo	 ﾠtheories	 ﾠaccount	 ﾠfor	 ﾠsuch	 ﾠa	 ﾠdistribution	 ﾠdifferently,	 ﾠand	 ﾠit	 ﾠremains	 ﾠfor	 ﾠfuture	 ﾠwork	 ﾠto	 ﾠ
tease	 ﾠthese	 ﾠissues	 ﾠapart.	 ﾠ	 ﾠ
Revisiting	 ﾠworld	 ﾠknowledge	 ﾠand	 ﾠsemantic	 ﾠfeatures	 ﾠ
While	 ﾠthe	 ﾠworld	 ﾠknowledge	 ﾠaccount	 ﾠand	 ﾠthe	 ﾠarbitrary	 ﾠsemantic	 ﾠtag	 ﾠaccount	 ﾠdo	 ﾠnot	 ﾠ
predict	 ﾠthe	 ﾠeffects	 ﾠof	 ﾠsemantic	 ﾠstructure,	 ﾠboth	 ﾠaccounts	 ﾠare	 ﾠin	 ﾠprinciple	 ﾠcompatible	 ﾠwith	 ﾠthem.	 ﾠ
The	 ﾠsemantic	 ﾠverb	 ﾠclasses	 ﾠthat	 ﾠwe	 ﾠinvestigated	 ﾠare	 ﾠthought	 ﾠto	 ﾠreflect	 ﾠsystematic	 ﾠdifferences	 ﾠin	 ﾠ
the	 ﾠconceptualization	 ﾠof	 ﾠdifferent	 ﾠtypes	 ﾠof	 ﾠevents.	 ﾠPresumably	 ﾠthe	 ﾠevent	 ﾠconcepts	 ﾠthat	 ﾠ
underlie	 ﾠthis	 ﾠsemantic	 ﾠknowledge	 ﾠare	 ﾠalso	 ﾠinvolved	 ﾠin	 ﾠrepresenting	 ﾠour	 ﾠknowledge	 ﾠof	 ﾠtypical	 ﾠ
(or	 ﾠspecific)	 ﾠevents	 ﾠin	 ﾠthe	 ﾠworld	 ﾠand	 ﾠtheir	 ﾠcauses.	 ﾠThus	 ﾠ,	 ﾠon	 ﾠany	 ﾠhypothesis,	 ﾠwe	 ﾠwould	 ﾠexpect	 ﾠ
to	 ﾠsee	 ﾠa	 ﾠcorrelation	 ﾠbetween	 ﾠsemantic	 ﾠverb	 ﾠclasses	 ﾠand	 ﾠthe	 ﾠcontents	 ﾠof	 ﾠworld	 ﾠknowledge,	 ﾠand	 ﾠ
so	 ﾠif	 ﾠone	 ﾠpatterns	 ﾠwith	 ﾠIC	 ﾠbias,	 ﾠthe	 ﾠother	 ﾠwill,	 ﾠtoo.	 ﾠSimilarly,	 ﾠon	 ﾠthe	 ﾠarbitrary	 ﾠtag	 ﾠhypothesis,	 ﾠ
the	 ﾠsemantic	 ﾠtag	 ﾠof	 ﾠeach	 ﾠverb	 ﾠmust	 ﾠbe	 ﾠlearned,	 ﾠpresumably	 ﾠon	 ﾠthe	 ﾠbasis	 ﾠof	 ﾠthe	 ﾠutterances	 ﾠin	 ﾠ
which	 ﾠthe	 ﾠverb	 ﾠappears.	 ﾠSince	 ﾠthese	 ﾠutterances	 ﾠwill	 ﾠdescribe	 ﾠspecific	 ﾠevents,	 ﾠas	 ﾠfiltered	 ﾠ
through	 ﾠthe	 ﾠhuman	 ﾠconceptual	 ﾠsystem,	 ﾠthis	 ﾠinformation	 ﾠwill	 ﾠbe	 ﾠshaped	 ﾠby	 ﾠthe	 ﾠsame	 ﾠforces	 ﾠthat	 ﾠ
have	 ﾠgiven	 ﾠrise	 ﾠto	 ﾠsemantic	 ﾠverb	 ﾠclasses	 ﾠand	 ﾠto	 ﾠour	 ﾠworld	 ﾠknowledge.	 ﾠ
However,	 ﾠthe	 ﾠthree	 ﾠproposals	 ﾠmake	 ﾠquite	 ﾠdifferent	 ﾠclaims	 ﾠabout	 ﾠthe	 ﾠprocesses	 ﾠinvolved	 ﾠ
in	 ﾠIC	 ﾠbiases	 ﾠand	 ﾠthe	 ﾠmeans	 ﾠby	 ﾠwhich	 ﾠthey	 ﾠare	 ﾠacquired.	 ﾠOn	 ﾠthe	 ﾠsemantic	 ﾠstructures	 ﾠhypothesis,	 ﾠ
the	 ﾠargument	 ﾠstructure	 ﾠthat	 ﾠis	 ﾠassociated	 ﾠwith	 ﾠa	 ﾠclass	 ﾠof	 ﾠverbs	 ﾠencodes	 ﾠinformation	 ﾠthat	 ﾠis	 ﾠ
relevant	 ﾠto	 ﾠinferring	 ﾠthe	 ﾠcauses	 ﾠof	 ﾠevents.	 ﾠConsequently	 ﾠIC	 ﾠcan	 ﾠoften	 ﾠbe	 ﾠread	 ﾠoff	 ﾠof	 ﾠthe	 ﾠ
semantic	 ﾠrepresentation	 ﾠof	 ﾠan	 ﾠutterance;	 ﾠonce	 ﾠone	 ﾠhas	 ﾠlearned	 ﾠwhat	 ﾠa	 ﾠverb	 ﾠmeans,	 ﾠthe	 ﾠIC	 ﾠbias	 ﾠ
comes	 ﾠfor	 ﾠfree.	 ﾠOn	 ﾠthe	 ﾠother	 ﾠtwo	 ﾠaccounts,	 ﾠa	 ﾠverb’s	 ﾠdefinition	 ﾠis	 ﾠinsufficient.	 ﾠThus,	 ﾠthe	 ﾠmost	 ﾠ
direct	 ﾠway	 ﾠto	 ﾠdistinguish	 ﾠbetween	 ﾠthese	 ﾠaccounts	 ﾠwould	 ﾠbe	 ﾠto	 ﾠconduct	 ﾠstudies	 ﾠin	 ﾠwhich	 ﾠ40	 ﾠ
participants	 ﾠare	 ﾠtaught	 ﾠnew	 ﾠverbs	 ﾠunder	 ﾠconditions	 ﾠthat	 ﾠcontrolled	 ﾠtheir	 ﾠknowledge	 ﾠof	 ﾠ
semantic	 ﾠstructure,	 ﾠlinguistic	 ﾠexperience	 ﾠand	 ﾠevent	 ﾠknowledge.	 ﾠ	 ﾠ
With	 ﾠall	 ﾠthis	 ﾠin	 ﾠmind,	 ﾠit	 ﾠis	 ﾠworth	 ﾠrevisiting	 ﾠthe	 ﾠmost	 ﾠcommonly-ﾭ‐cited	 ﾠevidence	 ﾠin	 ﾠfavor	 ﾠ
of	 ﾠthe	 ﾠworld	 ﾠknowledge	 ﾠhypothesis:	 ﾠevidence	 ﾠthat	 ﾠfactors	 ﾠsuch	 ﾠas	 ﾠgender	 ﾠand	 ﾠsocial	 ﾠdominance	 ﾠ
relations	 ﾠaffect	 ﾠIC	 ﾠjudgments	 ﾠ(Corrigan,	 ﾠ2001;	 ﾠLaFrance	 ﾠet	 ﾠal.,	 ﾠ1997;	 ﾠMaass	 ﾠet	 ﾠal.,	 ﾠ1989;	 ﾠ
Mannetti	 ﾠ&	 ﾠDe	 ﾠGrada,	 ﾠ1991).	 ﾠFor	 ﾠinstance,	 ﾠCorrigan	 ﾠ(2001)	 ﾠfound	 ﾠthat	 ﾠparticipants	 ﾠwere	 ﾠmore	 ﾠ
likely	 ﾠto	 ﾠdeclare	 ﾠthe	 ﾠobject	 ﾠresponsible	 ﾠin	 ﾠsentences	 ﾠlike	 ﾠ(22)	 ﾠthan	 ﾠin	 ﾠsentences	 ﾠlike	 ﾠ(23),	 ﾠ
presumably	 ﾠbecause	 ﾠtraitors	 ﾠare	 ﾠseen	 ﾠas	 ﾠmore	 ﾠdeserving	 ﾠof	 ﾠcriticism	 ﾠthan	 ﾠkings.	 ﾠ
(22)	 ﾠThe	 ﾠmonarch	 ﾠcriticized	 ﾠthe	 ﾠtraitor.	 ﾠ
(23)	 ﾠThe	 ﾠtraitor	 ﾠcriticized	 ﾠthe	 ﾠmonarch.	 ﾠ
The	 ﾠworld	 ﾠknowledge	 ﾠaccount	 ﾠexplains	 ﾠthat	 ﾠlisteners	 ﾠaccess	 ﾠstatistical	 ﾠknowledge	 ﾠabout	 ﾠ
why	 ﾠmonarchs	 ﾠand	 ﾠtraitors	 ﾠcriticize	 ﾠone	 ﾠanother	 ﾠto	 ﾠultimately	 ﾠdecide	 ﾠwho	 ﾠwas	 ﾠthe	 ﾠmost	 ﾠlikely	 ﾠ
cause.	 ﾠOn	 ﾠthe	 ﾠsemantic	 ﾠstructure	 ﾠand	 ﾠarbitrary	 ﾠsemantic	 ﾠtag	 ﾠaccounts,	 ﾠlisteners	 ﾠinitially	 ﾠ
determine	 ﾠwho	 ﾠthe	 ﾠcause	 ﾠwas	 ﾠlinguistically,	 ﾠbut	 ﾠupon	 ﾠreflection,	 ﾠthe	 ﾠlistener	 ﾠcan	 ﾠalso	 ﾠaccess	 ﾠ
world	 ﾠknowledge	 ﾠabout	 ﾠtraitors	 ﾠand	 ﾠmonarchs,	 ﾠand	 ﾠthis	 ﾠmay	 ﾠsuggest	 ﾠadditional	 ﾠhypotheses	 ﾠ
about	 ﾠwhat	 ﾠcaused	 ﾠthe	 ﾠevent	 ﾠof	 ﾠcriticism,	 ﾠmodifying	 ﾠthe	 ﾠoriginal	 ﾠassessment.	 ﾠ	 ﾠ
Since	 ﾠit	 ﾠis	 ﾠpossible	 ﾠto	 ﾠtrack	 ﾠmoment-ﾭ‐to-ﾭ‐moment	 ﾠadjustments	 ﾠin	 ﾠlistener’s	 ﾠonline	 ﾠ
assessments	 ﾠof	 ﾠpronoun	 ﾠresolution	 ﾠ(Arnold,	 ﾠEisenband,	 ﾠBrown-ﾭ‐Schmidt,	 ﾠ&	 ﾠTrueswell,	 ﾠ2000;	 ﾠ
Arnold,	 ﾠBrown-ﾭ‐Schmidt,	 ﾠ&	 ﾠTrueswell,	 ﾠ2007;	 ﾠPyykkonen	 ﾠ&	 ﾠJarvikivi,	 ﾠ2010;	 ﾠPyykkonen	 ﾠet	 ﾠal.,	 ﾠ
2010),	 ﾠpronoun	 ﾠresolution	 ﾠmay	 ﾠbe	 ﾠa	 ﾠparticularly	 ﾠgood	 ﾠplace	 ﾠto	 ﾠlook	 ﾠfor	 ﾠdistinctions	 ﾠin	 ﾠhow	 ﾠ
different	 ﾠsources	 ﾠof	 ﾠinformation	 ﾠthat	 ﾠinfluence	 ﾠIC	 ﾠbias	 ﾠare	 ﾠintegrated	 ﾠonline,	 ﾠthough	 ﾠno	 ﾠsuch	 ﾠ
studies	 ﾠhave	 ﾠbeen	 ﾠrun.	 ﾠ
Conclusion	 ﾠ41	 ﾠ
	 ﾠ This	 ﾠinvestigation	 ﾠof	 ﾠfine-ﾭ‐grained	 ﾠsemantic	 ﾠverb	 ﾠclasses	 ﾠrepresents	 ﾠa	 ﾠpromising	 ﾠ
direction	 ﾠin	 ﾠthe	 ﾠstudy	 ﾠof	 ﾠIC	 ﾠand	 ﾠpronoun	 ﾠresolution	 ﾠin	 ﾠgeneral.	 ﾠPrevious	 ﾠinvestigations	 ﾠthat	 ﾠ
have	 ﾠconsidered	 ﾠsemantic	 ﾠverb	 ﾠclasses	 ﾠhave	 ﾠfocused	 ﾠon	 ﾠcoarse-ﾭ‐grained	 ﾠdistinctions,	 ﾠwhich	 ﾠ
typically	 ﾠresulted	 ﾠin	 ﾠonly	 ﾠ3	 ﾠor	 ﾠ4	 ﾠverb	 ﾠclasses	 ﾠ(Rudolph	 ﾠ&	 ﾠForsterling,	 ﾠ1997).	 ﾠWith	 ﾠfew	 ﾠ
exceptions	 ﾠthe	 ﾠverb	 ﾠclasses	 ﾠemployed	 ﾠwere	 ﾠbased	 ﾠon	 ﾠintuitions	 ﾠabout	 ﾠthe	 ﾠcausal	 ﾠstructure	 ﾠ
encoded	 ﾠin	 ﾠthe	 ﾠverb	 ﾠand	 ﾠthus	 ﾠwere	 ﾠnot	 ﾠindependently	 ﾠmotivated	 ﾠ(but	 ﾠsee	 ﾠSemin	 ﾠ&	 ﾠFiedler,	 ﾠ
1988,	 ﾠ1991).	 ﾠThe	 ﾠpresent	 ﾠstudy	 ﾠdemonstrates	 ﾠthat	 ﾠverb	 ﾠclassification	 ﾠschemes	 ﾠbased	 ﾠon	 ﾠ
syntactic	 ﾠpatterns	 ﾠcorrelate	 ﾠwith	 ﾠ–	 ﾠand	 ﾠpotentially	 ﾠexplain	 ﾠ–	 ﾠthe	 ﾠdirection	 ﾠof	 ﾠimplicit	 ﾠcausal	 ﾠ
biases.	 ﾠ
	 ﾠ These	 ﾠresults	 ﾠsuggest	 ﾠthat	 ﾠwe	 ﾠshould	 ﾠbe	 ﾠcautious	 ﾠin	 ﾠusing	 ﾠIC	 ﾠto	 ﾠprobe	 ﾠpeople’s	 ﾠcausal	 ﾠ
knowledge	 ﾠof	 ﾠworld	 ﾠ(Au,	 ﾠ1986;	 ﾠCorrigan	 ﾠ&	 ﾠStevenson,	 ﾠ1994;	 ﾠDe	 ﾠGoede	 ﾠet	 ﾠal.,	 ﾠ2009;	 ﾠMaass	 ﾠet	 ﾠ
al.,	 ﾠ1989).	 ﾠTo	 ﾠthe	 ﾠextent	 ﾠthat	 ﾠIC	 ﾠbiases	 ﾠreflect	 ﾠknowledge	 ﾠlinguistic	 ﾠstructure,	 ﾠthey	 ﾠmay	 ﾠ
provided	 ﾠa	 ﾠdistorted	 ﾠpicture	 ﾠof	 ﾠa	 ﾠperson’s	 ﾠnonlinguistic	 ﾠworld	 ﾠknowledge.	 ﾠFor	 ﾠexample,	 ﾠ
measures	 ﾠof	 ﾠIC	 ﾠmay	 ﾠoverestimate	 ﾠchildren’s	 ﾠunderstanding	 ﾠof	 ﾠcausation	 ﾠ(Au,	 ﾠ1986;	 ﾠCorrigan	 ﾠ&	 ﾠ
Stevenson,	 ﾠ1994)	 ﾠif	 ﾠchildren	 ﾠare	 ﾠable	 ﾠto	 ﾠderive	 ﾠthe	 ﾠsemantic	 ﾠstructures	 ﾠof	 ﾠverbs	 ﾠfrom	 ﾠtracking	 ﾠ
their	 ﾠsyntactic	 ﾠproperties	 ﾠ(Gleitman,	 ﾠ1990)	 ﾠbut	 ﾠdo	 ﾠnot	 ﾠfully	 ﾠunderstand	 ﾠthe	 ﾠcausal	 ﾠproperties	 ﾠ
of	 ﾠthe	 ﾠevent	 ﾠtypes	 ﾠthat	 ﾠthey	 ﾠencode.	 ﾠ	 ﾠ
On	 ﾠa	 ﾠmethodological	 ﾠlevel,	 ﾠthis	 ﾠstudy	 ﾠconsiderably	 ﾠincreases	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠEnglish	 ﾠ
verbs	 ﾠfor	 ﾠwhich	 ﾠIC	 ﾠbiases	 ﾠhave	 ﾠbeen	 ﾠreported	 ﾠ(see	 ﾠFerstl	 ﾠet	 ﾠal.,	 ﾠ2011;	 ﾠRudolph	 ﾠ&	 ﾠForsterling,	 ﾠ
1997).	 ﾠBy	 ﾠmaking	 ﾠthese	 ﾠdata	 ﾠpublically	 ﾠavailable	 ﾠ(see	 ﾠthe	 ﾠappendixes)	 ﾠwe	 ﾠhope	 ﾠto	 ﾠfacilitate	 ﾠthe	 ﾠ
creation	 ﾠof	 ﾠnew	 ﾠexperiments	 ﾠ(see	 ﾠGoikoetxea	 ﾠet	 ﾠal.,	 ﾠ2008,	 ﾠfor	 ﾠa	 ﾠsimilar	 ﾠproject	 ﾠin	 ﾠSpanish)	 ﾠ
	 ﾠ Finally,	 ﾠthis	 ﾠdiscovery	 ﾠpotentially	 ﾠprovides	 ﾠa	 ﾠnew	 ﾠprobe	 ﾠinto	 ﾠthe	 ﾠsemantic	 ﾠstructures	 ﾠof	 ﾠ
verbs.	 ﾠThe	 ﾠstudy	 ﾠof	 ﾠverb	 ﾠmeaning	 ﾠwithin	 ﾠlinguistics	 ﾠhas	 ﾠfocused	 ﾠlargely	 ﾠon	 ﾠwhat	 ﾠconstructions	 ﾠ42	 ﾠ
(e.g.,	 ﾠdative,	 ﾠdouble	 ﾠobject,	 ﾠprogressive,	 ﾠetc.)	 ﾠa	 ﾠgiven	 ﾠverb	 ﾠcan	 ﾠappear	 ﾠin.	 ﾠIf	 ﾠthese	 ﾠconcerns	 ﾠare	 ﾠ
directly	 ﾠrelated	 ﾠto	 ﾠIC	 ﾠ–	 ﾠand	 ﾠour	 ﾠanalyses	 ﾠabove	 ﾠsuggest	 ﾠthat	 ﾠthey	 ﾠare	 ﾠ–	 ﾠthen	 ﾠimplicit	 ﾠcausal	 ﾠ
biases	 ﾠmay	 ﾠprovide	 ﾠa	 ﾠnew	 ﾠdata	 ﾠpoint	 ﾠto	 ﾠinform	 ﾠthis	 ﾠproject.	 ﾠ
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APPENDIX	 ﾠA:	 ﾠExperiment	 ﾠ1	 ﾠStimuli	 ﾠand	 ﾠResults
Verb	 ﾠ	 ﾠ	 ﾠN	 ﾠ	 ﾠ	 ﾠObject-ﾭ‐Bias	 ﾠ
abandons	 ﾠ	 ﾠ	 ﾠ49	 ﾠ	 ﾠ	 ﾠ67%	 ﾠ
abolishes	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ47%	 ﾠ
accelerates	 ﾠ	 ﾠ	 ﾠ52	 ﾠ	 ﾠ	 ﾠ46%	 ﾠ
accepts	 ﾠ	 ﾠ	 ﾠ49	 ﾠ	 ﾠ	 ﾠ57%	 ﾠ
accommodates	 ﾠ46	 ﾠ70%	 ﾠ
accompanies	 ﾠ	 ﾠ	 ﾠ34	 ﾠ	 ﾠ	 ﾠ74%	 ﾠ
accomplishes	 ﾠ	 ﾠ	 ﾠ38	 ﾠ	 ﾠ29%	 ﾠ
accuses	 ﾠ	 ﾠ	 ﾠ50	 ﾠ	 ﾠ	 ﾠ86%	 ﾠ
achieves	 ﾠ	 ﾠ	 ﾠ56	 ﾠ	 ﾠ	 ﾠ41%	 ﾠ
acknowledges	 ﾠ	 ﾠ32	 ﾠ72%	 ﾠ
acquires	 ﾠ	 ﾠ	 ﾠ40	 ﾠ	 ﾠ	 ﾠ63%	 ﾠ
adapts	 ﾠ	 ﾠ	 ﾠ43	 ﾠ	 ﾠ	 ﾠ63%	 ﾠ
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 ﾠ47	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needs	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negotiates	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notes	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notifies	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observes	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opens	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orders	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packs	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pays	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persuades	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phones	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picks	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plans	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 ﾠ
plants	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pleads	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 ﾠ49	 ﾠ	 ﾠ	 ﾠ63%	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pleases	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plots	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polishes	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possesses	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pours	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practices	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praises	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preaches	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precludes	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predicts	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prefers	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ87%	 ﾠ
prepares	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prescribes	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presses	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pretends	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probes	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proclaims	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programs	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proposes	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pulls	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pushes	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puts	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puzzles	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questions	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 ﾠ55%	 ﾠ
sings	 ﾠ	 ﾠ	 ﾠ48	 ﾠ	 ﾠ	 ﾠ38%	 ﾠ
sinks	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ47%	 ﾠ
skips	 ﾠ	 ﾠ	 ﾠ40	 ﾠ	 ﾠ	 ﾠ90%	 ﾠ
slides	 ﾠ	 ﾠ	 ﾠ41	 ﾠ	 ﾠ	 ﾠ59%	 ﾠ
slows	 ﾠ	 ﾠ	 ﾠ45	 ﾠ	 ﾠ	 ﾠ56%	 ﾠ
smacks	 ﾠ	 ﾠ	 ﾠ52	 ﾠ	 ﾠ	 ﾠ73%	 ﾠ
smells	 ﾠ	 ﾠ	 ﾠ35	 ﾠ	 ﾠ	 ﾠ71%	 ﾠ
smokes	 ﾠ	 ﾠ	 ﾠ41	 ﾠ	 ﾠ	 ﾠ39%	 ﾠ
smooths	 ﾠ	 ﾠ	 ﾠ30	 ﾠ	 ﾠ	 ﾠ23%	 ﾠ
snaps	 ﾠ	 ﾠ	 ﾠ49	 ﾠ	 ﾠ	 ﾠ59%	 ﾠ
snatches	 ﾠ	 ﾠ	 ﾠ48	 ﾠ	 ﾠ	 ﾠ69%	 ﾠ
soaks	 ﾠ	 ﾠ	 ﾠ46	 ﾠ	 ﾠ	 ﾠ67%	 ﾠ
softens	 ﾠ	 ﾠ	 ﾠ54	 ﾠ	 ﾠ	 ﾠ41%	 ﾠ
sorts	 ﾠ	 ﾠ	 ﾠ43	 ﾠ	 ﾠ	 ﾠ37%	 ﾠ
sovles	 ﾠ	 ﾠ	 ﾠ58	 ﾠ	 ﾠ	 ﾠ40%	 ﾠ
spares	 ﾠ	 ﾠ	 ﾠ38	 ﾠ	 ﾠ	 ﾠ74%	 ﾠ
specifies	 ﾠ	 ﾠ	 ﾠ48	 ﾠ	 ﾠ	 ﾠ63%	 ﾠ
spells	 ﾠ	 ﾠ	 ﾠ43	 ﾠ	 ﾠ	 ﾠ44%	 ﾠ
spins	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ49%	 ﾠ57	 ﾠ
sponsors	 ﾠ	 ﾠ	 ﾠ45	 ﾠ	 ﾠ	 ﾠ80%	 ﾠ
spots	 ﾠ	 ﾠ	 ﾠ51	 ﾠ	 ﾠ	 ﾠ78%	 ﾠ
squeezes	 ﾠ	 ﾠ	 ﾠ54	 ﾠ	 ﾠ	 ﾠ80%	 ﾠ
stamps	 ﾠ	 ﾠ	 ﾠ44	 ﾠ	 ﾠ	 ﾠ68%	 ﾠ
states	 ﾠ	 ﾠ	 ﾠ45	 ﾠ	 ﾠ	 ﾠ56%	 ﾠ
steals	 ﾠ	 ﾠ	 ﾠ39	 ﾠ	 ﾠ	 ﾠ59%	 ﾠ
stimulates	 ﾠ	 ﾠ	 ﾠ57	 ﾠ	 ﾠ	 ﾠ33%	 ﾠ
stirs	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ45%	 ﾠ
stops	 ﾠ	 ﾠ	 ﾠ42	 ﾠ	 ﾠ	 ﾠ71%	 ﾠ
stores	 ﾠ	 ﾠ	 ﾠ54	 ﾠ	 ﾠ	 ﾠ41%	 ﾠ
straightens	 ﾠ	 ﾠ	 ﾠ39	 ﾠ	 ﾠ	 ﾠ64%	 ﾠ
strengthens	 ﾠ	 ﾠ	 ﾠ37	 ﾠ	 ﾠ	 ﾠ24%	 ﾠ
stresses	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ34%	 ﾠ
stretches	 ﾠ	 ﾠ	 ﾠ41	 ﾠ	 ﾠ	 ﾠ54%	 ﾠ
strikes	 ﾠ	 ﾠ	 ﾠ43	 ﾠ	 ﾠ	 ﾠ86%	 ﾠ
strips	 ﾠ	 ﾠ	 ﾠ41	 ﾠ	 ﾠ	 ﾠ73%	 ﾠ
studies	 ﾠ	 ﾠ	 ﾠ50	 ﾠ	 ﾠ	 ﾠ76%	 ﾠ
submits	 ﾠ	 ﾠ	 ﾠ41	 ﾠ	 ﾠ	 ﾠ59%	 ﾠ
subsidizes	 ﾠ	 ﾠ	 ﾠ46	 ﾠ	 ﾠ	 ﾠ74%	 ﾠ
substitutes	 ﾠ	 ﾠ	 ﾠ60	 ﾠ	 ﾠ	 ﾠ55%	 ﾠ
succeeds	 ﾠ	 ﾠ	 ﾠ51	 ﾠ	 ﾠ	 ﾠ31%	 ﾠ
sues	 ﾠ	 ﾠ	 ﾠ44	 ﾠ	 ﾠ	 ﾠ68%	 ﾠ
suffers	 ﾠ	 ﾠ	 ﾠ48	 ﾠ	 ﾠ	 ﾠ38%	 ﾠ
suggests	 ﾠ	 ﾠ	 ﾠ34	 ﾠ	 ﾠ	 ﾠ38%	 ﾠ
suits	 ﾠ	 ﾠ	 ﾠ44	 ﾠ	 ﾠ	 ﾠ43%	 ﾠ
supervises	 ﾠ	 ﾠ	 ﾠ50	 ﾠ	 ﾠ	 ﾠ56%	 ﾠ
supplies	 ﾠ	 ﾠ	 ﾠ70	 ﾠ	 ﾠ	 ﾠ54%	 ﾠ
supports	 ﾠ	 ﾠ	 ﾠ54	 ﾠ	 ﾠ	 ﾠ76%	 ﾠ
suppresses	 ﾠ	 ﾠ	 ﾠ36	 ﾠ	 ﾠ	 ﾠ72%	 ﾠ
surprises	 ﾠ	 ﾠ	 ﾠ62	 ﾠ	 ﾠ	 ﾠ42%	 ﾠ
surrenders	 ﾠ	 ﾠ	 ﾠ37	 ﾠ	 ﾠ	 ﾠ68%	 ﾠ
surrounds	 ﾠ	 ﾠ	 ﾠ52	 ﾠ	 ﾠ	 ﾠ63%	 ﾠ
survives	 ﾠ	 ﾠ	 ﾠ49	 ﾠ	 ﾠ	 ﾠ27%	 ﾠ
suspects	 ﾠ	 ﾠ	 ﾠ50	 ﾠ	 ﾠ	 ﾠ82%	 ﾠ
sustains	 ﾠ	 ﾠ	 ﾠ53	 ﾠ	 ﾠ	 ﾠ57%	 ﾠ
swears	 ﾠ	 ﾠ	 ﾠ52	 ﾠ	 ﾠ	 ﾠ60%	 ﾠ
sweeps	 ﾠ	 ﾠ	 ﾠ50	 ﾠ	 ﾠ	 ﾠ32%	 ﾠ
switches	 ﾠ	 ﾠ	 ﾠ48	 ﾠ	 ﾠ	 ﾠ60%	 ﾠ
symbolizes	 ﾠ	 ﾠ	 ﾠ64	 ﾠ	 ﾠ	 ﾠ30%	 ﾠ
tackles	 ﾠ	 ﾠ	 ﾠ58	 ﾠ	 ﾠ	 ﾠ84%	 ﾠ
taps	 ﾠ	 ﾠ	 ﾠ46	 ﾠ	 ﾠ	 ﾠ65%	 ﾠ
tastes	 ﾠ	 ﾠ	 ﾠ43	 ﾠ	 ﾠ	 ﾠ44%	 ﾠ
taxes	 ﾠ	 ﾠ	 ﾠ29	 ﾠ	 ﾠ	 ﾠ72%	 ﾠ
teaches	 ﾠ	 ﾠ	 ﾠ50	 ﾠ	 ﾠ	 ﾠ52%	 ﾠ
teases	 ﾠ	 ﾠ	 ﾠ52	 ﾠ	 ﾠ	 ﾠ79%	 ﾠ
tells	 ﾠ	 ﾠ	 ﾠ56	 ﾠ	 ﾠ	 ﾠ70%	 ﾠ
terminates	 ﾠ	 ﾠ	 ﾠ44	 ﾠ	 ﾠ	 ﾠ84%	 ﾠ
testifies	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ51%	 ﾠ
tests	 ﾠ	 ﾠ	 ﾠ46	 ﾠ	 ﾠ	 ﾠ67%	 ﾠ
thanks	 ﾠ	 ﾠ	 ﾠ43	 ﾠ	 ﾠ	 ﾠ53%	 ﾠ
threatens	 ﾠ	 ﾠ	 ﾠ38	 ﾠ	 ﾠ	 ﾠ71%	 ﾠ
throws	 ﾠ	 ﾠ	 ﾠ51	 ﾠ	 ﾠ	 ﾠ59%	 ﾠ
ties	 ﾠ	 ﾠ	 ﾠ48	 ﾠ	 ﾠ	 ﾠ67%	 ﾠ
toasts	 ﾠ	 ﾠ	 ﾠ40	 ﾠ	 ﾠ	 ﾠ75%	 ﾠ
tolerates	 ﾠ	 ﾠ	 ﾠ50	 ﾠ	 ﾠ	 ﾠ66%	 ﾠ
tosses	 ﾠ	 ﾠ	 ﾠ41	 ﾠ	 ﾠ	 ﾠ83%	 ﾠ
touches	 ﾠ	 ﾠ	 ﾠ46	 ﾠ	 ﾠ	 ﾠ61%	 ﾠ
traces	 ﾠ	 ﾠ	 ﾠ49	 ﾠ	 ﾠ	 ﾠ71%	 ﾠ
trades	 ﾠ	 ﾠ	 ﾠ44	 ﾠ	 ﾠ	 ﾠ66%	 ﾠ
trains	 ﾠ	 ﾠ	 ﾠ65	 ﾠ	 ﾠ	 ﾠ68%	 ﾠ
transfers	 ﾠ	 ﾠ	 ﾠ33	 ﾠ	 ﾠ	 ﾠ85%	 ﾠ
transforms	 ﾠ	 ﾠ	 ﾠ51	 ﾠ	 ﾠ	 ﾠ39%	 ﾠ
translates	 ﾠ	 ﾠ	 ﾠ49	 ﾠ	 ﾠ	 ﾠ53%	 ﾠ
treats	 ﾠ	 ﾠ	 ﾠ51	 ﾠ	 ﾠ	 ﾠ51%	 ﾠ
trims	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ62%	 ﾠ
troubles	 ﾠ	 ﾠ	 ﾠ42	 ﾠ	 ﾠ	 ﾠ50%	 ﾠ
trusts	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ89%	 ﾠ
twists	 ﾠ	 ﾠ	 ﾠ41	 ﾠ	 ﾠ	 ﾠ66%	 ﾠ
uncovers	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ64%	 ﾠ
underestimates	 ﾠ51	 ﾠ65%	 ﾠ
undergoes	 ﾠ	 ﾠ	 ﾠ41	 ﾠ	 ﾠ	 ﾠ54%	 ﾠ
undermines	 ﾠ	 ﾠ	 ﾠ37	 ﾠ	 ﾠ	 ﾠ41%	 ﾠ
understands	 ﾠ	 ﾠ	 ﾠ50	 ﾠ	 ﾠ	 ﾠ40%	 ﾠ
undertakes	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ53%	 ﾠ
unites	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ40%	 ﾠ
unloads	 ﾠ	 ﾠ	 ﾠ46	 ﾠ	 ﾠ	 ﾠ65%	 ﾠ
upholds	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ51%	 ﾠ
urges	 ﾠ	 ﾠ	 ﾠ33	 ﾠ	 ﾠ	 ﾠ52%	 ﾠ
uses	 ﾠ	 ﾠ	 ﾠ45	 ﾠ	 ﾠ	 ﾠ64%	 ﾠ
utilizes	 ﾠ	 ﾠ	 ﾠ51	 ﾠ	 ﾠ	 ﾠ67%	 ﾠ
verifies	 ﾠ	 ﾠ	 ﾠ50	 ﾠ	 ﾠ	 ﾠ52%	 ﾠ
views	 ﾠ	 ﾠ	 ﾠ42	 ﾠ	 ﾠ	 ﾠ71%	 ﾠ
violates	 ﾠ	 ﾠ	 ﾠ45	 ﾠ	 ﾠ	 ﾠ53%	 ﾠ
visits	 ﾠ	 ﾠ	 ﾠ44	 ﾠ	 ﾠ	 ﾠ68%	 ﾠ
volunteers	 ﾠ	 ﾠ	 ﾠ48	 ﾠ	 ﾠ	 ﾠ88%	 ﾠ
wakes	 ﾠ	 ﾠ	 ﾠ54	 ﾠ	 ﾠ	 ﾠ63%	 ﾠ
wants	 ﾠ	 ﾠ	 ﾠ54	 ﾠ	 ﾠ	 ﾠ85%	 ﾠ
warns	 ﾠ	 ﾠ	 ﾠ49	 ﾠ	 ﾠ	 ﾠ53%	 ﾠ
washes	 ﾠ	 ﾠ	 ﾠ52	 ﾠ	 ﾠ	 ﾠ71%	 ﾠ
wastes	 ﾠ	 ﾠ	 ﾠ53	 ﾠ	 ﾠ	 ﾠ36%	 ﾠ
watches	 ﾠ	 ﾠ	 ﾠ45	 ﾠ	 ﾠ	 ﾠ71%	 ﾠ
weakens	 ﾠ	 ﾠ	 ﾠ43	 ﾠ	 ﾠ	 ﾠ53%	 ﾠ
wears	 ﾠ	 ﾠ	 ﾠ53	 ﾠ	 ﾠ	 ﾠ38%	 ﾠ
weighs	 ﾠ	 ﾠ	 ﾠ45	 ﾠ	 ﾠ	 ﾠ69%	 ﾠ
welcomes	 ﾠ	 ﾠ	 ﾠ42	 ﾠ	 ﾠ	 ﾠ76%	 ﾠ
whips	 ﾠ	 ﾠ	 ﾠ59	 ﾠ	 ﾠ	 ﾠ80%	 ﾠ
whispers	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ51%	 ﾠ
widens	 ﾠ	 ﾠ	 ﾠ50	 ﾠ	 ﾠ	 ﾠ66%	 ﾠ
winds	 ﾠ	 ﾠ	 ﾠ48	 ﾠ	 ﾠ	 ﾠ65%	 ﾠ
wins	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ45%	 ﾠ
wipes	 ﾠ	 ﾠ	 ﾠ37	 ﾠ	 ﾠ	 ﾠ70%	 ﾠ
wishes	 ﾠ	 ﾠ	 ﾠ50	 ﾠ	 ﾠ	 ﾠ56%	 ﾠ
withdraws	 ﾠ	 ﾠ	 ﾠ49	 ﾠ	 ﾠ	 ﾠ65%	 ﾠ
witnesses	 ﾠ	 ﾠ	 ﾠ61	 ﾠ	 ﾠ	 ﾠ38%	 ﾠ
worries	 ﾠ	 ﾠ	 ﾠ43	 ﾠ	 ﾠ	 ﾠ21%	 ﾠ
worships	 ﾠ	 ﾠ	 ﾠ51	 ﾠ	 ﾠ	 ﾠ75%	 ﾠ
wraps	 ﾠ	 ﾠ	 ﾠ43	 ﾠ	 ﾠ	 ﾠ56%	 ﾠ
writes	 ﾠ	 ﾠ	 ﾠ63	 ﾠ	 ﾠ	 ﾠ51%	 ﾠ
yields	 ﾠ	 ﾠ	 ﾠ38	 ﾠ	 ﾠ	 ﾠ61%	 ﾠ
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Verb	 ﾠ	 ﾠ	 ﾠN	 ﾠ	 ﾠ	 ﾠObject-ﾭ‐Bias	 ﾠ
abashes	 ﾠ	 ﾠ	 ﾠ	 ﾠ62	 ﾠ	 ﾠ	 ﾠ	 ﾠ55%	 ﾠ
abhors	 ﾠ	 ﾠ	 ﾠ	 ﾠ277	 ﾠ	 ﾠ	 ﾠ	 ﾠ82%	 ﾠ
admires	 ﾠ	 ﾠ	 ﾠ	 ﾠ268	 ﾠ	 ﾠ	 ﾠ	 ﾠ89%	 ﾠ
adores	 ﾠ	 ﾠ	 ﾠ	 ﾠ302	 ﾠ	 ﾠ	 ﾠ	 ﾠ88%	 ﾠ
affects	 ﾠ	 ﾠ	 ﾠ	 ﾠ62	 ﾠ	 ﾠ	 ﾠ	 ﾠ24%	 ﾠ
afflicts	 ﾠ	 ﾠ	 ﾠ	 ﾠ59	 ﾠ	 ﾠ	 ﾠ	 ﾠ37%	 ﾠ
affronts	 ﾠ	 ﾠ	 ﾠ	 ﾠ58	 ﾠ	 ﾠ	 ﾠ	 ﾠ36%	 ﾠ
aggravates	 ﾠ	 ﾠ	 ﾠ	 ﾠ60	 ﾠ	 ﾠ	 ﾠ	 ﾠ27%	 ﾠ
agitates	 ﾠ	 ﾠ	 ﾠ	 ﾠ46	 ﾠ	 ﾠ	 ﾠ	 ﾠ28%	 ﾠ
agonizes	 ﾠ	 ﾠ	 ﾠ	 ﾠ48	 ﾠ	 ﾠ	 ﾠ	 ﾠ35%	 ﾠ
alarms	 ﾠ	 ﾠ	 ﾠ	 ﾠ58	 ﾠ	 ﾠ	 ﾠ	 ﾠ34%	 ﾠ
alienates	 ﾠ	 ﾠ	 ﾠ	 ﾠ69	 ﾠ	 ﾠ	 ﾠ	 ﾠ78%	 ﾠ
amazes	 ﾠ	 ﾠ	 ﾠ	 ﾠ53	 ﾠ	 ﾠ	 ﾠ	 ﾠ23%	 ﾠ
amuses	 ﾠ	 ﾠ	 ﾠ	 ﾠ60	 ﾠ	 ﾠ	 ﾠ	 ﾠ18%	 ﾠ
angers	 ﾠ	 ﾠ	 ﾠ	 ﾠ66	 ﾠ	 ﾠ	 ﾠ	 ﾠ35%	 ﾠ
annoys	 ﾠ	 ﾠ	 ﾠ	 ﾠ55	 ﾠ	 ﾠ	 ﾠ	 ﾠ27%	 ﾠ
antagonizes	 ﾠ	 ﾠ	 ﾠ	 ﾠ62	 ﾠ	 ﾠ	 ﾠ	 ﾠ58%	 ﾠ
appalls	 ﾠ	 ﾠ	 ﾠ	 ﾠ66	 ﾠ	 ﾠ	 ﾠ	 ﾠ53%	 ﾠ
appeases	 ﾠ	 ﾠ	 ﾠ	 ﾠ53	 ﾠ	 ﾠ	 ﾠ	 ﾠ36%	 ﾠ
appreciates	 ﾠ	 ﾠ	 ﾠ	 ﾠ258	 ﾠ	 ﾠ79%	 ﾠ
arouses	 ﾠ	 ﾠ	 ﾠ	 ﾠ68	 ﾠ	 ﾠ	 ﾠ	 ﾠ19%	 ﾠ
assuages	 ﾠ	 ﾠ	 ﾠ	 ﾠ49	 ﾠ	 ﾠ	 ﾠ	 ﾠ53%	 ﾠ
astonishes	 ﾠ	 ﾠ	 ﾠ	 ﾠ62	 ﾠ	 ﾠ	 ﾠ	 ﾠ23%	 ﾠ
astounds	 ﾠ	 ﾠ	 ﾠ	 ﾠ52	 ﾠ	 ﾠ	 ﾠ	 ﾠ21%	 ﾠ
awes	 ﾠ	 ﾠ	 ﾠ	 ﾠ64	 ﾠ	 ﾠ	 ﾠ	 ﾠ39%	 ﾠ
baffles	 ﾠ	 ﾠ	 ﾠ	 ﾠ60	 ﾠ	 ﾠ	 ﾠ	 ﾠ27%	 ﾠ
beguiles	 ﾠ	 ﾠ	 ﾠ	 ﾠ58	 ﾠ	 ﾠ	 ﾠ	 ﾠ41%	 ﾠ
bewilders	 ﾠ	 ﾠ	 ﾠ	 ﾠ49	 ﾠ	 ﾠ	 ﾠ	 ﾠ35%	 ﾠ
bewitches	 ﾠ	 ﾠ	 ﾠ	 ﾠ53	 ﾠ	 ﾠ	 ﾠ	 ﾠ25%	 ﾠ
boggles	 ﾠ	 ﾠ	 ﾠ	 ﾠ60	 ﾠ	 ﾠ	 ﾠ	 ﾠ30%	 ﾠ
bores	 ﾠ	 ﾠ	 ﾠ	 ﾠ54	 ﾠ	 ﾠ	 ﾠ	 ﾠ24%	 ﾠ
bothers	 ﾠ	 ﾠ	 ﾠ	 ﾠ54	 ﾠ	 ﾠ	 ﾠ	 ﾠ31%	 ﾠ
bugs	 ﾠ	 ﾠ	 ﾠ	 ﾠ46	 ﾠ	 ﾠ	 ﾠ	 ﾠ24%	 ﾠ
calms	 ﾠ	 ﾠ	 ﾠ	 ﾠ58	 ﾠ	 ﾠ	 ﾠ	 ﾠ24%	 ﾠ
captivates	 ﾠ	 ﾠ	 ﾠ	 ﾠ64	 ﾠ	 ﾠ	 ﾠ	 ﾠ33%	 ﾠ
chagrins	 ﾠ	 ﾠ	 ﾠ	 ﾠ60	 ﾠ	 ﾠ	 ﾠ	 ﾠ45%	 ﾠ
charms	 ﾠ	 ﾠ	 ﾠ	 ﾠ61	 ﾠ	 ﾠ	 ﾠ	 ﾠ20%	 ﾠ
cheers	 ﾠ	 ﾠ	 ﾠ	 ﾠ60	 ﾠ	 ﾠ	 ﾠ	 ﾠ53%	 ﾠ
cherishes	 ﾠ	 ﾠ	 ﾠ	 ﾠ267	 ﾠ	 ﾠ	 ﾠ	 ﾠ87%	 ﾠ
chills	 ﾠ	 ﾠ	 ﾠ	 ﾠ54	 ﾠ	 ﾠ	 ﾠ	 ﾠ30%	 ﾠ
comforts	 ﾠ	 ﾠ	 ﾠ	 ﾠ57	 ﾠ	 ﾠ	 ﾠ	 ﾠ46%	 ﾠ
concerns	 ﾠ	 ﾠ	 ﾠ	 ﾠ48	 ﾠ	 ﾠ	 ﾠ	 ﾠ42%	 ﾠ
confounds	 ﾠ	 ﾠ	 ﾠ	 ﾠ55	 ﾠ	 ﾠ	 ﾠ	 ﾠ29%	 ﾠ
confuses	 ﾠ	 ﾠ	 ﾠ	 ﾠ70	 ﾠ	 ﾠ	 ﾠ	 ﾠ27%	 ﾠ
consoles	 ﾠ	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ	 ﾠ49%	 ﾠ
contents	 ﾠ	 ﾠ	 ﾠ	 ﾠ56	 ﾠ	 ﾠ	 ﾠ	 ﾠ46%	 ﾠ
convinces	 ﾠ	 ﾠ	 ﾠ	 ﾠ50	 ﾠ	 ﾠ	 ﾠ	 ﾠ26%	 ﾠ
cows	 ﾠ	 ﾠ	 ﾠ	 ﾠ59	 ﾠ	 ﾠ	 ﾠ	 ﾠ63%	 ﾠ
crushes	 ﾠ	 ﾠ	 ﾠ	 ﾠ52	 ﾠ	 ﾠ	 ﾠ	 ﾠ52%	 ﾠ
cuts	 ﾠ	 ﾠ	 ﾠ	 ﾠ60	 ﾠ	 ﾠ	 ﾠ	 ﾠ60%	 ﾠ
daunts	 ﾠ	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 ﾠ66	 ﾠ	 ﾠ	 ﾠ	 ﾠ32%	 ﾠ
ruffles	 ﾠ	 ﾠ	 ﾠ	 ﾠ49	 ﾠ	 ﾠ	 ﾠ	 ﾠ47%	 ﾠ
saddens	 ﾠ	 ﾠ	 ﾠ	 ﾠ63	 ﾠ	 ﾠ	 ﾠ	 ﾠ22%	 ﾠ
satisfies	 ﾠ	 ﾠ	 ﾠ	 ﾠ64	 ﾠ	 ﾠ	 ﾠ	 ﾠ23%	 ﾠ
savors	 ﾠ	 ﾠ	 ﾠ	 ﾠ304	 ﾠ	 ﾠ	 ﾠ	 ﾠ80%	 ﾠ
scandalizes	 ﾠ	 ﾠ	 ﾠ	 ﾠ64	 ﾠ	 ﾠ	 ﾠ	 ﾠ48%	 ﾠ
scares	 ﾠ	 ﾠ	 ﾠ	 ﾠ70	 ﾠ	 ﾠ	 ﾠ	 ﾠ13%	 ﾠ
shakes	 ﾠ	 ﾠ	 ﾠ	 ﾠ43	 ﾠ	 ﾠ	 ﾠ	 ﾠ88%	 ﾠ
shames	 ﾠ	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ	 ﾠ53%	 ﾠ
shocks	 ﾠ	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ	 ﾠ26%	 ﾠ
sickens	 ﾠ	 ﾠ	 ﾠ	 ﾠ49	 ﾠ	 ﾠ	 ﾠ	 ﾠ35%	 ﾠ
sobers	 ﾠ	 ﾠ	 ﾠ	 ﾠ68	 ﾠ	 ﾠ	 ﾠ	 ﾠ31%	 ﾠ
solaces	 ﾠ	 ﾠ	 ﾠ	 ﾠ77	 ﾠ	 ﾠ	 ﾠ	 ﾠ44%	 ﾠ
soothes	 ﾠ	 ﾠ	 ﾠ	 ﾠ53	 ﾠ	 ﾠ	 ﾠ	 ﾠ36%	 ﾠ
spellbinds	 ﾠ	 ﾠ	 ﾠ	 ﾠ57	 ﾠ	 ﾠ	 ﾠ	 ﾠ19%	 ﾠ
spooks	 ﾠ	 ﾠ	 ﾠ	 ﾠ55	 ﾠ	 ﾠ	 ﾠ	 ﾠ22%	 ﾠ
staggers	 ﾠ	 ﾠ	 ﾠ	 ﾠ50	 ﾠ	 ﾠ	 ﾠ	 ﾠ32%	 ﾠ
stands	 ﾠ	 ﾠ	 ﾠ	 ﾠ307	 ﾠ	 ﾠ	 ﾠ	 ﾠ64%	 ﾠ
startles	 ﾠ	 ﾠ	 ﾠ	 ﾠ62	 ﾠ	 ﾠ	 ﾠ	 ﾠ26%	 ﾠ
stimulates	 ﾠ	 ﾠ	 ﾠ	 ﾠ53	 ﾠ	 ﾠ	 ﾠ	 ﾠ38%	 ﾠ
stings	 ﾠ	 ﾠ	 ﾠ	 ﾠ54	 ﾠ	 ﾠ	 ﾠ	 ﾠ65%	 ﾠ
stirs	 ﾠ	 ﾠ	 ﾠ	 ﾠ65	 ﾠ	 ﾠ	 ﾠ	 ﾠ52%	 ﾠ
strikes	 ﾠ	 ﾠ	 ﾠ	 ﾠ60	 ﾠ	 ﾠ	 ﾠ	 ﾠ78%	 ﾠ
stumps	 ﾠ	 ﾠ	 ﾠ	 ﾠ57	 ﾠ	 ﾠ	 ﾠ	 ﾠ44%	 ﾠ
stuns	 ﾠ	 ﾠ	 ﾠ	 ﾠ65	 ﾠ	 ﾠ	 ﾠ	 ﾠ25%	 ﾠ
stupefies	 ﾠ	 ﾠ	 ﾠ	 ﾠ58	 ﾠ	 ﾠ	 ﾠ	 ﾠ29%	 ﾠ
supports	 ﾠ	 ﾠ	 ﾠ	 ﾠ276	 ﾠ	 ﾠ	 ﾠ	 ﾠ63%	 ﾠ
surprises	 ﾠ	 ﾠ	 ﾠ	 ﾠ57	 ﾠ	 ﾠ	 ﾠ	 ﾠ28%	 ﾠ
tantalizes	 ﾠ	 ﾠ	 ﾠ	 ﾠ54	 ﾠ	 ﾠ	 ﾠ	 ﾠ22%	 ﾠ
teases	 ﾠ	 ﾠ	 ﾠ	 ﾠ60	 ﾠ	 ﾠ	 ﾠ	 ﾠ80%	 ﾠ
tempts	 ﾠ	 ﾠ	 ﾠ	 ﾠ49	 ﾠ	 ﾠ	 ﾠ	 ﾠ16%	 ﾠ
terrifies	 ﾠ	 ﾠ	 ﾠ	 ﾠ57	 ﾠ	 ﾠ	 ﾠ	 ﾠ26%	 ﾠ
terrorizes	 ﾠ	 ﾠ	 ﾠ	 ﾠ56	 ﾠ	 ﾠ	 ﾠ	 ﾠ48%	 ﾠ60	 ﾠ
threatens	 ﾠ	 ﾠ	 ﾠ	 ﾠ64	 ﾠ	 ﾠ	 ﾠ	 ﾠ58%	 ﾠ
thrills	 ﾠ	 ﾠ	 ﾠ	 ﾠ64	 ﾠ	 ﾠ	 ﾠ	 ﾠ25%	 ﾠ
throws	 ﾠ	 ﾠ	 ﾠ	 ﾠ45	 ﾠ	 ﾠ	 ﾠ	 ﾠ64%	 ﾠ
tickles	 ﾠ	 ﾠ	 ﾠ	 ﾠ54	 ﾠ	 ﾠ	 ﾠ	 ﾠ52%	 ﾠ
tires	 ﾠ	 ﾠ	 ﾠ	 ﾠ58	 ﾠ	 ﾠ	 ﾠ	 ﾠ22%	 ﾠ
titillates	 ﾠ	 ﾠ	 ﾠ	 ﾠ56	 ﾠ	 ﾠ	 ﾠ	 ﾠ25%	 ﾠ
tolerates	 ﾠ	 ﾠ	 ﾠ	 ﾠ282	 ﾠ	 ﾠ	 ﾠ	 ﾠ63%	 ﾠ
torments	 ﾠ	 ﾠ	 ﾠ	 ﾠ44	 ﾠ	 ﾠ	 ﾠ	 ﾠ59%	 ﾠ
touches	 ﾠ	 ﾠ	 ﾠ	 ﾠ54	 ﾠ	 ﾠ	 ﾠ	 ﾠ61%	 ﾠ
transports	 ﾠ	 ﾠ	 ﾠ	 ﾠ63	 ﾠ	 ﾠ	 ﾠ	 ﾠ65%	 ﾠ
treasures	 ﾠ	 ﾠ	 ﾠ	 ﾠ280	 ﾠ	 ﾠ	 ﾠ	 ﾠ86%	 ﾠ
tries	 ﾠ	 ﾠ	 ﾠ	 ﾠ59	 ﾠ	 ﾠ	 ﾠ	 ﾠ49%	 ﾠ
troubles	 ﾠ	 ﾠ	 ﾠ	 ﾠ56	 ﾠ	 ﾠ	 ﾠ	 ﾠ32%	 ﾠ
trusts	 ﾠ	 ﾠ	 ﾠ	 ﾠ289	 ﾠ	 ﾠ	 ﾠ	 ﾠ85%	 ﾠ
unnerves	 ﾠ	 ﾠ	 ﾠ	 ﾠ38	 ﾠ	 ﾠ	 ﾠ	 ﾠ18%	 ﾠ
unsettles	 ﾠ	 ﾠ	 ﾠ	 ﾠ50	 ﾠ	 ﾠ	 ﾠ	 ﾠ20%	 ﾠ
uplifts	 ﾠ	 ﾠ	 ﾠ	 ﾠ49	 ﾠ	 ﾠ	 ﾠ	 ﾠ22%	 ﾠ
upsets	 ﾠ	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ	 ﾠ38%	 ﾠ
values	 ﾠ	 ﾠ	 ﾠ	 ﾠ272	 ﾠ	 ﾠ	 ﾠ	 ﾠ86%	 ﾠ
venerates	 ﾠ	 ﾠ	 ﾠ	 ﾠ268	 ﾠ	 ﾠ	 ﾠ	 ﾠ76%	 ﾠ
vexes	 ﾠ	 ﾠ	 ﾠ	 ﾠ63	 ﾠ	 ﾠ	 ﾠ	 ﾠ37%	 ﾠ
wearies	 ﾠ	 ﾠ	 ﾠ	 ﾠ48	 ﾠ	 ﾠ	 ﾠ	 ﾠ21%	 ﾠ
worries	 ﾠ	 ﾠ	 ﾠ	 ﾠ62	 ﾠ	 ﾠ	 ﾠ	 ﾠ26%	 ﾠ
worships	 ﾠ	 ﾠ	 ﾠ	 ﾠ303	 ﾠ	 ﾠ	 ﾠ	 ﾠ84%	 ﾠ
wounds	 ﾠ	 ﾠ	 ﾠ	 ﾠ47	 ﾠ	 ﾠ	 ﾠ	 ﾠ60%	 ﾠ
wows	 ﾠ	 ﾠ	 ﾠ	 ﾠ53	 ﾠ	 ﾠ	 ﾠ	 ﾠ26%	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
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APPENDIX	 ﾠC:	 ﾠRe-ﾭ‐analysis	 ﾠof	 ﾠFerstl	 ﾠet	 ﾠal.	 ﾠ(2011)	 ﾠ
In	 ﾠorder	 ﾠto	 ﾠtest	 ﾠthe	 ﾠreliability	 ﾠof	 ﾠour	 ﾠfindings,	 ﾠwe	 ﾠreanalyzed	 ﾠthe	 ﾠ305	 ﾠverbs	 ﾠreported	 ﾠin	 ﾠ
Ferstl,	 ﾠet	 ﾠal.	 ﾠ(2011).	 ﾠParticipants	 ﾠin	 ﾠthat	 ﾠstudy	 ﾠcompleted	 ﾠsentence	 ﾠfragments	 ﾠ(Sally	 ﾠfrightened	 ﾠ
John	 ﾠbecause...),	 ﾠand	 ﾠIC	 ﾠbias	 ﾠwas	 ﾠcalculated	 ﾠbased	 ﾠon	 ﾠwho	 ﾠthe	 ﾠcontinuations	 ﾠreferred	 ﾠto	 ﾠ(Sally	 ﾠ
or	 ﾠJohn),	 ﾠwhich	 ﾠwas	 ﾠtypically	 ﾠunambiguous	 ﾠbecause	 ﾠof	 ﾠthe	 ﾠuse	 ﾠof	 ﾠa	 ﾠgendered	 ﾠpronoun	 ﾠ(he	 ﾠor	 ﾠ
she).	 ﾠThe	 ﾠauthors	 ﾠfirst	 ﾠselected	 ﾠ109	 ﾠverbs	 ﾠfrom	 ﾠprevious	 ﾠstudies	 ﾠ(Au,	 ﾠ1986;	 ﾠCrinean	 ﾠ&	 ﾠ
Garnham,	 ﾠ2006;	 ﾠRudolph,	 ﾠ2008).	 ﾠThey	 ﾠclassified	 ﾠthese	 ﾠverbs	 ﾠaccording	 ﾠto	 ﾠLevin's	 ﾠ(1993)	 ﾠverb	 ﾠ
classes	 ﾠ(a	 ﾠprecursor	 ﾠto	 ﾠVerbNet)	 ﾠand	 ﾠchose	 ﾠadditional	 ﾠverbs	 ﾠfrom	 ﾠthose	 ﾠclasses.	 ﾠ	 ﾠ
Results	 ﾠand	 ﾠDiscussion	 ﾠ
Results	 ﾠwere	 ﾠre-ﾭ‐analyzed	 ﾠfollowing	 ﾠthe	 ﾠanalyses	 ﾠin	 ﾠExperiment	 ﾠ1.	 ﾠWe	 ﾠidentified	 ﾠ211	 ﾠ
monosemic	 ﾠverbs	 ﾠwith	 ﾠa	 ﾠmean	 ﾠobject	 ﾠbias	 ﾠof	 ﾠ49.3%,	 ﾠwhich	 ﾠwas	 ﾠused	 ﾠas	 ﾠthe	 ﾠbaseline	 ﾠfor	 ﾠ
subsequent	 ﾠanalyses	 ﾠ(see	 ﾠExperiment	 ﾠ1).	 ﾠWe	 ﾠfirst	 ﾠconducted	 ﾠanalyses	 ﾠaccording	 ﾠto	 ﾠthe	 ﾠBrown	 ﾠ
and	 ﾠFish	 ﾠtaxonomy,	 ﾠthe	 ﾠRudolph	 ﾠand	 ﾠForsterling	 ﾠ/	 ﾠMcKoon	 ﾠet	 ﾠal.	 ﾠtaxonomy,	 ﾠthe	 ﾠAu	 ﾠtaxonomy,	 ﾠ
and	 ﾠthe	 ﾠLinguistic	 ﾠCategory	 ﾠModel	 ﾠ(Table	 ﾠC1).	 ﾠAs	 ﾠpredicted,	 ﾠexperiencer-ﾭ‐stimulus	 ﾠverbs	 ﾠwere	 ﾠ
object-ﾭ‐biased	 ﾠand	 ﾠstimulus-ﾭ‐experiencer	 ﾠverbs	 ﾠwere	 ﾠsubject	 ﾠbiased.	 ﾠBrown	 ﾠ&	 ﾠFish's	 ﾠaction	 ﾠ
verbs	 ﾠare	 ﾠsignificantly	 ﾠobject-ﾭ‐biased,	 ﾠcontrasting	 ﾠboth	 ﾠwith	 ﾠthe	 ﾠtheory's	 ﾠprediction	 ﾠand	 ﾠthe	 ﾠ
results	 ﾠof	 ﾠExperiment	 ﾠ1.	 ﾠAu's	 ﾠaction-ﾭ‐agent	 ﾠverbs	 ﾠand	 ﾠRudolph	 ﾠand	 ﾠForsterling	 ﾠ/	 ﾠMcKoon	 ﾠet	 ﾠal.’s	 ﾠ
agent-ﾭ‐patient	 ﾠverbs	 ﾠare	 ﾠnon-ﾭ‐biased,	 ﾠrather	 ﾠthan	 ﾠsubject-ﾭ‐biased	 ﾠas	 ﾠpredicted.	 ﾠThe	 ﾠfirst	 ﾠauthor	 ﾠ
coded	 ﾠthe	 ﾠFerstl	 ﾠet	 ﾠal.	 ﾠ(2011)	 ﾠverbs	 ﾠboth	 ﾠaccording	 ﾠto	 ﾠthe	 ﾠbroad	 ﾠinterpretation	 ﾠand	 ﾠthe	 ﾠnarrow	 ﾠ
interpretation	 ﾠof	 ﾠthe	 ﾠLinguistic	 ﾠCategory	 ﾠModel's	 ﾠdescriptive	 ﾠaction	 ﾠverbs	 ﾠ(see	 ﾠExperiment	 ﾠ1	 ﾠ
method).	 ﾠOn	 ﾠthe	 ﾠnarrow	 ﾠinterpretation,	 ﾠdescriptive	 ﾠaction	 ﾠverbs	 ﾠwere	 ﾠnon-ﾭ‐biased	 ﾠ(t<1)	 ﾠand	 ﾠ
interpretive	 ﾠaction	 ﾠverbs	 ﾠwere	 ﾠsignificantly	 ﾠobject-ﾭ‐biased	 ﾠ(t=4.88,	 ﾠp<.00001).	 ﾠOn	 ﾠthe	 ﾠbroad	 ﾠ
interpretation,	 ﾠdescriptive	 ﾠaction	 ﾠverbs	 ﾠ-ﾭ‐-ﾭ‐	 ﾠwhich	 ﾠare	 ﾠpredicted	 ﾠto	 ﾠbe	 ﾠnon-ﾭ‐biased	 ﾠor	 ﾠweakly	 ﾠ62	 ﾠ
subject-ﾭ‐biased	 ﾠ-ﾭ‐-ﾭ‐	 ﾠwere	 ﾠsignificantly	 ﾠobject-ﾭ‐biased,	 ﾠwhereas	 ﾠinterpretive	 ﾠaction	 ﾠverbs	 ﾠ-ﾭ‐-ﾭ‐	 ﾠ
predicted	 ﾠto	 ﾠbe	 ﾠsubject-ﾭ‐biased	 ﾠ-ﾭ‐-ﾭ‐	 ﾠwere	 ﾠnon-ﾭ‐biased.	 ﾠ	 ﾠ
We	 ﾠthen	 ﾠreanalyzed	 ﾠthis	 ﾠdata	 ﾠaccording	 ﾠto	 ﾠthe	 ﾠVerbNet	 ﾠverb	 ﾠclasses.	 ﾠWe	 ﾠfound	 ﾠ92	 ﾠverbs	 ﾠ
in	 ﾠclass	 ﾠ31.1	 ﾠ(frighten,	 ﾠsurprise),	 ﾠ33	 ﾠin	 ﾠclass	 ﾠ31.2	 ﾠ(fear,	 ﾠlove),	 ﾠ48	 ﾠin	 ﾠclass	 ﾠ33	 ﾠ(praise,	 ﾠslander),	 ﾠ7	 ﾠ
in	 ﾠclass	 ﾠ36.2	 ﾠ(court,	 ﾠcuddle),	 ﾠand	 ﾠno	 ﾠmore	 ﾠthan	 ﾠ4	 ﾠin	 ﾠeach	 ﾠof	 ﾠ20	 ﾠadditional	 ﾠclasses.	 ﾠAs	 ﾠin	 ﾠ
Experiment	 ﾠ1,	 ﾠresults	 ﾠwere	 ﾠfit	 ﾠstepwise	 ﾠbi-ﾭ‐directionally	 ﾠto	 ﾠa	 ﾠlinear	 ﾠmodel	 ﾠwith	 ﾠthese	 ﾠclasses	 ﾠas	 ﾠ
predictors.	 ﾠClasses	 ﾠ31.1	 ﾠ(frighten,	 ﾠsurprise),	 ﾠ31.2	 ﾠand	 ﾠ33	 ﾠ(praise,	 ﾠslander)	 ﾠemerged	 ﾠas	 ﾠ
significant	 ﾠpredictors.	 ﾠClass	 ﾠ31.1	 ﾠwas	 ﾠsignificantly	 ﾠsubject-ﾭ‐biased,	 ﾠand	 ﾠclasses	 ﾠ31.2	 ﾠand	 ﾠ33	 ﾠ
(praise,	 ﾠslander)	 ﾠwere	 ﾠsignificantly	 ﾠobject-ﾭ‐biased	 ﾠ(Table	 ﾠC2),	 ﾠreplicating	 ﾠresults	 ﾠfrom	 ﾠ
Experiment	 ﾠ1.	 ﾠClass	 ﾠ36.2	 ﾠ(court,	 ﾠcuddle),	 ﾠwhich	 ﾠconsists	 ﾠlargely	 ﾠof	 ﾠverbs	 ﾠof	 ﾠcourtship,	 ﾠshowed	 ﾠ
no	 ﾠsignificant	 ﾠbias	 ﾠ(Mdiff=-ﾭ‐8%,	 ﾠSD=18%,t=1.10,	 ﾠp=.31).	 ﾠ	 ﾠ
These	 ﾠresults	 ﾠexplain	 ﾠwhy	 ﾠthe	 ﾠtwo	 ﾠversions	 ﾠof	 ﾠthe	 ﾠLinguistic	 ﾠCategory	 ﾠModel	 ﾠproduced	 ﾠ
different	 ﾠresults.	 ﾠMost	 ﾠclass	 ﾠ33	 ﾠverbs	 ﾠ(praise,	 ﾠslander)	 ﾠinvolve	 ﾠcommunication,	 ﾠwhich	 ﾠon	 ﾠthe	 ﾠ
narrow	 ﾠinterpretation	 ﾠwere	 ﾠclassified	 ﾠas	 ﾠInterpretive	 ﾠAction	 ﾠverbs	 ﾠ(communication	 ﾠmay	 ﾠ
proceed	 ﾠin	 ﾠoral	 ﾠor	 ﾠwritten	 ﾠform	 ﾠand	 ﾠthus	 ﾠhas	 ﾠno	 ﾠphysically	 ﾠinvariant	 ﾠcomponent),	 ﾠand	 ﾠwhich	 ﾠ
on	 ﾠthe	 ﾠbroad	 ﾠinterpretation	 ﾠwere	 ﾠclassified	 ﾠas	 ﾠDescriptive	 ﾠAction	 ﾠVerbs	 ﾠ(following	 ﾠthe	 ﾠ
examples	 ﾠgiven	 ﾠby	 ﾠthe	 ﾠauthors,	 ﾠwhich	 ﾠinclude	 ﾠcommunication	 ﾠverbs	 ﾠlike	 ﾠsummon).	 ﾠThus,	 ﾠ
whichever	 ﾠclass	 ﾠincluded	 ﾠclass	 ﾠ33	 ﾠverbs	 ﾠ(praise,	 ﾠslander)	 ﾠwas	 ﾠobject-ﾭ‐biased.	 ﾠThus	 ﾠthe	 ﾠ
descriptive	 ﾠaction/interpretive	 ﾠaction	 ﾠdistinction	 ﾠappears	 ﾠto	 ﾠbe	 ﾠdoing	 ﾠno	 ﾠwork	 ﾠbeyond	 ﾠwhat	 ﾠis	 ﾠ
done	 ﾠby	 ﾠidentifying	 ﾠclass	 ﾠ33	 ﾠ(praise,	 ﾠslander).	 ﾠ
Thus,	 ﾠthe	 ﾠreanalysis	 ﾠof	 ﾠFerstl	 ﾠet	 ﾠal.	 ﾠ(2011)	 ﾠconfirms	 ﾠseveral	 ﾠimportant	 ﾠconclusions	 ﾠfrom	 ﾠ
Experiments	 ﾠ1	 ﾠand	 ﾠ2.	 ﾠFirst,	 ﾠthe	 ﾠfinding	 ﾠof	 ﾠstrong	 ﾠconsistent	 ﾠbiases	 ﾠfor	 ﾠthree	 ﾠVerbNet	 ﾠclasses	 ﾠ–	 ﾠ
31.1	 ﾠ(frighten,	 ﾠsurprise),	 ﾠ31.2	 ﾠ(fear,	 ﾠlove),	 ﾠand	 ﾠ33	 ﾠ(praise,	 ﾠslander)	 ﾠ–	 ﾠwas	 ﾠreplicated.	 ﾠSecond,	 ﾠ63	 ﾠ
while	 ﾠprevious	 ﾠtaxonomies	 ﾠroughly	 ﾠcharacterize	 ﾠpsych	 ﾠverbs	 ﾠcorrectly,	 ﾠthey	 ﾠall	 ﾠmade	 ﾠincorrect	 ﾠ
predictions	 ﾠabout	 ﾠaction	 ﾠverbs.	 ﾠMoreover,	 ﾠthe	 ﾠBrown	 ﾠand	 ﾠFish	 ﾠtaxonomy,	 ﾠthe	 ﾠAu	 ﾠtaxonomy,	 ﾠ
and	 ﾠthe	 ﾠLinguistic	 ﾠCategory	 ﾠModel	 ﾠtaxonomy	 ﾠall	 ﾠsaw	 ﾠthe	 ﾠdirection	 ﾠof	 ﾠbias	 ﾠfor	 ﾠat	 ﾠleast	 ﾠone	 ﾠclass	 ﾠ
change	 ﾠrelative	 ﾠto	 ﾠExperiment	 ﾠ1.	 ﾠThis	 ﾠdoes	 ﾠnot	 ﾠappear	 ﾠto	 ﾠbe	 ﾠrandom	 ﾠvariation	 ﾠbut	 ﾠdue	 ﾠto	 ﾠthe	 ﾠ
fact	 ﾠthat	 ﾠthe	 ﾠbiases	 ﾠof	 ﾠverbs	 ﾠvary	 ﾠsystematically	 ﾠwithin	 ﾠverb	 ﾠclasses	 ﾠused	 ﾠby	 ﾠthese	 ﾠtaxonomies.	 ﾠ
Thus,	 ﾠAu’s	 ﾠaction-ﾭ‐patient	 ﾠverbs	 ﾠwere	 ﾠmore	 ﾠobject-ﾭ‐biased	 ﾠin	 ﾠthe	 ﾠFerstl	 ﾠet	 ﾠal.	 ﾠdata	 ﾠrelative	 ﾠto	 ﾠ
Experiment	 ﾠ1	 ﾠbecause	 ﾠthe	 ﾠformer	 ﾠincluded	 ﾠa	 ﾠlarger	 ﾠproportion	 ﾠof	 ﾠclass	 ﾠ33	 ﾠverbs	 ﾠ(praise,	 ﾠ
slander).	 ﾠBrown	 ﾠand	 ﾠFish’s	 ﾠaction	 ﾠverb	 ﾠclass	 ﾠchanged	 ﾠfrom	 ﾠnon-ﾭ‐biased	 ﾠ(Experiment	 ﾠ1)	 ﾠto	 ﾠ
object-ﾭ‐biased	 ﾠ(Ferstl	 ﾠet	 ﾠal.,	 ﾠ2011)	 ﾠfor	 ﾠthe	 ﾠsame	 ﾠreason.	 ﾠSimilar	 ﾠconsiderations	 ﾠapply	 ﾠto	 ﾠthe	 ﾠ
Linguistic	 ﾠCategory	 ﾠModel.	 ﾠWhile	 ﾠthe	 ﾠRudolph	 ﾠand	 ﾠForsterling	 ﾠtaxonomy	 ﾠfares	 ﾠsomewhat	 ﾠ
better,	 ﾠit	 ﾠis	 ﾠstill	 ﾠunable	 ﾠto	 ﾠdistinguish	 ﾠsubject-ﾭ‐biased	 ﾠand	 ﾠnon-ﾭ‐biased	 ﾠaction	 ﾠverbs,	 ﾠand	 ﾠif	 ﾠthere	 ﾠ
are	 ﾠany	 ﾠadditional	 ﾠclasses	 ﾠof	 ﾠobject-ﾭ‐biased	 ﾠaction	 ﾠverbs,	 ﾠit	 ﾠwould	 ﾠbe	 ﾠunable	 ﾠto	 ﾠidentify	 ﾠthose	 ﾠas	 ﾠ
well.	 ﾠThus,	 ﾠthe	 ﾠvalue	 ﾠof	 ﾠutilizing	 ﾠmore	 ﾠnarrowly-ﾭ‐defined	 ﾠverb	 ﾠclasses	 ﾠsuch	 ﾠas	 ﾠthose	 ﾠin	 ﾠVerbNet	 ﾠ
is	 ﾠconfirmed.	 ﾠ
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Figure	 ﾠCaptions	 ﾠ
	 ﾠ
Figure	 ﾠ1.	 ﾠHistogram	 ﾠof	 ﾠobject	 ﾠbiases	 ﾠfor	 ﾠthe	 ﾠ720	 ﾠverbs	 ﾠin	 ﾠExperiment	 ﾠ1.	 ﾠ
	 ﾠ
Figure	 ﾠ2.	 ﾠHistogram	 ﾠof	 ﾠobject	 ﾠbiases	 ﾠfor	 ﾠthe	 ﾠ328	 ﾠmonosemic	 ﾠverbs	 ﾠin	 ﾠExperiment	 ﾠ1.	 ﾠ
	 ﾠ
Figure	 ﾠ3.	 ﾠHistograms	 ﾠof	 ﾠbiases	 ﾠfor	 ﾠall	 ﾠclass	 ﾠ31.1	 ﾠ(frighten,	 ﾠsurprise)	 ﾠand	 ﾠclass	 ﾠ31.2	 ﾠ(fear,	 ﾠlove)	 ﾠ
verbs	 ﾠin	 ﾠExperiment	 ﾠ2.	 ﾠ
	 ﾠ
Figure	 ﾠ4.	 ﾠHistograms	 ﾠof	 ﾠbiases	 ﾠfor	 ﾠmonosemic	 ﾠclass	 ﾠ31.1	 ﾠ(frighten,	 ﾠsurprise)	 ﾠand	 ﾠclass	 ﾠ31.2	 ﾠ
(fear,	 ﾠlove)	 ﾠverbs	 ﾠin	 ﾠExperiment	 ﾠ2.	 ﾠ
	 ﾠ
Figure	 ﾠ5.	 ﾠThematic	 ﾠroles	 ﾠon	 ﾠa	 ﾠcausal	 ﾠhierarchy,	 ﾠas	 ﾠestimated	 ﾠby	 ﾠthe	 ﾠBatchelder-ﾭ‐Bershad-ﾭ‐
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Table	 ﾠ1.	 ﾠ
Taxonomy	 ﾠ 	 ﾠ 	 ﾠ Verb	 ﾠClasses	 ﾠ 	 ﾠ 	 ﾠ Predicted	 ﾠBias	 ﾠ Examples	 ﾠ
Brown	 ﾠ&	 ﾠFish	 ﾠ	 ﾠ 	 ﾠ Experiencer-ﾭ‐stimulus	 ﾠ Object	 ﾠ	 ﾠ 	 ﾠ detects,	 ﾠadmires	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ Stimulus-ﾭ‐experiencer	 ﾠ Subject	 ﾠ 	 ﾠ calms,	 ﾠconfuses	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ Action	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ Subject	 ﾠ 	 ﾠ loses,	 ﾠcools	 ﾠ
Au	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ Experiencer-ﾭ‐stimulus	 ﾠ Object	 ﾠ	 ﾠ 	 ﾠ detects,	 ﾠadmires	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ Stimulus-ﾭ‐experiencer	 ﾠ Subject	 ﾠ 	 ﾠ calms,	 ﾠconfuses	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ Action-ﾭ‐Patient	 ﾠ 	 ﾠ Object	 ﾠ	 ﾠ 	 ﾠ criticizes,	 ﾠcools	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ Action-ﾭ‐Agent	 ﾠ	 ﾠ 	 ﾠ Subject	 ﾠ 	 ﾠ loses,	 ﾠhits,	 ﾠcalls	 ﾠ
Rudolph	 ﾠ&	 ﾠForsterling	 ﾠ/	 ﾠ Experiencer-ﾭ‐stimulus	 ﾠ Object	 ﾠ	 ﾠ 	 ﾠ detects,	 ﾠadmires	 ﾠ
	 ﾠ	 ﾠMcKoon	 ﾠet	 ﾠal.	 ﾠ 	 ﾠ Stimulus-ﾭ‐experiencer	 ﾠ Subject	 ﾠ 	 ﾠ calms,	 ﾠconfuses	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ Agent-ﾭ‐Evocator	 ﾠ 	 ﾠ Object	 ﾠ	 ﾠ 	 ﾠ criticizes,	 ﾠscorns	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ Agent-ﾭ‐Patient	 ﾠ	 ﾠ 	 ﾠ Subject	 ﾠ 	 ﾠ loses,	 ﾠhits,	 ﾠcalls	 ﾠ
Linguistic	 ﾠCategory	 ﾠModel	 ﾠ Experiencer-ﾭ‐stimulus	 ﾠ Object	 ﾠ	 ﾠ 	 ﾠ detects,	 ﾠadmires	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ Stimulus-ﾭ‐experiencer	 ﾠ Subject	 ﾠ 	 ﾠ calms,	 ﾠconfuses	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ Descriptive	 ﾠAction	 ﾠVerb	 ﾠ None/Weak	 ﾠSubject	 ﾠ kiss,	 ﾠpunch	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ Interpretive	 ﾠAction	 ﾠVerb	 ﾠ Subject	 ﾠ 	 ﾠ help,	 ﾠbreak	 ﾠ
Verb	 ﾠclasses	 ﾠemployed	 ﾠin	 ﾠearlier	 ﾠsemantic	 ﾠstructure	 ﾠaccounts.	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Table	 ﾠ2	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ Object	 ﾠBias	 ﾠ
	 ﾠ 	 ﾠ Class	 ﾠ 	 ﾠ 	 ﾠ Num.	 ﾠ Diff.	 ﾠfrom	 ﾠMean	 ﾠ Significance	 ﾠ 	 ﾠ 	 ﾠ
Brown	 ﾠ&	 ﾠFish,	 ﾠRudolph	 ﾠ&	 ﾠForsterling/McKoon	 ﾠet	 ﾠal.,	 ﾠAu,	 ﾠand	 ﾠLinguistic	 ﾠCategory	 ﾠModel	 ﾠ	 ﾠ
	 ﾠ 	 ﾠ Exp.-ﾭ‐Stim.	 ﾠ 	 ﾠ 32	 ﾠ +10%	 ﾠ(17%)	 ﾠ 	 ﾠ t=3.40,	 ﾠp=.002	 ﾠ 	 ﾠ
	 ﾠ 	 ﾠ Stim.-ﾭ‐Exp.	 ﾠ 	 ﾠ 16	 ﾠ -ﾭ‐19%	 ﾠ(13%)	 ﾠ 	 ﾠ t=5.77,	 ﾠp=.00004	 ﾠ 	 ﾠ
Brown	 ﾠ&	 ﾠFish	 ﾠ
	 ﾠ 	 ﾠ Agent-ﾭ‐Patent	 ﾠ	 ﾠ 280	 ﾠ 0%	 ﾠ(15%)	 ﾠ 	 ﾠ t<1	 ﾠ 	 ﾠ 	 ﾠ
Rudolph	 ﾠ&	 ﾠForstering	 ﾠ/	 ﾠMcKoon	 ﾠet	 ﾠal.	 ﾠ
	 ﾠ 	 ﾠ Agent-ﾭ‐Evocator	 ﾠ 18	 ﾠ +12%	 ﾠ(13%)	 ﾠ 	 ﾠ t=3.95,	 ﾠp=.001	 ﾠ 	 ﾠ
	 ﾠ 	 ﾠ Agent-ﾭ‐Patient	 ﾠ	 ﾠ 262	 ﾠ -ﾭ‐1%	 ﾠ(15%)	 ﾠ 	 ﾠ t<1	 ﾠ
Au	 ﾠ
	 ﾠ 	 ﾠ Agent-ﾭ‐Evocator	 ﾠ 46	 ﾠ 0%	 ﾠ(16%)	 ﾠ 	 ﾠ t<1	 ﾠ 	 ﾠ
	 ﾠ 	 ﾠ Agent-ﾭ‐Patient	 ﾠ	 ﾠ 234	 ﾠ 0%	 ﾠ(15%)	 ﾠ 	 ﾠ t<1	 ﾠ
Linguistic	 ﾠCategory	 ﾠModel	 ﾠ
	 ﾠ 	 ﾠ Descriptive	 ﾠAction	 ﾠ 19	 ﾠ 4%	 ﾠ(14%)	 ﾠ 	 ﾠ t=1.42,	 ﾠp=.17	 ﾠ
	 ﾠ 	 ﾠ Interpretive	 ﾠAction	 ﾠ 261	 ﾠ 0%	 ﾠ(15%)	 ﾠ 	 ﾠ t<1	 ﾠ
Results	 ﾠfor	 ﾠthe	 ﾠfour	 ﾠprevious	 ﾠsemantic	 ﾠstructure	 ﾠaccounts	 ﾠby	 ﾠverb	 ﾠclass,	 ﾠwith	 ﾠclass	 ﾠobject	 ﾠbias	 ﾠ
mean	 ﾠ(standard	 ﾠdeviation),	 ﾠcompared	 ﾠto	 ﾠgrand	 ﾠaverage	 ﾠfor	 ﾠmonosemic	 ﾠverbs.	 ﾠNote	 ﾠthat	 ﾠall	 ﾠfour	 ﾠ




	 ﾠ 	 ﾠ Object	 ﾠBias	 ﾠ
Class	 ﾠ Num.	 ﾠ Diff.	 ﾠfrom	 ﾠMean	 ﾠ Significance	 ﾠ 	 ﾠ Examples	 ﾠ
30.2	 ﾠ 6	 ﾠ +10%	 ﾠ (8%)	 ﾠ 	 ﾠ t=2.77,	 ﾠp=.04	 ﾠ	 ﾠ discovers,	 ﾠrecognizes,	 ﾠwatches	 ﾠ
31.1	 ﾠ 16	 ﾠ -ﾭ‐19%	 ﾠ(13%)	 ﾠ	 ﾠ 	 ﾠ t=5.77,	 ﾠp=.00004	 ﾠ calms,	 ﾠconfuses,	 ﾠfrustrates,	 ﾠtroubles	 ﾠ	 ﾠ	 ﾠ
31.2	 ﾠ 17	 ﾠ +17%	 ﾠ(15%)	 ﾠ 	 ﾠ t=4.54,	 ﾠp=.0003	 ﾠ admires,	 ﾠcherishes,	 ﾠdespises,	 ﾠloves	 ﾠ	 ﾠ
33	 ﾠ 18	 ﾠ +12%	 ﾠ (13%)	 ﾠ	 ﾠ t=3.95,	 ﾠp=.001	 ﾠ blames,	 ﾠcongratulates,	 ﾠthanks	 ﾠ
45.4	 ﾠ 28	 ﾠ -ﾭ‐7%	 ﾠ(12%)	 ﾠ 	 ﾠ t=3.32,	 ﾠp=.003	 ﾠ cools,	 ﾠdries,	 ﾠimproves,	 ﾠrevives	 ﾠ
59	 ﾠ 6	 ﾠ -ﾭ‐12%	 ﾠ(7%)	 ﾠ 	 ﾠ t=4.35,	 ﾠp=.007	 ﾠ compels,	 ﾠdares,	 ﾠfools	 ﾠ
VerbNet	 ﾠverb	 ﾠclasses	 ﾠfor	 ﾠwhich	 ﾠat	 ﾠleast	 ﾠfive	 ﾠverbs	 ﾠwere	 ﾠtested,	 ﾠwith	 ﾠclass	 ﾠobject	 ﾠbias	 ﾠmean	 ﾠ
(standard	 ﾠdeviation),	 ﾠcompared	 ﾠto	 ﾠgrand	 ﾠaverage	 ﾠfor	 ﾠmonosemic	 ﾠverbs.	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Table	 ﾠ4	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ All	 ﾠMonosemic	 ﾠVerbs	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠExcluding	 ﾠClass	 ﾠ31.1,	 ﾠ31.2	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ Chance	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠObserved	 ﾠ 	 ﾠ Chance	 ﾠ	 ﾠObserved	 ﾠ
Brown	 ﾠ&	 ﾠFish	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 25%	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ28%	 ﾠ 	 ﾠ 22%	 ﾠ 	 ﾠ	 ﾠ	 ﾠ22%	 ﾠ	 ﾠ
Rudolph	 ﾠ&	 ﾠForsterling	 ﾠ	 ﾠ/	 ﾠMcKoon	 ﾠet	 ﾠal.	 ﾠ 25%	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ31%	 ﾠ 	 ﾠ 23%	 ﾠ 	 ﾠ	 ﾠ	 ﾠ26%	 ﾠ	 ﾠ
Au	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 25%	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ28%	 ﾠ 	 ﾠ 23%	 ﾠ 	 ﾠ	 ﾠ	 ﾠ22%	 ﾠ
Linguistic	 ﾠCategory	 ﾠModel	 ﾠ 	 ﾠ 	 ﾠ 26%	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ31%	 ﾠ	 ﾠ 	 ﾠ 22%	 ﾠ 	 ﾠ	 ﾠ	 ﾠ22%	 ﾠ	 ﾠ
VerbNet	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 33%	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ56%	 ﾠ 	 ﾠ 36%	 ﾠ 	 ﾠ	 ﾠ	 ﾠ49%	 ﾠ
	 ﾠ
Chance	 ﾠand	 ﾠobserved	 ﾠpercentage	 ﾠof	 ﾠverbs	 ﾠconforming	 ﾠto	 ﾠpredictions	 ﾠfor	 ﾠeach	 ﾠof	 ﾠthe	 ﾠfive	 ﾠ
taxonomies,	 ﾠboth	 ﾠacross	 ﾠall	 ﾠmonosemic	 ﾠverbs	 ﾠ(328	 ﾠtotal)	 ﾠand	 ﾠexcluding	 ﾠclasses	 ﾠ31.1	 ﾠand	 ﾠ31.2	 ﾠ
(295	 ﾠtotal).	 ﾠThe	 ﾠcutoff	 ﾠfor	 ﾠa	 ﾠsignificant	 ﾠbias	 ﾠwas	 ﾠp=.10.	 ﾠPercentages	 ﾠfor	 ﾠVerbNet	 ﾠwere	 ﾠcalculated	 ﾠ
only	 ﾠout	 ﾠof	 ﾠverbs	 ﾠfor	 ﾠwhich	 ﾠit	 ﾠmakes	 ﾠpredictions	 ﾠ(135	 ﾠmonosemic,	 ﾠ102	 ﾠexcluding	 ﾠclasses	 ﾠ31.1	 ﾠand	 ﾠ
31.2).	 ﾠ
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Table	 ﾠ5	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ Subject	 ﾠBias	 ﾠ 	 ﾠ Object	 ﾠBias	 ﾠ 	 ﾠ No	 ﾠBias	 ﾠ
Predicted	 ﾠSubject	 ﾠBias	 ﾠ
	 ﾠ Brown	 ﾠ&	 ﾠFish	 ﾠ	 ﾠ 	 ﾠ 25%	 ﾠ(74/296)	 ﾠ 21%	 ﾠ(63/296)	 ﾠ 54%	 ﾠ(159/296)	 ﾠ
	 ﾠ R	 ﾠ&	 ﾠF	 ﾠ/	 ﾠMcKoon	 ﾠet	 ﾠal.	 ﾠ	 ﾠ 26%	 ﾠ(73/278)	 ﾠ 52%	 ﾠ(52/278)	 ﾠ 55%	 ﾠ(153/278)	 ﾠ
	 ﾠ Au	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 12%	 ﾠ(62/250)	 ﾠ 21%	 ﾠ(52/250)	 ﾠ 54%	 ﾠ(136/250)	 ﾠ
	 ﾠ Linguistic	 ﾠCategory	 ﾠModel	 ﾠ 26%	 ﾠ(72/277)	 ﾠ 21%	 ﾠ(57/277)	 ﾠ 53%	 ﾠ(148/277)	 ﾠ
	 ﾠ VerbNet	 ﾠ 	 ﾠ 	 ﾠ 54%	 ﾠ(27/50)	 ﾠ 0%	 ﾠ(0/50)	 ﾠ 	 ﾠ 46%	 ﾠ(23/50)	 ﾠ
Predicted	 ﾠObject	 ﾠBias	 ﾠ
	 ﾠ Brown	 ﾠ&	 ﾠFish	 ﾠ	 ﾠ 	 ﾠ 22%	 ﾠ(7/32)	 ﾠ 	 ﾠ 56%	 ﾠ(18/32)	 ﾠ 22%	 ﾠ(7/32)	 ﾠ
	 ﾠ R	 ﾠ&	 ﾠF	 ﾠ/	 ﾠMcKoon	 ﾠet	 ﾠal.	 ﾠ	 ﾠ 16%	 ﾠ(8/50)	 ﾠ 	 ﾠ 58%	 ﾠ(29/50)	 ﾠ 26%	 ﾠ(13/50)	 ﾠ
	 ﾠ Au	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 24%	 ﾠ(19/78)	 ﾠ	 ﾠ 37%	 ﾠ(29/78)	 ﾠ 38%	 ﾠ(30/78)	 ﾠ
	 ﾠ Linguistic	 ﾠCategory	 ﾠModel	 ﾠ 22%	 ﾠ(7/32)	 ﾠ 	 ﾠ 56%	 ﾠ(18/32)	 ﾠ 22%	 ﾠ(7/32)	 ﾠ
	 ﾠ VerbNet	 ﾠ 	 ﾠ 	 ﾠ 7%	 ﾠ(3/41)	 ﾠ 	 ﾠ 66%	 ﾠ(27/41)	 ﾠ 27%	 ﾠ(11/41)	 ﾠ
Predicted	 ﾠNo	 ﾠBias	 ﾠ
	 ﾠ Brown	 ﾠ&	 ﾠFish	 ﾠ	 ﾠ 	 ﾠ NA	 ﾠ 	 ﾠ 	 ﾠ NA	 ﾠ 	 ﾠ 	 ﾠ NA	 ﾠ
	 ﾠ R	 ﾠ&	 ﾠF	 ﾠ/	 ﾠMcKoon	 ﾠet	 ﾠal.	 ﾠ	 ﾠ NA	 ﾠ 	 ﾠ 	 ﾠ NA	 ﾠ 	 ﾠ 	 ﾠ NA	 ﾠ
	 ﾠ Au	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ NA	 ﾠ 	 ﾠ 	 ﾠ NA	 ﾠ 	 ﾠ 	 ﾠ NA	 ﾠ
	 ﾠ Linguistic	 ﾠCategory	 ﾠModel	 ﾠ (2/19)	 ﾠ	 ﾠ 	 ﾠ (6/19)	 ﾠ	 ﾠ 	 ﾠ 58%	 ﾠ(11/19)	 ﾠ
	 ﾠ VerbNet	 ﾠ 	 ﾠ 	 ﾠ 25%	 ﾠ(11/44)	 ﾠ	 ﾠ 27%	 ﾠ(12/44)	 ﾠ	 ﾠ 48%	 ﾠ(21/44)	 ﾠ
No	 ﾠPredictions	 ﾠ
	 ﾠ Brown	 ﾠ&	 ﾠFish	 ﾠ	 ﾠ 	 ﾠ NA	 ﾠ 	 ﾠ 	 ﾠ NA	 ﾠ 	 ﾠ 	 ﾠ NA	 ﾠ
	 ﾠ R	 ﾠ&	 ﾠF	 ﾠ/	 ﾠMcKoon	 ﾠet	 ﾠal.	 ﾠ	 ﾠ NA	 ﾠ 	 ﾠ 	 ﾠ NA	 ﾠ 	 ﾠ 	 ﾠ NA	 ﾠ
	 ﾠ Au	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ NA	 ﾠ 	 ﾠ 	 ﾠ NA	 ﾠ 	 ﾠ 	 ﾠ NA	 ﾠ
	 ﾠ Linguistic	 ﾠCategory	 ﾠModel	 ﾠ NA	 ﾠ 	 ﾠ 	 ﾠ NA	 ﾠ 	 ﾠ 	 ﾠ NA	 ﾠ
	 ﾠ VerbNet	 ﾠ 	 ﾠ 	 ﾠ 21%	 ﾠ(40/193)	 ﾠ 22%	 ﾠ(42/193)	 ﾠ 58%	 ﾠ(111/193)	 ﾠ70	 ﾠ
Percentage	 ﾠ(number	 ﾠof)	 ﾠverbs	 ﾠthat	 ﾠconformed	 ﾠto	 ﾠpredictions	 ﾠfor	 ﾠeach	 ﾠof	 ﾠthe	 ﾠfour	 ﾠtaxonomies.	 ﾠThe	 ﾠ
cutoff	 ﾠfor	 ﾠa	 ﾠsignificant	 ﾠbias	 ﾠwas	 ﾠp=.10.	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Table	 ﾠC1	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ Object	 ﾠBias	 ﾠ
	 ﾠ 	 ﾠ Class	 ﾠ 	 ﾠ 	 ﾠ Num.	 ﾠ Diff.	 ﾠfrom	 ﾠMean	 ﾠ Significance	 ﾠ 	 ﾠ 	 ﾠ
Brown	 ﾠ&	 ﾠFish,	 ﾠRudolph	 ﾠ&	 ﾠForsterling,	 ﾠand	 ﾠLinguistic	 ﾠCategory	 ﾠModel	 ﾠ 	 ﾠ
	 ﾠ 	 ﾠ Exp.-ﾭ‐Stim.	 ﾠ 	 ﾠ 34	 ﾠ +35%	 ﾠ(11%)	 ﾠ 	 ﾠ t=18.56,	 ﾠp<.00001	 ﾠ 	 ﾠ
	 ﾠ 	 ﾠ Stim.-ﾭ‐Exp.	 ﾠ 	 ﾠ 94	 ﾠ -ﾭ‐22%	 ﾠ(19%)	 ﾠ 	 ﾠ t=11.26	 ﾠp<.00001	 ﾠ 	 ﾠ
Brown	 ﾠ&	 ﾠFish	 ﾠ
	 ﾠ 	 ﾠ Agent-ﾭ‐Patient	 ﾠ	 ﾠ 83	 ﾠ +11%	 ﾠ(21%)	 ﾠ 	 ﾠ t=4.57,	 ﾠp=.00001	 ﾠ 	 ﾠ 	 ﾠ
Rudolph	 ﾠ&	 ﾠForstering	 ﾠ/	 ﾠMcKoon	 ﾠet	 ﾠal.	 ﾠ
	 ﾠ 	 ﾠ Agent-ﾭ‐Evocator	 ﾠ 48	 ﾠ +17%	 ﾠ(12%)	 ﾠ 	 ﾠ t=6.59,	 ﾠp<.00001	 ﾠ 	 ﾠ
	 ﾠ 	 ﾠ Agent-ﾭ‐Patient	 ﾠ	 ﾠ 35	 ﾠ +3%	 ﾠ(24%)	 ﾠ 	 ﾠ t<1	 ﾠ
Au	 ﾠ
	 ﾠ 	 ﾠ Action-ﾭ‐Agent	 ﾠ	 ﾠ 50	 ﾠ +16%	 ﾠ(23%)	 ﾠ 	 ﾠ t=6.39,	 ﾠp<.00001	 ﾠ 	 ﾠ
	 ﾠ 	 ﾠ Action-ﾭ‐Patient	 ﾠ 33	 ﾠ +2%	 ﾠ(18%)	 ﾠ 	 ﾠ t<1	 ﾠ
Linguistic	 ﾠCategory	 ﾠModel	 ﾠ
	 ﾠ narrow	 ﾠ
	 ﾠ 	 ﾠ Descriptive	 ﾠAction	 ﾠ 10	 ﾠ +2%	 ﾠ(25%)	 ﾠ 	 ﾠ t<1	 ﾠ
	 ﾠ 	 ﾠ Interpretive	 ﾠAction	 ﾠ 73	 ﾠ +12%	 ﾠ(21%)	 ﾠ 	 ﾠ t=4.88,	 ﾠp=.000006	 ﾠ
	 ﾠ broad	 ﾠ
	 ﾠ 	 ﾠ Descriptive	 ﾠAction	 ﾠ 41	 ﾠ +16%	 ﾠ(19%)	 ﾠ 	 ﾠ t=5.36,	 ﾠp<.00001	 ﾠ
	 ﾠ 	 ﾠ Interpretive	 ﾠAction	 ﾠ 42	 ﾠ +5%	 ﾠ(22%)	 ﾠ 	 ﾠ t=1.59,	 ﾠp=.12	 ﾠ
Results	 ﾠfrom	 ﾠFerstl	 ﾠet	 ﾠal.	 ﾠ(in	 ﾠpress)	 ﾠfor	 ﾠthe	 ﾠthree	 ﾠprevious	 ﾠsemantic	 ﾠstructure	 ﾠaccounts	 ﾠby	 ﾠverb	 ﾠ
class,	 ﾠwith	 ﾠclass	 ﾠobject	 ﾠbias	 ﾠmean	 ﾠ(standard	 ﾠdeviation),	 ﾠcompared	 ﾠto	 ﾠgrand	 ﾠaverage	 ﾠfor	 ﾠ72	 ﾠ
monosemic	 ﾠverbs.	 ﾠNote	 ﾠthat	 ﾠall	 ﾠthree	 ﾠemploy	 ﾠthe	 ﾠsame	 ﾠexperiencer-ﾭ‐stimulus	 ﾠand	 ﾠstimulus-ﾭ‐
experiencer	 ﾠclasses.	 ﾠ73	 ﾠ
Table	 ﾠC2	 ﾠ
	 ﾠ 	 ﾠ Object	 ﾠBias	 ﾠ
Class	 ﾠ Num.	 ﾠ Diff.	 ﾠfrom	 ﾠMean	 ﾠ Significance	 ﾠ 	 ﾠ Examples	 ﾠ
31.1	 ﾠ 92	 ﾠ -ﾭ‐22%	 ﾠ(20%)	 ﾠ	 ﾠ 	 ﾠ t=11.04	 ﾠp<.00001	 ﾠ calms,	 ﾠconfuses,	 ﾠfrustrates,	 ﾠtroubles	 ﾠ	 ﾠ	 ﾠ
31.2	 ﾠ 33	 ﾠ +35%	 ﾠ(10%)	 ﾠ 	 ﾠ t=18.16,	 ﾠp<.00001	 ﾠ admires,	 ﾠcherishes,	 ﾠdespises,	 ﾠloves	 ﾠ	 ﾠ
33	 ﾠ 48	 ﾠ +17%	 ﾠ (18%)	 ﾠ	 ﾠ t=6.60,	 ﾠp<.00001	 ﾠ blames,	 ﾠcongratulates,	 ﾠthanks	 ﾠ
36.2	 ﾠ 7	 ﾠ -ﾭ‐8%	 ﾠ(18%)	 ﾠ 	 ﾠ t=1.10,	 ﾠp=.31	 ﾠ 	 ﾠ courted,	 ﾠcuddled,	 ﾠdivorced	 ﾠ
VerbNet	 ﾠverb	 ﾠclasses	 ﾠfor	 ﾠwhich	 ﾠat	 ﾠleast	 ﾠfive	 ﾠverbs	 ﾠwere	 ﾠtested,	 ﾠwith	 ﾠclass	 ﾠobject	 ﾠbias	 ﾠmean	 ﾠ
(standard	 ﾠdeviation),	 ﾠcompared	 ﾠto	 ﾠgrand	 ﾠaverage	 ﾠfor	 ﾠmonosemic	 ﾠverbs.	 ﾠData	 ﾠtaken	 ﾠfrom	 ﾠFerstl	 ﾠ
et	 ﾠal.	 ﾠ(in	 ﾠpress).	 ﾠ
	 ﾠ
	 ﾠ 	 ﾠ74	 ﾠ
Figure	 ﾠ1.	 ﾠ
	 ﾠ
	 ﾠ 	 ﾠ
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Figure	 ﾠ5	 ﾠ
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