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Abstract
Solar and thermal radiation are critical aspects of planetary climate, with
gradients in radiative energy fluxes driving heating and cooling. Climate
models require that radiative transfer tools be versatile, computationally ef-
ficient, and accurate. Here, we describe a technique that uses an accurate
full-physics radiative transfer model to generate a set of atmospheric radia-
tive quantities which can be used to linearly adapt radiative flux profiles to
changes in the atmospheric and surface state—the Linearized Flux Evolution
(LiFE) approach. These radiative quantities describe how each model layer
in a plane-parallel atmosphere reflects and transmits light, as well as how the
layer generates diffuse radiation by thermal emission and by scattering light
from the direct solar beam. By computing derivatives of these layer radia-
tive properties with respect to dynamic elements of the atmospheric state,
we can then efficiently adapt the flux profiles computed by the full-physics
model to new atmospheric states. We validate the LiFE approach, and then
apply this approach to Mars, Earth, and Venus, demonstrating the informa-
tion contained in the layer radiative properties and their derivatives, as well
as how the LiFE approach can be used to determine the thermal structure
of radiative and radiative-convective equilibrium states in one-dimensional
atmospheric models.
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1. Introduction
Plane-parallel, horizontally homogenous radiative transfer calculations
are the standard approach to exploring solar and thermal radiation fields
in Earth and planetary atmospheres. In the context of planetary climate
models, which derive an equilibrium or quasi-equilibrium surface-atmosphere
state from a specified set of initial conditions, it is the role of a radiative
transfer model to compute the state-dependent vertical net radiative energy
flux. Gradients in the net radiative flux contribute to atmospheric heating or
cooling, which the climate model uses to update the surface and atmospheric
state [1, 2, 3, 4]. Since the net radiative flux is a function of these state
properties, the radiative transfer model must then re-compute the radiative
fluxes for any new atmospheric state. This modeling approach demands that
the radiative transfer model be both accurate and computationally efficient
[e.g., 5, 6].
While a number of techniques have been developed to accurately compute
radiative energy fluxes in a realistic, vertically-inhomogeneous planetary at-
mosphere where gases and airborne particles contribute to the absorption,
emission, and multiple scattering of solar or thermal radiation [7, 8, 9], these
approaches are typically too computationally expensive to be used within a
general climate model, which requires fluxes to be computed and integrated
over a large range of wavelengths (or frequencies). Thus, climate models tend
to rely on parametrized radiative transfer tools [10, 11, 12, 13, 14, 15, 16, 17].
However, the tuning and parameterizations used in these tools can lead to
errors and biases in predictions when the model is used to study conditions
for which it was not designed.
Here, we describe a technique for efficiently adapting radiative fluxes,
computed with a full-physics radiative transfer model, to changes in the
atmospheric state—the LiFE approach. This technique combines linear “flux
Jacobians” with an approximate method motivated by two-stream adding
methods [18, 19, 20] to adapt the radiation field to changes in the atmospheric
and surface thermal structure and optical properties as they evolve. Thus,
the LiFE approach is applicable to a wide range of problems in planetary
climate.
In what follows, we begin with a description of the LiFE approach (Sec-
tion 2), including a discussion of how we compute the requisite layer radiative
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properties and the flux Jacobians associated with each property (Sections 2.2
and 2.3, respectively). We then present a validation of the LiFE approach
in Section 3. Next we demonstrate a sequence of example applications of the
LiFE approach (Section 4), which focus on Mars (Section 4.1), Earth (Sec-
tion 4.2), and Venus (Section 4.3). For a simple test case, Section 5 shows a
comparison of a LiFE-derived atmospheric thermal profile to an atmospheric
state computed using a widely-adopted, one-dimensional radiative-convective
planetary climate model. Note that the Appendix contains an intuitive exam-
ple calculation using the approximate two-stream flux adding technique, and,
for completeness, clear derivations of the flux adding relationships adopted
for this application.
2. Description of LiFE Approach
The Linearized Flux Evolution (LiFE) approach pairs a full-physics ra-
diative transfer model with flux Jacobians and an approximate method mo-
tivated by two-stream flux adding techniques [18, 19, 20] to rapidly adapt
radiative flux profiles in plane-parallel planetary atmospheres to changes in
atmospheric state. Given an initial atmospheric and surface state, the full-
physics model is used to compute the upwelling and downwelling radiative
energy fluxes at the boundaries between model atmospheric layers. Addi-
tionally, for each atmospheric layer, the full-physics model computes a set
of frequency-dependent layer radiative properties and their flux Jacobians,
which are used to determine the first derivative of the upward and downward
solar and thermal fluxes at each layer boundary with respect to changes in
the atmospheric or surface thermal structure or optical properties.
In the LiFE approach, we decompose a vertically inhomogeneous, non-
isothermal atmosphere into a series of discrete interacting layers. Each layer
is characterized by an effective flux reflectivity, transmissivity, and upwelling
and downwelling “source terms” (collectively referred to as “layer radiative
properties”). While adding approaches are most correctly applied to radi-
ances [21, Chapter VII], we specifically construct these layer radiative prop-
erties to reproduce the level-dependent fluxes from a full-physics model when
used within our flux adding method. The accuracy of the computed Jaco-
bians for the layer radiative properties (and, thus, the accuracy of the flux
adding approach) decays as the atmosphere and surface evolve from their
initial state, eventually requiring a recalculation of the flux field and layer
Jacobians using the full-physics model.
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Unlike analytic two-stream adding methods [e.g., 19], the layer radiative
properties used here are not derived from analytic two-stream solutions to
the equation of transfer. Instead, these properties are defined such that the
two-stream adding method exactly reproduces the flux distributions gener-
ated by the full-physics model for a specified atmospheric state. Similarly,
the reflectivity, transmissivity, and source term Jacobians are defined to ap-
proximate the linear response of the fluxes in the full-physics model to small
perturbations in the layer optical properties (e.g., differential optical depth,
single scattering albedo, scattering phase function) associated with changes
in temperature, or trace gas and aerosol profiles.
In general, bolometric or band-integrated radiances and fluxes have a non-
linear dependence on the atmospheric thermal structure and optical proper-
ties. However, by applying a linear flux correction over monochromatic (or
near-monochromatic) spectral intervals (i.e., of order 1–10 cm−1), we aim to
minimize sensitivity within the LiFE approach to the non-linear effects that
arise in wavelength-integrated quantities. Our linear flux correction approach
was motivated by atmospheric retrieval algorithms. Within a retrieval frame-
work [22], a synthetic spectrum and associated linear radiance Jacobians are
generated for an assumed atmospheric and surface state. These results are
then used within the context of a non-linear least-squares fitting algorithm
to produce a better fit to an observed spectrum. Here, like in the LiFE
approach, the non-linear relationship between radiances (or fluxes) and opti-
cal properties is approximated as quasi-linear for small perturbations to the
atmospheric and surface state.
In the following sub-sections, we first present the flux adding technique,
which will introduce the layer radiative properties relevant to LiFE. We then
discuss how we use a full-physics radiative transfer model to compute the
layer radiative properties. Finally, we discuss how we compute the Jacobians
and how these are used to rapidly adapt radiative flux profiles as an atmo-
spheric state evolves from its initial conditions toward an equilibrium state.
While these discussions typically apply to a narrow spectral range within a
spectrally resolved model, an intuitive example of the LiFE approach which
uses gray radiative transfer is provided in the Appendix to help the reader
better understand the technique.
2.1. Flux Adding
The flux adding technique relates the diffuse upwelling and downwelling
radiative energy fluxes, defined at the boundaries between a collection of
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homogenous atmospheric layers, to the radiative properties of each of these
layers [23, 20, 24]. By stacking homogenous layers to create inhomogeneous
layers, we can recursively relate the radiative fluxes to the properties of suc-
cessively thicker atmospheric layers, eventually determining the fluxes at all
required levels throughout the atmosphere. This process is analogous to
previous two-stream adding techniques [18, 19, 20].
Each homogenous layer in a model atmosphere is assigned a reflectivity
and transmissivity, which describe how the layer reflects and transmits dif-
fuse incident flux. Additionally, each layer can add radiation to the diffuse
flux field, either by scattering light from a direct solar beam, or by emitting
thermal radiation. A layer’s ability to add diffuse flux is described by layer
source terms, which are not necessarily identical for contributions to the up-
welling and downwelling diffuse flux fields. The frequency-dependent diffuse
flux reflectivity, transmissivity, and upwelling and downwelling source terms
for layer j will be labeled rj, tj, s+j , and s
−
j , respectively. The diffuse flux
emerging from layer j, F+j−1 and F
−
j , is related to the incident diffuse flux,
F−j−1 and F
+
j , through
F+j−1 = rjF
−
j−1 + tjF
+
j + s
+
j , (1)
F−j = tjF
−
j−1 + rjF
+
j + s
−
j . (2)
Figure 1 shows a schematic of these layer properties and fluxes.
As is derived in the Appendix, two homogenous layers with different ra-
diative properties can be combined to yield an inhomogeneous layer. The
radiative properties of subsequently thicker inhomogeneous layers can be ob-
tained by adding homogenous layers to either the bottom or top of an inho-
mogeneous layer. These downward and upward adding procedures produce a
recursive set of relations that describe how the inhomogeneous layers reflect
and generate diffuse flux.
When adding downwards, homogenous layer j is added to the base of an
inhomogeneous layer that extends from the top of the atmosphere (j = 0) to
layer j − 1. We define the inhomogeneous layer reflectivity and source term
for adding downward, R−0,j−1 and S
−
0,j−1, respectively, and have
F−j−1 = R
−
0,j−1F
+
j−1 + S
−
0,j−1 , (3)
which are generally frequency-dependent, and are schematically shown in
Figure 2. The reflectivity and source term for the newly-extended inhomo-
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geneous layer are then given by (see Appendix)
R−0,j = rj +
t2jR
−
0,j−1
1− rjR−0,j−1
, (4)
and
S−0,j = s
−
j +
tj
(
S−0,j−1 + s
+
j R
−
0,j−1
)
1− rjR−0,j−1
. (5)
Similarly, in upwards adding, homogenous layer j is added to the top of
an inhomogeneous layer extending from the base of the atmosphere j = N−1
to the bottom of layer j. For this scenario, we have
F+j = R
+
j+1,NF
−
j + S
+
j+1,N (6)
where we have defined the inhomogeneous layer reflectivity and source term
for adding upward as R+j+1,N and S
+
j+1,N , respectively. Figure 3 shows a
schematic of the process of adding a homogenous layer to the base of an
inhomogeneous layer. The recursive relations for upward adding are then
given by (see Appendix)
R+j,N = rj +
t2jR
+
j+1,N
1− rjR+j+1,N
, (7)
and
S+j,N = s
+
j +
tj
(
S+j+1,N + s
−
j R
+
j+1,N
)
1− rjR+j+1,N
. (8)
Note that a convenient expression can be found by inserting the equivalent
expression to Equation 3 for an inhomogeneous layer extending down to layer
j into Equation 6. After simplifying, this gives us
F+j =
S+j+1,N +R
+
j+1,NS
−
1,j
1−R+j+1,NR−1,j
. (9)
This relation provides the upwelling flux at each model level in terms of
quantities that can be recursively determined from only the homogenous
layer radiative properties. The equivalent expression for downwelling flux
is determined via a similar insertion, and is given by
F−j−1 =
S−0,j−1 +R
−
0,j−1S
+
j,N
1−R−0,j−1R+j,N
. (10)
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The relations described above allow us to compute the upwelling and
downwelling fluxes at each model level (i.e., at the boundaries between ho-
mogenous atmospheric layers) when given the radiative properties for each
homogenous model atmospheric layer. Top- and bottom-of-atmosphere bound-
ary conditions must also be provided. Here, we adopt the same boundary
conditions that are used by the full-physics model: (1) the reflectivity of
“space" is zero (i.e., r0 = R−0,0 = 0), (2) the top-of-atmosphere downwelling
flux is known (F−0 = s
−
0 = S
−
0,0), (3) a frequency-dependent surface albedo
is known (Aν , with rN = R+N,N = Aν), and (4) a bottom-of-atmosphere
upwelling flux is set [e.g., s+N = S
+
N,N = AνS
−
0,N + (1−Aν)piBν(Ts), where the
first term on the right-hand side represents reflected downwelling radiation
and the second term represents surface emission via a Planck function at the
surface temperature, Ts, multiplied by the surface emissivity, which is 1−Aν
by Kirchoff’s Law]. The steps required in computing F+j and F
−
j within a
particular spectral interval and for all values of j are then:
1. use the top-of-atmosphere boundary conditions, R−0,0 = 0 and S
−
0,0 = F
−
0 ,
to recursively add layers downward, using Equations 4 and 5 to solve for
R−0,j and S
−
0,j for all values of j;
2. use the bottom-of-atmosphere boundary conditions, R+N,N = Aλ, and
S+N,N = AλS
−
0,N or S
+
N,N = (1 − Aλ)piBλ(Ts), to recursively add layers
upward, using Equations 7 and 8 to solve for R+j,N and S
+
j,N for all values
of j;
3. use the computed sets of inhomogeneous layer radiative properties to
compute the upwelling flux at each model level using Equation 9;
4. use the upwelling fluxes and the inhomogeneous layer radiative proper-
ties to compute the downwelling fluxes at each model level using Equa-
tion 3.
2.2. Determining Homogenous Layer Radiative Properties
A full-physics radiative transfer model (e.g., a multiple scattering, spec-
trum resolving [line-by-line], multi-stream radiative transfer model) is used
to compile the optical properties of the surface and atmosphere at the begin-
ning of each experiment. It then derives the angle-dependent radiances and
fluxes throughout the atmospheric column. The full-physics model is then
used to obtain the layer reflectivity, transmissivity, and source terms. These
properties and fluxes are defined on a spectral grid that is fine enough to
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resolve all of the frequency-dependent changes in the atmospheric or surface
optical properties.
Given an the atmospheric state, x, the full-physics model solves the
one-dimensional, plane-parallel radiative transfer equation at frequency ν
in an inhomogeneous scattering, absorbing, and emitting atmosphere, which
is given by
µ
dIν
dτν
= Iν (τν , µ, φ,x)− Sν (τν , µ, φ,x) , (11)
where Iν is the spectral radiance, τν = τν (x) is the frequency-dependent
extinction optical depth (which increases towards higher pressures), µ is the
cosine of the zenith angle, and φ is the azimuth angle. The source function,
Sν , is given by
Sν (τν , µ, φ,x) = ωνF

ν e
−τν/µ · Pν (τν , µ, φ,−µ, φ,x) /4pi
+ (1− ων)Bν (T (τν))
+ων
∫ 2pi
0 dφ
′ ∫ 1
−1 dµ
′ · Iν (τν , µ′, φ′,x)Pν (τν , µ, φ, µ′, φ′,x) /4pi ,
(12)
where ων = ων (τν) is the frequency-dependent single scattering albedo, Fν
is the top-of-atmosphere solar irradiance, µ is the solar zenith angle, φ
is the solar azimuth angle, Pν is the scattering phase function, Bν is the
Planck function, and T (τν) is the atmospheric temperature profile. A pair of
boundary conditions are needed to solve the radiative transfer equation, and
these typically specify the downwelling radiation field at the top of the model
atmosphere (i.e., Iν (τν = 0, µ, φ) for µ < 0) and the upwelling radiation field
at the bottom of the atmosphere (i.e., Iν (τν = τ ∗ν , µ, φ) for µ > 0, where τ ∗ν
is the total extinction optical depth of the atmosphere at frequency ν).
In principal, the layer radiative properties can be defined explicitly, using
a stream-by-stream definition, like those used in adding/doubling methods
[25, 26, 27, 28, 29]. However, this would be far too computationally expen-
sive for our application, as values would need to be computed over multiple
streams at a large number of points throughout the solar and infrared spectral
ranges. Thus, we adopt an approximate method described in the following
paragraphs.
At each spectral grid point, we determine the diffuse transmissivity and
reflectivity of each atmospheric layer by illuminating the layer from above
with a diffuse flux, F0 (typically taken as 1 W m−2 µm−1). We solve the
radiative transfer equation for the homogenous layer [see 30] with Bν = 0
and Fν = 0, subject to the boundary conditions at the top of the layer
(τν = 0) and the bottom of the layer (τν = ∆τν,j, where ∆τν,j is the total
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extinction optical depth of the layer) that
Iν (τν , µ, φ,x)|τν=0 = F0/pi ∀µ < 0
Iν (τν , µ, φ,x)|τν=∆τν,j = 0 ∀µ > 0 . (13)
The layer transmissivity and reflectivity are then defined by
tj = −2pi
F0
∫ 0
−1
dµ′ · µ′Iν (µ′,x)|τν=∆τν,j , (14)
rj =
2pi
F0
∫ 1
0
dµ′ · µ′Iν (µ′,x)|τν=0 . (15)
Note that the azimuthal component of the expressions above has been in-
tegrated directly as the illumination is diffuse. Also, as is discussed in our
applications below, we use a discrete ordinate approach [DISORT, 8] in our
full-physics tool, so that Equations 14 and 15 are, in practice, implemented
using Gaussian quadrature to integrate over the zenith angle.
The integral in Equation 14 is the downwelling flux coming from the
bottom of the diffusely-illuminated layer, and the integral in Equation 15 is
the upwelling flux at the top of the layer. Thus, the layer transmissivity is the
fraction of the diffuse flux that is transmitted through the homogeneous layer,
and the layer reflectivity is the fraction of the diffuse flux that is reflected
backwards. Whatever portion of F0 that is not transmitted or reflected must
be absorbed by the layer, so we also define a layer absorptivity as
aj = 1− tj − rj . (16)
To determine the frequency-dependent layer source terms, s+/−j , we use
the direct and diffuse radiative flux profiles with the full-physics model. Inte-
grating the radiances from the full-physics solution of the radiative transfer
equation over the upper and lower hemispheres of solid angle yields the up-
welling and downwelling spectral radiative energy fluxes at each level in the
model atmosphere, or
F ↑ν (τν ,x) =
∫ 2pi
0
dφ′
∫ 1
0
dµ′ · µ′I (τν , µ′, φ′,x) , (17)
F ↓ν (τν ,x) = −
∫ 2pi
0
dφ′
∫ 0
−1
dµ′ · µ′I (τν , µ′, φ′,x) . (18)
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We split these upwelling and downwelling fluxes into three components: a
direct downwelling flux, F−,di (only applicable to solar sources), a diffuse
upwelling flux, F+, and a diffuse downwelling flux, F−, which give
F ↑ = F+ , (19)
F ↓ = F−,di + F− . (20)
Note that these terms are frequency-dependent, but we have dropped the
sub-script ν for cleaner presentation and to be consistent with the discussion
in the flux adding discussion.
Given the upwelling and downwelling diffuse flux profiles and the layer
radiative properties, the homogenous layer source terms can be determined
from Equations 1 and 2. Rearranging these two expressions yields
s+j = F
+
j−1 − rjF−j−1 + tjF+j , (21)
s−j = F
−
j − tjF−j−1 + rjF+j , (22)
where we note that radiation scattered from the direct beam enters the dif-
fuse field and, as a result, appears in the layer source terms. The layer source
terms, s+j and s
−
j , when used with the layer transmissivities and reflectivi-
ties within our flux adding approach, are designed to exactly reproduce the
level-dependent diffuse upwelling and downwelling radiative fluxes that were
determined by the full-physics model. Thus, while adding techniques are
most correctly applied to radiance streams, we collect any errors in our flux
adding approach into the layer source terms.
The layer source terms will depend on whether or not solar or thermal
sources are included in the full-physics calculation. When considering ther-
mal sources, the layer source terms will be strong functions of temperature.
As temperature is typically a rapidly changing part of the atmospheric state
(e.g., as a climate model marches forward in time), the thermal layer source
terms can vary strongly in time as atmospheric temperatures evolve. To
increase the versatility of the thermal layer source terms and to minimize
sensitivity to atmospheric temperature variations, we subtract a term that
resembles the layer Planck emission from the layer source terms to produce
a adjusted thermal source.
In the weak absorption limit, the Planck-like contribution to the layer
source terms will resemble ajpi (Bν(Tj) +Bν(Tj−1)) /2, where aj behaves like
a layer emissivity, Tj is the temperature at level j in the atmosphere, and the
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final term in this expression behaves like an average Planck function for layer
j. However, in the strong absorption limit, where the layer transmissivity
goes to zero and absorptivity to unity (i.e., tj → 0 and aj → 1), the upwelling
and downwelling fluxes at level j approach the layer source terms s+j+1 and
s−j , respectively. In these conditions, we expect that the radiation diffusion
expression applies, where Fnet ∝ dBν(T )/dτ . To ensure that our definition
of the Planck-like contribution to the layer sources yields the diffusion limit
when the layer absorptivity is large, we adopt a “linear in τ ” form [e.g. 31,
their Equation 9] of our layer thermal sources, with
s˜+th,j = s
+
j −pi
[
ajBν(Tj)−
(
Bν(Tj)−Bν(Tj−1)
)
(1− aj) +ajBν(Tj)−Bν(Tj−1)
ln (1− aj)
]
, (23)
s˜−th,j = s
−
j −pi
[
ajBν(Tj+1)+
(
Bν(Tj)−Bν(Tj−1)
)
(1− aj)−ajBν(Tj)−Bν(Tj−1)
ln (1− aj)
]
, (24)
where s˜+th,j and s˜
−
th,j are the adjusted layer thermal source terms. These
adjustments derive from [31] by replacing their transmissivity (T in their
notation) with 1 − aν (i.e., one minus the absorptivity), and by represent-
ing the layer optical depth in [31] as the log of the layer transmissivity [or
ln (1− aj)], following the definition of optical depth. Our expressions give
Planck-like contributions that go to ajpi (Bν(Tj) +Bν(Tj−1)) /2 for small aj.
And, in the opposite extreme, where aj → 1, the Planck-like contributions
ensure that the difference between the upwelling and downwelling layer source
terms (which gives the net thermal flux in the optically thick limit) maintain
information about the temperature gradient and, thus, behaves like radiation
diffusion, with (Bν(Tj)−Bν(Tj−1)) / ln (1− aj) ∼ ∆Bν/ ln (tj) ∼ ∆Bν/∆τν .]
When considering solar sources, it is convenient to scale the layer source
terms by the downwelling direct solar flux at the top of the atmosphere,
as this flux is the source of the diffuse flux generated by all deeper layers.
Additionally, this removes the wavelength-dependent structure due to the
solar source from the layer source terms, making them smoother functions
of wavelength. The adjusted solar layer source terms are dimensionless, and
are given by
s˜
+/−
,j =
s
+/−
j
F−,di0
. (25)
Additionally, we define a direct transmissivity for the solar beam, given by
tdij =
F−,dij
F−,di0
. (26)
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2.3. Derivatives of Layer Radiative Properties
Using the full-physics model, we can determine how the layer radiative
properties change given a change in the atmospheric and surface state. The
combination of the layer radiative properties for the original atmospheric
state and their derivatives then allow us to linearly adapt the radiative flux
profiles to a change in the state by using the flux adding technique.
Radiances are generally known to be a strongly non-linear function of
the atmospheric and surface state and, thus, it may seem counter-intuitive
to describe their response using linear theory. However, several aspects of
our approach help to limit non-linearity. First, we resolve and correct the
solar and thermal fluxes on a relatively high resolution spectral grid (i.e.,
1–10 cm−1). Second, and as outlined above, we have introduced analytic
corrections to remove the strong temperature sensitivity of layer thermal
source terms through their dependence on the Planck function, which also
serves to improve linearity. Finally, we limit the application of our (linear)
Jacobians to small changes in the atmospheric and surface state.
To calculate the Jacobians for the layer radiative properties, our full-
physics model currently approximates the derivatives as finite differences.
We recognize that these Jacobians could be derived analytically, and that
this approach would improve their accuracy and speed [32]. Finite differences
were adopted here to facilitate the use of the widely-used DISORT algorithm
[8] to solve the radiative transfer equation and expedite the development
and testing of the novel features of the LiFE concept. A full-physics forward
model that computes analytic Jacobians is being developed in parallel.
To define the finite difference Jacobians for the layer radiative proper-
ties, the full-physics model is used to derive frequency-dependent radiances,
fluxes, and associated radiative properties for a background atmospheric and
surface state. The layer radiative properties are then re-derived for an at-
mospheric and surface state with perturbations to any combination of at-
mospheric temperatures and optical properties (layer optical depths, single
scattering albedos, scattering phase functions), and/or surface temperatures
and albedos. If the difference between the perturbed layer transmissivity and
the original transmissivity is found to be ∆tj, we then have
∂tj
∂xm
≈ ∆tj
∆xm,j
, (27)
where ∆xm,j is the perturbed temperature or optical property, as well as
similar relations for the layer reflectivities and source terms. Note that each
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Jacobian has dimensions equal to the number of spectral grid points by the
number of atmospheric layers. Jacobians with respect to physical atmo-
spheric quantities like gas or condensate mixing ratios are determined via a
simple application of the chain rule using the Jacobians that were derived
for all dependent optical properties.
For example, the dynamic elements of the atmospheric state vector may
be the temperature profile and a mixing ratio profile for a condensible species.
A temperature change will affect the source function and the optical depth
and single scattering albedo profiles (through temperature-dependent changes
in the gas absorption and/or aerosol optical cross-sections). A change in gas
mixing ratio will affect all of the layer optical properties. To compute the
partial derivatives of the layer radiative properties with respect to these ele-
ments, we would first perturb the temperature by a small amount (e.g., a few
percent) in each atmospheric layer. We then run a full-physics calculation to
find the new transmissivities, reflectivities, and source terms, and use these to
compute the temperature Jacobian. The temperature profile is then reset to
its original value, and the optical property profiles would each be perturbed.
Re-running the full physics calculation for the perturbed optical properties
then gives us the partial derivatives of the layer radiative properties with re-
spect to the condensible species’ mixing ratio (again, via an application of the
chain rule), thus forming a mixing ratio Jacobian. By computing Jacobians
with respect to optical properties and applying the chain rule to translate
these into mixing ratio Jacobians we avoid needing to re-run the full-physics
model for every variable gas or aerosol element.
For a new atmospheric state where a collection of state vector elements
have changed from the original state by δx1, δx2, ... δxM , the change in
the layer radiative properties for the new atmospheric state are determined
using the associated Jacobians, and are given by
δtj =
∂tj
∂x1
δx1,j +
∂tj
∂x2
δx2,j + . . .
∂tj
∂xM
δxM,j
δtdij =
∂tdij
∂x1
δx1,j +
∂tdij
∂x2
δx2,j + . . .
∂tdij
∂xM
δxM,j
δrj =
∂rj
∂x1
δx1,j +
∂rj
∂x2
δx2,j + . . .
∂rj
∂xM
δxM,j
δs˜+j =
∂s+j
∂x1
δx1,j +
∂s+j
∂x2
δx2,j + . . .
∂s+j
∂xM
δxM,j
δs˜−j =
∂s−j
∂x1
δx1,j +
∂s−j
∂x2
δx2,j + . . .
∂s−j
∂xM
δxM,j
(28)
Note that the Jacobians are computed for the adjusted layer source terms,
s˜+/−, and any change in the un-adjusted layer source terms is determined
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using Equations 23, 24, and 25.
2.4. Summary of the LiFE Approach
To summarize the LiFE approach, we begin with an initial atmospheric
state, x, and:
1. use a full-physics model to determine frequency-dependent profiles of
solar downwelling direct flux and upwelling and downwelling diffuse flux;
2. use a full-physics model to determine frequency-dependent profiles of
upwelling and downwelling diffuse thermal flux;
3. use a full-physics model to determine the frequency-dependent layer dif-
fuse flux transmissivity and reflectivity (Equations 14 and 15);
4. use the solar downwelling direct flux profile to determine the frequency-
dependent direct flux transmissivity (Equation 26);
5. use the diffuse flux profiles and the layer transmissivities and reflectiv-
ities to determine the frequency-dependent layer source terms (Equa-
tions 21 and 22), and the adjusted layer source terms (Equations 23, 24,
and 25).
Then, for all dynamic elements of the state vector, we:
1. perturb the dynamic element in each atmospheric layer by a small amount,
∆xm,j;
2. use the full-physics model to repeat the steps above, determining ∆tj,
∆rj, and ∆tdij , as well as ∆s˜
+/−
j for solar and thermal sources;
3. use the changes in the layer radiative properties to construct a Jacobian
for each property for the dynamic element of the state vector, which
is a matrix of partial derivatives of dimensions equal to the number of
spectral bins by the number of atmospheric layers (e.g., Equation 27).
Finally, once the atmospheric state has evolved to a new state, x + δx,
the radiative flux profiles can be updated by:
1. using the Jacobians to compute the layer radiative properties for the new
atmospheric state (expressions in Equation 28, and using Equations 23,
24, and 25 to solve for the un-adjusted source terms);
2. using the updated direct flux transmissivity and Equation 26 to solve
for the new frequency-dependent direct solar flux profile
3. using the updated layer radiative properties and the flux adding scheme
(outlined in Section 2.1) to compute the new upwelling and downwelling,
frequency-dependent diffuse solar and thermal flux profiles.
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3. LiFE Validations
To explore the accuracy of the Jacobian-based approach of LiFE, we
perform an experiment where we begin with a standard atmospheric state,
compute solar and thermal Jacobians for temperature, and then compare
the LiFE-derived radiative flux profiles to those from a full-physics tool for a
number of perturbed atmospheric states. The full-physics tool used in these
validations is the Spectral Mapping Atmospheric Radiative Transfer (SMART)
model [developed by D. Crisp, see 33], which is a one-dimensional, multiple
scattering, line-by-line (LBL) radiative transfer model. The SMART model
uses a well-documented and stable discrete ordinate algorithm [DISORT, 8] to
solve the radiative transfer equation. Importantly, the SMART model is a well-
validated tool [34, 35, 36, 37], and can be used to generate radiance spectra
and flux profiles in vertically inhomogeneous, non-isothermal, plane-parallel
scattering, absorbing, and emitting planetary atmospheres.
The standard atmosphere we adopt for our validations is a commonly-
used atmospheric model for Earth [38]. We include absorption opacity due
to water vapor, carbon dioxide, and ozone. Perturbed temperature profiles
are generated by adding a sinusoidally-varying component to the standard
profile whose periodicity (in altitude) is 7.5 km and whose amplitude is either
1, 2, 5, 10, or 20 K. The standard and perturbed temperature profiles are
shown in Figure 4.
Figure 5 shows the net thermal flux profiles computed for our perturbed
temperature profiles using both our full-physics model as well as our Jaco-
bian approach. Solar fluxes are largely insensitive to temperature, so are not
shown here. For small temperature perturbations (i.e., less than or equal to
5 K), the flux profiles computed via our two different approaches are largely
indistinguishable. Figure 6 shows the absolute and relative differences in the
net thermal flux profiles when comparing the full-physics or Jacobian-based
approaches. Even for 20 K temperature perturbations, the Jacobian-based
approach reproduces the full-physics profiles to within 4%. Thus, by re-
moving the Planck-like contribution to our layer thermal source terms, our
Jacobian-based approach remains accurate despite large temperature pertur-
bations.
4. Example Applications of the LiFE Approach
In this section we provide three demonstrations, each with increasing com-
plexity, and each touching on a different planet in the Solar System. First,
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we compute the wavelength-dependent layer radiative properties and their
temperature Jacobians for a standard Martian atmosphere. This provides
insight into how the layer radiative properties depend on gas and aerosol
opacity sources, and how these properties respond to changes in atmospheric
temperature. The second demonstration uses the LiFE approach to time-step
an Earth-like atmosphere to radiative equilibrium, thus providing an example
of how the approach can be used to determine atmospheric thermal structure.
The final demonstration uses the LiFE approach and a model of atmospheric
convection to time-step a standard Venus atmosphere to radiative-convective
equilibrium.
In all cases below, we adopt the SMART model (described above) as our
full-physics radiative transfer model. All instances of this tool are run at
a sufficiently small wavenumber increments (typically less than 0.01 cm−1)
to resolve all relevant spectral lines between 50 to 105 cm−1 (i.e., 0.1 to
200 µm), and, to limit runtime, the resulting layer absorptivities, transmis-
sivities, and source terms are averaged over 5 cm−1 intervals in the thermal
infrared and 10 cm−1 intervals in the visible. Depending on the complexity of
the model atmosphere and the desired number of Jacobians, our full-physics
model requires hours to tens of hours to generate the requisite outputs, while
subsequently using the LiFE approach to adapt the radiative fluxes towards
equilibrium only takes seconds.
4.1. Mars: Layer Radiative Properties and Temperature Jacobians
We use a standard collection of planetary-average atmospheric proper-
ties for Mars to compute the layer radiative properties and their Jacobians.
We adopt a temperature profile from [39] and a dust optical depth profile
from [40]. For simplicity, we assume that the only radiatively active gas is
CO2, which is taken to have a mass mixing ratio of 0.95. Using the SMART
model, we generate the layer radiative properties, separating solar and ther-
mal sources, and we also numerically evaluated temperature Jacobians for
these properties, assuming a 1% change in temperature at each atmospheric
level.
Figure 7 shows the transmissivity for the direct solar flux and the asso-
ciated temperature Jacobian as shaded contours in wavelength and atmo-
spheric pressure. The transmissivity is dominated by dust opacity at most
wavelengths, but CO2 absorption bands can clearly be distinguished. The
Jacobians indicate that the transmissivities are only weakly sensitive to tem-
perature at these wavelengths. An increase in temperature leads to weaker
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absorption at the centers of absorption bands, and stronger absorption in
the wings. This behavior is due to the temperature dependence in the indi-
vidual line half-widths (which are predominately Doppler broadened here),
and the Boltzmann-like temperature dependence in the line strengths, both
of which lead to decreased opacity (increased transmissivity) near band cen-
ters for increased temperature. Note that absorption in the centers of some
CO2 bands are so strong in the deepest portions of the atmosphere that their
transmissivity is zero for all temperatures used in these models, and so the
Jacobians show no temperature sensitivity here.
Layer diffuse flux transmissivity and reflectivity, as well as their associated
temperature Jacobians, are shown in Figure 8. As was the case for the direct
solar flux, the transmissivity is dominated by dust opacity except in the
CO2 absorption bands, with the 4.3 µm and 15 µm bands being especially
absorptive. Layer reflectivity is generally small, and drops to zero at the
centers of strong CO2 features. Like the direct solar terms, the transmissivity
Jacobians show that increased temperatures cause decreased absorption near
band centers, and increased absorption in band wings. Due to the increased
absorption in band wings at higher temperatures, the reflectivity decreases
at these wavelengths as temperature increases.
Figure 9 shows the layer solar source terms, which have been adjusted
by the top-of-atmosphere solar flux to remove wavelength-dependent struc-
ture resulting from the solar spectrum. As the dust particles are forward-
scattering, the downwelling solar source terms tend to be larger than the
upwelling source terms. Wavelength-dependent structure in both the up-
welling and downwelling source terms is due primarily to the dust optical
properties, which have a lower single-scattering albedo below about 0.6 µm.
Note that the source terms are smaller (or vanishingly small) within CO2
absorption features, since the layers strongly absorb sunlight at these wave-
lengths, rather then scattering it into the diffuse radiation field. Finally, the
temperature Jacobians show a decrease in the source terms for an increase in
temperature in the wings of CO2 features, and an increase in the cores. This
is due to the decrease in transmissivity in band wings at higher temperatures,
and the increase in transmissivity in the band cores.
Layer thermal sources are shown in Figure 10. The upwelling and down-
welling terms are identical since the layers are equally efficient at generating
upwelling and downwelling thermal flux. The sources are strongest in the
15 µ CO2 band, with dust providing thermal radiative fluxes outside of CO2
features. As one might expect, the temperature Jacobians (shown at the
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bottom of this figure) demonstrate that, for an increase in temperature, the
layer thermal source terms increase at all wavelengths.
4.2. Earth: Using LiFE to Determine Radiative Equilibrium Thermal Struc-
ture
An important aspect of the LiFE approach is that it allows the radiative
fluxes in a planetary atmosphere to be rapidly adapted to changes in the
atmospheric state, while still being guided by the values from the full-physics
model. Thus, the approach can be used to estimate the solar and thermal
flux variations that occur as the thermal structure evolves from an initial
state toward thermal equilibrium. As a demonstration, in this section we use
the LiFE approach to determine the radiative equilibrium thermal structure
of an Earth-like atmosphere.
We assume an atmosphere that is 78% N2 and 21% O2, by volume, and
we include H2O, CO2, and O3 as trace gases. In reality, water vapor is a
condensible species in Earth’s atmosphere, whose partial pressure is tied to
atmospheric temperature. However, for simplicity, we hold the water vapor
mixing ratio profile fixed. For this example, we do not include clouds, and we
assume a wavelength-dependent surface albedo appropriate for ocean (which
has a value of 5% at most wavelengths).
Direct solar transmissivity and its temperature Jacobian are shown in Fig-
ure 11. Strong absorption features due to water vapor can be seen throughout
the near-infrared, contributions from CO2 can be seen near 2.2 and 2.7 µm,
and opacity from ozone and Rayleigh scattering are apparent at shorter wave-
lengths. Our extinction cross sections for ozone and Rayleigh scattering in
the ultraviolet and visible are not temperature dependent, so these features
do not appear in the temperature Jacobians. The water vapor absorption
bands show a similar temperature dependence to the absorption bands seen
for Mars in the previous section.
Layer transmissivity and its temperature Jacobian throughout the mid-
infrared are shown in Figure 12. Layer reflectivity is not shown as it is
uniformly zero at these wavelengths. Line absorption due to H2O, CO2, and
O3 can be clearly distinguished. Like the Mars example, each band shows
an increasing transmissivity with temperature at its core, and a decreasing
transmissivity with temperature in its wings. This effect is due, predomi-
nately, to the temperature dependence in line strengths.
Solar sources are shown in Figure 9, which are due to Rayleigh scattering.
Again, temperature Jacobians are not shown as the Rayleigh scattering ex-
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tinction cross section does not depend on temperature in our model. Thermal
sources and their temperature Jacobians are shown in Figure 10. As would
be expected, the sources show that thermal flux is mostly generated in water
vapor, carbon dioxide, and ozone absorption bands, and the flux increases
with temperature.
To determine the radiative equilibrium thermal structure of the atmo-
sphere we solve the thermodynamic energy equation as an initial value prob-
lem. Our calculation begins with an isothermal profile for which we generate
the layer source terms and their temperature Jacobians. We then use these
to time-step the atmosphere to radiative equilibrium by using the radiative
heating/cooling rates to update the temperature profile, and then using the
LiFE approach to determine the radiative fluxes for the updated atmospheric
state. This temperature evolution of the atmosphere away from the isother-
mal state is shown by the red profiles in Figure 15, and the resulting radiative
equilibrium solution is the dashed line. Recall that this is a pure radiative
equilibrium solution, and not a radiative-convective solution, thus resulting
in a very cold tropopause. The initial full-physics calculation takes about two
wall clock hours on a single processor, and each time step using the Jacobians
takes about one second. The progression to radiative equilibrium from the
isothermal state takes 2,000 time steps, which translates to five months of
model time.
The solution found by application of the first set of Jacobians is not the
true radiative equilibrium solution, since the temperature profile has evolved
away from the range over which the Jacobians are valid. So, we twice repeat
the process outlined in the previous paragraph, resulting in evolution shown
by the blue and green profiles in Figure 15. Since each iteration is nearer to
the true radiative equilibrium solution, the number of time steps required to
reach equilibrium is less than the first iteration. Model timescales to reach
equilibrium for the second and thirds iterations were four months and one
month, respectively.
The accuracy of the three sets of layer radiative properties and their asso-
ciated Jacobians in computing the radiative equilibrium solution can be seen
by comparing the solar and thermal flux profiles to those computed by the
full-physics model. Figure 16 demonstrates how the different sets of radiative
properties and Jacobians approach the true solution. Upwelling and down-
welling solar and thermal flux profiles are shown, with the “true" radiative
equilibrium solution (from the full-physics model) shown as dashed lines. All
sets of layer radiative properties and Jacobians do a good job of matching
19
the solar flux profiles, which are largely insensitive to changes in atmospheric
temperature. However, the thermal fluxes from the radiative equilibrium so-
lution determined from the first set of properties and Jacobians differ from
the true fluxes by more than 50 W m−2 at some pressures. This difference
shrinks to nearly zero through subsequent computations of properties and
Jacobians, eventually arriving at the correct solution.
4.3. Venus: Determining the Radiative-Convective Equilibrium State with
the LiFE Approach
The structure of real planetary atmospheres depends on more than just
radiative balance—dynamical processes, such as convection, are also of criti-
cal importance. To demonstrate how the LiFE approach works within a 1-D
radiative-convective scheme, we paired the SMART model and the associated
LiFE framework with a simple mixing-length approach to convection. Here,
the convective heating rate, qc, is given by
qc = − 1
cpρ
dFc
dz
, (29)
where cp is the atmospheric heat capacity, ρ is the atmospheric density, and
Fc is the convective heat flux, taken as
Fc = −ρcpKH
(
dT
dz
+ Γad
)
, (30)
where KH is the eddy diffusivity for heat, and Γad = g/cp is the adiabatic
lapse rate, where g is the acceleration due to gravity. The eddy diffusivity
vanishes when the temperature profile is stable against convection, and is
given by
KH =
{
l2
[− g
T
(
dT
dz
+ Γad
)]1/2
, dT
dz
> −Γad
0, dT
dz
≤ −Γad
(31)
where l is the mixing length. We follow Blackadar [41], taking the mixing
length to be
l =
kz
1 + kz/l0
, (32)
where k is von Kármán’s constant, and l0 is the mixing length in the free
atmosphere, which we take as the pressure scale heigh, H = RT/g, where R
is the specific gas constant.
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We take the atmosphere to be 96% CO2 and 4% N2, by volume, and we
include H2O, HDO (whose mixing ratio relative to the primary isotopologue is
taken to be 130× larger than the telluric value), SO2, CO, OCS, HCl, and HF
as trace gases. The mixing ratios for our trace gases, as well as our treatment
of the “unknown UV absorber”, are taken from the Haus et al. [42], and gas
mixing ratio profiles are shown in Figure 17. We use a standard collection
of cloud optical properties and vertical distributions, which are taken from
Crisp [20]. Collisional line mixing is understood to alter CO2 lineshapes to be
sub-Lorentzian at high pressures, which we parameterize through a standard
set of χ factors defined in [33]. Our treatment of collision induced absorption
stems from a number of sources [43, 44, 45, 46]. We use HITEMP 2010 [47]
for our water vapor linelist, Huang et al. [48] for our carbon dioxide linelist,
and HITRAN 2012 [49] for all other gases.
To decrease runtime, model time stepping began with an initial T -p profile
that had a surface temperature of 730 K, following a dry adiabat to 0.1 bar,
and an isothermal upper atmosphere at 210 K. Initial profiles further from the
equilibrium solution were also found to approach the same solution as the case
presented here, but require substantially more iterations of the full-physics
model. To expedite the march to equilibrium, we use a pressure-dependent
time step, which helps account for the long thermal timescales that occur
deep in the Venusian atmosphere. A functional form that was found to work
had ∆t ∝ p1/4.
A total of three sets of full-physics calculations were used to achieve a
radiative-convective equilibrium state, and shortwave fluxes were computed
at four Gaussian solar zenith angles covering the sunlit hemisphere and were
combined using Gaussian quadrature [20]. While using multiple solar zenith
angles increases runtime, this approach helps to ensure a better “planetary
average” set of shortwave fluxes. Our equilibrium radiative-convective profile
is shown in Figure 18. As our initial guess was near the final answer, the
temperature evolution of the atmosphere was less dramatic than in the Earth
case, so we only show the final T -p profile in this figure. Also shown are the
Venus International Reference Atmosphere (VIRA) [50] and measurements
of the mesospheric thermal structure from Venus Express [51].
The model reproduces the thermal structure of the Venusian atmosphere
extremely well. Our computed surface temperature is 736 K, which is consis-
tent with the ground-truthed value of ∼ 735 K derived from Pioneer Venus
and the Venera landers [52]. Critically, our computed mesospheric thermal
structure is bounded by the radio occultation results from Venus Express.
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Solar flux profiles from the radiative-convective equilibrium model are
shown in Figure 19. Also shown is an estimate of the global average net flux
profile, which is based on results from the Pioneer Venus sounder [53]. The
model shortwave profiles are in excellent agreement with the data. Finally,
the model net thermal flux profile is shown in Figure 20. Measurements and
uncertainty estimates from the Pioneer Venus mission are also shown, and
are taken from Revercomb et al. [54]. In general, the model falls within the
range of measured values, although there is an indication that the model finds
a larger net thermal flux profile in the deepest regions of the atmosphere (i.e.,
below about 15 km). Observations of the Venus night side [55, 33, 56] indicate
that much of the variability in the Pioneer Venus net thermal fluxes may be
associated with variations in the highly-variable thermal infrared opacity of
the middle and lower clouds [57], an effect omitted in our calculations. The
sudden decrease in net thermal flux near 50 km altitude is due to convection
at the cloud base in our simulation.
Recently, Haus et al. [58] applied a Jacobian-based technique to com-
puting solar heating and thermal cooling rates in the Venusian mesosphere.
In this approach, individual level temperatures (or some other quantity,
such as a cloud enhancement parameter) were perturbed, and a new net
heating/cooling rate was calculated at all model layers using a full-physics
model. Jacobians, which describe the response of a layer heating/cooling
rate to a change in temperature (or some other parameter) at any given
model level, were determined by differencing the perturbed cases to a baseline
model. This approach has the computational advantage of being spectrally-
unresolved (as heating/cooling rates are integrated quantities), although a
wavelength/wavenumber grid correction factor was required to be applied
to the Jacobian-computed heating/cooling rates. The LiFE approach, while
spectrally-resolved, has the advantage that Jacobians are computed on lo-
cal layer radiative properties, and perturbations to the atmosphere are then
handled using radiative principles (i.e., a two-stream flux adding technique).
Temperature sensitivity is significantly reduced (see Section 3) by remov-
ing a Planck-like contribution to the layer source terms (i.e., Equations 23
and 24), which would not be the case when working with heating/cooling
rate Jacobians. Furthermore, the heating/cooling rate approach described
by Haus et al. scales as the square of the number of atmospheric layers,
whereas the LiFE approach scales linearly with the number of atmospheric
layers (and with the number of spectral gridpoints).
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5. Example Model Comparison
We further explore the accuracy of our climate calculations via a compar-
ison to a widely-adopted, one-dimensional radiative convective model—the
Clima tool developed by Kasting and collaborators [59, 60, 61, 62]. As with
our Venus simulations, we adopt (i) the SMART model as our full-physics tool
for computing requisite layer radiative properties and their Jacobians, (ii) the
LiFE approach to adapting radiative fluxes to changes in atmospheric struc-
ture as the simulation timesteps to equilibrium, and (iii) a mixing-length
approach to convective heat transport. The case the we simulate is a planet
with a 1 bar pure carbon dioxide atmosphere orbiting at 1 au from the Sun.
The world has an identical radius to Earth, a surface gravity of 10 m s−2,
and a gray surface albedo of 0.20. Both models compute a planetary average
solar heating rate using eight solar zenith angles. The LiFE-based approach
began with a 250 K isothermal atmospheric temperature profile, and used
two calls to the full-physics model to determine the layer radiative properties
and their temperature derivatives.
The equilibrium thermal structures determined by Clima and our LiFE-
based approach are shown in Figure 21. Both models find a surface tempera-
ture of 310 K. The thermal structure profiles are also in agreement, although
the Clima model finds additional structure in the radiative portion of the
profile as well as an upper stratosphere that is warmer by about 10 K. For
the equilibrium thermal structure determined by the Clima model, Figure 22
shows the net solar and thermal flux profiles as computed by the Clima and
SMARTmodels, whose core radiative transfer routines were last inter-compared
by Kopparapu et al. [61]. The net solar flux profiles from these two models
are in good agreement. The net thermal flux profiles, however, show some
more substantial differences, including a 6 W m−2 discrepancy at the top
of the atmosphere. The net flux profile from the SMART full-physics model
yields strong cooling above 300 Pa, and, in general, heating between 300 Pa
and the top of the convective zone. These heating/cooling trends would work
to bring the Clima-derived thermal structure into closer agreement with the
LiFE-derived temperature-pressure profile.
A key characteristic of the Clima model is its relatively short runtime—
equilibrium thermal structures can typically be determined in minutes, or
within an hour for more complicated scenarios. This can be compared to
runtimes for the LiFE approach, where computation of layer radiative prop-
erties and their Jacobians using a full-physics model takes hours to tens of
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hours (depending on complexity), and the process of timestepping towards
an equilibrium solution can take several hours (although a single call to our
two-stream flux adding routines only takes seconds). An asset of the LiFE
approach is versatility, however, as a huge variety of gases and/or aerosols can
be straightforwardly incorporated into simulations (without needing to com-
pute associated k-coefficients, for example), and runtimes only scale linearly
(or better) with the number of added gases. Furthermore, the LiFE approach
benefits from having its radiative flux profiles being grounded in a full-physics
radiative transfer tool. Nevertheless, the LiFE approach would certainly ben-
efit from updates focused on decreasing model runtime. These updates could
include implementing analytic Jacobians within the full-physics model used
to compute layer radiative properties and their derivatives [32], as well as
an implementation of a root finding algorithm for determining equilibrium
atmospheric states (as opposed to our current time-stepping algorithm).
6. Summary
Planetary climate models require accurate radiative fluxes that can be
easily and quickly updated in response to changes in the atmospheric and
surface state. We have described a technique — the Linearized Flux Evo-
lution (LiFE) approach — that pairs a full-physics radiative transfer model
with an efficient two-stream flux adding scheme to rapidly and accurately
adapt radiative flux profiles to state variations. The full-physics model is
responsible for compiling the optical properties of the surface and atmo-
sphere, solving for the angle- and level-dependent radiation field, determin-
ing the transmissivity, absorptivity, and source terms for each atmospheric
layer (which, collectively, we call the layer radiative properties), and also
computing Jacobians for these layer radiative properties with respect to any
variable aspects of the atmospheric and surface state. We believe this model
to be the first of its kind, although recent work in the pure-absorption limit
has used a line-by-line approach to computing radiative fluxes in proposed
atmospheres for early Mars [63].
Using linear theory and the Jacobians, we update the computed layer
radiative properties to small changes in the atmospheric and surface state.
While radiances are known to be a strongly non-linear function of the state,
the use of quasi-monochromatic layer radiative properties helps to improve
the linearity of the problem. Additionally, for the atmospheric temperature
component of the state vector, we use an analytic approach to remove the
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non-linear Planck-derived portion of layer thermal source terms. Layer radia-
tive properties that have been updated to reflect a change in the atmospheric
and surface state can then be translated into new radiative flux profiles using
the two-stream adding technique we describe.
By applying the LiFE approach to Mars, Earth, and Venus, we demon-
strate its versatility. For Mars, we derive and show examples of the layer
radiative properties and their temperature Jacobians. Then, for Earth, we
allow the thermal structure to evolve in time, demonstrating how LiFE can
be used to timestep an atmospheric to pure radiative equilibrium. Finally,
our application of LiFE to Venus shows how the approach can be used within
a 1-D radiative-convective model. Using mixing length theory to compute
the convective fluxes and LiFE to find the radiative fluxes, we determine an
equilibrium thermal structure and for Venus, and net solar and thermal flux
profiles, that strongly resemble observations. Given these successful applica-
tions, we hope that the LiFE approach will prove useful to many problems
in planetary and Earth science.
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Appendix
I. Deriving the Flux Adding Relations
i. Combining Two Homogenous Layers
We can write a set of expressions, similar to Equations 1 and 2, for layer
j + 1 as
F+j = rj+1F
−
j + tj+1F
+
j+1 + s
+
j+1 , (33)
F−j+1 = tj+1F
−
j + rj+1F
+
j+1 + s
−
j+1 . (34)
Combining layers j and j + 1 yields an inhomogeneous layer, with emer-
gent fluxes F+j−1 and F
−
j+1 and incident fluxes F
−
j−1 and F
+
j+1. We can use
Equations 2 and 33 to eliminate F−j and F
+
j from Equations 1 and 34, which
yields
F+j−1 =
(
rj +
rj+1t
2
j
1−rjrj+1
)
F−j−1 +
tjtj+1
1−rjrj+1F
+
j+1
+
tjrj+1
1−rjrj+1 s
−
j +
tj
1−rjrj+1 s
+
j+1 + s
+
j ,
(35)
F−j+1 =
tjtj+1
1−rjrj+1F
−
j−1 +
(
rj+1 +
rjt
2
j+1
1−rjrj+1
)
F+j+1
+
tj+1
1−rjrj+1 s
−
j +
rjtj+1
1−rjrj+1 s
+
j+1 + s
−
j+1 .
(36)
Equations 35 and 36, which encompass two homogenous layers, are in the
form of the relations for a single layer (e.g., Equations 1 and 2), and can be
written as
F+j−1 = R
+
j,j+1F
−
j−1 + T
+
j,j+1F
+
j+1 + S
+
j,j+1 , (37)
F−j+1 = T
−
j,j+1F
−
j−1 +R
−
j,j+1F
+
j+1 + S
−
j,j+1 , (38)
where we have defined the properties of an inhomogeneous layer encompass-
ing layers j and j + 1 as
R+j,j+1 = rj +
rj+1t
2
j
1− rjrj+1 , (39)
T+j,j+1 =
tjtj+1
1− rjrj+1 , (40)
R−j,j+1 = rj+1 +
rjt
2
j+1
1− rjrj+1 , (41)
T−j,j+1 =
tjtj+1
1− rjrj+1 , (42)
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S+j,j+1 =
tjrj+1
1− rjrj+1 s
−
j +
tj
1− rjrj+1 s
+
j+1 + s
+
j , (43)
S−j,j+1 =
tj+1
1− rjrj+1 s
−
j +
rjtj+1
1− rjrj+1 s
+
j+1 + s
−
j+1 . (44)
Unlike a homogenous layer, the combined inhomogeneous layer does not
reflect or transmit upwelling and downwelling fluxes symmetrically, as is indi-
cated by the “+” and “-” superscripts on the inhomogeneous layer reflectivity
and transmissivity. The ability of a homogenous layer to reflect (or trans-
mit) flux doesn’t depend on whether it is illuminated from above or below.
For a inhomogeneous layer, though, it can, for example, be more effective at
reflecting (or transmitting) flux that is incident from below than flux that is
incident from above.
ii. Adding a Homogenous Layer to the Base of an Inhomogeneous Layer
In downward adding, we determine the radiative properties of successfully
thicker inhomogeneous layers by recursively adding a homogenous layer to
the base of an inhomogeneous layer. For homogenous layer j, Equations 1
and 2 are still valid. For the inhomogeneous layer extending from the top
of the atmosphere (j = 0) to layer j − 1, we define the inhomogeneous
layer reflectivity and source term for adding downward, R−0,j−1 and S
−
0,j−1, in
Equation 3. Note that the contribution to the downwelling flux from the top-
of-atmosphere boundary condition (i.e., F−0 ) can be included in the source
term at the top of the atmosphere, s−0 = S
−
0,0.
Inserting Equation 1 into the right hand side of Equation 3 and simpli-
fying yields
F−j−1 =
(
tjR
−
0,j−1F
+
j + s
+
j R
−
0,j−1 + S
−
0,j−1
)
/
(
1− rjR−0,j−1
)
, (45)
and inserting this into Equation 2 gives us
F−j =
(
rj +
t2jR
−
0,j−1
1− rjR−0,j−1
)
F+j + s
−
j +
tj
(
S−0,j−1 + s
+
j R
−
0,j−1
)
1− rjR−0,j−1
. (46)
Note that this is in a similar form to Equation 3, and can be written as
F−j = R
−
0,jF
+
j + S
−
0,j , (47)
with R−0,j and S
−
0,j defined as in Equations 4 and 5, respectively.
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For an entire model atmosphere, downward layer adding begins with the
top homogenous layer and a pair of boundary conditions (for r0 and s−0 ),
following the description in Section I(i). Adding these two layers yields the
quantities R−0,1 and S
−
0,1 for an inhomogeneous layer. Equations 4 and 5 then
provide a recursive set of relations that define the reflectivity and source
terms of successfully thicker inhomogeneous layers for downward adding.
iii. Adding a Homogenous Layer to the Top of an Inhomogeneous Layer
Upward adding proceeds in a similar fashion to downward adding, ex-
cept that homogenous layers are added to the top of inhomogeneous layers.
Again, Equations 1 and 2 are still valid for homogenous layer j. For the
inhomogeneous layer extending from the base of the atmosphere (j = N −1)
to the bottom of layer j, we have Equation 6, which defines the inhomo-
geneous layer reflectivity and source term for adding upward (R+j+1,N and
S+j+1,N , respectively).
Inserting Equation 2 into Equation 6 and simplifying yields
F+j =
(
tjR
+
j+1,NF
−
j−1 + s
−
j R
+
j+1,N + S
+
j+1,N
)
/ (1− rjRj+1,N) . (48)
Inserting this equality for F+j into Equation 1 and simplifying then gives us
F+j−1 =
(
rj +
t2jR
+
j+1,N
1− rjR+j+1,N
)
F−j−1 + s
+
j +
tj
(
S+j+1,N + s
−
j R
+
j+1,N
)
1− rjR+j+1,N
. (49)
This is in a similar form to Equation 6, and can be written as
F+j−1 = R
+
j,NF
−
j−1 + S
+
j,N , (50)
with the recursive definitions for R+j,N and S
+
j,N given by Equations 7 and 8,
respectively.
Beginning with the bottom homogenous layer of the atmosphere and a
pair of boundary conditions (for rN and s+N), we produce an inhomogeneous
layer according to the description in Section I(i), thus yielding the quanti-
ties R+N−1,N and S
+
N−1,N . Equations 7 and 8 then provide a recursive set of
relations that define the reflectivity and source terms of successfully thicker
inhomogeneous layers for upward adding.
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II. Worked Example of Flux Adding and Linearized Evolution
The flux adding scheme outlined in Section 2.1 is typically performed
at a particular wavelength within a spectral interval. However, insight can
be gained by applying the flux adding method in a case where the optical
properties of the atmosphere are gray (i.e., independent of wavelength). For
simplicity, we only consider thermal sources and we ignore scattering in this
example. Also, we stress that the example below is designed to build
intuition, and is not representative of the more complex approach described
and used in this manuscript.
We divide the atmosphere into N − 1 layers, with boundaries at gray
thermal optical depths given by τ0, τ1, ... τN−1, with τN−1 = τ ∗, where τ ∗ is
the total gray infrared optical depth of the atmosphere. Note that we have
included the diffusivity factor scaling [64, 65] in our definition of the optical
depth. We take the flux transmissivity of layer j to be given by
tj = e
−∆τj , (51)
where ∆τj = τj − τj−1, and a simple expression of the layer source terms
could be taken as
s+,−j =
(
1− e−∆τj)σT¯ 4j , (52)
where T¯j is a representative average temperature of layer j, and the term
in parentheses is the layer emissivity. Note that, here, we have assumed a
functional form for the layer source terms, whereas in the manuscript above
these are determined via comparisons to a full-physics model.
By construction, the reflectivity of each layer is zero (i.e., rj = 0), which
greatly simplifies the adding approach, giving
R+j,N = R
−
0,j = 0 ∀j . (53)
By inserting this into Equations 47 and 9, we see that the upwelling and
downwelling thermal fluxes (in this example) are simply given by the upward
and downward adding source terms for the inhomogeneous layers,
F−j = S
−
0,j (54)
F+j = S
+
j+1,N . (55)
Additionally, the recursive relationships for the inhomogeneous layer source
terms (Equations 5 and 8) simplify to
S−0,j = s
−
j + tjS
−
0,j−1 (56)
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S+j,N = s
+
j + tjS
+
j+1,N . (57)
When adding downwards, we start with the boundary condition that the
downwelling thermal flux at the top of the atmosphere is zero,
F−0 = S
−
0,0 = 0 . (58)
We then use Equation 56 to find:
S−0,1 = s
−
1 + t1S
−
0,0 =
(
1− e−∆τ1)σT¯ 41
S−0,2 = s
−
2 + t2S
−
0,1 =
(
1− e−∆τ2)σT¯ 42 + e−∆τ2 (1− e−∆τ1)σT¯ 41
...
S−0,N−1 = s
−
N−1 + tN−1S
−
0,N−2 =
(
1− e−∆τN−1)σT¯ 4N−1 + e−∆τN−1 × . . .
(59)
Similarly, when adding upwards, we begin with the boundary condition that
the upwelling flux at the base of the atmosphere is just the thermal flux from
the surface,
F+N−1 = S
+
N,N = σT
4
s , (60)
and use Equation 57 to find:
S+N−1,N = s
+
N−1 + tN−1S
+
N,N =
(
1− e−∆τN−1)σT¯ 4N−1 + e−∆τN−1σT 4s
S+N−2,N = s
+
N−2 + tN−2S
+
N−1,N =
(
1− e−∆τN−2)σT¯ 4N−2 + e−∆τN−2×[(
1− e−∆τN−1)σT¯ 4N−1 + σT 4s e−∆τN−1]
...
S+1,N = s
+
1 + t1S
+
2,N =
(
1− e−∆τ1)σT¯ 41 + e−∆τ1 × . . .
(61)
The key element of the state vector in this example is the atmospheric
temperature profile. To determine how the flux profiles respond to changes
in the temperature profile, we evaluate the derivatives of Equations 51 and
52 with respect to T¯j. This gives us
∂tj
∂T¯j
= 0 , (62)
∂s+,−
∂T¯j
= 4
(
1− e−∆τj)σT¯ 3j . (63)
In this example, the layer source term derivatives are analytic, and have a
strong temperature dependence.
To proceed any further, we need to specify an atmospheric temperature
profile, T (τ). For simplicity, we adopt the radiative equilibrium temperature
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profile obtained by solving the two-stream Schwarzschild equation for the
thermal radiative fluxes in a planetary atmosphere [66, p. 84], under the
assumption that the atmosphere in transparent to shortwave radiation and
that the thermal optical properties are gray:
T (τ) = Tskin (1 + τ)
1/4 , (64)
where Tskin is the skin temperature, which is given by
σT 4skin = (1− A)F/8 , (65)
where A is the shortwave planetary Bond albedo, and F is the top-of-
atmosphere solar flux. Additionally, the radiative equilibrium surface tem-
perature is given by
Ts = Tskin (2 + τ
∗)1/4 , (66)
and we simply take the average temperature for each model layer as
T¯j = T
(
1
2
(τj + τj−1)
)
. (67)
For this temperature profile, the layer source terms are given by
s+,−j =
(
1− e−∆τj)(1 + 1
2
(τj + τj−1)
)
σT 4skin , (68)
and their temperature Jacobians are
∂s+,−
∂T¯j
= 4
(
1− e−∆τj)(1 + 1
2
(τj + τj−1)
)3/4
σT 3skin . (69)
If the temperature profile were different from the radiative equilibrium solu-
tion, with the temperature difference from this solution at each model layer
given by δT¯j, then the thermal flux profiles would be determined by changing
the layer source terms by an amount equal to
δs+,− =
∂s+,−
∂T¯j
δT¯j = 4
(
1− e−∆τj)(1 + 1
2
(τj + τj−1)
)3/4
σT 3skinδT¯j . (70)
Figure 23 demonstrates the results of this simple example for a particu-
lar case which has: 50 atmospheric layers, a total atmospheric gray infrared
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optical depth τ ∗ = 2, and a skin temperature of 200 K. The atmospheric
layers spaced in equal log units between τ0 = τ ∗/1000 and the surface, which
has a temperature of 288 K. The layer transmissivities decrease towards the
surface as a result of the logarithmic spacing (i.e., layers near the surface
are more optically thick), and the layer source terms and their derivatives
increase downwards because (1) the layers have higher emissivity, and (2)
temperatures are increasing towards the surface. The upwelling and down-
welling thermal fluxes are in excellent agreement with the known analytic
solution [e.g., 67, Equations (25) and (26)].
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Fj−1−
t jFj−1−
rjFj−1−
s j−
s j+
Fj+
t jFj+
rjFj+
Fj−
Fj−1+
Figure 1: Schematic of layer radiative properties: the diffuse flux reflectivity (rj), trans-
missivity (tj), and the layer source terms, s+j and s
−
j . The fluxes (F ) are defined at
the layer boundaries, and are either upwelling (+) or downwelling (−). All terms are
frequency-dependent.
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Fj−1−
t jFj−1−
rjFj−1−
s j−
s j+
Fj+
t jFj+
rjFj+
Fj−
Fj−1+
S0, j−1−
R
0, j−1
− Fj−1+
Figure 2: Schematic diagram of combining a homogenous and in homogenous layer by
adding the former to the top of the latter. The inhomogeneous layer generates diffuse
downwelling flux through a source term, S−0,j−1, and reflects diffuse upwelling flux down-
ward through a reflectivity term, R−0,j−1. Other symbols are as in Figure 1.
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Fj−1−
t jFj−1−
rjFj−1−
s j−
s j+
Fj+
t jFj+
rjFj+
Fj−
Fj−1+
R
j+1,N
+ Fj−
Sj+1,N+
Figure 3: Schematic diagram of combining a homogenous and in homogenous layer by
adding the former to the bottom of the latter. The inhomogeneous layer generates diffuse
upwelling flux through a source term, S+j+1,N , and reflects diffuse downwelling flux upward
through a reflectivity term, R+j+1,N . Other symbols are as in Figure 1.
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Figure 4: Standard (black) and perturbed (red) temperature profiles used in our validation
experiment. Temperature perturbations vary sinusoidally in altitude with an amplitude
indicated by shade.
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Figure 5: Net thermal flux profiles computed for perturbed temperature profiles (Fig-
ure 4) using a full-physics radiative transfer model (solid) and our Jacobian-based method
(dashed).
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Figure 6: Absolute (left) and fractional (right) differences in net thermal flux profiles
computed for perturbed temperature profiles (Figure 4) when comparing our full-physics
radiative transfer model and our Jacobian-based method.
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Figure 7: Wavelength-dependent transmissivity for the direct solar beam in the Martian
atmosphere (top) and its temperature Jacobian (bottom). For the transmissivity, darker
shades indicate low transmission. For the Jacobians, red shades indicate increasing trans-
missivity with increasing temperature, and blue shades indicate decreasing transmissivity
for increasing temperature.
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Figure 8: Wavelength-dependent layer diffuse flux transmissivity (top-left) and reflectivity
(top-right) in the Martian atmosphere and their temperature Jacobians (bottom). For the
transmissivity and its Jacobian, shading is the same as in Figure 7. For the reflectivity,
lighter shades indicate higher layer reflectance, and, for the Jacobians, red shades indicate
increasing reflectivity with increasing temperature, while blue shades indicate decreasing
reflectivity for increasing temperature.
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Figure 9: Wavelength-dependent upwelling (left) and downwelling (right) layer solar source
terms (top) and their temperature derivatives (bottom) for Mars. Both the source terms
and their derivatives have been scaled by (1) the top-of-atmosphere solar flux, which
removes wavelength-dependent structure from the solar spectrum, and (2) d ln pj , which
removes layer path length effects and creates source terms that are smooth functions
of pressure. For the source terms, darker shades indicate larger flux sources. For the
Jacobians, red shades indicate increasing sources with increasing temperature, and blue
shades indicate decreasing sources with increasing temperature.
49
Figure 10: Wavelength-dependent upwelling (left) and downwelling (right) layer thermal
source terms (top) and their temperature derivatives (bottom) for Mars. For the source
terms, darker shades indicate larger flux sources. For the Jacobians, red shades indicate
increasing sources with increasing temperature, and blue shades indicate decreasing sources
with increasing temperature.
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Figure 11: Initial wavelength-dependent transmissivity for the direct solar beam in Earth’s
atmosphere (top) and its temperature Jacobian (bottom) used in our example application
of the LiFE approach. Shading is the same as Figure 7.
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Figure 12: Initial wavelength-dependent layer diffuse flux transmissivity (top) in Earth’s
atmosphere and its temperature Jacobian (bottom) used in our example application of
the LiFE approach. Shading is the same as Figure 8. Layer reflectivity is not shown as
reflectance is due to Rayleigh scattering and, thus, is effectively zero at the wavelengths
used above.
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Figure 13: Initial wavelength-dependent upwelling (left) and downwelling (right) layer
solar source terms (top) and their temperature derivatives (bottom) for Earth, used in
our example application of the LiFE approach. Both the source terms and their deriva-
tives have been scaled by (1) the top-of-atmosphere solar flux, which removes wavelength-
dependent structure from the solar spectrum, and (2) d ln pj , which removes layer path
length effects and creates source terms that are smooth functions of pressure. Shading is
the same as Figure 9.
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Figure 14: Initial wavelength-dependent upwelling (left) and downwelling (right) layer
thermal source terms (top) and their temperature derivatives (bottom) for Earth, used in
our example application of the LiFE approach. Shading is the same as Figure 10.
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Figure 15: Evolution of our 1-D, cloud-free Earth atmosphere to a radiative equilibrium
state, beginning with an isothermal profile (dashed). Red curves show the evolution using
the first set of computed layer radiative properties and their Jacobians, with lighter hues
indicates later times, which ends at the dashed profile. Our full-physics model is then used
to compute updated layer radiative properties and Jacobians for this new atmospheric state
and evolved through time, as is shown by the blue curves (resulting in the temperature
profile with the coldest tropopause). This process is repeated again, following the green
curves with time. The final profile is the solid line in black.
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Figure 16: Evolution of upwelling and downwelling solar and thermal flux profiles, follow-
ing Figure 15. Dashed lines show the radiative-equilibrium profiles, as computed by the
full-physics model. Colored curves show the profiles for the different radiative-equilibrium
states determined by successive refinements of the layer radiative properties and their
Jacobians.
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Figure 17: Gas mixing ratio profiles used in our Venus thermal structure calculations,
from Haus et al. [42].
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Figure 18: Venus radiative-convective equilibrium thermal structure from our model. Also
shown is the Venus International Reference Atmosphere (VIRA) [50] and a number of
latitude-dependent temperature profiles for the upper atmosphere from the Venus Express
radio science experiment (VeRa) [51], spanning the equatorial region to high latitudes.
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Figure 19: Net solar flux in the Venus atmosphere from our model (black) and from an
estimate of the global average from Tomasko et al. [53] (yellow), which was based on
measurements from the Pioneer Venus sounder.
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Figure 20: Net thermal flux in the atmosphere of Venus. Solid line is from our model, and
shaded regions represent measurements and uncertainties from the Pioneer Venus sounder
and probes [from 54]. From left to right at 40 km, data curves are: sounder, day-side, 4◦
N; probe, day-side, 31◦ S; probe, night-side, 27◦ S; and probe, day-side, 60◦ N.
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Figure 21: Comparison of the equilibrium radiative-convective thermal structures com-
puted using the Clima model and our LiFE-based approach for a planet with a 1 bar
pure carbon dioxide atmosphere orbiting at 1 AU from a solar twin. The dry adiabat and
saturation vapor pressure (SVP) are shown for carbon dioxide.
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Figure 22: Net solar (blue) and thermal (red) flux profiles computed for the Clima-derived
equilibrium thermal structure shown in Figure 21. Flux profiles were computed using the
SMART full-physics model (solid) and the radiative transfer routines adopted in the Clima
model (dashed).
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Figure 23: Layer radiative properties and thermal fluxes as a function of gray infrared
optical depth from an example flux adding scenario. The atmosphere is in radiative equi-
librium, is transparent to solar radiation, and thermal radiation is treated according to
the gray two-stream approximation. This case has: N = 50 atmospheric layers, a total
atmospheric gray infrared optical depth τ∗ = 2, and a skin temperature of 200 K. Layer
transmissivities, tj , and source terms, s
+,−
j , are from Equations 51 and 68, respectively.
The source terms have been divided by σT 4skin. The source term derivatives are from
Equation 69, and have been scaled by σT 3skin. The upwelling and downwelling fluxes, F
+
and F−, are shown from the known analytic solution (dashed) and as computed from the
flux adding approach (solid).
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