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ON MULTIPLICITY-FREE SKEW CHARACTERS AND THE
SCHUBERT CALCULUS
CHRISTIAN GUTSCHWAGER
Abstrat. In this paper we introdue a partial order on the set of skew
haraters of the symmetri group whih we use to lassify the multipliity-
free skew haraters. Furthermore we give a short and easy proof that the
Shubert alulus is equivalent to that of skew haraters in the following
sense: If we deompose the produt of two Shubert lasses we get the same
as if we deompose a skew harater and replae the irreduible haraters by
Shubert lasses of the `inverse' partitions (Theorem 4.2).
1. Introdution
In this paper we introdue a partial order on the set of skew haraters by
proving an inequality of the Littlewood-Rihardson oeients (Theorem 3.1). This
we use to lassify the multipliity-free skew haraters of the symmetri group Sn
(Theorem 3.5), i.e. skew haraters [λ/µ] for whih in the deomposition [λ/µ] =∑
ν c(λ;µ, ν)[ν] with irreduible haraters [ν] all oeients are 0 or 1.
By omparing the LR-oeients of skew haraters [λ/µ] =
∑
ν c(λ;µ, ν)[ν] and
skew Shur funtions, whih are given by sλ/µ =
∑
ν c(λ;µ, ν)sν , we see that skew
haraters and skew Shur funtions are equivalent.
Furthermore, as pointed out below, the lassiation of multipliity-free skew
haraters is by Theorem 4.2 equivalent to the lassiation of multipliity-free
produts of Shubert lasses whih was done by Thomas and Yong in [Th℄. The
dierene between the proofs in [Th℄ and this paper is that we don't use ad ho
onstrutions of LR-llings to prove multipliity in the ases where multipliity ap-
pears but rather redue the problem by Theorem 3.1 to a few small ases. However
by Remark 3.8.(3) we still an produe easily the LR-llings whih give multipliity
in the ases where multipliity appears.
Skew haraters whose skew diagram D deompose into disonneted diagrams
A,B are equivalent to the produt of the haraters of the disonneted diagrams
indued to a larger symmetri group and equivalent to the produt of Shur fun-
tions. For the Shur funtions this gives: sD = sA · sB. The lassiation of
multipliity-free produts of Shur funtions was done by Stembridge in [St℄. How-
ever we will not give a new proof of Stembridge's lassiation but rather use his
lassiation in our proofs.
In Setion 4 we will give a short and easy proof for the equivalene of skew
haraters and the Shubert alulus, whih is a produt of two Shubert lasses in-
dexed by partitions µ, ν dened by σµ ·σν =
∑
λ⊆(kl) c(λ;µ, ν)σλ with some positive
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integers k, l. Theorem 4.2 tells us that this sum is the skew harater [((kl)/ν)◦/µ]
if we replae in the sum the Shubert lasses σλ by haraters [((k
l)/λ)◦]. The
lassiation when this produt is multipliity-free is given by Thomas and Yong
in [Th℄ and is equivalent to our lassiation of multipliity-free skew haraters
(Theorem 3.5).
Finally we will arrive at Theorem 4.3 whih gives a lassiation of multipliity-
free skew haraters whih looks like Stembridge's lassiation for multipliity-free
produts of Shur funtions.
2. Notation and Littlewood-Rihardson-Symmetries
We mostly follow the standard notation in [Sa℄. A partition λ = (λ1, λ2, . . . , λl)
is a weakly dereasing sequene of non-negative integers. For the length we write
l(λ) = l and the sum |λ| =
∑
i λi. With a partition λ we assoiate a diagram,
whih we also denote by λ, ontaining λi left-justied boxes in the i-th row and we
use matrix-style oordinates to refer to the boxes.
The onjugate λ′ of λ is the diagram whih has λi boxes in the i-th olumn.
By λ ∪ (n) we refer to the partition (λ1, . . . , λi, n, λi+1, . . .) when λi ≥ n ≥ λi+1,
i.e. inserting a row with n boxes into the diagram λ. λ + (1n) is the partition
(λ1 + 1, λ2 + 1, . . . , λn + 1, λn+1, . . .), i.e. inserting a olumn with n boxes into the
diagram λ. Both operations an be generalized to partitions ν instead of (n) (resp.
(1n)) and one gets (λ ∪ ν)
′
= λ′ + ν′.
For µ ⊆ λ we dene the skew diagram λ/µ as the dierene of the diagrams λ
and µ dened as the dierene of the sets of boxes. Rotation of λ/µ by 180◦ yields
a skew diagram (λ/µ)◦ whih is well dened up to translation. A skew tableau T
is a skew diagram in whih the boxes are replaed by positive integers. We refer to
the entry in box (i, j) as T (i, j). A semistandard tableau of shape λ/µ is a lling of
λ/µ with positive integers suh that the following expressions hold for all (i, j) for
whih they are dened: T (i, j) < T (i+ 1, j) and T (i, j) ≤ T (i, j + 1). The ontent
of a semistandard tableau T is ν = (ν1, . . .) if the number of ourrenes of the
entry i in T is νi. The reverse row word of a tableau T is the sequene obtained
by reading the entries of T from right to left and top to bottom starting at the
rst row. Suh a sequene is said to be a lattie word if for all i, n ≥ 1 the number
of ourrenes of i among the rst n terms is at least the number of ourrenes
of i+ 1 among these terms. The Littlewood-Rihardson (LR-) oeient c(λ;µ, ν)
equals the number of semistandard tableaux of shape λ/µ with ontent ν suh that
the reverse row word is a lattie word. We will all those tableaux LR-tableaux.
The LR-oeients play an important role in dierent ontexts (see [Sa℄).
The irreduible haraters [λ] of the symmetri group Sn belong to Young's
natural representation of the Speht module Sλ, with partitions λ ⊢ n. The skew
harater [λ/µ] to a skew diagram λ/µ is dened by the LR-oeients:
[λ/µ] =
∑
ν
c(λ;µ, ν)[ν]
There are many known symmetries of the LR-oeients (see [Sa℄).
We have that c(λ;µ, ν) = c(λ; ν, µ). If the skew diagrams of λ/µ and α/β are
the same up to translation then we get c(λ;µ, ν) = c(α;β, ν) for every ν.
The following two symmetries save us muh work in the proofs for the lassi-
ation of multipliity-free skew haraters. The rst symmetry is c(λ′;µ′, ν′) =
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c(λ;µ, ν) whih we will all onjugation symmetry. Further we have the rotation
symmetry [(λ/µ)◦] = [λ/µ].
We say that a skew diagram D deomposes into the disonneted skew diagrams
A and B if no box of A (viewed as boxes in D) is in the same row or olumn as a
box of B.
We will all a skew diagram a proper skew diagram if it is neither a partition
nor a partition rotated by 180◦. It is known that [λ/µ] = [ν] for some irreduible
harater [ν] when λ/µ is a partition or a partition rotated by 180◦, but if λ/µ is a
proper skew diagram then there our at least two dierent irreduible haraters
in the deomposition of [λ/µ] into irreduible haraters (see [Be℄).
Stembridge lassied in [St℄ the multipliity-free produts of Shur funtions
sµ · sν . We all a partition λ a k-line retangle if λ = (i
k) or λ = (ki) for some
i ≥ 1. A partition is alled a near-retangle if it is possible to obtain a retangle
by deleting a single olumn or row. A partition λ is a fat hook if λ = (λl11 , λ
l2
2 ) for
some l1, l2 ≥ 1, λ1 > λ2 ≥ 1. So near-retangles are speial fat hooks. If we exlude
the trivial ase that one partition is empty the lassiation of multipliity-free
produts of Shur funtions is as follows (Theorem 2.1 in [St℄):
Theorem 2.1. Let µ, ν be partitions. The produt sµ · sν of two Shur funtions
is multipliity-free if and only if up to exhange of µ and ν one of the following
onditions holds:
(1) µ is a one-line retangle
(2) µ is a two-line retangle and ν is a fat hook
(3) µ is a retangle and ν a near-retangle
(4) µ and ν are retangles
This theorem will be important in our proofs for the lassiation of multipliity-
free skew haraters.
3. Multipliity-free skew haraters
In this setion we will introdue a partial order on the set of skew haraters
whih we use to lassify the multipliity-free skew haraters.
For this we need a generalization of the theorem whih Stembridge used in [St℄
to lassify multipliity-free produts of Shur funtions. Stembridge proved the
following theorem for the speial ases where a = b or b = 0.
Theorem 3.1. Let λ, µ, ν be partitions and a ≥ b ≥ 0 integers. Then:
c(λ;µ, ν) ≤ c(λ+ (1a);µ+ (1b), ν + (1a−b))
as well as
c(λ;µ, ν) ≤ c(λ ∪ (a);µ ∪ (b), ν ∪ (a− b))
Proof: We will show how to obtain from a LR-tableau of shape λ/µ with ontent
ν a LR-tableau of shape (λ+ (1a)) /
(
µ+ (1b)
)
with ontent ν + (1a−b). Then we
will argue that the new tableaux are all dierent and from this follows the rst
inequality. The seond follows from the rst by onjugation symmetry. To shorten
the proof we will assume that the boxes of λ whih usually should be deleted to get
λ/µ are instead lled with zeros.
Let α be a LR-tableau of shape λ/µ with ontent ν and let c = a− b. Into eah
of the rst b rows we insert a zero suh that the rows are semistandard, i.e. weakly
4 C. GUTSCHWAGER
inreasing from left to right. For 1 ≤ i ≤ c we insert a i into the row b+ i suh that
the rows are again semistandard. This tableau we will all α¯ and we have to show,
that α¯ is a LR-tableau.
The reverse row word of α¯ is still a lattie word, beause before every new entry
i > 1 in the reverse row word there is also a new entry i− 1.
Clearly α¯ satises the semistandard onditions for the rows. The boxes labelled
0 in α¯ form the partition µ¯ = µ+ (1b).
Example: For λ = (72, 53, 2, 1), µ = (6, 32), ν = (6, 52, 4) and a = 6, b = 2 we
have the following start tableaux (1) and end tableaux (2). (Here c(λ;µ, ν) = 2 ≤
3 = c(λ+ (16);µ+ (12), ν + (14)).)
1. :
1
1 1 1 2
2 2
1 1 3 3 3
2 2 4 4 4
3 3
4
=
0 0 0 0 0 0 1
0 0 0 1 1 1 2
0 0 0 2 2
1 1 3 3 3
2 2 4 4 4
3 3
4
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
0 0 0 0 0 0 1
0 0 0 1 1 1 2
0 0 0 2 2
1 1 2 3 3
2 3 3 4 4
3 4
4
=
1
1 1 1 2
2 2
1 1 2 3 3
2 3 3 4 4
3 4
4
2. :
1
1 1 1 2
1 2 2
1 1 2 3 3 3
2 2 3 4 4 4
3 3 4
4
=
0 0 0 0 0 0 0 1
0 0 0 0 1 1 1 2
0 0 0 1 2 2
1 1 2 3 3 3
2 2 3 4 4 4
3 3 4
4
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
0 0 0 0 0 0 0 1
0 0 0 0 1 1 1 2
0 0 0 1 2 2
1 1 2 2 3 3
2 3 3 3 4 4
3 4 4
4
=
1
1 1 1 2
1 2 2
1 1 2 2 3 3
2 3 3 3 4 4
3 4 4
4
To show that α¯ is a LR-tableau we now have to show that the semistandard
onditions for the olumns of α¯ are also satised:
For the following let κj(i) be the number of entries smaller or equal to i in
the j-th row (we also ount the zeros). Clearly a tableau with rows obeying the
semistandard onditions is semistandard if we have for eah i ≥ 1 and j ≥ 2:
κj−1(i− 1) ≥ κj(i). If α is semistandard and therefore meets the onditions for the
κ then also α¯ will meet the onditions, beause for some given i and j we either
hange neither κj−1(i− 1) nor κj(i) or only κj−1(i− 1) hanges by +1 (in the ase
j − 1 = a and i− 1 ≥ a− b) or both will be hanged by +1 by going from α to α¯.
Thus α¯ is semistandard if α is.
Hene we only have to show that dierent LR-tableaux α, β of shape λ/µ with
ontent ν give dierent α¯, β¯. For this we notie that the semistandard ondition
together with the information of the ontent of eah row determines the lling of
a LR-tableau, and when two LR-tableaux are dierent there are two rows with
dierent ontent. But if there are rows with dierent ontent in α and β and we
add to eah row in α and β the same entry, then there are also rows with dierent
ontent in α¯ and β¯, and so α¯ and β¯ are dierent LR-tableaux. 
Remark 3.2. This theorem will play the important role in our proof of the las-
siation of multipliity-free skew haraters. If we start with a skew diagram D
whose harater is not multipliity-free, then all diagrams we an get from D by
adding skew rows ((a)/(b)) and/or skew olumns ((1a)/(1b)) have non multipliity-
free haraters. On the other hand if we obtain a diagram with multipliity-free
harater by adding skew rows and/or olumns to some diagram D the theorem
tells us that [D] is multipliity-free. In our proofs we will insert skew rows/olumns
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until we get a skew diagram ontaining two disonneted diagrams so that we an
use Stembridge's lassiation of multipliity-free produts of Shur funtions (see
Theorem 2.1).
The following is a well known result, whih we will also need for the proofs of
multipliity-free skew haraters.
Lemma 3.3. Let λ = (λk11 , . . . , λ
kj
j ), µ = (µ1, . . . , µl), ν be partitions.
(1) If l ≤ ki for some 0 ≤ i ≤ j then for all n ≥ 0:
c(λ;µ, ν) = c(λ ∪ (λni );µ, ν ∪ (λ
n
i ))
(2) If µ1 ≤ λi − λi+1 (as usual λj+1 = 0) for some 0 ≤ i ≤ j then let ri =∑i
a=1 ka and for all n ≥ 0:
c(λ;µ, ν) = c(λ+ (nri);µ, ν + (nri))
Proof: The statements are equivalent by onjugation symmetry, so we will prove
only the rst. Looking at a LR-lling of λ¯ = λ∪(λni ) with ontent µ, we see that the
additional rows must be empty, beause we an ll at most l boxes in one olumn.
So the rst statement follows. 
Example 3.4. If we have λ = (4, 33, 1), µ = (33), ν = (4, 1), i = 2, n = 1 the
orresponding LR-tableaux are:
shape λ/ν, ontent µ :
1 1
1 2 2
2 3 3
3
shape λ¯/ν¯, ontent µ : 1 1
1 2 2
2 3 3
3
We see that the seond row in λ¯ must remain empty in any LR-tableau with lling
µ beause of the LR-onditions.
We are now ready to give the lassiation of multipliity-free skew haraters
and prove the lassiation.
For this we assume in the following that for partitions λ = (λ1, . . . , λk), α =
(α1, . . . , αl) the following onditions holds true α ⊆ λ, α1 < λ1, l < k. These are no
restritions. The onditions merely allow us not to worry about nonexistent rows
or olumns and so keep the lassiation simple (a shorter lassiation is given in
Theorem 4.3). Furthermore if we write λ = (λk11 , λ
k2
2 , . . . λ
ki
i ) then we assume, that
we have λh > λh+1 for all 1 ≤ h ≤ i− 1. Thus in the theorem i will be the number
of distint part sizes of λ and j the number for α.
Theorem 3.5. Let λ = (λk11 , λ
k2
2 , . . . λ
ki
i ), α = (α
l1
1 , . . . , α
lj
j ) be partitions and k =∑i
a=1 ka, l =
∑j
a=1 la.
Then: [λ/α] is multipliity-free if and only if one of the following onditions
holds:
(1) λ/α deomposes into two disonneted skew diagrams µ and ν for whih
up to rotation by 180◦ and/or exhanging µ with ν one of the following
onditions holds:
(a) µ is a one-line retangle and ν is a partition
(b) µ is a two-line retangle and ν is a fat hook
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() µ is a retangle and ν a near-retangle
(d) µ and ν are retangles
(2) λ/α is a onneted skew diagrams and one of the following onditions holds:
(a) i = 1
(b) j = 1 and one of the following onditions holds:
(i) α1 = 1 or l1 = 1
(ii) λ1 = 1 + α1 or k = 1 + l
(iii) i = 2
(iv) i = 3 and one of the following onditions holds:
(A) α1 = 2 or l1 = 2
(B) k1 = 1 or λ3 = 1
(C) k2 = 1 or λ2 = 1 + λ3
(D) k3 = 1 or λ1 = 1 + λ2
(E) k = 2 + l or λ1 = 2 + α1
() i = 2 and one of the following onditions holds:
(i) λ1 = 1 + λ2 or k2 = 1
(ii) λ2 = 1 or k1 = 1
(d) i = 2 and j = 2 and one of the following onditions holds:
(i) λ1 = 1 + α1 or k = 1 + l
(ii) λ1 = 2 + λ2 or k2 = 2
(iii) λ2 = 2 or k1 = 2
(iv) α1 = 1 + α2 or l2 = 1
(v) α2 = 1 or l1 = 1
In the following we use the notation of Theorem 3.5.
Proposition 3.6. [λ/α] is not multipliity-free if λ/α deomposes into three (or
more) disonneted skew diagrams.
Proof: This is equivalent to the produt of 3 Shur funtions. Stembridge showed
in [St℄ that this is not multipliity-free, by using c((3, 2, 1); (2, 1), (2, 1)) = 2 and a
speial ase of Theorem 3.1. So in this ase [λ/α] is not multipliity-free. 
Proposition 3.7. [λ/α] is not multipliity-free if λ/α deomposes into two dis-
onneted skew diagrams µ/β and ν/γ and at least one of them is a proper skew
partition.
Proof: We will show how to obtain λ/α by adding skew rows and/or olumns to
(3, 2, 1)/(2, 1). Here c((3, 2, 1); (2, 1), (2, 1)) = 2, beause we have the following LR-
tableaux:
1
2
1
,
1
1
2
. Theorem 3.1 then tells us that [λ/α] is not multipliity-
free.
We may assume that µ/β is a proper skew partition and that µ/β is to the right
and above ν/γ. We know that µ has at least two parts µ1 6= µ2, beause otherwise
µ/β would be a rotated partition. Furthermore let β1 denote the largest part of
β and β2 6= β1 one part of β (inluding the ase β2 = 0) suh that the skew row
(µ2)/(β2) is a part of µ/β, for example we ould hoose the last row of µ/β. With
ν1 and γ1 we refer to the biggest parts of ν and γ respetively and we assume that
ν1 6= γ1.
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We begin with the diagram (3, 2, 1)/(2, 1) and add γ1 skew olumns (1
3)/(13)
pushing the diagram to the right to
(3 + γ1, 2 + γ1, 1 + γ1)/(2 + γ1, 1 + γ1, γ1).
Adding ν1 − 1− γ1 ≥ 0 skew olumns (1
3)/(12) gives:
(3 + ν1 − 1, 2 + ν1 − 1, 1 + ν1 − 1)/(2 + ν1 − 1, 1 + ν1 − 1, γ1)
Adding β2 skew olumns (1
2)/(12) gives:
(2 + β2 + ν1, 1 + β2 + ν1, ν1)/(1 + β2 + ν1, β2 + ν1, γ1)
Now we must distinguish the two ases µ2 < β1 and µ2 ≥ β1:
For µ2 < β1 we add µ2 − 1− β2 ≥ 0 skew olumns (1
2)/(11) and get:
(1 + µ2 + ν1, µ2 + ν1, ν1)/(µ2 + ν1, β2 + ν1, γ1)
Now we add β1 − µ2 > 0 skew olumns (1
1)/(11) and then µ1 − 1 − β1 ≥ 0 skew
olumns (11)/(10) to get:
(1 + β1 + µ1 − 1− β1 + ν1, µ2 + ν1, ν1)/(β1 + ν1, β2 + ν1, γ1) =
(µ1 + ν1, µ2 + ν1, ν1)/(β1 + ν1, β2 + ν1, γ1)
For µ2 ≥ β1 we add β1 − β2 − 1 ≥ 0 skew olumns (1
2)/(11) and get:
(1 + β1 + ν1, β1 + ν1, ν1)/(β1 + ν1, β2 + ν1, γ1)
Now we add µ2 − β1 skew olumns (1
2)/(10) and then µ1 − µ2 − 1 skew olumns
(11)/(10) to get again:
(µ1 + ν1, µ2 + ν1, ν1)/(β1 + ν1, β2 + ν1, γ1)
In both ases we have the same diagram with three skew rows, and these skew
rows also appear in λ/α. If λ/α has more skew rows, we may add them also to
the diagram to get λ/α. Beause we have only used the operations overed in
Theorem 3.1 the theorem tells us that there is a µ with c(λ;α, µ) ≥ 2 and so [λ/α]
is not multipliity-free. 
Remark 3.8. (1) The way from (3, 2, 1)/(2, 1) to λ/α will not be shown again
in the following proofs for haraters with multipliity.
(2) Proposition 3.6 follows from Proposition 3.7 if we view two of the three
skew diagrams as one proper skew diagram.
(3) The proof of Proposition 3.7 also gives us a harater [µ] in [λ/α] with
multipliity at least 2.
Theorem 3.9. Let λ/α deompose into two disonneted skew diagrams µ and
ν. Then [λ/α] is multipliity-free if and only if for µ and ν one of the following
onditions holds up to rotation by 180◦ and/or exhanging µ with ν:
(1) µ is a one-line retangle and ν is a partition
(2) µ is a two-line retangle and ν is a fat hook
(3) µ is a retangle and ν a near-retangle
(4) µ and ν are retangles
Proof: If µ or ν is a proper skew diagram then [λ/α] is not multipliity-free by
Proposition 3.7. If both µ and ν are partitions or partitions rotated by 180◦ [λ/α] is
equivalent to the produt sµ ·sν of Shur funtions. So we may use the lassiation
of Stembridge Theorem 2.1 and the theorem follows. 
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We have now overed all ases in whih λ/α deomposes into disonneted skew
diagrams. For the following lemmas we will assume that λ/α is onneted. We will
ontinue to use the notation of Theorem 3.5.
Lemma 3.10. If i = 1 then [λ/α] is multipliity-free.
Proof: In this ase λ/α is a partition rotated by 180◦, so [λ/α] is multipliity-free
(see [Be℄). 
Lemma 3.11. Let j = 1.
If α1 = 1 or l1 = 1 then [λ/α] is multipliity-free.
If λ1 = 1 + α1 or k = 1 + l then [λ/α] is multipliity-free.
Proof: Let α1 = 1. In this ase α is a one olumn retangle. Inserting k− l skew
rows (1)/(1), this means we push the rst olumn downwards, we get a skew diagram
µ/β ontaining two disonneted skew diagrams, one of whih is a one olumn
retangle and the other is some partition (e.g.: beomes ). By
Theorem 3.9 [µ/β] is multipliity-free and by Theorem 3.1 [λ/α] is also multipliity-
free. The ase l1 = 1 is equivalent to the ase α1 = 1 by onjugation symmetry.
Let λ1 = 1 + α1. By inserting a skew olumn (1
l)/(1l) we push the retangle
(initially still onneted to the other boxes) to the right and get a skew diagram
whih deomposes into two disonneted skew diagrams, one of whih is a one
olumn retangle and the other is some partition (e.g.: beomes ).
So [λ/α] is multipliity-free. The ase k = 1+ l is equivalent to the ase λ1 = 1+α1
by onjugation symmetry. 
Lemma 3.12. Let i = 2.
If λ1 = 1 + λ2 or k2 = 1 then [λ/α] is multipliity-free.
If λ2 = 1 or k1 = 1 then [λ/α] is multipliity-free.
Proof: This is equivalent to the ases in Lemma 3.11 by rotation symmetry. For
example, rotating a skew diagram with i = 2 and λ1 = 1+λ2 by 180
◦
yields a skew
diagram with j = 1 and α1 = 1 (e.g.: beomes ). 
Lemma 3.13. Let j = 1 and i = 2.
Then [λ/α] is multipliity-free.
Proof: We may assume that α1 = λ2: If we have α1 < λ2, then let λ¯ denote the
partition one gets by removing λ2 −α1 olumns (1
k) of λ. Lemma 3.3 tells us that
[λ/α] is multipliity-free if and only if [λ¯/α] is multipliity-free. If we have α1 > λ2
then we may add α1− λ2 olumns (1
k) to λ to get λ¯ and Theorem 3.1 tells us that
[λ/α] is multipliity-free if [λ¯/α] is. Hene let α1 = λ2. If we add rows (α1)/(α1) to
λ/α until we have two disonneted skew diagrams, then both disonneted skew
diagrams are retangles and the skew harater is multipliity-free by Theorem 3.9.
By Theorem 3.1 [λ/α] is multipliity-free. 
Remark 3.14. Reasoning similar to that justifying the laim that α1 = λ2 is not
a loss of generality will not be repeated in the following proofs.
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Lemma 3.15. Let j = 1 and i = 3.
[λ/α] is multipliity-free if and only if one of the following onditions holds:
(1) α1 = 1 or l1 = 1
(2) k = 1 + l or λ1 = 1 + α1
(3) α1 = 2 or l1 = 2
(4) k1 = 1 or λ3 = 1
(5) k2 = 1 or λ2 = 1 + λ3
(6) k3 = 1 or λ1 = 1 + λ2
(7) k = 2 + l or λ1 = 2 + α1
Proof: If none of the mentioned onditions holds, then we get λ/α by adding skew
rows and/or olumns in a similiar way as in Proposition 3.7 to (62, 42, 22)/(33) =
. Here c((62, 42, 22); (33), (5, 4, 3, 2, 1)) = 2 beause we have the following
LR-tableaux:
1 1 1
2 2 2
3
1 1 3 4
2 3
4 5
1 1 1
2 2 2
3
1 1 3 4
2 4
3 5
. By Theorem 3.1, [λ/α] is not multipliity-
free.
Now to the multipliity-free ases:
• 1 & 2: The ases α1 = 1, l1 = 1, k = 1 + l and λ1 = 1 + α1 are overed by
Lemma 3.11.
• 3(b): l1 = 2: We may assume that k1 = 2. Adding skew olumns (1
2)/(12)
pushes the rst two rows to the right. If we push until we have two dison-
neted skew diagrams, then one is a two line retangle and the other is a
fat hook. The harater is multipliity-free by Theorem 3.9 and therefore
[λ/α] is multipliity-free by Theorem 3.1.
• 3(a): α1 = 2: This is equivalent to the ase l1 = 2 by onjugation symmetry.
• 4(a): k1 = 1: We may assume that α1 = λ3. Adding skew rows (α1)/(α1)
pushes a retangle of width α1 to the bottom. If we push until we get two
disonneted skew diagrams, then one is a retangle and the other one is
a near-retangle. The harater is multipliity-free by Theorem 3.9 and
therefore [λ/α] is multipliity-free by Theorem 3.1.
• 4(b): λ3 = 1: This is equivalent to the ase k1 = 1 by onjugation symme-
try.
• 5(a): k2 = 1: We may assume that α1 = λ3. Pushing the lower retangle
of width α1 to the bottom yields two disonneted skew diagrams, one of
whih is a retangle and the other is a near retangle. The harater is
multipliity-free by Theorem 3.9 and therefore [λ/α] is multipliity-free by
Theorem 3.1.
• 5(b): λ2 = 1 + λ3: This is equivalent to the ase k2 = 1 by onjugation
symmetry.
• 6(a): k3 = 1: We may assume that l = k1. Pushing the upper retangle of
height k1 to the right yields a retangle and a near-retangle, so [λ/α] is
multipliity-free.
• 6(b): λ1 = 1 + λ2: This is equivalent to the ase k3 = 1 by onjugation
symmetry.
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• 7(a): λ1 = 2+α1: We may assume that l = k1. Pushing the upper retangle
of width 2 to the right yields a fat hook and a two-line retangle, so [λ/α]
is multipliity-free.
• 7(b): k = 2 + l: This is equivalent to the ase λ1 = 2 + α1 by onjugation
symmetry. 
Lemma 3.16. Let j = 2 and i = 2.
[λ/α] is multipliity-free if and only if one of the following onditions holds:
(1) λ1 = 1 + λ2 or k2 = 1
(2) λ2 = 1 or k1 = 1
(3) λ1 = 2 + λ2 or k2 = 2
(4) λ1 = 1 + α1 or k = 1 + l
(5) α1 = 1 + α2 or l2 = 1
(6) α2 = 1 or l1 = 1
(7) λ2 = 2 or k1 = 2
Proof: This is equivalent to Lemma 3.15 by rotation symmetry. 
Lemma 3.17. Let j = 1 and i ≥ 4.
[λ/α] is multipliity-free if and only if one of the following onditions holds:
(1) α1 = 1 or l1 = 1
(2) λ1 = 1 + α1 or k = 1 + l
Proof: If none of the mentioned onditions holds, then we get λ/α by adding skew
rows and/or olumns to (4, 3, 2, 1)/(22) = . Here c((4, 3, 2, 1); (22), (3, 2, 1)) =
2 beause we have the following LR-tableaux:
1 1
2
1 2
3
1 1
2
1 3
2
. By Theorem 3.1,
[λ/α] is not multipliity-free.
The multipliity-free ases are those overed by Lemma 3.11. 
Lemma 3.18. Let j ≥ 3 and i = 2.
[λ/α] is multipliity-free if and only if one of the following onditions holds:
(1) λ1 = 1 + λ2 or k2 = 1
(2) λ2 = 1 or k1 = 1
Proof: This is equivalent to Lemma 3.17 by rotation symmetry. 
Lemma 3.19. Let j ≥ 2 and i ≥ 3.
[λ/α] is not multipliity-free.
Proof: We obtain λ/α by adding skew rows and olumns to (3, 2, 1)/(2, 1) = .
Here c((3, 2, 1); (2, 1), (2, 1)) = 2 as mentioned above. By Theorem 3.1, [λ/α] is not
multipliity-free. 
4. Shubert Calulus
The ohomology ring H∗(Gr(l,Cn),Z) of the Grassmannian Gr(l,Cn) of l-di-
mensional subspaes of C
n
has an additive basis of Shubert lasses σλ. These are
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indexed by partitions λ ⊆ (kl) where k = n− l. Looking at the produt of Shubert
lasses, we get the following formula:
σµ · σν =
∑
λ⊆(kl)
c(λ;µ, ν)σλ
The following lemma will provide us with another symmetry of the LR-oe-
ients with whih we will show how to obtain the deomposition of a produt of
Shubert lasses from the deomposition of its assoiated skew harater (and vie
versa).
Lemma 4.1. Let λ, µ, ν be partitions with ν ⊆ λ and λ ⊂ (kl) 6= λ for some
positive integers k, l. Then:
c(λ;µ, ν) = c
(
(kl/ν)◦;µ, (kl/λ)◦
)
Proof: Let λ−1 = (kl)/λ, ν−1 = (kl)/ν. If we put λ/ν into a retangle with
l rows and k olumns then λ−1 is a partition rotated by 180◦ in the lower right
orner with the shape of λ−1 running along the shape of λ and orrespondingly for
ν−1.
If we look at the dierene ν−1/λ−1 we get bak the skew diagram λ/ν. If we
now rotate λ−1 and ν−1 to get partitions and look at ν−1
◦
/λ−1
◦
we get the skew
diagram λ/ν rotated by 180◦.
Example: For λ/ν = (4, 2)/(1) = and (kl) = (43) we have:
ν−1 = and λ−1 = and ν−1
◦
/λ−1
◦
= whih is λ/ν rotated
by 180◦.
Therefore we have [λ/ν] = [ν−1
◦
/λ−1
◦
] (see [Be℄) and so for every partition µ the
oeient of [µ] in the deomposition of both skew haraters is the same, giving:
c(λ;µ, ν) = c
(
(kl/ν)◦;µ, (kl/λ)◦
)

If we assume in Theorem 4.2 that µ ⊆
(
(kl)/ν
)◦
6= µ we only exlude the trivial
produts of Shubert lasses σµ · σν = 0 and σµ · σν = σ(kl).
Theorem 4.2. Let µ, ν, λ be partitions with µ, ν ⊆ (kl) for some positive integers
k, l. Let µ ⊆
(
(kl)/ν
)◦
6= µ.
Then: The oeient of σλ in the deomposition of the produt σµ · σν in
H∗(Gr(l,Cn),Z) with n = k + l equals the oeient of [((kl)/λ)◦] in the de-
omposition of the skew harater [((kl)/ν)◦/µ].
Proof: We start with [((kl)/ν)◦/µ]. The deomposition into irreduible hara-
ters is as follows:
[((kl)/ν)◦/µ] =
∑
α
c(((kl)/ν)◦;µ, α)[α]
From the LR-Rule we see that c(((kl)/ν)◦;µ, α) = 0 if α 6⊆ ((kl)/ν)◦. Therefore
it is suient to sum over α ⊆ ((kl)/ν)◦ or more generously over α ⊆ (kl):
[(kl/ν)◦/µ] =
∑
α⊆(kl)
c((kl/ν)◦;µ, α)[α]
Using Lemma 4.1 we get:
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[(kl/ν)◦/µ] =
∑
α⊆(kl)
c((kl/α)◦;µ, ν)[α]
If we now set (kl/α)◦ = λ we get:
[(kl/ν)◦/µ] =
∑
λ⊆(kl)
c(λ;µ, ν)[(kl/λ)◦]
Comparing this with the deomposition of the produt of Shubert lasses
σµ · σν =
∑
λ⊆(kl)
c(λ;µ, ν)σλ
nishes the proof. 
Thus instead of alulating the produt of Shubert lasses diretly, we an
deompose the skew harater [(kl/ν)◦/µ] and then replae all haraters [λ] by
Shubert lasses σ((kl)/λ)◦ . With this one an also ompute produts of Shur
funtions sµ·sν by setting k = µ1+ν1, l = l(µ)+l(ν). Beause we have c(λ;µ, ν) = 0
for λ 6⊆ (kl) the sum
∑
λ⊆(kl) σλ beomes
∑
λ σλ. But this is just the sum for the
produt of Shur funtions.
To the produt σµ ·σν we assoiate a skew diagram in the following way. Remove
from the retangle (kl) the partition µ as usual and from the lower right orner
remove ν◦ to get a skew diagram. The assoiated basi skew diagram to the
produt σµ · σν is then obtained by removing all empty rows and olumns. The
assoiated basi skew diagram is well dened unless µ und ν◦ interset in (kl), but
then we have the trivial produt: σµ · σν = 0.
The assoiated basi skew diagram to an arbitrary skew diagram λ/µ is obtained
by removing all empty rows and olumns from λ/µ.
We found the following idea of looking at the inner and outer lattie paths in
[Th℄.
For a basi skew diagram λ/µ (whih is a proper skew diagram) we dene two
lattie paths from the lower left orner to the upper right orner. The outer lattie
path starts to the right, follows the shape of λ and ends upwards in the orner,
while the inner lattie path starts upwards, follows the shape of µ and ends with
a segment to the right. With sin we refer to the length of the shortest straight
segment of the inner lattie path while sout is the length of the shortest straight
segment of the outer lattie path.
Examples:
(1) The skew diagram has the inner lattie path lengths: 1,2,2,2,2,3
and therefore sin = 1 and the outer lattie path lengths: 5, 2, 2, 3 and
therefore sout = 2.
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(2) The skew diagram is not a basi skew diagram.
Its assoiated basi skew diagram has the inner lattie path lengths:
3, 2, 4, 3 (hene sin = 2) and the outer lattie path lengths: 2, 3, 1, 2, 2, 2
(hene sout = 1).
In this notation the lassiation of multipliity-free skew haraters looks like
Stembridge's lassiation of multipliity-free produts of Shur funtions (or equiv-
alently the lassiation of multipliity-free skew haraters, whose diagram de-
omposes into two partitions). The following lassiation follows diretly from
Theorem 3.5.
Theorem 4.3. Let α/β be a proper skew partition. Then [α/β] is multipliity-free
if and only if one of the following onditions holds for its assoiated basi skew
diagram λ/µ up to exhanging µ and sin for ν and sout where ν =
(
(λ
l(λ)
1 )/λ
)◦
:
(1) µ is a retangle and sin = 1
(2) µ is a retangle and sin = 2, ν is a fat hook
(3) µ is a retangle, ν is a fat hook and sout = 1
(4) µ and ν are retangles.
There are three trivial ases for multipliity-free produts of Shubert lasses:
(1) If µ and ν◦ interset if µ is plaed as usual in the upper left orner and ν◦
is plaed in the lower right orner of (kl), then σµ · σν = 0.
(2) If the assoiated basi skew diagram is empty, then σµ · σν = σ(kl).
(3) If the assoiated basi skew diagram is not a proper skew diagram, then
σµ · σν = σλ for some partition λ. (See Theorem 4.2 on how to obtain λ.)
Thomas and Yong lassied in [Th℄ the multipliity-free produts of Shubert
lasses. Using Theorem 4.3 and Theorem 4.2 we get Thomas and Yong's lassia-
tion of multipliity-free produts of Shubert lasses:
Theorem 4.4. Let σα · σβ be a non-trivial (see above) produt of two Shubert
lasses in H∗(Gr(l,Cn),Z). Then σα · σβ is multipliity-free if and only if one
of the following onditions holds for its assoiated basi skew diagram λ/µ up to
exhanging µ and sin for ν and sout where ν =
(
(λ
l(λ)
1 )/λ
)◦
:
(1) µ is a retangle and sin = 1
(2) µ is a retangle and sin = 2, ν is a fat hook
(3) µ is a retangle, ν is a fat hook and sout = 1
(4) µ and ν are retangles.
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