Abstract-Traditionally, load forecasting tools include weather variables as model inputs. Northern Ireland has seen a major increase in weather dependent, renewable generation over the last number of years creating a double impact by weather parameters in the load profile. The new generation is not visible to, or controllable by, the system operator and is presenting major challenges to traditional load forecasting tools which are struggling to account for the fluctuations in demand. In this paper a simple linear method, using the previous week demand value and a correction for the weather and renewable generation is investigated within a sliding window parameter updating framework. Selection of variables are based on correlation analysis of supplied and derived meteorological variables. Model performance is evaluated on load data for the period 2011-16, split into several periods due to different levels of installed renewable energy. A 4-input model with parameters updated on the basis of a 44-day sliding window of historical data, is shown to give a mean absolute percentage error of 2.6% overall.
I. INTRODUCTION
The European Directive of 2009 [1] requiring a reduction in greenhouse gas emissions has led many governments to introduce incentives for individuals to install residential smallscale generators such as wind turbines and photovoltaic (PV) panels. In Northern Ireland (NI) these incentives have been particularly attractive for small-scale PV installations. As a result, the installed PV capacity on the Northern Ireland network has increased dramatically in recent years, from almost zero in 2011 to over 100 MW in 2017 (See Fig. 1 ). Small scale wind is also estimated to be of the order of 100 MW, with the result that installed small-scale generation is now approaching 20% of Northern Ireland's average demand.
Power systems operators must be able to forecast the load accurately to schedule day-ahead generation and reduce unnecessary expenditure as a result of having an excess or a shortage of power available to meet the demand.
This short-term load forecasting is becoming increasingly challenging in recent years in power systems which have experienced a rapid growth in residential small-scale distributed generation, which can at times substantially reduce the net energy demand for a given area, resulting in significant changes in overall system daily load profiles. As much of the smallscale generation is uncontrolled and unmetered, and therefore invisible to the system operator, it must be accounted for as part of standard day-ahead load forecasting. However, traditional methods of load forecasting have been found to struggle to achieve accurate prediction in the presence of this hidden generation. This is a consequence of two factors: (1) existing models often do not include variables that are specific to predicting generation output; and (2) the rapid growth in small scale installations is making the data increasingly nonstationary. In this paper, using half-hourly data for the Northern Ireland Power System for the period 2011-16 as a case study, we investigate the development of regression based short-term load forecasting models that are attuned to these new conditions. To account for the non-stationarity of the data, a sliding window methodology is employed, with a limited window of historical data used to update forecasting model parameters. The forecasting model is similarly temporally restricted. Motivated by the observation that the most highly correlated load to the current load is the value exactly seven days previously, a weather-corrected same-day-last-week (WC-SDLW) model was adopted. The model assumes that the residual error from using the same day last week is the result of the variation in weather -the weather sensitive component of the load.
The remainder of the paper is organised as follows. Section II provides an overview of the Northern Ireland network and data available for analysis.
Section III introduces the methodology, setting out how to build models and evaluate performance. In addition, this section describes the sliding window technique. Section IV describes several forecasting models and presents results evaluating their load prediction performance. Finally, the conclusions of the study are presented in Section V.
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II. SYSTEM AND DATA OVERVIEW
Northern Ireland is one of the four countries which make up the United Kingdom. It is part of the Single Electricity Market for the whole island of Ireland, which was set up for the purpose of optimising the economic operation of the transmission network and achieving solutions to the technical challenges involved in renewable energy integration. In NI the winter demand peaks at around 1800 MW and the lowest demand can reach 500 MW. The generation capacity is approximately 2700 MW of controllable, dispatchable generation [2] . Installed small-scale wind and PV generation capacity is currently in excess of 200 MW and continuing to grow [3] .
A. Data description
Half-hourly load data from the System Operator for Northern Ireland (SONI) for 2011-16 is the dataset used to build and test models. Weather variables have been provided by the MET office with hourly resolution and interpolated to give halfhourly values. This is supplemented by data indicating the level of installed PV capacity in NI (see Fig. 1 ) and the potential solar irradiance for one central location in NI [4] . The raw data from these sources has been altered to give the difference between consecutive weeks. Thus, for a variable of raw data xr, if k represents the current time sample, and a day of 48 half-hourly samples is d, then the new variable x is denoted as ( ) ( )
r r
1) Weather variables
Temperature is the weather variable that has the most impact on electricity demand [5] . Air, wet bulb and dew point temperature values are contained in the MET office dataset. Incorporating temperature in a model in its raw form has been shown to be of less value than derived variables such as smoothed versions [6] . Customers may not act immediately to turn on or off heating in response to a temperature change or a short term variation may not affect customer decisions therefore, other means of including the temperature are considered. There is the potential to create a large candidate set of supplied and derived temperature variables. To restrict the dimensionality of the problem, a limited range of lagged and short-term average temperatures are included, every six hours for the first day, every 12 hours up to two days and 3 and 4 day values, i.e. the lagged and averages are at intervals of 6, 12, 
Other weather variables that the MET office records on an hourly basis are the sun duration, humidity, wind speed, wind direction, cloud height and visibility. Incorporating the meteorological variables in their raw form may model the effects of renewable generation without the provision of variables explicitly representing the power output.
2) Renewable contribution variables
Weather variables now have a double effect on load forecasting as they impact the load indirectly through renewable, embedded generation. Windy and sunny periods result in weather dependent generation meeting some of the customer demand and requiring less traditionally generated power to make up the net demand. Renewable generation contribution variables have been derived from the raw data to account for this effect.
Sun duration, potential solar irradiance and installed PV capacity are all related to PV generation. Sun duration (s) is the fraction of the half hour for which the sun is shining. Potential solar irradiance (i) tracks intraday and seasonal changing sun intensity therefore a sunny midday during the summer will lead to greater PV output than a sunny evening in winter. Installed PV capacity (c) has dramatically increased in the 6 years of the dataset (Fig. 1) . This variable will reflect the difference in the amount of PV generated in 2011 compared to 2016.
Solar irradiance is used in PV output calculations but as the actual data is not available to us and the parameter is not forecast by the MET office it is estimated using the potential solar irradiance multiplied by the sun duration. To reflect the increasing amount of PV generation available, the level of installed PV capacity is multiplied by this giving:
Variations on this parameter are also derived. For example, the solar irradiance and/or the installed PV capacity may not make a huge contribution as they will not change dramatically from week to week. Therefore, sun duration multiplied by potential solar irradiance or sun duration alone may capture the effect of the PV generation sufficiently allowing a simpler model to be adopted.
Wind turbine output is influenced by the wind speed variable and as it is known to be a function of the wind speed cubed (v 3 ) the following variables are considered to model wind power contribution: v, v 2 , v 3 . The wind power against wind speed is shown in Fig. 2 for an 800kW wind turbine. 60% of Fig. 2 Wind power curve for an 800 kW wind turbine [7] wind speeds in the data set fall within the range of 5 to 12 m/s which is almost linear suggesting that wind speed as a raw value may model the effects of wind generation. Also, cut-in and cutout wind speeds mean that the wind turbine may be restricted to operating within a limited range, strengthening the case for considering alternatives to the ideal model.
III. METHODOLOGY
A. Data cleansing
The 6 years of data, which will be denoted as φ, contains anomalous days which are not normal working or weekend days. Using normal load profiles to forecast them or using them to build a model will result in large prediction errors. As these days are not the specific focus of this study, they will not be included in prediction results nor will models be built on them. The 86% of data remaining after data cleansing is denoted as φp.
B. Notation
The following mathematical notation is used in building the models. The actual and predicted load (in MW) will be denoted as y and ŷ , respectively. Then, the notation ,
y − will be used to refer to the current sample instant and the value 7 days previously. The sampling interval is 30 minutes.
For simplicity in the mathematical descriptions of the models, the selected temperature variable will be denoted as t.
C. Performance metric
The Mean Absolute Percentage Error (EMAP), the most widely used measure of performance in load forecasting [8] , is used here to evaluate the prediction capability of the different models investigated. It is defined as:
where card(.) is the cardinality of the set.
D. Least squares technique
Given a dataset of N samples of a target variable and explanatory variables, a best fit model to the data can be obtained by expressing the problem in matrix form and solving the equation using the least squares technique. Defining, (4) where, y is the vector of target load values and X is the matrix of explanatory variables corresponding to the samples, then ˆ= y X is the regression model, and the pseudo-inverse of X multiplied by y :
is the least squares solution, i.e. the model that yields:
E. Offline v sliding window methodology
In the offline 'fixed parameter' model the dataset is divided into three two-year subsets for model building and analysis. Models are trained offline on a randomly selected 30% of one of the subsets, then tested on the remaining 70% of the same set as well as 100% of the other subsets. Monte Carlo simulations are performed to ensure statistically robust results are obtained.
Each time a new simulation is performed a different 30% of samples will be used to build the model. The results presented in the paper are the average performance over 100 Monte Carlo simulations. For completeness the standard deviation in EMAP over the 100 runs is also reported in parenthesis.
In the proposed Sliding Window methodology, only the most recent data is used to build the model. Model parameters are constantly changing as new historic data becomes available. Determining the best number of days on which to build the model is done by creating a standard model and evaluating its performance over a range of window lengths from 1 to 50 days.
IV. FORECASTING MODELS AND RESULTS
A. Standard model 1) Variable selection
Correlation analysis of temperature and load enables selection of the best temperature related variable. Table I shows the top ten temperature difference variables ranked by their correlation to the load difference. Air temperature averaged over 72 hours has the strongest correlation to the load difference therefore it will be used as the temperature parameter in the initial standard model and denoted as tk. Two further variables, which estimate the PV and wind contribution, are selected. Initially, these will be chosen based on the theoretical knowledge that PV generation is a function of solar irradiance which has been estimated in (1) , and wind generation is a function of wind speed cubed. The standard model is Model 1 listed in Table II. 2) Sliding window length For the standard model a range of window lengths from 1 to 50 days are used to build the model. Fig. 3 shows the mean absolute percentage error for each of the three periods of the dataset for only 2 to 50 days as the error for one day was greater than 20%. Performance increases dramatically from 2 to 10 day windows. After 20 days the improvement is marginal until it reaches the lowest point at 44 days. A window length of 44 days is therefore deemed optimal and will be employed with the various sliding window models evaluated in the paper. Table III which provide a basis for selection of further combinations of parameters.
Sun duration with potential solar irradiance or sun duration alone both have stronger correlations with the load difference than when PV capacity is featured in the parameter. These will be replaced by the sun parameter in the standard model to make up two alternative models.
Humidity (h) is the highest ranked variable in the list and will be included as an extra variable in the standard model and also tested alongside the other permutations of the PV generation parameters.
Comparing the use of humidity as an extra variable with an alternative extra variable, humidity is then replaced with sun duration followed by wind speed as two further prediction models.
Finally, wind speed as a raw variable was seen to have a higher correlation than the wind speed cubed therefore, it is used to replace the v 3 term in the best model. These models are listed in Table II . 
C. Results
Results for the offline standard model are presented in Table  IV . Training the data using the 2011-12 set demonstrates poor performance on 2013-14 and poorer still when tested on 2015-16. This is linked to the absence of a significant PV contribution to the training data in 2011-12 and highlights the need to use recent representative data to build a reliable model. This concept is applied in the sliding window model and the results are given in Table V . Using the 20-day window length better performance is achieved than the best offline model. Beyond 20 days there is a slight improvement in performance with the lowest error point reached with a 44-day window length. If this is compared with the offline model the improvement is 6%.
Mean Absolute Percentage Error (%) Results for the alternative combinations of variables for the sliding window method are given in Table VI . Highlighted in orange are the overall worst performing models. Highlighted in green are the models achieving the best result overall with a EMAP of 2.6%. The best version of the model includes temperature, sun duration, humidity and wind speed. Since selecting wind speed instead of wind speed cubed does not change these results significantly the preferred model is the simpler one. Models which include humidity achieve better prediction accuracy than those without it or those with a replacement variable.
Focusing on the period of the dataset with the greatest installed PV capacity in 2015-16, the error is 2.48%. This is a decrease of 14% from 2011-12. 2013-14 sees better prediction results than either of the other two subsets. Offline model results for comparison with the best combination of variables are given in Table VII . The best results are obtained using 2011-12 or 2013-14 to train the model. This yields a test EMAP of 2.75%, which is an increase in error of 6% over the equivalent 44-day sliding window model.
V. DISCUSSION AND CONCLUSIONS
Static offline predictions models are confirmed to be less accurate than those which use a sliding window methodology to update the parameters. The optimal window length to use to build the model was determined to be 44 days. This produced an improvement of 6% in the performance over the fixed parameter offline estimated standard and best model investigated. Various inputs were considered with the sliding window based model. Humidity was shown to be an important factor and saw the greatest reduction in error. Using sun duration to account for PV generation proved to be more accurate than the more complex derived PV contribution variables. There was no significant difference in performance for the two and three term models in use of wind speed or wind speed cubed as a predictor.
Examples of the performance of the model are shown in Fig.  4 and Fig. 5 . A winter week in February 2016 yields an EMAP of 1.91% which is better than the average performance of the model. The summer prediction for a June week is more representative of the average performance with an EMAP of 2.72%. In conclusion, with increasing levels of distributed generation creating new challenges to accurately predicting the demand, a new approach is required. The implementation of a sliding window methodology using the load from last week with linear regression based with weather correction is introduced in this paper and shown to yields a 6% improvement in accuracy over equivalent fixed parameter models. Future work will consider the use of nonlinear modelling paradigms such as neural networks within this framework. 
