We study singularly perturbed linear systems of rank two of ordinary differential equations of the form εx∂ x ψ(x, ε) + A(x, ε)ψ(x, ε) = 0, with a regular singularity at x = 0, and with a fixed asymptotic regularity in the perturbation parameter ε of Gevrey type in a fixed sector. We show that such systems can be put into an upper-triangular form by means of holomorphic gauge transformations which are also Gevrey in the perturbation parameter ε in the same sector. We use this result to construct a family in ε of Levelt filtrations which specialise to the usual Levelt filtration for every fixed nonzero value of ε; this family of filtrations recovers in the ε → 0 limit the eigen-decomposition for the ε-leading-order of the matrix A(x, ε), and also recovers in the x → 0 limit the eigen-decomposition of the residue matrix A(0, ε).
§1 Introduction
We revisit the classical problem in singular perturbation theory of studying systems of linear ordinary differential equations of the form εx∂ x ψ + A(x, ε)ψ = 0 ,
where x is a complex independent variable, ε is a complex parameter, ψ = ψ(x, ε) is a vector function, and A(x, ε) is a matrix of functions which are holomorphic near x = 0 and admit a uniform asymptotic expansion as ε → 0 in a sector in the ε-plane. Such systems not only have a regular singular point at the origin x = 0, but are also singularly perturbed in ε. The most important class of examples comes from the case where the matrix A(x, ε) is in fact holomorphic at ε = 0, or most prominently altogether constant in ε.
If the perturbation parameter ε were held constant and nonzero, then the system (1) specialises to a usual linear system of ordinary differential equations with a regular singularity. Then standard theory (see e.g., [Was76] ) tells us that the (finitedimensional) vector space of solutions V ε is naturally filtered as
by increasing growth rate as x → 0. Namely, the steps in this filtration are weighted by numbers ν i (the growth rate), and the subspace V i ε consists of solutions ψ ε (x) which grow like x −ν i as x → 0. To be precise, V i ε is defined to be subspace of V ε consisting of solutions ψ ε (x) which satisfy the following growth bound: for all δ > 0, lim x→0 x ν i +δ ψ ε (x) = 0 .
Such filtrations are often called Levelt filtrations [Lev61, Zol06, Boa11] .
The main problem we wish to address in this paper is the construction Levelt filtrations V ε as an asymptotic family. That is, we wish to construct a filtration V • on the space of solutions of the singularly perturbed system (1) such that its specialisation to any fixed nonzero ε is the Levelt filtration V ε above. The main challenge is to construct V • in such a way that we maintain a very tight asymptotic control as ε → 0. The reason this is interesting is that the system (1) in the singular perturbation limit ε → 0 degenerates (as is very typical in singular perturbation theory) from a differential system to a problem in linear algebra: A 0 (x)ψ = 0, where A 0 is the limit of A as ε → 0. The tight asymptotic control on V • that we are able to achieve allows us to make a direct identification of the asymptotic limit of Levelt filtrations.
Main results.
Let us briefly outline the main results in this paper. We focus on the simplest case where A is a 2 × 2-matrix 1 of functions which are defined and holomorphic on a domain of the form D × S where D is a disc centred at the origin in the x-plane and S is a sector in the based at the origin in the ε-plane with opening angle at least π. We also assume that the constant matrix A 00 , obtained from A in the limit as x → 0 and ε → 0, has eigenvalues m 1 , m 2 whose real parts satisfy Re(m 1 /ε) < Re(m 2 /ε) for all ε ∈ S. We make a further crucial assumption on the asymptotic regularity of A as ε → 0: we insist that A has an asymptotic expansion of class Gevrey. This assumption allows us to capture strict control of the asymptotics in the sense that our main constructions remain within the same regularity class. For this, we use the powerful machinery of Borel resummation.
Singularly perturbed linear systems and linear ordinary differential equations have been recently studied using Borel resummation techniques (e.g., [Tak00, BK02, BMF02, BK03, KT05, CDMFS07, KT13]), but to the best of our knowledge the question of constructing the Levelt filtration in the strictly-controlled sense above has not been addressed.
The first main result in this paper is the existence of the Levelt filtration in singular perturbation families.
Theorem 1.1 (Levelt filtration for singularly perturbed systems (Theorem 2.7))
Given such a singularly perturbed system (1), the 2-dimensional vector space V of solutions of A has a natural 1-dimensional subspace L ⊂ V such that for any nonzero ε ∈ S, the filtration L ε ⊂ V ε is the Levelt filtration for the system A ε .
The Levelt filtration on V induces a natural filtration on the vector space C 2 on which the differential system A is defined in the first place. This is the filtration whose asymptotics can be identified with linear-algebraic data as follows (this is part of Theorem 2.12).
Theorem 1.2
Given such a singularly perturbed system (1), there is a natural 1-dimensional subspace L = L(x, ε) ⊂ C 2 , which depends on (x, ε), defined over a subdomain D 0 × S 0 ⊂ D × S (where D 0 ⊂ D is a concentric subdisc and S 0 ⊂ S is a subsector which (crucially) has the same opening angle), and such that L and the quotient space L = L (x, ε) := C 2 /L have the following properties:
(1) The limit vector space lim x→0 L ⊕ L is canonically isomorphic to the eigenspace decomposition of the residue matrix A(0, ε).
(2) The limit vector space lim ε→0 L ⊕ L is canonically isomorphic to the eigenspace decomposition of the leading order matrix A 0 (x).
The main technical tool in proving these theorems is the ability to gauge transform any system A as above to an upper-triangular form in a way to maintains the Gevrey asymptotics. Namely, we prove the following theorem.
Theorem 1.3 (Triangularisation Theorem (Theorem 2.6))
Given a singularly perturbed system (1) as above, there is an invertible 2 × 2-matrix G = G(x, ε) whose entries are holomorphic functions on a subdomain D 0 × S 0 ⊂ D × S (where D 0 ⊂ D is a concentric subdisc and S 0 ⊂ S is a subsector which (again crucially) has the same opening angle), with uniform Gevrey asymptotic regularity in S 0 , which transforms the given system into an upper-triangular system of the form
where λ i (x, ε) is of the form m i + xµ i (x) + εκ i (ε) for some holomorphic function µ i (x) on D 0 and some Gevrey function κ i (ε) on S 0 , and where u(x, ε) is a holomorphic function on D 0 × S 0 which is uniformly Gevrey on S 0 and which vanishes in the limit x → 0 and in the limit ε → 0. In this paper, we fix, once and for all, complex coordinates x and ε, as well as Θ to be either a connected arc (θ − , θ + ) on the unit circle or a single point θ. Let
We we refer to points in Θ as directions. The most typical domain of definition of our objects will be a disc in the x-plane and a sector in the ε-plane with opening Θ: by a standard domain we mean any domain D × S of the form
for some real numbers r 1 , r 2 > 0. The arc Θ is called the opening of S. Limits as ε → 0 will always be taken inside the given sector S, so we adopt the following shorthand notation:
Recall that a holomorphic function f = f (ε) on S is Gevrey if, for every proper subsector S ⊂ S whose closure lies in S, there are constants C, M > 0 such that
for all k ∈ Z 0 . We will say that f is strongly Gevrey if the above bound holds for S = S. If the opening of S has length exactly π (so that Θ is a single direction), we will always assume that f is strongly Gevrey. Such functions form a ring (in fact a differential algebra) which we will denote by R(S).
The most typical kind of functions that we will encounter in this paper is those that are holomorphic in x and Gevrey in ε. To be precise, we will say that a holomorphic function f = f (x, ε) on a standard domain D × S is a regular function if f is Gevrey on S uniformly for all x ∈ D. Such functions form a ring (again, in fact a differential algebra), which we will denote by R(D × S).
Any regular function f = f (x, ε) on D × S admits an asymptotic expansion which we will always write as follows:
where each f k (x) is a holomorphic function on D. The fact that f is uniformly Gevrey in ε means that the coefficients of the formal power series in ε in (5) satisfy the following uniform bounds: there are constants C, M > 0 such that for all k 0,
uniformly for all x ∈ D. We will always refer to such series f as regular ε-series defined on D. They also form a differential algebra which we denote by R(D).
This paper is concerned only with the local analysis of singularly perturbed systems near the singularities x = 0 and ε = 0. Therefore, we may as well concentrate our attention on germs of functions. Recall that a germ of a Gevrey function on the arc Θ is represented by any Gevrey function on a sector S. We will sometimes refer to a germ of a regular function as a regular germ. Regular germs also form a differential algebra which we will denote by R. If the coefficients f k (x) of the Gevrey power series f in (5) are germs of holomorphic functions at x = 0, we will refer to f as simply simply a regular ε-series (without specifying a disc in C x where its coefficients are defined). We denote the ring of germs of regular ε-series by R. §2 Singularly Perturbed Systems 1. Systems. In this paper, we study linear systems of differential equations like (1), and we focus on a special class in the following sense.
Definition 2.1 (system) By a singularly perturbed differential system A (or simply a system from now on) we shall mean a system of linear ordinary differential equations for a 2-dimensional vector function ψ = ψ(x, ε) of the form
where A(x, ε) is a 2 × 2-matrix of germs of regular functions; i.e., A ∈ gl(2, R).
Concretely, the entries of A are regular functions defined on a standard domain D × S. The most important subclass of systems is when the matrix A(x, ε) is in fact holomorphic at ε = 0, or even altogether independent of ε. The most prominent example of this is the local study of the stationary one-dimensional Schrödinger equation 2 ∂ 2 x Ψ + V (x)Ψ = 0 near a second order pole of the potential V (x). If we write V (x) = x −2 Q(x), then this equation is equivalent to the system
Note also that any singularly perturbed system A can be specialised at every fixed nonzero ε ∈ S to a usual linear system of ordinary differential equations defined over the disc D, which we shall denote by A ε :
2. Regular and formal equivalence. In this paper, there are two main notions of equivalence of systems. Invertible 2 × 2-matrices G = G(x, ε) act on systems by gauge transformations:
We will say that G is regular gauge transformation if its entries are germs of regular functions. Regular gauge transformations form a group G := GL(2, R). If, instead, the entries of G are regular ε-series, we will call G a formal gauge transformation. They also form a group G := GL(2, R).
Two systems A, A are regularly gauge equivalent (and we write A ∼ A ) if there is a regular gauge transformation G such that G • A = A . We will say that A, A are formally gauge equivalent (in which case we will write A ∼ A ) if there is a formal gauge transformation G such that 
Set of systems.
Let Syst denote the set of all systems, and let Syst(A) be the set of all systems formally equivalent to A. Obviously, if A ∼A , then Syst(A) = Syst(A ). We will denote the regular equivalence class of A by [A] . One result in this paper is to show that generically a formal equivalence class Syst(A) contains a canonical diagonal system Λ which has a very simple and standard form. §2.1 Spectral Data and Formal Normal Forms 1. Classical polar data. We will refer to the leading order part of A in both x and ε (which is a constant matrix A 00 ) as the classical residue of the system A:
A(x, ε) ∈ gl(2, C) .
The classical residue of a system plays the most central rôle in this paper. Let m 1 , m 2 ∈ C be the eigenvalues of A 00 . The pair {m 1 , m 2 } is clearly an invariant of the system A, which we will call classical polar data. We will say that a classical polar data {m 1 , m 2 } is generic if m 1 = m 2 ; we will say it is nonresonant with respect to the arc
If {m 1 , m 2 } is nonresonant over the arc Θ, we will always order these eigenvalues by the increasing real part:
2. Classical spectral data. The ε-leading order part of A is matrix of convergent power series A 0 (x) ∈ gl 2, C{x} , and A 0 (0) = A 00 . If the classical polar data {m 1 , m 2 } is generic, then then standard theory (e.g., see [Was76, §25.2]) implies that A 0 (x) is diagonalisable: there are holomorphic germs η 1 , η 2 ∈ C{x} such that η i (0) = m i , and an invertible matrix G = G(x) of convergent power series such that
We will refer to the set of eigenvalues {η 1 , η 2 } as the classical spectral data of the system A. If the classical polar data is ordered m 1 ≺ m 2 , then we order the classical spectral data accordingly:
It is easy to see that classical spectral data is also an invariant of the system A.
3. Polar data. We define the residue of a system A to be the matrix A(0, ε) of Gevrey function germs on the arc Θ. Its classical limit lim ε→0 A(0, ε) is the classical residue A 00 . Concretely, the entries of A(0, ε) are Gevrey functions on a sector S of the form (3). If the classical polar data {m 1 , m 2 } is generic, then the matrix A(0, ε) can likewise be diagonalised in a way that retains the asymptotic regularity, thanks to the following proposition.
Proposition 2.2 (diagonalisation in asymptotic families)
Let A = A(ε) be a 2 × 2-matrix of Gevrey functions germs, and assume that its leadingorder A 0 has distinct eigenvalues m 1 , m 2 . Then there is an invertible Gevrey matrix G = G(ε) such that R := GAG −1 is a diagonal Gevrey matrix.
Proof.
To simplify notation, assume that the leading-order matrix A 0 has already been diagonalised, so A 0 := diag(m 1 , m 2 ). This can be achieved via conjugation by a constant matrix, which is obviously holomorphic and Gevrey on S. If we write A = a 11 a 12 a 21 a 22 and
be the matrix of eigenvalues of A such that R 0 = A 0 . We need to find a holomorphic Gevrey matrix G = G(ε) such that GA = RG. We will search for G in the following form:
where g ij = g ij (ε) are to be solved for. Then the matrix equation GA = RG yields four scalar equations 
Observe that ρ 1 , ρ 2 are expressed entirely in terms of g 12 , g 21 and known data; moreover, the equations for g 12 , g 21 are uncoupled, so we can solve for them individually. Let us focus on, say, the equation for g 21 . Notice that a 
We will refer to the pair {ρ 1 , ρ 2 } as the polar data. It is also easy to see that polar data is an invariant of the system A.
Spectral data.
If a system A has generic classical polar data {m 1 , m 2 }, we will write its classical spectral data {η 1 , η 2 } and its polar data {ρ 1 , ρ 2 } as follows:
We will refer to the set {λ 1 , λ 2 } of germs of regular functions
as the spectral data of the system A. Spectral data is a complete formal invariant in the following sense.
Definition 2.3 (formal normal form)
Let λ 1 , λ 2 ∈ R be any pair of germs of regular functions. We will refer to the diagonal system Λ = diag(λ 1 , λ 2 ) as the formal normal form corresponding to the spectral data {λ 1 , λ 2 }.
Theorem 2.4 (formal normal form theorem)
Given a system A with generic classical polar data {m 1 , m 2 }, let λ 1 , λ 2 be its spectral data. Then A is formally gauge equivalent to the formal normal form
Concretely, suppose we are given a singularly-perturbed system (6) defined over a domain D × S of the form (3). Suppose its classical residue matrix A 00 has distinct eigenvalues m 1 , m 2 . Then there is a subdisc D 0 ⊂ D and an invertible 2 × 2-matrix G = G(x, ε) whose entries are regular formal ε-series defined over D 0 such that the transformation ψ = G(x, ε)ϕ carries the given system into the diagonal system of the form
for some regular functions λ i (x, ε) defined on D 0 × S 0 where S 0 ⊂ S is a subsector with the same opening.
The first step is to diagonalise the leading-order and the residue of the system A, and this can be done using regular gauge transformations.
Lemma 2.5 (diagonalisation of spectral data)
Given a system A with generic classical polar data {m 1 , m 2 }, let λ 1 , λ 2 be its spectral data. Then A is regularly gauge equivalent to a system of the form Λ(x, ε) + B(x, ε), where Λ is the formal normal form corresponding to λ 1 , λ 2 , and B(x, ε) is a system with the following limiting properties:
Concretely, if A is defined over a standard domain D × S, then there is a standard subdomain D 0 × S 0 and an invertible matrix G = G(x, ε) of regular functions on D 0 × S 0 such that the transformation ψ = Gϕ carries the given system A to the following system:
where B(x, ε) is a 2 × 2-matrix of regular functions on D 0 × S 0 satisfying (9).
Proof.
This lemma is quite obvious from what has already been said, but we provide an algorithmic proof in order to derive a formula for the matrix B in terms of A and the transformations.
Write A(x, ε) = A 0 (ε) + xA * (x, ε), where A 0 (ε) is the residue of the given system, and A * (x, ε) is defined by this equation. First, fix M a constant diagonal matrix of eigenvalues of A 00 . Then, using Proposition 2.2, let H 1 = H 1 (ε) be an invertible Gevrey matrix defined on a subsector S 0 ⊂ S with the same opening I such that
is a diagonal matrix R = R(ε) which is holomorphic and Gevrey on S 0 , and has the property that R 0 = M . Write
and A ( * ) * is defined by this equation. Then the matrix in the brackets can be written as
, is a diagonal matrix N = N (x) which is holomorphic on D 0 , and has the property that N (0) = M . Then the transformation ϕ 1 = H 2 (x)ϕ 2 carries the system (11) into
Thus, Λ(x, ε) = N (x) + εK(ε) and
Proof of Theorem 2.4.
For simplicity of notation, assume that the ε-leading order part A 0 (x) and the residue A(0, ε) have already been diagonalised to Λ(x, ε) using Lemma 2.5. Thus, if we write
We search for a gauge transformation G = G(x, ε) in the following almost form:
where g ij (x, ε) are to be solved for. Then G must satisfy the following matrix differential equation:
It yields four scalar equations:
Substituting expressions (15) for η i into (16), we obtain two uncoupled nonlinear first order differential equations:
(17)
Thanks to (13), the ε-leading order of the coefficient (a ii − a jj ) is m i − m j , which is nonzero by the assumption that the classical polar data {m 1 , m 2 } is generic. Furthermore, the leading-order of the coefficients a 12 , a 21 are 0, thanks again to (13). Thus, the asymptotic versions of both differential equations (16) satisfy all the hypothesis of our Formal Existence Lemma (Lemma 3.2). As a result, we obtain formal ε-series g ij (x, ε) satisfying differential equations (16), so
is the desired formal gauge transformation.
§2.2 Triangularisation
A given generic and nonresonant system A can always be formally gauge transformed into its formal normal form, but this usually cannot be done by using regular gauge transformations. However, we can use regular gauge transformations to achieve a simplification of A which is almost as good.
Theorem 2.6 (Triangularisation Theorem)
Let Λ be a generic and nonresonant formal normal form. Then any system A ∈ Syst(Λ) is regularly gauge equivalent to an upper-triangular system of the form Λ + U , where
for some regular function germ u = u(x, ε) ∈ R which has the following properties:
uniformly in x and in ε, respectively.
Concretely, suppose we are given a singularly-perturbed system (6) defined over a domain D × S of the form (3). Suppose its classical residue matrix A 00 has distinct nonresonant eigenvalues m 1 , m 2 ordered like m 1 ≺ m 2 . Then there is a subdisc D 0 ⊂ D, a subsector S 0 ⊂ S with the same opening, and an invertible 2 × 2-matrix G = G(x, ε) whose entries are regular functions defined over D 0 × S 0 such that the transformation ψ = G(x, ε)ϕ carries the given system A into an upper-triangular system of the form Λ + U :
Proof of Theorem 2.6. For simplicity of notation, assume that the ε-leading order part A 0 (x) and the residue A(0, ε) have already been diagonalised to Λ(x, ε) using Lemma 2.5. Thus, if we write
then
We will first transform our system to a triangular system of the form
where
for some regular function germs v ij (x, ε) ∈ R. Then we will apply another transformation to kill the diagonal entries of V in order to obtain the system (19).
Inspired by techniques in [Sib58, RS66, RS68] (see also [Was76, §11 and §25.3]), we search for a gauge transformation G 1 in the following unipotent form:
where s(x, ε) is to be solved for. Then matrices G 1 and V must satisfy the following matrix differential equation:
Observe that v ij are expressed entirely in terms of s and the known data, so the problem has been reduced to solving the nonlinear differential equation in (24). This differential equation satisfies all the hypotheses of the Main Asymptotic Existence Lemma (Lemma 3.3). Thus, equation (24) has a unique solution which is a regular function germ s = s(x, ε) ∈ R.
To remove the diagonal terms of V , we transform the system (22) into (19) via a diagonal transformation of the form
where g ii (x, ε) ∈ R are to be solved for. The matrices G 2 and U must satisfy the following matrix differential equation
It yields three nontrivial scalar equations:
The first two are easy to solve by integration, and they determine an expression for u. Since v 11 , v 22 are regular germs, so are g 11 , g 22 .
§2.3 Singularly Perturbed Levelt Filtrations
The main application of the Triangularisation Theorem (Theorem 2.6) in this paper is to construct a filtration on the space of solutions which specialises to the Levelt filtration for every fixed nonzero ε and has controlled limits in both ε and x.
Theorem 2.7 (The Levelt filtration for singularly perturbed systems) Let Λ be a generic and nonresonant formal normal form, and suppsoe A ∈ Syst(Λ) is a system defined over a standard domain D×S. Then the 2-dimensional vector space V of solutions of A has a natural 1-dimensional subspace L ⊂ V such that for any nonzero ε ∈ S, the filtration L ε ⊂ V ε is the Levelt filtration for the system A ε .
The proof of this theorem is to gauge transform A into an upper-triangular system, solve the upper-triangular system explicitly, and use these solutions to construct the desired filtration.
1. Solving a triangular system. Any triangular system (19) can be solved directly by integration. To write down an explicit basis of solutions, let D × S be a domain of the form (3) where the triangular system (19) is defined. We choose any nonzero basepoint x * ∈ D, and introduce the following notation:
is the standard basis of C 2 , then using the method of variation of parameters, we obtain a basis of solutions of the system (19):
for an integration constant C which is allowed to depend on ε and x * .
A vanishing lemma.
Our aim is to construct a basis of solutions {ϕ 1 , ϕ 2 } which has ε-asymptotic behaviour that we can control. For this, we need the following vanishing lemma, whose proof can be found in §A.4.
Lemma 2.8
There is a unique way to choose the integration constant C = C(ε, x * ) in (27) such that c 12 is independent of the basepoint x * and satisfies the following bounds:
Moreover, c 12 is holomorphic but possibly multivalued with at most a logarithmic branch singularity at the points
n+1 for all n ∈ Z 0 , and admits a uniform Gevrey asymptotic expansion along Θ.
For this unique choice of C, we write the function c 12 from (27) as:
Proposition 2.9
The vector functions ϕ 1 , ϕ 2 , as defined by (26) with c 12 given by (30), form an ordered basis of solutions (ϕ 1 , ϕ 2 ) of the triangular system (19) with the following properties:
(1) ϕ i has the following leading behaviours:
(2) They satisfy the following dominance relation:
uniformly for all ε ∈ S with arg(ε) ∈ Θ.
Proof.
To prove (1), place the basepoint x * on the boundary of D. Note that moving the basepoint amounts to multiplication by a constant (depending on ε) which does not affect the Levelt exponent as x → 0. We need to show that for any δ > 0, the vector functions ϕ 1 , ϕ 2 have the property
which amounts to showing that
as x → 0. Since λ i = ν i + xµ i , the first two of these claims are obvious. For the third claim, we use the above vanishing lemma (Lemma 2.8), which says that |c 12 | |x|.
Since (ν 1 − ν 2 )/ε < 0 for all arg(ε) ∈ Θ, property (2) now follows as well. The second half of (1) is proved similarly.
Proposition 2.10
Let Λ be a generic and nonresonant formal normal form. Then any system A ∈ Syst(Λ) has an ordered basis of solutions {ψ 1 , ψ 2 } with the following properties:
(1) ψ i has the following leading behaviours:
where e 1 (x, ε) is a regular vector function on D × S, and e 2 (x, ε) is, up to terms involving x log(x), is also a regular vector function on D * × S, and e 1 , e 2 are linearly independent wherever e 2 is well-defined.
Proof.
By the Triangularisation Theorem (Theorem 2.6), A is regularly gauge equivalent to an upper triangular system Λ + U via a regular gauge transformation G. Let (ϕ 1 , ϕ 2 ) be an ordered basis of solutions of Λ + U guaranteed by Proposition 2.9. Define ψ i := Gϕ i . Since G is regular, the properties of ϕ 1 , ϕ 2 immediately imply the corresponding properties of ψ 1 , ψ 2 .
Proof of Theorem 2.7. By Proposition 2.10, the vector space V of solutions of A has a basis (ψ 1 , ψ 2 ) ordered by dominance as in (32). The 1-dimensional subspace L ⊂ V is spanned by the vector ψ 1 = ψ 1 (x, ε). For any fixed nonzero ε ∈ S with arg(ε) ∈ Θ, the specialisation
Another Point of View on the Levelt Filtration
We can shift our point of view on the Levelt filtration and consider, instead of the vector space of solutions V, the vector space C 2 on which the differential system A is defined in the first place. The problem is that elements of V have no meaning at the pole x = 0 (because the solutions are singular at x = 0), they have no meaning at ε = 0 or more precisely in the limit ε → 0 (because the solutions are singularly perturbed). The filtration also requires a choice of log(x) for the vector space V to be well-defined 2 The advantage of going to the vector space C 2 is that it is obviously well-defined both at x = 0 and ε = 0. The discussion in the previous section and especially the Vanishing Lemma (Lemma 2.8) imply the following result.
Proposition 2.11
Let Λ be a generic and nonresonant formal normal form, and suppose A ∈ Syst(Λ) is a system defined over a standard domain D × S. There exists an ordered pair of linearly independent 2-dimensional vector functions (e 1 , e 2 ), where e i = e i (x, ε) with the following properties: exist uniformly for ε ∈ S 0 and x ∈ D 0 respectively.
The vector e i,0 * (ε) is regular on S 0 , and it is an eigenvector of the residue matrix A 0 (ε) with eigenvalue ρ i (ε).
(5) The vector e i, * 0 (x) is holomorphic on D 0 , and it is an eigenvector of the matrix lim ε→0 A(x, ε) with eigenvalue η i (x).
(6) The vectors e i satisfy the differential equation
We conclude by restating this corollary in terms of filtrations on C 2 .
Theorem 2.12
Let Λ be a generic and nonresonant formal normal form, and suppose (1) There is a generator e 2 ∈ L , which is a regular vector function defined on D 0 ×S 0 , and which satisfies the differential equation
(2) The vector space lim 
An Asymptotic Implicit Function Lemma
The following lemma can be seen as an asymptotic version of the Implicit Function Theorem, proved in a very special case that is sufficient for our purposes. Its proof can be seen as a simplified warm-up to the proof of the Main Asymptotic Existence Lemma (Lemma 3.2 and Lemma 3.3) which is the central technical result in this paper.
Lemma 3.1 (An Asymptotic Implicit-Function-Type Lemma)
Consider the following quadratic equation for s = s(ε):
where a, b, c are Gevrey function germs satisfying the following assumptions:
Then this quadratic equation has a unique Gevrey solution s. Moreover, s is asymptotically zero:
s 0 = 0.
Proof.
The strategy is to first solve (33) asymptotically, and then apply Borel resummation.
Asymptotic solution. So consider the formal quadratic equation
for a power series s(ε) ∈ C ε . Expanding (35) order-by-order in ε, we find a recursive tower of linear algebraic equations:
By assumption, b 0 = 0, so the leading-order equation forces s 0 = 0. Then the nextto-leading order equation simplifies to a 1 + b 0 s 1 = 0, which can therefore be solved for a unique s 1 . Similarly, the ε k -order equation (for k 1) can be solved uniquely for s k :
This completes the construction of s.
Gevrey regularity.
We claim that the power series s is in fact a Gevrey power series; i.e., s ∈ εG ε . By assumption, the asymptotic power series a, b, c are Gevrey, so there exist constants A, B > 0 such that for all k,
Let A 0 > 0 be such that 1/b 0 A 0 . In order to prove this claim, we need to show that there exist constants C, M > 0 such that
We will demonstrate this in two steps. First, we will recursively construct a sequence (M k ) ∞ k=0 of positive real numbers such that, for all k,
We will then show that there exist C, M > 0 such that M k CM k for all k.
First, since s 0 = 0, we can take M 0 := 0. Next, since s 1 = −a 1 /b 0 , we can take
We use (36) to choose M k :
Here, we used the fact that i!j! (i + j)!. We can therefore take
To see that M k CM k for some C, M > 0, we argue as follows. Consider the following power series in an abstract variable t:
Notice that q(t) is a convergent power series; we will show that in fact so is p(t). By directly substituting and comparing the coefficients of t k , one can verify that these power series satisfy the following equation
Now, consider the following holomorphic function in two variables (p, t):
It has the following properties:
Thus, by the Holomorphic Implicit Function Theorem, there exists a holomorphic function P (t) near t = 0 which satisfies F P (t), t) = 0 and p(t) is its power series expansion at t = 0. Thus, p(t) ∈ C{t}, and hence its coefficients grow at most exponentially: there are constants C, M > 0 such that M k CM k . This completes the proof that s ∈ εG ε .
Borel transform.
Let a * , b * , c * , s * ∈ ε 2 G ε be such that
Substituting these expressions into the asymptotic equation (35) and using the fact that s 1 satisfies the next-to-leading order equation a 1 + b 0 s 1 = 0, we deduce that the formal power series S satisfies a quadratic equation of the form:
where u 1 , u 2 ∈ C are constant and A 0 , A 1 , A 2 ∈ εG ε are given explicitly by 3
The power series A 0 , A 1 , A 2 are the Gevrey asymptotic expansions of the corresponding Gevrey functions A 0 , A 1 , A 2 which are defined by the same formulas as above but without the hats.
We now apply the formal Borel transform B : εG ε → C{ξ}. To this end, introduce the following notation:
Thus, σ, α 0 , α 1 , α 2 ∈ C{ξ}. Moreover, σ(0) = 0 since S ∈ ε 2 G ε . By Nevanlinna's Theorem [Nev18, LR16, Sok80] , for any direction θ ∈ Θ, each germ α i admits an analytic continuation α i to an open neighbourhood Σ of the real ray in C ξ in the direction arg(ξ) = θ and whose Laplace transform in the direction θ is precisely A i :
Moreover, using the properties of the Borel transform, we find that the germ σ satisfies, near ξ = 0, the following differential equation:
Our task now is to find a holomorphic solution of this differential equation on the neighbourhood Σ, and then apply the Laplace transform.
The Fundamental Estimate.
Thanks to (44), the holomorphic functions α 0 , α 1 , α 2 defined on Σ satisfy the following exponential estimates: there exist constants M, L > 0 such that
Claim 1
The differential equation (45) has a unique solution σ = σ(ξ), holomorphic on Σ, with the following properties:
(1) σ is the analytic continuation of σ to Σ;
(2) σ satisfies the following exponential estimate: there exist constants
First, notice that if such σ exists, then its uniqueness follows from (1). To construct σ, we first rewrite the differential equation (45) as the following equivalent integral equation:
5. Method of successive approximations. We construct σ using the method of successive approximations: we define a sequence of holomorphic functions (σ n ) ∞ n=0 on Σ by
and more generally for n 3 by
The first few terms of this sequence are
We claim that the following infinite series is the desired unique solution of (45):
Note that assuming that σ(ξ) is uniformly convergent on Σ, then direct substitution shows that it satisfies the integral equation (48) (see §A.2 for details). Our strategy to show that the series σ is uniformly convergent on Σ (and hence defines a holomorphic function) is as follows. We will first construct a sequence of positive real numbers (M n ) ∞ n=0 such that
where L is from (46). We will then show that there exist constants C, K > 0 such that
Then (52) and (53) together imply
which proves uniform convergence and establishes the exponential estimate (47) with C 1 := C and C 2 := K + L.
To construct the desired sequence (M n ) ∞ n=0 , we start by taking M 0 := 0. Next, using the fundamental estimate (46) and also Lemma A.4, we find
Thus, we can take M 1 := M . Now, assume that we have constructed the numbers M 0 , . . . , M n−1 such that σ 0 , . . . , σ n−1 satisfy the bound
Then, using the fundamental estimate (46), in conjunction with Lemma A.4 and Lemma A.6, we find:
(∀ξ ∈ Σ)
Using these estimates, we therefore find:
(55) Thus, we have constructed a sequence (M n ) ∞ n=0 satisfying (52). To see that each M n satisfies (52), we argue as follows. Consider the following power series in an abstract variable t:
Notice that p(0) = 0 and that it satisfies the following equation:
which can be readily verified by expanding and comparing coefficients using (55). Now, consider the following holomorphic function in two variables (p, t):
Thus, by the Holomorphic Implicit Function Theorem, there exists a holomorphic function P (t) near t = 0 which satisfies F P (t), t) = 0 and p(t) is its power series expansion at t = 0. Thus, p(t) ∈ C{t}, and hence its coefficients grow at most exponentially: there are constants C, K > 0 such that M n CK n .
The only thing left to finish in the proof of this claim is to show that σ coincides with σ near ξ = 0. We demonstrate this by showing that σ is the Taylor series of σ at ξ = 0. First, σ(0) = σ(0) = 0, and moreover both satisfy the differential equation (45) near ξ = 0, so for every n 1,
so they satisfy the same recursion with the same initial condition. Therefore, they must coincide. This shows that σ ∈ C{ξ} is in fact the Taylor series of σ at ξ = 0.
Laplace transform.
We now apply the Laplace transform L θ to σ in the direction θ:
is a well-defined holomorphic function on the subsector S ⊂ S of radius given by |ε| < 1/C 2 . Finally, the Gevrey function s(ε) := εs 1 +s * (ε) has the desired properties. This completes the proof of Lemma 3.1.
§3.2 Formal Existence Lemma Lemma 3.2 (Formal Existence Lemma)
Consider the following formal differential equation:
where a, b, c are regular formal ε-series with coefficients which are convergent power
Then the differential equation (56) has a unique solution s = s(x, ε) which is a regular formal ε-series with coefficients which are convergent power series in x. Moreover, s has the following properties: s 0 (x) = 0 and s 1 (0) = 0.
Proof.
Let D ⊂ C x be a disc centered at x = 0 such that the power series a k (x), b k (x), c k (x) converge on D for all k 0, and also small enough such that b 0 (x) = 0 for all x in the closure D. Expanding (56) order-by-order in ε, we find a recursive tower of linear algebraic equations:
Thanks to (57), the leading-order equation forces s 0 = 0. Then the next-to-leading order equation simplifies to 0 = a 1 + b 0 s 1 , which can therefore be solved for a holomorphic function s 1 = s 1 (x) on D uniquely. Similarly, the ε k -order equation (for k 1) can be solved uniquely for a holomorphic s k = s k (x) function on D:
This shows existence and uniqueness of s which satisfies (56), so it remains to show regularity.
By assumption, the asymptotic power series a, b, c are regular ε-series, so there exist constants A, B > 0 such that for all x ∈ D and all k, we have the following bounds:
By assumption, D is sufficiently small that there is a constant A 0 > 0 such that
To prove this claim, we need to show that there exist constants C, M > 0 such that
for all x ∈ D. We will demonstrate this in two steps. First, we will recursively construct a sequence (M k ) ∞ k=0 of positive real numbers such that
for all x ∈ D. We will then show that there exist constants C, M > 0 such that
Thus, by the Holomorphic Implicit Function Theorem, there exists a holomorphic function P (t) near t = 0 which satisfies F P (t), t) = 0 and p(t) is its power series expansion at t = 0. Thus, p(t) ∈ C{t}, and hence its coefficients grow at most exponentially: there are constants
An Asymptotic Existence Lemma Lemma 3.(Main Asymptotic Existence Lemma)
Consider the following singularly-perturbed nonlinear scalar differential equation:
where a, b, c ∈ R are regular function germs satisfying the following assumptions:
Re e iθ ρ < 0 for all θ ∈ Θ ,
where ρ := b 0 (0). Then this differential equation has a unique solution which is a regular function germ s = s(x, ε) ∈ R. Moreover, it has the following properties:
Proof.
The overarching proof technique is to first solve this differential equation asymptotically, and then apply Borel summation 4 .
Asymptotic solution.
The corresponding asymptotic differential equation
satisfies the hypotheses of Lemma 3.2, so let s be the unique solution which is a regular ε-series defined on a subdisc D ⊂ D. Let a * , b * , c * , s * be regular ε-series starting at order ε 2 , defined by
Note that a * , b * , c * are the asymptotic expansions of the regular functions a * , b * , c * defined by a = εa 1 + a * , b = b 0 + εb 1 + b * , c = εc 1 + c * . Substituting these expressions into the asymptotic differential equation (67) and using the fact that s 1 satisfies the next-to-leading order equation a 1 + b 0 s 1 = 0, we deduce that the regular ε-series s * satisfies a formal differential equation of the following form:
where the coefficients u i = u i (x) are holomorphic functions on D and the coefficients A i = A i (x, ε) are regular ε-series without a constant term and defined on D . Explicitly 5 , they are given by u 1 = b 1 , u 2 = c 1 , and
The series A 0 , A 1 , A 2 are the asymptotic expansions of the regular functions A 0 , u 1 , A 2 defined by the same formulas as (70) but without the hats. Thus, if we can show that there is a unique regular function s * = s * (x, ε) satisfying the differential equation
then we will have constructed the unique regular solution s of the original differential equation (63) by putting s := εs 1 + s * . We will construct the desired solution s * by applying the Borel summation to the solution s * of the formal differential equation (69).
Borel transform.
First, we apply the formal Borel transform B to (69). Let σ := B( s * ) and
Since the ε-series s * , A 0 , A 1 , A 2 are regular, their Borel transforms are convergent power series in the Borel variable ζ; thus, σ, α 0 , α 1 , α 2 ∈ C{x, ζ}. Since the ε-series s * starts at order ε 2 , it follows that σ(x, 0) = 0. Since A i is the asymptotic expansion of the regular function A i , it follows from Nevanlinna's Theorem [Nev18, LR16, Sok80] that for all θ ∈ Θ, the power series α i has analytic continuation to an open neighbourhood of the ray in the ζ-plane in the direction θ whose Laplace transform in the direction θ is A i . To be precise, (which we continue to denote by α i ) to an open neighbourhood of the ray in the ζ-plane in the direction θ and its
Using the properties of the Borel transform, we therefore find that σ satisfies the following partial differential equation:
3. Straightening out the local geometry. Fix a direction θ ∈ Θ. First, we change x to a new coordinate x = x(x) in which the holomorphic differential b 0 (x) dx /x takes its normal form ρ d x / x (recall that ρ = b 0 (0)). Specifically, x is any solution to the differential equation ρx
Notably, x(0) = 0. Under this coordinate change, the holomorphic germs σ, α i , u i ∈ C{x, ζ} define respectively holomorphic germs σ, α i , u i ∈ C{ x, ζ}. Let D ⊂ C x be a sufficiently small disc centred at the origin x = 0 such that σ, α i , u i are holomorphic on the closure D, and also such that b 0 ( x) = 0 for all x ∈ D. Let us furthermore rescale the coordinate x such that D is the unit disc. Next, we puncture the unit disc D at the origin and do a further change of coordinates on a universal cover D * of D * given by
Now, consider the level sets of the real-valued function Im z( x) , which we think of as being on the punctured unit disc D * itself rather than on its universal cover. Since w := Re(e iθ ρ) = 0, these level sets are logarithmic spirals limiting into the origin x = 0. We take a cut along the level set Im z( x) = πw , and denote by D the complement of this cut in a unit disc D. Then z( x) is a well-defined holomorphic single-valued function on D which is a biholomorphism onto its image. Since w < 0, the image z(D ) is a semi-infinite strip Ω := z Re(z) > 0 and − πw < Im(z) < πw . We define a biholomorphism Φ(x) := z x(x) from U := x −1 (D ) to Ω . The main advantage of changing coordinates this way is that the differential operator 1 b 0 (x) x∂ x in the new coordinate z becomes simply e −iθ ∂ z . Thus, if we take ξ := e −iθ ζ and let
then equation (73) becomes the following nonlinear PDE whose principal part has constant coefficients:
It is this equation that we will now solve explicitly.
Fundamental estimates.
The differential equation (75) has a solution τ = τ (z, ξ) which is a holomorphic germ at the origin in C ξ . We want to apply the Laplace transform, but in order to do so we must analytically continue τ to a neighbourhood of the positive real line in C ξ and this analytic continuation τ needs to have an appropriate exponential bound for the Laplace integral to make sense. To set things up, we define the following sets. For any sufficiently small δ > 0, let
In other words, we take a δ-open neighbourhood of the positive real axis R + in C ξ , and we shrink accordingly by δ the semi-infinite horizontal strip Ω. Now, define
Then, we have the following fundamental estimates: there exist constants M, L > 0 such that, uniformly on Ω δ ,
Note also that v i , β i are 2πwi-periodic in z.
Claim 1
The differential equation (75) has a unique solution τ = τ (z, y) with the following properties:
(1) τ is a holomorphic function on Ω δ ;
(2) τ is the analytic continuation of the holomorphic germ τ to Ω δ ; (3) τ satisfies the following exponential estimate: there are constants
Note that if such a solution τ exists, it is obviously unique by part (2). We now set out to construct τ explicitly.
Integral equation.
Because the principal part of the PDE (75) has constant coefficients, it is easy to rewrite it as an integral equation. Consider the biholomorphism given by
and its inverse (s, t)
Under this coordinate change, the differential operator ∂ z − ∂ ξ transforms into −∂ t , and so the lefthand side of (75) becomes −∂ t (F −1 ) * τ ), where (F −1 ) * τ (s, t) = τ F −1 (s, t) = τ (s − t, t). Integrating and using the fact that τ (z, 0) = 0, we get:
Written explicitly, the integral equation is
Note that convolution products are with respect to the second argument; i.e.,
Introduce the following notation: for any β = β(z, ξ),
Equation (77) can then be written more succinctly as:
6. Method of successive approximations. We will construct τ = τ (z, y) using the method of successive approximations. To this end, we define a sequence of holomorphic functions (τ n ) ∞ n=0 on Ω δ by τ 0 := 0 τ 1 := I(β 0 ) and for n 2 by
That the expression inside the brackets is a finite sum of holomorphic functions on Ω δ , so τ n is a holomorphic function on Ω δ . Notice also that since v i , β i are 2πwi-periodic in z, so is every τ n . Explicitly, the first few members of this sequence are:
Therefore, we can define
Now we show that the sequence (M n ) ∞ n=1 is exponentially bounded. Consider the power series
It satisfies the following algebraic equation:
which can be seen by expanding and comparing the coefficients using (82). Consider the holomorphic function f = f (p, t) of two variables, defined by
Thus, by the Holomorphic Implicit Function Theorem, there exists a function p(t), holomorphic at t = 0, satisfying p(0) = 0 and f p(t), t = 0 for all t sufficiently close to t = 0. Since p(0) = 0 and f p(t), t = 0 thanks to equation (83), the power series p(t) is simply the Taylor expansion of p(t). As a result, p(t) is in fact an element of the ring C{t} of convergent power series, which implies that its coefficients grow at most exponentially: there exist constants C 1 , C 2 > 0 such that
Thus, the series τ is uniformly convergent:
This inequality also shows that τ (z, ξ) has the desired exponential estimate on Ω δ . It remains to show that τ is the analytic continuation of τ . We just need to show that τ is the Taylor series of τ in ξ at ξ = 0. We demonstrate this by showing that, for all n 0, ∂
We use the integral equation (78). For n = 0, this follows immediately using the fact that τ (z, 0) = 0. For n 0, assume that
for all k = 0, . . . , n.
Then differentiating the integral equation (78) gives:
Note the general formula for the n-th derivative of the convolution product:
Therefore, the righthand side of (85) only contains terms which are derivatives of v i , β i and ∂ k ξ τ for k n. Hence, ∂ n+1 ξ
8. Laplace transform. Now, we are ready to apply the Laplace transform to the solution τ . Let
This is a regular function on Ω×S θ , where S θ is a sector with opening π and bisecting direction θ. Since we have assumed that Θ contains no resonant directions, we can choose a finite number directions θ 1 , . . . , θ k ∈ Θ such that S θ 1 ∪ · · · ∪ S θ k is covering for S 0 , and to construct solutions T θ 1 , . . . , T θ k each defined on Ω × S θ i . These solutions agree on overlaps S θ i ∩ S θ i+1 , hence define a solution T (z, ε) on Ω × S 0 . Changing coordinates back to (x, ε), we obtain a function s * = s * (x, ε) on D 0 × S 0 satisfying equation (71). This completes the proof of Lemma 3.3.
Appendices §A.1 Some Useful Estimates
Here we collect some simple estimates that we use in the proof of the asymptotic existence lemma. Their proofs are straightforward, but for completeness we supply them here anyway.
Lemma A.4
For any R 0, any L 0, and any nonnegative integer n, R 0 r n n! e Lr dr R n+1 (n + 1)! e LR .
Proof.
Define a function f (R) := R n+1 (n + 1)! e LR − R 0 r n n! e Lr , which is the difference between the righthand side and the lefthand side of the inequality we want to prove. So the lemma is equivalent to proving that f (R) 0 for all R 0. Notice that for all R > 0, f (R) = LR n+1 (n + 1)! e LR > 0 , so f is an increasing function. The lemma follows from the fact that f (0) = 0. This formula is an instance of the relationship between the gamma and the beta functions, but it can be justified in the following elementary way.
Straightforward integration gives the formula In this appendix subsection, we check explicitly that σ defined by (51) satisfies the integral equation (48), assuming σ is uniformly convergent. One way to do this calculation is as follows. First, note the formula for the convolution product of infinite sums: In this appendix subsection, we give a proof of the Vanishing Lemma (Lemma 2.8).
Notice that although the functions f ij depend on the choice of x * , the expression f ij (x, ε)f ji (t, ε) is independent of it, because This makes it clear that it is possible to choose C such that c 12 is independent of x * , and that this specifies C uniquely.
We are free to choose the basepoint x * without affecting c 12 : we place x * on the boundary of D 0 . For every x ∈ U 0 , there is a phase θ = θ(x) such that the trajectory eminating from x * hits x. We integrate along this trajectory. Let r = r(t) := Φ 12 (t, ε) − Φ 12 (x, ε) e −iθ .
Then r is real and positive and satisfies r = Φ 12 (t, ε) − Φ 12 (x, ε) . Furthermore, ∂ t Φ 12 (t, ε) is nonvanishing on D 0 , so ∂ t Φ 12 (t, ε) is bounded below by a constant. Thus, we find c 12 (x, ε) r=0 e r/|ε| dr = |ε| .
