PageRank is a well-known algorithm for measuring centrality in networks. It was originally proposed by Google for ranking pages in the World-Wide Web. One of the intriguing empirical properties of PageRank is the so-called 'power-law hypothesis': in a scale-free network the PageRank scores follow a power law with the same exponent as the (in-)degrees. Up to date, this hypothesis has been confirmed empirically and in several specific random graphs models. In contrast, this paper does not focus on one random graph model but investigates the existence of an asymptotic PageRank distribution, when the graph size goes to infinity, using local weak convergence. This may help to identify general network structures in which the power-law hypothesis holds. We start from the definition of local weak convergence for sequences of (random) undirected graphs, and extend this notion to directed graphs. To this end, we define an exploration process in the directed setting that keeps track of in-and out-degrees of vertices. Then we use this to prove the existence of an asymptotic PageRank distribution. As a result, the limiting distribution of PageRank can be computed directly as a function of the limiting object. We apply our results to the directed configuration model and continuous-time branching processes trees, as well as preferential attachment models.
Introduction and main results
1.1 Definition of PageRank. PageRank, first introduced in [46] , is an algorithm that generates a centrality measure on finite graphs. Originally introduced to rank World-Wide Web pages, PageRank has a wide range of applications including citation analysis [22, 44, 50] , community detection [4] or social networks analysis [11, 51] .
Consider a finite directed (multi-)graph G of size n. We write [n] = {1, . . . , n}. Let e j,i be the number of directed edges from j to i. Denote the in-degree of vertex i ∈ [n] by d . Fix a parameter c ∈ (0, 1), which is called the damping factor, or teleportation parameter. PageRank is the unique vector π(n) = (π 1 (n), . . . , π n (n)) that satisfies, for every i ∈ [n], π i (n) = c j∈ [n] e j,i d PageRank has the natural interpretation as the invariant measure of a random walk with restarts on G. With probability c the random walk takes a simple random walk step on G, while with probability (1 − c) it moves to a uniformly chosen vertex. Here by simple random walk we mean the random walk that chooses, at every step, an outgoing edge from the current position uniformly at random. When d (out) j > 0 for all j ∈ [n], then the invariant measure of this random walk is given exactly by (1.1). The interpretation is easily extended to the case when some vertices j have d (out) j = 0 by introducing a random jump from such vertices; in this case the stationary distribution will be the solution of (1.1) renormalized to sum up to one [41] . In this paper we consider the graph-normalized version of PageRank, which is the vector defined as R(n) = nπ(n). We call both the algorithm and the vector R(n) PageRank, the meaning will always be clear from the context. The graph-normalized version of (1.1) is the unique solution R(n) to R i (n) = c j∈ [n] e j,i d
PageRank has numerous generalizations. For example, after a random jump, the random walk might not restart from a uniformly chosen vertex, but rather choose vertex i with probability b i , where This generalized version of PageRank is sometimes called topic-sensitive [35] or personalized. We note that the term personalized PageRank often refers to the case when the vector b = (b 1 , . . . , b n ) has one of its coordinates equal to 1, and the rest equal to zero, so that the random walk always restarts from the same vertex. One can generalize further, e.g., allow the probability c to be random as well. The literature [20, 40, 42, 49] usually studies the following graph-normalized equation: 4) where (A i ) i∈ [n] and (B i ) i∈ [n] are values assigned to the vertices in the graph. In this paper, for simplicity of the argument, we will focus on the basic model (1.2) and then, in Section 5, extend the results to the more general model (1.4) with
, where C j 's are random variables bounded by c < 1, and (B i ) i∈ [n] are i.i.d. across vertices. 
Organic Chemistry
Graph-normalized PageRank Citation distribution figure 1: Citation networks from Web of Science. Citation networks can be seen as directed graphs where references are directed edges. We considered papers from Astrophysics (left) and Organic Chemistry (right). The two loglog scale plots show two different distributions each. The blue data represent the tail distribution of the in-degree (so number of citations) of a uniformly chosen vertex. The red data represents the tail distribution of the graph-normalized PageRank of a uniform vertex. Notice that, in both cases, the two distributions show a remarkably similar power-law exponent.
1.2 Power-law hypothesis for PageRank. It has been observed [43, 47] that in real-world networks with power-law (in-)degree distributions, PageRank follows a power-law with the same exponent. Figure 1 illustrates this phenomenon in citation networks. Empirical studies suggest that the power-law hypothesis holds rather generally. However, proving this appears to be challenging. Some progress has been made in [9] for the average PageRank in a Preferential Attachment model. In a series of papers [43, 49] , the result was proved provided that PageRank satisfies a branching-type of recursion. Then, in fact, a network is modeled as a branching process, with independent labels representing out-degrees. The full proof has been obtained in [20] for the directed configuration model and recently in [42] for directed generalized random graphs. The motivation of this paper is in finding general conditions for the existence of an asymptotic PageRank distribution. We prove the convergence (in some sense) of PageRank for a large class of models. Our results also shed light on the power-law hypothesis. Indeed, when the limit is a branching tree, this directly implies the power-law hypothesis, based on the above mentioned results in the literature. When the limit is different, e.g., the tree generated by a continuous-time branching process, proving the power-law hypothesis remains an open problem. Our results imply however that it is sufficient to study PageRank on the limiting object, which hopefully is simpler since the graph-size asymptotics no longer interfere.
1.3 Overview of the paper. In Section 2 we explain our general methodology and the main ideas behind the proofs and the results. In Section 2.1 we introduce the notion of local weak convergence, which is crucial in our approach, and explain how we extend it to directed graphs. Section 2.2 describes the major steps in proving weak convergence for PageRank. In Section 2.3 we present three examples that illustrate our results: directed configuration models (DCMs) (and the extension to directed inhomogeneous random graphs), continuous-time branching processes (CTBPs), and (directed) preferential attachment models (DPAs). In Section 2.4, we list some open problems.
Sections 3 -6 contain formal proofs. In Section 3 we explain local weak convergence for undirected graph sequences (Section 3.1) and introduce our construction for directed graph sequences (Section 3.2), which is taylored to our PageRank application. In section 5 we study generalized PageRank. In Section 4 we formally prove the main result. The three examples, DCM (and Inhomogeneous random graphs), CTBPs and DPA, are analyzed, respectively, in Sections 6.1 (and 6.2), 6.3 and 6.4.
Main result and methodology
Note that for any deterministic graph, PageRank is a deterministic vector. We are interested in the PageRank associated to random graphs. In particular, we want to investigate the asymptotic behavior of the PageRank value of a uniformly chosen vertex V n , as the size of the graph grows. In this case we have two sources of randomness: the choice of the vertex and the randomness of the graph itself. Our main result shows that, for a nice enough sequence of directed graphs (G n ) n∈N , R Vn (n) converges in distribution to a limiting random variable: Theorem 2.1 (Existence of asymptotic PageRank distribution). Consider a sequence of directed random graphs (G n ) n∈N . Then, the following hold:
(1) If G n converges in distribution in the local weak sense, then there exists a limiting distribution
(2) If G n converges in probability in the local weak sense, then there exists a limiting distribution R ∅ , with E[R ∅ ] ≤ 1, such that, for every r > 0,
Theorem 2.1 establishes that, whenever a sequence of directed random graphs converges in the local weak sense, then the distribution R Vn (n) admits a limit in distribution, R ∅ . This limit has the interpretation of PageRank on the (possibly infinite) limiting graph. Theorem 2.1 can be extended to personalized PageRank defined in (1.4) under additional conditions on the random variables (A i ) i∈N and (B i ) i∈N . The precise formulation, that requires more notation, is given in Theorem 5.1.
Remark 2.2 (Stochastic lower bound for PageRank). Theorem 2.1 gives a rough lower bond on the tail of the asymptotic PageRank distribution for a graph sequence. In simple words, we can write
where ∅ is a vertex called root in the local weak limit of the graph sequence (
∅ is the graph limiting in-degree distribution, and m (out) i represent the out-degree in the LW limit. All the notation in (2.1) is introduced in Sections 3.2 and 4. In particular, (2.1) implies that R ∅ > 1 − c a.s.. Since m (out) represents the limiting out-degree distribution, it follows that, if (G n ) n∈N has out-degrees uniformly bounded by a constant A < ∞,
As a consequence, if the limiting in-degree distribution obeys a power law, then the tail of the distribution R ∅ is bounded from below by a multiple of the tail of the in-degree. This establishes a power-law lower bound for R ∅ . This is a partial solution of the power-law hypothesis mentioned in Section 1.2.
We next explain the ingredient of our main result, which is local weak convergence.
2.1 Local weak convergence for directed graphs. Local weak (LW) convergence is a concept that was first introduced in [2, 3, 13] for undirected graphs. In this framework, a sequence of undirected random graphs, under relatively weak conditions, converges to a (possibly random) rooted graph, i.e., a graph where one of the vertices is labeled as root. In simple words, the limiting graph resembles the neighborhood of a typical vertex in the graph sequence. This methodology has been shown to be useful to investigate local properties of a graph sequence -the properties that depend on the local neighborhood of vertices. In the literature, limits of different types of random graphs have been investigated (Aldous and Steele give a survey in [2] ). Grimmett [34] obtained the LW limit for the uniform random tree. Generalized random graphs [16, 23, 24, 30] also converge in the LW sense under some regularity conditions on the weight distribution. Convergence of undirected configuration model is proved in [37, Chapter 2] . In many random graph contexts, the LW limit is a branching process, and LW convergence provides a method to compare neighborhoods in random graphs to branching processes.
A recent work by Berger et al. [14] investigates the LW limit for preferential attachment models, in the case of fixed number of edges and no self-loops allowed. In particular, their proof covers the case of a power-law distribution with exponent τ ≥ 3. Dereich and Morters [26, 27, 28] establish the LW limit in the case of preferential attachment models with conditionally independent edges.
In the local weak convergence setting, a sequence of graphs (G n ) n∈N converges to a (possibly) random rooted graph (G, ∅) that is a rooted graph. Here ∅ ∈ V (G) denotes the root.
Heuristically, G n → (G, ∅) in the LW sense when the law of the neighborhood of a typical vertex in G n converges to the law of the neighborhood of the root in G. We give now an intuitive formulation of this concept (for a precise definition, see Section 3.1). For a vertex i in a graph G n , denote the neighborhood of i up to distance k by U ≤k (i). Then, for a random rooted graph (G, ∅), we say that G n → G if, for any finite rooted graph (H, y), and any k ∈ N,
where 1{·} is an indicator of event {·}, and U ≤k (∅) is the k-neighborhood of ∅ in G. The event {U ≤k (i) ∼ = (H, y)} means that the k neighborhood of i is structured as (H, y) , ignoring the precise labeling of the vertices. Notice that the left-hand term in (2.2) is just the probability that the k-neighborhood of a uniformly chosen vertex in G n is structured as (H, y).
(2.2) is formulated for a deterministic graph sequence (G n ) n∈N . When (G n ) n∈N is a sequence of random graphs, the left-hand term in (2.2) is a random variable. In this case there are different modes of convergence, as stated in Definition 3.6. For example, we say that G n → (G, ∅) in probability if, for any finite rooted graph (H, y), and any k ∈ N,
In Section 3.2 we will extend the definition of LW convergence to directed graphs. Here we introduce the main ideas behind the construction.
The major problem in the construction is that the exploration of neighborhoods is not uniquely defined in directed graphs. Indeed, in the exploration process (rigorous definition is given in Definition 3.10), motivated by the PageRank problem, we naturally explore directed edges only in their opposite direction. In other words, a directed edge (j, i) is only explored from i to j. Clearly, since edges are not explored in both directions, starting from the root we might not be able to explore all the graph. Heuristically, from the point of view of the root ∅, only part of the graph has influence on the incoming neighborhood of ∅. This is very different from the undirected case, where the exploration process continues until the entire graph is explored (when the graph is connected). We resolve this by introducing so-called marks to track the explored and not-explored out-edges in the graph. The precise definition of LW convergence in directed graphs is given in Section 3.2.
We point out that our construction is one of many possible ways to define LW convergence for directed graphs. For instance, Aldous and Steele [3] allow edge weights. This might be sufficient to define an inclusion of directed graphs in the space of undirected graphs with edge weights, and use the notion for undirected graphs to define an exploration process for directed graphs. The advantage of our construction is that it requires the minimum amount of information, sufficient to prove the convergence of PageRank, which is the main problem we aim to resolve. Definition 3.11 below, together with Remark 3.12, gives a criterion for the convergence of a sequence of directed random graphs, that can be presented as marked graphs by just assigning marks equal to out-degrees. The precise formulation requires heavy notation that we have not introduced yet, therefore we do not state it here.
The advantage of having a LW limit (G, ∅) is that a whole family of local properties of the graph sequence can pass to the limit, and the limit is given by a local property of (G, ∅) itself. More precisely, in the construction of LW convergence, one defines a distance between (marked directed) rooted graphs (see Defintion 3.3). Then, any function f from the space of rooted graphs to R that is bounded and continuous with respect to the distance function can pass to the limit, i.e., for V n a uniformly chosen vertex in G n ,
This can be rather useful in understanding the asymptotic behavior of local properties of a graph sequence. As a toy example, in the undirected setting, take the function f (G, ∅) = 1{d ∅ = k}. It is easy to show, using Definition 3.3, that f is a continuous function. Assume that a sequence of local weak convergence for pagerank graphs G n → (G, ∅) locally weakly, where (G, ∅) is random rooted graph. Then, for every n ∈ N,
i.e., f evaluated on a random root is just the probability that a uniformly chosen vertex has degree k. As a consequence, the sequence (G n ) n∈N has a limiting degree distribution given by
where ∅ is the root of G. Other examples of continuous functions in the undirected setting are the nearest-neighbor average degree of a uniform vertex, the finite-distance neighborhood of a uniform vertex and the average pressure per particle in the Ising model. In our directed setting, it follows that, if
∅ ), where M (G) is the set of marks of the limiting graph, (m
Vn ) are the mark and the in-degree of a uniformly chosen vertex V n , and (m
∅ ) are the mark and the in-degree of the root ∅ in the limiting directed graph G. The notation m (out) hints on the relation between marks and outdegrees. When marks are assigned that are equal to the out-degree, this implies the convergence of the in-and out-degree of a uniformly chosen vertex. One of the surprises in our version of LW convergence is that in the limiting graph, the mark of the root m 
∅
is not necessarily equal to the out-degree of the root.
2.2 Application of LW convergence to PageRank. The proof of Theorem 2.1 is given in Section 4. Here we describe the structure of the proof, explaining why the LW convergence for directed graphs is useful. Schematically, the structure of our proof of Theorem 2.1 is presented in Figure 2 . The implication (A), denoted by the dashed red arrow, is the one we aim to prove. We split it in three steps (a), (b), (c), denoted by the solid black arrows. We will now explain each step.
figure 2: Structure of the proof of Theorem 2.1. The (A) convergence is what we are after, the convergence in distribution of R Vn (n) to a limiting random variable. To prove that, we need the three different steps (a), (b), (c) given by the other arrows.
Step (a): Finite approximations. It is well known [4, 9, 15, 20] that PageRank can be written as
where path i (k) is the set of directed paths of k steps that end at i. In other words, R i (n) is a weighted sum of all the directed paths that end at i. In particular, we can write finite approximations for PageRank as
where now the sum is taken over all paths of length at most N ∈ N. We use the sequence of finite approximations R (N ) Vn (n) n∈N to estimate the PagreRank of a random vertex with exponentially small precision by its finite approximations. We prove that, for any ε > 0,
Notice that the bound is independent of the graph size that we consider. This bound is true for any directed graph of any size, so it does not require any assumption on the graph sequence.
Step ( Vn > r} is a continuous and bounded function on marked directed rooted graphs, therefore we can pass to the limit for any N ∈ N. It follows that
where in the last term ∅ is the root of the limiting random marked directed rooted graph (G, ∅, M (G)). As a consequence, every term of the sequence (R (N ) Vn (n)) n∈N converges in distribution. Notice that similar arguments apply for Theorem 2.1(b).
Step (c): Finite approximations on the limiting graph. On the limiting random marked directed rooted graph (G, ∅, M (G)), the sequence (R (N ) ∅ ) N ∈N is a monotonically increasing sequence of random variables. Therefore, there exists an almost sure limiting random variable R ∅ . Using the fact that (G, ∅, M (G)) is a local weak limit of a sequence of random directed graphs, and
Remark 2.3. We emphasize that the above strategy is meant just to give the intuition behind the proof. In particular, in the proof it is necessary to be careful and specify with respect to which randomness we take expectations. In fact, when we consider local weak convergence of random graphs, we have two sources of randomness: the choice of the root and the randomness of the graphs. All these are made rigorous in Section 4.
Examples.
We consider examples of directed random graphs, for which we prove LWC and find the limiting random graph. Thus, PageRank in these models converges to PageRank on the limiting graph. The following theorem makes this precise for several random graph models that have been studied in the literature. For precise definitions of the models, as well as the proof, we refer to Section 6.
Theorem 2.4 (Examples of convergence).
The following models converge in the directed local weak sense:
(1) the directed configuration model converges in probability; (2) the continuous-time branching processes converge almost surely; (3) the directed preferential attachment model converges in probability.
As a consequence, for these models there exists a limiting PageRank distribution, and the convergence holds as specified.
Remark 2.5 (Power-law lower bound). The directed preferential attachment model and continuoustime branching processes both have constant out-degree. Therefore, they satisfy the condition in Remark 2.2. Thus, their limiting PageRank distributions are stochastically bounded from below by a multiple of the limiting in-degree distributions. The directed configuration model satisfies Remark 2.2 whenever the out-degree distribution has bounded support.
The proof of Theorem 2.4 is divided into three propositions, respectively Proposition 6.2 for directed configuration model, Proposition 6.6 for continuous-time branching processes and Proposition 6.10 for directed preferential attachment model.
Open problems.
Extension to exploration of outgoing edges. In this paper we extend the definition of local weak convergence to directed graphs. Moved by the interest in PageRank algorithms on random graphs, we build our definition on the exploration of incoming edges in their opposite direction, i.e., an edge (i, j) is explored from i to j. The outgoing edges are considered as marks and we do not explore them. In the same way, it is possible to define the exploration process according to the natural direction of the edges. In this case, we consider outgoing neighborhoods instead. The definition of LW convergence would just be a consequence of symmetry. This second interpretation might be useful, for instance, in the study of diffusion processes on graphs, such as epidemic spread. An interesting and more complex extension would be to explore the incoming and outgoing neighborhoods at the same time.
PageRank on limiting graphs. We are able to prove that, under relatively general assumptions, a sequence of random directed graphs admits a limiting distribution for the PageRank of a uniformly chosen vertex. In this way, we have moved the analysis of a graph's PageRank distribution from a whole sequence of graphs to a single (possibly infinite) rooted directed marked graph. Note that we prove the existence of such distribution, but we do not always have a convenient description of it. It will be interesting to investigate the behavior of this limiting distribution. In particular, it is interesting to investigate the conditions under which the rank of the root in the limiting graph shows a power-law tail, and thus confirm the power-law hypothesis.
The remainder of the paper provides formal proofs of what has been discussed above.
Local weak convergence
3.1 Preliminaries: LWC of undirected graphs. We present the definition of LWC for undirected graphs first, since the construction for directed graphs is similar. We start by defining what a rooted graph is: Definition 3.1 (Rooted graph). Let G be a locally finite graph with vertex set V (G) (finite or countable), and edge set E(G). Fix a vertex ∅ ∈ G and call it the root. The pair (G, ∅) is called a rooted graph.
We are not interested in the labeling of the vertices, but only in the graph structure. For this, we define isomorphisms between rooted graphs as follows:
We write (G, ∅) ∼ = (G , ∅ ) to denote that (G, ∅) and (G , ∅ ) are isomorphic rooted graphs.
Denote the space of all rooted graphs (up to isomorphisms) by G . Formally, G is the quotient space of the set of all locally finite rooted graphs with respect to the equivalence relation given by isomorphisms.
For a rooted graph (G, ∅) ∈ G , we let U ≤k (∅) denote the subgraph of G of all vertices at graph distance at most k away from ∅. Formally, this means that
We call U ≤k (∅) the k-neighborhood around ∅. We use this notion to define the distance between two rooted graphs:
is called the local distance on the space of rooted graphs G .
It is possible to prove that d loc is an actual distance on the space of rooted graphs. In particular, the space (G , d loc ) is a Polish space (see [31, Appendix A] for the proof for an equivalent definition of a distance). The function d loc measures how distant two rooted graphs are from the point of view of the root. In many graphs though, there is no vertex that can be naturally chosen as a root, for instance in configuration models or Erdős-Rényi random graph. For this reason, it is useful to choose the root at random. Define, for any graph G,
Given a graph G of size n, P(G) is a probability measure that assigns the root uniformly at random among the n vertices. When we consider a sequence of graphs (G n ) n∈N , we denote P(G n ) simply by P n . With this notion, we are ready to define LWC for undirected deterministic graphs:
Definition 3.4 (Local weak convergence). Consider a deterministic sequence of locally finite graphs (G n ) n∈N . We say that (G n ) n∈N converges in the local weak sense to a (possibly) random element (G, ∅) of G with law P, if, for any bounded continuous function f : G → R,
where E Pn and E P denote the expectation with respect to P n and P, respectively.
In particular, this means that the probability converges over open sets of the topology. Fix (H, y) finite, then
Elements in this open ball are determined by the neighborhood of the root up to distance 1/R . As a consequence, the probability P n of the ball B R (h, y) is given by
This implies that it suffices to look at the local structure of the neighborhood of a typical vertex to obtain the probability P n of any open ball. We now state a criterion for a sequence of deterministic graphs to converge in the LW sense as in Definition 3.4:
local weak convergence for pagerank Theorem 3.5 (Criterion for local weak convergence). Let (G n ) n∈N be a sequence of graphs. Then G n converges in the local weak sense to (G, ∅) with law P when, for every finite rooted graph (H, y),
The proof Theorem 3.5 can be found in [37, Section 1.4]. Notice that for (H, y) ∈ G , the functions 1{U ≤k (∅) ∼ = (H, y)} are continuous with respect to the local weak topology and uniquely identify the limit. So far we have considered sequences of deterministic graphs. Whenever we consider a random graph G n , we have two source of randomness. First, we have the randomness of the choice of the root, and then the randomness of the graph itself. For this reason, it is necessary to specify the randomness we take expectation with respect to, giving rise to different ways of convergence. We specify this in the following definition: Definition 3.6 (Local weak convergence). Consider a sequence of random graphs (G n ) n∈N , and a probability P on G . Denote by P n the probability associated to G n as in (3.1).
(1) We say that G n converges in distribution in the local weak sense to P if, for any bounded continuous function f :
(2) We say that G n converges in probability in the local weak sense to P if, for any bounded continuous function f : G → R,
We say that G n converges almost surely in the local weak sense to P if, for any bounded continuous function f : G → R,
Notice that the left-hand term in (3.5) is a random variable, while the right-hand side is deterministic. In fact, (3.5) implies (3.4), but the opposite is not true. Similarly, (3.6) implies (3.5) .
Similarly to Theorem 3.5, we can give a criterion for the convergence of a sequence of random graphs:
Theorem 3.7 (Criterion for local weak convergence of random graphs). Let (G n ) n∈N be a sequence random graphs. Let (G, ∅) be a random variable on G having law P. Then, G n converges to (G, ∅) in distribution (in probability, almost surely) if (3.4) ( (3.5), (3.6), respectively) holds for every function of the type 1{U ≤k (∅) ∼ = (H, y)}, where k ∈ N and (H, y) is a finite element of G .
The proof of Theorem 3.7 follows immediately from Theorem 3.5.
Directed graphs.
The construction of local weak convergence for directed graphs is similar to the undirected case. It is necessary though to define an exploration process to construct the neighborhood of the root and keep track of in-and out-degrees of vertices. To keep notation as simple as possible, we use the same notation as in Section 3.1, while here we refer to directed graphs. We start giving the definition of rooted marked directed graphs: Definition 3.8 (Rooted marked directed graph). Let G be a directed graph with vertex set V (G) and edge set E(G). Let ∅ ∈ V (G) be a vertex called the root. Assume that for every i ∈ V (G), the in-degree d 
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To simplify notation in Definition 3.8, we will specify the marks only when necessary. In simple words, a rooted marked directed graph is a locally finite directed graph where one of the vertices is marked as root, and to every vertex we assign a mark, which is larger than the out-degree of the vertex. If m
we keep i intact, and if m
outgoing arrows pointing nowhere. This is illustrated in Figure 3 . We call a directed graph with marks, without specifying the root, a marked graph. figure 3: Two examples of rooted marked directed graphs. The graph on the left is considered with marks equal to the out-degree, while in the example on the right we have assigned marks larger than the out-degree. The difference between the mark and the out-degree of a vertex can be visualized as the number of arrows starting at the vertex and pointing nowhere.
Every directed graph can be seen as a rooted marked directed graph, with marks equal to the out-degrees and a root picked from the set of vertices. In what follows, sometimes we specify the marks, and sometimes we specify the out-degree and the number of edges pointing nowhere.
As in the undirected case, we are not interested in the precise labeling of the vertices. This leads us to define the notion of isomorphism, including the presence of marks: Definition 3.9 (Isomorphism of rooted marked directed graphs). Two rooted marked directed graphs (G, ∅, M (G)) and (G , ∅ , M (G )) are isomorphic if and only if there exists a bijection γ :
Denote the space of rooted marked directed graphs by G , which is again a quotient space with respect to the equivalence given by isomorphisms. We now define the exploration process that identifies the neighborhood of the root, see Figure 4 for an example. 
for k = 0, U ≤k (∅) is a graph with a single vertex ∅, no edges, and mark m ∅ ; for k > 0, consider ∅ as active, and proceed recursively as follows, for h = 1, . . . , k:
(1) for every vertex active at step h − 1, explore the incoming edges to the vertices in the opposite direction, finding the source of the edges; (2) label the vertices that were active to be explored, and label the vertices just found as active, but only if they were not already found in the exploration process; figure 4: Example of two root neighborhoods in the same graph above, where we have assigned marks equal to the out-degrees, with a different choice of the root. The root on the left is vertex 4, and vertex 3 on the right. We explore the root neighborhood up to the maximum possible distance. Notice that the graph is only partially explored in this example. to it, that is equal to the mark in the original graph (G, ∅, M (G)). In addition, draw every edge between two vertices that are already found in the exploration process; (4) if there are no more active vertices, then stop the process.
In this way we explore the incoming neighborhood of the root. As stated in Definition 3.10, we explore edges in the opposite direction: if (j, i) ∈ E(G) is a directed edge, then the exploration process goes from vertex i to vertex j. Notice that it is possible that we do not explore the entire graph in this process, because we do not explore edges in all directions. This is different to the undirected case, where, for k large enough, we always explore the entire graph (if connected).
We can define a local distance d loc on G as in Definition 3.3, but this time for rooted marked directed graphs, using Definitions 3.9 and 3.10. As in the undirected setting, the function d loc tells us up to what distance the neighborhoods of two roots in two different rooted marked directed graphs are isomorphic. However, in the directed setting the function d loc is not a metric on G , but it is a pseudonorm.
Note that d loc is positive by definition, and obviously symmetric. It is not hard to prove that it satisfies the triangle inequality. The reason that d loc is not a metric is that two rooted marked directed graphs can be at distance 0 without being isomorphic. This is due to the fact that the edges can be explored only in one direction, possibly leaving parts of the graph unexplored, as mentioned above. If the explorable parts or incoming neighborhoods of two graphs from the roots are isomorphic, then the two rooted marked directed graphs are at distance zero, while these graphs still might not be isomorphic. An example is given in Figure 5 . Denote the explorable neighborhood of the root by U ∞ (∅), i.e., the (possibly infinite) subgraph of a rooted marked directed graph that can be explored from the root. Then
Formally, (G , d loc ) is a complete and separable space, so every Cauchy sequence has a limiting point. Although the limiting point might not be unique, the explorable neighborhood of the root is unique. The proof that the space (G , d loc ) is a complete pseudometric space is a minor adaptation of the proofs in [31, Appendix A]. We can define the spaceG as the quotient space of G using the equivalence relation ∼ , where figure 5: Example of two rooted marked directed graphs that are at distance zero, but are not isomorphic. The distance between the two graphs is zero since the explorable parts of the graphs from vertex 4 (including vertices 1-6) are isomorphic, but there exists no isomorphisms between the two graphs.
OnG , d loc is a metric. Any equivalence class inG is composed by directed marked rooted graphs whose neighborhoods of the root are isomorphic. Heuristically, everything that is in the part of the graph that is not explorable from the root does not have any influence on the incoming neighborhood of the root. This means that any function onG is well defined if and only if it is a function of the incoming neighborhood of the root. As in the undirected sense, we denote
When we consider a sequence of marked graphs ((G n , M (G n ))) n∈N , we denote P(G n ) by P n . From the definition, we have that P(G) is a probability onG , that assigns a uniformly chosen root to the marked directed finite graph. Notice that the mark set is fixed. In fact, the triplet (G, i, M (G)) is mapped to the equivalence class of the explorable neighborhood U ∞ (i) of i in G with the same set of marks.
Since we are interested in sequences of random graphs, we give the definition of LW convergence only for random graphs: Definition 3.11 (Local weak convergence -directed). Consider a sequence of random marked directed graphs (G n , M (G n )) n∈N . Let (G, ∅, M (G)) be a random element ofG with law P. We say that G n converges in distribution (in probability, almost surely) to P if (3.4) ( (3.5), (3.6) respectively) holds for any bounded continuous function f :G → R.
Remark 3.12 (Criterion for directed LW convergence). The reader can observe that, once the notion of exploration process and isomorphisms in the directed case are introduced, the construction of the definition of local weak convergence for directed graphs is the same as in the undirected case. With the presence of marks we are able to keep track of the out-degrees of vertices, while we explore the incoming edges.
It is easy to prove that Theorem 3.7 can be extended to random marked directed graphs. In other words, it is sufficient to prove the convergence for functions of the type 1{U ≤k (∅) ∼ = (H, y, M (H))}, where k ∈ N and (H, y, M (H)) is a finite marked directed rooted graph.
Convergence of PageRank
The main result on PageRank is Theorem 2.1. It states that, for a locally weakly convergent sequence of directed random graphs (G n ) n∈N , there exists a random variable R ∅ such that the PageRank value of a uniformly chosen vertex R Vn (n) satisfies
The random variable R ∅ is defined in Proposition 4.3 below. Notice that, even though local weak convergence is defined in terms of local properties of the graph, it is sufficient for the existence of the limiting distribution for a global property such as PageRank. The existence of R ∅ for a sequence (G n ) n∈N is assured by the convergence in distribution in the local weak sense. If (G n ) n∈N converges in probability (or almost surely), then the fraction of vertices whose PageRank value exceeds a fixed value r > 0 converges in probability (or almost surely) to a deterministic value. (π 1 , . . . , π n ) is the unique solution of
Finite approximation of
where c ∈ (0, 1) and 1 n is the vector of all ones of size n. We are interested in the graph-normalized version of PageRank, so R(n) = nπ(n), which is just the PageRank vector rescaled with the size of the graph. The vector R(n) satisfies
Denote Id n the identity matrix of size n. We can solve (4.2) to obtain the well-known expression [4, 9, 15, 20 ]
In practice, the inversion operation on the matrix Id n − cQ(n) is inefficient, therefore, power expansion is used to approximate the matrix in (4.3) (see e.g. [4] ), as
Notice that Q(n) k i,j > 0 if and only if there exists a path of length exactly k from i to j, possibly with repetition of vertices and edges. Define, for k ∈ N,
With this notation, we can write, for i ∈ [n], 5) while the N th finite approximation of PageRank is
Heuristically, the PageRank formulation in (4.5) includes paths of every length, while the N th approximation in (4.6) discards the paths of length N + 1 or higher. In particular, for every i ∈ [n], R
i (n) ↑ R i (n). One can write the difference between the PageRank and its finite approximation as
We can prove that we can approximate the PageRank value of a randomly chosen vertex by a finite approximation with an exponentially small error, that is independent of the size of the graph:
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where the bound is independent of n.
Proof. Consider (4.7) for a uniformly chosen vertex. We have
We write Q(n) k j,i to denote the element (j, i) of the matrix Q(n) k . We write
Substituting (4.9) in (4.8), we obtain
Lemma 4.1 means that we can approximate the PageRank value of a uniformly chosen vertex with an arbitrary precision in a finite number of iterations, that is independent of the graph size. This is the starting point of our analysis.
PageRank on marked directed graphs.
In this section we show how the graph-normalized version of PageRank of a uniformly chosen vertex in a sequence of directed graphs (G n ) n∈N admits a limiting distribution whenever G n converges in the local weak sense to a distribution P. The advantage is that such a limiting distribution is expressed in terms of functions of P.
The first step is to write PageRank as functions of marked directed rooted graphs that are bounded and continuous with respect to the topology given by d loc . In this way, by the definition of local weak convergence, we can pass to the limit and find the limiting distribution.
Fix n ∈ N. Consider a marked rooted directed graph (G, ∅, M (G)) ∈ G of size n. Denote as before, for k ∈ N,
i.e., the set of directed paths in (G, ∅, M (G)) of length exactly k + 1 whose endpoint is the root ∅. It is clear that this set is completely determined by U ≤k (∅) in (G, ∅, M (G) 10) where the last term in (4.10) is a function of a marked rooted graph, evaluated on (G n , V n , M (G n )), with V n a uniformly chosen root. In particular, we can see the N th approximation of PageRank as a function of the marked rooted graph. We call the function R (N ) :G → R the root N -PageRank. Clearly, the root N -PageRank R (N ) is a function of U ≤N (∅) only. It depends in fact on the vertices, edges and marks that are considered when exploring the graph from the root up to distance N . Notice that, since the dependence on the marked directed rooted graph is given only by U ≤k (∅), the function R (N ) is well defined on any equivalence class inG . In addition, the function R (N ) is continuous with respect to the topology generated by d loc . In fact, since R (N ) depends only on the root neighborhood up to distance N , whenever two elements (G, ∅, M (G)) and (G , ∅ , M (G )) are at distance less than 1/(1+N ), their roots neighborhoods are isomorphic up to distance N + 1, which implies that
is not bounded, so LWC does not assure that we can pass to the limit. To resolve this, we introduce a different type of function:
We call the function Ψ r,N the root N -PageRank tail at r.
The function Ψ r,N is clearly bounded, and it depends only on the neighborhood of the root ∅ up to distance N through the function R (N ) . This means that, for any r > 0, Ψ r,N is continuous. Since the root N -PageRank onG represents the N th approximation of PageRank on directed graphs, it follows that
i.e., E Pn [Ψ r,N ] is the empirical fraction of vertices in G such that the N th approximation of PageRank exceeds r. In particular, for every r ≥ 0, if G n → P in distribution,
while for convergence in probability (or almost surely), the limit in (4.12) exists in probability (or almost surely). Consider the sequence of random variables (R (N ) ∅ ) N ∈N , where
where (G, ∅, M (G)) is a random directed rooted graph with law P. From (4.12), it follows that R (N )
∅ in distribution. We have just proved that, for a sequence of directed graphs (G n ) n∈N that converges locally weakly to P, any finite approximation of the PageRank value of a uniformly chosen vertex converges in distribution to a limiting random variable, which is given by a function of P.
The limit of finite root ranks.
Assume that the sequence (G n ) n∈N of directed graphs converges to a directed rooted marked graph (G, ∅, M (G)) with law P. In principle, such limiting (G, ∅, M (G)) can be an infinite directed rooted marked graph. Because of this, we cannot simply take the limit as N → ∞ of the sequence (R (N ) ∅ ) N ∈N , where ∅ is the root of (G, ∅, M (G)), because the PageRank algorithm is not defined on an infinite graph. Nevertheless, if P is a LW limit of some sequence of directed graphs, it admits a such limit: Proposition 4.3 (Existence of limiting root rank). Let P be a probability onG . If P is the LW limit in distribution of a sequence of marked directed graphs (G n ) n∈N , then there exists a random variable R ∅ with E P [R ∅ ] ≤ 1, such that P-a.s. R (N ) ∅ → R ∅ . As a consequence, P(R ∅ < ∞) = 1. Proof. Clearly, the sequence (R (N ) ∅ ) N ∈N is P-a.s. increasing. Therefore, the almost sure limit
∅ exists. This is independent of the fact that P is a LW limit. By LW convergence, we know that R (N )
∅ in distribution. For every N ∈ N, by Fatou's Lemma we can bound
where the second bound comes from the fact that any N -finite approximation of PageRank is less than the actual PageRank value, and the fact that the graph-normalized PageRank has expected value 1. Since (R (N ) ∅ ) N ∈N is increasing, we conclude that there exists z ≤ 1 such that
Proof of Theorem 2.1.
We start with implication (a) of Theorem 2.1. We want to prove that R Vn (n) converges to R ∅ in distribution. So, for every r ≥ 0 and ε > 0 there exists M (ε) ∈ N such that, for every n ≥ M (ε),
(4.13)
We can write, using the triangle inequality,
(4.14)
We show that (4.13) holds by proving that every term in the left hand side of (4.14) can be bounded by ε/3.
By Lemma 4.1 we can bound the first term with c N +1 (independently of n). Therefore, defining N 1 = log c (ε/3) and taking N > N 1 , the first term is bounded by ε/3.
For the last term, we apply Proposition 4.3, so we can find N 2 = N 2 (ε) ∈ N such that, for every N 2 ) . For any N ≥ N 0 , both the first and third terms are bounded by ε/3. Using LW convergence in distribution, we can find M (N 0 , ε) ∈ N such that, for every n ≥ M , the second term is bounded by ε/3. This completes the proof of statement (a).
For statement (b), we need to show that, for every r > 0, as n → ∞,
local weak convergence for pagerank For every N ∈ N ∪ {∞} and r ≥ 0, we denote the empirical fraction of vertices whose N th approximation of PageRank in G n exceeds r bȳ R(n; r, N ) :
If N = ∞, thenR(n; r, N ) =R(n; r) is the empirical tail distribution of PageRank. By LW convergence in probability of (G n ) n∈N , we know that, for every N ∈ N and r > 0, R(n; r, N )
Fix r > 0, ε > 0. We need to show that for every δ > 0 there exists n 0 (δ) ∈ N such that, for any n ≥ n 0 , P R (n; r) − P(R ∅ > r) ≥ ε ≤ δ. We can write, for N to be fixed, Similarly to (4.14), we can find n and N large enough such that every term in the right-hand side of (4.16) is less than δε/3. For the first term, we apply Lemma 4.1, so we can find N 1 large enough such that c N 1 +1 ≤ δε/3. For the last term, we apply Proposition 4.3, so we can find N 2 such that the last term is less than δε/3.
Take N 0 = max{N 1 , N 2 }. Then, by (4.15) and the fact that {R(n; r, N )} n∈N is uniformly integrable (sinceR(n; r, N ) ≤ 1), we can find n 0 big enough such that
for all n > n 0 , N > N 0 . As a consequence, we conclude that, for any n ≥ n 0 , P R (n; r) − P(R ∅ > r) ≥ ε ≤ δ, which proves the convergence in probability.
Undirected graphs.
Undirected graphs are in fact a special case of directed graphs, where each link is reciprocated. Theorem 2.1 does not make any assumption concerning link reciprocation, and thus it simply holds for undirected graphs as well. In that case, we may use the standard notion of the LWC for undirected graphs, as described in Section 3.1, and it is not hard to see that our notion of directed LW convergence reduces to this.
Let us explain why the special case of undirected graphs deserves our attention. Indeed, usually, undirected graphs are easier to analyze than directed ones. For example, the adjacency matrix of an undirected graph is symmetric, which implies many nice properties. However, PageRank is based on directed paths, and its analysis is greatly simplified when these paths do not contain cycles, with high probability.
For example, PageRank can be written as a product of three terms, one of which is the expected number of visits to i, starting from i, by a simple random walk, which terminates at each step with probability c [10] . Now notice that in undirected graphs, each edge can be traversed in both directions, hence, a path starting at i may return to i in only two steps, so the average number of visits to i will be a random variable that depends on the entire neighborhood. In contrast, e.g., in the directed configuration model, returning to i is highly unlikely. This makes PageRank in undirected graphs hard to analyze, and only few results have been obtained so far (see e.g. [8] ).
Our result simultaneously covers the directed and the undirected cases because we only state the equivalence between the behavior of PageRank on a graph and on its limiting object. In this setting, the difficulties that arise in the analysis of PageRank on undirected graphs are, in fact, 'postponed' to the (undirected) limiting random graph.
Generalized PageRank
5.1 Universality of finite approximations. In this section we will show that Theorem 2.1 extends to generalized PageRank as given in (1.4) . We will assume that C j ≤ c < 1, j ∈ [n] are bounded away from one and that the vector B n = (B i ) i∈[n] consists of i.i.d. random variables that are independent of the graph G n , and we let E(B 1 ) = 1 − c to keep the argument close to the basic case.
In this generalized setting, the proof of Lemma 4.1 goes through almost without changes. Let A be a matrix such that
where in the final equality we have used the independence of B j and the graph G n (and thus Q(n)). Furthermore, Proposition 4.3 goes through without changes. The only difference is that additional randomness arises through the random (C i ) i∈ [n] and (B i ) i∈ [n] . Therefore, for generalized PageRank, the first and the last terms in (4.14) and (4.16) can be bounded exactly as before. This is natural because the first and the last terms approximate the PageRank in, respectively, original graph and the limiting graph, by finite iterations, and this approximation does not depend on the random (C i ) i∈ [n] and (B i ) i∈[n] under quite general assumptions.
It remains to analyze the second term in (4.14) and (4.16) . This is more tricky because this term bounds the difference between the finite random graph and the limiting object. Difficulties arise since (C i ) i∈ [n] and (B i ) i∈ [n] are associated to vertex labels in [n] . This information is lost in the LW limit, therefore additional assumptions are necessary to prove that the second term in (4.14) and (4.16) is small. We next discuss two possible settings how LWC can be used in the generalized PageRank setting.
Independent (C
and (B i ) i∈ [n] . First, we assume that (C i ) i∈ [n] and (B i ) i∈ [n] are independent of the graph sequence (G n ) n∈N , and (C i ) i∈ [n] and (B i ) i∈[n] are each i.i.d. sequences that are independent of each other. In this case, on the limiting marked rooted graph (G, ∅, M (G)) we assign to every vertex v ∈ V (G) independent samples C v and B v . In this case, for (H, y, M (H)) a finite marked rooted graph, since (C i ) i∈ [n] and (B i ) i∈ [n] are independent of the graph,
local weak convergence for pagerank where now 1{ R (N ) (H, y, M (H)) > r} is a function of the finite structure given by (H, y, M (H)), where the randomness is only given by a finite number of (C i ) i∈ [n] and (B i ) i∈ [n] . We note that (5.1) only assumes that (C i ) i∈ [n] and (B i ) i∈ [n] are independent of the graph sequence (G n ) n∈N . In order to be able to define the local-weak limit, though, we further need the independence and i.i.d. assumptions on (C i ) i∈ [n] and (B i ) i∈ [n] . Then, a similar expression to (5.1) holds for the limiting graph (G, ∅, M (G)). As a consequence, the second term in (4.14) can be written as
where EP n is the distribution given by E[P n (·)], and the last term is the total variation (TV) distance between P and EP n . SinceG is discrete, convergence in distribution implies convergence in TV distance, so that 2d TV (EP n , P) = o(1). The fact that the term P( R (N ) (H, y, M (H)) > r) is the same for the graph sequence and the limit comes from the fact we are looking at expectations of i.i.d. random variables on a given structure (H, y, M (H)).
The bound in (5.2) is enough to conclude that the generalized PageRank with (C i ) i∈[n] and (B i ) i∈[n] independent of the graph, and themselves independent i.i.d. sequences, converges in distribution. Here no further assumptions are made on the distributions C and B. Such result does not apply to the convergence in probability, since (5.1) is an expectation with respect to the random graph.
In this setting, for N ∈ N, the limiting distribution R (N )
∅ of the N th approximation of PageRank is again a weighted sum of all paths of length at most N that ends at the root ∅. In particular, R (N ) ∅ is given by
where now a path ∈ path ∅ (k) contributes with the weight B k
, and again, all the appearing (C i ) i≥1 and (B i ) i≥1 are independent i.i.d. sequences.
Extended directed LW convergence.
The advantage of (5.1) is that, once the structure (H, y, M (H)) is fixed, the probability that PageRank exceeds r is given by an expectation in terms of (C i ) i∈ [n] and (B i ) i∈ [n] . Equation (5.1) does not extend to convergence in probability, since we are taking expectations. In fact, when considering convergence in probability, we have to prove that the second term in (4.16) converges to zero in probability. With a similar argument as the one that we have used to get (5.1), for any (H, y, M (H)) finite marked directed rooted graph,
Here, the convergence in probability of the graph sequence is not enough to conclude that the sum over all possible finite structures (H, y, M (H)) is small.
In order to prove this convergence in probability, we need to include (C i ) i∈ [n] and (B i ) i∈ [n] as additional marks in the definition of directed marked rooted graphs. In the exploration process described in Definition 3.10, to every explored vertex v we assign a mark m (out) v that is equal to the mark of v in the starting graph. Assuming that (C i ) i∈ [n] and (B i ) i∈ [n] take discrete values, we can assign a multi-mark (m (out) v , C v , B v ) to vertices found in the exploration process. Here, we then need no independence assumptions on (C i ) i∈ [n] and (B i ) i∈[n] w.r.t. the graph G n , but beware that the notion of multi-marked LWC has become significantly stronger.
This leads to an extended definition of local weak convergence on directed multi-marked rooted graphs, where now the definition of isomorphism (as in Definition 3.9) includes the preservation of the multi-marks. More precisely, an isomorphisms between two directed multi-marked rooted graphs (G, ∅, M (G)) and (G , ∅ , M (G ) ) is a map γ : G → G such that it satisfies Definition 3.9 and , for every v ∈ V (G),
It is easy to verify that the construction of the extended directed local weak convergence is the same as the one presented in Section 3.2, where now instead of marks we consider multi-marks. As a consequence, the family of functions (1{R (N ) ∅ > r}) N ∈N is continuous with respect to the topology of the extended directed LW convergence, therefore (4.16) follows immediately. In the next section, we formalize these two different approaches to LWC.
5.4
Formulation of the result for generalized PageRank. We can summarize the results discussed for the generalized PageRank in the following theorem:
Theorem 5.1 (Asymptotic generalized PageRank distribution). Let (G n ) n∈N be a sequence of directed random graphs. Consider the generalized PageRank as in (1.4) , where, for j ∈ [n],
, where C j 's are random variables bounded by c < 1 and the random vector (B i ) i∈ [n] satisfies E(B 1 ) = 1 − c and is independent of G n . Then, the following holds:
are independent i.i.d. sequences that are independent of G n . If G n converges LW in distribution in the sense of Definition 3.11, then there exists a distribution
and (B i ) i∈[n] take discrete values. Then, Theorem 2.1 holds for the extended LWC for multi-marked directed graphs defined in Section 5.3.
Theorem 5.1(a) is given by the independent setting in Section 5.2. This method is simpler, in the sense that it does not require additional constructions than the ones used to prove Theorem 2.1. On the other hand, it gives a weaker result, since the convergence holds in distribution. Also, we need to assume that (C i ) i∈[n] are i.i.d. and they are independent of (B i ) i∈[n] and the graph G n . In this case, it is not clear what the appropriate conditions are under which LWC in probability holds.
Theorem 5.1(b) depends on the extended LWC notion of Section 5.3. The reformulation of LWC requires less assumptions, in the sense that now we allow the distribution (D (in) , D (out) , C, B) to have dependent components. The disadvantage is that, to incorporate (C i ) i∈ [n] and (B i ) i∈ [n] in the definition of isomorphism, we require them to take discrete values, and the notion of LWC is stronger. This might not be suitable for applications. We next remark about a possible way to avoid this unnatural discreteness assumption:
Remark 5.2 (Weighted rooted graphs). Benjamini, Lyons and Schramm [12] consider undirected LWC in the case of weighted edges. In particular, they define a different metric on the space of weighted rooted graphs, that includes the distance between edge weights. This construction can be extended to vertex weights, and it would lead to a different approach to investigate generalized PageRank. This requires additional work, for example due to the fact that the metric in [12] is not a simple extension of the metrics that we consider in Sections 3.1 and 3.2. We refrain from studying this further.
6. Examples of directed local weak convergence 6.1 Directed configuration model. The directed configuration model (DCM) is a version of the configuration model where half-edges are labeled as in-and out-half-edges. In this setting, DCM n is a directed graph of size n ∈ N with prescribed in-and out-degree sequences. We denote the in-degree sequence by D
n ) and the out-degree sequence by D
n ) the bi-degree sequence of the graph. For a precise description of DCM, we refer to [21, 19] . The graph is defined as follows: let n ∈ N be the size of the graph, and fix a bi-degree sequence (D
n ). The graph is generated by fixing a free outgoing half edge and we pair it uniformly at random with a free incoming half edge. In this process, self loops and multiple edges are allowed. Until the pairing is made uniformly, it is not relevant in which order we choose the free outgoing half-edge. In this setting, the total in-degree and the out-degree of the graph have to be equal. In the case of random in-and out-degrees, this is a rare event. The algorithm presented in [21] generates an admissible bi-degree sequence in a finite number of steps, and approximates the initial degree distributions.
n ) be a bi-degree sequence. Then, the bi-degree regularity conditions are as follows:
(a) There exists a distribution (p(h, l)) h,l∈N such that, for every h, l ∈ N, as n → ∞,
Condition 6.1(a) implies that the empirical bi-degree distribution converges to a limiting distribution given by (p(h, l)) h,l∈N as in (6.1). Condition 6.1(b) implies that both the in-and out-degree distributions have finite first moment, equal to the one of (p(h, l)) h,l∈N . Condition 6.1(c) implies that the out-degree size-biased distribution converges to a limiting distribution (p (h, l)) h,l∈N as in (6.3).
With Condition 6.1, we are ready to state the convergence result on DCM:
n ) satisfies Condition 6.1. Then, DCM n converges in probability in the directed LW sense to the law P of a marked Galton-Watson tree, where (1) edges are directed from children to parents; (2) the mark and the in-degree of the root are distributed as (D (out) , D (in) ) as in (6.1);
(3) the mark and the in-degree of any other vertex are independent across the tree vertices, and are distributed according to (
The proof of Proposition 6.2 is an adaptation of the proof for the undirected case as presented in [38, Section 2.2.2]. The proof is divided in two parts. First, we use a coupling argument to prove that DCM n converges in distribution to the prescribed limit. The second part consists in the application of the second moment method on the number of vertices in DCM n with a fixed finite neighborhood structure, to prove that the number of such vertices is concentrated around its mean.
We start with the coupling argument:
Lemma 6.3 (LW convergence of DCM in distribution). Fix a finite marked rooted tree (H, y, M (H)).
Under the assumptions of Proposition 6.2 there exists a marked Galton-Watson tree GW (n) such that
where GW (n)
≤k denote the first k generations of GW (n) . Further, GW (n) → P locally weakly in distribution, where P is the limit in Proposition 6.2. As a consequence, DCM n → P locally weakly in distribution.
Proof. We prove that, for every finite k ∈ N and n large enough, the k-neighborhood of a uniform chosen vertex in DCM n has approximately the same distribution as the first k generations of a marked Galton-Watson tree GW (n) , where marks and offspring distributions in GW (n) depends on n. Define (p n (h, l)) h,l∈N and (p n (h, l)) ih,l∈N by
where
n . The coupling is constructed as follows: the mark and the degree of the root both in U ≤k (V n ) and in GW (n) are chosen according to the distribution p n as in (6.5) . Therefore, U ≤0 (V n ) and the 0-generation of GW (n) (which both consist only of the root and its mark) are the same.
We have to construct U ≤k (V n ) and GW (n) ≤k at the same time. Conditioning on U ≤k−1 (V n ) and GW (n) ≤k−1 , the new exploration step from U ≤k−1 (V n ) to U ≤k (V n ) is made as follows: assuming that during the exploration up to distance k − 1 we have created t edges, take the first unpaired incoming half-edge x t+1 , that we pair to a uniformly chosen outgoing half-edge that is not paired yet. We choose this outgoing half-edge y t+1 uniformly at random among all outgoing half-edges, independently from the previously matched half-edges.
Let W t+1 be the vertex in DCM n to which y t+1 is incident. Then, in GW (n)
≤k we assign to a new vertex mark and in-degree equal to (D
). Notice that in this case the pair (D
) is distributed as p n given in (6.5) .
In U ≤k−1 (V n ) we have to be careful since the half-edge y t+1 might have already been paired. If y t+1 has not been paired yet, then we pair x t+1 to y t+1 to create an edge. If y t+1 has already been paired, then we draw a new outgoing half-edge y t+1 chosen uniformly from the unpaired ones.
We do this procedure for every ingoing half-edge x t+1 , . . . , x t+s , where s is the number of unpaired ingoing half-edges in U ≤k−1 (V n ). We can have differences between the exploration process in DCM n and GW (n) . Differences can happen in two ways:
(1) the outgoing half-edge that we select to create a new edge has already been paired;
(2) the outgoing half-edge that we select to create a new edge has not been paired yet, but it is incident to a vertex already found in the exploration process.
These two contributions have small probability. In fact, after creating t edges, the probability that we select an outgoing half-edge that is already used is equal t/L n , where L n is the total number of outgoing edges. This means that the probability that in the first s steps we use the same out-going half-edge twice is bounded by
Thanks to Condition 6.1(b), L n is of order n, so the expression in (6.6) is o(1) whenever s = o( √ n).
The probability of selecting a vertex i when choosing an outgoing half-edge is D
i /L n . Then, the probability that a vertex i is selected at least twice when t edges are created is bounded by
Using (6.7) and the union bound, the probability that a vertex is selected twice when T edges are created is bounded by
max is the maximum out-degree in the bi-degree sequence. In this case, the expression in
The two bounds in (6.6) and (6.8) together holds for s = s(n), with s(n) → ∞ sufficiently slowly. Since any finite tree H is made by a finite number of edges S, we can take n large enough such that s(n) ≥ S. This implies (6.4) . Note that from (6.4) it directly follows that
Finally, since the distributions p n and p n converge respectively to p and p as defined in Condition 6.1, and (6.4) holds for any finite marked rooted tree (H, y, M (H)), we have proved that DCM n converges locally weakly in distribution to P.
Next we prove the convergence in probability, using the second moment method on the number of vertices in DCM n with a prescribed neighborhood (H, y, M (H)).
Lemma 6.4 (Second moment method). Fix k ∈ N and a finite structure (H, y, M (H)) for the root neighborhood. Let N k (H, y, M (H)) be the number of vertices i in DCM n such that U ≤k (i) ∼ = (H, y, M (H)). Then, as n → ∞,
Proof. We can rewrite
where V 1 n and V 2 n are two vertices chosen uniformly at random in DCM n . Since we fix k ∈ N, we can take n large enough such that, with high probability, V 2 n is not a vertex found in the exploration up to distance 2k from V 1 n . Then we can rewrite the probability in the right-hand side of (6.9) as
where the factor 2k comes from the fact that we look at the structure (H, y, M (H)) for the two neighborhoods when they are disjoint. With a similar argument to the one just used, since k is fixed,
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We now use the fact that, conditioning on the existence of a tree in DCM n , the probability to have a second tree disjoint from the first one is equal to have a tree in a different configuration model with different size and bi-degree distribution. More precisely, conditioning on
we want to evaluate the probability of having a second tree
where U ≤k ( V 2 n ) is the k-neighborhood of a vertex V 2 n chosen uniformly at random in a different configuration model DCM n , and j is a particular vertex in DCM n whose characteristics are specified below.
The vertices set and bi-degree sequence of DCM n are defined as follows:
, then i is a vertex in DCM n with the same in-and out-degree (D
, then i is not present in DCM n ; (3) define an additional vertex j in DCM n , with in-and out-degree (
equals the sum of the unpaired outgoing half-edges in U ≤k (V 1 n ), and D (in) j equals the number of unpaired ingoing half-edges in U ≤k (V 1 n ). We point out that U ≤k ( V 2 n ) needs to avoid j.
Notice that the unpaired incoming half-edges in U ≤k (V 1 n ) are incident only to vertices at distance k from the root, while the unpaired outgoing half-edges are incident to all vertices in U ≤k (V 1 n ). We have that DCM n is a graph with n − |U ≤k (V 1 n )| + 1 vertices, and a different bi-degree sequence. The graph DCM n is then created by pairing an incoming half-edge to a uniformly chosen outgoing half-edge, as usual as in the regular DCM n . The probability to observe a structure in DCM n that is disjoint from the vertex j is exactly the same as in the regular DCM n , conditioning on the structure of U ≤k (V 1 n ). This explain the equality in (6.11). It is immediate to verify that the bi-degree sequence of DCM n satisfies Condition 6.1, since we modify a negligible fraction of vertices (recall that k is fixed). As a consequence,
Using together (6.10) and (6.12), we complete the proof of (6.9).
DCM with independent in-and out-degrees. In [19] the limiting distribution of PageRank in DCM has been obtained when the size-biased in-and out-degrees are independent:
Notice that D (out) and D (in) can, in general, be dependent, that is, D (in) may have a different distribution conditioned on the event {D (out) = 0}, because the vertices with zero out-degrees do not contribute in PageRank of other vertices.
The local weak convergence for this case follows from [19, Lemma 5.4] , hence, our Theorem 2.1 provides an alternative argument for the existence of the limiting PageRank distribution. It has been proved in [19] , under some technical assumptions, that in the limit the PageRank is distributed as
where R are independent realizations of the endogenous solution of the stochastic fixed-point equation
(6.14)
The recursion (6.14) has been studied in a number of papers, see [40, 49] , and further references in [19] . The argument in [19] is more general, in fact the authors consider generalized PageRank as solution of a more general equation than (6.14), where the (1 − c) is replaced by a random variable B. In particular, if D (in) is regularly varying with a tail heavier than the tail of B, then the limiting PageRank R follows a power law with the same exponent as the in-degree D (in) .
6.2 Inhomogeneous random graphs. In the directed inhomogeneous random graphs, each vertex i receives an in-weight W . There is a directed edge from vertex i to vertex j with probability w (n) ij , which depends on W j . Lee and Olvera-Cravioto [42] study PageRank in the class of inhomogeneous random graphs that satisfy the assumption
where φ ij (n) satisfies some technical conditions, and is in fact vanishing as n → ∞ for most natural models. This formulation includes Erdős-Rényi model, the Chung-Lu model, the Poissonian random graph and the generalized random graph. For a detailed analysis of the properties of such directed graphs we refer to [17] . LWC for this class of graphs follows directly from [42, Theorem 3.6] under general conditions, including that the in-and out-weights are allowed to be dependent. Hence, our results imply that PageRank converges in this model as well, to the PageRank of the limiting random graph.
In the case when the in-and out-weights are asymptotically independent, it is proved in [42] that the PageRank converges to the attracting endogenous solution of stochastic recursion (6.14). In particular, a power-law distribution of in-weights implies the power-law distribution of PageRank.
6.3 Directed CTBP trees. CTBPs are models that describe the evolution of a population composed by individuals that produce children according to i.i.d. birth processes. These models have been intensively studied in the literature [7, 39, 45] . The convergence result is stated in Proposition 6.6 below, which requires some notation from CTBPs theory that we present now. Consider a birth process ξ. Then, the continuous-time branching process is described by
where (Ω x , A x , P x ) are probability spaces and (ξ x ) x∈U are i.i.d. copies of ξ. For x ∈ N n and k ∈ N we denote the kth child of x by xk ∈ N n+1 . More generally, for x ∈ N n and y ∈ N m , we denote the y descendant of x by xy. We call the branching process the triplet (Ω, A, P) and the sequence of point processes (ξ x ) x∈U . We denote the branching process by ξ.
The behavior of CTBPs is determined by properties of the birth process. Consider a jump process ξ on R + , i.e., an integer-valued random measure on R + . Then we say that ξ is supercritical and Malthusian when there exists α * > 0 such that
where T α is an exponential random variable with mean 1/α. The unique value α * that satisfies (6.17) is called the Malthusian parameter. An important class of functions of branching processes are random characteristics. A random characteristic is a real-valued process Φ : Ω × R → R such that, for x ∈ U, Φ(x, s) = 0 for any s < 0, and Φ(x, s) = Φ(s) is a deterministic bounded function for every s ≥ 0 that only depends on x through the birth time of the individual, its birth process as well as the birth processes of its children.
Random characteristics are used to evaluate the number of individuals that at time t ≥ 0 satisfies a property. For instance, consider Φ(t) = 1 R + (t) for x ∈ U and t ≥ 0, i.e., the characteristic that is equal to one whenever the individual is alive at time t. Then the branching process evaluated at time t with the random characteristic 1 R + (·) is equal to the number of individual alive at time t.
We denote the CTBP evaluated with a random characteristic Φ by ξ Φ t . It is known that, for a random characteristic Φ, as t → ∞, 18) where the left-hand term in (6.18) is the fraction of alive individuals that satisfies the property given by Φ. The right-hand side is the expectation of Φ, evaluated at an exponentially distributed time T α * , on an independent copy of the CTBP. The convergence in (6.18) is a general result that is used often in the literature [6, 33, 39, 45, 48] . We refer to [48, Theorem A] for a simplified formulation of the result contained in [45] .
With the notation just introduced we can formulate the convergence result:
Proposition 6.6 (LWC for CTBPs trees). Consider a supercritical and Malthusian birth process (ξ t ) t≥0 . Denote the corresponding CTBP by ξ. Let T (t) be the directed random tree defined by ξ at time t, where edges are directed from children to parents. Then, on the event {|T (t)| → ∞}, T (t) converges P-a.s. in the LW sense to the law of T (T α * ), where
(1) all marks are 1; (2) edges are directed from children to parents; (3) T α * is an exponentially distributed random variable with parameter α * (the Mathusian parameter of the CTBP).
Proof. First of all, at every t ∈ R + , T (t) is a directed finite tree. We can equivalently prove the result on the discrete sequence (T n ) n∈N , where T n = T (τ n ), for (τ n ) n∈N the sequence of birth times of the CTBP. Denote the vertices in T n by their birth order, which means that the root of T n in the sense of CTBP is vertex 1. First of all, notice that, for every i ∈ [n] and N ∈ N, the N neighborhood U ≤N (i) in the directed marked rooted graphs (T n , i, 1) is just the subtree rooted at i composed by the descendents of i only up to generation N (from i). Notice that every vertex has out-degree 1 except for vertex 1 since it has out-degree 0.
What we need to prove is that, for any finite directed rooted tree (H, y) of depth N and with mark 1 for every vertex, we have, as n → ∞,
1 {U ≤N (i) ∼ = (H, y)} P−a.s.
−→ P (U ≤N (∅) ∼ = (H, y)) , (6.19) where U ≤N (∅) is the N -neighborhood of the root ∅ in the random tree T (T α * ). For every i ∈ [n] the indicator function inside the expectation satisfies the definition of random characteristic, since it is a bounded function that, for every individual i in the branching population, depends only on the birth time τ i and on the randomness associated to i and its descendants. As a consequence, the result follows by (6.18).
local weak convergence for pagerank
This result resembles the subtree counting result in [48, Theorem 2] . Notice that the limiting rooted graph in Proposition 6.6 is finite with probability 1. This is rather different than the undirected settings, where typically the limiting rooted graph is infinite when considering a sequence of graphs with growing size.
Remark 6.7 (Non-recursive property of PageRank). the behavior of PageRank is often investigated starting from the recursive distributional equation in (1.4) . In particular, the solution of (1.4) is constructed using a weighted Galton-Watson tree. This construction is based on the fact that the subtree rooted at every vertex is again a Galton-Watson tree with the same distribution.
In some cases, the construction is adapted to allow the root to have different degree and mark, but all other vertices have i.i.d. characteristics. As an example, we refer to [19] , where PageRank on directed configuration model is investigated (in the independent case, see Section 6.1).
When we consider CTBPs, we have proved that the graph-normalized PageRank converges to the PageRank value of the root in a tree with distribution T (T α * ). In particular, the processes {(ξ t ) x t≥0 } x∈U that define T (T α * ) are i.i.d., but they are evaluated at random dependent times (T α * − τ x ) x∈U . Thus, the solution based on a weighted Galton-Watson tree does not apply to the PageRank in CTBPs, as the CTBP is inhomogeneous.
6.4 Preferential attachment model. Preferential attachment models (PAMs) are discrete-time dynamical models of random graphs. The main idea behind these models is the following: conditioning on the actual state of the graph, a new vertex is added with one (or more) edges, that are attached to existing vertices with probabilities proportional to their degree plus a constant.
There are different possible definitions of the model. See [14, 25] as well as [36, Chapter 8] for different definitions of the model. We consider a modification of the sequential PAM as presented in [14] . Fix m ≥ 1 to be the initial degree of the vertices, and a constant δ > −m. Then, we define a sequence of graphs (PA n (m, δ)) n∈N as follows:
(1) for n = 1, PA 1 (m, δ) is composed by a single vertex with no edges; (2) for n = 2, PA 2 (m, δ) is composed by two vertices with m edges between them; (3) for n ≥ 3, PA n (m, δ) is defined recursively: we add a vertex to PA n−1 (m, δ) with m edges.
These m edges are attached to existing vertices with the following probability: for l = 1, . . . , m, Notice that we allow for multiple edges but not for self-loops. In this case we talk about PAM with affine attachment rule, since the attachment probabilities are proportional to an affine function of the degree. This model was first introduced in [1] for δ = 0. PAMs have gained a lot of attention in the last years since they show properties found in many real-world networks. In fact, PAMs shows a power-law degree distribution with exponent τ = 3 + δ/m [36, Section 8.4], and they shows the small-world phenomenon, i.e., the typical distance and the diameter of the graph are small compared to the size of the graph itself [18, 25, 29] . It is known that CTBPs can embedd PAMs in continuous-time [5, 6, 48] . We give a definition of the birth process that describes PAMs: Definition 6.8 (Embedding birth process). Fix m ≥ 2 and δ > −m. Consider the sequence (k + 1 + δ/m) k∈N . Let (E k ) k∈N be a sequence of independent and exponentially distributed random variables, with E k ∼ E(k + 1 + δ/m), and E −1 = 0. We call (ξ t ) t≥0 the embedding birth process, where ξ t = k if t ∈ [E −1 + · · · + E k−1 , E −1 + · · · + E k ).
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This construction is already used in [5, 6, 32, 48] . The embedding holds for any m ≥ 2, but the topological description of the graph as a CTBP is used only in [32] .
Originally defined as undirected graphs, PAMs have a natural direction from edges given by the recursive definition of such models. We can see every edge as directed from young to old, therefore every vertex in PA t (m, δ) has out-degree m. If we see the CTBP defined by the process in (6.8) as the continuous-time version of the PAM with out-degree 1, then the directed local weak limit is given by Proposition 6.6.
For m ≥ 2, PAM is no longer a tree, making the analysis harder than the tree case. In [14] , Berger, Borgs, Chayes and Saberi give the local weak limit in probability for the undirected version of PAM with affine attachment rule when δ ≥ 0. When δ ∈ (−m, 0), we believe that the result holds by adapting the proof in [14] . This argument is left for future work. We give a definition of the limiting graph for DPAMs: Definition 6.9 (Directed Pólya point graph). The directed Pólya point graph is an infinite marked rooted random tree constructed as follows: let m ≥ 2 and δ > −m be parameters for a preferential attchment model (PA t (m, δ) ) t∈N . Let With the definition of the Directed Pólya point graph, we can state the directed LWC result for PAMs: Proposition 6.10 (LW limit of directed PAM). Fix m ≥ 2 and δ > −m. Let (PA t (m, δ)) t∈N be a PAM defined by the attachment rule in (6.20) . Denote by (DPA t (m, δ) ) t∈N the directed version of (PA t (m, δ) ) t∈N , where edges are directed from young to old vertices. Then,
