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Introduction
Genetic variability in natural populations affects the ob served characteristics (traits) such as height, weight, crop yield and disease susceptibility [1] . The problem of iden tifying the genetic factors underlying complex and quan titative traits has long been the major theme of research among geneticists, biologists, clinicians, statisticians, and engineers, to name a few [2] . Aiming at revealing the inter-dependency and causal relationship between the un derlying genotypes and observed phenotypes, researchers from different areas have developed a plenty of methods, which are generally termed as expression quantitative trait 978-1-4244-6527 -9/10/$26.00 ©201 0 IEEE loci (eQTL) mapping [3] . At the heart of these mapping techniques is to quantify the intensity of association be tween genotype patterns and expression levels in a genet ically diverse population [4] (See Fig. 1 (a) ). These meth ods, while of various rationales, fall roughly into three cate gories: 1) information-theory-based methods [5] , 2) signal processing-based methods [6] , 3) statistics-based meth ods [2, [7] [8] [9] [10] [11] [12] [13] .
There are many strengths and weaknesses of the eQTL mapping methods mentioned above.
The information theory-based methods employ the mutual information (MI)
to quantify the degree of association between phenotypes and genotypes [5] . While possessing desired statistical properties (the logarithm of 2 x MI obeys X 2 distribution under the null hypothesis of no association), this category of MI-based methods suffers the drawback of heavy (exponen tial) computational load [5] . On the other hand, the signal processing -based methods, depending on independent com ponent analysis (ICA) [6] and network component analysis (NCA) [14] , have relatively efficient computational algo rithms. Nevertheless these blind-source-separation-based methods perform the analysis between the phenotype and genotype in an indirect manner (involvements of estimation of the latent sources). This sometimes may result in artifacts that can obscure biological interpretations.
Compared to the methods just remarked, the leading role in eQTL mapping is played by the statistics-based methods, which, among others, consist of contingency table-based techniques [7, 8] , Bayesian approaches [2, 9, 10] and regression-based methods [11] [12] [13] . Similar to MI, the contingency-table-based test statistic can also be trans formed to a X 2 distributed random variable under the null hypothesis of no association [5] . This approach, however, can only treat discrete phenotypes, and is therefore of lim ited service in practice. To overcome such limitation, other methods that based on Bayesian rule can be resorted to, with advantages of avoiding the difficult and often intractable mathematical treatments [15] . Nevertheless, the methods within Bayesian framework require the assignments of sub jective a priori probabilistic terms, which might output mis leading results. Due to the solid theoretical foundation and mathematical tractability, the linear regression models with assumption of Gaussian distribution of data are perhaps the most widely used methods in eQTL analysis. However, the linearity and normality assumed in the linear-regression based methods are hardly justifi ed by physical evidence. Besides, it is well known that the linear regression meth ods are very sensitive to outliers. Even a single outlier can distort severely the regression slope and thus result in prob lematic conclusion. In addition to the shortcomings just mentioned, nearly all the above methods rely on algorithms based on resampling techniques that are computationally demanding. Aiming at overcoming these limitations, in this project we propose to develop a new statistical framework for eQTL mapping based on a new 3-c1ass ROC (receiver operating characteristic) approach. The rationale for using a 3-c1ass ROC is that underlying each eQTL mapping, there is a 3-class classifi cation problem-if the gene expression of a certain gene can be classifi ed according to the class la bels (AA, AB and BB) of a SNP locus, then this constitutes an eQTL [cf. Fig. l(a) ].
By developing a statistic capable of quantifying the "sep arability" of the expression levels with respect to three classes, in this paper we 1) formulate a framework for the eQTL mapping problem using a 3-c1ass ROC approach, and derive the necessary statistical formulas for hypothesis test ing; 2) develop fast computational algorithms that imple ment the 3-class ROC approach in a feasible manner for eQTL analysis on high-dimensional datasets; and 3) evalu ate the statistical power of the new method by Monte Carlo simulations.
Methodology

Volume under ROC Surface
Let {Xi} � l > { Yi}j=l and {zkH=1 be independent and identically distributed (lID) samples drawn from three classes with continuous cumulative distribution functions (cdf) Fx(x), Fy(y) and Fz(z), respectively. These sam ples may be the observed gene expressions values corre sponding to three groups of people with different genotypes, e.g. AA, AB, and BB, respectively (see the vertical axis in Fig. 1 (a». Assume we are to design a classifi er that distin guishes between the three classes based on two thresholds thl (= x) and t h2 (= z), where -00 < x S z < +00.
As illustrated in Fig. 1 (b), the two thresholds x and z divide the whole real axis into three parts. For a newly measured value u, a natural classification criterion is to decide u to class X, Y and Z if u falls in the region of (-00, x), (x, z), and (z, 00), respectively. Defi ne
Then it is clear that PI, P2 and P3 are the probabilities that the classifi er con'ectly classifi es each sample to its true class. For each pair of the thresholds (x, z), there exists a corresponding triplet (Plo P2, P3) in a three-dimensional space. With the variations of x and z, a surface, called ROC surface, can be described by the simultaneous equations (1)- (3). Fig. 2(a) shows schematically a three-dimensional ROC surface based on the procedure just mentioned. The volume of the solid that formed by the ROC surface and the three plenary walls plays a core role in three-way ROC analysis. This volume under the ROC surface (VUS) [16] , is determined by which can be expressed, in terms of Fx, Fy and Fz, as In addition to its geometric meaning just established, it fol lows that (5) can also be interpreted as 8 = Pr(X < Y < Z) (6) which means that 8 is the probability that the three ran dom variables X, Y and Z are in ascending order. Then it follows that 8 = 1 if, from left to right, X, Y and Z are completely separable, and 8 = 1 /6 if X, Y and Z are all overlapped together (the null case). The latter result can be obtained directly from Fig. 2(b) .
Estimating VUS from Samples
Thus far we have established the population version of VUS, that is, we assume that the cumulative distribution functions of each class Fx, Fy and Fz are all known in our derivations. However, the forms of the distribution func tions are rarely known in practice. We only have samples at hand and hence have to estimate the VUS based on the available samples. From (6), a nonparametric estimator of the VUS can be constructed, as
where H(t) = 1 for t > 0 and H(t) = 0 for t S O. It is easy to verify that 6 is an unbiased estimator of 8, namely E(6) = 8. Moreover, 6 is asymptotically normally dis tributed based on the theory of U -statistics [17] . Therefore, the distribution of B can be completely determined if we know the variance of e. By a series of nontrivial deriva tions, it follows that the variance of e is ( 14) x dFx (x) dFx (x') dFz ( z ) . the methodology in this work. The paradigm of the hypoth esis test is thus shifted to (16) The false positive rate (Type I error) can be accurately con trolled directly from the normal distribution with mean 1/6
and variance ()�ull' thus avoiding the time consuming re sampling procedures commonly employed in the literature of biostatistics and system biology [18] . The associated criterion is: reject Ho if e > th (for one-sided tests) or Ie -1/61 > th (for two-sided tests). The threshold th is dependent on a pre-specifi ed false positive rate that often designated as Q.
Fast Algorithm of Computing e
Apparently the estimator e established in (5) is simple to implement. However, from the viewpoint of time complex
ity, e is of order O(mnl), which is computationally very expensive and impractical even for medium-sized samples. Fortunately, an efficient algorithm can be constructed based on an identity with respective to the population version B.
With some tedious derivations, it follows that the right side of (5) simplifies to (17) suggesting the following sample version (18) where Fx (Yj) and Fz (Yj) are estimations of Fx (y) and Fz(Y), respectively. Now we proceed to developing the ef ficient algorithms for calculating Fx (Yj) and Fz(Yj) based on samples {Xi}�l ' {Yi}j=l and {Zd�=l at hand. For convenience, write WI = {Yj} U {zd, W2 = {xd u {zd and W3 = {xd u {Yj}. Let Tx(i) (= 2) denote the rank of Xi, if Xi is the zth smallest in the x-array [19] [20] [21] [22] . It can be shown that (21) is numerically equivalent to (7), nevertheless, the computational load of the former is much lighter than that of the latter. Compared to O(mnl), the cubic time complexity of (7), the most time-consuming operation in (21) is ranking yj ' s in WI-array and W3-array, whose time complexity is O(N log N), where N = max ( m, n, I).
Numerical Results
Verification of Normality
We have established the asymptotic normality of the sample estimate of the VUS, e, base on the U-statistic the ory [17] . The term "asymptotic" means that only when the sample size is large does the property of normality hold. Now an important question arise: how large is "large" of the sample size so as to ensure the validity of normal ap proximation when doing the hypothesis test in practice? To answer this question, we perform Monte Carlo simulations (7) and (21) . A log scale is used for better visual effect. for small-sized samples (below 50) drawn from normal pop ulations. For convenience, we set m = n = I in our simu lations. As shown in Fig. 3 , the normal curves agrees well with the corresponding simulation curves, even when the sample sizes are as small as 20. In other words, when the sample size of each class is larger than 20, a reasonable sce nario in practice, it is safe to make use of the normal as sumption when performing the hypothesis-test-based anal yses. Fig. 4 compares the computational loads between the two sample versions of B in (7) and (21) . For simplicity, the sample sizes of the three classes are set to be identical, that is, m = n = I. It is seen that when the sample size is small, the CPU time of (7) and (21) are comparable. However, with increase of the sample size, the computational time of (7) soars up rapidly, suggesting its inferiority in terms of computational load.
Time Complexity Comparison
Statistical Power
Up to this stage, we have focused on the null distribution of f}, i.e., under the assumption that all the three classes obey an identical distribution:
However, for a statistic to be useful, the performance in the nonnull cases, often characterized by means of statistical power (or true positive rate), is also very important, if not more. In other words, it is desirable that the statistic is sen sitive to small diviations of the null case. To investigate the discriminatory power of f}, we employ a location shift model in this study. As shown in It is seen in Fig. 6 that 1) the power of f} increases mono tonically with both the shift parameter f':.. fJ and the sam ple size M; 2) all curves lie above 0.70 for f':.. fJ>0.5, or SNR> -60 dB, indicating the high discriminatory power of f}; and 3) all curves start from around 0.05, the pre-assigned false positive probability.
Conclusion
In this paper we established a novel framework for the eQTL mapping problem using a 3-class ROC approach. Theoretical derivations and simulation results suggest that this framework is both theoretically solid and computation ally feasible. The advantages of this new method enable it to be a useful alternative to the existing methods in the liter ature for genome-wide eQTL analysis, which often involves a massive amount of data to investigate. With the efficient algorithms of (21) and (15), we can reduce the computation time from an order of several months down to an order of several days. Moreover, some new biological findings may
