Abstract. We investigate the size of the regular set for small perturbations of some classes of strong large solutions to the Navier-Stokes equation. We consider perturbations of the data that are small in suitable weighted L 2 spaces but can be arbitrarily large in any translation invariant Banach space. We give similar results in the small data setting.
Introduction and main results
We consider the 3D Navier-Stokes equation on (t, x) ∈ (0, ∞) × R 3 :    ∂ t u + (u · ∇)u − ∆u = −∇P ∇ · u = 0 u t=0 = u 0 ,
describing the free motion of a viscous incompressible fluid with velocity u and pressure P . For simplicity, we have settled the kinematic viscosity equal to one and we will use the same notation for the norm of scalar, vector or tensor quantities, thus we write
3 , etc. Global weak solutions to (1.1) are known to exist for any divergence free initial velocity in L 2 , since the pioneering work of Leray [40] . The uniqueness and the persistence of regularity of Leray's solutions are long standing open problems.
On the other hand, several global well-posedness results have been proved for small initial data and for large data with suitable symmetry. We will work in this simpler framework.
Earliest results in the small data setting go back to Fujita and Kato [21] for u 0 ∈ H 1/2 and to Kato [31] for u 0 ∈ L 3 . Then several functional spaces have been considered like Morrey spaces [28] , [52] , [32] , [19] , [35] , Besov spaces [6] , [45] , and others. This approach culminated in the BM O −1 well-posedness result of Koch and Tataru [34] , that is the most general one in this direction.
In the large data framework, global solutions have been constructed imposing some additional symmetry on the data, e.g., u 0 axisymmetric, helical or two dimensional. Axisymmetric data have been studied by Ukhovskii and Iudovich [54] and Ladyzhenskaya [36] under a zero swirl assumption (see also [37] , [8] ; we recall that the swirl is the angular component of the velocity field with respect to the axis of symmetry). The interesting case of non zero swirl is still open. Additional results on axisymmetric solutions are [24] , [23] . Helical data, which means invariant under the composition of a rotation and a translation along a fixed direction, have been considered in [44] . Further interesting large data results are [20] , [22] , [30] , [9] , [10] .
Once a large solution, with good properties, has been constructed (with or without symmetry) a natural and important question concerns its stability for small perturbations of the data. This perturbative approach was followed in a systematic way by Ponce, Racke, Sideris and Titi [46] , for small H 1 perturbations. As for the small data problem, this was then extended to small perturbations in weaker norms, for instance L 3 [33] , Besov spaces [26] and BM O −1 [2] . In both small data and perturbative results it is customary to consider functional spaces that are scaling and translation invariant. More precisely, since the NavierStokes equation is invariant under the family of symmetries u → λu(λ 2 t, λ(x −x)), λ ∈ (0, ∞),x ∈ R 3 , ( 2) it is natural consider initial data in Banach spaces invariant under u 0 (x) → λu 0 (λ(x −x)), λ ∈ (0, ∞),x ∈ R 3 .
(1.3)
On the other hand, if we are only interested in certain local regularity properties, it may suffices to require invariance with respect to the scaling but not necessarily under translations: that is to say, the norm of the data is invariant under (1.3) for all λ > 0 and a fixedx. In the classical work [5] the authors prove, among other, the smoothness, in time-increasing neighborhoods of a pointx ∈ R 3 , of weak solutions with initial data u 0 such that
Namely, the weighted L 2 norm has to be sufficiently small if we center an homogeneous weight of degree −1 at the pointx; see Theorem 1.1 below for the precise statement. The aim of this paper is to give some extensions and improvements of this result, in both the perturbative and small data frameworks.
First of all, we recall a classical notion of regularity for weak solutions to the Navier-Stokes equation. Definition 1.1. Let u(t, x) be a weak solution of (1.1). A point (t, x) ∈ (0, ∞)×R 3 is regular if u is bounded on a neighborhood of (t, x). In particular, this implies that u is smooth, in the space variables, in a neighborhood of (t, x); see [49] . A subset of (0, ∞) × R 3 is regular if all its points are regular. Definition 1.2. We write Π α,x := (t, x) ∈ (0, ∞) × R 3 : t > |x −x| 2 α for the region above the paraboloid of aperture α in the upper half space (0, ∞)×R 3 , with vertex at (t, x) = (0,x). Whenx = 0 we also write Π α , instead of Π α,0 . Note that these sets are increasing with α.
The following statement [5, Theorem D] applies to suitable weak solutions; we refer to Section 3 for the definition of suitability. In particular, the weak solutions given by the Leray approximation procedure are suitable [48, Theorem 2.3] . We use the notation L p t , L p x ,Ḣ k x when the integration is over the time t ∈ (0, ∞) and space x ∈ R 3 variables, respectively. We write f XY := f Y X for nested norms and XY for the associated normed spaces. In other words, if the weighted L 2 norm of u 0 is small enough, once we centre the weight inx, then the solution is smooth in the region above a space-time paraboloid with vertex at (t, x) = (0,x). The existence of suitable weak solutions in
x is ensured by the Leray theory, see [48, Theorem 2.3] , for any divergence free u 0 ∈ L 2 . It is important to stress out that condition (1.4) allows u 0 to be large at x sufficiently far fromx. Thus (1.4) is not comparable with any translation invariant smallness assumption on u 0 . This is quantified in the following remark.
Remark 1.1. There are data u 0 arbitrarily large inḂ −1 ∞,∞ , or any translation invariant Banach space, but such that the norms |x −x| −1/2 u 0 L 2 are arbitrarily small. We recall thatḂ −1 ∞,∞ contains any Banach space invariant under (1.3); see [7] . Indeed, assume for simplicityx = 0 and let φ ∈ C ∞ c (R 3 ) be a divergence free vector field. Letting φ K (x) := φ(x − Kξ) for the translate of φ by the vector ξK, with |ξ| = 1 and K ≫ 1, since
recalling the translation invariance ofḂ
∞,∞ , we get as K → ∞:
Our main result is a perturbative version of Theorem 1.1. We need some preliminary definitions. for an admissible couple (r, q). We furthermore assume w 0 ∈ L
As well known, the boundedness assumption (1.5) ensures the smoothness and uniqueness of reference solutions; see Remark 3.1 for more details.
We are now ready to state the main result of the paper. Theorem 1.2. Given (r, q) admissible, there exists a constant δ 0 > 0 such that the following holds. Let w be a reference solution of size K to the Navier-Stokes equation with divergence free initial data w 0 . Then the set
x to the Navier-Stokes equation with divergence free data u 0 ∈ L 2 such that
Thus, if we perturb, in the weighted L 2 norm, the data of a reference solution, the corresponding weak solutions are still regular in the region above a paraboloid with vertex at (t, x) = (0,x), wherex is the center of the weight. We insist that the smallness assumption (1.7) allows for large perturbations, far from the pointx; see Remark 1.1.
In Section 2 we give a few applications of Theorem 1.2 to some classes of reference solutions. In Proposition 2.1, we consider large axisymmetric data w 0 with zero swirl. In Proposition 2.2, the reference data w 0 are assumed to fit a nonlinear smallness assumption (see (2.2) ) that can be satisfied by arbitrarily large w 0 ∈Ḃ −1 ∞,∞ , thus escaping the hypothesis of the known small data results. These solutions have been studied in [10] .
Further applications requires a slightly more general version of Theorem 1.2, since we also want to consider reference solutions with infinite energy. This will be allowed by Theorem 4.1, that generalizes Theorem 1.2. Thus, in Proposition 2.3, we can handle small 3D (three dimensional) perturbations of large 2D initial data
, that we can consider 3D objects via the natural extension
In Proposition 2.4, we focus on Beltrami fields, namely initial data w 0 that are eigenvectors of the curl operator ∇ × w 0 = λw 0 on R 3 , with λ = 0. These vector fields give rise to explicit solutions to the Navier-Stokes equation with very rich topological structures.
In the second part of the paper we work in the small data setting. We investigate how the size of the regular set depends on the size of the initial data. Notice that the regular set Π ε0−ε,x considered in Theorem 1.1 converges to a maximal one:
In other words, we are not able to prove smoothness in the region below the limit paraboloid Π ε0,x , even if the size ε of the initial data is arbitrarily small.
In Theorem 6.1 we will prove that if the size K of the reference solution is smaller than a threshold value, then the regular set is actually larger and invades the whole half space {t > 0} in the limit
improving in this way Theorem 1.2 in the case of very small reference solutions. Using Theorem 6.1, we are also able to cover the gap between the regularity Theorem 1.1 and the Kato well-posedness theory, which works for small L 3 initial data. To do so, we consider u 0 such that the critical 2 weighted L p norms
are sufficiently small. Then we show that the size of the regular set improves as p increases. We recover full regularity in the limit p → 3 − (namely α → 0 − ), as expected in light of the L 3 well-posedness. Noting that α < 0 when p < 3, the same argument of Remark 1.1 allows to construct initial data that are arbitrarily large in any translation invariant Banach space but arbitrarily small in L p (|x −x| αp dx), so that also the following theorem is not implied by the various known small data results. Let
It is easy to check that
while θ 2 behaves in the opposite way
2 Notice that these norms are invariant under the natural scaling (1.3), withx fixed, that is why we refer to them as critical. Theorem 1.3. There exists a constant δ 1 > 0 such that the following holds. Let 2 < p < 3, α = 1 − 3/p and M > 1. The set Π Mδ1,x is regular for any suitable
x to the Navier-Stokes equation with divergence free
This can be interpreted in the following way. Since θ 2 (p) → 0 as p → 3 − , we can choose p = p M as a function of M in such a way that
so that, since θ 1 (p M ) → 1, we have proved:
for all sufficiently large M . Notice that Π Mδ1,x increases indefinitely as M → ∞.
In other words, if M → ∞ and the L pM (|x −x| αpM ) norm of u 0 is less than δ 1 /2, the regular set invades the whole half space {t > 0} in the limit.
It is worth noting that all the results presented in the paper rely upon the algebraic structure of the nonlinearity N (u) := (u · ∇)u. Indeed, like in other perturbative results [46] , [33] , [26] , [2] , we exploit the cancellation R 3 N (u) · u = 0. The novelty here is that also the behavior of N (u) under the change of variables
plays a key role. The rest of the paper is organized as follows. In the next section we state some applications of this perturbative theory, namely Propositions 2.1 -2.4. In Section 3 we fix our setting, recalling the definition of suitable solutions and the fundamental Caffarelli-Kohn-Nirenberg regularity criterion from [5] . In Section 4 we prove our main Theorem 1.2, in fact we prove the slightly more general Theorem 4.1. As a consequence, in Section 5, we deduce Propositions 2.1 -2.4. Section 6 is devoted to the small data theory. In Theorem 6.1 we improve the perturbative result for reference solutions of sufficiently small size K. This also allows to prove Theorem 1.3.
Applications: perturbative solutions
We consider solutions with bounded energy in Propositions 2.1, 2.2 and unbounded energy in Propositions 2.3, 2.4. 2.1. Axisymmetric solutions with zero swirl. Let {(r cos Θ, r sin Θ, x 3 ), Θ ∈ T := R/2πZ, r ∈ [0, ∞), x 3 ∈ (−∞, ∞)} cylindrical polar coordinates on R 3 . We say that a vector field f is axisymmetric (with respect to the x 3 -axis) if it is independent of Θ, namely f = f er (r, x 3 )e r + f eΘ (r, x 3 )e Θ + f ex 3 (r, x 3 )e x3 .
(2.1)
Here (e r , e Θ , e x3 ) is a positively oriented orthonormal frame with e r in the radial direction and e x3 in the direction of increasing x 3 . The swirl of f is the scalar function f eΘ . By rotation invariance of the problem, the choice of the symmetry axis is clearly unimportant.
Proposition 2.1. There exists δ 2 > 0 such that the following holds. Let w 0 be an axisymmetric divergence free vector field with zero swirl, which belongs to
2.2.
A nonlinear smallness assumption in the Koch-Tataru space. Following [10] , we consider initial data w 0 such that
for a sufficiently small constant σ. Here P is the projection on the linear subspace of the divergence free vector fields, while
and ∆ j is the frequency projection onto the annulus 2 j−1 ≤ |ξ| ≤ 2 j (ξ is the Fourier conjugate variable of x).
The well-posedness for these initial data have been proved in [10] . The authors also provide concrete examples of divergence free vector fields that satisfies (2.2) and are arbitrarily large inḂ −1 ∞,∞ . Indeed, they consider the family
and φ is a Schwartz function. Letting ε → 0 (see [10, Theorem 2] )
Proposition 2.2. Let (r, q) be an admissible couple (see Definition 1.3) with q = ∞. There exists δ 0 > 0 such that the following holds. Let
, with zero divergence such that (2.2) holds with σ > 0 sufficiently small. Then the set Π δ0,x is regular for any suitable weak solution
x , where w is the (unique) solution to the Navier-Stokes equation with data w 0 .
2D solutions. For any 2D vector field
we have defined a 3D extension by
In the following proposition we analyze 3D weak solutions with initial data that are close (in the weighted L 2 norm) to the 3D extension of a 2D vector field W 0 . Indeed, it is well known that the 2D Navier stokes equation is well-posed as long as W 0 ∈ L 2 (R 2 ) is divergence free. Given a 2D solution W with initial data W 0 and pressure P W , it is immediate to check that the 3D extension W is a solution to the 3D Navier-Stokes equation with initial data W 0 and pressure P W := P W . Thus we may wonder whether small perturbations of W 0 still give rise to weak solutions with some additional regularity. This is positively addressed in the following proposition. 
, where W 0 is a 2D divergence free vector field. For any 3D diver-
and
, there exists a suitable weak solution u to the 3D Navier-Stokes equation for which the set Π δ0,x is regular.
Beltrami fields.
A Beltrami field w 0 is an eigenfunction of the curl operator, relative to a non zero eigenvalue λ. These vector fields are automatically divergence free and analytic. Indeed, they also satisfies ∆w 0 = −λ 2 w 0 . Letting P = − 
Clearly, these are bounded vector fields with infinite energy. In fact, any Beltrami field on R 3 has infinite L 2 -norm, since it is a nonzero eigenfunction of the laplacian. The interest of Beltrami fields is that, as a consequence of the Arnold structure theorem [1] , they are natural candidates to posses rich topological structures. This means that their stream and vortex lines (that in this case coincides), can be knotted and linked in very complicated ways. Indeed, any (locally bounded) link can be realized by the vortex lines of a suitable Beltrami field on R 3 , as proved in [15] . Also vortex tubes linked and knotted in arbitrarily complicated way can be realized using Beltrami fields; see [16] . Here, one can moreover assume that these Beltrami fields are bounded (in fact, bounded by C(1 + |x|) −1 with all their derivatives). Similar results hold on the three dimensional torus [17] . In this setting, small perturbations of Beltrami fields are interesting since they may realize the well known physical phaenomenon of vortex reconnection [14] . Whether a similar result may hold on R is still open. In the following proposition we observe that small perturbations of bounded Beltrami fields on R 3 can be also analyzed in the framework of this paper.
Proposition 2.4. There exists δ 3 > 0 such that the following holds. Let
there exists a suitable weak solution u to the Navier-Stokes equation for which the set Π δ3,x is regular.
Set up and preliminaries
Suitable solutions. Let u 0 ∈ L 2 loc (R 3 ) be a divergence free vector field. Following [5, Section 7] , [38, Chapter 30] and [41] , we say that u is a suitable weak solution to the Navier-Stokes with initial data u 0 if:
3 ) such that (u, P ) satisfies the first two equations in (1.1) in the sense of distributions;
The following local energy inequality is valid
and for all t > 0. 
and satisfy the energy inequality
Suitable solutions with bounded energy. We point out that any suitable weak solution which belongs to
x satisfies the inequality (3.2), as consequence of the local inequality (3.1), via a simple limiting argument. From (3.2) and the weak convergence to the data, also the strong L 2 convergence u(t) → u 0 can be easily deduced. Moreover, thanks to the suitability, the energy inequality can be 'restarted'
at almost any time t 0 > 0. From this fact and the weak continuity, also the strong L 2 continuity follows, at almost any time t 0 > 0. In the proof of Lemma 7.1 we will show how to deduce a family of 'restarted' local energy inequalities from (3.1), the same argument allows to deduce (3.3) by (3.2) . By Sobolev's embedding and interpolation, any function in
x also belongs to
for all T > 0, where L r T means that the time integration is restricted to the interval (0, T ). In particular, this allows to make sense to the following representation formula for the pressure
at almost any time t > 0. Here R := (R 1 , R 2 , R 3 ) and R j is the j-th coordinate oriented Riesz transform. Indeed, using the L p>1 boundedness of R j , the pressure automatically belongs to
Regularity properties. The following regularity criterion [5, Proposition 2], applies to suitable weak solutions. This criterion will be fundamental in the rest of the paper. We denote B(x, r) ⊂ R 3 the open ball of radius r centred at x. Let
the (space-time) parabolic cylinder of radius r with top point (t, x) and
There is an absolute constant ε * such that the following holds. A point (t, x) is regular (see Definition 1.1) for any suitable weak solution u to the Navier-Stokes equation such that
Remark 3.1. It is well known (see for instance [38, Proposition 14.2] ) that reference solutions w to the Navier-Stokeq equation (see Definition 1.4) satisfy the energy identity
Moreover, the Prodi-Serrin uniqueness result [47] , [50] , tells us that these solutions are unique in the class of weak solutions w ′ which satisfies the relative energy inequality. Thus w must coincide with the solutions given by the Leray approximation procedure, that are, in particular, suitable. Moreover
Finally, all the points (t, x) ∈ (0, ∞) × R 3 are regular for w. In fact, the regularity condition (3.7) is satisfied at any (t, x) ∈ (0, ∞) × R 3 ; see for instance Lemma 4.2. For a more direct argument we refer to [18] , [27] .
Proof of the main Theorem 1.2
We prove it as a consequence of the more general Theorem 4.1. The advantage is that this will allow us to consider reference solutions with infinite energy, like in the following definition.
Definition 4.1. We say that a suitable weak solution w to the Navier-Stokes equation with divergence free initial data w 0 ∈ L 2 loc (R 3 ) is a generalized reference solution of size K if (1.5) holds, for some admissible couple, and the regularity condition (3.7) is satisfied at any (t,
, for any compact set K ⊂ R 3 , and that the pressure can be represented as P = T · (w ⊗ w), where T is a 3 × 3 symmetric matrix of operators that are bounded on L p (|x| αp dx), for all 1 < p < ∞ and −3/p < α < 3 − 3/p.
The difference is that in the generalized notion we are not assuming
x . This makes necessary to require a priori the suitability, the regularity condition (3.7), the continuity of t → w(t) ∈ L 2 (K) and the representation formula for the pressure.
Notice that all these properties are shared by reference solutions; see Remark 3.1. In this case, the representation formula for the pressure is satisfied letting T = R ⊗ R, where R := (R 1 , R 2 , R 3 ) and R j is the j-th coordinate oriented Riesz transform; see (3.5) . Notice that R ⊗ R satisfies the weighted estimates we have required for T . These family of estimate indeed holds for even more general singular integrals of convolution type [51] .
x is a suitable weak solution to the perturbed Navier-Stokes equation, around the solution w, with initial data v 0 , when there exists
in the sense of distributions, and
, the perturbed (local) energy inequality
wφ is satisfied for all t > t 0 , where t 0 may be zero or almost any real number in (0, ∞), and there exists a 3 × 3 symmetric matrix T of operators, that are bounded on
, for all 1 < p < ∞ and −3/p < α < 3 − 3/p, and such that
Thus, our main theorem is now the following:
Theorem 4.1. Given (r, q) admissible, there exists a constant δ 0 > 0 such that the following holds. Let w be a generalized reference solution of size K to the NavierStokes equation with divergence free data w 0 ∈ L 2 loc . The set Π δ0,x is regular for every suitable weak solution u to the Navier-Stokes equation with divergence free data u 0 ∈ L 2 loc such that 4) and such that u − w is a suitable weak solution to the perturbed Navier-Stokes equation (4.1), around the solution w, with data
We have already observed that that reference solutions of size K are, in particular, generalized reference solutions of size K; see also Lemma 4.
x is a suitable weak solution to the Navier-Stokes equation with pressure P u and data u 0 ∈ L 2 (R 3 ) and w is a reference solution with pressure P w and data w 0 ∈ L 2 (R 3 ), then the difference u − w is a suitable weak solution to the perturbed Navier-Stokes equation 4.1, around the solution w, with pressure P u−w := P u − P w and data u 0 − w 0 . We refer to Lemma 7.1 for details. Here we only remark that, since we have the representation formulas P u = R ⊗ R · (u ⊗ u) and P w = R ⊗ R · (w ⊗ w), see (3.5), (4.3) holds taking T = R ⊗ R. In conclusion, Theorem 4.1 implies Theorem 1.2.
Moreover, keeping this in mind, the existence of suitable solutions u that satisfy the assumption of Theorem 4.1 is ensured by the Leray theory, once we consider data u 0 ∈ L 2 and w is a reference solution. This is not obvious when when w is a generalized reference solution, since we may need to handle unbounded energies, for instance u 0 only locally square integrable. However, there are some relevant situations in which these (infinite energy) suitable solutions can be actually constructed by a simple adaptation of the Leray theory; see Proposition 5.3. This is the case when we consider the admissible couple (r, q) = (2, ∞), for which Theorem 4.1 is substantially more efficient than (the simpler version) Theorem 1.2.
Idea of the proof. The main idea behind Theorem 1.1 is to use the local energy inequality (3.1) and the weighted L 2 smallness assumption on u 0 to prove that the regularity condition (3.7) is satisfied at any point inside the regular set.
A natural way to attack the perturbative case is trying to do the same, using the perturbed energy inequality (4.2), with initial data v 0 := u 0 − w 0 . The difficulty is that the new terms in the perturbed energy inequality (4.2) contain the reference solution w, so that they can not be handled in a perturbative way, since w may be large. To avoid this, we distinguish two time regimes t ≤ t * , t > t * and choose t * in such a way that these hard terms can be controlled for t > t * , using a cancelation in the energy inequality that is analogous to the one used in the proof of Theorem 1.1. Then we use the (exponential) smallness assumption (1.6) on u 0 − v 0 to control the weighted L 2 norm of the solution u − w up to the time t * , so that we can 'restart' the small data problem at the time t
* . An appropriate choice of t * permits to conclude the proof.
Proof. We can assumex = 0 since the general case follows by translation. We divide the proof into three steps.
First step: the perturbed equation.
Let v 0 := u 0 − w 0 and v := u − w. Fix ξ ∈ R 3 . We have assumed v to be a weak solution to the perturbed Navier-Stokes equation (4.1), that, after the change of variables
where v ξ (0, ·) = v 0 means that we have L 2 weak convergence as t → 0 + . Let
and define
The integral
, that is bounded by assumption. However, our ultimate goal is to obtain a bound that is uniform in µ > 0. Since the functions
(τ )dτ are continuous and non decreasing in t > 0, it is easy to show that
(ii)
or there exists a single (possibly equal to zero) t n which satisfies this and such that
In both cases we have
that, recalling the property (i) in (4.7), implies
for any possible t * ∈ [0, ∞]. For any t > t * we consider the (space-time) segment
We will investigate for which (t, ξ) this set is regular. Notice that the change of variables (4.5) maps L(t, ξ) into (0, t) × {0}, a vertical segment above the origin of the space-time.
4.2. Second step: estimates for t ≤ t * . We have assumed v to satisfy the perturbed energy inequality (4.2), that after the change of variables (4.5) becomes
By a standard approximation argument (see the proof of Lemma 8.3 in [5] ) this still holds for any test function of the form
We shall choose here
where σ µ (y) has been defined in (4.6), δ > 0 and χ : [0, ∞) → [0, ∞) is a smooth non increasing function such that
.
x , so that v also belongs the mixed spaces in (3.4), since the same clearly holds for P v ξ , w ξ , v ξ , we can easily pass to the limit δ → 0 so that
12) we arrive to the inequality
The next goal is to deduce an integral inequality for the functions
In order to bound the terms on the right hand side of (4.13) we use the Stein weighted estimates for singular integrals (7.7) and the Caffarelli-Kohn-Nirenberg interpolation inequalities (7.2). For brevity we will refer to these inequalities as SS and CKN, respectively. We first bound the terms involving the pressure
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Here and in the following Z ≥ 1 denotes several constants, only depending on (r, q), possibly increasing from line to line. By the SS inequality (7.7) we have
then using the CKN inequality (7.2) we obtain
In a similar way
and, again by CKN with 2θ = 1 + 3/q, which implies r = 1/(1 − θ), where θ is the interpolation parameter in (7.2), we get
We now consider the other terms in the right hand side of (4.13). As above, we use CKN to bound
In order to bound the terms with w ξ we use CKN with 2θ = 1 + 3/q
and CKN with θ = 1 − 2/r, which implies 2/(1 − θ) = r,
Now, recalling (4.13), summing all these inequalities and absorbing the resulting term t 0Ḃ µ (τ )dτ = B µ (t) from the right hand side into the left hand side, we obtain
Let a(t) :=
Since a µ (0) ≤ a(0), we have obtained the estimate
for some constant Z. By Grönwall's lemma we get, for 0 ≤ t ≤ t * : 
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Recalling (4.8), namely that the quantity B µ (t * ) is smaller than K, and since
Thus, if we restrict to the vectors ξ such that
the estimate (4.15) gives
where we have denoted
Taking a suitably larger constant Z, this implies
4.3. Third step: estimates for t > t * . Here the idea is to repeat the previous argument starting by the point (t * , t * ξ) of the segment L(t, ξ) × {0}, rather than the origin. To do so we want to use the inequality (4.9), but the time integration has to be over [t * , t] rather than [0, t]. Since we know that v satisfies the perturbed energy inequality (4.2), changing variables as in (4.5), we can actually do this on intervals [t * n , t * ], where t * n is a sequence of times, smaller or equal than t * , and such that t * n → t * . Notice that this is possible since in the inequality (4.2) the integration is over the time interval [t 0 , t] where t 0 is allowed to be zero or almost any real number in (0, ∞).
Choosing as test functions φ(t, y) := ψ µ (t)σ µ (y)χ(δ|y|) where χ and σ µ are as before 5 , while
with k a positive constant to be specified, and proceeding as before, we arrive to
This implies, recalling (4.12),
Again, our goal is to prove an integral inequality for the functions
4 w ξ , at fixed t, is simply a translation of w.
5 To be precise we have to consider two vanishing sequences δn, µn instead of δ, µ, in order to be sure that the exceptional times, starting from which (4.2) may not be satisfied for at least one of our test functions, has measure zero. However, we keep writing δ, µ for simplicity.
We need to bound the terms in the right hand side of (4.18). Recalling the decomposition (4.14), with the same computations of the second step, we obtain I ≤ 1 5Ḃ t * n ,µ + ZḂ t * n ,µ a µ . While, using the SS and CKN inequality, the last one with 2θ = 1 + 3/q, that implies r = 1/(1 − θ),
Exactly as in the second step
n ,µ + ZḂ t * n ,µ a µ , while the next terms has to been estimated differently. Using CKN
By CKN with θ = 1 − 2/r, that implies r = 2/(1 − θ),
We can now plug these inequalities in (4.18) so that
ds. Now we subtract the first term of the right hand side from the left hand side and choose k = 6Z in order to cancel each other out the second and the last term on the right hand side. Thus, noting 1 6Z
we have proved
≤ |ξ| 
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The bound of II is more delicate and requires the property (ii) in (4.7). Indeed, letting
the property (ii) becomes
and, since B t * n ,µ (t) ≥ B t * , µ (t), we can bound 
In order to handle the term a µ (t * n ) we use a µ (t * n ) ≤ Ze ZK ǫ 2 , which we have proved in (4.17), and we assume
In fact we assume that ǫ is so small that
in such a way that (4.22) gives
or equivalently (we recall that ψ µ (t) = e −6ZB t * n ,µ (t) )
for all t > t * . Let us finally assume
Note that this assumption is stronger than (4.16), namely |ξ| 2 t * ≤ 1, since Z ≥ 1 and t * < t. The inequality (4.24) immediately gives
for t > t * such that (4.25) holds. Here we mean that B t * n ,µ (t) is bounded by a constant independent on µ > 0. This constant may become arbitrarily large as |ξ| 2 t approaches 1 10Z , but this does not affect our argument. On the other hand, recalling (4.8), we also know that
Thus, since B µ (t) = B µ (t * ) + B t * , µ (t), we have proved
for t > t * such that (4.25) holds. Since the weights σ µ (y) are increasing as µ → 0, and they converges to |y| −1 , we can pass to the limit and come back to the old variables (t, x), so that This implies that the regularity condition (3.7) is satisfied at any (s, ξs) ∈ L(t, ξ). Indeed, let 0 < s < t, and let r > 0 be so small that 0 < s − 7r 2 /8 < s + r 2 /8 < t and |ξ|r ≤ 1. For all (τ, x) ∈ Q * r (s, ξs) |x − ξτ | ≤ |x − ξs| + |ξ||s − τ | ≤ r + r 2 |ξ| ≤ 2r, from which we deduce 1 r
Using this and (4.26) is clear that the quantity on the left hand side converges to zero as r → 0. On the other hand, we already know that lim sup
since this is one of the requirement to be a generalized reference solution. Thus u = v + w satisfies the regularity condition (3.7) at any point (s, ξs) ∈ L(t, ξ) with (t, ξ) satisfying (4.25). This implies, by Lemma 3.1, the regularity of L(t, ξ).
4.4.
Conclusion of the proof. Summing up we have shown that there exists a constant Z ≥ 1, that only depends on (r, q), such that the following holds: if ǫ is sufficiently small enough to satisfy (4.23), then the segment L(t, ξ) is a regular set for u, for any ξ ∈ R 3 and t > 0 such that (4.25) holds. If we set and (4.25) follows by |ξ| 2 t < δ 0 , which is equivalent to t > |tξ| 2 δ0 , namely
Thus L(t, tξ) is regular provided that ǫ satisfies (4.28) and (t, tξ) ∈ Π δ0 . As a consequence, we conclude that the paraboloid Π δ0 , that is the union of these segments for arbitrary t > 0 and ξ ∈ R 3 , is a regular set for u provided that (4.28), namely our smallness assumption (4.4), holds. This concludes the proof.
Here we prove that reference solutions are generalized reference solutions. Proof. Recalling Remark 3.1 and (3.5), we only need to show that the regularity condition (3.7) is satisfied at any (t, x) ∈ (0, ∞) × R 3 . Recalling the argument at the end of the previous proof (after the inequality (4.26)) it suffices to prove By translation invariance we can assume x ′ = 0, namely w 0 ∈ L 2 (R 3 )∩L 2 (|x| −1 dx). We change variables (t, y) = (t, x − ξt), w ξ (t, y) = w(t, x) , so that the local energy inequality becomes
where P w ξ = R ⊗ R · (w ξ ⊗ w ξ ). We choose φ(t, y) := σ µ (y)χ(δ|y|) where σ µ and χ are as in the second step of the previous proof. Exactly as before, taking the limit δ → 0 and, using the inequalities (4.12), (4.30) becomes
(4.31) We desire an integral inequality for the functions
To bound the pressure term we use the SS and CKN inequalities, the last one with 2θ = 1 + 3/q, that implies r = 1/(1 − θ), so that
In a similar way, using CKN with 2θ = 1 + 3/q 34) and, again by CKN,
Using these, the inequality (4.31) becomes
Letting a(t) := R 3 |y| −1 |w ξ (t, y)| 2 dy and using a µ (0) ≤ a(0), we arrive to
Plugging this into the right hand side of (4.35), since w ξ r L r t L q x =: K, we find out that B µ (t) is bounded, for any time t > 0, uniformly in µ. Thus, since the weights σ µ (y) are increasing as µ → 0, we can pass to the limit
In particular, coming back to the (t, x) variables, we see that (4.29) is satisfied. This concludes the proof.
Proof of Propositions 2.1 -2.4
Proof of Proposition 2.1. Let w be the solution to the Navier-Stokes equation constructed in [37] , for the zero swirl initial data w 0 . This solution satisfies the energy inequality (
x , and moreover
Indeed, as we will show at the end of the proof, this can be deduced following the proof of Lemma 5 in [37] . Thus w ∈ L 
Thus, we can equivalently show
Following the proof of Lemma 5 in [37] , we have
for a certain constant k > 0. We recall that r is the radial variables in a cylindrical polar coordinate system; see (2.1). Thus, using the inequality
3), and the Young inequality,
STABILITY PROPERTIES OF THE REGULAR SET FOR THE NAVIER-STOKES EQUATION 20
for some C that only depends on k.
and, by [54, Proposition 5.1. There exists a constant δ 0 > 0 such that the following holds. Let W 0 be a 2D divergence free vector field which belongs to L 2 (R 2 ) ∩ L 1 (R 2 ) and let W be the (unique) solution to the 2D Navier-Stokes equation with initial data W 0 . The set Π δ0,x is regular for any suitable weak solution u to the 3D Navier-Stokes equation, with divergence free initial data u 0 ∈ L 2 loc (R 3 ), such that:
is a suitable weak solution to the perturbed 3D Navier-Stokes equation (4.1), around the solution W , with data u 0 − W 0 ; and
It is not immediately clear that suitable weak solutions which satisfy the condition (2) of the statement actually exist. In Proposition 5.3 we will prove that this is indeed the case, for any initial datum u 0 ∈ L 2 loc (R 3 ), as long as (1) Proof of Proposition 5.1.
. This is a well know fact, indeed it is unique in the class of solutions which satisfies the 2D energy inequality, and thus it is, in particular, suitable. Moreover, as observed in the proof of Theorem 4 in [46] 
. By the definition of W , we immediately have
for any compact set K ⊂ R 3 . Since (r, q) = (2, ∞) is admissible (namely 2/r+3/q = 1), in order to show that W is a generalized reference solution (see Definition 4.1), we need to check that it is suitable, that satisfies the regularity condition (3.7) at
, and that the representation formula for the pressure is satisfied. The suitability follows straightforwardly by that of W . We omit the obvious details. We only notice that given any φ ∈ C ∞ c ((0, ∞) × R 3 ), we can define a family of 2D functions φ x3 (x 1 , x 2 ) := φ(x 1 , x 2 , x 3 ), so that W solves the 2D Navier-stokes equation, in the weak sense, when we test against φ x3 (x 1 , x 2 ), and similarly, given 0 ≤ φ ∈ C ∞ c (R × R 3 ), the local energy inequality
holds, where the space integration is over (x 1 , x 2 ) ∈ R 2 . Thus, integrating over x 3 ∈ R, we see that W satisfies the weak 3D equation, letting P W = P W , and
here we have used
) (see [38, Proposition 14.3] ), integrating with respect to x 3 , we see that
We remark that there is no trouble to make sense of R i R j W i W j as long as W i W j (t) is bounded, see for instance [29, Remark 8.1.18] , and so for almost any t ∈ (0, ∞),
. Finally, by definition of W , one see that
because of the (space-time) integrability of |∇W | 2 . In conclusion, we have shown that W is a generalized reference solution of
, so that the statement follows by Theorem 4.1. Proposition 5.2. There exists a constant δ 3 > 0 such that the following holds. Let w 0 ∈ L ∞ (R 3 ) such that ∇ × w 0 = λw 0 for some λ = 0. The set Π δ0,x is regular for any suitable weak solution u to the Navier-Stokes equation, with divergence free initial data u 0 ∈ L 2 loc , such that:
x is a suitable weak solution to the perturbed Navier-Stokes equation 4.1, around the solution e −tλ 2 w 0 , with initial data u 0 − w 0 ; and
Proof of Proposition 5.2. Recalling Subsection 2.4, since w 0 is analytic (it is a solution of ∆w 0 = −λ 2 w 0 ), it is clear that w(t, x) := e −λ 2 t w 0 is a suitable weak solution to the Navier-Stokes equation that also satisfies the regularity condition (3.7) at any (t,
and, since the pressure can be chosen to be P = − 10) so that w is a generalized reference solution of size K =
, and the statement follows by Theorem 4.1, taking δ 3 = 2δ 0 .
Weak solutions with unbounded energy.
In the following statement we assume the initial data u 0 to be only locally square integrable, but, since the difference u 0 − w 0 belongs to L 2 , with w 0 the initial datum of a generalized reference solution w ∈ L 
x is a suitable weak solution to the perturbed Navier-Stokes equation (4.1), around w, with data v 0 := u 0 − w 0 .
Proof of Proposition 5.3. Once we have found v, it is straightforward to check that the full statement follows taking u := w + v and P u := P w + P v ; see Lemma 7.2 for more details. In order to prove the existence of v, we first consider, as usual, the family of mollified problems (0 < ε < 1):
Since all the vector fields involved are divergence free, the first equation can be rewritten as
A standard fixed point argument allows to find, for any 0 < ε < 1, a unique solution
x such that, for all t < T :
we write L r T when the time integration is restricted to t ∈ (0, T ). The local existence time T depends, in principle, on v 0 L 2 , but it can be taken arbitrarily large via a standard continuation argument. Indeed, using Hölder's and Young's inequalities, we can estimate the last term of (5.13) as
plugging this into the (5.13) and absorbing the term t 0 R 3 |∇v (ε) | 2 into the left hand side, we obtain
is integrable by assumption, the Grönwall's inequality gives 14) for all t < T , where
. Then, the continuation argument allows to extend the local theory to any T > 0, in such a way that
Since these bounds hold uniformly in 0 < ε < 1, we can extract, for any T > 0, a subsequence, that with a little abuse of notations we still denote
, and such that ∇v
, as ε → 0. In the following we will repeat the same abuse a few times. By the weak lower semicontinuity of the norm and (5.15), we also have that v belongs to L 2 tḢ 1
x . Now, it is well known that in the context of the Navier-Stokes equation the weak convergence of v (ε) to v can be promoted to strong convergence in L 2 ((0, T ) × R 3 ), for any T > 0. This is also the case here, by a straightforward adaptation of the standard argument, that we will recall at the end of the proof. This also implies that, on a certain subsequence, we have x , using again (5.15), Sobolev embedding and interpolation, we see that, for all T > 0, the vector fields v, v (ε) and v (ε) * ρ ε are ε-uniformly bounded in Lr T Lq x , provided 2/r + 3/q ≥ 3/2, 2 ≤q ≤ 6; see (3.4) . Using this fact, triangle inequality and interpolation, the L 2 T L 2 x (strong) convergence of v (ε) (and of v (ε) * ρ ε ) can be promoted to (strong) convergence in Lr T Lq x , provided 2/r + 3/q > 3/2, 2 <q < 6, for any T > 0. Now we consider the pressure. Taking the divergence of the first equation in (5.11), we have
or equivalently (we recall that R is the Riesz transform)
Since we have also assumed w ∈ L 2 t L ∞ x , using the L q>1 boundedness of the Riesz transform, we have that P v (ε) is ε-uniformly bounded in Lr T Lq x , provided 2/r+3/q ≥ 3, 2 ≤q ≤ 3; comparing to (3.6), the restriction 2 ≤q arises since we also need to estimate the contribution of w to the pressure. Thus we can extract a subsequence, that we still denote with P v (ε) , which converges weekly to a function P v in Lr T Lq x , 2/r + 3/q ≥ 3, 2 ≤q ≤ 3. Then the limit P v has to coincide with
(5.18)
We are now ready to show that the couple (v, P v ) is a suitable weak solution to the perturbed Navier-Stokes equation ( 
. Now we prove the perturbed local energy inequality (4.2). We first consider the case t 0 = 0. For any non negative test function φ, we take the scalar product of the first equation in (5.11) with 2φv (ε) , integrate over (0, t) × R 3 and by parts, so that
Using this and the integrability and convergence properties of the functions involved, it is now straightforward to pass to the limit ε → 0 so that
for almost every t > 0. We omit the details of this straightforward fact. We only remark that, in order to handle the term (v · ∇)v · wφ, we need to notice that by (5.16) end Egoroff's theorem, we have, for any 0
for all ε sufficiently small, where Ω t,δ ⊂ (0, t) with |(0, t) \ Ω t | < δ. Once we have proved (5.20) , for almost any t > 0, since
the (4.2) has been proved for almost every t > 0 and t 0 = 0. In fact, we can extended it to any t > 0 once we modify v on a set of zero Lebesgue measure, in order to make the function t ∈ (0, ∞) → v(t) ∈ L 2 (R 3 ) weakly continuous. This is a standard argument in the theory of vector valued time dependent functions, once we notice that ∂ t u ∈ L 
as we may taking advantage of the fact that v and w are divergence free. Then, the case t 0 > 0 of the inequality can be deduced, for almost any t 0 > 0, by the case t 0 = 0, as explained in the forthcoming Lemma 7.1.
Let now Φ be a C 2 c (R 3 ) vector field. Recalling the momentum equation (5.11), we have
for all t ′ > 0. Thus, recalling the (ε-uniform) integrability properties of
The L 2 -weak convergence v(t) → v 0 as t → 0 + is now a consequence of the following observation. Given any 0 < δ < 1, for any sufficiently small time t > 0, we can find a time t ′ at which (5.16) holds and such that |t − t ′ | is also sufficiently small that we have these three facts:
as a consequence of (5.21), and, taking ε sufficiently small,
, as a consequence of (5.16) . In conclusion, we have shown that v is a suitable solution to the perturbed equation (4.1).
In the proof we have used the strong L 2 ((0, T ) × R 3 ) convergence of v (ε) to v, as ε → 0. We conclude proving this fact. Using (5.12) and the (ε-uniform) integrability properties of
is finite. Thus, recalling (5.15), we are allowed to use the Aubin-Lions lemma (see for instance [39, Theorem 12.1] ) to extract a subsequence 
Using the strong L 2 loc convergence (5.22) and
>R | 2 into the left hand side of (5.26), we obtain
is integrable, the Grönwall inequality gives
for any 0 < t < T . Since the right hand side of (5.27) does not depend on ε anymore and goes to zero as R → ∞, we obtain (5.24), so that the proof is concluded.
Small data
When K is sufficiently small, we can improve the size of the regular set of small perturbations of reference solutions. 
x to the Navier-Stokes equation with divergence free initial data u 0 ∈ L 2 such that
The size of the regular set (6.1) increases indefinitely as long as we consider smaller perturbations of w 0 . More precisely, if we take a sequence u n 0 such that |x −x| −1/2 (u n 0 − w 0 ) L 2 → 0 as n → ∞ , then we can find a divergent sequence of real numbers M n such that (6.2) holds, so that that Π Mnδ4,x is a regular set for the corresponding weak solutions u n . Notice that we clearly have Π Mnδ4,x → {t > 0} as n → ∞ (since M n → ∞). The case K = 0 of Theorem 6.1, namely w = w 0 = 0, has been proved in [12, Corollary 1.6] . For a direct argument we refer to [42] .
6.1. Proof of Theorem 6.1.
Idea of the proof. Comparing with Theorem 1.2, when we look at the perturbed energy inequality, we have no more trouble with the terms in which the reference solution w is involved, since w has been assumed to be small (K ≪ 1). This gives us enough freedom to improve the size of the regular sets. We again distinguish two time regimes t ≤ t * , t > t * , but now we choose t * in such a way that the term contributing to the size of the regular set becomes very small for t > t * . Then we use the (exponential) smallness assumption (6.1) on u 0 − v 0 to control the weighted L 2 norm of u − w, up to the time t * . This permits to conclude the proof.
Proof. We restrict tox = 0; the general case follows by translation. Let v 0 := u 0 − w 0 , v := u − w and denote ǫ := |x|
. For all ξ ∈ R 3 and T > 1 we investigate when L(T, ξ) := {(s, ξs) : s ∈ (0, T )} is a regular set. We again change variables
and set σ µ (y) := (µ + |y| 2 )
with k a positive constant to be specified. Again, we should consider vanishing sequences δ n , µ n , instead of δ, µ, in order to be sure that the exceptional times, starting from which (4.2), and so (6.9), may not be satisfied, for at least one of our test functions, has measure zero. We keep writing δ, µ, for simplicity. As in Subsection 4.3, by a repeated use of the Stein bound for singular integrals and of the Caffarelli-Kohn-Nirenberg inequality, and appropriate cancellations between the left hand side and the right hand side of (6.9), we obtain, taking k = 6Z,
ds ; (6.10) compare with the inequality (4.19) .
The second term of the right hand side is immediately bounded by 1 5 K, that we have assumed to be small. In order to bound the first term of the right hand side in an efficient way, we need to take advantage of the key definition (6.5) which implies for all 0 ≤ t ≤ t * + T , as long as (6.13) holds. Again, we mean that B µ (t) is bounded by a constant that is independent on µ. This constant may however it may increase indefinitely as as |ξ| 2 T approaches M 20Z , but this does not affect our argument. Since the weights σ µ (y) are increasing as µ → 0, and they converges to |y| −1 , we can pass to the limit in (6.14), so that
under the same conditions. In particular, going back to the old variables,
and we have already observed (see Subsection 4.3) that this implies that L(T, ξ) is a regular set. Summing up, if we assume (6.11) and (6.13), then L(T, ξ) is regular. Notice that the condition (6.11) is ensured by
. Under this choice, the condition (6.13) is implied by
Mδ4 } , and the proof is completed because Π Mδ4 is the union of such segments for arbitrary T > 1. 
x to the Navier-Stokes equation with data w 0 , and
; see Definition 1.4. Theorem 1.3 covers the gap between the regularity Theorem 1.1 and the full regularity of solutions with small L 3 initial data. A similar phenomenon has been observed in [12] where some additional angular integrability to the data has been required in order to gain regularity. The connection between smoothness and higher angular integrability of solutions to the Navier-Stokes equation has also been observed in [43] . This is not surprising since the basic inequalities that are used to handle the local energy estimates, like weighted bound for the Riesz transform and the Caffarelli-Kohn-Nirenberg inequality (7.2), improves under additional angular integrability assumptions; see [3] , [11] , [13] .
We prove Theorem 1.3 whenx = 0, the general case follows by translation. In order to apply Theorem 6.1, an appropriate decomposition of the initial data is required.
For any s > 0, we split Let us recall that P is the projection onto the divergence free vector fields subspace, and it can be represented as P = Id + (R ⊗ R)·. This decomposition satisfies the key estimates
where 2 < p < 3 and α = 1 − 3/p. Indeed, since the Riesz transform R, and so P, are bounded on L 3 and on L 2 (|x| −1 dx), see for instance [51] , the estimates (6.17) are consequence of the elementary estimates
(6.18)
We choose 19) for some C > 1, where θ 1 (p), θ 2 (p) have been defined in (1.9). Then we choose δ 1 = C −1 min(1, δ 4 , ε 1 ), where δ 4 is the small constant in Theorem 6.1, ε 1 is the small constant in the Kato's Theorem 6.2 and C 1/10 is a constant larger than the ones in (6.19), (6.16) . By (6.19 ) and the first assumption in (1.10), Thanks to (6.21), (6.22 ) and recalling Remark 6.1 6 we can apply Theorem 6.1 to conclude that Π Mδ4 is a regular set for u. Since Π Mδ1 ⊂ Π Mδ4 the proof is complete.
Appendix
x is a suitable weak solution to the Navier-Stokes equation with pressure P u and divergence free data u 0 ∈ L 2 and w is a reference solution (see Definition 1.4) with pressure P w and divergence free data w 0 ∈ L 2 , then the difference u − w is a suitable weak solution to the perturbed Navier-Stokes equation (4.1), around the solution w, with pressure P u−w := P u −P w and data u 0 − w 0 . Proof. The only non trivial thing to prove is that the perturbed local energy inequality (4.2) is satisfied. This is formally justified once we take the scalar product of the momentum equation for v, namely the first equation in (4.1), against the vector field 2φv, we integrate over (t 0 , t) × R 3 and then by parts. A rigorous proof requires the suitability of u and the fact that w is a reference solution.
We first consider the case t 0 = 0. Since (u, P u ) and (w, P w ) satisfy the local energy inequality (3.1), taking the difference, is straightforward to check that (4.2) is a consequence of 0 = 2 R 3 u · wφ(t, x)dx − 2 R 3 u 0 · w 0 φ(0, x)dx − 2 Again, this identity is formally justified once we take the scalar product of the momentum equation for u against the vector field 2φw, the scalar product of the momentum equation for w against 2φu, we integrate over (0, t) × R 3 and then by parts. Since u is a suitable solution, this procedure is rigorous once we consider, rather than the field 2φu, the mollified field 2φu ε , letting eventually ε → 0. The mollification has to be in the space-time variables, namely f ε (t, x) := (1) r > 0, 0 < θ ≤ 1, γ < 3/r, α < 3/2, β < 3/2; (2) −γ + 3/r = θ(−α + 1/2) + (1 − θ)(−β + 3/2); (3) θα + (1 − θ)β ≤ γ; (4) when −γ + 3/r = −α + 1/2, assume also γ ≤ θ(α + 1)
2)
where σ µ := (µ + |x| 2 ) −1/2 , µ ≥ 0. The constant C is independent of µ.
The (7.2) has been proved in [4] in the case µ = 0. The general case can be obtained by the following standard argument. First notice that, by rescaling, it suffices to prove (7.2) in the case µ = 1. Then we notice that
if |x| 1.
Split f = f 1 + f 2 := χ 1 f + χ 2 f , where χ 1 is a smooth cut-off function of the unit ball, namely 0 ≤ χ 1 ≤ 1, χ 1 = 1 if |x| ≤ 1, χ 1 = 0 if |x| ≥ 2 (χ 2 := 1 − χ 1 ). Using the inequality (7.2) with µ = 0 we have
3)
where we have used that σ 1 ≃ |x| −1 in the support of f 2 . If the parameters (θ, r, α, β, γ) satisfies the conditions (1-4), then (θ, r, 0, 0, 0) satisfies the same conditions once we replace (2) with −γ + 3/r ≥ θ(−α + 1/2) + (1 − θ)(−β + 3/2) .
Thus, there exists s ≥ r so that (θ, s, 0, 0, 0) satisfies (1-4), and we can use again the inequality (7.2) with µ = 0, so that 4) recalling that f 1 is compactly supported. This is actually the Gagliardo-Nirenberg inequality. Since σ 1 ≃ 1 in the support of f 1 this implies
We finally observe that, for j = 1, 2,
, where in the last inequality we have used the embeddingḢ 1 ֒→ L 6 . Then (7.2) follows by (7. 3), (7.5), (7.6) .
The family of inequalities (7.7) has been proved in [51] in the case µ = 0. The general case can be then deduced as shown in [5, Lemma 7.2] . Proposition 7.4 (Stein). Let 1 < p < ∞ and −3 + 3/p < α < 3/p. Let T be a singular operator. Then σ
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