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Abstract Linear antenna array design is one of the most important electromagnetic optimization
problems of current interest. This article describes the application of a recently develop metaheuristic
algorithm, known as the composite differential evolution (CoDE), to optimize a spacing between the
elements of the linear element that provides a radiation pattern with minimum side lobe level and null
placement in the specified direction. The CoDE has been used to solve three difficult instances of the design
problem, and the optimization goal in each example is easily achieved. The experimental results of the
CoDE algorithm have been shown to be better than the recently published results obtained using other
state-of –the-art metaheuristics like DE, jDE, SaDE, JADE, BBO, GA, PSO and ES in a statistically meaningful
way.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Antenna arrays play an important role in detecting and
processing signals arriving from different directions. Antenna
array synthesis aims at obtaining a physical layout of the
array whose radiation pattern is close to the desired pattern.
Many methodologies have been proposed in the literature to
obtain the antenna arrays. The most synthesis method intends
to suppress the Side Lobe Level (SLL) while preserving the
gain of the main beam [1]. Others aim to place the null in a
specified direction by reducing the effects of interference and
jamming. For the linear array geometry, we can suppress the
side lobe level by designing the spacing between the elements,
while preserving the gain of the main beam, thus controlling
nulling [2].
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doi:10.1016/j.scient.2012.03.010It is well known that the classical optimization methods
need a starting point that is reasonably close to the final so-
lution, or they are likely to be stuck in a local minimum. The
quality of the solution strongly depends on the estimation of
initial values. If initial values fall in a region of the solution
space, where all local solutions are poor, a local search is lim-
ited to finding the best of these poor solutions. Since there are
disadvantages to classic optimization techniques, heuristic op-
timizations techniques, such as Simulated Annealing (SA) [3,4],
Genetic Algorithm (GA) [5–16], Particle Swarm Optimization
algorithm (PSO) [17–21], ant colony optimization [22,23],
biogeography based optimization [24,25], differential evolu-
tion [26,27] and tabu search algorithm [28], have beenproposed
to accurately solve antenna array problems. These algorithms
use an objective function, optimization of which leads to side
lobe suppression and null control [29].
Particularly, Differential Evolution (DE) [30] is a method
that optimizes a problem by iteratively trying to improve a
candidate solution with regard to a given measure of quality.
DE is a simple yet powerful population based, direct search
algorithm, with the generation and test feature for global
optimization problems. The basic idea of DE is to create
new candidate solutions by combining the parent individual
and several other individuals of the same population, and
a candidate replaces the parent only if it has better fitness.
evier B.V. Open access under CC BY-NC-ND license.
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effective algorithm for some kinds of problems. Furthermore,
the differential evolution is well suited for solving this
problem because the algorithm is easier to implement than
GA and applied design problems with both discrete and
continuous design parameters. In order to demonstrate the
advantages of the proposed design, the results obtained using
continuous-phase excitations, followed by quantization, are
compared.
Some variations of DE have been proposed to enhance
the performance of standard DE. Brest et al. [31] proposed
a self adapting parameter setting in DE in order to avoid
the manual parameter setting of F and CR. The parameter
control technique is based on the self adaptation of two
parameters associated with the evolutionary process. The main
goal here is to produce a flexible DE in terms of control
parameters, F and CR. The result shows that the algorithm
with self adaptive control parameter settings is better than
or at least comparable to the standard DE algorithm and
evolutionary algorithms from literature. Qin et al. [32] proposed
a Self adaptive DE algorithm (SaDE) in which both trail vector
generation strategies and their associated control parameter
values are gradually self-adaptive by learning from their
previous experiences in generating promising solutions. This
method uses neither any particular learning strategy, nor any
specific setting for the control parameters, F and CR. From
the results, we can conclude that SaDE is more effective in
obtaining better quality solutions, which aremore stable with a
relatively smaller standard deviation, and has a higher success
rate. In the JADE, proposed by Zhang and Sanderson [33],
a normal distribution and a Cauchy distribution are utilized
to generate F and Cr for each target vector, respectively.
JADE extracts information from the recently successful F and
Cr and uses such information for generating new F and Cr .
Wang et al. [34] proposed composite DE, which uses three
trial vector generation strategies and three control parameter
settings. This basic idea of the algorithm combines several
trail vector generation strategies with a number of control
parameter settings at each generation to create new trail
vectors randomly. The experiment was compared with three
other state-of-the-art DE variants, i.e. JADE, jDE and SaDE. The
results suggested that its overall performance was better than
its three competitors.
In this paper, we will use the composite differential evolu-
tion (CoDE) to perform linear antenna array optimization. Here,
this algorithm employed three trial vector generation strategies
and three control parameter settings. These strategies and pa-
rameter settings have distinct advantages and, therefore, they
can complement one another. In CoDE, each strategy generated
its trail vector with a parameter setting randomly selected from
the parameter candidate pool. This algorithm is very easy to im-
plement. Previous work showed the CoDE algorithm to be an
effective algorithm for numerical global optimization. Further-
more, this algorithm iswell suited for solving the linear antenna
array problem because the algorithm is easier to implement
than GA and applied design problems with continuous design
parameters. In order to demonstrate the advantages of the pro-
posed design, the results obtained are comparedwith jDE, SaDE,
JADE, BBO, GA, PSO and ES. The experimental results show that
the CoDE algorithm is very competitive.
The rest of this paper is organized as follows. In Section 2,
we will introduce the problem formulation. Section 3 describes
the differential evolution. Section 4 describes the composite
differential evolution. Section 5 describes experimental results.Figure 1: The geometry of a 2N-element symmetric linear array.
In the last section, we conclude this paper and point out some
future research directions.
2. Problem formulation
The problem described is as follows: In order to design
a linear antenna array, let us assume that we have 2N
isotropic radiators placed symmetrically along the x-axis. The
2N isotropic elements’ far field array factor can be given by:
AF(φ) = 2
N
n=1
an cos

2π
λ
xn cos(φ)+ ϕn

, (1)
where an is the excitation magnitude. ϕn represents the phase
and φ is the angle measured from the array line. xn is the
location of the nth element. The antenna geometry is shown in
Figure 1.
If we further assume the uniform excitation of amplitude
andphase as an = 1 andϕn = 0 for all elements, the array factor
can be further written in a simple form as:
AF(φ) = 2
N
n=1
cos

2π
λ
xn cos(φ)

. (2)
In this paper, composite differential evolution is used to find the
current amplitudes of the array elements that will result in an
array beam with minimum SLL, and if the nulls are needed in
the desired direction.
For side lobe suppression, the objective function is:
f1 =

i
1
∆φi
 φui
φli
AF(φ)2 dφ, (3)
and for null control:
f2 =

k
|AF(φk)|2 dφ. (4)
In order to minimize both of them, we use the summation
of Eqs. (3) and (4) as our combined objective function of the
composite differential evolution algorithm, where ∆φi, the
bandwidth to suppress, as φui− φli, φk, is in the direction of the
null.
3. Differential evolution algorithm
Differential Evolution (DE) is an Evolutionary Algorithm
first introduced by Storn and Price [12]. Similar to other
evolutionary algorithms, particularly the genetic algorithm, DE
uses some evolutionary operators like selection recombination
and mutation operators. Different from the genetic algorithm,
DE uses distance and direction information from the current
population to guide the search process. The crucial idea behind
DE is a scheme for producing trial vectors according to the
manipulation of the target and difference vectors. If the trail
vector yields a lower fitness than a predetermined population
member, the new trail vector will be accepted and compared
in the following generation. Different kinds of strategy of DE
have been proposed, based on the target vector selected and
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strategies, DE/rand/1/bin, described as follows.
For each target vector xi(t), trail vector vi(t), i = 1, . . . ,NP ,
let N be the dimension of the target vector, and G be the
G generation. The mutant vectors are generated in these
DE/rand/1/bin strategies, respectively:
For DE/rand/1/bin:
vi,G = xa,G + F(xb,G − xc,G), (5)
where a, b, c, d ∈ [1, . . . . . . ,NP] are randomly chosen inte-
gers, and a ≠ b ≠ c ≠ d ≠ i. F is the scaling factor controlling
the amplification of the differential evolution.
The cross-over operator implements a recombination of the
trial vector and the parent vector to produce offspring. This
operator is calculated as:
uj,i,G =

vj,i,G, (randj[0, 1] ≤ CR) or (j = jrand)
xj,i,G, otherwise
(6)
where j = [1, . . . ,D]; randj ∈ [0, 1]; jrand = [1, . . . ,D] is the
randomly chosen index, CR is the crossover rate, vj,i,G is the
difference vector of the jth particle in the ith dimension at the
Gth iteration, and uj,i,G denotes the trail vector of the jth particle
in the ith dimension at the Gth iteration. A selection operator is
used to choose the next population between the trail population
and the target population:
xi,G+1 =

ui,G, f (ui,G) < f (xi,G)
xi,G, otherwise.
(7)
The standard differential evolution algorithm can be described
as follows:Figure 2: Illustration of combining trial vector generation strategies with
control parameter settings.
4. Composite DE (CoDE)
Wang et al. [34] proposed a new composite DE, CoDE, which
combines several effective trail vector generation strategies
with some suitable control parameter settings in a randomway
to generate trail vectors. This algorithm has a simple structure
and is easy to implement. This basic idea of the algorithm is
to randomly combine several trail vector generation strategies
with a number of control parameter settings at each generation
to create new trail vectors. The above idea is illustrated in
Figure 2. In the paper, the authors chose three trail vector
generation strategies and three control parameter settings
to constitute the strategy candidate pool and the parameter
candidate pool, respectively. The three selected trail generation
strategies are:
(1) ‘‘rand/1/bin’’,
(2) ‘‘rand/2/bin’’ and
(3) ‘‘current-to-rand/1’’.
Note that in the ‘‘current-to-rand/1’’ strategy, the binominal
crossover operator is not applied. The three control parameter
settings are:
(1) [F = 1.0, Cr = 0.3],
(2) [F = 1.0, Cr = 0.9],
(3) [F = 0.8, Cr = 0.2].
The three strategies and three parameter settings are
frequently used in many DE variants and the properties have
been discussed in [10]. At each generation, each trail vector
in the strategy candidate pool is used to create a new trail
vector with a control parameter setting randomly chosen from
the parameter candidate pool. Then, three trail vectors are
generated for each target vector. The best ones enter the next
generation if it proves to be better than its target vector. The
pseudo code of CoDE is presented below in Section 5.
5. Experimental results
In this section, we will compare composite DE with other
existing algorithms. A brief introduction to those algorithms is
presented in Section 5.1.
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The different algorithm with which the proposed algorithm
has been compared is as follows:
1. Differential Evolution (DE),2. Adaptive differential evolutionwith optional external archive
(JADE),
3. Self-adapting control parameters in differential evolution
(jDE),
4. Differential evolution algorithm with strategy adaptation
(SaDE),
5. Biogeography Based Optimization (BBO),
6. Genetic Algorithm (GA),
7. Particle Swarm Optimization (PSO),
8. Evolution Strategy (ES).
For the JADE, jDE, SaDE, we used the best possible parametric
setup as explained in the relevant literature. The parameter
of DE uses F = 0.3 and Cr = 0.7 over all test problems. The
parameters of biogeographybasedoptimization is Pmutation =
0.005, emigration rate E = 1, and immigration rate I = 1;
for particle swarm optimization they are inertial constant
w = 0.3, cognitive constant c1 = 1, social constant for swarm
interaction c2 = 1, and social constant for neighborhood
interaction c3 = 1. For the genetic algorithm, the crossover
probability is 1, and the mutation probability is 0.01. The
parameter of evolutionary strategy is that the number of
offspring to produce each generation = 10, and the standard
deviation for changing solutions = 1. For all algorithms, in
order for fair comparison, the population size is 50 and the
maximum fitness = 50000.
5.2. Results
To illustrate the effectiveness of the proposed method, we
consider reducing the side lobe level in a linear array. Three
instances of the designproblemwere considered and the results
for each are provided below. We run each algorithm 25 times
independently. Each run of each algorithm is continued up to
5× 104, and there are Function Evaluations in order to make
the comparison fair enough.
Design Example 1. In this example, all algorithms are used
to design a 22-element array, which has a minimum side
lobe level in the bands [0°, 82°] and [98°, 180°] and a null
direction at 81°. Figure 3 shows the normalized power versus
elevation angle plot for nine algorithms over Design Example 1.
From Figure 3, it is evident that CoDE has minimized SLL
to the greatest extent and has a low gain value in the mull
direction as well. Figure 4 shows the convergence rate of nine
algorithms for Design Example 1. As can be seen in Figure 4,
we found that the CoDE can beat other algorithms. The position
coordinates of the array elements (normalized to λ/2) are listed
in Table 1. Table 2 shows the mean objective function values,
best objective function values, worst objective function values,
median objective function values, standard deviation obtained
and rank using nine different algorithms. Table 3 provided the
final value of SLL and null placement as obtained with the
nine algorithms. Form Tables 2 and 3, we can find that the
CoDE algorithm performs better than other algorithm. The best
entries in Tables 2 and 3 have been marked in bold.
Design Example 2. In this case, we are required to design a
26-element array that has minimum SLL in bands [0°, 82°]
and [98°, 180°] and null direction in 20°. The array pattern
obtained from the CoDE algorithm has been shown in Figure 4,
along with patterns obtained using other algorithms. From
Figure 5, it is obvious that CoDE suppresses the side lobes
to the greatest extent. Moreover, it also gives lowest gain at
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CoDE ±0.43823 ±0.8 ±1.3 ±1.9639 ±2.8323 ±2.8323 ±4.0453 ±4.4819 ±6.5778 ±5.5104 ±7.9251
DE ±0.3 ±0.8 ±1.7419 ±1.81 ±3.3641 ±2.8 ±4.1439 ±6.1417 ±7.6148 ±5.0416 ±9.062
JADE ±0.30004 ±0.80001 ±1.532 ±1.9907 ±2.5367 ±3.4371 ±3.7333 ±5.4545 ±4.8276 ±6.8492 ±8.4051
jDE ±0.49893 ±0.83708 ±1.4953 ±2.3747 ±3.7669 ±2.8009 ±5.5177 ±6.7679 ±4.539 ±8.3787 ±9.8497
SaDE ±0.30576 ±0.80705 ±1.453 ±2.1657 ±2.4425 ±3.6968 ±3.7168 ±4.9954 ±5.7721 ±7.2588 ±8.7965
BBO ±0.40467 ±0.80008 ±1.7247 ±1.9574 ±2.7486 ±4.0726 ±3.4148 ±5.0946 ±7.6155 ±6.2038 ±9.166
GA ±0.42796 ±0.87991 ±1.4204 ±2.196 ±2.5547 ±3.125 ±5.0413 ±3.8351 ±4.3085 ±6.162 ±7.5136
PSO ±0.3544 ±1.3 ±1.4946 ±2.354 ±2.5847 ±3.4991 ±3.8352 ±5.0237 ±6.0117 ±7.6431 ±9.1803
ES ±0.3 ±1.5 ±1.3 ±3.5 ±4.5 ±2.8 ±6.5 ±7.5 ±8.5 ±9.5 ±10.5Table 2: Mean final objective function value, standard deviation, best, worst, median, and the rank for problem 1.
Algorithm CoDE DE JADE jDE SaDE BBO GA PSO ES
Mean 0.0092097 0.009522 0.011361 0.009613 0.00967431 0.01236 0.019308 0.0296386 0.058635
Best 0.0074803 0.0079372 0.009972 0.0074803 0.008340 0.008358 0.009451 0.0211246 0.040529
Median 0.0097766 0.009219 0.011144 0.009537 0.010051 0.01185 0.014083 0.030355 0.0642491
Worst 0.01109 0.01206 0.0133063 0.014990 0.010874 0.018633 0.037619 0.036719 0.06538
Std 0.001302 0.001534 0.001071 0.0016765 9.3123e−004 0.00304 0.010264 0.004093 0.009002
Rank 1 3 5 4 2 6 7 8 9Figure 3: 11-element array for minimum SLL [0°, 82°] and [98°, 180°] and
NULL 81°.
Figure 4: Convergence graph of nine algorithms for design problem 1.
the desired null of 20°. The best results obtained with eight
contesting algorithms have been reported in Tables 4 and 5,
which correspond to Tables 1 and 2 of Design Example 1. The
position coordinates of the array elements (normalized to λ/2)
are listed in Table 4. Table 5 shows the mean objective function
values, best objective function values, worst objective functionTable 3: The mean value of the SLL and null placement for problem 1.
Algorithm SLL NULL SLL+ NULL
CoDE 0.009208 1.25e−06 0.0092097
DE 0.0095214 8.12e−06 0.009522
JADE 0.011337 2.37e−05 0.011361
jDE 0.009595 1.88e−05 0.009613
SaDE 0.0096721 2.2e−06 0.00967431
BBO 0.012331 3.5e−05 0.01236
GA 0.0193037 4.5e−06 0.019308
PSO 0.028769 0.00087 0.0296386
ES 0.0574216 0.0012133 0.058635
Figure 5: 13-element array for minimum SLL [0°, 82°] and [98°, 180°] and
NULL 20°.
values, median objective function values, standard deviation
obtained and rank, using nine different algorithms. The final
value of SLL and null placement, as obtained with the nine
algorithms, are shown in Table 6. Tables 5 and 6 show that
CoDE could beat all other algorithm compared with the same
objective function. Figure 6 shows the convergence curve of the
final fitness, based on nine algorithms, over design problem 2.
Design Example 3. In this case, we are required to design a 26-
element array that has minimum SLL in bands [0°, 82°] and
[98°, 180°] and null direction in 20° and 60°. Following Figure 7
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CoDE ±0.301 ±0.896 ±1.834 ±2.006 ±3.597 ±3.044 ±5.899 ±4.310 ±5.208 ±9.362 ±6.942 ±7.920 ±10.855
DE ±0.472 ±1.049 ±2.090 ±2.058 ±2.897 ±3.799 ±4.825 ±6.318 ±5.373 ±7.475 ±8.61 ±10.231 ±11.558
CoDE ±0.301 ±0.896 ±1.834 ±2.006 ±3.597 ±3.044 ±5.899 ±4.310 ±5.208 ±9.362 ±6.942 ±7.920 ±10.855
DE ±0.472 ±1.049 ±2.090 ±2.058 ±2.897 ±3.799 ±4.825 ±6.318 ±5.373 ±7.475 ±8.61 ±10.231 ±11.558
JADE ±0.338 ±1.497 ±1.868 ±3.258 ±2.920 ±4.052 ±5.335 ±4.738 ±6.119 ±6.851 ±9.523 ±7.970 ±10.829
jDE ±0.338 ±1.252 ±1.527 ±2.743 ±3.077 ±4.341 ±6.317 ±6.834 ±8.475 ±5.132 ±10.25 ±7.954 ±11.614
SaDE ±0.383 ±1.139 ±1.69 ±2.807 ±2.969 ±5.362 ±3.949 ±4.451 ±6.246 ±8.042 ±9.799 ±6.860 ±10.98
BBO ±0.323 ±1.102 ±1.353 ±2.479 ±2.716 ±3.372 ±6.012 ±4.503 ±4.731 ±7.644 ±6.529 ±8.492 ±9.767
GA ±0.306 ±1.253 ±1.792 ±2.545 ±3.059 ±3.452 ±4.369 ±5.480 ±4.3 ±5.901 ±6.961 ±7.565 ±8.684
PSO ±0.488 ±0.8 ±1.724 ±1.8 ±2.917 ±3.018 ±4.055 ±5.159 ±5.502 ±6.580 ±6.764 ±8.489 ±10.073
ES ±0.3 ±0.8 ±2.5 ±1.8 ±4.5 ±5.5 ±3.3 ±7.5 ±8.5 ±9.5 ±10.5 ±11.5 ±6.3Table 5: Mean final objective function value, standard deviation, best, worst, median, and the rank for problem 2.
Algorithm CoDE DE JADE jDE SaDE BBO GA PSO ES
Mean 0.0092917 0.03219 0.01882 0.0235661 0.023566 0.023253 0.023306 0.0429924 0.0901905
Best 0.008080 0.027228 0.0141013 0.0173688 0.0141854 0.013788 0.015094 0.0288089 0.074763
Median 0.008880 0.032259 0.017863 0.0231944 0.025019 0.021857 0.022516 0.0430884 0.091904
Worst 0.01155 0.036075 0.025469 0.029826 0.0278551 0.03432 0.033471 0.0558354 0.091904
Std 0.00102 0.002934 0.00323 0.00443 0.004156 0.007603 0.005734 0.0071801 0.0054206
Rank 1 7 2 6 5 3 4 8 9Figure 6: Convergence graph of nine algorithms for design problem 2.
shows the Gain vs. Azimuth angle plot for this problem. From
Figure 7, it is evident that the CoDE algorithm has produced the
minimized SLL to the greatest extent.Moreover, it also produces
the minimum gain value at the desired null direction in
comparisonwith the other algorithms. The position coordinates
of the array elements (normalized to λ/2), through different
algorithms, are listed in Table 7. Table 8 shows the mean
objective function values, best objective function values, worst
objective function values, median objective function values,
standard deviation obtained and rank, using nine different
algorithms. Table 9 provides the final value of SLL and null
placement as obtained with the nine algorithms. Tables 8 and
9 present similar results to those of Tables 2 and 3, but now
for Design Example 3. Tables 8 and 9 show that CoDE can yield
significantly better final accuracy than all other algorithms.
Figure 8 shows the convergence graph of nine algorithms on
design problem 3.
6. Conclusions
This paper illustrated the application of a composite
differential evolution algorithm, called CoDE, in designingTable 6: The mean value of the SLL and null placement for problem 2.
Algorithm SLL NULL SLL+ NULL
CoDE 0.0092912 5.01e−07 0.0092917
DE 0.028414 0.00383 0.03219
JADE 0.0188069 2.2e−05 0.01882
jDE 0.023059 0.00050 0.023566
SaDE 0.0232407 0.00033 0.023566
BBO 0.023236 1.5e−05 0.023253
GA 0.0232075 8.9e−05 0.023306
PSO 0.039329 0.00366 0.0429924
ES 0.0855969 0.154234 0.0901905
Figure 7: 13-element array for minimum SLL [0°, 82°] and [98°, 180°] and
NULL [20°, 60°].
a linear antenna array, having suppressed side lobes and
efficient null control in a certain direction. The effectiveness
of the proposed algorithm is demonstrated on the design
of a linear array antenna based on three difficult instances.
Results show that the amplitudes are successfully optimized
to obtain patterns with satisfactory null depth and minimum
SLL. CoDE has obtained better results than other state-of-the-
art optimization techniques, such as DE, jDE, SaDE, JADE, BBO,
GA, PSO and ES.
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CoDE ±0.301 ±1.385 ±2.102 ±2.961 ±4.152 ±5.463 ±3.888 ±6.799 ±5.550 ±9.402 ±8.328 ±10.783 ±7.377
DE ±0.321 ±1.375 ±1.752 ±3.123 ±2.786 ±3.069 ±4.465 ±4.609 ±6.282 ±7.745 ±10.49 ±8.521 ±9.434
JADE ±0.302 ±1.299 ±2.084 ±1.972 ±3.988 ±3.087 ±4.025 ±5.331 ±5.746 ±7.581 ±7.187 ±10.85 ±9.005
jDE ±0.344 ±1.366 ±1.948 ±2.691 ±3.798 ±3.411 ±4.882 ±6.775 ±6.802 ±8.028 ±5.408 ±10.1 ±8.942
SaDE ±0.457 ±1.096 ±1.843 ±3.017 ±4.346 ±3.048 ±5.895 ±4.532 ±6.695 ±9.350 ±7.649 ±8.510 ±10.375
BBO ±0.366 ±1.318 ±1.848 ±2.341 ±3.408 ±4.895 ±3.920 ±5.542 ±7.170 ±7.042 ±8.302 ±8.845 ±10.062
GA ±0.362 ±1.091 ±1.774 ±3.446 ±2.684 ±4.315 ±3.3 ±4.745 ±6.979 ±5.500 ±6.320 ±8.228 ±9.866
CoDE ±0.301 ±1.385 ±2.102 ±2.961 ±4.152 ±5.463 ±3.888 ±6.799 ±5.550 ±9.402 ±8.328 ±10.783 ±7.377
DE ±0.321 ±1.375 ±1.752 ±3.123 ±2.786 ±3.069 ±4.465 ±4.609 ±6.282 ±7.745 ±10.49 ±8.521 ±9.434
PSO ±0.408 ±1.5 ±1.744 ±2.082 ±2.8 ±3.3 ±3.460 ±4.408 ±4.8 ±5.3 ±6.3 ±7.137 ±8.053
ES ±0.3 ±0.8 ±1.3 ±3.5 ±2.3 ±5.5 ±6.5 ±7.5 ±8.5 ±4.8 ±10.5 ±11.5 ±6.3Table 8: Mean final objective function value, standard deviation, best, worst, median, and the rank for problem 3.
Algorithm CoDE DE JADE jDE SaDE BBO GA PSO ES
Mean 0.009724 0.06098 0.030702 0.036398 0.034992 0.036819 0.046063 0.068742 0.091433
Best 0.0084399 0.029696 0.021966 0.030739 0.017813 0.016441 0.016732 0.042808 0.087189
Median 0.009204 0.06447 0.028392 0.0365238 0.038251 0.027789 0.040298 0.064135 0.091904
Worst 0.01321 0.082823 0.047883 0.0425612 0.042029 0.0680240 0.086658 0.08957 0.091904
Std 0.00134 0.018358 0.007140 0.003641 0.008343 0.0194639 0.02175 0.016646 0.08718
Rank 1 7 2 4 3 5 6 8 9Figure 8: Convergence graph of nine algorithms for design problem 3.
Table 9: The mean value of the SLL and null placement for problem 3.
Algorithm SLL NULL SLL+ NULL
CoDE 0.0097197 6.83e−05 0.009724
DE 0.046487 0.014473 0.06098
JADE 0.030033 0.00065 0.030702
jDE 0.034706 0.00169 0.036398
SaDE 0.030932 0.004063 0.034992
BBO 0.0367273 8.9e−05 0.036819
GA 0.045668 0.00039 0.046063
PSO 0.049825 0.018936 0.068742
ES 0.085809 0.005623 0.091433
In this paper, we only consider the linear antenna array. Our
future work will consist of other geometries, and this algorithm
will become a useful tool for antenna design.
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