Linear multistep methods for the second order differential equation y" = 2 -X y, X real, are said to have an interval of periodicity if for a fixed X. and a stepsize sufficiently small the numerical solution neither explodes nor decays. We give a very simple necessary and sufficient condition under which a linear multistep method has an interval of periodicity. This condition is then applied to multistep methods with an optimal error order.
Here A is the stepsize, and xn= nh, n = 0, 1,2, ... . yn will be an approximation to the exact solution/(x) of (1) at x = xn. The methods can be characterized by the polynomials (3) P(f):= Z «/f7. "ft)" Z Wj=0 t=o
We shall always assume that the methods satisfy the following hypotheses:
(i) ct., ^-are real for/= 0, 1, . . . , k and ak =t 0, \a0\ + \ß0 I ¥= 0, Zf=0\fy\¥= 0.
(ii) p(f) and a(f ) have no common roots.
Henrici [2] has proved that the following two conditions are necessary and sufficient for convergence.
(iii) Condition of consistency:
(4) P(l) = p'(l) = 0, p"(l) = 2o(l).
(iv) Condition of stability: Let f • be the roots of p(f) . Then If-1< 1 ; and if
If-1=1, then its multiplicity does not exceed 2.
From (iii) and (iv) follows that 1 is a root of p(f) of exact multiplicity 2. This root is called principal root and is denoted by f, = f 2 = 1.
Consider the test equation Lambert and Watson [4] have used a somewhat different definition. However, from their article it follows that the definitions are equivalent. It has been seen in [4] that a method with an interval of periodicity has to be symmetric, that is, (11) «*-/ = aj, ßk-j = ßj, 1 = 0, 1, . . . , k.
Moreover, if the principal root is the only double root of p(f) of modulus one then this necessary condition is also sufficient. In this note we first give a necessary and sufficient condition for a method to have an interval of periodicity which covers all cases. This result is then used to consider methods with optimal error order. A method is said to have error order p if
for all sufficiently smooth functions z(x). In [2] it has been shown that for a convergent method of form (2) one has p < k + 2. If p = k + 2, then the method is called optimal. We shall show that these optimal methods have no interval of periodicity whenever f = -1 is an essential root. It should be noted that the roots of p(f) and a(f ) have to occur in pairs of conjugate complex numbers. Moreover, a symmetric method cannot have an odd step number k since (11) would imply p(-1) = a(-1) = 0 and thus (ii) is violated. For further properties of methods with an interval of periodicity and numerical applications we refer to the article by Lambert and Watson [41.
2. Statement of the Results. In the following we shall always assume that the method is symmetric. Hence from (11) follows that (13) P(f) = f*p(l/f).
Thus,if f * is a root of p, then 1/f* is a root, too. Hence, the condition of stability (iv) implies that (14) lf/l=l for/=1,2,_k.
Assume that there are 2d double roots of modulus 1, each counted twice. We number these roots so that f. = f2 = 1, f3 = f4, f5 = f6, . . . , f2d_. = f2d. These to solve the initial value problem y = fix, y), yiO) = 17. However, for these methods to have an interval of periodicity the growthparameter does not come into play. In fact, a convergent method of form (17) which satisfies (i), (ii) has an interval of periodicity if and only if «*-/ = <*f> ßk-j = -ßj, i = 0,l,...,k, see Jeltsch [3] .
In order to apply Theorem 1 to optimal methods we shall need the following theorem due to Henrici [2, p. 326] . Theorem 2. Assume that the method given by (2) satisfies (i)-(iv), is optimal and f2d_. = f2d = -1 is an essential root. Then (18) P2d<-1/15.
On combining Theorems 1 and 2, we find Theorem 3. Assume that the method given by (2) satisfies (i)-(iv), is optimal and has the essential root f = -1. Then the method has no interval of periodicity.
Sometimes it is more convenient to use the variable z defined by (i9) z = ^l, r-I±i. Remark 4. The corollary may be sometimes more convenient because -R(r) is a polynomial of degree k/2, at most, while p(r) has degree k. Moreover, all roots of Rir) are real and nonpositive. Thus, the condition (24) can be checked using real numbers only.
Before we proceed with the proofs we shall give some examples. Lambert and Watson [4] 
Both methods have error order 2, are symmetric and satisfy (i)-(iv). p(f) has double roots at 1, e'*'3 and e~lir'3. Because of Remark 1 and Remark 2 we have to calculate the growthparameter p3 belonging to e'n'3 only. One easily finds p"(e 3) = -6ei4n/3, aieil,/3) = -1/2 and p3 = 1/6 > 0. Hence, (16) is satisfied and thus the method has an interval of periodicity. In the example (26), however, one finds Ôieinl3) = 1/2 and p3 = -1/6 < 0. Thus, the method given by (26) has no interval of periodicity. In order to apply the corollary one determines the polynomials R, R and S. By a simple calculation one finds (27) Rir) = 4r(3r 4-l)2, S(t) = r3 -r2 -r 4-1, (28) R(T) = R(t), S(t) = -t3 -5t2 + 5t+ I.
In both examples one has 5 = 1 and r. = -1/3. From R"(tx) = R"(tx) = -24, S(tx) = 32/27 and S(t.) = -2/27 one finds by the corollary exactly the same results for the methods (25), (26) as we have found before. As an illustration to Theorem 3, consider the following family of optimal four step methods given in [4] . 
