The invariant differential operators are applied to derive partial differential equations for the zonal polynomials, to the calculation of generalized binomial coefficients and certain multivariate integrals, and to deducing a characterization of EP functions (Kushner, Lebow and Meisner, J. MUltivariate Anal., 1981).
Introduction
Let K = (k l ,k 2 , ... ,k m ) be a partition of the nonnegative integer k, and CK(S) be the zonal polynomial (James (1964) ) corresponding to K, of the posibe a symmetric matrix of differential operators, where w.. Thus, a differential operator is invariant if it is unchanged by the action of the general linear group on the space of positive definite matrices.
Although the general theory ensures that the zonal polynomials are eigenfunctions of the class of invariant operators, James (1968 James ( , 1973 appears to be the only author to have used this result. In developing further applications, we find it convenient to use explicit descriptions of the operators and also the methods employed by Maass (1971) .
Important for us is Maass' result that every invariant operator can be reph resented as a polynomial in the operators tr(Sd) , h=l,2, .
•. ,m. Using this, we propose a method which in principle will produce partial differential equations (pde's), similar to those obtained by Fujikoshi (1970) and Sugiura (1973) , for CK(S). This constitutes one of our more important applications since it raises the question of whether the new pde's may be used to extend James' method for calculating the coefficients of CK(S).
Section 2 presents several other applications. We show how the operators may be used to evaluate weighted sums of zonal polynomials similar to those of Fujikoshi-Sugiura (1969 , to represent certain eigenvalues associated with CK(S) in terms of the generalized binomial coefficients (Constantine (1966) , Bingham (1974) ),and to provide explicit evaluations for certain multivariate integrals. Finally, we give a characterization of "EP" functions (Kushner and Meisner (1980) ) by showing that if a certain growth condition holds, then for a function f to be EP, it is necessary and sufficient that Dfbe EP for every invariant operator D.
Applications 1) Partial differential equations for CK(S) In what follows, all indices
run independently from 1 to m, unless indicated otherwise. In deriving the pde's for CK(S), we need to compute the~(K) defined by.
( 1) :·e
• To do this, we evaluate both sides of (1) 
This result should not be surprising since it is known (Maass (1955) ) that tr(Sa)2 is the Laplace-Beltrami operator on the space of positive definite matrices. 
Thus, CK(S) is an eigenfunction of the sum of the last two terms on the right side of (2). Evaluating these at S = Y as before, we have that CK(Y) is an eigenfunction of the operator 3 a 3 a 2
Oem), the group of mxm orthogonal matrices. Thus, to compute Ah(K), it is suffik.-k. 1 h cient to show that rr~=llsil 1 1+ is an eigenfunction of tr(Sa) and to determine the corresponding eigenvalue. Both of these have been thoroughly treated by Maass ((1971) , page 69 ff). which is similar to the pde's obtained by Fujikoshi and Sugiura (cf. Sugiura (1973) ).
We do not know whether our pde's can be deduced from theirs or vice versa.
2) Sums and integrals of zonal polynomials
We begin with some lemmas. 
Both (4) and (5) can be established in a strai_ghtforward manner while (6) requires induction on j. We remark that (4) and (6) appear in Maass (1955) . 
Lemma 2 follows directly from (4) and (5). Using (7), we find that
where s. 1. i = tr(S ). Expanding (9) in a series of zonal polynomials via Bingham ((1974) , Theorem 2), we obtain
By virtue of the result previously obtained for A 2 (K), (10) is equivalent to
1.ng am s express1.on or s2 show that This method can be also used along with (8) to which is also consistent with Bingham's results. This shows not only how the A'S can be expressed in terms of the generalized binomial coefficients, but also how various weighted sums of zonal polynomials can be evaluated.
We turn to the computation of some multivariate integrals. As a simple example, consider feR) = f exp(-tr S) ISlt(tr S2) CK(RS)ds >õ where R is sYmmetric mxm, and d~= Isl-(m+l)/2 dS . Previously, the standard method of computing feR) was to observe that f is a symmetric function of R and hence feR) = (C (S)/C (1 )) f(I). Expanding (tr S2) CK(S) in a series of zonal polynomials K K m m (cf. Bingham (1974) , Richards (198la, b) ), term-by-term integration gives us the value of f(I). The only difficulty here is that the coefficients appearing m in the expansion of (tr S2) eKeS) are generally known only in principle. On the other hand, for suitably large t,
S>O K since tr(Sa)2 is seZf-adJoint (cf. Maass ((1971) , page 57 ff)). Using (6) and (7) to expand tr(Sa)2 exp(-tr S) Isl t , then term-by-term integration gives us, explicitly,
We have evaluated other integrals using this method.
"e 3. A characterization of EP functions
Suppose that S is a random matrix which follows the Wishart distribution W(m,n,L) on n degrees of freedom with covariance matrix L. Meisner (1980) (cf. Kushner, Lebow and Meisner (1981) ) posed the problem of classifying all (infinitely differentiable) scalar-valued "EP" functions f(S), haVing the property that
n,m where E(e) denotes expectation. When m S 2, Kushner and Meisner (1980) obtain a complete solution to the problem, and their recent article treats the general case.
When rn S 2, Kushner and Meisner (1980) prove that the EP condition (12) is equivalent to f being an eigenfunction of certain differential operators. We reformulate their result in the following way. to check that these two latter operators are a basis for the class of invariant operators.) Then the equivalence of the two criteria follows from Kushner and Meisner (1980) , Section 6.
In the general case, it is again true that Lemma 3 holds for any polynomial f.
For the proof of this, we note that Kushner, Lebow and Meisner (1981) (14) is discussed by Maass (1971) , page 100.
