In this paper, we consider derivative free optimization problems, where the objective function is smooth but is computed with some amount of noise, the function evaluations are expensive and no derivative information is available. We are motivated by policy optimization problems in reinforcement learning that have recently become popular [5, 6, 11, 20] , and that can be formulated as derivative free optimization problems with the aforementioned characteristics. In each of these works some approximation of the gradient is constructed and a (stochastic) gradient method is applied. In [20] the gradient information is aggregated along Gaussian directions, while in [5, 6] it is computed along orthogonal direction. We provide a convergence rate analysis for a first-order line search method, similar to the ones used in the literature, and derive the conditions on the gradient approximations that ensure this convergence. We then demonstrate via rigorous analysis of the variance and by numerical comparisons on reinforcement learning tasks that the Gaussian sampling method used in [20] is significantly inferior to the orthogonal sampling used in [5, 6] as well as more general interpolation methods.
Introduction
We consider an unconstrained optimization problem of the form
where f : R n → R is the output of some black-box procedure, e.g., a simulation, which may be nonsmooth or discontinuous, but is a noisy measurement of a smooth function φ. In this setting, for any given x ∈ R n , one is able to obtain (at some cost) f (x), but one cannot obtain explicit estimates of ∇φ(x). We call this the Derivative-Free Optimization (DFO) setting [10, 14] .
We are motivated by the recent increase of interest in applying and analyzing DFO methods for policy optimization in reinforcement learning (RL) [5, 6, 11, 19, 20] as a particular case of simulation optimization. The key step in the majority of these methods is the computation of an estimate of the gradient of the objective function. Since ∇f (x) may not exist, we are interested in computing estimates of ∇φ(x), which we denote as g(x) throughout. In the context of RL, φ(x) may be a smoothing of the noisy reward function. We assume that the noise (x) is bounded in absolute value by some constant f , but we do not make any other assumption; for example, we do not assume that the noise is stochastic or that it vanishes as we approach the solution. This reflects particular robotics applications for which DFO methods have been shown to be successful [20] .
In [20] it was shown that when the objective function evaluations (rollouts in RL) can be performed in parallel, effective gradient estimates can be computed. In particular the authors of [20] used a technique arising from Gaussian smoothing (see e.g., [15, 16] ), which they referred to as evolutionary strategies. We will not use this terminology in this paper, since it encompasses a large and different class of optimization methods than those used in [20] and those considered here. The essence of the Gaussian smoothing method is to compute gradient estimates as a sum of estimates of directional derivatives along Gaussian directions. In particular, g(x) is computed as follows 2) or using the symmetric version
where {u i : i = 1, . . . , N } is a set of random directions that follow a standard Gaussian distribution and σ is the sampling radius.
In follow-up works [5, 6, 19] is was empirically shown that better gradient estimates can be obtained by using orthogonal directions instead of the Gaussian directions, namely, where the u i 's are chosen to be mutually orthogonal. In the simplest case, this method reduces to the well know finite difference gradient approximation, where u i = e i , the i-th column of the identity matrix. However, it has been observed that for RL tasks randomly chosen sets of orthogonal directions are more effective in practice. We discuss this in more detail in the computational results section.
While results in [5, 6, 19] provide empirical confirmation of the advantages of structured (orthogonal) directions for various RL benchmark sets, they only scratch the surface of the theory of structured sampling in blackbox optimization. First of all, they do not quantify how gradient accuracy gains depend on the parameters of the training algorithm. This information is often crucial for practitioners. Moreoever, the key area that is underexplored in [5, 6, 19] is the connection between structured directions and downstream optimization gains. None of these recent papers presents any convergence result for the proposed algorithms.
Here, we provide a rigorous detailed quantitative analysis that indicates that, when using the same number of samples, methods employing orthogonal directions produce significantly better estimates of the gradient (smaller error) than those employing Gaussian directions.
We should note that as an alternative to Gaussian directions, random directions on a unit sphere can also be used to estimate the gradient; see e.g., [2, 11, 12] . While this method has several theoretical advantages over using Gaussian directions, similar analysis to the one presented in this paper reveals that it is inferior to using orthogonal directions.
Contribitions The results of this paper can be summarized as follows:
• We describe a generic line-search algorithm adapted to the case of noisy function evaluations with bounded noise for solving (1.1).
• We establish complexity bounds for this algorithm, in terms of convergence to a neighborhood of an optimal solution defined by the noise, when applied to the minimization of convex, strongly convex and nonconvex functions, under the condition that the gradient estimate g(x) satisfies g(x) − ∇φ(x) ≤ θ ∇φ(x) for some θ ∈ (0, 1 /2].
• We then show that if g(x) is computed via linear interpolation of function values using n linearly independent directions u i , and a suitably chosen σ, i.e., f (x + σu i ), the above bound is satisfied deterministically. Moreover, we show that g(x) computed using a scaled version of formula (1.2) using orthonormal directions is equivalent to linear interpolation.
• Finally, we analyze the variance of g(x) computed via (1.2) using Gaussian directions and show that to satisfy the bound g(x) − ∇φ(x) ≤ θ ∇φ(x) with probability 1 − δ the number of samples N needs to be greater than 2n /θ 2 δ, which is significantly greater than n.
• We support our theoretical bounds and findings with computational experiments on artificial and real problems that arise in reinforcement learning.
Organization The paper is organized as follows. In Section 2 we present the analysis of a general gradient descent method with a line search that uses gradient approximations in lieu of the true gradient. We introduce and analyze several methods for approximating the gradient using only function values in Section 3. We present a numerical comparison of the gradient approximations and illustrate the performance of different DFO algorithms that employ these gradient approximations in 4. Finally, in Section 5, we make some concluding remarks.
Convergence Analysis
In this section, we analyze a general gradient method with a modified back-tracking line search in the DFO setting. The results presented in this section are an adaptation of those presented in [1] and [2] .
We consider an iteration of the form:
where g(x k ) is an approximation to the gradient constructed using only evaluations of f , and α k , the step size parameter, is chosen to satisfy the relaxed Armijo condition
where c 1 ∈ (0, 1), for some f ≥ 0. If a trial value α k does not satisfy (2.2), the step size parameter is set to a fixed fraction τ < 1 of the previous value, i.e., α k = τ α k .
We make the following assumptions. Assumption 2.1. (Boundedness of Noise in the Function) There is a constant f ≥ 0 such that
Assumption 2.2. (Lipschitz Continuity of the Gradients of φ φ φ)
The function φ is continuously differentiable, and the gradients of φ are L-Lipschitz continuous for all x ∈ R n .
We establish results under the norm condition [4] given by
for θ ∈ [0, 1 /2), which implies
Lemma 2.3. Let Assumptions 2.1 and 2.2 hold. If
for k = 0, 1, . . . , and (2.3) holds, then the relaxed Armijo condition (2.2) is satisfied. Moreover,
Proof. Since φ satisfies 2.2 and (2.3) holds, we have
By Assumption 2.1, we have
From this we conclude that (2.2) holds whenever
which is equivalent to (2.5).
We have shown that when α k ≤ᾱ the relaxed Armijo condition is (2.2) is satisfied. Since we find α k using a constant backtracking factor of τ < 1, we have that α k > τᾱ. Therefore, using Assumption (2.1), we have
which completes the proof.
Convex Functions
In this section, we state and prove results for the case where the function φ is convex. We make the following additional standard assumption. Assumption 2.4. (Convexity and bounded level sets of φ φ φ) The function φ is convex and has bounded level sets, i.e.,
where x is a global minimizer of φ. Let φ = φ(x ). Theorem 2.5. Suppose that Assumptions 2.1, 2.2 and 2.4 hold. Let {x k } be the iterates generated by (2.1), where α k satisfies the relaxed Armijo condition (2.2). Then, for k = 0, 1, . . . ,
where η = c 1 τᾱ(1 − θ) 2 , andᾱ is given in (2.5).
Proof. By Assumption 2.4, we have
by (2.6) and (2.8) we have,
We thus have,
We now consider two regimes:
where γ ∈ (0, 1). In the former case, the optimality gap is large compared to the noise, and thus by (2.9) we have ∀0 ≤ i ≤ k
By aggregating this bounds for all ∀0 ≤ i ≤ k − 1 formula recursively, we obtain
which yields the first part of the result in (2.7). The second part of the result is obtained using three facts: the fact that there exists i < k such that
, the fact that for all i z i+1 −z i ≤ 4 f and for all i such that
Remark 2.6. The value φ + 2D √ f √ γη + 4 f can be interpreted as the lowest function value that is guaranteed to be achived in the presence of noise.
Strongly Convex Functions
In this section, we state and prove results for the case where the function φ is strongly convex. Assumption 2.7. (Strong Convexity of φ φ φ) There exist a constant µ > 0 such that, for all x, y ∈ R n ,
Under Assumption 2.7, let φ = φ(x ), where x is the minimizer of φ.
Theorem 2.8. Suppose that Assumptions 2.1, 2.2 and 2.7 hold. Let {x k } be the iterates generated by (2.1), where α k satisfies the relaxed Armijo condition (2.2). Then, for k = 0, 1, . . . ,
12)
Proof. Starting with (2.6), by strong convexity we have ∇φ(
Recursive application of the above yields the desired result.
Remark 2.9. We interpret the term φ + 4 f 1−ρ in (2.12) as the lowest value of the objective that is guaranteed to be achieved in the presence of noise.
Nonconvex Functions
In this section, we state and prove results for the case where the function φ is nonconvex. Theorem 2.11. Suppose that Assumptions 2.1, 2.2 and 2.10 hold. Let {x k } be the iterates generated by (2.1), where α k satisfies the relaxed Armijo condition (2.2). Then, for any T ≥ 1,
Proof. By (2.6), we have
and thus
Summing over the first T − 1 iterations,
. Averaging over the first T − 1 iterations yields the desired result.
Remark 2.12.
4 f η can interpreted as the lowest value of the norm of the gradient that can be achieved in the presence of noise.
General Remarks
In summary, the results presented in this section for a modified line search algorithm with noise show that the standard convergence rates hold until certain accuracy related to f has been reached. These convergence results only require the norm condition (2.3) on the gradient estimate, but in the next section, we establish the norm condition under specific relation between ∇φ(x) and f .
Gradient Approximations
In this section, we compare two approaches for computing gradient approximations g using only samples of function values f (x). The first method is based on linear interpolation of these function values and the second is based on aggregated estimates of directional derivatives along Gaussian directions.
Linear Interpolation Models
Interpolation models have a long history in the DFO setting; see e.g., [7, 8, 10, 15, 17, 18, 23] . These methods construct surrogate models of the objective function using interpolation or regression. While these methods usually construct quadratic models around x ∈ R n we focus on the simplest case of linear models,
1) since for our large-scale applications we assume that one cannot compute the number of function evaluations required to construct quadratic models.
Let us consider the following sample set X = {x + σu 1 , x + σu 2 , . . . , x + σu n } for some σ > 0. In other words, we have n directions denoted by u i and sample f along those directions, around x, using step size σ. We also assume we know f (x). Let F X ∈ R n be a vector whose entries are f (x + σu i ) − f (x) for i = 1 . . . n, and let Q X ∈ R n×n define a matrix whose rows are given by
T (u − x) is constructed to satisfy the interpolation conditions f (x + σu i ) = m(x + σu i ) for all i = 1, . . . , n which can be written as
If the matrix Q X is nonsingular, then g(x) =
X F X . When Q X is the identity matrix, then we recover standard forward finite difference gradient estimation. In the specific case when Q X is orthonormal, then Q
which is a scaled version of (1.2) with orthonormal u i 's. The difference in scaling between (3.3) and (1.2) comes from the fact the difference in expected length of u i when u i 's are orthonormal and when they are Gaussian.
We show a bound on g − ∇φ(x) , which is an extension of results in [9, 10] to include the error term.
Theorem 3.1. Let X = {x, x + σu 1 , . . . , x + σu n } be set of interpolation points such that max i u i ≤ 1 and that Q X is nonsingular. Assume that f (x) = φ(x) + (x), where φ(x) satisfies Assumption 2.2 and (x) ≤ f for all x. Then,
Proof. From the interpolation conditions and the mean value theorem ∀i = 1, . . . , n we have
From the L-smoothness of φ(·) and the bound on (·) we have
which in turn implies 8) and the theorem statement follows.
It is clear that the best bound on g(x)−∇φ(x) is obtained when Q X is orthonormal, and henceforth we assume that this is the case.
We now establish conditions on σ and ∇φ(x) for which g(x) − ∇φ(x) ≤ θ ∇φ(x) , for some given θ ∈ [0, 1) and given bounds on the noise f . From Theorem 3.1 we need
This is achieved by any σ in the range
as long as
In Section 2 we showed that when g(x) − ∇φ(x) ≤ θ ∇φ(x) holds for θ < 1/2, then the related line search algorithm converges to a neighborhood of the solution with essentially the same rate as a gradient-based line search or descent method. The neighborhood is defined by f and the smaller this error is, the closer to the solution the algorithm converges. Here we note that the smaller the f , the easier it is to satisfy g(x) − ∇φ(x) ≤ θ ∇φ(x) by choosing appropriate σ, when (3.11) holds.
In particular for f = 0 any σ less than or equal to θ ∇φ(x) /( √ nL) works.
Remark 3.2.
A bound similar to the one in Theorem 3.1 can be derived for the symmetric formula (1.3) when u i 's are orthonormal. Under assumption that ∇ 2 φ(x) is Lipschitz continuous, the first term in the bound decays as σ 2 , instead of σ, however, in the presence of noise, this produces limited benefit and puts tighter restrictions on σ, hence we do not consider this version in this paper.
Estimates of the Gradients of Gaussian Smoothing
Gaussian smoothing has recently become a popular tool for building gradient approximations using only function values. This approach has been exploited in several recent papers; see e.g., [15, 16, 20, 22] . Gaussian smoothing of a given function f is obtained as follows: 12) where N (0, I) denotes the standard multivariate normal distribution. The function π(u|0, I) is the probability density function (pdf) of N (0, I) evaluated at u.
The gradient of φ can be expressed as
The approach used in [20] is to approximate ∇φ(x) by sample average approximations applied to (3.13). Here we will show that this approach produces less accurate gradients than the methods described in the previous section for the same number of samples. In [15, 16] Gaussian smoothing is applied to functions that are possibly nonsmooth but Lipschitz continuous. In this section we will thus impose the same assumption.
It has been shown in [16] that under Assumption 3.
Note that it is possible to derive similar bound on functions f that are discontinuous with particular assumptions on the discontinuity, however, as we will show, even under Assumption 3.3 computing gradient estimates by sample averaging is more costly than by the interpolation methods.
Applying sample average approximations to (3.13), yields
where u i ∼ N (0, I) for i = 1, 2, . . . , N . It can be easily shown that g(x) computed via (3.14) has large variance (the variance explodes as σ goes to 0). The following simple modification, 15) eliminates this problem and is indeed used in practice instead of (3.14) . Note that the expectation of (3.15) is also ∇φ(x), since E u∼N (0,I) f (x)u = 0. In what follows we will refer to g(x) computed via (3.15) as the Gaussian smoothed gradient (GSG). As pointed out in [16] ,
u i can be interpreted as a forward finite difference version of the directional derivative of f at x along u i . One can also consider (1.3), which is the central difference variant of (3.15).
The properties of (3.12) and (3.15) , with N = 1, were analyzed in [16] . However, this analysis does not explore the effect of N > 1 on the variance of g(x). On the other hand, in [20] , GSG estimates are computed using both (3.15) and (1.3) with large samples sizes N in a fixed step size gradient descent algorithm, but without any analysis or discussion of the choices of N , σ or α. Thus, the purpose of this section is to derive bounds on the approximation error g(x) − ∇φ(x) for GSG, and to derive conditions of σ and N under which condition (2.3) holds, and thus so do the convergence results for the line search DFO algorithm based on these approximations. While (1.3) is used in practice, it does not yield better gradient approximation. We omit the analysis of (1.3) here for brevity, although it is similar to the analysis of (3.15) which we provide.
The variance for (3.15) can be expressed as
First we state some properties of normally distributed multivariate random variable u ∈ R n .
where a is any vector in R n independent from u. We now provide bounds for the variance of GSG.
is calculated by (3.15) , then, for all x ∈ R n ,
Proof. By (3.16), we have
where the first inequality comes from the Lipschitz continuity of the gradient of φ(x) and the bound |f (x) − φ(x)| ≤ f and the last inequality is due to ∇φ(x)∇φ(x)
Finally, we recall that for our choice of φ, L = √ nL f /σ and f = √ nL f σ. Substituting these expressions in the above yields the desired result.
Using the result of Lemma 3.4, we can now bound the quantity g(x) − ∇φ(x) , in probability, using Chebyshev's inequality. 
then, for all x ∈ R n , g(x) − ∇φ(x) ≤ r holds with probability at least 1 − δ, for any r > 0 and 0 < δ < 1.
Proof. By Chebyshev's inequality, for any r > 0, we have
Since Var {g(x)} κI, we have Var {g(x)}
. Therefore, we have,
Thus when
We now derive the bound on N under which the norm condition (2.3) holds with some given probability 1 − δ. Thus, we set r = θ ∇φ(x) , and for proper comparison with the case of interpolation, we assume that θ ∇φ(x) ≥ 2 Ln f which for φ(x) described by (3.12) implies θ ∇φ(x) ≥ 2nL f . Plugging these relations into Lemma 3.5 gives
When n is large this bound shows that the number of samples needed to ensure (2.3), with probability
Let us compare the sampling radius σ used by the Gaussian smoothing method and that used by the interpolation methods. For Gaussian smoothing we established that σ = f / √ nL f = f /(σL), which implies σ = f /L. For interpolation methods we have σ ≈ θ ∇φ(x) /( √ nL) with θ ∇φ(x) ≥ 2 Ln f , which can give us the lower bound on σ as approximately 2 f /L.
Numerical Experiments
The goal of the numerical experiments presented in this section is two-fold: (1) to illustrate empirically the accuracy of different gradient approximations, and (2) to investigate the performance of different gradient approximations within a derivative-free method on reinforcement learning tasks.
Gradient Approximation Accuracy
First, we compare the numerical accuracy of the gradient approximations obtained by the following methods: (1) linear interpolation with orthogonal directions (LIOD); (2) linear interpolation with Gaussian directions (LIGD); (3) Gaussian smoothing (GSG); and (4) centered Gaussian smoothing (cGSG) computed via (1.3). The LIOD and LIDG methods differ in the way the directions u i are chosen, while both methods solve (3.2) to find g(x). For LIGD the u i 's are chosen to be Gaussian directions and hence the matrix Q X has to be inverted to find g(x). This can be computationally more costly than using orthonormal u i , but does not cause large variance in the gradient estimates, hence we include this method in the comparison to emphasize that it too can produce accurate gradient estimates. We include cGSG here to show that it does not provide an advantage.
We measure the relative error θ =
∇φ (x) and report the average log of the relative error. Note, for these experiments, we assume that there is no noise, i.e., (x) = 0.
Gradient Estimation -Synthetic Function We first conduct tests on a synthetic function
where n is an even number denoting the input dimension, 1 1 1 n×n denotes an n by n matrix of all ones, and L > M > 0. We approximate the gradient of φ at the origin, for which ∇φ(0) = 
Reinforcement Learning
In this section, we present numerical results for reinforcement learning (RL) tasks from the OpenAI Gym library [3] . We compare LIOD with fixed α k = α and with α k chosen via a line search, GSG with fixed α k = α and also the standard finite difference method (FD), which is a particular version of LIOD, with fixed α k = α.
In all RL experiments the blackbox function f takes as input the parameters of the policy π x : S → A which maps states S to proposed actions A. The output of f is the total reward obtained by an agent applying that particular policy π x in the given environment. To encode policies π x , we used fully-connected feedforward neural networks with two hidden layers, each with h = 41 neurons and with tanh nonlinearities. The matrices of connections were encoded by low-displacement rank neural networks, as in several recent papers on applying orthogonal directions in gradient estimation for derivative free methods in reinforcement learning; see [6] . We did not apply any additional techniques such as state/reward renormalization, ranking or filtering, in order to solely focus on the evaluation of the presented methods.
In order to construct orthogonal samples, at each iteration we conducted orthogonalization of random Gaussian matrices, with i.i.d entries sampled from N (0, 1), via a Gram-Schmidt procedure; see [6] . We should note that in the case of large n instead of the orthogonalized Gaussian matrices, we can use constructions where orthogonality is embedded into the structure, such as random Hadamard matrices [6] , thus reducing the computational cost of generating random orthogonal matrices from O(n 3 ) to O(n log n). Note that the use of random Hadamard matrices introduces a small bias, however, they have been shown to work well in practice.
All experiments were run with hyperparameter σ = 0.1. Methods that did not apply a line search were run using the Adam optimizer [13] with α = 0.01. For the line search experiments, that adaptive α was chosen via the Armijo condition with Armijo parameter c 1 = 0.2 and backtracking factor τ = 0.3. For each environment and each method we ran k = 3 experiments corresponding to different random seeds.
In Figure 2 , we show the average (solid lines) and max/min (dashed lines) over a number of runs. While our theory is the same for FD and LIOD, our experiments show that for these tasks, choosing u i to be orthonormal but random helps the algorithm to avoid getting stuck in local maxima. We observe that the LIOD method is superior to the GSG and that line-search provides some improvements over Adam. 
Final Remarks
This paper describes and analyzes a line-search derivative-free optimization algorithm adapted to the case of bounded noise. Complexity bounds are derived, in terms of convergence to a neighborhood of the optimal solution, under certain conditions on the gradient approximations. It is shown that these conditions can be satisfied by two popular methods for approximating gradients, with one method having a clear advantage over the other. Empirical tests on synthetic problems and on reinforcement learning tasks support the theoretical findings.
