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We consider a convection-diffusion problem with strong parabolic boundary layers
and its discretization using upwind ﬁnite differences or bilinear ﬁnite elements on
a layer-adapted mesh. Based on a new decomposition of the solution we are able
to prove optimal uniform convergence results.  2002 Elsevier Science (USA)
1. INTRODUCTION
In recent years it has become quite popular to use piecewise uniform
grids to handle boundary and interior layers; for a survey up to 1998 see
[11]. Today the case of exponential layers is particularly well understood,
but for the case of parabolic layers, which are in practice more important,
the situation is much less clear. Consider the model problem
Lεu = −εu+ ux = f in  = 0 12
u = 0 on 	 = ∂
(1)
where 0 < ε  1 is a small parameter. The problem is characterized by
an exponential layer at x = 1 and parabolic layers (see Section 2 for a
detailed discussion) at y = 0 and y = 1. Then it is well known that there
does not exist a ﬁtted scheme that converges uniformly on a uniform mesh
[15]. As a consequence layer-adapted meshes are used. Let the number
of subintervals for the discretization in both the x and y directions be N .
In the book [14] one ﬁnds, for the upwind ﬁnite difference scheme on a
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Shishkin mesh, uniform convergence results of the form
u− uN∞ d ≤ CN−1 ln2Np (2)
with p = 1/14 or p = 1/18. Here ·∞ d denotes the discrete maxi-
mum norm and C (here and throughout the paper) is a generic constant
independent of ε and N .
Numerical experiments show, however, a rate signiﬁcantly better than the
existing theory predicts [5]. Even for problems with weaker layers, replacing
the Dirichlet boundary conditions with boundary conditions of the third
kind [3], the theoretical rate proved (1/3) is less than the numerical rate
observed for problems with strong layers.
Based on a new decomposition of the solution presented in Section 2 we
are able to prove the following:
If f is smooth and satisﬁes the compatibility condition f Pi = 0 at the
four corners Pi of , then the error for simple upwinding on a Shishkin
mesh satisﬁes
u− uN∞ d ≤ CN−1 lnN (3)
What about ﬁnite elements? For ﬁnite elements it is not necessary to
have classical solutions, and in fact we present a partially new error anal-
ysis without the compatibility condition f Pi = 0. Because we believe this
analysis is also interesting for problems with exponential layers, we ﬁrst
present the technique for that case in Section 3. Finally, we consider in
Section 4 ﬁnite elements for Problem (1) and prove for the error in the
ε1/2-weighted H1-seminorm the following:
If f is smooth, then the ﬁnite-element approximation of Problem (1) using
bilinear or linear elements on a Shishkin mesh satisﬁes
ε1/2u− uN 1 ≤ CN−1 lnN
For problems with strong parabolic boundary layers this is, to our knowl-
edge, the ﬁrst result of its kind.
2. ASYMPTOTIC EXPANSIONS AND
MODIFIED DECOMPOSITIONS
Let us assume that the function f is sufﬁciently smooth (for instance, it
is sufﬁcient to take f ∈ C3 α) and satisﬁes the compatibility condition
f Pi = 0 at the four corners of . Then u ∈ C3 α) [4].
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Note that it makes no sense to require more smoothness of u because the
corresponding compatibility conditions then are no longer a local functional
if the given problem has nonconstant coefﬁcients.
The analysis of the upwind ﬁnite-difference scheme on a Shishkin mesh
can be based on the analysis of the consistency error and the application
of suitably chosen barrier functions; see for instance [8]. In [8] a problem
with exponential layers is studied, but if we have the necessary a priori
information there is no difﬁculty in applying the technique to a problem
with characteristic boundaries.
For the analysis of the consistency error we have to estimate integrals
containing third-order derivatives. Therefore, it would be desirable to have
a decomposition of the solution of (1) of the form:
u = S + E1 + E2 + E3 (4a)
Here S and E1 E2 E3 should satisfy the following estimates for i = 0,
0 ≤ j ≤ 3, and j = 0, 0 ≤ i ≤ 3.
∣∣∣∣ ∂i+jS∂xi∂yj
∣∣∣∣ ≤ C (4b)∣∣∣∣∂i+jE1∂xi∂yj
∣∣∣∣ ≤ Cε−ie−1−x/ε (4c)∣∣∣∣∂i+jE2∂xi∂yj
∣∣∣∣ ≤ Cε−j/2By (4d)∣∣∣∣∂i+jE3∂xi∂yj
∣∣∣∣ ≤ Cε−i+j/2e−1−x/εBy (4e)
The function B is deﬁned by By = exp−γy/√ε + exp−γ1 − y/√ε
for some arbitrary constant γ > 0. The term E1 reﬂects the exponential
layer at x = 1; E2 majorizes the parabolic layers at y = 0 and y = 1, and
E3 majorizes the corner layers at 1 0 and 1 1.
We shall show that our assumptions on f are sufﬁcient for the existence
of the decomposition (4). We remark that in [14, Chapter IV, pp. 140–143],
a solution decomposition is formulated for a problem much more general
than (1), but neither a detailed proof that this decomposition exists is given
nor is it easy to see that for a smooth f with f Pi = 0 the decomposition
simpliﬁes to (4) for the model problem (1).
Before we describe the possible deﬁnitions of SE1 E2, and E3 and prove
the above estimates, we ﬁrst discuss two approaches from the literature.
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Higher Order Asymptotic Expansions
Il’in and Lelikova succeeded in constructing higher-order asymptotic
expansions for the solution of problem (1) as early as 1975—see Il’in’s
book [6, Chap. IV, Sect. 1]. Later, Shih reproduced these results in his
dissertation [13].
Let us consider the parabolic boundary layer at y = 0, for instance.
Setting ζ = y/√ε, parabolic layer functions zk are usually deﬁned as the
solutions of
− ∂
2zk
∂ζ2
+ ∂zk
∂x
=
{ 0 k = 0;
∂2zk−1
∂x2
k = 0; zk0 ξ = 0
zkx 0 =
{−u0x 0 k = 0,
0 k = 0
(5)
Here u0 is the smooth solution of the reduced problem u0x = f , u0x=0 =
0. To bound the derivative of order "+ 2 of z0 with respect to x, we need
the compatibility condition
∂"+1
∂x"+1
u00 0 = 0 " ≥ 0 (6)
Our assumption f 0 0 = 0 guarantees the boundedness of z0xx. If we
wish to construct an expansion with, for instance, a remainder of order
0ε2 we need more smoothness, but the necessary compatibility conditions
are not automatically satisﬁed. Therefore, Il’in and Lelikova modify the
deﬁnition of zk as follows:
Replace u0x 0 with u0x 0 −
M∑
i=1
xi
i!
∂i
∂xi
u00 0 (7)
Then choosing M adequately, the necessary compatibility conditions are
satisﬁed.
To compensate for the replacement (7), we introduce a new term in
the asymptotic expansion, an elliptic boundary layer along the characteristic
boundaries. With ξ = x/ε and η = y/ε, the elliptic boundary-layer function
vk satisﬁes
−
(
∂2vk
∂ξ2
+ ∂
2vk
∂η2
)
+ ∂vk
∂ξ
= 0 vk0 η = 0 vkξ 0 = wkξ (8)
The functions wk are polynomials in ξ corresponding to the terms added
to u0 in (7). In [6] the estimate
vk ≤ Ce−c
√
ξ2+η2−ξ (9)
is proved and further information on the derivatives of vk can be found.
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A mesh construction based on the information of the elliptic boundary-
layer functions leads to a mesh at the characteristic boundaries that is much
ﬁner than the proposal of Shishkin [14] and contradicts the existing numer-
ical experiments. We feel that the standard technique of matched asymptotic
expansions suffers from the approximation of smooth functions (here C3 α)
by less smooth terms that arise artiﬁcially in the approximation of problems
with strong parabolic layers.
Therefore, modiﬁcations of standard asymptotic expansions are neces-
sary.
A Decomposition by Karepova
Karepova [7] analyzes a special difference scheme using exponential ﬁt-
ting in the x-direction and a special layer-adapted mesh in the y-direction.
She also assumes the compatibility condition f Pi = 0 at the four corners
of  and consequently has u ∈ C3 α).
For the analysis of the scheme, the new solution decomposition
u = U0 + )0 + εη (10)
where )0 corresponds to the exponential layer at x = 1, is used, while U0
is the solution of the parabolic problem
− εU0yy + U0x = f U0y=0 = U0y=1 = 0 U0x=0 = 0 (11)
Karepova states the following estimates for uU0, and η.
Proposition.
i
∣∣∣∣∂ju∂yj
∣∣∣∣ ≤ C1+ ε−j/2By for j = 1 2 3
ii
∣∣∣∣∂kU0∂xk
∣∣∣∣ ≤ C for k = 1 2
iii η∞ ≤ C
∣∣∣∣∂η∂x
∣∣∣∣ ≤ C1+ ε−1 exp−1− x/ε
The derivation of the above estimates is based on the maximum prin-
ciple, majorizing functions and differentiation of the given problem (1) to
get additional information on the boundary. For ﬁrst-order derivatives, this
technique is well known. What about the higher-order derivatives in (i)
and (ii)?
Let us sketch some details. The functions uy uyy , and uyyy satisfy the
same differential equation as u. But how do we get information on the
boundary values of uyy uyyy at y = 0 and y = 1? Note that we do not
necessarily need the functions themselves at the boundaries; other boundary
conditions are possible.
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The differential equation yields uyy  ≤ C/ε, then we get (i) for j = 2
using barrier functions. If we differentiate the equation twice, we get for-
mally uyyyy  ≤ Cε−2. But this differentiation and restriction to the bound-
ary is unjustiﬁed because we have only u ∈ C3 α), so the proof of (i) for
j = 3 is not rigorous.
To prove (ii) for k = 2 with barrier functions we need some information
about ∂2U0/∂x2 on x = 0. Once again we could get this information by
formally differentiating the equation twice, but we need more compatibility
to justify such a step.
Karepova’s decomposition is a ﬁrst step toward the avoidance of classi-
cal asymptotic expansions, but her proof of the proposition above is not
rigorous. Furthermore, her decomposition yields only limited information
on the remainder η, and it is not clear that this information is sufﬁcient to
analyze a difference scheme.
Elliptic Decomposition
Let us deﬁne a decomposition of the solution of problem (1) as
u = S + E1 + E2 + E3
in such a way that SE1 E2, and E3 are the solutions of some elliptic
boundary value problems. The smooth part S solves
LεS = f ∗ in the half-plane x > 0
S = 0 on x = 0
(12a)
Here and in what follows, given a function g deﬁned on , we use g∗ to
denote some extension of g that has compact support.
Because S is deﬁned as the solution of an elliptic problem in an
unbounded domain, we need some growth condition to yield uniqueness
and the validity of a comparison principle. We have from [10, Chap. 2,
Sect. 9] the following.
Phragme´n–Lindelo¨ff Principle. Let  be a unbounded domain, and let
u satisfy
Lu ≤ 0 in 
u ≤ 0 on ∂
Suppose there is a function w with the properties
Lw ≥ 0 in 
w > 0 on  ∪ ∂
lim
x→∞ x∈
w = ∞
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Then the growth condition
lim inf
A→∞
[
sup
wx=Ax∈
ux
wx
]
≤ 0
implies u ≤ 0 in .
The Phragme´n–Lindelo¨ff Principle applied to u1 − u2 also yields a com-
parison principle, assuming that both of the functions u1 and u2 satisfy
the growth condition. As a special case, we have uniqueness for the solu-
tion of the boundary value problem in the class of functions satisfying the
growth condition.
Consider the problem (12a). The function w deﬁned by
wx = 1+ εx+ x2/2
satisﬁes the condition of the Phragme´n–Lindelo¨ff Principle. Therefore, we
work in the class of functions that do not grow as rapidly as w and obtain
uniqueness and the validity of a comparison principle. For instance, the
barrier function Cx majorizes S and yields additionally that Sxx=0 ≤ C.
For the following boundary value problems, when deﬁning E1 and E2 sim-
ilar arguments hold true, so we omit the corresponding growth condition.
As outlined above, we next deﬁne
LεE1 = 0 in the strip 0 < x < 1
E1 = 0 for x = 0 E1 = −S∗ for x = 1
(12b)
It is intuitively clear that E1 satisﬁes (4c); Appendix C of [14] contains a
full discussion of a more general problem in a strip.
Next, we deﬁne E2 by
LεE2 = 0 in x > 0 0 < y < 1
E2 = 0 on x = 0 E2 = −S∗ for y = 0 and y = 1
(12c)
Note that the Dirichlet boundary conditions are compatible at the corners
0 0 and 0 1.
We use the maximum principle and barrier functions to estimate E2 and
its ﬁrst-order derivatives. To bound E2xx and E2xxx we need the infor-
mation that these quantities are bounded at x = 0. Setting
E2 = −S + u0 + Ê2
where u0 is the (smooth) solution of the reduced problem, Ê2 is the solu-
tion of
LεÊ2 = εu0 in x > 0 0 < y < 1
Ê2 = 0 on x = 0 Ê2 = 0 for y = 0 and y = 1
(12d)
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Restricting the differential equation to x = 0, the boundedness of Ê2xx=0
implies the boundedness of Ê2xxx=0 and thus of E2xx=0. With simi-
lar arguments one can prove that the third-order derivative is bounded at
x = 0.
To estimate the derivatives of E2 with respect to y, we ﬁrst bound the
derivatives at y = 0 and y = 1. Restricting E2 to a ﬁnite rectangle con-
taining , we use the technique of [9] to obtain preliminary bounds on the
derivatives of E2, ∣∣∣∣∂jE2∂yj
∣∣∣∣ ≤ Cε−j/2 for j = 1 2 3
With these bounds on y = 0 and y = 1, barrier functions of the type
C exp σxBy
with a suitably chosen parameter σ , which were used in [7], result in∣∣∣∣∂jE2∂yj
∣∣∣∣ ≤ Cε−j/2By for j = 1 2 3
Finally, we deﬁne E3 by
LεE3 = 0 in 
E3 = −E2 on x = 1 E3 = 0 on x = 0
E3 = −E1 on y = 0 and y = 1
(12e)
We further decompose E3 = E13 + E23 , where both E13 and E23 satisfy
the homogeneous equation and the homogeneous condition at x = 0, but
E
1
3 y=1 = 0 E13 y=0 = −E1 E13 x=1 = −1− yE2
and
E
2
3 y=1 = −E1 E23 y=0 = 0 E23 x=1 = −yE2
Considering, for instance, E13 , the transformation
E
1
3 = e−
1−x
ε e−γy/
√
εÊ
1
3
results in an elliptic problem for Ê13 with a structure similar to (1) with
bounded Dirichlet boundary conditions. The technique of [9] yields∣∣∣∣∣∂i+jÊ
1
3
∂xi∂yj
∣∣∣∣∣ ≤ Cε−i+j/2 for i+ j ≤ 3
Then for E3 itself we get Eq. (4e).
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Summarizing, we have proved the following:
Theorem 1. If f ∈ C3 α and satisﬁes the compatibility condition
f Pi = 0 at the four corners Pi of , then the solution of the boundary value
problem (1) satisﬁes a decomposition of the form (4a), where the derivatives
up to order three with respect to x or y satisfy Eqs. (4b), (4c), (4d), and (4e).
Combining Theorem 1 with the well-known technique used to analyze
the upwind ﬁnite-difference scheme [8], we obtain the uniform convergence
result stated in the Introduction.
3. FINITE ELEMENTS FOR A PROBLEM WITH
EXPONENTIAL LAYERS
Let us consider instead of (1) the problem with exponential layers,
Lεu = −εu+ ux + uy = f in  = 0 12
u = 0 on 	 = ∂
(13)
Now we assume that only f ∈ C1 α and do not require the compatibility
condition f Pi = 0 at the corners of .
Then the solution of problem (13) with exponential layers at x = 1 and
y = 1 can be decomposed as
u = S + E1 + E2 + E3 (14)
with ∣∣∣∣∣ ∂i+j∂xiyj S
∣∣∣∣∣ ≤ C
∣∣∣∣∣ ∂i+j∂xiyj E1
∣∣∣∣∣ ≤ Cε−iε−1−x/ε∣∣∣∣∣ ∂i+j∂xiyj E2
∣∣∣∣∣ ≤ Cε−jε−1−y/ε
(15)
and ∣∣∣∣∣ ∂i+j∂xiyj E3
∣∣∣∣ ≤ Cε−i+je−1−x/εe−1−y/ε for i+ j ≤ 1
Here SE1 E2 E3 are deﬁned by:
LεS = f ∗ in x > 0 y > 0 Sx=0 = 0 Sy=0 = 0 (16a)
LεE1 = 0 in 0 < x < 1 y > 0
E1y=0 = 0 E1x=0 = 0 E1x1=1 = −S∗ (16b)
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LεE2 = 0 in 0 < y < 1 x > 0
E2y=0 = 0 E2x=0 = 0 E2y=1 = −S∗ (16c)
LεE3 = 0 in  E3x=0 = E3y=0 = 0
E3x=1 = −E2 E3y=1 = −E1 (16d)
Now let us consider bilinear (or linear) ﬁnite elements on a Shishkin
mesh. It is clear that the use of only (15) for the ﬁrst-order derivatives
does not allow us to prove optimal-order robust error estimates. We need
some further information on second-order derivatives and shall see that it
is sufﬁcient to have some rough estimates in Sobolev norms.
In the following we combine the techniques of [16] and [2] with some
new ideas to avoid the use of the pointwise estimates (15) for second-order
derivatives.
Let us follow [2] and denote by 22 the part of  where all layer functions
are already small, i.e., are of order ON−2. By 11 we denote the region
around 1 1 with ﬁne mesh sizes in both the x and y directions. 12 and
21 are characterized by anisotropic elements; we set E = 11 ∪ 12 ∪
21. See Fig. 1.
Let us repeat the basic idea of the ﬁnite element analysis of [16]. Denot-
ing the bilinear form related to the weak formulation of problem (13) by
a· ·, we have
εuI − uN 2 = auI − uN uI − uN
= auI − u uI − uN + au− uN uI − uN
= auI − u uI − uN
= ε∇u− uI∇uI − uN + u− uI∇uI − uN
FIG. 1. S-mesh for a problem with exponential boundary layers.
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The ﬁrst term is simply estimated by Cauchy–Schwarz, while for the sec-
ond term different techniques are used.
Lemma 1. If the interpolation error satisﬁes the estimates
ε1/2u− uI 1 ≤ CN−1 lnN
u− uI022 ≤ CN−2 u− uI0E ≤ Cε1/2N−1 lnN (17)
then we obtain for the discretization error
ε1/2u− uN 1 ≤ CN−1 lnN
As sketched above, the essential ingredient in proving the lemma is the
estimate for the convection term. On 22 an inverse estimate is applied:
u− uI∇uI − uN22  ≤ u− uI022NuI − uN022 
On the other hand, on E we have
u− uI∇uI − uNE  ≤ ε−1/2u− uI0Eε1/2uI − uN 1E 
Thus Lemma 1 is proved.
Now we discuss the validity of the three interpolation error estimates
used in Lemma 1.
For the layer part the second estimate of (17) follows from the deﬁnition
of 22, while for the smooth part we use
S − SI022 ≤ CN−2SW 2 1 
Furthermore, the a priori estimate from [1] applied to ∇S yields SW 2 1 ≤
C. Next,
u− uI0E ≤ meas E1/2u− uI∞E ≤ Cε1/2u− uI∞E 
Now the interpolation error on E in the L∞-norm can be estimated from
(15) and the bounds for the interpolation error by using maxy
∫ xi+1
xi
ux and
maxx
∫ yj+1
yj
uy  (see [16]).
What information do we still need to prove ε1/2u− uI1 ≤ CN−1 lnN?
Let us consider E1, for instance. On 11, with h = 4ε lnNN−1,
we estimate
∇E1 − EI1011 ≤ CεN−1 lnN∇2E1011  (18)
On 21 ∪22 we have
∂xE1 − EI1022∪21 ≤ ∂xE1021∪22 + CNE1∞21∪22
≤ Cε−1/2N−2 + CN−1 (19)
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Furthermore, on 12 an anisotropic estimate is used:
∂xE1 − EI1012 ≤ Ch∂xxE1012 + CN−1∂xyE1012  (20)
Therefore, the following additional estimates are sufﬁcient to prove (17)
for the E1-component:
E1xx0 ≤ Cε−3/2 E1xy0 ≤ Cε−1/2 E1yy0 ≤ C (21)
Now let us derive these estimates for E1. Setting
E1 = e−
1−x
ε v +w (22)
we deﬁne v as the solution of
− εv − 2vx + vy = 0 in x < 1 y > 0
vy=0 = 0 vx=1 = −S∗
(23)
Then v has no layers and v2 ≤ C. The function w satisﬁes
Lεw = 0 in 0 < x < 1 y > 0
wy=0 = 0 wx=1 = 0 wx=0 = −e−1/εvx=0
Therefore w is exponentially small and the desired estimates for E1 follow
from the decomposition (22).
Concerning E3, the situation is simple: in 11, Eq. (18) is again used,
while outside 11 the estimation technique of (19) works. Thus E32 ≤
Cε−3/2 is sufﬁcient, but this is a standard a priori estimate. Therefore, we
have the following result:
Theorem 2. If f ∈ C1 α for some α ∈ 0 1, then the ﬁnite ele-
ment approximation of Problem (13) using bilinear (or linear) elements on
a Shishkin mesh satisﬁes
ε1/2u− uN 1 ≤ CN−1 lnN
4. FINITE ELEMENTS FOR THE PROBLEM WITH
PARABOLIC BOUNDARY LAYERS
Now we consider the problem (1) with only the assumption that f ∈
C1 α for some α ∈ 0 1. Then u ∈ C1 α and we have the decompo-
sition (4) with the corresponding estimates up to the ﬁrst-order derivatives.
Choosing γ = 1, we deﬁne a S-mesh with the thickness 2ε lnN and
2ε1/2 lnN in the exponential and parabolic layer regions, respectively; see
Fig. 2. That is, we use elements with the following order of mesh sizes in
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FIG. 2. S-mesh for a problem with characteristic and exponential layers.
the x- and y-directions:
22 N−1N−1
11 h1 h2
12 h1N−1 21 N−1 h2
(here h1 = OεlnNN−1 h2 = Oε1/2lnNN−1).
For estimating the discretization error, we follow the approach of
Section 3, and the main difﬁculty lies in bounding∫

u− uIuN − uIx
Again we use on 22 the interpolation error estimate
u− uI022 ≤ CN−2 (24)
and an inverse estimate. But the third estimate of (17) does not hold true
now because
meas E = Oε1/2 instead of Oε in Section 3
Thus on 21 we use also the L2-interpolation error in combination with an
anisotropic inverse estimate, while on ∗E = 12 ∪11 we can again use
u− uI0∗E ≤ Cε1/2N−1 lnN
To prove the necessary interpolation error estimates we again need esti-
mates in Sobolev norms for the second-order derivatives. For instance, as
well as the bounds
E2xx0 ≤ C E2xy0 ≤ Cε−1/4 and E2yy0 ≤ Cε−1/2 (25)
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the estimates
E1xx0 ≤ Cε−3/2 E1xy0 ≤ Cε−1/2 and E1yy0 ≤ C (26)
can be proved with arguments similar to those in the proof of (21) in
Section 3.
Therefore, we get ﬁnally:
Theorem 3. If f ∈ C1 α for some α ∈ 0 1, then the ﬁnite-element
approximation of Problem (1) using bilinear (or linear) elements on a Shishkin
mesh satisﬁes
ε1/2u− uN 1 ≤ CN−1 lnN
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