Time Evolution and Deterministic Optimisation of Correlator Product
  States by Stojevic, Vid et al.
Time Evolution and Deterministic Optimisation of Correlator Product States
Vid Stojevic1, Philip Crowley1, Tanja Ðurić 2, Callum Grey 1 Andrew Green1
1 London Centre for Nanotechnology, 17-19 Gordon St, London, WC1H 0AH
2 Instytut Fizyki im. M. Smoluchowskiego, Uniwersytet Jagielloński, Łojasiewicza 11, 30-348 Kraków, Poland
We study a restricted class of correlator product states (CPS) for a spin-half chain in which
each spin is contained in just two overlapping plaquettes. This class is also a restriction upon
matrix product states (MPS) with local dimension 2n (n being the size of the overlapping regions of
plaquettes) equal to the bond dimension. We investigate the trade-off between gains in efficiency due
to this restriction against losses in fidelity. The time-dependent variational principle formulated for
these states is numerically very stable. Moreover, it shows significant gains in efficiency compared
to the naively related matrix product states - the evolution or optimisation scales as 23n for the
correlator product states versus 24n for the unrestricted matrix product state. However, much of this
advantage is offset by a significant reduction in fidelity. Correlator product states break the local
Hilbert space symmetry by the explicit selection of a local basis. We investigate this dependence
in detail and formulate the broad principles under which correlator product states may be a useful
tool. In particular, we find that scaling with overlap/bond order may be more stable with correlator
product states allowing a more efficient extraction of critical exponents - we present an example
in which the use of correlator product states is several orders of magnitude quicker than matrix
product states.
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Variational Ansaetze have underpinned many advances in
the study of correlated quantum systems, BCS superconduc-
tivity and the Laughlin wavefunctions being notable exam-
ples. The essence is to identify key physical features of a quan-
tum state such that they can be parametrised by relatively few
numbers, providing an analytically or numerically tractable
approximation. The idea of covering the system with coupled
plaquette clusters is basis of several ansaetze. Examples in-
clude coupled cluster methods [1], contractor renormalization
methods [2] and various hierarchical mean-field approaches
[3]. Within all of these methods, the configurations and corre-
lations of the single plaquette or cluster are evaluated exactly,
however the inter-plaquette couplings are essentially treated
in mean-field. Correlator product states (CPS - also referred
to as entangled plaquette states) [4–13] go beyond this mean-
field by fully parametrising the wavefunction on a set of over-
lapping plaquettes. Consistency between the wavefunctions
in the regions of overlap communicates entanglement across
the system.
The realisation of the central importance of the entangle-
ment structure of quantum many-body states has led to the
introduction of many variational families of tensor network
states that efficiently parametrise it. The progenitor of these
are matrix product states (MPS) [14, 15]. MPS have been
extended to higher dimensions using projected entangled pair
states (PEPS) [16], and to accommodate various aspects of
the renormalisation of entanglement at critical points [17–19].
Such states naturally obey an ’area law’, which, in any dimen-
sion, refers to the property that the entanglement entropy of a
large enough region scales not with the volume, but with the
area of the boundary of that region. It is proven for gapped
systems in one dimension [20, 21] - and suspected in higher
dimensions - that groundstates obey an area law and so can
be efficiently described by tensor networks with relatively few
components.
However, the ability to represent a state efficiently in no
way implies that quantities such as expectation values of lo-
cal operators can be calculated efficiently. Indeed, it has been
demonstrated [22] that, unlike the computational complexity
of contracting an arbitrary MPS, which is in P, the compu-
tational complexity of contracting a general PEPS network
- the natural higher dimensional analogue - is #P-complete.
In practice, except for very special tensor networks, in higher
dimensions it is necessary to resort to either some approxi-
mate contraction scheme, or to statistical, Monte-Carlo type
methods.
A possible strategy is to place additional restrictions upon
the tensor network that render the quantities of interest easier
to calculate. Such restrictions involve a compromise in accu-
racy, which must be balanced against gains in efficiency. Here,
we consider the set of states at the intersection between MPS
and CPS. The subset of CPS in which each spin is contained
in only two plaquettes are also a subset of PEPS - the latter
restricted to states with the same bond dimension and local
Hilbert space dimension. Examples include stabiliser states
ar
X
iv
:1
60
4.
07
21
0v
1 
 [q
ua
nt-
ph
]  
25
 A
pr
 20
16
2[23] and Kitaev’s toric code [24]. In common with string bond
states [25], of which they are a subset, CPS are efficiently sam-
pleable, but not in general efficiently contractible, and can be
used to calculate expectation values of local observables ef-
ficiently. The trade-off is that CPS are basis dependent -
meaning that CPS defined with respect to different bases do
not cover the same submanifold of the Hilbert space. Physical
insights can motivate a judicious choice of basis for a given
Hamiltonian.
We focus upon the above-mentioned subset of uniform CPS
(uCPS), in one spatial dimension, and in the thermodynamic
limit. We have two main aims:
i. To develop the deterministic methods for optimising and
evolving uCPS. Our main tool will be a deterministic algo-
rithm based upon the time-dependent variational principle
(TDVP), an approach that projects the exact Schrödinger
time-evolution onto the uCPS sub-manifold of the full Hilbert
space. The deterministic TDVP approach is somewhat or-
thogonal to the usual statistical setting in which CPS are
utilised.1 This brings with it certain advantages, such as
a very robust algorithm, as well as the ability obtain time-
evolution information straightforwardly; but the main dis-
advantage is that with current techniques we are restricted
to the one-dimensional setting. Nevertheless, many of the
results provide insight about higher dimensional behaviour.
Our construction will follow closely the TDVP implementa-
tion for MPS given in [28].
ii. To provide a systematic study of basis dependence of uCPS
and its interplay with computational speedup. Speedup is ex-
pected due to the due to the ability to store and manipulate
uCPS matrices more efficiently than their unrestricted uMPS
counterparts, but this advantage is offset by the lower capac-
ity of uCPS to encode ground state and quench information.
Indeed, the interplay that we reveal is more subtle than one
might anticipate.
I. OUTLINE
The basics of (u)CPS are reviewed in Section II, and their
relation to (uniform) matrix product states (u)MPS is de-
rived. The (u)CPS → (u)MPS mapping necessitates the in-
troduction of the so called copier tensor. This construction
is not sensitive to our one dimensional analysis, and it is the
structure of the copier tensor in higher dimensions that is
the starting point, and can provide indications, of how our
one-dimensional results can be generalised.
In Section III the time-dependent variational principle
(TDVP) for uCPS is derived. Since the cost of a single uMPS
TDVP step scales as O(dD3), where d is the size of the physi-
cal andD of the virtual dimension, one naively expect the cost
of each TDVP step to scale as O(D4), but we demonstrate
that for uCPS the cost drops to O(D3).
Section IV provides a detailed study of the properties of
uCPS ground state approximations, exemplified by a num-
ber of models: the Quantum Ising-, the Heisenberg-, and the
XY-model (all spin- 1
2
). The imaginary time algorithm con-
verges to the global minimum uniquely only for Hamiltonians
1 Although other deterministic methods have been developed in
[26] and [27].
that do not have degenerate groundstates. When the ground-
state is degenerate it may still be possible to find a special
choice of basis for which convergence is unique, however in
general it turns out that uCPS breaks the degeneracy due to
its basis dependence, and TDVP may converge to local min-
ima associated with this breaking. When convergence is not
unique, the algorithm acquires a probabilistic ingredient. For
a Hamiltonian with a discretely degenerate groundstate the
computational cost is increased only by a constant factor, but
if the vacuum has a continuous degeneracy this factor seems
to be larger than constant, and the number of possible lo-
cal minima that TDVP can converges to seems to increase
in an unbounded manner with bond dimension. Next, the
efficiency of uCPS is compared with uMPS. We uncover an
intricate picture. Naively one might expect that the uCPS in
its optimal basis would capture a state with accuracy compa-
rable to uMPS of which it is a restriction - i.e. uMPS with
bond order equal to the local Hilbert space dimension. In
fact, the situation is considerably worse; the plaquette over-
lap required to match the accuracy of a uMPS of a given
bond dimension is proportional to that bond dimension. This
is exponentially worse than naive expectation since the local
Hilbert space dimension scales exponentially with the size of
the overlap region. However, in the optimal basis, we find
that the computer time needed to converge the ground state
approximation to a desired accuracy scales in the same way
for both uCPS and uMPS. We also study the scaling of quan-
tities, such as energy, entanglement entropy, or the correlation
length, with bond dimension in detail. The scaling behaviour
is generally basis dependent, but much smoother for uCPS
than for uMPS. This allows for a more accurate estimates of
certain physical quantities to be made with uCPS than with
uMPS with the same computational time cost (but, still, at
exponentially larger computer memory cost). In general we
find that an optimal basis corresponds to one that is aligned
as closely as possible with the entanglement generating terms
in the Hamiltonian.2
In Section V, real time TDVP is applied to uCPS in order
to simulate quantum quenches. We concentrate in particular
upon quenches across a critical point that exhibit dynami-
cal phase transitions. It is found that the capacity of uCPS
to correctly capture a quench to a desired accuracy scales,
analogously to the static context above, exponentially worse
than uMPS in memory requirements but in the same manner
as far as time costs are concerned. This is again only true
provided one is working in the optimal basis, or reasonably
close to it; but unlike the static case, here there are no prob-
abilistic aspects to contend with. It is also found that for
a sub-optimal basis choice, the uCPS approximation to the
quench can completely miss the dynamical phase transition.
In fact, with the same basis choice, the uCPS approximation
of the ground state misses the equilibrium phase transition.
All of this gives some indication of the types of issues one may
encounter with CPS in general, if working in a sub-optimal
basis.
We elaborate upon these issues in Section VI and give a
final brief summary in Section VII. To keep things as self-
2 This is clearly only a loose guiding principle, discussed at length
in Section IV, and exemplifies the issue one needs to address
for CPS/string bond states in general, of identifying the optimal
basis for the physics one wishes to study.
3contained as possible, a basic review of MPS and TDVP is
provided in Appendix A. Appendix B details the contraction
ordering that achieves the optimal O(D3) scaling of a single
uCPS TDVP step, while details of a preconditioning step nec-
essary for an iterative sub-routine in the TDVP algorithm to
scale optimally is provided in Appendix C.
II. CORRELATOR PRODUCT STATES
In this section the basics of correlator product states (CPS)
and the relationship of the CPS variational class to string
bond states will be reviewed. We then focus upon the
main subject of this paper, uniform correlator product states
(uCPS) in the thermodynamic limit, detail how the uCPS
class can be understood as a subset of uniform matrix prod-
uct states (uMPS), and discuss a number of implications. For
a brief review of Matrix Product States (MPS) the reader is
referred to Appendix A.
Definition of CPS - A CPS wavefunction on an N -site spin
lattice is formed by dividing the lattice into a set of overlap-
ping subsets called plaquettes - labelled here by P . Wave-
functions are defined over each plaquette by a tensor CP and
a correlated product between them taken according to
|Ψ[C]〉 =
∑
i1,i2···iN
∏
P
C
i1,···il
P |i1, i2, · · · , iN 〉 (1)
in order to maintain consistency in the regions of overlap and
thereby entangling spins in disjoint plaquettes. The plaquette
sizes are taken to be independent of the size of the system,
and sufficiently small that the wavefunction on each can be
stored and manipulated with small computational cost. The
accuracy of this Ansatz is influenced by a large number of fac-
tors, including the structure of the Hamiltonian, the choice of
basis, and size and number of overlaps between the plaquettes.
FIG. 1. (Colour online). The diagram on the left hand side
depicts a CPS in two dimensions with single-site overlaps. The
squares represent the C tensors, and the black dots denote the
spins, each C tensor thus having four indices. The right hand side
depicts a string bond state consisting of a product of two matrix
product states, each covering the entire lattice. The dashed circles
are present at sites where the underlying CPS/string bond state
tensors overlap, and each such circle can be understood as repre-
senting the copier tensor projecting the indices in the overlap onto
the physical spin.
The key requirement for the Ansatz of the form (1) to be
amenable to Monte Carlo type algorithms is that the coeffi-
cients of the wavefunction |Ψ[C]〉 in (1) be efficiently calcula-
ble.3 This is clearly satisfied whenever the coefficients CP are
efficiently calculable individually. For CPS this requirement
holds simply because the plaquettes are by construction taken
to be of a small constant size, but more generally any efficient
format for CP will be a priori equally suitable. The defini-
tion of the class of string bond states [25] is also of the general
form (1), but with the sub-lattices P taken to be strings of ar-
bitrary length instead of plaquettes, and the CP coefficients
given by a matrix-product form. Examples of both a CPS
with single-site overlap, and a string bond state given by a
product of two MPSs, each covering the entire lattice, are
depicted in Figure 1.
Since a general-form wavefunction on a constant size pla-
quette can always be recast in MPS form, CPS clearly form
a subset of string bond states. It is, however, not the case
that in general either CPS or String Bonds States can be effi-
ciently represented as PEPS (or MPS in one dimension). The
number of overlapping plaquettes for a CPS, or strings for
a string bond state, is allowed to be of the order of system
size, yet representing such a state as PEPS/MPS requires in
general an exponentially large bond dimension. The Laughlin
state, for example, can be written as a 2-site CPS [4], but the
number of overlapping CPS tensors at each site is equal to
the system size; a diagram depicting the general form of the
Laughlin state is given in Figure 2.
A one dimensional CPS with open boundary conditions,
and with the restriction that only two plaquettes overlap, is
given by:
|Ψ[C]〉 = (2)∑
i1,i2···iN
vi1L C
i1i2
1 C
i2i3
2 · · ·CiN−1iNN−1 viNR |i1, i2, · · · , iN 〉 .
The copier tensor - In order to write down a tensor network
for a CPS it is necessary to introduce the copier tensor. For
the state (2), for example, the copier is given by 1ijk, defined
as the tensor with components equal to unity when all its in-
dices are equal, and zero otherwise. It will be convenient to
represent the copier graphically as
vL C1 vRC2 CN
vL A1 A2
…
AN vR…
; the CPS state in (2)
can then be represented as:
vL C1 vRC2 CN
vL A1 A2
…
AN vR…
,
where any variation of the dimensionality of the indices in
(2) along the chain can be indicated by an additional label
if necessary. As each physical index in (2) corresponds to
the overlap of the corresponding CPS plaquette, for an n-site
overlap the dimensionality of the index is obtained by group-
ing the n fundamental spins s together, and is given by sn.
The dimensionality of these indices therefore grows exponen-
tially with the size of the overlap. The basis dependence of
CPS/string bond states is made explicit by the non-covariant
definition of the copier tensor, and it is easily verified that
a rotation by a local unitary on the physical leg can not in
general be "pulled through" to the virtual level.4
3 This is only a necessary condition, and is not sufficient to guar-
antee that the Monte Carlo algorithm will converge.
4 One can consider adding such local unitaries, or more general
matrices, in order to enlarge the CPS variational class and restore
rotation independence.
4The copier tensor generalises straightforwardly to more
general CPS, and to higher dimensions. For example, the
dashed circles in Figure 1 should in fact be understood as
representing three-index copier tensors. For the Laughlin
state depicted in Figure 2, the dashed circles again represent
copiers, but the number of virtual legs is now of the order of
system size.
FIG. 2. This diagram depicts the general form of a tensor network
corresponding to the CPS representation of the Laughlin state over
four spins, and exemplifies a CPS for which the number of overlap-
ping CPS tensors at each physical spin is of the order of system size.
The circles denote the CPS tensors, with their indices depicted by
lines ending in the black dots, and the dashed ovals represent the
action of the copier tensors mapping overlaps of the CPS tensors
onto the four physical spins. The diagram corresponding to the
CPS representation of a Laughlin state over an arbitrary number
of spins follows the same pattern.
Furthermore, using the tensor network representation of
CPS, a natural generalisation of the CPS/string bond state
variational class can be achieved by promoting the copier to
any tensor that is sufficiently sparse to leave sample-ability
intact. As an example, one can imagine a CPS-type Ansatz
for which the copier is replaced by a tensor the non-zero com-
ponents of which are given by an n-site MPS.
Mapping one-dimensional CPS into MPS - One dimensional
CPS of the form (2) form a sub-class of MPS with open bound-
ary conditions,
|Ψ[A]〉 = (3)
d∑
i1,i2,··· ,iN
v†LA
i1
1 A
i2
2 · · ·AiNN vR |i1, i2, · · · , iN 〉 ,
provided that the physical spin- and bond-dimensions of the
MPS tensors, which at site K we denote as d(K) and D(K)
respectively, are the same either to the left or to the right (i.e.
provided that either d(K) = D(K−1), or d(K) = D(K)). There
are many ways to map the CPS defined in (2) into an MPS
of this type. One possibility is the following:
Cm-1 Cm… …
= AmAm-1 ……
Cm+1
Am+1
.
Alternatively the C matrix can be placed to the right of the
copier in the identification, or placed both to the left and the
right of the copier after decomposing each C matrix into a
product of two matrices.
In higher dimension, any CPS/string bond state with a
constant number of overlapping plaquettes/strings can be
mapped to a PEPS with small bond dimension using anal-
ogous considerations.
Uniform Correlator Product States (uCPS) - This paper is
concerned mainly with uniform translation invariant CPS in
the thermodynamic limit. In order to achieve a fully trans-
lation invariant representation, it is necessary that the pla-
quettes contain an even number of spins, so that half of the
spins of each plaquette overlap with half of the spins of a
neighbouring plaquette.5 This means that the C matrices are
square and that the bond dimension along the chain is con-
stant. These states will be referred to as uniform correlator
product states (uCPS), and form a proper subset of the uMPS
class described in Appendix A. Graphically a uCPS is repre-
sented as:
C C… …
A A… …
.
The uCPS→ uMPS mapping is achieved in the same manner
as in the non translation invariant setting described above,
with analogous freedom in how this mapping is realised.
The increase in uCPS bond dimension is achieved by in-
creasing the size of the overlap between plaquettes. If n is
the number of fundamental spins in each overlap, for a lat-
tice of s-level spins the size of the C matrices is sn × sn, and
the bond dimension D, given by D = sn, therefore increases
exponentially with n.
The uCPS transfer matrix - The transfer matrix E˜ (see equa-
tion (A6)) corresponding to the uCPS→ uMPS mapping with
the C matrix placed to the right of the copier tensor takes the
form:
C
C
Ẽ =
C
E =
C
.
Due to the sparseness of the copier tensor, E˜ has only D non-
zero eigenvalues. This is related to the fact that the the object
C C… … = A
C
C is a projector that effectively reduces the size of a D2 di-
mensional index to a D dimensional one. It also follows from
this that the uCPS variational class is in fact a subclass of
reduced rank - not full rank - uMPS. It is sufficient therefore
to work with the projected version of the above object, E:
C
C
Ẽ =
C
E =
C ,
the non-zero subspace of which is given by the D×D dimen-
sional matrix:
Eij = Cij(.∗)Cij . (4)
5 More generally one can consider representation that are invariant
under translations by m sites, with m > 1.
5The operator (.∗) denotes component-wise multiplication for
repeated indices. As for uMPS, in order to ensure finite nor-
malisation of the state, it is necessary to normalise the C
matrices so that the largest eigenvalue of E is one.
As discussed in Appendix A, the left and right eigenvec-
tors of the transfer matrix E˜ corresponding to eigenvalue one
are centrally important objects, which determine the Schmidt
coefficients across a cut of the infinite chain into two semi-
infinite intervals, and, more generally, represent the cumula-
tive effect of the environment when calculating the expecta-
tion value of a local operator, from its insertion to ±∞. In
order to fully utilise the special form of uCPS over a generic
uMPS in the TDVP algorithm (see Section III), it is neces-
sary to work directly with the D dimensional left and right
eigenvectors of E (4) corresponding to eigenvalue one (rather
than with the eigenvectors of E˜), which we will refer to as VL
and VR, respectively (these should not be confused with the
boundary vL and vR of open-boundary finite MPS (3)). We
note that, while the left eigenvector of E˜ is given by:
dC
C
VL = 0
VL VR
C
C,
(5)
the right eigenvector explicitly depends on C as:
dC
C
VL = 0
VL VR
C
C .
(6)
Had we made the identification with uMPS by placing the
C matrices to the right of the copier tensor, the situation
would be the reverse of the above, with the right eigenvector
depending only on VR, and the left on VL, C, and C.
A uMPS can always be gauge-transformed (A8) to the left
or right canonical gauge, as discussed in Appendix A, mean-
ing that either the left or right environment matrix is equal to
the unit matrix. This is in general not achievable with uCPS,
since the set of uMPS gauge transformations that preserve
the uCPS form is extremely restricted, and the remaining
gauge freedom is not sufficient in general to achieve the left
or right canonical gauge. Stated in another manner, uCPS
corresponds to a very restricted type of uMPS, and impos-
ing such a restriction on uMPS fixes nearly all of its gauge
freedom. One of the implications of all of this is that it does
not seem possible, at least straightforwardly, to implement
an analogue of the iDMRG algorithm [29] for uCPS, since it
relies upon the ability to achieve the left and right canoni-
cal gauges and to switch between them. It is interesting that
there are nevertheless two natural gauge choices for uCPS, as
explained above, related to the freedom of placing the copier
to the left or to the right of the C matrix in the uCPS →
uMPS mapping.
Computational cost of contracting uCPS - Since a uCPS
maps to a uMPS with equal bond and physical dimensions,
i.e. d = D, and the cost of calculating a local uMPS
observable is O(dD3) (see Appendix A), one naively expects
that the cost of calculating expectation values of local
observables for uCPS scales as O(D4). It turns out, however,
that one can do better. One possible reduction in cost occurs
due to the fact that the copier tensor factorises, and that a
uCPS with overlap of size n and local spin of dimensionality
s, can be mapped to an n-site6 uMPS with bond dimension
D = sn. How this is achieved is most clearly demonstrated
graphically. For example, for n = 3 and D = s3 the uMPS
tensor of the uCPS form can be decomposed into 3 MPS
tensors as:
C
s3
s3s3 C ss
s
s
s
s
s s s ,
where the dashed regions identify the three MPS ten-
sors with physical dimension s.7 The cost of calculating
local expectation values for an n-site uMPS can therefore
be reduced to O(log(D)sD3) = O(log(D)D3), simply by
applying an optimal contraction ordering for n-site uMPS
after making the above decomposition.
The presence of the D2 → D projector
C C… … = A
C
C in the transfer
matrix E˜ hints that an even lower cost may be achievable.
This turns out to be the case, and in the next section we
demonstrate that, in addition to the computation of expecta-
tion values of local operators, all the steps of the uCPS TDVP
algorithm can be computed with cost O(D3).
III. TDVP WITH uCPS
The time-dependent Schrödinger equation, d
dt
|Ψ(t)〉 =
−iHˆ(t) |Ψ(t)〉, does not in general have an exact solution if
the state vector is restricted to remain within some class of
variational states |Ψ(VX)〉 during the evolution, where VX de-
notes some set of variational parameters labelled by an index
X. This can be observed by considering the equation:∑
X
V˙X
∂
∂VX
|Ψ(VX)〉+ iHˆ(t) |Ψ(t)〉 = 0 , (7)
where the second term can correspond to an arbitrary direc-
tion in Hilbert space, but the first is highly restricted. In-
stead, one must adopt some procedure for obtaining an opti-
mal V˙X that minimises the left hand side of (7) with respect to
some cost function. The time-dependent variational principle
(TDVP) corresponds to the natural cost function in a quan-
tum mechanical setting, namely the 2-norm, and the solution
to V˙ ∗X is given by: 8
V˙ ∗X = arg min
V˙X
∥∥∥∥∥∑
X
V˙X
∂
∂VX
|Ψ(VX)〉+ iHˆ(t) |Ψ(t)〉
∥∥∥∥∥
2
. (8)
The full variational space of uCPS consists of a general vari-
ation dC of the uCPS matrix C. In the context of the uCPS
6 A n-site uMPS is a MPS in the thermodynamic limit such that
its tensors are unchanged after a translation by n sites.
7 Clearly all the uCPS information has been incorporated into the
left-most tensor for this particular choice of decomposition, but
if desired C can be distributed over the n MPS tensors in a
symmetrical manner by performing a suitable factorisation.
8 See [28, 30] and Appendix A in reference to the application of
TDVP to (u)MPS.
6→ uMPS mapping described in Section II this corresponds to
a restricted uMPS variation of the form:
dC=dA
,
(9)
and can be understood as a tangent vector to the uCPS man-
ifold (see also Appendix A). Writing this out symbolically:
|Φ(dC,C)〉 :=
∑
i,j
dCij
∂
∂Cij
|Ψ(C)〉 ≡ dCij |∂ijΨ(C)〉 , (10)
the solution to the minimisation problem (8) is given by:∑
k,l
Gij|klC˙
kl =− i 〈∂ijΨ(C(t))∣∣ Hˆ(t) |Ψ(C(t))〉 , (11)
where G is the uCPS Gram matrix (c.f. (A10)):
Gij|kl :=
〈
∂ijΨ(C)
∣∣ ∂klΨ(C)〉 . (12)
However, the solution in (11) contains terms that diverge
if the variations dC are left fully unconstrained. The full tan-
gent space spanned by |Φ(dC,C)〉 includes transformations
along the state |Ψ(C)〉 itself, and it is precisely such norm-
changing variations that generate divergences. These must
be projected out, which can be achieved by implementing the
uCPS analogue of the uMPS left or right tangent space gauge
condition (A9). Moreover, the tangent space gauge condition
simplifies the form of the Gram matrix, which becomes local,
meaning that all the contributions to (12) vanish except those
for which the variations dC in the bra and ket occur at the
same lattice site.
Gauge fixing for uCPS - For the sake of concreteness we will
demonstrate how to impose the left tangent gauge condition
for uCPS, which reads:
dC
VL = 0
VL VR
C
C
C ,
or symbolically
V(L)i(.∗)dCij(.∗)Cij = 0 . (13)
A solution to this equation is given by dC of the form:
dCij =
∑
α˜β
Bα˜βV
α˜
(R)iV
β
(L)j(.∗)(1(./)Cij) , (14)
where B is an arbitrary (D − 1) × D matrix, (./) denotes
component-wise division, and V α(L) and V
α
(R) are the D left
and right eigenvectors of the transfer matrix (4), so that
E =
∑
α
λαV
α
(L)V
α
(R) . (15)
By convention V 1(L) ≡ V(L), and V 1(R) ≡ V(R), and the α˜ index
in (14) thus runs from 2 to D.
With the tangent space gauge condition in place, the ana-
logue of (11) for B is given by:∑
γ˜δ
Gα˜β|γ˜δB
γ˜δ =− i 〈∂α˜βΨ(C(t))∣∣ Hˆ(t) |Ψ(C(t))〉 , (16)
where ∂α˜β on the right hand side stands for a derivative with
respect to Bα˜β , after making use of the chain rule applied to
a differential dC of the form (14). After deriving the solution
for Bα˜β , by applying the inverse of the Gram matrix to (16),
the TDVP update for C is obtained via (14).
Efficient Implementation - As discussed at the end of Section
II, naively following an optimal uMPS contraction ordering in
the uCPS setting will yield a computational cost that scales at
best as O(log(D)D3) for a local Hamiltonian, and we expect
to be able to do better. Details of a contraction ordering such
that the cost of calculating the right hand side of (16) scales
as O(D3) are given in Appendix B.
In addition to this, it is necessary to find an O(D3) im-
plementation for the action by the inverse of the D2 × D2
matrix G on equation (16). Stemming from the fact that our
parameterisation of variations dC satisfying the tangent left
gauge condition (14) depends in a complicated way on the
eigenvalue decomposition of the transfer matrix, the uCPS
Gram-matrix turns out to be a much more complex object
than its uMPS equivalent (given simply by ρl ⊗ ρr (A13)),
and is given by:
Gγ˜δ|α˜β =
∑
ij
λijT
γ˜δ|α˜β
ij , (17)
where
T
γ˜δ|α˜β
ij =
(
V
γ˜
(R) iV
δ
(L) j
)
(.∗)
(
V α˜(R) iV
β
(L) j
)
, (18)
and
λij = V
0
(L) iV
0
(R) j(.∗)(1(./)Eij) . (19)
Naively, both the cost of calculating G−1, as well as its action
on a vector, scales as O(D6); an obvious approach to reduce
this cost would be to attempt to write G in a decomposi-
tion that would allow the action of its inverse on a vector to
be calculated with cost O(D3), analogous to the manner in
which a O(d2D6)→ O(dD3) reduction in cost is achieved for
uMPS TDVP. As far as we have been able to ascertain, this
is not possible for (17). While such an inverse does exist for
the matrix obtained by replacing all tilde-indices in (17) by
their non-tilde extensions, and is given by inverting all the
constituent matrices and taking λij → 1(./)λij , the trunca-
tion of the eigenvalue-one eigenvector seems to conclusively
obstruct achieving any appropriate decomposition for G−1 it-
self. It is nevertheless possible to use an iterative method
(such as the biconjugate gradient algorithm) in order to cal-
culate the action of G−1 and retain O(D3) efficiency, since
this only requires that the action of G on an arbitrary vector
be calculable with cost O(D3).
A further caveat to the above is that in order to achieve
O(D3) scaling, the number of iterations in the iterative sub-
routine required to achieve some desired accuracy must scale
as a constant for large enough D, and this is not guaranteed.
For example, the number of iterations does scale worse than
constant if the pre-conditioning step is not implemented ap-
propriately (its implementation is described in Appendix C).
However, beyond this observation, for all the examples stud-
ied in this paper the iterative subroutine is observed to scale
as O(D3).
Finally, it should be noted that while the general uMPS
TDVP algorithm does not require an iterative subroutine for
the Gram-matrix inverse step in order to achieve optimal effi-
ciency, it does require such a subroutine in order to calculate
7the third term in (A14) with cost O(dD3). The same term in
uCPS TDVP, on the other hand, can be calculated explicitly
with cost O(D3), as is described in Appendix B.
IV. PROPERTIES OF uCPS GROUND-STATE
APPROXIMATIONS
In this section the imaginary time uCPS TDVP algorithm
is used to obtain uCPS ground state approximations for a
number of exemplary models: the quantum Ising model in a
transverse magnetic field, the XY-model, and the Heisenberg
model (all spin- 1
2
). The general aim is to study the capacity
of uCPS to capture ground state properties both at and away
from criticality, while carefully considering the effects of uCPS
basis-dependence. We provide a detailed study of the conver-
gence properties of uCPS ground state energy estimates, and
of the convergence/scaling9 behaviour of the entanglement
entropy and of the correlation length, all with respect to the
size of the uCPS overlap n (or, equivalently, with respect to
the bond dimension D, related to the overlap by D = sn).
In addition, the performance of the uCPS TDVP algorithm
is analysed, and compared with the general uMPS imaginary
time TDVP algorithm applied to the same models.
Basis dependence - In order to demonstrate the effect of uCPS
basis choice, we calculate the uCPS groundstate energy esti-
mates for the transverse field Ising Hamiltonian:
Hˆ =
∑
i∈Z
−Jσˆzi σˆzi+1 + hσˆxi , (20)
the orientation of which remains fixed while the uCPS basis is
rotated from the x- to the z-direction. Here {σˆx, σˆy, σˆz} are
the Pauli matrices, J determines the coupling strength be-
tween nearest neighbour spins, and h determines the strength
of the magnetic field; the model is critical for h
J
= ±1.
The results for 2-site uCPS overlap (D = 4), at h = 1,
are displayed in the plot in Figure 3. At the points at which
the two branches cross, imaginary time TDVP converges to a
unique global minimum; this occurs for rotations away from
the z-basis by integer multiples of pi
2
, i.e. for z- and x- basis
choices, and at one additional intermediate angle, the precise
value of which depends upon uCPS overlap. Away from the
special points at which the branches cross in Figure 3, TDVP
converges to the global minimum only for a certain fraction
of TDVP runs initiated from a random uCPS state.
The branching occurs due to the fact that, except for very
special basis choices, uCPS breaks the two-fold degeneracy
that is present in the uMPS approximation of the ground
state at h = 1.10 Thus, two states that would have ex-
actly the same energy in the uMPS approximation acquire
slightly different energies with uCPS due to the rotation de-
pendence of the uCPS Ansatz. TDVP converges to one of
9 The entanglement entropy and the correlation length do not con-
verge at criticality, so only the scaling properties of these quan-
tities can be considered.
10 It should be noted that the exact ground state of the quantum
Ising model is doubly degenerate for h < 1, but at finite bond
dimension the h = 1 uCPS/uMPS approximations are still ef-
fectively in the ferromagnetic phase (see e.g. [31], and also the
discussion relating to Figure 11).
these two solutions, depending upon details of the initial ran-
dom state. At present, we do not understand precisely how
the outcome is encoded in the initial state. A hint might
perhaps be contained in the fact that a local unitary can-
not be pushed through the copier tensor, so that the CPS
parametrisation divides the Hilbert space into topologically
distinct classes [32]. As one would expect, the branching is
present for all values of h in the ferromagnetic phase, and the
two branches collapse as one enters the paramagnetic phase.
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FIG. 3. (Colour online) The behaviour of 2-site overlap uCPS
ground state energy approximations for the quantum Ising model
at criticality, as a function of the global rotation angle around
the y-axis away from the z-basis choice. The TDVP algorithm
exhibits unique convergence to the global minimum only at the
points marked by the red circles, which denote the z- and x- ba-
sis choices, and at one intermediate point. In general, depending
upon the details of the initial random state, imaginary time TDVP
will converge to one of the minima associated with the splitting of
otherwise degenerate energy levels, which occurs due to the lack of
rotation invariance of the uCPS Ansatz.
In general, imposing constraints on uMPS can potentially
introduce local minima on the variational manifold. For ex-
ample, uMPS TDVP often gets stuck in local minima when
uMPS matrices are restricted to be real, and in that case some
of the local minima can be singular.11 In the present situation
the local minima do not correspond to singular points on the
uCPS manifold, and thus no associated numerical complica-
tions are encountered. Moreover, as long as the number of
branches is constant as a function of uCPS overlap, in order
to be certain of having reached the ground state with some
probability, the algorithm needs to be run a fixed number of
times: O(2) times for the example of the quantum Ising model
in the ferromagnetic branch away from the special points.
Let us next consider the XY-model, which is described by
the Hamiltonian:
Hˆ = −
∑
i∈Z
1 + γ
2
σˆxi σˆ
x
i+1 +
1− γ
2
σˆyi σˆ
y
i+1 + hσˆ
z . (21)
11 Meaning that TDVP has in fact converged to a uMPS of a
lower bond dimension than that of the initial random state. As
some eigenvalues of the Gram-matrix go to zero in this limit,
the TDVP algorithm becomes numerically unstable, at least in
its naive implementation (for an implementation of MPS TDVP
that avoids such instabilities see [33]).
8The ground state is two-fold degenerate for 0 < h < 1 and
0 < γ < 1. In this regime we observe two branches, as in the
case of the quantum Ising model. For γ = 0 the symmetry of
the Hamiltonian is increased to U(1), and here the number of
local minima that uCPS converges to is not bounded as the
size of the uCPS overlap is increased, as far as our numerical
study is able to ascertain, and the O(D4) → O(D3) gains in
the scaling of computational costs associated with the special
structure of uCPS seem to be lost for this model. In addition,
no basis choice exists for which TDVP always converges to a
global minimum.
When the symmetry is increased to SU(2), however, as e.g.
for the spin-1/2 Heisenberg model, described by the Hamilto-
nian:
Hˆ =
∑
i∈Z
J
(
σˆxi σˆ
x
i+1 + σˆ
y
i σˆ
y
i+1 + σˆ
z
i σˆ
z
i+1
)
, (22)
multiple branches are no longer observed. Full rotation in-
variance means that optimal uCPS approximations of physi-
cal quantities must be completely independent of the choice
of basis, and moreover, in the case of the Heisenberg model,
TDVP is always observed to converge to a global minimum.
At this stage it can be observed that, in a loose sense, a
judicious basis choice corresponds to one that is ’optimally’
aligned with the entanglement generating terms in the Hamil-
tonian. Clearly, for the quantum Ising model at criticality,
the z-basis is maximally aligned with σˆz ⊗ σˆz, and as demon-
strated provides better energy estimates than those obtained
by picking the x-basis at equal overlap. Another desirable
property with this choice is that TDVP always converges to
the global minimum. However, as indicated by the plot in
Figure 3, the best energy estimate is in fact achieved at an in-
termediate angle, but the computational downside of picking
this point is that TDVP may get stuck in a local minimum,
and that one needs to scan in order to find the orientation
that achieves the lowest energy. In addition, the behaviour
of uCPS is clearly highly model dependent. For example, the
XY-model for γ = 0 has no basis choice at which conver-
gence is unique, so scanning in this context may be a more
sensible strategy than for the quantum Ising model. More-
over, due to the U(1) invariance of this model, the number
of minima that TDVP converges to seems to increase indefi-
nitely as overlap size is increased. Since the TDVP algorithm
converges to the global minimum only for a small fraction
of runs, the algorithm becomes essentially statistical, and it
is therefore questionable whether imaginary time TDVP has
any advantages here over Monte Carlo, the standard approach
for CPS/String Bond type Ansaetze. For the SU(2) invariant
Heisenberg model the symmetry is large enough to eliminate
such issues, but since all basis choices yield the same approx-
imations for physical quantities, there is little motivation left
for using a basis dependent Ansatz in the first place. In con-
clusion, what is meant by an ’optimal basis’ is a function
of both the model under investigation, and what it is that
one wishes to achieve. uCPS provides a good demonstration,
in a well controlled context, why identifying a good basis is
such a difficult problem for general CPS/string bond states.
Nevertheless, attempting to maximally align the basis with
entanglement generating terms certainly seems to be a good
general guiding principle.
Ground state convergence at criticality - Next we investigate
the ground state convergence properties of the transverse field
quantum Ising model at criticality, comparing uCPS in the z-
and x- bases with uMPS. As noted, TDVP always converges
to the global minimum for these basis choices. The plot in
Figure 4 demonstrates that the uCPS ground state energy
estimates are better for the z- than for the x-basis choice
(that this is the case for 2-site uCPS overlap is already evi-
dent from Figure 3). The more surprising observation is that,
while the uMPS energy converges roughly polynomially as a
function of bond dimension D(uMPS) (since the model is crit-
ical), the uCPS energy converges instead polynomially with
the size of the uCPS overlap - note that the x-axis in the plot
is shared between uCPS overlap size n and D(uMPS). Thus,
since D(uCPS) = 2n, to achieve the same order of accuracy in
the energy estimates uCPS requires an exponentially larger
bond dimension than uMPS. Complementing this result is
another surprising observation, depicted in the plot in Figure
5: the total time needed to reach convergence to same accu-
racy scales in the same way for uMPS with respect to bond
dimension as for uCPS with respect to overlap size.
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FIG. 4. (Colour online). Convergence of uCPS and uMPS ground
state energies for the transverse Quantum Ising model at the crit-
icality. The x-axis denotes overlap size for uCPS data, and bond
dimension for uMPS data.
Thus, the indications from this example are that, even
though the computer memory costs are exponentially larger
for uCPS than for uMPS, the computer time needed to reach
some desired accuracy for the ground state energy approxima-
tion scales in the same way for both uCPS and uMPS. This
result seems to be generic, and is observed to hold for all the
models studied in this paper.
In this context it is also useful to consider the SU(2) in-
variant Heisenberg model, so that it is impossible to pick out
some preferred basis choice. While one avoids the complica-
tions associated with basis dependence, the result of using an
orientation dependent Ansatz on a rotation invariant Hamil-
tonian seems to manifest itself in extremely slow convergence,
as a function of uCPS overlap, of the ground state energy ap-
proximations compared to what is observed for models whose
entanglement generating terms point in a definite direction,
such as e.g. the quantum Ising model. This is illustrated
by the plot in Figure 6. In addition, the times required for
TDVP to converge are much longer, at equal uCPS overlap,
than for the quantum Ising model. For example, the maxi-
mal bond dimension that we could achieve in reasonable time
is DuCPS = 26, and the corresponding energy density repro-
duces the correct result only to three digits. This slowdown
originates in the iterative subroutine of the TDVP algorithm,
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FIG. 5. (Colour online). Convergence times for uCPS and uMPS
approximations for the ground state of the quantum Ising model
at criticality. The x-axis denotes overlap size for uCPS data, and
bond dimension for uMPS data.
which requires a much larger number of iterations to converge
to the required accuracy.
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FIG. 6. (Colour online). Convergence of uCPS ground state en-
ergies for the Heisenberg model. The black horizontal line denotes
the exact energy. Whilst the uCPS approximations are not basis
dependent, convergence turns out to be very slow.
Ground state convergence in a gapped phase - Next we exam-
ine the ground state convergence of uCPS deep in the gapped
phase. The observations made above, regarding the compu-
tational time and memory costs of uCPS vs. that of uMPS,
remain true away from criticality. Here we shall demonstrate
that the analogous observations also hold for two rather differ-
ent types of physical quantities, namely the correlation length
µ and the entanglement entropy S. The correlation length is
obtained from the largest eigenvalue λ2 of the transfer matrix
smaller than 1 as:
µuMPS = − 1
log(λ
(uMPS)
2 )
, µuCPS(n) = − n
log(λ
(uCPS)
2 )
,
(23)
for uMPS and uCPS, respectively, where n is the uCPS over-
lap. The entanglement entropy S is the simplest measure, for
pure quantum states defined on a region R, of entanglement
between a sub-region A ∈ R and the rest of the system. It is
defined as:
S = −tr(ρA log(ρA)) = −
∑
i
λ2i log(λ
2
i ) , (24)
where λi are the Schmidt coefficients corresponding to the
density matrix ρA associated with the sub-region A. One
can show that the Schmidt coefficients corresponding to a
cut of the infinite spin chain into two semi infinite sub-chains
are given by the singular values of ρ
1
2
l ρ
1
2
r , where ρl and ρr
are the left and right uMPS environment matrices defined in
Appendix A; for uCPS left and right environment eigenvectors
see (5) and (6).
The convergence of S for a half-infinite chain, for the quan-
tum Ising model in the paramagnetic phase (specifically for
J = 1, h = 0.5), is depicted in the plot in Figure 7. We
note that for the z-basis choice convergence of S approaches
that of uMPS. This is not surprising, given that in the limit
h → 0 the ground state approaches a product state aligned
along the z-basis, and so one would expect uCPS in this basis
to be capable of capturing the exact state accurately already
at small overlap.
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FIG. 7. (Colour online). Entanglement entropy S as function
of uCPS overlap/uMPS bond dimension D, for the quantum Ising
model in the ordered gapped phase (J = 1, h = 0.5).
The present example also demonstrates that uCPS is able
to reproduce ground state energies to machine precision both
for z- and x-basis choices. Due to the exponentially higher
memory cost of uCPS compared to uMPS, in practice it is
necessary to be far in the gapped phase to observe such con-
vergence; for example, for J = 1, h = 0.5, machine precision
is achieved for both basis choices with a 7-site uCPS over-
lap (which already corresponds to DuCPS = 128), while for
J = 1, h = 0.7, the necessary overlap size is out of reach for a
desktop with 16 GB of RAM. Remarkably, a naive first-order
implementation of uCPS TDVP is sufficient to achieve this;
despite the fact that most of the Gram matrix eigenvalues
are zero to machine precision in this regime, no numerical in-
stabilities are encountered. This behaviour depends crucially
on implementing an appropriate pre-conditioner in the iter-
ative subroutine step responsible for applying the inverse of
the Gram matrix to a vector, as is described in Appendix C.
The convergence of the correlation length with uMPS bond
dimension/uCPS overlap is depicted in the plot in Figure 8.
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A notable feature is that, for both x- and z-basis choices,
uCPS convergence is much smoother than for uMPS. Such
behaviour is also observed at criticality, as is discussed later
in this section (see Figure 10).
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FIG. 8. (Colour online). Correlation length µ as function of
uCPS overlap/uMPS bond dimension D, for the quantum Ising
model in the ordered gapped phase (J = 1, h = 0.5).
Finally let us also note that tor the XY model, both at
and away from criticality, convergence properties are similar
to those of the quantum Ising model for γ close to one; as γ
approaches zero convergence becomes slower, and the TDVP
algorithm more sensitive to integration errors.
Finite entanglement scaling at criticality - Next we study the
scaling properties of the correlation length (23) and entangle-
ment entropy (24) for uCPS at criticality. Since the area
law no longer holds, these quantities, while finite at any given
bond dimensionD, grow indefinitely asD →∞. Since a finite
D bounds the amount of entanglement that can be encoded
in a CPS/MPS, scaling with respect to D is referred to as
finite entanglement scaling, and has been extensively studied
in the uMPS setting [31, 34–36]. In what follows, we demon-
strate that also at criticality overlap size plays the same role
for uCPS as the bond dimension does for uMPS, and further-
more show how universal quantities can be calculated using
uCPS finite entanglement scaling.
Let us first consider the scaling of the correlation length µ
(23) with uCPS overlap. The work [31] provides numerical
evidence that for a critical system uMPS scales with bond
dimension as (DuMPS)κ in the limit of large DuMPS, where
κ is a universal constant. In [34] it was furthermore argued
that κ only depends upon the central charge c of the critical
system via the relation:
κ =
6
c
(√
12
c
+ 1
) . (25)
The plot in Figure 9 demonstrates that, to high accuracy, for
uCPS µ is instead proportional to nκ˜, where n is the uCPS
overlap, and κ˜ a constant. For the critical quantum Ising
model, a linear fit of log(µ) vs. log(n) for uCPS in the z-
basis yields κ˜ = 1.004 ± 0.006. It seems plausible that the
exact value of κ˜ is equal to one in the limit n→∞, i.e. that
the correlation length is exactly proportional to uCPS overlap
size. In the x-basis, as can be seen in Figure 9, a significant
oscillation over the whole range of available n is present, and
making any conclusion regarding the value of κ˜ in the limit
n → ∞ is difficult. Based upon the available data it is thus
not possible to say whether or not κ˜ is basis dependent in this
limit. This in turn makes it impossible to make any assertion
as to whether the value of κ˜ is universal (and if so, in what
sense).
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FIG. 9. (Colour online). The logarithm of the correlation length
µ versus the logarithm of uCPS overlap for uCPS ground state ap-
proximations for the quantum Ising model at criticality, for both
the x- and z- basis choices. In the z-basis the linear fit is particu-
larly accurate, with slope equal to one to good approximation.
At present we can therefore not see any manner in which,
in the uCPS context, something akin to (25) could be used
to estimate the central charge c. Nevertheless, uCPS can
be used to calculate universal quantities along the lines of
[35, 36], where it has been demonstrated that a particularly
powerful way to calculate critical exponents and the central
charge is to scale not directly with respect to D, but with
respect to the uMPS correlation length µ(D). The central
charge, for example, can be estimated from the scaling of the
entanglement entropy (27) with the correlation length (23) as
follows. For a (1+1) critical system it has been shown [37, 38]
that the entanglement entropy corresponding to an interval
A of length xA grows as:
SA =
c
3
log(xA) + k , (26)
where c is the central charge of the system, and k a constant.
The entanglement entropy of the half-infinite line then scales
as:
S =
c
6
log(µ) + k˜ , (27)
where µ is some length scale introduced in the system - in our
case this is precisely the correlation length associated with
finite bond dimension (23) - and k˜ is again some constant.
Relation (27) in conjunction with (23) can thus be used to
obtain an estimate of the central charge.
The scaling of S vs. log(µ(n)) for the quantum Ising model
at criticality is depicted in the plot in Figure 10. As one can
see, oscillations in the entanglement entropy as a function of
log(µ) observed for uMPS are absent from uCPS in a fixed
basis. Performing a simple 1/n, n→∞ extrapolation for the
slope of this curve, with z-basis data up to n = 10, yields
the estimate c = 0.50142... for the central charge. This de-
viates from the exact value of c = 1
2
only in the third digit,
11
−1 −0.5 0 0.5 1 1.5 2 2.5 3 3.5 40
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
log(µ)
En
tro
py
uCPS x−basis
uCPS z−basis
uMPS
FIG. 10. (Colour online). The scaling of uCPS/uMPS entangle-
ment entropy S vs log(µ), where µ is the correlation length. The
slope approaches a constant value, which is theoretically predicted
to be c
6
, where c is the central charge.
and provides better accuracy than the result obtained via fi-
nite uMPS entanglement scaling using all bond dimensions
from D = 2 to D = 64 in [36]. The time needed to gen-
erate this uMPS data on an average spec current desktop,
even when using more advanced techniques than the simple
first-order implementation of imaginary time TDVP (such as
the conjugated gradients method or iDMRG), is of the order
of a week. On a comparably powerful computer the uCPS
data used here was generated in a few hours. It should be
noted, however, that uMPS finite entanglement methods are
much more accurate for critical exponent than for the central
charge estimates, and that the exponentially larger memory
cost of uCPS means that uMPS is capable of accessing states
with a lot more entanglement (as Figure 10 clearly demon-
strates). Nevertheless, for the range of bond dimensions for
which uCPS has a sufficient amount of RAM, the lack of oscil-
lations means that uCPS can in practice be useful for making
accurate estimates much more quickly than is possible with
uMPS.
It is also interesting that uMPS and uCPS data points in
Figure 10 lie roughly on the same line, and while uMPS data
is significantly noisier, it seems to be bounded by the optimal
z- and the suboptimal x- uCPS basis choices. This gives an
indication that there may be some relationship between the
oscillations in the uMPS data and the rotation invariance of
the uMPS Ansatz.
In conclusion - While a single TDVP step scales better with
bond dimension for uCPS than for uMPS, an exponentially
larger amount of computer memory is needed in order to
achieve the same accuracy with uCPS than with uMPS. How-
ever, the computational time required to obtain the same ac-
curacy, surprisingly, scales in the same manner for both. The
precise nature of the scalings is sensitively dependent upon
both the model under investigation and the choice of basis.
For models with degenerate ground states, convergence to the
global minimum is in general only achieved for a certain frac-
tion of TDVP runs. The uCSP algorithm exhibits certain
advantages over uMPS when calculating universal quantities
using finite entanglement scaling; oscillations found in uMPS
are not present for uCPS, so scaling can be deduced more
accurately with comparable computer time (but larger com-
puter memory) cost. This seems to occur precisely because of
the fixing of the basis. It would be particularly useful if oscil-
lations are eliminated for CPS/string bond states in a similar
manner beyond one dimension, where obtaining large number
of points for a range of bond dimensions, as may be necessary
with oscillations present, can be prohibitively expensive.
V. QUENCHES WITH uCPS
In this section we use real time TDVP applied to uCPS to
study quenches across the critical point in the quantum Ising
model (20) which exhibit so-called dynamical phase transi-
tions. Dynamical phase transitions can occur whenever the
return amplitude,
G(t) = 〈Ψ0| e−iHt |Ψ0〉 , (28)
also referred to as the Loschmidt amplitude, has zeros [39].
The rate function for the return probability (referred to from
here on just as the rate function):
l(t) = − lim
L→∞
1
L
log |G(t)|2 , (29)
can acquire non-analyticities, analogous to those present
in the free energy in a thermodynamic setting. For a
uCPS/uMPS, this quantity corresponds simply to the loga-
rithm of the second largest eigenvalue of the transfer matrix.
The thermodynamic equivalent of (28) is obtained from
purely imaginary time evolution, i.e. t = −iτ with τ real.
In this case G(τ) corresponds to the canonical partition func-
tion of a system with finite length in the τ direction, and with
boundaries described by |Ψ0〉. Equilibrium phase transitions
of the system are in correspondence with the zeros of G(τ)
that occur as one takes the thermodynamic limit L → ∞,
which, if present, result non-analyticities in the free-energy
− log |G(τ)|2. It should be noted that, while the thermody-
namic partition function can acquire zeros only in the ther-
modynamic limit, for the return amplitude (28) this can also
happen also at finite system size. Thus, in general no sim-
ple correspondence between equilibrium and dynamical phase
transitions exists [40].
The rate function (29) can be calculated exactly for the
quantum Ising model, and a dynamical phase transition oc-
curs for quenches across the critical point [41, 42], so in this
setting a simple correspondence between the dynamical and
equilibrium cases does exists. The ground state of the quan-
tum Ising model (20) undergoes an equilibrium phase transi-
tion from a ferromagnetic phase for h < 1 to a paramagnetic
phase for h > 1. This transition is captured accurately by
uMPS even at small bond dimension, with the expectation
value of order parameter operator < σˆz > going from a posi-
tive value for h < hc, to zero12 for h > hc, with hc approach-
ing the exact value hc = 1 from above with increasing bond
dimension. The uCPS behaviour is highly basis-dependent, as
is demonstrated by the plot in Figure 11. The critical point is
approximated with comparable accuracy by uMPS and uCPS
in the z-basis, at bond dimension equal to uCPS overlap, but
12 To machine precision.
12
the uCPS approximation gets increasingly less accurate for
choices of basis away from z, and completely misses the phase
transition in the x-basis.
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FIG. 11. (Colour online). Both uCPS and uMPS are capable of
capturing the quantum Ising model equilibrium phase transition,
from the ferromagnetic phase, h < 1, characterised by a non-zero
value for the order parameter operator expectation value < σz >,
to the paramagnetic phase h > 1 when < σz >= 0. The accuracy
of the uCPS approximation for the critical point, h = 1, degrades
as a function of the rotation angle away from the z-basis. In the
x-basis the phase transition is entirely missed.
In the following, we concentrate on a quench initiated in
the paramagnetic phase, with h = 1.5 in the quantum Ising
Hamiltonian (20), with the time evolution performed accord-
ing to a Hamiltonian with the magnetic field (instantaneously)
changed to h = 0.1; the post-quench Hamiltonian is therefore
deep in the ferromagnetic phase. The reversed quench, from
the ferromagnetic to the paramagnetic phase, also exhibits
a dynamical phase transition, but is more unwieldy to anal-
yse [42]. As it yields very similar conclusions regarding the
properties of uCPS, it will not be explicitly discussed here.
In the z-basis uCPS captures the dynamical phase transi-
tion very accurately, as demonstrated in the plot in Figure
12. In addition to capturing non-analyticities, simulations
with uCPS in this basis exhibit approximate recurrences at
large times, i.e. beyond the point at which the exact rate
function is captured correctly, for all values of uCPS overlap.
For single-site overlap recurrences are in fact exact. Plots of
uCPS approximations for single- and 3-site overlap in the z-
basis are depicted in the two top plots of Figure 14 and clearly
show recurrences.
In contrast, uCPS in the x-basis (Figure 13) do not capture
the non-analyticities in the rate function at all. For times
prior to the first non-analyticity, the accuracy of the uCPS
approximation of the rate function increases with increasing
overlap, however the non-analyticity is never actually cap-
tured. Beyond the point at which the non-analyticity occurs
in the exact function, the behaviour of the uCPS approxima-
tion completely misses the correct behaviour and is chaotic,
not converging to any definite function with increasing uCPS
overlap size. It should be noted that non-analytic behaviour is
not observed at any time in the x-basis uCPS approximation.
This is very different to the large time behaviour of uCPS in
the z-basis.
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FIG. 12. (Colour online). The rate function vs. time in the
z-basis for 6-site uCPS overlap compared with the exact evolution.
The quench corresponds to the ground state of the quantum Ising
Hamiltonian with h = 1.5 (paramagnetic phase) evolved with the
h = 0.1 Hamiltonian (ferromagnetic phase).
The behaviour of the uMPS approximation of the quench,
at large times, exhibits a combination of that observed for
z- and x-basis uCPS approximations in the following sense:
as can be seen in lowermost plot in Figure 14, beyond the
point at which the exact rate function is captured accurately
(for a given bond order), the uMPS behaviour is chaotic, as
is the case for uCPS in the x-basis, but it does exhibit non-
analyticities at arbitrarily large times, a feature observed for
uCPS in the z-basis.
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FIG. 13. (Colour online). The uCPS approximation, for 2- and
5-site uCPS overlap in the x-basis, of the rate function for the
h = 1.5 → h = 0.1 quench in the quantum Ising model. In this
basis uCPS completely misses the dynamical phase transition. The
behaviour of the uCPS approximation is analytical even at large
times (not displayed).
Comparing the D = 6 uMPS approximation in Figure 14
with the 6-site uCPS overlap approximation in the z-basis
in Figure 12 demonstrates that the quality of the uCPS and
uMPS approximations is comparable. This is another exam-
ple - here in the context of real time evolution - of the general
observation that the capacity of uCPS and uMPS to cap-
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ture the properties of spin systems is roughly the same, in
an optimal basis, for uCPS overlap equal to the uMPS bond
dimension. In addition, we observe that, for the examples
studied in this section, the time needed to run uMPS and
uCPS approximations of the same quench at uCPS overlap
size equal to uMPS bond dimension is roughly the same. This
demonstrates that also in the context of quenches it is only
the computer memory cost, and not the computer time cost,
that scales exponentially worse for uCPS.
VI. DISCUSSION
This paper has centred around developing the deterministic
TDVP algorithm to study a restricted class of uCPS states.
Such an algorithm is itself a departure as CPS states are usu-
ally optimised stochastically and - as far as we are aware - not
used to study real time Hamiltonian evolution. Our analysis
has revealed several interesting features of the numerical cost
of using uCPS and their sensitivity to choice of basis.
Computational cost of uCPS TDVP algorithm - implementa-
tion of the TDVP algorithm shows interesting efficiency gains,
aspects of which may be extendible to higher dimensions. In
Section IV it has been demonstrated that the cost of a single
uCPS TDVP step scales, optimally, as O(D3). Since uCPS
maps to an uMPS with bond dimension equal to the phys-
ical spin dimension, and the cost of one uMPS TDVP step
is O(dD3), one naively expect the cost of each uCPS TDVP
step to scale as O(D4), but the special structure of uCPS
enables this to be improved upon. This special structure is
most effectively analysed by considering the uCPS → uMPS
mapping, which necessitates the introduction of the so called
copier tensor, and the fact that a singe n-site coper factorises
into a product of n single-site copiers already implies the re-
duction to O(log(D)D3). The mapping of a generic CPS to
PEPS involves copiers that factorise in a similar manner, so it
is likely that an increase in efficiency is possible also in more
than one dimensions for deterministic algorithms that respect
the CPS structure.
However, the efficiency with which a uCPS represents a
state to a given degree of accuracy is not as great as one might
naively anticipate. As discussed in Section II, we have consid-
ered a restricted set of CPS that are equivalent to MPS with
bond and local Hilbert space dimension equal. One might
expect then that uCPS with an optimally chosen basis are of
comparable accuracy to uMPS of this bond order. This is not
the case. Both deep in the gapped phase and also at criti-
cality, quantities of interest, such as the ground state energy,
converge with size of the uCPS overlap n in roughly the same
manner as they converge with bond dimensions for uMPS.
The implication is that, as far as physical observables are
concerned, uCPS scaling is exponentially worse than uMPS,
since DuCPS = sn, where s is the dimension of the spin of a
single site. For critical systems one can make a particularly
precise statement: while for uMPS the correlation length µ
increases with bond dimension D as µ ∝ Dκ, in the limit
D → ∞, for uCPS the correlation length scales instead as
µ ∝ nκ˜, where κ and κ˜ are constants. It is not possible to
determine, from the accessible range of uCPS overlap sizes,
whether or not κ˜ is basis dependent, and thus, whether or not
it encodes universal behaviour. Interestingly for the quantum
Ising model in the z-basis κ˜ seems to be one to good accuracy,
and so the correlation length is precisely proportional to the
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FIG. 14. (Colour online). Rate function vs. time in z-basis
exhibits recurrence when projected to the uCPS manifold. Recur-
rence is exact for 1-site CPS overlap (top), and approximate when
the overlap is larger than one, as demonstrated for the 3-site uCPS
overlap case (middle). The uMPS approximation does not exhibit
recurrences at large times; beyond the point at which the rate func-
tion is accurately captured, the behaviour is chaotic (bottom), and
the precise behaviour is also highly bond-dimension dependent.
uCPS overlap.
Surprisingly, while the memory cost is exponentially worse
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for uCPS than for uMPS, the computer time needed to fully
converge to the optimal uCPS ground state approximation,
using imaginary time TDVP initiated from a random state,
scales in the same way for uCPS with respect to overlap, as
it does for uMPS with respect to bond dimension. Combined
with the above result, that uCPS achieves roughly the same
accuracy as uMPS for overlap equal to uMPS bond dimen-
sion, this observation implies that uCPS in the optimal basis
matches uMPS accuracy with the same computer time cost,
but an exponentially worse memory cost. This does not con-
tradict the statement that the cost of a single step in the imag-
inary time TDVP is exponentially worse for uCPS, both in
time and memory cost (since at each step exponentially larger
matrices need to be multiplied). The speedup observed with
uCPS, over the course of the whole imaginary time TDVP
run, reflects the fact that for uCPS much larger time steps
can be taken than for uMPS before instability sets in. In
addition, while for imaginary time TDVP integration errors
due to excessively large time steps can conspire to actually
aid convergence, both for uCPS and uMPS - and of course as
long as these time steps are not too large - this effect aids con-
vergence more efficiently in the case of uCPS. The net result
is that the the exponentially higher cost of a single step for
uCPS in the TDVP algorithm is counteracted by these two
effects to bring the computer time cost of the whole TDVP
run down, so that it actually scales exponentially better than
would be expected when considering the costs of a single step
of the algorithm; clearly, none of this improves the memory
requirements.
The computational costs are observed to have the same
properties in the context of real-time TDVP, which has been
used to simulate quantum quenches in Section V. The only
caveat is that in the analysis, in place of considering the time
necessary for imaginary time TDVP to converge, one must
compare the uCPS vs. uMPS cost of simulating the evolution
of a quench over some reasonably long time. Given that in-
tegration errors are not of great concern for imaginary time
TDVP, only a simple Euler-step integrator was used to gen-
erate the ground state approximations, and one may object
that some of the conclusions made above regarding the cost
of imaginary time TDVP are merely artefacts of the particu-
larly simple type of integration scheme. This is not the case,
as can be checked by employing a more sophisticated integra-
tion algorithm. Moreover, our real time uCPS quench simu-
lations were computed using the adaptive step Runge-Kutta-
Fehlberg 4(5) method, with the same conclusions regarding
uCPS vs. uMPS computational costs.
Basis dependence - In addition to the above, basis depen-
dence has a major impact on the behaviour of the uCPS
TDVP algorithm. In Section V it was demonstrated that
with a sub-optimal choice of basis important physics can be
missed, as demonstrated by the fact that both dynamical and
static phase transitions in the quantum Ising model are not
observed if one chooses to work in the x-basis. Clearly, this
is a cautionary lesson when working with higher dimensional
CPS/string bond states.
In the imaginary time context, it is observed that the uCPS
TDVP algorithm converges to the global minimum irrespec-
tive of the choice of the initial random state in general only
when the ground state is not degenerate. For degenerate
vacua the algorithm converges to the global minimum only for
a certain fraction of runs initiated from a random state, except
possibly for very special choices of basis for which convergence
is unique. If there is a finite number of degenerate vacua,
the number of possible minima is in general equal to the de-
generacy and does not increase with bond dimension. For a
continuous symmetry group uCPS TDVP seems to converge
- as far as our numerical analysis is capable of ascertaining
- to a number of local minima that increases without bound
with uCPS overlap. The statements concerning the scaling
and cost of obtaining a ground state made above still hold,
but when convergence is not unique the algorithm acquires
a probabilistic ingredient, and for continuous symmetries the
scaling of the computational cost can increase by more than
a constant factor.
In reference to models examined in Section IV, for the
quantum Ising Hamiltonian entanglement is generated by the
single term σˆz ⊗ σˆz, and a number of suitable basis choices
exist that yield unique convergence; for the XY model with
γ = 0, which has U(1) symmetry, no such choice exists. At
the other extreme convergence is observed to be unique, ir-
respective of basis choice, for the Heisenberg model, which is
described by a rotation invariant Hamiltonian. Here all ba-
sis choices are clearly equivalent, and imaginary time TDVP
always converges to a unique minimum. However, energy con-
verges extremely slowly compared to the other models studied
(see Figure 6) which demonstrates that uCPS is best suited to
the study of Hamiltonians maximally aligned with the uCPS
basis.
In conclusion, a good basis choice is one for which the en-
tanglement generating terms are ’optimally aligned’, in some
sense, with the uCPS basis. The problem of what precisely
is meant by ’optimal’ is encountered for all CPS/string bond
state approaches, and is a difficult one to tackle with any
generality - not only due to technical challenges, but also be-
cause the answer depends upon what precisely one wishes to
achieve. We have illustrated how this pans out in detail in
the context of uCPS in Section IV. In this case, convergence
properties, probabilistic aspects of the algorithm, and the ac-
curacy of estimates for physical observables are all basis de-
pendent, yet can not in general be optimised simultaneously;
the choice depends upon which of these properties one wishes
to prioritise.
VII. CONCLUSIONS
Although quantum states in dimensions higher than one
can be represented efficiently by tensor networks, physical
properties may not in general be calculated efficiently with-
out further approximations. One way around this is to place
additional restrictions upon the tensor network so that its
properties are easier to calculate. Such restrictions inevitably
involve compromises and a balance between efficiency gains
and accuracy. We have investigated this balance in the con-
trolled context of a restricted class of uniform one-dimensional
Correlator Product States that may also be considered a re-
striction upon uniform matrix product states. Similar restric-
tions may be applied in higher dimensions - Correlator Prod-
uct States with small, double overlaps can be mapped to small
bond order PEPS.
Our main results are:
• The application of the time dependent variational prin-
ciple to uCPS. Usually CPS - as well as the more gen-
eral class of string bond states - are optimised using a
stochastic Monte-Carlo type approach. They are well-
suited to this because of their efficient sampleability.
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By considering the mapping of uCPS into uMPS, one
naively expects a single uCPS TDVP step to scale as
O(D4). Utilising the special structure uCPS, we have
shown that the cost of a single uCPS TDVP step can be
reduced to O(D3). Since this is based upon the proper-
ties of the copier tensor whose properties generalise to
higher dimensional CPS→ PEPS mappings, our analy-
sis indicates that a similar reduction should be possible
for higher dimensional deterministic algorithms that re-
spect the CPS structure.
• The capacity of uCPS to capture physical information
about a system scales exponentially worse with bond
dimension than uMPS. In order to capture the ground
state energy, or a quantum quench, to the same accu-
racy as a D dimensional uMPS, one has to work with
uCPS with overlap size of the order n ≈ D, which is
exponentially more expensive since DuCPS = sn, where
s is the dimension of a single spin. This is, surprisingly,
only reflected in computer memory usage, not in the
computer time needed to obtain the ground state via
imaginary time TDVP, or to run quantum quenches,
which for a uCPS with overlap of size n is of the same
order as for uMPS with D = n.
• The choice of uCPS basis has a strong effect upon the
behaviour of the TDVP algorithm, on the capacity of
uCPS to accurately approximate the physical system
under consideration, as well as on the behaviour of
uCPS under scaling. A good basis choice, generally
speaking, has the property that it is closely aligned with
the entanglement generating terms in the Hamiltonian.
With an optimal choice of basis uCPS will generally
capture the physics as well as uMPS, for uCPS over-
lap equal to the uMPS bond dimension. On the other
hand, with a suboptimal choice uCPS can completely
fail to capture important physics such as equilibrium
or dynamical phase transitions. We also observe that,
being an Ansatz that is not rotation invariant, except
for special basis choices uCPS will in general break any
degeneracy present in the exact ground state (or in the
related uMPS approximation): depending on details of
the random initial state, imaginary time TDVP will
converge to local minima associated with this separa-
tion of otherwise degenerate energy levels.
• Having fixed a basis, the scaling of a physical quantity
with bond dimension is much smoother for uCPS than
for uMPS. In particular, the scaling of quantities such
as entanglement entropy or the correlation length often
has strong oscillations at lower bond dimensions in the
case of uMPS, and these almost entirely disappear for
uCPS in a fixed basis.
• Some properties of uMPS exhibit a combination of fea-
tures that can be isolated by making judicious choices
of uCPS basis. For example, the oscillations seen in the
scaling behaviour of uMPS seem to be bounded by the
smooth behaviour of uCPS scalings, at one end by the
uCPS in the optimal basis and the other by the least
optimal choice of basis (see Figure 10). Similarly the
behaviour of uMPS at large times for the quench ex-
hibiting dynamical phase transitions is a combination
of the recurring non-analyticities seen for the optimal
uCPS choice of basis, and the chaotic but analytic be-
haviour observed in the least optimal basis (see Figures
13 and 14).
The analysis in this paper has mostly been geared towards
bettering our theoretical understanding uCPS compared to
standard uMPS, with a view to identifying characteristic
properties of the uCPS variational manifold that may be of
use when studying CPS/string bond states in general, and in
particular in higher dimensions. It should be stressed that
uCPS has potential practical advantages already in one di-
mension. A general observation made at various points in
this paper is that the uCPS TDVP algorithm, applied to a
suitable Hamiltonian and in an optimal basis, is very robust
- both in its imaginary and real time variants (see e.g. Fig-
ures 7 and 14) - under the right circumstances more so than a
comparably costly uMPS TDVP run. A further advantage of
uCPS is described at the end of Section IV, where it is shown
that one can utilise the superior scaling properties of uCPS
compared to uMPS in order to generate estimates of univer-
sal quantities in critical theories, with accuracies not achiev-
able with comparable computational time cost using uMPS.
Finally, an aspect of our analysis that has not been empha-
sised in the course of this paper is that, while uCPS yields
similarly accurate estimates of physical quantities for overlap
sizes equal to uMPS bond dimension, the actual bond dimen-
sions accessed by uCPS are exponentially larger than what
is accessible with uMPS at comparable computational time
cost. For example, for the critical quantum Ising model the
bond dimension 210 = 1024 uCPS ground state estimate in
the x-basis is reached with roughly the same computer time
cost needed to generate the uMPS D = 10 ground state ap-
proximation (see Figure 4). One interesting question is, for
example, whether the uCPS → uMPS mapping described in
Section II could provide a more efficient way of initialising a
D = 1024 iDMRG run, than e.g. by building it up from a
D = 10 uMPS state?
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Appendix A: Review of Matrix Product States and
the Time-Dependent Variational Principle
A matrix product state (MPS) takes the form:
|Ψ[A]〉 = (A1)
d∑
i1,i2,··· ,iN
v†LA
i1
1 A
i2
2 · · ·AiNN vR |i1, i2, · · · , iN 〉 ,
where d is the number of physical (spin) degrees of freedom,
and Aia is a DA−1×DA matrix, while vL and vR are vectors
of dimensionality D0 and DN respectively. The dimension
of these internal/virtual indices is referred to as the bond di-
mension. The open boundary condition Ansatz is presented
here for the sake of concreteness - the periodic boundary con-
dition MPS Ansatz corresponds to taking a trace in place of
contraction by v†L and vR. Graphically the state (A1) can be
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represented as:
vL A1 A2 AN vR…
,
where the thick lines represent the internal bond dimension
indices, while the physical spins are denoted by the thin lines
with ’uncontracted’ ends. Here and in what follows we will
not graphically depict any variation in the dimensionality of
physical or bond indices.
Transformations of the MPS matrices of the form:
Ain → Gn−1AinG−1n , (A2)
where Gn, Gn−1 ∈ GL(D,C), leave the state invariant, and
are referred to as gauge transformations. The gauge trans-
formations of the boundary (co)-vectors are given by v†L →
v†LG
−1
0 , and vR → GNvR.
Applying the time-dependent variational principle (TDVP;
see introduction to Section III) to the MPS variational class
[28, 30] yields:
A˙∗(t) = arg min
A˙(t)
∥∥∥∣∣∣Φ(A˙, A)〉+ iHˆ(t) |Ψ(A(t))〉∥∥∥ , (A3)
where the object |Φ(dA,A)〉 is given by:
|Φ(dA,A)〉 =
∑
i1,··· ,iN
v†LdA
i1
1 A
i2
2 · · ·AiNN vR |i1, i2, · · · , iN 〉
(A4)
+
d∑
i1,i2,··· ,iN
v†LA
i1
1 dA
i2
2 · · ·AiNN vR |i1, i2, · · · , iN 〉
+ · · · · · ·
+
d∑
i1,i2,··· ,iN
v†LA
i1
1 A
i2
2 · · · dAiNN vR |i1, i2, · · · , iN 〉
:=
∑
α
dAα
∂
∂Aα
|Ψ(A)〉 ≡
∑
α
dAα |∂αΨ(A)〉 .
The α index on the last line combines physical, virtual, and
site indices. Unlike elements in the variational class of MPS,
the objects |Φ(dA,A)〉 form a vector space - and are in fact
tangent vectors to the MPS manifold [28, 43]. The gauge
invariance of MPS (A2) can be shown to imply the invariance
of tangent states under
dAin → dAin +Xn−1Ain −AinXn , (A5)
where the matrices X live in the Lie algebra of the gauge
group.
In this paper we will study MPS directly in the thermo-
dynamic limit (N →∞), and will use a translation invariant
Ansatz, taking the MPS tensors to be position independent
(which clearly requires a constant bond dimension D). We
refer to the class of such states as uniform MPS (uMPS).
Graphically a uMPS is represented as:
vL A1 A2 AN vR…
… …A A
.
The largest eigenvalue of the uMPS transfer matrix E,
E :=
∑
i
Ai ⊗Ai , (A6)
needs to be fixed to unity in order to ensure finite normalisa-
tion. The state norm is given by (l|r), where (l| and |r) are
respectively the left and right eigenvectors of E correspond-
ing to eigenvalue 1, and since the eigenvectors can be rescaled
freely the state can always be normalised to one.
The expectation value of a local operator acting on n sites
can now be written as:
〈Ψ[A]| Oˆ |Ψ[A]〉 = (A7)
d∑
i1,i2,··· ,in,
j1,j2,··· ,jn
(l|Oj1···jni1···in
(
Ai1 · · ·Ain
)
⊗ (Aj1 · · ·Ajn) |r) .
The cost of computing this object, using the optimal sequence
of contractions, can be seen to scale as O(ndD3).
The uMPS parametrisation is invariant under gauge trans-
formations:
Ai → GAiG−1 , (A8)
and these can be used to set either ρl = 1 or ρr = 1 (but in
general not both), where ρl is the D2 dimensional co-vector
(l| reshaped to a D × D matrix, and similarly for ρr. The
corresponding gauge transformations in the tangent plane (see
(A5)) are given by dAi → dAi +XAi −AiX, and this gauge
freedom can be used to set either:
(l|
∑
i
dAi ⊗Ai = 0 or
∑
i
dAi ⊗Ai|r) = 0 , (A9)
but again in general not both. These are referred to as, re-
spectively, the left and right tangent space gauge conditions.
The Gram matrix, given by:
Gαβ := 〈∂αΨ(A)| ∂βΨ(A)〉 , (A10)
defines a natural metric on the uMPS manifold [43]. The
TDVP equations can be formally expressed as:∑
β
GαβA˙β =− i 〈∂αΨ(A)| Hˆ(t) |Ψ(A(t))〉 . (A11)
Imposing either the left or right tangent gauge condition (A9)
simplifies the equations significantly, and is in fact necessary
to eliminate infinities in (A11) stemming from transforma-
tions along the uMPS state itself. The expression for the
overlap of two tangent vectors takes the simple form:∑
α,β
A
′α
GαβdA
β = |Z|(l|dA⊗ dA′|r) , (A12)
since the left (or right) gauge condition implies that all terms
for which the dA and dA′ tensors are not at the same site are
zero. The Gram matrix then takes the simple form:
G = ρl ⊗ ρr . (A13)
The nature of the right hand side of (A11) is elucidated by
contracting it with dA′α:∑
α
dA
′α 〈∂αΨ(A)| Hˆ(t) |Ψ(A(t))〉 = (A14)
|Z|
(
(l|HAA
dA
′
A
|r) + (l|HAA
AdA
′ |r)
+(l|HAAAA (1− E)PI(A⊗ dA
′
)‖r)
)
.
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Here HAA
AdA
′ , for example, stands for the contraction of the
two ’ket’ indices of a local term in the Hamiltonian, which
is assumed to be translation invariant, with two A uMPS
tensors, and the contraction of its ’bra’ indices with A and
dA
′ tensors. PI indicates a pseudo-inverse on the subspace
of D2×D2 matrices defined by the projector 1D2×D2 −|r)(l|.
This term stems form a summation over all contributions with
the dA′ tensor to the right of the local Hamiltonian terms (the
terms when dA′ is on the left are zero due to the left tangent
gauge condition, which is assumed here).
Appendix B: Contracting uCPS with computational
cost O(D3)
Let us first consider the following term ap-
pearing on the right hand side of (16) (i.e. in
−i 〈∂α˜βΨ(C(t))∣∣ Hˆ(t) |Ψ(C(t))〉):
−i
C
dC
VL h(1)
C C
VR
ᾶ β
h(2)
C C
,
where a two-site Hamiltonian has been assumed. Sym-
bolically this corresponds to:
(Cjm) (B1)
T α˜β := −iV(L)iCij
(
h
(1)
jk h
(2)
mn
)
CmaV(R)a ,
dC
α˜β
ik
(
Ckn
)
Cna
where a summation over all repeated indices is implied, h(1)
and h(2) constitute a contribution to a two-site term of the
Hamiltonian, and
dC
α˜β
ik = V
α˜
(R)iV
β
(L)k(.∗)
(
1(./)Cik
)
. (B2)
The following contraction ordering (which starts from the
right):
1. T (1)mn := CmaCnaV(R)a is obtained at cost O(D3),
2. T (2)mn := h(2)mn(.∗)T (1)mn is obtained at cost O(D2),
3. T (3)jk := CjmCknT
(2)
mn is obtained at cost O(D3),
4. T (4)jk := h
(1)
jk (.∗)T (3)jk is obtained at cost O(D2),
5. T (5)ik := [V(L)(.∗)C]ijT (4)jk is obtained at cost O(D3),
6. T (6)ij := T
(5)
ik (.∗)
(
1(./)Cik
)
is obtained at cost O(D2),
7. T α˜β = −iT (6)ik V α˜(R)iV β(L)k is obtained at cost O(D3),
can be seen to yield maximal cost O(D3) at any internal step.
It is easy to find other contraction orderings that yield the
same cost.
There are two more contributions to the right hand side of
(16) that are similar to the above. One of these is obtained by
substituting dCα˜βkn in place of Ckn in (B1), and the other by
making the same substitution in place of Cna. A contraction
ordering with O(D3) efficiency can be obtained for these in a
very similar manner as what has been demonstrated above.
The remaining contribution to (16) corresponds to a
sum over all terms with dCα˜β not coinciding with the
Hamiltonian, and is given by:
C
VL h(1)
C
VRh(2)
C
ᾶ β
VL VR
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Appendix B: Contracting uCPS with computational
cost O(D3)
Let us consider the following term appearing on the
right hand side of (14), in  i ⌦@↵˜  (C(t))   Hˆ(t) | (C(t))i,
assuming a two-site hamiltonian:
C
dC
VL h(1)
C
C
C
C
VR
ᾶ β
h(2)
.
Symbolically this corresponds to [** Improve presenta-
tion of this eq. **]:
(Cjm) (B1)
T ↵˜  =  iV(L)iCij
⇣
h
(1)
jk h
(2)
mn
⌘
CmaV(R)a
dC
↵˜ 
ik
 
Ckn
 
Cna
where the summation over all indices is implied, h(1) and h(2)
constitute a two-site term of the Hamiltonian, and
dC
↵˜ 
ik = V
↵˜
(R)iV
 
(L)k(.⇤)
 
1(./)Cik
 
. (B2)
X
✏
1
1   ✏ (B3)
Let us start contracting from the right, until only the i,
and j indices are left open:
1. T
(1)
mn := CmaCnaV(R)a is obtained at cost O(D
3),
2. T
(2)
mn := h
(2)
mn(.⇤)T (1)mn is obtained at cost O(D2),
3. T
(3)
jk := CjmCknT
(2)
mn is obtained at cost O(D
3),
4. T
(4)
jk := h
(1)
jk (.⇤)T (3)jk is obtained at cost O(D2),
5. T
(5)
ik := [V(L)(.⇤)C]ijT (4)jk is obtained at cost O(D3),
6. T
(6)
ij := T
(5)
ik (.⇤)
 
1(./)Cik
 
is obtained at cost O(D2),
7. T ↵˜  =  iT (6)ik V ↵˜(R)iV  (L)k is obtained at cost O(D3).
The maximal cost with this ordering is thus O(D3). The
other possible terms appearing on the right hand side of (14)
will have dC
↵˜ 
appearing ”underneath” the Hamiltonian, i.e.
in place of Ckn (B1), and in place of Cna. A contraction
ordering can be obtained for these in a very similar manner
as demonstrated here for (B1).
[** The term with dC
↵˜ 
away from ... draw a diagram for
this. **]
Appendix C: uCPS Gram matrix preconditioning
The uCPS Gram matrix is given by:
G ˜ |↵˜  =
X
ij
 ijT
 ˜ |↵˜ 
ij , (C1)
where
T
 ˜ |↵˜ 
ij =
⇣
V
 ˜
(R)iV
 
(L)j
⌘
(.⇤)
⇣
V ↵˜(R)iV
 
(L)j
⌘
. (C2)
and the tilde-indices run from 2 to D. The convention is that
V(L)1 ⌘ V(R), V(R)1 ⌘ V(R), are the left- and right- eigenvec-
tors corresponding to eigenvalue one.
The obstruction to
G˜ ˜ |↵˜  =
X
ij
(1(./) ij)T˜
 ˜ |↵˜ 
ij , (C3)
with
T˜
 ˜ |↵˜ 
ij =
⇣
V
 ˜
(L)iV
 
(R)j
⌘
(.⇤)
⇣
V ↵˜(L)iV
 
(R)j
⌘
. (C4)
being the inverse of G originates in our implementation of
the left gauge condition (12), which is imposed by truncating
the eigenvalue one eigenvectors. In full detail, the eigenvector
matrices obey:
V  (L)iV
✏
(R)i =  
 ✏ (C5)
V
✏
(R)jV
✏
(L)m =  jm
V  ˜(R)iV
✏˜
(L)i =  
 ˜✏˜
V
✏
(L)jV
✏
(R)m =  jm
V  ˜(L)jV
 ˜
(R)m =  jm   V(L)jV(R)m
V
 ˜
(R)jV
 ˜
(L)m =  jm   V(R)jV (L)m
and the obstruction is due to the appearance of projectors
on the subspace projecting out V(L) and V(R) in the last two
equations.
This presents an obstruction to writing down an explicit
expression for the inverse of G that can be applied to a vec-
tor with computational cost O(D3). Instead we make use of
an iterative biconjugate gradient algorithm, which in general
provides a solution for ~x of the equation A~x = ~b, where A
is some invertible matrix and ~b a vector. In the present case
one only needs to provide the action of the matrix G on a
vector, which is easily seen to be achievable with cost O(D3)
(see Appendix B).
A potential issue is still the number of iterations that the
algorithm needs to converge. The hope is that this scales
as roughly a constant, at least once we pass some threshold
bond dimension. In practice, for the particular problem of
inverting G, we do run into problems because G itself may
be badly conditioned, even if the singular values of density
matrix associated with a bisection of the infinite uCPS chain
are not small. The solution is to make a judicious choice
of a pre-conditioner matrix. In general, this refers to a ma-
trix M 1 in M 1A~x = M 1~b, which can be employed in
the iterative algorithm in order to make the problem better
conditioned. For the case of inverting G a suitable choice of
pre-conditioner is M 1 = G˜. Again, the iterative algorithm
only needs to be supplied with the action of G˜ on a vector,
which can be achieved with cost O(D3).
10
Appendix B: Contracting uCPS with computational
cost O(D3)
Let us consider the following term appearing on the
right hand side of (14), in i
⌦
@↵˜  (C )
   Hˆ(t) | (C(t))i,
assuming a two-site hamiltonian:
C
dC
VL h(1)
C
C
C
C
VR
ᾶ β
h(2)
.
Symbolically this c rresponds to [** Improv presenta-
tion of this eq. **]:
(Cjm) (B1)
T ↵˜  =  iV(L)iCij
⇣
h
(1)
jk h
(2)
n
⌘
CmaV(R)a
dC
↵˜ 
ik
 
Ckn
 
Cna
where the summatio over all in ces s implied, h(1) and h(2)
consti ute a two-site term of the Hamilto ian, and
dC
↵˜ 
ik = V
↵˜
(R)iV
 
(L)k(.⇤)
 
1(./)Cik
 
. (B2)
X
✏
1
1   ✏ (B3)
Let us start o tracting from the right, until only the i,
and j indices are left open:
1. T
(1)
mn := CmaCnaV(R)a is obt ined at cost O(D
3),
2. T
(2)
mn := h
(2)
mn(.⇤)T (1)mn is obt ined at cost O(D2),
3. T
(3)
jk := CjmCknT
(2)
mn is obt ined at cost O(D
3),
4. T
(4)
jk := h
(1)
jk (.⇤)T (3)jk is obt ined at cost O(D2),
5. T
(5)
ik := [V(L)(.⇤)C]ijT (4)jk is obt ined at cost O(D3),
6. T
(6)
ij := T
(5)
ik (.⇤)
 
1(./)Cik
 
is obt ined at cost O(D2),
7. T ↵˜  =  iT (6)ik V ↵˜(R)iV  (L)k is obt ined at cost O(D3).
The maximal cost with this ordering is thus O(D3). The
other possible terms appearing on the right hand side of (14)
will have dC
↵˜ 
appearing ”underneath” the Hamiltonian, i.e.
in place of Ckn (B1), and in place of Cna. A ontraction
ordering can be obtained for these in a very si ilar manne
as demonstrat d here for (B1).
[** The term with dC
↵˜ 
away from ... draw a diag am for
this. **]
Appendix C: uCPS Gr m matrix prec ditioning
The uCPS Gram matrix is given by:
G ˜ |↵˜  =
X
ij
 ijT
 ˜ |↵˜ 
ij , (C1)
where
T
 ˜ |↵˜ 
ij =
⇣
V
 ˜
(R)iV
 
(L)j
⌘
(.⇤)
⇣
V ↵˜(R)iV
 
(L)j
⌘
. (C2)
and the tild -indices run fr m 2 to D. Th convention is that
V(L)1 ⌘ V(R), V(R)1 ⌘ V(R), ar he left- and r ht- igenvec-
tor c rrespondin to eig nvalue one.
The obstruction to
G˜ ˜ |↵˜  =
X
ij
(1(./) ij)T˜
 ˜ |↵˜ 
ij , (C3)
with
T˜
 ˜ |↵˜ 
ij =
⇣
V
 ˜
(L)iV
 
(R)j
⌘
(.⇤)
⇣
V ↵˜(L)iV
 
(R)j
⌘
. (C4)
being the inverse of G originates in our implementation of
he left gauge condition (12), which i imposed by runcating
the eig nvalue o e igenvectors. In ful detail, the igenvector
matrices obey:
V  (L)iV
✏
(R)i =  
 ✏ (C5)
V
✏
(R)jV
✏
(L) =  jm
V  ˜(R)iV
✏˜
(L)i =  
 ˜✏˜
V
✏
(L)jV
✏
(R) =  jm
V  ˜(L)jV
 ˜
(R) =  jm   V(L)jV(R)m
V
 ˜
(R)jV
 ˜
(L) =  jm   V(R)jV (L)m
and the obstruction is due to the pp arance of projectors
on the subspace projecting out V(L) and V(R) in he last two
equations.
This presents an obstruction o writing down an explicit
expression for the inverse of G that c n be applied to a vec-
tor with computational cost O(D3). Instead we make use of
n iterative biconjugate gradient algorit m, which in general
provides a solution for ~x of the equation A~x = ~b, where A
is some invertible matrix nd ~b a vector. In the present case
one only needs to provide he action of the matrix G on a
vector, which is easily seen to be chievable with cost O(D3)
(see Appendix B).
A potential is ue is still the number of iterations that the
algorithm needs to converg . The hope is that thi scales
as roughly a constant, at least once we pass some threshold
bond dimension. In practice, for the p ticular problem of
inverting G, we do run into pro l ms because G itself may
be badly con ition d, even if the singular values of density
matrix associa ed with a bisection of the infinite uCPS chain
are not small. The solution is to make a judici us choice
of a pre-conditioner matrix. In general, thi refers to a ma-
trix M 1 in M 1A~x = M 1~b, which can be employed in
the iterative algorithm in order to make the problem better
con itioned. For the case of inverting G a suitable choice of
pre-conditioner is M 1 = G˜. Again, the iterative algorithm
only needs to be supplied with he action of G˜ on a vector,
which c n be achieved with cost O(D3).
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Appendix B: Contracting uCPS with computational
cost O(D3)
Let us consider the following term appearing on the
right hand side of (14), in  i ⌦@↵˜  (C(t))   Hˆ(t) | (C(t))i,
assuming a two-site hamiltonian:
C
dC
VL h(1)
C
C
C
C
VR
ᾶ β
h(2)
.
Symbolically this corresponds to [** Improve presenta-
tion of this eq. **]:
(Cjm) (B1)
T ↵˜  =  iV(L)iCij
⇣
h
(1)
jk h
(2)
mn
⌘
CmaV(R)a
dC
↵˜ 
ik
 
Ckn
 
Cna
where the summation over all indices is implied, h(1) and h(2)
constitute a two-site term of the Hamiltonian, and
dC
↵˜ 
ik = V
↵˜
(R)iV
 
(L)k(.⇤)
 
1(./)Cik
 
. (B2)
X
✏>1
1
1   ✏ (B3)
Let us start contracting from the right, until only the i,
and j indices are left open:
1. T
(1)
mn := CmaCnaV(R)a is obtained at cost O(D
3),
2. T
(2)
mn := h
(2)
mn(.⇤)T (1)mn is obtained at cost O(D2),
3. T
(3)
jk := CjmCknT
(2)
mn is obtained at cost O(D
3),
4. T
(4)
jk := h
(1)
jk (.⇤)T (3)jk is obtained at cost O(D2),
5. T
(5)
ik := [V(L)(.⇤)C]ijT (4)jk is obtained at cost O(D3),
6. T
(6)
ij := T
(5)
ik (.⇤)
 
1(./)Cik
 
is obtained at cost O(D2),
7. T ↵˜  =  iT (6)ik V ↵˜(R)iV  (L)k is obtained at cost O(D3).
The maximal cost with this ordering is thus O(D3). The
other possible terms appearing on the right hand side of (14)
will have dC
↵˜ 
appearing ”underneath” the Hamiltonian, i.e.
in place of Ckn (B1), and in place of Cna. A contraction
ordering can be obtained for these in a very similar manner
as demonstrated here for (B1).
The terms with dC
↵˜ 
away from the Hamiltonian contri-
bution are of the form
C
C
VL h(1)
C
C
VRh(2)
C
dC
ᾶ β
VL VR
10
Appendix B: Contracting uCPS with computational
cost O(D3)
Let us consider the following term appearing on the
right hand side of (14), in  i ⌦@↵˜  (C(t))   Hˆ(t) | (C(t))i,
assuming a two-site hamiltonian:
C
dC
VL h(1)
C
C
C
C
VR
ᾶ β
h(2)
.
Symbolic lly this corr spo ds to [** Improve prese a-
tion of this eq. **]:
(Cjm) (B1)
T ↵˜  =  iV(L)iCij
⇣
h
(1)
jk h
(2)
n
⌘
CmaV(R)a
dC
↵˜ 
ik
 
Ckn
 
Cna
where the sum ation over all indices is implied, h(1) and h(2)
constitute a two-site term of the Hamiltonian, and
dC
↵˜ 
ik = V
↵˜
(R)iV
 
(L)k(.⇤)
 
1(./)Cik
 
. (B2)
X
✏
1
1   ✏ (B3)
Let us start contracting from the right, until only the i,
and j indices are left open:
1. T
(1)
mn := CmaCnaV(R)a is obtained at cost O(D
3),
2. T
(2)
mn := h
(2)
mn(.⇤)T (1)mn is obtained at cost O(D2),
3. T
(3)
jk := CjmCknT
(2)
mn is obtained at cost O(D
3),
4. T
(4)
jk := h
(1)
jk (.⇤)T (3)jk is obtained at cost O(D2),
5. T
(5)
ik := [V(L)(.⇤)C]ijT (4)jk is obtained at cost O(D3),
6. T
(6)
ij := T
(5)
ik (.⇤)
 
1(./)Cik
 
is obtained at cost O(D2),
7. T ↵˜  =  iT (6)ik V ↵˜(R)iV  (L)k is obtained at cost O(D3).
The maximal cost with this ordering is thus O(D3). The
other possible terms appearing on the right hand side of (14)
will have dC
↵˜ 
appearing ”underneath” the Hamiltonian, i.e.
in place of Ckn (B1), and in place of Cna. A contraction
ordering can be obtained for these in a very similar manner
as demonstrated here for (B1).
[** The term with dC
↵˜ 
away from ... draw a diagram for
this. **]
Appendix C: uCPS Gram matrix preconditioning
The uCPS Gram matrix is given by:
G ˜ |↵˜  =
X
ij
 ijT
 ˜ |↵˜ 
ij , (C1)
where
T
 ˜ |↵˜ 
ij =
⇣
V
 ˜
(R)iV
 
(L)j
⌘
(.⇤)
⇣
V ↵˜(R)iV
 
(L)j
⌘
. (C2)
and the tilde-indices run from 2 to D. The convention is that
V(L)1 ⌘ V(R), V(R)1 ⌘ V(R), are the left- and right- eigenvec-
tors corresponding to eigenvalue one.
The obstruction to
G˜ ˜ |↵˜  =
X
ij
(1(./) ij)T˜
 ˜ |↵˜ 
ij , (C3)
with
T˜
 ˜ |↵˜ 
ij =
⇣
V
 ˜
(L)iV
 
(R)j
⌘
(.⇤)
⇣
V ↵˜(L)iV
 
(R)j
⌘
. (C4)
being the inverse of G originates in our mplementation of
the left gauge condition (12), which is imposed by truncating
the eigenvalue one eigenvectors. In full detail, the eigenvector
matrices obey:
V  (L)iV
✏
(R)i =  
 ✏ (C5)
V
✏
(R)jV
✏
(L)m =  jm
V  ˜(R)iV
✏˜
(L)i =  
 ˜✏˜
V
✏
(L)jV
✏
(R)m =  jm
V  ˜(L)jV
 ˜
(R)m =  jm   V(L)jV(R)m
V
 ˜
(R)jV
 ˜
(L)m =  jm   V(R)jV (L)m
and the obstruction is due to the appearance of projectors
on the subspace projecting out V(L) and V(R) in the last two
equations.
This presents an obstruction to writing down an explicit
expression for the inverse of G that can be applied to a vec-
tor with computational cost O(D3). Instead we make use of
an iterative biconjugate gradient algorithm, which in general
provides a solution for ~x of the equation A~x = ~b, where A
is some invertible matrix and ~b a vector. In the present case
one only needs to provide the action of the matrix G on a
vector, which is easily seen to be achievable with cost O(D3)
(see Appendix B).
A potential issue is still the number of iterations that the
algorithm needs to converge. The hope is that this scales
as roughly a constant, at least once we pass some threshold
bond dimension. In practice, for the particular problem of
inverting G, we do run into problems because G itself may
be badly conditioned, even if the singular values of density
matrix associated with a bisection of the infinite uCPS chain
are not small. The solution is to make a judicious choice
of a pre-conditioner matrix. In general, this refers to a ma-
trix M 1 in M 1A~x = M 1~b, which can be employed in
the iterative algorithm in order to make the problem better
conditioned. For the case of inverting G a suitable choice of
pre-conditioner is M 1 = G˜. Again, the iterative algorithm
only needs to be supplied with the action of G˜ on a vector,
which can be achieved with cost O(D3).
10
Appendix B: Contracting uCPS with computational
cost O(D3)
Let us consider the following term appearing on the
right hand side of (14), in  i ⌦@↵˜  (C(t))   Hˆ(t) | (C(t))i,
assuming a tw -site hamil o ian:
C
dC
VL h(1)
C
C
C
C
VR
ᾶ β
h(2)
.
Symbolically this corresponds to [** Improve presenta-
tion of this eq. **]:
(Cjm) (B1)
T ↵˜  =  iV(L)iCij
⇣
h
(1)
jk h
(2)
mn
⌘
CmaV(R)a
dC
↵˜ 
ik
 
Ckn
 
Cna
where the summation over all indices is implied, h(1) and h(2)
constitu a t o-site term of the Hamiltoni n, nd
dC
↵˜ 
ik = V
↵˜
(R)iV
 
(L)k(.⇤)
 
1(./)Cik
 
. (B2)
X
✏
1
1   ✏ (B3)
Let us start contracting from the r ght, until only the i,
and j indices are left open:
1. T
(1)
mn := CmaCnaV(R)a is obtained at cost O(D
3),
2. T
(2)
mn := h
(2)
mn(.⇤)T (1)mn is obtained at cost O(D2),
3. T
(3)
jk := CjmCknT
(2)
mn is obtained at cost O(D
3),
4. T
(4)
jk := h
(1)
jk (.⇤)T (3)jk is obtained at cost O(D2),
5. T
(5)
ik := [V(L)(.⇤)C]ijT (4)jk is obtained at cost O(D3),
6.
(6)
ij : T
(5)
ik (.⇤)
 
1(./)Cik
 
is obt ined at cost O(D2),
7. ↵˜   iT (6)ik V ↵˜(R)iV  (L)k is obtained at cost O(D3).
The maximal cost with this ordering is thus O(D3). The
other possible terms appearing on the right hand side of (14)
will have dC
↵˜ 
appearing ”underneath” the Hamiltonian, i.e.
in place of Ckn (B1), and in place of Cna. A contraction
ordering can be obtained for these in a very similar manner
as demonstrated here for (B1).
[** The term with dC
↵˜ 
away from ... draw a diagram for
this. ]
Appendix C: uCPS Gram matrix preconditioning
The uCPS Gram matrix is given by:
G ˜ |↵˜  =
X
ij
 ijT
 ˜ |↵˜ 
ij , (C1)
where
T
 ˜ |↵˜ 
ij =
⇣
V
 ˜
(R)iV
 
(L)j
⌘
(.⇤)
⇣
V ↵˜(R)iV
 
(L)j
⌘
. (C2)
and the tilde-indices run from 2 to D. The convention is that
V(L)1 ⌘ V(R), V(R)1 ⌘ V(R), are the left- and right- eigenvec-
tors corresponding to eigenvalue one.
The obstruction to
G˜ ˜ |↵˜  =
X
ij
(1(./) ij)T˜
 ˜ |↵˜ 
ij , (C3)
with
T˜
 ˜ |↵˜ 
ij =
⇣
V
 ˜
(L)iV
 
(R)j
⌘
(.⇤)
⇣
V ↵˜(L)iV
 
(R)j
⌘
. (C4)
being the inverse of G orig nates in our implementation of
the left gauge condition (12), which is imposed by truncating
the eigenvalue one eigenvectors. In full detail, the eigenvector
matrices obey:
V  (L)iV
✏
(R)i =  
 ✏ (C5)
V
✏
(R)jV
✏
(L)m =  jm
V  ˜(R)iV
✏˜
(L)i =  
 ˜✏˜
V
✏
(L)jV
✏
(R)m =  jm
V  ˜(L)jV
 ˜
(R)m =  jm   V(L)jV(R)m
V
 ˜
(R)jV
 ˜
(L)m =  jm   V(R)jV (L)m
and the obstruction is due to the appearance of projectors
on the subspace projecting out V(L) and V(R) in the last two
equations.
This presents an obstruction to writing down an explicit
expression for the inverse of G that can be applied to a vec-
tor with computational cost O(D3). Instead we make use of
an iterative biconjugate gradient algorithm, which in general
provides a solution for ~x of the equation A~x = ~b, where A
is some invertible matrix and ~b a vector. In the present case
one only needs to provide the action of the matrix G on a
vector, which is easily seen to be achievable with cost O(D3)
(see Appendix B).
A pot ntial issue is still the number of iterations that the
algorithm needs to converge. The hope is that this scales
as roughly a constant, at least once we pass some threshold
bond dimension. In practice, for the particular problem of
inverting G, we do run into problems because G itself may
be badly conditioned, even if the singular values of density
matrix associated wit a bisection of the infinite uCPS chain
re no small. The solution is to make a judicious choice
of a pre-conditioner matrix. In general, this refers to a ma-
trix M 1 in M 1A~x = M 1~b, which can be employed in
the iterative algorithm in order to make the problem better
conditioned. For the case of inverting G a suitable choice of
pre-conditioner is M 1 = G˜. Again, the iterative algorithm
only ne ds to be supplied w th the action of G˜ on a vector,
which can be achieved with cost O(D3).
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Appendix B: Contracting uCPS with computational
cost O(D3)
Let us consider the following term appearing on t e
right hand side of (14), in i
⌦
@↵˜  (C )
   Hˆ(t) | (C(t)) ,
a suming a two-site hamiltonian:
C
dC
VL h(1)
C
C
C
C
VR
ᾶ β
h(2)
.
Symbolically this c rresponds to [** Improv presenta-
tion of this eq. **]:
(Cjm) (B1)
T ↵˜ =  iV(L)iCij
⇣
h
(1)
jk h
(2)
n
⌘
CmaV(R)a
dC
↵˜ 
ik
 
kn
 
Cna
wher t e summation over all ind ces s implied, h(1) and h(2)
consti u a t o-site term of the Hamilto i n, nd
dC
↵˜ 
ik = V
↵˜
(R)iV
 
(L)k(.⇤)
 
1(./)Cik
 
. (B2)
X
✏
1
1   ✏ (B3)
Let us start o tracting from the right, until only the i,
and j indices are left open:
1. T
(1)
mn := CmaCnaV(R)a is obtained at cost O(D
3),
2. T
(2)
mn := h
(2)
mn(.⇤)T (1)mn is obtained at cost O(D2),
3. T
(3)
jk := CjmCknT
(2)
mn is obtained at cost O(D
3),
4. T
(4)
jk := h
(1)
jk (.⇤)T (3)jk is obtained at cost O(D2),
5. T
(5)
ik := [V(L)(.⇤)C]ijT (4)jk is obtained at cost O(D3),
6. T
(6)
ij := T
(5)
ik (.⇤)
 
1(./)Cik
 
is ob ained at cost O(D2),
7. T ↵˜  =  iT (6)ik V ↵˜(R)iV  (L)k is obtained at cost O(D3).
The maximal cost with this ordering is thus O(D3). The
other possible terms appearing on the right hand side of (14)
will have dC
↵˜ 
appearing ”underneath” the Hamiltoni n, i.e.
in place of Ckn (B1), and in place of Cna. A ontracti n
ordering can be obtained for these in a very si ilar manne
as demonstrat d here for (B1).
[** The term with dC
↵˜ 
away from ... draw diag am f r
this. **]
Appendix C: uCPS Gr m matrix prec ditioning
The uCPS Gram matrix is given by:
G ˜ |↵˜  =
X
ij
 ijT
 ˜ |↵˜ 
ij , (C1)
where
T
 ˜ |↵˜ 
ij =
⇣
V
 ˜
(R)iV
 
(L)j
⌘
(.⇤)
⇣
V ↵˜(R)iV
 
(L)j
⌘
. (C2)
and the tild -indices run fr m 2 to D. Th convention is that
V(L)1 ⌘ V(R), V(R)1 ⌘ V(R), ar he left- and r ht- eigenvec-
tor c rrespondin to eig nvalue one.
The obstruction to
G˜ ˜ |↵˜  =
X
ij
(1(./) ij)T˜
 ˜ |↵˜ 
ij , (C3)
with
T˜
 ˜ |↵˜ 
ij =
⇣
V
 ˜
(L)iV
 
(R)j
⌘
(.⇤)
⇣
V ↵˜(L)iV
 
(R)j
⌘
. (C4)
being the inverse of G origi ates in our implementation of
he left gauge condition (12), which i imposed by runcating
the eig nvalue o e eigenvectors. In full detail, the eigenvector
matrices obey:
V  (L)iV
✏
(R)i =  
 ✏ (C5)
V
✏
(R)jV
✏
(L) =  jm
V  ˜(R)iV
✏˜
(L)i =  
 ˜✏˜
V
✏
(L)jV
✏
(R) =  jm
V  ˜(L)jV
 ˜
(R) =  jm   V(L)jV(R)m
V
 ˜
(R)jV
 ˜
(L) =  jm   V(R)jV (L)m
and the obstruction is due to the pp arance of projectors
on the subspace projecting out V(L) and V(R) in he last two
equations.
This presents an obstruction to writing down an explicit
expression for the inverse of G that c n b applied to a vec-
tor with computational cost O(D3). Instead we make use of
n iterative biconjuga radient algor t m, which in general
provides a solution for ~x of the equation A~x = ~b, where A
is some invertible matrix nd ~b a vector. In the present case
one only needs to provide he action of the matrix G on a
vector, which is easily seen to be achievable with cost O(D3)
(see Appendix B).
A pote tial is ue is still the number of iterations that the
algorithm needs to converg . The hope is that thi scales
as roughly a constant, at least once we pass some threshold
bond dimension. In practice, for the p ticular problem of
inverting G, we do run into pro lems because G itself may
be badly con itioned, even if the singular values of density
matrix associa ed w th bisection of the infinite uCPS chain
are not small. The solution is to m ke a judici us choice
of a pre-conditioner matrix. In general, thi refers to a ma-
trix M 1 in M 1A~x = M 1~b, which can be employed in
the iterative algorithm in order to make the problem better
con itioned. For the case of inverting G a suitable choice of
pre-conditioner is M 1 = G˜. Again, the iterative algorithm
only needs to be supplied with he action of G˜ on a vector,
which c n be achieved with cost O(D3).
,
[** Compared with uMPS... **]
Appendix C: uCPS Gram matrix preconditioning
The uCPS Gram ma rix is given by:
G ˜ |↵˜  =
ij
 ijT
 ˜ |↵˜ 
ij , (C1)
where
T
 ˜ |↵˜
ij =
⇣
V
 ˜
(R)iV
 
(L)j
⌘
(.⇤)
⇣
V ↵˜(R)iV
 
(L)j
⌘
. (C2)
and the tilde-indices run from 2 to D. The convention is that
V(L)1 ⌘ V(R), V(R)1 ⌘ V(R), are the left- and right- eigenvec-
tors corresponding to eigenvalue one.
The obstruction to
G˜ ˜ |↵˜  =
X
ij
(1(./) ij)T˜
 ˜ |↵˜ 
ij , (C3)
with
T˜
 ˜ |↵˜ 
ij =
⇣
V
 ˜
(L)iV
 
(R)j
⌘
(.⇤)
⇣
V ↵˜(L)iV
 
(R)j
⌘
. (C4)
being the inverse of G originates in our imple entation of
the left gauge condition (12), which is imposed by truncating
the eigenvalue one eigenvectors. In full detail, the eigenvector
matrices obey:
V  (L)iV
✏
(R)i =  
 ✏ (C5)
V
✏
(R)jV
✏
(L)m =  jm
V  ˜(R)iV
✏˜
(L)i =  
 ˜✏˜
V
✏
(L)jV
✏
(R)m =  jm
V  ˜(L)jV
 ˜
(R)m =  jm   V(L)jV(R)m
V
 ˜
(R)jV
 ˜
(L)m =  jm   V(R)jV (L)m
and the obstruction is due to the appearance of projectors
on the su space projecting out V(L) and V(R) in the last two
equations.
This presents an obstruction to writing down an explicit
expression for the inverse of G that ca be applied to a vec-
tor with computational cost O(D3). In t ad we make us of
an iterative b onjugate gradient algorithm, which in general
provides a solution for ~x of the equation A~x = ~b, where A
is some invertible matrix and ~b a vector. In the present case
one only needs to provide the action of the matrix G on a
vector, which is easily seen to be achievable with cost O(D3)
(see Appendix B).
A potential issue is still the number of iterations that the
algorithm needs to converge. The hope is that this scales
as roughly a constant, at least once we pass some threshold
bond dimension. In practice, for the particular problem of
inverting G, we do run into problems because G itself may
be badly conditioned, even if the singular values of density
matrix associated with a bisection of the infinite uCPS chain
are not small. The solution is to make a judicious choice
of a pre-conditioner matrix. In general, this refers to a ma-
trix M 1 in M 1A~x = M 1~b, which can be employed in
the iterative algorithm in order to make the problem better
conditioned. For the case of inverting G a suitable choice of
pre-conditioner is M 1 = G˜. Again, the iterative algorithm
only needs to be supplied with the action of G˜ on a vector,
which can be achieved with cost O(D3).
dCCC
.
The uMPS expression corresponding to this is given by
the term on the last line of (A14); as with uMPS, the terms
with dC to the left of the Hamiltonian are zero due to
the left tangent gauge condition, which has been assumed
here. It is worth noting that while the computation of the
pseudo-inverse acting on a vector in the uMPS expression can
only be achieved at cost O(dD3), by r course to an iterative
procedure such as the biconjugate gradient algorithm, the
uCPS term above can be computed explicitly at cost O(D3)
using a contraction ordering similar to that described for
(B1).
Appe dix C: uCPS Gram m trix inverse
pre-conditioning
The uCPS Gram atrix is given by:
Gγ˜δ|α˜β =
∑
ij
λijT
γ˜δ|α˜β
ij , (C1)
where
T
γ˜δ|α˜β
ij =
(
V
γ˜
(R)iV
δ
(L)j
)
(.∗)
(
V α˜(R)iV
β
(L)j
)
. (C2)
The convention is that the non-t lde indices run over the whole
range, 1 to D, while the tilde-indices correspond to a trunca-
tion and run from 2 to D, and V 1(L) ≡ V(L) and V 1(R) ≡ V(R)
are the left and right eigenvectors corresponding to eigenvalue
one.
Let us first consider the matrix:
G˜γ˜δ|α˜β =
∑
ij
(1(./)λij)T˜
γ˜δ|α˜β
ij , (C3)
where
T˜
γ˜δ|α˜β
ij =
(
V
γ˜
(L)iV
δ
(R)j
)
(.∗)
(
V α˜(L)iV
β
(R)j
)
. (C4)
The obstruction to G˜ being the inverse of G can be under-
stood as originating in the truncation of the eigenvalue one
eigenvector in our implementation of the left tangent gauge
condition (14). Namely, the eigenvector matrices obey:
V δ(L)iV

(R)i = δ
δ , (C5)
V

(R)jV

(L)m = δjm ,
V δ˜(R)iV
˜
(L)i = δ
δ˜˜ ,
V

(L)jV

(R)m = δjm ,
V γ˜(L)jV
γ˜
(R)m = δjm − V(L)jV(R)m ,
V
γ˜
(R)jV
γ˜
(L)m = δjm − V(R)jV (L)m ,
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where summation over repeated indices is understood. The
presence of projectors in the last two lines expresses the defor-
mation of the exact orthogonality relations due to the α→ α˜
truncation, which prevents (C3) from being the Gram matrix
inverse.
In order to explicitly compute the action of the inverse of
G on a vector with computational cost scaling as O(D3), it
is necessary to be able to express G−1 in the general form
(C3), or at least as a sum of a constant number of terms of
this form. We have not managed to find any suitable solu-
tion that would bypass the obstruction described above (but
have also not proved that doing so is impossible). However, in
order to achieve O(D3) scaling, one can instead make use of
an iterative algorithm, the biconjugate gradient (stabilised)
method. This algorithm provides a solution for ~x in the equa-
tion A~x = ~b, where A is some invertible matrix; as input only
the action of the matrix A on a vector needs to be supplied.
For the present problem this can be achieved with cost O(D3),
using a contraction scheme along the lines of Appendix B.
Achieving O(D3) scaling assumes that, in the limit of large
bond dimension D, the number of iterations needed for the
biconjugate gradient algorithm to converge to some desired
accuracy scales as roughly a constant. In practice this may
not always be the case. Using the biconjugate algorithm as
described above, O(D3) scaling is indeed spoiled for a gen-
eral uCPS TDVP computation. This is ultimately related
to the fact that uCPS, viewed as a restriction of uMPS, fixes
nearly all the gauge freedom, which in general causes G to be-
come badly conditioned in the course of a TDVP run - even
when Schmidt values of the uCPS state itself are much larger
than machine precision. One solution to this problem is to
make a judicious choice of a pre-conditioner matrix. In gen-
eral, this refers to a matrix M−1, in M−1A~x = M−1~b, which
can be employed in the iterative algorithm in order to make
the problem better conditioned. For the present case, taking
M−1 = G˜ in fact seems to be the optimal choice (again, the
iterative algorithm only needs to be supplied with the action
of G˜ on a vector, which can be achieved with cost O(D3)). It
should be noted that without the pre-conditioning step, for
most of the examples in this paper, it would only have been
practically feasible to compute quenches and ground state ap-
proximations with very small overlap sizes, and many of the
computations performed in this paper would not have been
accesible.
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