Statistical shape models (SSMs) have been established as robust anatomical priors for medical image segmentation, registration and anatomy modelling. To construct an SSM which accurately models the inter-subject anatomical variations, it is crucial to compute accurate shape correspondence between the training samples. To achieve this goal, the state-of-the-art shape correspondence computation methods always require tedious segmentation of the training images, while they seldom pay enough attention to the correspondence accuracy of key anatomical landmarks like the bone joints, vessel bifurcations, etc. As a result, the computation of shape correspondence is time-consuming and the correspondence accuracy is imperfect. To solve these problems, this paper proposes a novel shape correspondence computation approach which eliminates the need for image segmentation by registering an organ shape template to the training images. This method allows the human expert to specify key anatomical landmarks in the training images to define the correspondence of the crucial landmarks. An intensity-and-landmark-combined strategy is implemented to utilized both the image intensity and expert landmarks to obtain accurate shape correspondence. This method is evaluated for the construction of head anatomy SSM and spine SSM based on computed tomography (CT) images. The SSMs constructed using the proposed method demonstrates better shape correspondence accuracy than other state-of-the-arts correspondence methods. In particular, this method obtains pixel-level surface correspondence accuracy (1.38 mm) for the skull and sub-pixel level accuracy (0.92 mm) for the spine. The generalisability and specificity of the SSMs constructed using our method are also superior to SSMs constructed using other compared correspondence methods. With this method, we propose a novel approach which takes less human intervention and produces higher quality SSM with better shape modelling accuracy.
I. INTRODUCTION
AS a method for analyzing the geometrical variations of a given set of shapes, statistical shape models (SSMs)
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[1]- [3] have been successfully applied in a variety of fields including biometry [4] - [7] , anthropology [8] - [10] , image analysis [1] - [3] , etc. For medical image processing, SSMs are used as prior shape knowledge for image segmentation [11] , shape modelling [12] , [13] and object recognition [1] - [3] , [12] - [20] . Along with the increase of volumetric medical image acquisition, the demand for automated image analysis becomes increasingly urgent, therefore the need for SSMs keeps growing rapidly.
As a prerequisite step of SSM construction, point-wise anatomical correspondences need to be calculated between the training shape samples [12] - [16] . A general strategy for shape correspondence calculation is to register a reference shape template to the training shapes. After registration, the template points are matched to each training sample, obtaining the point-wise correspondences between the training samples. Once the correspondences are established, SSM can be constructed using statistical modelling approach such as principal component analysis (PCA) [1] . Apparently, the accuracy of anatomical correspondence directly affects the anatomical accuracy of the constructed SSM.
So far, various methods have been proposed to calculate point-wise correspondences between the training shapes. Generally, the sample shapes were segmented from the training images, and then a reference shape was created by either selecting one of the segmented shapes [21] - [23] or by averaging all the segmented shapes [24] . According to the way of reference shape registration, existing methods of shape correspondence computation can be categorized into three types, i.e., mesh-to-mesh registration, mesh-to-volume registration and volume-to-volume registration [1] . The mesh-to-mesh methods represent both the template shape and training shapes using surface meshes, they use surface matching approaches to obtain the correspondence between the shape template and the training samples [12] - [16] , [25] - [28] . Although the surface matching approaches are computationally efficient, they require challenging and tedious prerequisite steps of organ segmentation from volumetric medical images. To alleviate the burden of image segmentation, the volume-to-volume approaches register the volumetric image of the reference subject to the training images and use the obtained spatial transform to map the reference mesh to the training subjects [11] , [21] , [24] , [29] , [30] . Similarly, the mesh-to-volume approaches directly match the reference mesh to training images via boundary fitting schemes [22] . Both the volume-to-volume and mesh-to-volume methods skipped the segmentation of training images, but their accuracy of surface matching may not be comparable to the surface-to-surface methods.
As a summary, there are two major limitations of the existing shape correspondence calculation methods:
1) Most methods require the segmentation of the training images. The necessity of segmenting a large number of training shapes for statistical analysis is challenging and tedious, it always required semi-automatic or fully manual segmentation to ensure good anatomical accuracy. This process is especially time-consuming for multiple-structure modelling because the segmentation of multiple anatomical structures is more tedious than the segmentation of a single structure. 2) Few known methods address the important issue of key anatomical landmark correspondence. Anatomical landmarks are characteristic points which uniquely identify the crucial anatomical locations, such as bone joints, organ centers, vessel bifurcations, etc. Accurate correspondence of key anatomical landmarks is important for the anatomical accuracy of the constructed SSM. It is worth mentioning that some studies already considered the alignment of anatomical landmarks of lungs [31] , face [32] and bones [33] , but most existing methods still focused on the alignment of global organ surface and neglect the registration of key anatomical landmarks. Therefore, despite the wide use of SSMs for medical image analysis, a less labour-intensive and more accurate shape correspondence computation method is still demanded. In this paper, we propose a method which calculates the shape correspondence without segmenting the training images. Instead of performing image segmentation, we fill a reference organ mesh template into a volumetric image and use the image registration method to match the reference shape to each training subject. The volumetric registration is guided by both the intensity similarity and the user-specified key landmarks so that the alignment of key anatomical landmarks is taken into account. Our idea is originally ignited by the studies of intensity-landmark-combined registration for medical image analysis and surgery planning [34] - [37] . We extend this idea to the field of SSM construction and achieve more efficient and more accurate anatomical correspondence between the training subjects. Fig. 1 demonstrates the SSM construction workflow based on the proposed shape correspondence computation method. We use a publicly available high-quality anatomy model as the reference shape template and register it to each training image. The registered templates are used as the inter-subject shape correspondence to construct the SSM. Details of the workflow are described in the following subsections.
II. METHODS

A. SHAPE TEMPLATE PREPARATION
To avoid segmentation of the training images, we register an existing shape template model to each training image to obtain the shape correspondence. We chose to use the freely available BodyParts3D model [38] including the comprehensive human whole-body anatomy, following the anatomical ontology where the anatomical structures were represented by 3D triangular meshes of an adult human. Polygonal surface meshes of the modelled organs are extracted from the whole-body model and are used as the mesh template.
B. LANDMARK-BASED REGISTRATION
To ensure accurate correspondence of anatomical feature points between the shape template and the training subjects, anatomical landmarks are manually specified by human experts in the filled image of the shape template and the training images. It should be noted that the concept of anatomical landmarks in this paper is different from surface points which are also called landmarks in some literature [1] . The anatomical landmarks of this paper are biologically meaningful points indicating specific anatomical positions such as bone joints, duct and vessel bifurcations, organ centers, etc. Usually, human experts define anatomical points to ensure their correspondences within the same species.
Landmark-based registration is achieved using the thinplate-spline (TPS) method [12] , [13] . The TPS method solves a nonlinear spatial transform F L mapping the template landmarks to the corresponding landmarks of each training subject. With this transform, the entire template mesh model is mapped to the individual image space. In this way, the anatomy of different training samples is represented by the same mesh topology, and the surface point correspondences between different training subjects are obtained.
C. INTENSITY-BASED REGISTRATION
Besides the landmark-based registration, an intensity-based registration is performed independently to match the template to each training image. Firstly, the mesh template is filled into a volumetric image called Pseudo-CT with 1.0mm voxel size. The voxel intensities used for mesh filling are determined according to the modality of the training images. In this study, we use head and spine computed tomography (CT) images as the training data, therefore the CT values (in Hounsfield unit) of head and spine structures are used for mesh filling, i.e. 400 HU for cancellous bone, 2000 HU for cranial bone, 0 HU for soft tissue and −1000 HU for air. It should be noted that our method is not specific for the head and spine CT images. For other imaging modalities, dedicated filling intensities should be adopted according to the specific application.
To register the Pseudo-CT to each training image, we use a nonlinear registration method [39] with mutual information (MI) similarity metric, B-spline spatial transform and adaptive stochastic gradient descent (ASGD) optimizer. We have tested different similarity metrics for the registration and found MI most robust for our test data. The intensity-based registration algorithm can be thought of as estimating a consistent set of transformations that minimize the intensity differences between the Pseudo-CT and the training images. After template registration, each structure of the template model is mapped to similar anatomical locations of different training images and a nonlinear deformation field F I is obtained.
D. COMBINED REGISTRATION
In the previous steps, landmark-based and intensity-based registrations are performed independently. The landmarkbased registration achieves accurate alignment of key anatomical feature points but ignores the matching of the entire organ structure. The intensity-based registration performs a global mapping without taking care of the local feature points. Therefore, we propose to combine the spatial transforms obtained by both registrations to let them complement each other.
We use a weighted linear combination scheme based on a spatially varying function, i.e.:
where x is the spatial location of an arbitrary point in 3D space. F L (x) and F I (x) are the deformation vectors at location x obtained from the landmark-based and intensity-based registration, respectively. F C (x) is the combined deformation vector. The deformation vector is defined as a shifting vector,
Theoretically, the weighting function W (x) should approach 1 when x is close to the landmarks and approach 0 when x is far from the landmarks, so that F C (x) resembles F L (x) near the landmarks and resembles F I (x) away from the landmarks. Therefore, we define d l (x) as the distance from x to its nearest landmark, i.e.:
where L i is the coordinate of the i th landmark. As such, the function W (x) is converted to a function of d l (x), i.e. W (d l (x)), which is denoted as W (d l ) for short. W (d l ) should have a range of [0, 1] and should be monotonically decreasing. It should also be concave so that it decreases slower as d l approaches infinity. Theoretically, W (d l ) should have the following properties: 1) Domain: d l ≥ 0; 2) Boundedness: W (0) = 1, and lim
3) Monotonicity: dW (d l ) dd l < 0, and lim
dd l 2 > 0, and lim
Based on these properties, we derived the function W (d l ) as:
where the parameter δ controls the speed of decrease. The derivation of this function is described in detail in section Appendix .
With the weighting function defined in (3), the combined deformation field F C (x) is calculated and applied to the template shape model, resulting in a deformed template model as of each training subject. The deformed templates were used as the shape correspondence to build the statistical shape model.
E. STATISTICAL SHAPE MODELLING
The statistical shape variation model is constructed using the conventional point distribution model (PDM) [40] , [41] method. The training set is represented as X = [42] method is first applied to eliminate the intersubject differences in translation, rotation, and scaling, and then PCA [1] is used to construct the point distribution model. PCA first calculates the covariance matrix of the shape vectors, then perform eigendecomposition of the covariance matrix to obtain the eigenvectors {φ i , i = 1, 2, . . . , K } and are the eigenvalues {λ i , i = 1, 2, . . . , K }. The eigenvectors represent the inter-subject shape variations modes and the eigenvalues represent the variance of the variation modes. The shape variation modes are ordered by their variances values((i.e.λ 1 ≥ λ 2 ≥ . . . ≥ λ K )), so that mode 1 corresponds to the largest variance, mode 2 corresponds to the second largest variance, and so forth. The variance percentage ratio of the mode is obtained by λ i n j=1 λ j . The SSM approximates the shape distribution with a linear model, i.e.:
where X is a shape instance generated by the SSM, X is the Procrustes mean shape namely mean shape vector of all training samples. {a i , i = 1, 2, . . . , n} are the shape parameters which serve as the weights of the variation modes, different values of {a i , i = 1, 2, . . . , n} result in different shape instances. Usually, the anatomically plausible range of a i is given |a i | ≤ ±2 √ λ i [12] , [43] .
III. RESULTS
A. COMPARED METHODS AND TEST DATA
The performance of the proposed method is evaluated based on two types of medical images including the head and the spine CT images. For each type of images, our method is used VOLUME 7, 2019 to calculate the shape correspondences of multiple anatomical structures, i.e. multiple head structures (the skin, skull and internal soft tissues) from the head images and multiple vertebrae from the spine images. Our method is evaluated in comparison with two classical shape correspondence methods, including the intensity-based template registration (IR) method and the point set registration (PR) method. The intensity-based template registration method fills the shape template model into a volumetric grayscale image and registers it to each training image. We use the same template filling and image registration strategy as described in section II. C without incorporating any key anatomical landmarks. The point set registration method registers the shape template model with the organ surface points extracted from medical images. We invite radiologists to manually segment the target organs from the training images and use the marching cube method [44] to obtain the organ surface meshes. The robust point matching (RPM) method [12] , [13] is used to nonrigidly register the shape template to the target organ meshes.
We collect retrospective data of head and spine CT images from four different hospitals across the country. The CT images have pixel sizes between 0.59 to 1.37 mm and interslice spacing between 1.25 and 3.00 mm, they are acquired with 100-140 kV tube voltage and 28-298 mA current. Totally 19 head CT images and 17 spine CT images are used for the test. The experiments are conducted on a computer with a 3.30 GHz CPU and 64 GB RAM. The processing time of such method to be used in a CT image is about 85∼90 s. An empirical parameter of δ =6 mm (of (3)) is used. We find that the experimental results are insensitive for this parameter. The δ value between 4∼8 result in similar results. Key anatomical landmarks are manually specified by human expert in the CT images. The proposed method is insensitive to the number of selected landmarks. We only need to add points to the sharp corners and centers of the organs to ensure that these key locations get better correspondence accuracy. Therefore, the number of selected landmarks depends on the complexity of the shape of the organ. For the spine images, five anatomical landmarks were defined at each vertebral center, spinous process and facet joints. For the head images, 15 anatomical landmarks important for orthodontics and orthognathic surgery [45] - [49] are defined in craniomaxillofacial region.
B. VISUAL INSPECTION OF THE CORRESPONDENCE RESULTS
Using our method and the two compared methods, the template models of human head and spine are registered to the training CT images of head and spine, respectively, and the registration results are shown in Fig. 2 . Fig. 2 (a) and (b) displays the head and spine template registration results, respectively. Each row of the figure shows one representative patient, different columns illustrate the results of different methods. From Fig. 2 (a) , it is obvious that the intensity-based registration achieves global alignment of the head shape but introduces severe distortions in local facial parts such as the collapsed nose and askew lips. In contrast, the point set registration produces smooth registration results, but the registration accuracy is imperfect, resulting in visually unsimilar faces to the target patient. By combining the merits of intensity and landmark registration, our method improves registration results in the severely distorted local parts and also generates globally similar facial looking. Similarly, in Fig. 2 (b) , the intensity-based registration methods generates globally aligned but locally distorted results, and point set registration generates smooth but globally inaccurate results. Our combined registration method produces results which are both globally accurate and locally smooth.
C. SHAPE CORRESPONDENCE ACCURACY
To assess the accuracy of shape correspondence, we compare the registered template with the ground truth annotations from human experts. We use three types of accuracy metrics including the anatomical landmark distance (ALD), Dice coefficient (DSC) and average surface distance (ASD): where ALD measures the registration accuracy of key anatomical landmarks, d k is the distance between the k th registered template landmark and the expert-specified anatomical landmark in the target images. DSC measures the overlapping ratio between the region of the registered template R r and the region of the expert-segmented target organ R t , |·| means the region volume, ∩ denotes the overlapping parts of two regions. ASD measures the averaged surface distance between the registered template and target organ, n r and n t are the number of surface mesh vertices in the registered phantom and the target organ, respectively. d R→T i is the distance from the i th vertex of the registered template to the surface of the target organ; and d T →R j is the distance from the j th vertex of the target subject to the surface of the registered template. Table 1 compares the shape correspondence accuracy between our method, IR and RPM for head skin, skull and spine. The DSC of skin is computed for the entire head region enclosed by the skin, while the DSC of the skull is computed for the bone regions. Because the skull shape is much more complex than the skin shape, it is more difficult to obtain accurate registration for the skull than for the skin. Therefore, we observe inferior skull accuracy than the skin for all three methods. Nevertheless, it is encouraging to see that our method obtains a mean skull ASD of 1.38mm which is comparable to the pixel resolution (1.37mm). For the spine, our method obtains sub-pixel level ASD of (0.92 mm) and a high DSC (84.24%). In the tables, IR yields less ALD, ASD and larger DSC than RPM, because the intensity-based registration takes advantage of the image appearance similarity to obtain more accurate registration. By combining landmark and intensity into the same registration framework, our method further improves the registration accuracy and achieved the smallest ALD, ASD and the largest DSC.
D. QUALITY OF THE CONSTRUCTED SSM
The purpose of calculating accurate shape correspondence is to improve the quality of the constructed statistical shape model (SSM). We compare the SSM quality resulted from different shape correspondence computation methods. Like the literature of SSM construction [1] , [43] , we assess the quality of SSM in terms of generalisability and specificity.
Generalisability quantifies the capability of the model to represent new shapes outside the training set. Good generalisability means that the model captures the shape distribution from a limited number of training samples. In this study, the generalisability is reckoned by performing a series of leave-one-out tests. Each time one of the n sample images (n = 19 for head images and n = 17 for spine images) is selected as the test image and the remaining n-1 images are used as the training images. The SSM constructed from the n-1 training images is fit to the test image and the fitting accuracy (ALD, DSC and ASD) is calculated. This process is repeated n times and the averaged accuracy is computed as a measurement of the generalisability.
Specificity quantifies the capability of the model to represent shapes in the training set. Good specificity means the model accurately learns the shape features of the training samples. We evaluate specificity by generating K random shapes from a normal distribution N 0, 2 √ λ i of the model parameters a i (i = 1, 2, . . . , n). The difference (in terms of ALD, DSC and ASD) of the generated shape to its closest matched samples in the training set is averaged over the K random samples. In this study, we use a large K value (K = 1000) to get stable specificity measurement. Fig.3 compares the generalisability and specificity of RPM, IR and our method in terms of ALD, DSC and ASD. For different anatomical structures (including the head skin, skull and spine), our method demonstrates better generalisability and specificity than RPM and IR. In most cases, our method obtains smaller ALD, ASD and larger DSC than the compared methods. Similar to the shape correspondence results in Table 1 , IR typically has better performance than RPM, and our method further improves the performance as compared to IR. Among the three anatomical structures, the skull is the most difficult one for shape modelling due to its complex shape. The difficulty of skull modelling could be reflected from the DSC results, since no method produces DSC results larger than 80%, although our method obtained the highest DSC values of 73.01% for generalisability and 73.98% for specificity. Despite the difficulty in accurate skull modelling, our method obtains a median generalisability ASD of 1.45 mm and median specificity ASD of 1.44 mm, meaning an accurate modelling of the skull shape.
IV. DISCUSSION
We propose a new shape correspondence method for constructing statistical shape models of organ structures. This method combines the strengths of landmark-based and intensity-based registration to improve the performance of inter-subject shape correspondence of multiple anatomical structures. The proposed method is evaluated on human head and spine, showing higher registration accuracy than the conventional RPM and IR approaches in terms of shape correspondence accuracy and SSM performance (generalisability and specificity).
The main advantage of the proposed method is the avoidance of tedious manual segmentation of multiple anatomical structures from volumetric medical images. Since completely ignoring human intervention will degrade the shape correspondence accuracy, we incorporate expert-specified landmarks to guarantee anatomical accuracy at key anatomical feature points. The labour of landmark definition is much less than organ segmentation, therefore we avoid spending a lot of manpower and material resources on the segmentation procedure. However, pure landmark-based registration cannot guarantee accurate alignment of the entire organ region, we thus take advantage of image intensity appearance to achieve organ-scale template matching. To match the meshbased template to volumetric intensity images, we propose to fill the mesh template into volumetric images and then perform intensity-based registration. So far as we know, such a template-filling-and-registration strategy was not proposed by existing literature.
Thanks to the combined landmark and intensity registration, our method achieve accurate global-scale template matching and meanwhile maintain good local accuracy at crucial anatomical landmarks. As reflected in Fig. 2 and Table 1 , the classical surface-based registration method (i.e., RPM) achieves smooth template registration results but its accuracy of shape correspondence is imperfect. It is worth noting that this method requires complete segmentation of the entire organ region, therefore our method outperforms RPM in terms of both shape correspondence accuracy and human labour cost. In contrast to RPM, IR doesn't require any manual segmentation, it spent no human intervention but its accuracy at key anatomical landmarks is inferior to our method. IR also causes serve distortion in local facial and spine regions, while our method corrects for these distortions by fussing the intensity-based deformation field with a smooth landmark-based deformation field. In summary, as compared to RPM and IR, our method achieves the highlevel accuracy and smoothness at the cost of a little amount of human intervention.
In addition to the shape correspondence results, we also compare our method with RPM and IR in terms of the quality of the constructed SSM. Most existing literature focuses on improving the shape modelling method, while few of them assess the influence of shape correspondence accuracy on the SSM quality. As evidently shown in Fig. 3 , our method yields better generalisability and specificity of the constructed SSM. Thanks to the better correspondence accuracy of the key anatomical landmarks (ALD) and the organ surfaces (ASD), our method helps PCA to more accurately capture the inherent shape space distribution, resulting in better generalisability and specificity.
In this paper, we use CT as the test images, but our method is not specific for the CT modality. Since we filled the shape template with similar organ intensities as the target image, this method should be applicable to other modalities like Magnetic Resonance Imaging (MRI). However, this method may not be robust enough for the modalities with inconsistent organ intensities (e.g. functional imaging modalities like Positron Emission Computed Tomography (PET) whose voxel values may alter for different radiotracers or different imaging protocols). The performance of the proposed method was evaluated based on two types of medical images including the head CT image and the spine CT images. We plan to apply our methods to other imaging modalities (e.g. MRI or PET) and other body parts (e.g. brain and heart) in future research.
As a limitation of our study, the mesh-filling-andregistration strategy is only effective for the anatomical structures with high boundary contrast in the medial images. For those structures with vague boundaries, the intensity-based registration cannot guarantee accurate correspondences at the organ surfaces. Therefore, the experiments of this study are all performed for the structures with high boundary contrast, such as the facial skin, skull and spine vertebrae in the CT images. Nevertheless, this limitation is not the weakness of our method as compared to conventional methods requiring complete organ segmentation, because manually segmenting vague structures is also highly challenging. Another limitation of our method is the potential influence of human intervention bias on the shape correspondence. For the key anatomical landmark definition, our method highly relies on the human expert definition, therefore the inter-and intrarater subjective errors may be introduced into the model construction. Our future study should elaborate more on automatic landmark definition without any human intention. This purpose can be fulfilled by searching for the feature points with similar intensity patterns across the training images [50] , but the effectiveness of such a strategy on shape correspondence accuracy and SSM quality still requires further evaluation.
V. CONCLUSION
In summary, a novel method combining landmark and intensity registration is proposed to compute inter-subject shape correspondence for statistical shape model construction.
To avoid tedious training image segmentation, we fill a template shape mesh into a volumetric image and conduct volumetric image registration. We also take advantage of the expert-specified landmarks to guarantee local accuracy of the crucial anatomical feature points. Our method achieves not only better shape correspondence accuracy but also superior SSM quality than conventional shape correspondence computation methods. Our future work will focus on automatically detecting the key landmarks so that the need for human intervention is eliminated.
APPENDIX DERIVATION OF THE WEIGHTING FUNCTION
To derive W (d l ) in (3), two hypothesis functions satisfying the four properties (i.e., domain, monotonicity, boundness and concavity) are used:
dd l 2 is proportional to W (d l ): 
where C 1 and C 2 are also constants. Since W (0) = 1 and W (+∞) = 0, the final solution is:
Let δ = 1 √ k, we get a compact exponential function:
Additionally, dW (d l ) dd l < 0 and its value also becomes closer to 0 when d l increases. Therefore, we have reason to do the following Hypothesis.
Hypothesis II:
where k > 0 is the coefficient of proportionality. Equation (A.6) is a second-order homogeneous linear ODE. Solution: Similar to the solution process of Hypothesis I, we can get the results of Hypothesis II as follows:
Obviously, formula (A.7) and formula (A.5) are identical. Consequently, we choose the exponential function of formula (A.5) as W (d l ).
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