Interest in web-based syndication systems has been growing as information streams onto the web at an increasing rate. Technologies, like the standard Semantic Web languages RDF and OWL, make it possible to create expressive representations of the content of publications and subscriptions in a syndication framework. Because these languages are based in description logics, this representation allows the application to reasoning to make more precise matching of user interests with published information. A challenge to this approach is that the consistency of the underlying knowledge base must be maintained for these techniques to work. With the frequent addition of information from new publications, it is likely that inconsistencies will arise. There are many potential mechanisms for choosing which inconsistent information to discard from the KB to regain consistency; in the case of news syndication, we argue keeping the most trusted information is important for generating the most valuable matches. Thus, in this article, we present algorithms for belief-base revision, and specifically look at the user's trust in the information sources as a metric for deciding what to keep in the KB and what to remove.
Introduction
The interest in web-based syndication systems has been growing as information streams onto the web at an increasing rate. In a typical syndication framework, a publisher posts feeds on the web and registers those feeds with a syndication broker. Users, or consumers of the information, register their subscriptions with the broker, who matches the subscriptions to newly published information.
At the same time, technologies for sharing information in a machine processable way have matured on the web. This has increased the power available to publishers to describe their content, to consumers to describe their subscriptions, and to brokers for matching content to subscriptions. Specifically, there has been a transition from keyword based approaches [49] to attribute-value pairs (e.g., [1] ) and more recently to XML [3, 13] . Given the limited knowledge modeling expressivity of XML (and XML Schema) there has been interest in using RDF for syndication purposes [57, 9] . RDF has even been adopted as the standard representation format of RSS 1.0 1 . These technologies are still quite limited in their expressive power from a modeling perspective, and in their reasoning capabilities. Semantic Web languages built on top of RDF, particularly the Web Ontology Language (OWL), provide much greater expressivity for describing content and subscriptions. That, in turn, allows finer grained control over queries and content matching [56] . When content and subscriptions are described in OWL, the matching task can be handled using OWL reasoners. While the benefits of a more expressive language are clear, there are major challenges to implementing such a system. In particular, reasoning in OWL is difficult. Even when restricted to OWL-DL, the fragment of OWL that aligns with well studied description logics (DL), the time required to match subscriptions and content is prohibitive. Since syndication frameworks make frequent incremental updates to the underlying knowledge base, it is necessary that the reasoner can quickly incorporate these changes. In earlier work [28, 30] , we presented a framework for using OWL for representing published content and subscriptions and introduced several optimizations to OWL-DL reasoners to handle the frequent incremental updates. That work is described in more detail in section 2.
There remain unsolved problems that are a barrier to using expressive languages for syndication. As new information is published, it is likely that it will contradict information already in the knowledge base; sources may provide conflicting reports and old information becomes obsolete. Our current techniques can detect these logical inconsistencies, but a method for resolving them is necessary. This requires identifying the source of the inconsistency and deciding what information to keep and what to revise or throw out to regain consistency. The naïve solution would ignore any new statement that makes the knowledge base inconsistent, however this is clearly not a good solution for news updates. We argue that the choice should be made based on trust in a statement, which is a function of the age of the statement and how much trust the broker has in the source of that statement.
Thus, in this paper we present a technique for revising OWL-DL knowledge bases using trust. We begin with a discussion of expressive web syndication and the optimizations that we have developed to provide the necessary reasoning efficiency. We then discuss algorithms for belief-base revision and present an belief-base semi-revision algorithm for OWL-DL. The semi-revision operator defined uses an incision function, which intuitively selects the assertions from the KB that must be retracted in order to regain consistency. Finally, we present an incision function that uses the notion of trust to select which statements to remove such that consistency is maintained.
Expressive Syndication on the Web
Increasingly, people and businesses are recognizing the potential benefits of utilizing the vast amounts of frequently updated data available on the web. Web syndication systems offer a straightforward way to discover and aggregate content, and to connect users with the information they need. As interest has grown, there has been a move to more expressive syndication frameworks that offer more precise matches between publications and subscriptions. At the same time, Semantic Web technologies have matured and are better supported. The natural step to provide increasingly expressive syndication is to merge these two ideas, using OWL to describe content and subscriptions, and reasoners to match the two.
To demonstrate the increased expressivity of an OWL-based syndication approach, consider the following example related to the financial domain. Assume that a stock trader is interested in information contained in news articles (or collections of articles) that discuss news about companies that will make their stocks volatile (i.e., they become risky investments). In particular, assume that the trader is interested in any RiskyCompany which the trader defines to be a company that has a product which causes an infection or allergic reaction. Using an XML-based approach, syndication brokers can provide an XML schema which contains an element RiskyCompany and such companies can be declared to be this type of element. However, more complex logical definitions and automatic classification of objects cannot be supported; therefore an XML-based approach cannot accommodate the previous example. If we consider an RDF-based approach, then a syndication broker can model the financial domain using RDF Schema. Using such an approach slightly more complex subscription matches can be obtained, as one can logically infer that a company is a RiskyCompany (e.g., based on subclass relationships). However, in an RDF-based approach, complex logical definitions, such as the previously mentioned RiskyCompany, are not definable. In contrast, in an OWL-based approach such expressivity is easily provided. For example, the RiskyCompany is defined in Table 1 T 1: Illustration of expressivity in OWL-based syndication (given in turtle syntax for clarity).
While the power of this increased expressivity is clear, the inherent difficulty of DL reasoning causes scalability issues [56, 41, 27] . In domains such as financial news feeds, updates come frequently and they must be reasoned over and delivered in near real-time if they are to be useful for tasks like stock trading. However, the static nature of existing DL reasoning techniques requires reasoning on the KB to be performed from scratch for each update: the consistency of the KB must be ensured, queries must be re-evlautated, etc. This negatively impacts the performance results of existing DL-based applications which are analogous to syndication systems, as performance times are in the tens of seconds [56, 41, 27] .
To address these issues, we have developed several techniques and optimizations that lead to a significant improvement in performance of DL-reasoning. In this section, we briefly describe those techniques. Full details are available in [29, 28, 30] . First, we discuss the manner in which new publications are integrated into the syndication broker's knowledge base.
Syntactic Updates
Before introducing the form of updates that are assumed in this work, we briefly introduce some terminology and notation. Specifically, DL KBs are comprised of three main components, namely a TBox, RBox, and ABox. The TBox contains intensional knowledge (axioms about concepts) in the form of a terminology. The axioms in the TBox can be built using the a variety of concept constructors provided in the specific DL, as well as concept inclusion axioms ( ), which state inclusion relations between DL concepts. For example, one can state that any technology company is a company via the following axiom: TechnologyCompany Company. The RBox contains intentional knowledge about the roles in the knowledge base. For example, one can state that any two individuals that satisfy the hasCEO role, also satisfy the hasEmployee role by the following axiom: hasCEO hasEmployee, where hasCEO and hasEmployee are roles. In contrast, the ABox contains extensional knowledge that is specific to the individuals in the domain of discourse. Assertions in the ABox take the form of concept assertions (e.g., Company(BauschAndLomb)), role assertions (e.g., hasProduct(BauschAndLomb, Renu)), and equality (Ford = FordMotorCompnay) and inequality (e.g., CitiGroup CapitalCityBankGroup) assertions.
In our earlier work, we assume that a publication is represented as a set of ABox assertions [28, 30] . Therefore, when a new publication is received, the ABox assertions must be integrated into the broker's KB. Further, we adopt a specific mechanism for performing this task, which we refer to as syntactic updates. Intuitively, this is simply an update in which all new assertions are directly added (or removed) to the asserted (base) axioms; thus, the only changes that occur are those explicitly stated in the update. Formally, this update is described as follows: D 2.1 Let A be the ABox of KB K. Then under syntactic updates, updating K with an ABox addition (resp. deletion) β, written as K + β (resp. K − β), results in an updated set of ABox axioms A such that A = A ∪ β (resp. A = A \ β).
It is possible that after syntactic updates the KB may be inconsistent. The revision techniques we introduce in this paper will choose which statements to discard and which to keep in order to regain consistency.
That this type of ABox update is different when compared to related work in update semantics [43] and belief revision [16] for DLs. Syntactic updates has been adopted as these works have unfortunately found negative results when trying to apply leading theories for handling updates in DL KBs, as they are either not representable in OWL DL [43] or they cannot satisfy the requirements imposed by the theory [16] . Further, this type of update is clearly applicable to syndication applications.
Incremental Consistency Checking
When a new publication is received, the consistency of the KB must be checked after it has been expanded with an update. When the underlying KB is very large, this process can be require substantial computation time, even when the updates are trivial; this is related to the inherent complexity of DL reasoning. There has, however, been recent work on incremental consistency checking of the description logics SHIQ and SHOQ (which correspond to large portions of OWL-DL) under syntactic ABox updates [29, 30] .
More specifically, [29] presents an approach for incrementally updating tableau completion graphs under syntactic ABox updates, therefore providing a mechanism to incrementally determine if the updated KB is consistent. DL tableau-based algorithms decide the consistency of an ABox A with respect to a KB K by trying to construct an abstraction of a common model for A and K, called a completion graph. The update algorithm adds new (resp. removes existing for deletions) components (nodes, edges, and/or labels) induced by the update to a completion graph; after this, standard tableau completion rules are re-fired to ensure that the model is complete. Therefore, the previous completion graph is updated such that if a model exists (i.e, the KB is consistent after the update) a new complete and clash-free completion graph will be found. In [29, 30] , we observed that the approach demonstrated orders of magnitude performance improvement and performs in real time for a variety of realistic ontologies.
Continuous Query Answering
After guaranteeing the consistency of the knowledge base after updates, the subscriptions registered with the broker must be evaluated. Traditionally, this would require reasoning from scratch over all instances in the KB. However, two observations provide insight into how this reasoning can be optimized. First, by monotonicity, when an addition is made to the KB, the query answering reduces to determining any new bindings that are entailed. When there are deletions from the KB, the query answering reduces to guaranteeing that all previous bindings are still entailed. Here, we describe our approach for efficient continuous query answering. Full details are given in [28, 30] .
The first step is to localize the effects of an update. A key insight is demonstrated if we consider a simple query such as x ← Company(x). Intuitively, in the event an update is an addition, we would only like to consider affected named individuals not previously bound to x as a potential answers; in contrast if the update is a deletion, only individuals previously bound to x that were affected by the update need to be re-checked. The individuals affected are those which, in some model, the update causes them to instantiate a concept or role filler (the reverse holds for deletions). The task of localizing the affected individuals under an update can then be reduced to updating tableau completion graphs.
When queries contain complex patterns, such as role restrictions, it is not enough to consider only directly affected individuals. An unaffected individual connected by a role to an affected individual may also be a candidate answer. Therefore, we also consider the structure of the query when choosing individuals. The key insight is that for a query to have an answer after an update, at least one individual bound to the query must be affected by the update.
In [28, 30] , we show that this approach leads to a speedup of several orders of magnitude.
Belief Base Revision
The techniques described in section 2 provide the speedups necessary to implement a websyndication framework using OWL. However, they do not address how to handle inconsistencies that arise in the KB from updates. In this section, we describe belief base revision and how it is generally applicable for resolving inconsistencies after updates. Belief revision is the process of changing beliefs after new information is received. The most influential work in belief revision is the AGM model [2] , in which the authors define three main change operations on belief states which are represented by logically closed sets of statements (referred to as belief sets). The three operations of change are expansion (expanding a belief set with a new belief with no guarantee of consistency after the operation), contraction (retracting a belief) and revision (expansion with consistency after the operation). Additionally, the authors define a set of postulates for both contraction and revision, which specify what properties a contraction/revision operator must meet in order to be rational. Expansion is analogous to the manner in which addition updates are handled under syntactic updates.
The basic structure of beliefs assumed by the AGM model is a belief set, which is a deductively closed (and hence in general infinite) set of formulae. Due to the difficulty of computing with belief sets as well as representational issues, there has been substantial work on using belief bases as an alternative structure [19, 31, 45, 46] . Belief bases are not closed under logical consequence and are usually interpreted as basic beliefs from which additional beliefs (the belief set) can be derived. In [19, 32, 35] the AGM change operators are defined in terms of belief bases. Additionally, [34] defines semi-revision, which differs with the belief base revision model in that the added belief may or may not be accepted (discussed further in Section 3.1).
We address the application of semi-revision to finite OWL-DL belief bases. We choose to focus on belief bases because it has previously been shown that OWL-DL is not AGMcompliant for contraction [18, 17, 16] . We extend prior work on belief base revision for propositional logic [58] , which allows us to define an algorithm for belief base semi-revision in the DL SHOIN (which corresponds to OWL-DL).
Belief Base Revision Fundamentals
Belief bases are sets of formulae which are not closed under logical consequence and are usually interpreted as basic beliefs from which additional beliefs (the belief set) can be derived. [33] introduces a construction for contraction operators for belief bases called kernel contraction. The general idea behind this operator is that if at least one element from each α-kernel (which is a minimal subset of a belief base that implies α) is removed from the belief base, then the base will no longer imply α. [33] formally defines the kernel operator as follows: D 3.1 [33] The kernel operation is defined such that for any set B of formulae and any formula α, X ∈ B α iff:
B α is a referred to as a kernel set, and its elements are referred to as α-kernels.
Note that in general, there are arbitrarily many ways to resolve inconsistencies between new information and our current knowledge. For example, if we hold the beliefs that (i) Every ϕ is a ψ and (ii) w is a ϕ, and we revise our knowledge with (iii) w is not a ψ, we are faced with an option: we could either retract (i) or retract (ii), therefore a choice must be made. An incision function, defined below (originally defined in [33] ), determines our choice in such cases; that is it selects the formula to be removed from every α-kernel when we contract α. D 3.2 [33] An incision function for B is a function σ such that for any formula α:
, and 2. If X ∅ and X ∈ B α, then X ∩ σ(B α) ∅ Kernel semi-revision is then defined as follows [34] : D 3.3 [34] The kernel semi-revision operator for B based on an incision function σ is denoted ? σ and defined such that for all statements α:
This can be thought of as a two-step process: we first add α to B, and second, remove inconsistencies in B if there are any. The name "semi-revision" comes from the fact that in the revision process, the formula α that we revise our knowledge with may not be accepted. In other words, α might be removed as part of the second step.
[34] goes on to define the following postulates that must be satisfied for any operator to be considered a kernel semi-revision operator. 
Justifications in OWL-DL
Previously, [4] introduced axiom pinpointing for localizing the set of axioms responsible for inconsistencies in DL knowledge bases for the purpose of computing all extension of default theories. Recently, [36] extended this work for the purpose of debugging and repairing OWL ontologies; in [36] the tableau algorithm is slightly modified to maintain the justifications of entailments. Given this work it is possible to find the justifications for arbitrary entailments in OWL-DL knowledge bases. [36] formally defines a justification as follows:
[36] also provides an algorithm for finding all justifications using axiom tracing and Reiter's Hitting Set Tree (HST) algorithm [53] (a similar approach is used in [58] for propositional calculus). The intuition behind the usage of the HST relies on the fact that, in order to remove an inconsistency from a KB, one needs to remove from KB at least one axiom from each justification for that inconsistency. The approach starts by adding the negation of α and finds an initial justification (subset of K) using axiom tracing [36] . Following this, a hitting set tree is initialized with the initial justification as its root; then it selects an arbitrary axiom (call it i) in the root and generates a new node with an incoming edge whose label corresponds to the removed axiom. The algorithm then tests for consistency with respect to the K \ {i}. If it is inconsistent, then we obtain another justification for α w.r.t K \ {i}. The algorithm repeats this process, namely removing an axiom, adding a node, checking consistency and performing axiom tracing until the consistency test turns positive. Due to space limitation, further details are omitted here; however they can be found in [36] . We follow [36] in denoting the set of all justifications for α in a SHOIN knowledge base K with JUST(α, K).
Belief Base Revision in OWL-DL
As mentioned ealier, [58] presents an algorithm to kernel semi-revision using Reiter's consistencybased diagnosis and minimal hitting sets algorithm [53] . The author uses Reiter's algorithm to compute the minimal set of justifications for the inconsistency in the belief base. Since the state of the art DL reasoners are tableau-based, an analogous approach is needed for computing all minimal justifications for some entailment in an OWL-DL knowledge base. Here we apply the approach presented in [36] to achieve this task. More specifically, we use the approach of [36] to compute the α-kernels (introduced in [33] ) of an OWL-DL knowledge base. With this ability, the results of [33] on revising belief bases easily follow for OWL-DL.
Here, we show that JUST(α, K) = (K α). By definition, JUST(α, K) contains all justifications for K | = α. We can easily see that this set satisfies criteria 1, 2, and 3 from Definition 3.1. Let j ∈ JUST(α, K). By definition, j ⊆ K, thereby satisfying criteria 1. Since j justifies α, we have j | = α thereby satisfying 2. Finally, since justifications are minimal, we obtain condition 3, namely j ⊂ j, j | = α. Thus, JUS T (α, K) is a kernel operator for SHOIN knowledge bases.
Next we define the semi-revision operator.
D 3.7 Given a knowledge base K and formula α, we define the operator ? σ such that:
It follows from this definition and our previous observation that ? σ τ is a kernel semirevision operator. We obtain the following easy consequence: P 3.8 ? σ satisfies the kernel semi-revision postulates.
Resolving Inconsistencies Using Trust
Having shown that belief base revision is an effective and appropriate strategy for resolving inconsistencies in OWL-DL knowledge bases, the final step is to define an appropriate incision function. For the kinds of applications that we envision relying on expressive web syndication, such as traders processing financial news, the technical details of the reasoner are hidden and irrelevant; the users simply want the best information available. When a contradiction arises, it is important that the inconsistency be resolved in a way that keeps the best, most trusted information in the knowledge base.
If we know the source for each statement (i.e. the publisher), then we can use trust in the source to reflect how much we trust the statements they provide. The link between trust in a source and the statements made by that source is intuitive. We have shown in previous work that using trust in a source to reflect trust in the information it provides is effective for sorting information [20] , aggregating numeric data [21] , and prioritizing rules in default logics [37] . Here we extend this line of work to rank statements in our knowledge base.
In this section, we introduce the concept of trust as it applies to information on the web. In particular, we propose an incision function that chooses statements based on the trustworthiness of their sources and how long the statements have been in the KB. Based on this, we present a semi-revision operator and an analysis of the efficiency of this approach.
Defining and Using Trust
In this application, there are two types of trust. First, we have trust in information providers. These would be the media outlets and individuals who are publishing their content to the web. Secondly, we have trust in individual statements in the KB. Certainly, the trust we have in the source of a statement will influence the trust we have in the statement itself. Time also impacts trust in statements; an old fact, even from the most trusted source, may still become obsolete. Thus, over time the trust in a statement will degrade, eventually allowing more up to date statements into the KB. We begin by outlining the sociological foundations of trust to show its applicability to this problem, and then introduce a function for determining trust in statements. [12] contains a frequently referenced definition of trust. He states that trusting behavior occurs when a person (say Alice) encounters a situation where she perceives an ambiguous path. The result of following the path can be good or bad, and the occurrence of the good or bad result is contingent on the action of another person (say Bob). Furthermore, the negative impact of the bad result is greater than the positive impact of the good result. This further motivates Alice to make the correct choice. If Alice chooses to go down the path, she has made a trusting choice. She trusts that Bob will take the steps necessary to ensure the good outcome. The requirement that the bad outcome must have greater negative implications than the good outcome has positive implications has been countered in other work [23] , which does not always require disparity.
Trust in Sources
[55] presents and justifies a simple, general definition of trust similar to that of Deutsch: "Trust is a bet about the future contingent actions of others." There are two main components of this definition: belief and commitment. First, a person believes that the trusted person will act in a certain way. The belief alone, however, is not enough to say there is trust. Trust occurs when that belief is used as the foundation for making a commitment to a particular action. These two components are also present in the core of Deutsch's definition: we commit to take the ambiguous path if we believe that the trusted person will take the action that will produce the good outcome.
Taking the main social aspects of the definitions above, we propose the following definition for our use: trust in a source is a commitment to an action based on a belief that the source's future actions will lead to a good outcome. Our commitment is to include information from a trusted source over that from an untrusted source in the knowledge base, based on the belief that the source will provide information that will improve the accuracy of our knowledge base. Intuitively, this social definition of trust parallels the way people think about trusting information sources.
Of course, this requires that we know how much to trust the sources. In our syndication framework, the broker is responsible for reasoning and must maintain a trust value for each source. In the news domain where major media outlets are involved, it is likely that the number of sources is small enough that a broker can manually decide how much each should be trusted. In other applications, for example, when posts from blogs are being considered, there are potentially thousands of sources. In these situations, a broker can rely on algorithms that compute trust automatically. In our previous work we have developed algorithms for computing trust through social networks [20, 38] , or through similarity measures [61, 22] . Either of these approaches could be used with relatively little bootstrapping by the broker and produce quite accurate results.
Trust in Statements
Assuming we know the source of each statement, the trust we have in that source is a good measure of how much trust we have in the statements asserted by that source. For example, a person who trusts traditional news sources will trust news if it comes from Dow Jones more than if it comes from Bob's Financial News Blog. Note, however, that a broker can make its own trust ratings, and could decide that non-traditional sources may be more trustworthy than major media outlets.
However, for news syndication, a straightforward ranking by trust does not fully capture the complexity of the situation. In particular, since the state of the world is always changing, statements from a highly trusted source will still become obsolete over time. Time is an important component of trust in frequently updated information systems. Thus, trust in a statement must be a function of both the recency of the statement and the trust in its source.
For a statement α, let τ source α be the user defined trust in the source of α and ρ α be a measure of the recency of a statement. Trust in α, τ α , is determined by a combination of the trust in its source and it recency. Higher trust in the source or a more recent statement will be more trusted. This is formally defined in Definition 4.1; note that the notation source α and source α denote different sources of α, whereas ρ α and ρ α denotes publications of α with different measures of recency (i.e., the greater ρ α , the longer the information has existed). D 4.1 Trust in α, τ α , is given by a function ζ such that:
Condition 4 requires that ρ degrades τ linearly. Consider the case where either α or β must be removed to regain consistency in the knowledge base. Without condition 4, it could be the case that τ α < τ β at time t 1 , and thus α would be removed from the knowledge base, but at time t 2 , τ α > τ β and we would prefer to have kept α over β. Condition 4 ensures that our choice at time t 1 remains the same at all times t 1+i .
The exact balance between recency and trust in the source will vary from one domain to another. We discuss methods for optimizing ζ in section 8. In any optimization, ζ is a straightforward combination of variables, running in O(1) time, and so we will simply use the τ α variable whenever ζ must be computed.
A Kernel Semi-Revision Operator using Trust
In this section, we formally define a kernel semi-revision operator with a trust-based incision function. First, the notion of a trust-based selection function is defined. D 4.2 Define a trust-based selection function λ as any function mapping a set of SHOIN assertions into an assertion α, such that for any set X of SHOIN assertions:
Intuitively, the selection function returns (one of) the least trusted assertion. Given this, a trust-based incision function is defined in Definition 4.3. D 4.3 Given KB K, a trust incision function σ τ is any function mapping a set of sets of assertions into a set of assertions, such that for any set S of sets of assertions:
is the smallest set satisfying conditions [1] [2] [3] [4] It is a direct consequence of the definition that the trust-based incision function satisfies the condition of a general incision function defined in Definition 3.2. In Algorithm 1, we give the algorithm for σ τ .
Algorithm 1 Incision(S )

Input:
S : Set of kernels Output:
R: Set of formulae to discard 1: R ← ∅ 2: for all X ∈ S do 3:
for all x ∈ X do 5:
end if R ← R ∪ {discard} 10: end for 11: return R In the worst case the incision function σ τ must look at each statement in each kernel once, and perform several constant-time operations on it. Therefore, the incision function does not increase the complexity of the belief revision process.
Clearly there can be situations in which the intersection of two kernels A, B is non-empty. In this case, it could be that assertion α ∈ A ∩ B and α is the least trustworthy assertion in A, however not in B. Clearly α will be removed from A, as it is necessary to regain consistency; similarly the least-trusted assertion in B will be retracted as well. This demonstrates that the trust-based incision function is not necessarily a minimal-incision function, as it could be possible to retract a smaller set of assertions and still regain consistency. However, this could easily be taken into account by a slight modification of Algorithm 1, by skipping any kernel X when a statement in X is already in R.
Next we define the semi-revision operator using trust.
D 4.4
Given a knowledge base K and formula α, we define the operator ? σ τ such that:
It follows from this definition and our previous observation that ? σ τ is a kernel semirevision operator; therefore, we obtain the following consequence: P 4.5 ? σ τ satisfies the kernel semi-revision postulates.
Base Revision Algorithm
The belief base semi-revision algorithm using the previously mentioned techniques is shown below in Table 2 . First the underlying KB is expanded with the update; if the KB is inconsistent after the expansion, then all justifications for the inconsistency are found using the previously discussed approach for computing JUST for OWL-DL KBs. Following this, the trust incision function σ τ is used to select the axioms and/or assertions to remove from the updated KB.
Algorithm 2 BaseRevision(K, α) Input:
K: Initial SHOIN knowledge base β: An addition update Output:
K: Revised knowledge base
kernels ← JUST(⊥, K) 4:
In section 2, we showed several techniques that improve the speed of DL reasoning to support the frequent updates of a syndication system. As we add this procedure for resolving inconsistencies, it is important that it performs as well as the other techniques so that it does not become a bottleneck.
A main question of performance with this approach is related to efficiently computing all α-kernels (i.e., computing all justifications for an entailment). In the naive implementation, computing the minimal hitting sets [36] requires substantial number of consistency checks; this is evident as the algorithm incrementally removes axioms and performs consistency checks at each node in the HST. However, our previous work on incremental consistency checking [29] improves the performance for finding α-kernels in the same way it improves the performance of consistency checks. Specifically, we store the completion graph generated by the tableau algorithm at every node of the HST tree and incrementally modifying the graph for every change made (axiom removed). This saves the time required in rechecking consistency from scratch for each new node of the tree.
The other addition made in this approach is the provenance for each statement. Provenance, or the history of data, can be simple annotations or complex interconnections. In our case, we simply need a record of the source and timestamp for each statement. While no OWL reasoners have built in provenance tracking at this point, it is straightforward to store this information in an external data structure. For our purposes, a Java hash is sufficient and provides efficient (constant time) access.
Example
In this section, a brief example of the trust-based revision approach is provided. First, assume that trust values range over the positive integers from 1 to 10. Additionally, for simplicity assume that given an assertion α, the trust function is defined as follows:
That is, the trust in α is simply the result of dividing the trust value for a given assertion by one plus the number of time units since it was published; note that the time since publication is incremented by one to ensure division by a non-zero number.
For ease of exposition, simply assume that the broker's initial KB is empty. Additionally, let there be two publishers, P 1 and P 2 , registered with a syndication broker, such that P 1 is a highly trusted source with trust value of 9. Further, P 2 is a far less trust-worthy publisher and is therefore trusted with a value of 3. Now, say that at time 1, P 1 publishes the assertion RiskyCompany(BauschAndLomb). Given that this is the only assertion in the KB at time 1, the KB is clearly consistent. Next assume that at time 2, publisher P 2 publishes the assertion ¬RiskyCompany(BauschAndLomb), clearly resulting in an inconsistency. Using the previously described revision approach, the justifications (constituting the kernels) for K | = ⊥ will be determined. In this simple example, there is only one justification composed of the two assertions. Next, the following trust values would be found for the assertions at time 2:
Given this, the assertion ¬RiskyCompany(BauschAndLomb) would be removed and consistency would be regained.
Related Work
Syndication Systems
This overview demonstrates the recent trend toward more expressive syndication approaches.
Keywords and Attributes-Value Pairs
Early syndication systems primarily relied on subject-based keywords in order to match user interests with published documents/data [49, 59] . In such an approach, publishers associate some number of predefined keywords with publications, and similarly, subscription are represented using keywords. Therefore, matching publications with subscription requests therefore reduces to keyword matching. The main limitation of such an approach is its simplistic use of keyword matching.
Following this, there were efforts to capture more detailed user interests by allowing attribute-value pairs to be associated with published content [1, 14, 10, 6, 7, 14] . In such an approach users are allowed to provide values for certain attributes, and matching reduces to determining the satisfaction of attribute values with associated publications. While this provides further filtering capabilities and more accurate dissemination, the approach is still limited by the predefined attributes and the simple matching of attribute values.
In order to address the scalability of both of these two approaches, distributed architectures have been investigated (e.g., [5, 59] ). For example, [59] presents the following approach: assume there are n distributed brokers and that published documents can be sent to a subset of these distributed brokers, denoted P B . Similarly, a subscription is assumed to be registered with some subset of the distributed brokers, denoted S B . Therefore, if P B ∩ S B ∅ then it is guaranteed that matches will not be missed (this will always hold if P B + S B = n + 1) [59] . Using such an approach, users will obtain results as soon as the first broker processes it and the load is distributed.
XML Approaches
Over the past few years there has been vast interest in utilizing XML for filtering purposes in syndication systems (e.g., see [3, 8, 25, 39, 13] ). In such an approach, published documents/data are represented in XML and subscription requests are specified using an XML query/path language (e.g., XPath [8] ). This approach provides a variety of benefits including the enables the ability to enforce published content validation (using XML Schema) and provides more expressive subscription requests (via XML path query languages), etc. The popularity of such approaches is exemplified by the number of RSS 2.0 [42] and Atom 1.0 [48, 24] feeds (both of which are XML based), which are growing at ever increasing rates.
Recently, there has been work in addressing the scalability of such approaches by proposing distributed XML-based syndication architectures (e.g., see [13, 60] ). For example, in [13] the authors investigate a variety of distribution techniques, including distributing queries based on query pattern exclusiveness. The general idea is to require different brokers to be responsible for different queries such that the probability that newly published content satisfies queries at any two brokers is low. For example, two queries that contain value-based predicates on the same attribute but with different values are distributed to different brokers. [13] additionally leverages content-driven routing to direct publications to distributed brokers which are potentially interested in the content (i.e., contain subscriptions which will likely match the publication). This is accomplished by maintaining query routing tables which summarize the interests (i.e., subscriptions maintained) of other brokers.
Semantic Approaches
Given the limited expressivity of XML (and XML Schema) as a knowledge modeling language, there has been interest in using formal knowledge representation languages for representing published contents. One such approach is provided in the event-based dissemination platform CREAM [10] ; in this platform, the syndication model is attribute-value pair based, however attributes can be associated with semantic information described in an ontology. This allows the definition of concept hierarchies and therefore simple inferencing to determine subscription matches.
Given the recent standardization of the knowledge representation language RDF (and RDFS), there has been increased interest in using RDF [40] for syndication purposes; RDF is even the underlying representation format of RSS 1.0. A variety of architectures have been proposed (e.g., [51, 52, 57] ), all of which use RDF the representation language for publications. In such approaches, RDF graph-based query languages (typically triple patterns) are used to represent subscription requests and matching publications with subscriptions reduces to triple pattern matching. Additionally, in most approaches RDFS is also utilized to describe domain ontologies which the published RDF content adheres to. This allows simple semantic inferences (e.g., via subclass relationships) to be made over publications, similar to the approach adopted in CREAM.
There has also been work on addressing the scalability of an RDF-based approaches by leveraging distributed syndication archictectures. For example, [9] present an distributed RDF publish/subscribe approach, in which a peer-to-peer (P2P) architecture is utilized. Specifically, a super-peer [11, 47] architecture is proposed, where super-peers in the network are responsible transfering publications to the correct subscribers, which are regular peers in the network. Concept-Based Approaches. In [56, 41] the authors use a DL-based approach for Web service matching and information syndication respectively, in which DL concepts (possibly complex concepts) are used to represent both subscription requests as well as published documents/data. In such an approach, matching published content with subscription requests reduces to determining if published concepts and subscriptions are logically equivalent, subsume one another, or are not compatible (discussed below). More specifically, [41, 50] defines there to be a match between a subscription S and published document D if one of the following holds (in order of match strength):
The subscription and the published concepts are equivalent concepts, and it is referred to as an Exact match.
-
The subscription is a sub-concept of the published concept, and it is referred to as a PlugIn match.
-Subsume (D S ): The subscription is a super-concept of the published concept, and it is referred to as a Subsume match.
The intersection of the subscription and the published concept is satisfiable, and it is referred to as an Intersection match.
Matching subscription requests is therefore accomplished by two reasoning tasks; namely classifying the KB when either subscription requests or new data is received and by performing concept satisfiability tests for the intersection of each subscription and published concept. While empirical results demonstrate accepted performance times (∼20 ms) for matching new subscription requests with a fixed set of published documents, processing a large amount of incoming published content is still problematic (∼10s of seconds) [56, 41] . This is due to the cost of repeatedly reclassifying the published concepts; this problem is compounded if syndication brokers have domain knowledge (potentially very large) with which newly published data must be integrated.
Query-Based Approach. [26, 27] presents an agent-based document retrieval system (which is essentially a publish/subscribe application) in which published contents are represented as ABox assertions and subscription requests as a DL concept (viewed as an instance retrieval query). Therefore, matching is reduced to instance retrieval of the subscription concept. Given the performance issues of using such an approach (i.e., response times in the 10s of seconds), the authors introduce two optimizations for more effective incremental instance retrieval, both or which are discussed below: -Query Ordering: In query ordering, a partial ordering is induced upon all registered subscription concepts based on their subsumption relations; these subsumption relations are determined by classifying the atomic subscription concepts. In the approach more general subscriptions are answered first, thereby reducing the number of individuals that must be considered for more specific queries (due to the subsumption relation). -Candidate Individual Reduction: Candidate individual reduction is the process of not considering previous individuals which satisfied registered queries; that is, once an individual has satisfied the subscription concept, it does not need to be reconsiders when new data is published. This holds, due to the monotonicity of the DLs considered in the work and the fact that deletions are not supported.
Discussion
Our work is based in using a more expressive mechanism for representing published contents. This allows the use of automated reasoning procedures to infer matches not found using syntactic approaches (keyword, attribute-value pair, and/or XML) and simpler semantic approaches (e.g., RDF/S). While there has been work on application scenarios which are related to DL-based syndication systems, the related techniques either take a different approach for representing published contents and subscriptions requests (e.g., [56, 41] ) or assume a simpler subscription format with only atomic concepts (e.g., [26, 27] ). Further, in the syndication framework used in this work, we assume the publications are encoded in OWL, which provides additional benefits. Another general distinction between the syndication framework used here and those presented above is that our approach allows for publications to persist at the syndication broker for varying time frames; this in turn allows composite subscription matches, in which the information contained in multiple publications comprises a publication match.
Belief Revision
There have been numerous approaches investigated in literature for revising and updating logical knowledge bases. Recently, there have been attempts to apply these approaches to description logic knowledge bases.
As discussed in section 3, one of the main problems with the AGM model of belief revision is related to the difficulty of of computing with belief sets. Given this, there has been substantial work on using belief bases as an alternative structure [44, 19, 31, 45, 46] . Belief bases are not closed under logical consequence and are usually interpreted as basic beliefs from which additional beliefs (the belief set) can be derived. In [19, 32, 35] the traditional AGM change operators are defined in terms of belief bases.
There has been recent work on applying traditional belief base revision algorithms to description logics. In [15] , the author follows the base revision approach presented in [19] and again finds negative results, in that SHIF and SHOIN cannot satisfy the belief base revision postulates originally presented in [19] .
Given these negative results, there has been recent interest in applying belief base semirevision [34] to DL KBs. Semi-revision differs with the traditional belief base revision model in that the added belief may or may not be accepted (this is because it may be later retracted in order to regain consistency). In literature, semi-revision has successfully been applied to propositional logic. For example, [58] presents an algorithm for belief base semi-revision for propositional logic based on the construction presented in [34] , and the author shows how the diagnosis problem as described by [53] can be used to provide an semi-revision algorithm for propositional logic.
There has been recent work on applying semi-revision techniques to description logics. [54] presents two different constructions based on semi-revision, both of which aim to ensure the that the new belief is entailed by the revised KB. In the first approach, it is guaranteed that the new belief will be entailed by the knowledge base, unless that new belief is inconsistent. In the second construction, the new belief will always be entailed after revision, however if the new belief is inconsistent then the revised knowledge base is inconsistent as well. The main distinction with the approach presented in this article is that, while it is ensured that the KB is consistent after the revision, in our approach the new belief may not be entailed by the revised KB.
Conclusions and Future Work
As interest in web syndication grows, and more applications begin to rely on syndicated data, there is an increased need for more expressive ways to describe content and subscriptions. We have created a syndication framework using the Semantic Web language OWL, and introduced a series of reasoning optimizations that allow a system to handle the rapid flow of information. This framework needed an efficient and effective method for resolving inconsistencies in the knowledge base. In this paper, we have presented a trust-based approach to belief base revision, and shown it applicability to OWL-DL knowledge bases.
There are several directions of future work in this project. We are in the process of evaluating our syndication system using real-time news feeds in the financial domain. These simulations will allow us to demonstrate the effectiveness and scalability of the entire system, including the belief base revision techniques presented here.
There are also several trust questions we will address independently. The exact balance between τ source α and ρ α is likely application specific. We plan to run experiments with our existing syndication data to develop a method for optimizing each factor in ζ. Additionally, there are some questions to be investigated regarding the trust incision function σ τ , outlined in table 1. That algorithm will choose a set of statements to discard such that the KB will be consistent. However, that set is not necessarily minimal or optimal. For example, it could be the case that one statement, s a is in every α-kernel, and is the least trusted in some, but not all, α-kernels. Depending on the ordering, σ τ could end up selecting only s 1 for removal, or s 1 in addition to several other statements. It is unclear what an "optimal" set would be, but there are certainly optimizations that can be made to the incision function. We plan to investigate this topic, with attention to trust, information in the knowledge base, as well as the complexity of the incision function.
