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Abstract
We study two randomized algorithms for generalized linear bandits, GLM-TSL and
GLM-FPL. GLM-TSL samples a generalized linear model (GLM) from the Laplace
approximation to the posterior distribution. GLM-FPL, a new algorithm proposed in
this work, fits a GLM to a randomly perturbed history of past rewards. We prove
a O˜(d
√
n + d2) upper bound on the n-round regret of GLM-TSL, where d is the
number of features. This is the first regret bound of a Thompson sampling-like
algorithm in GLM bandits where the leading term is O˜(d
√
n). We apply both
GLM-TSL and GLM-FPL to logistic and neural network bandits, and show that they
perform well empirically. In more complex models, GLM-FPL is significantly faster.
Our results showcase the role of randomization, beyond posterior sampling, in
exploration.
1 Introduction
A multi-armed bandit [19, 5, 20] is an online learning problem where actions of the learning agent
are represented by arms, for example, treatments in a clinical trial or ads on a website. After an arm is
pulled, the agent receives its stochastic reward. The agent aims to maximize its expected cumulative
reward. Since it does not know the expected rewards of the arms in advance, it faces the so-called
exploration-exploitation dilemma: explore, and learn more about the reward distributions of arms; or
exploit, and pull the arm with the highest estimated reward thus far.
A generalized linear bandit [9, 35, 23, 12] is a variant of a multi-armed bandit where the expected
rewards of arms are modeled using a generalized linear model (GLM) [27]. More specifically, the
expected reward is a known function µ, such as a sigmoid, of the dot product of a known feature
vector and an unknown parameter vector. In the clinical example, the feature vector might be a vector
of treatment indicators and the parameter vector can represent the effects of individual treatments.
Most existing algorithms for generalized linear bandits are based on upper confidence bounds
(UCBs). In this work, we propose, analyze, and evaluate two randomized algorithms for such
problems, GLM-TSL and GLM-FPL. Both algorithms pull the arm with the highest estimated reward in a
randomized GLM. GLM-TSL [6, 30] samples a GLM from the Laplace approximation to the posterior
distribution. We also propose a new algorithm, GLM-FPL, which fits a GLM to a randomly perturbed
history of past rewards. Apart from developing GLM-FPL, we make the following contributions. We
bound the n-round regret of GLM-TSL and provide the first regret bound of a Thompson sampling-like
algorithm in GLM bandits where the leading term is O˜(d
√
n); and thus comparable to UCB-like
analyses in this setting. We also evaluate GLM-TSL and GLM-FPL empirically. Both algorithms perform
well in logistic bandits, one of the most important use cases of GLM bandits. Just as importantly, the
general approach can be applied easily to complex generalization models, such as neural networks.
To illustrate this, we apply GLM-TSL and GLM-FPL to high-dimensional classification problems, and
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show that they can learn complex neural network mappings from features to rewards. GLM-FPL has
a superior run time performance, and its simplicity suggests that it may have broad applicability in
complex bandit models.
2 Setting
We use the following notation. Let [n] denote the set {1, . . . , n}. All vectors are column vectors. For
any positive-semi definite (PSD) matrix M , λmin(M) ≥ 0 is the minimum eigenvalue of M . For any
n× n PSD matrices M1 and M2, M1  M2 if and only if x>M1x ≤ x>M2x for all x ∈ Rd. We
define ‖x‖M =
√
x>Mx. Let Ber(x; p) = px(1−p)1−x and Ber(p) be the corresponding Bernoulli
distribution. For any event E, 1{E} = 1 if event E occurs and 1{E} = 0 otherwise. We use O˜ for
big-O notation up to logarithmic factors.
A generalized linear model (GLM) [27] is a probabilistic model where observation Y conditioned on
x ∈ Rd has an exponential-family distribution with mean µ(x>θ), where µ is the mean function and
θ ∈ Rd are model parameters. Let D = {(x`, y`)}n`=1 be a set of n observations, where x` ∈ Rd and
y` ∈ R. The negative log likelihood of D in model θ is L(D; θ) =
∑|D|
`=1 b(x
>
` θ)− y`x>` θ − c(y`),
where c is a real function and b is a twice continuously differentiable function such that the derivative
of b is the mean function, b˙ = µ. The gradient and the Hessian of L(D; θ) with respect to θ are
∇L(D; θ) =
|D|∑
`=1
(µ(x>` θ)− y`)x` , ∇2L(D; θ) =
|D|∑
`=1
µ˙(x>` θ)x`x
>
` , (1)
where µ˙ is the derivative of the mean function µ. The mean function µ is increasing and its derivative
µ˙ is positive. The maximum likelihood estimate (MLE) is a vector θ ∈ Rd such that∇L(D; θ) = 0.
A stochastic GLM bandit [9] is an online learning problem where the learning agent pulls arms
associated with feature vectors. Let K be the number of arms, xi ∈ Rd be the feature vector of arm
i ∈ [K], and θ∗ ∈ Rd be an unknown parameter vector. Then the reward Yi,t of arm i in round
t ∈ [n] is drawn i.i.d. from an exponential-family distribution with mean µi = µ(x>i θ∗). We assume
that ηi,t = Yi,t − µ(x>i θ∗) is σ2-sub-Gaussian, that is E [exp[ληi,t]] ≤ exp[λ2σ2/2] holds for all i,
t, and λ. In round t, the agent pulls arm It ∈ [K] and observes its reward YIt,t. The agent aims to
maximize its expected cumulative reward over n rounds. To simplify notation, let Xt = xIt be the
feature vector of arm It and Yt = YIt,t be its reward.
Without loss of generality, we assume that arm 1 is the unique optimal arm, that is µ1 > maxi>1 µi.
Let ∆i = µ1 − µi be the gap of arm i. Maximization of the expected cumulative reward over n
rounds is equivalent to minimizing the expected n-round regret R(n), where
R(n) =
K∑
i=2
∆iE
[
n∑
t=1
1{It = i}
]
. (2)
3 Algorithms
We study two randomized algorithms for GLM bandits, which have the following general structure.
The algorithm explores in the first τ rounds, so that estimated parameter vectors at subsequent rounds
have “good” properties. We describe the exploration method and how to set τ in Section 4. After
the initialization, the algorithm acts greedily with respect to a randomized parameter vector θ˜t in
round t. In particular, it pulls arm It = arg max i∈[K] µ(x
>
i θ˜t). If this maximum is not unique, any
tie-breaking strategy can be used.
The first algorithm, GLM-TSL, is Thompson sampling [32] with the Laplace approximation. It samples
the parameters of the GLM as θ˜t ∼ N (θ¯t, a2H−1t ), where
θ¯t = arg min
θ∈Rd
L({(X`, Y`)}t−1`=1 ; θ) , Ht =
t−1∑
`=1
µ˙(X>` θ¯t)X`X
>
` , (3)
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and a > 0 is a tunable parameter. GLM-TSL has been evaluated empirically previously and is popular
in practice [6, 30]. In this work, we prove that GLM-TSL has O˜(d
√
n+ d2) regret.
We also propose a follow-the-perturbed leader (FPL) algorithm GLM-FPL. In GLM-FPL, the parameter
vector of the GLM is the MLE on past t− 1 rewards perturbed with Gaussian noise,
θ˜t = arg min
θ∈Rd
L({(X`, Y` + Z`)}t−1`=1 ; θ) , (4)
where Z` ∼ N (0, a2) are Gaussian random variables that are resampled in each round t, indepen-
dently of each other and history, and a > 0 is a tunable parameter. Note that this perturbation does
not change the difficulty of parameter estimation. It only shifts the gradient of the log likelihood by
Z`X` and the Hessian remains positive semi-definite, as can be seen in (1). GLM-FPL is motivated by
the equivalence of posterior sampling and Gaussian noise perturbation in linear bandits [26], when
both the prior and rewards are normally distributed.
GLM-TSL and GLM-FPL have two notable properties. First, these perturbation schemes are sufficiently
general to apply to more complex models, such as neural networks (Section 5). Second, they can
be implemented efficiently when the number of arms is finite, in the sense that the computational
complexity of a single step of iteratively reweighted least squares [34] for parameter estimation is
independent of round t. This follows from the observation that the log likelihood, its derivative, and
its Hessian are additive in individual observations, which have at most K unique features; and that
the sum of i.i.d. Gaussian random variables in GLM-FPL is a Gaussian random variable.
4 Analysis
In this section, we present the analysis of GLM-TSL. One challenge in the analysis is that GLMs
do not have closed-form solutions. However, the solutions can be expressed using the gradient of
the log likelihood (Section 2). In particular, let Lt(θ) = L({(X`, Y`)}t−1`=1 ; θ). Then the maximum
likelihood solution in round t, θ¯t in (3), satisfies∇Lt(θ¯t) = 0. Also note that Ht = ∇2Lt(θ¯t).
Another difference from linear bandits is that µ˙(X>` θ) in Ht can be close to zero. To avoid this, we
explore initially to guarantee that inequality µ˙(X>` θ¯t) ≥ µ˙min holds with a high probability, where
µ˙min = min‖x‖2≤1, ‖θ−θ∗‖2≤1 µ˙(x
>θ) is the minimum derivative of µ in the unit ball centered at θ∗.
This trick [23] requires that ‖xi‖2 ≤ 1 holds for all arms i, and we assume this in our analysis. We
define the maximum derivative of µ as µ˙max = max‖x‖2≤1, θ∈Rd µ˙(x
>θ).
4.1 Regret Bound
Let Ft = σ(I1, . . . , It, YI1,1, . . . , YIt,t) be the σ-algebra generated by the pulled arms and their
rewards by the end of round t ∈ [n]∪{0}. Note that F0 = {∅,Ω}, where Ω is the sample space of the
probability space that holds all random variables. Then (Ft)t is a filtration. Let Pt (·) = P (· | Ft−1)
and Et [·] = E [· | Ft−1] be the conditional probability and expectation, respectively, given the past at
the beginning of round t. Let ∆max = maxi∈[K] ∆i be the maximum expected regret.
Let θ∗ be the unknown parameter vector, θ¯t be the maximum likelihood solution in round t, and
θ˜t be the perturbed solution in round t. At a high level, we bound the regret of GLM-TSL under the
assumptions that θ¯t → θ∗, θ˜t → θ¯t, and θ˜t is sufficiently optimistic. We show that the corresponding
favorable conditions hold with a high probability, and define the corresponding events below.
Recall that Ht = ∇2Lt(θ¯t) and let Gt =
∑t−1
`=1X`X
>
` be the unweighted Hessian in round t. Let
E1,t =
{
∀i ∈ [K] : ∣∣x>i θ¯t − x>i θ∗∣∣ ≤ c1‖xi‖G−1t } (5)
be the event that x>i θ¯t and x
>
i θ∗ are “close” for all arms i in round t, where c1 > 0 is tuned later such
that event E1,t is likely. Specifically, let E¯1,t be the complement of E1,t and E¯1 =
⋃n
t=τ E¯1,t. Then
we choose c1 such that P
(
E¯1
) ≤ p1 for some p1 = O(1/n). This part of the analysis is motivated
by prior work [23], but we reproved their concentration lemma because it contains a subtle error, the
argument on ‖θ¯t − θ∗‖2 ≤ 1 requires a martingale. Let
E2,t =
{
∀i ∈ [K] :
∣∣∣x>i θ˜t − x>i θ¯t∣∣∣ ≤ c2‖xi‖H−1t } (6)
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be the event that x>i θ˜t and x
>
i θ¯t are “close” for all arms i in round t, where c2 > 0 is tuned later
such that event E2,t is likely given any past. More specifically, let E¯2,t be the complement of E2,t.
Then we choose c2 such that Pt
(
E¯2
) ≤ p2 for some p2 = O(1/n). This part of the analysis is novel
and relies on the properties of our perturbation. We also need to guarantee that x>1 θ˜t is sufficiently
“optimistic” given any past. In particular, let
E3,t =
{
x>1 θ˜t − x>1 θ¯t >
√
µ˙maxc1‖x1‖H−1t
}
. (7)
Then we set the tunable parameter a such that Pt (E3,t) ≥ p3 for some p3 > 0. This part of the
analysis is novel and relies on the properties of our perturbation. Finally, we define event
E4,t =
{‖θ¯t − θ∗‖2 ≤ 1}
to control µ˙. Specifically, let E¯4,t be the complement of E4,t and E¯4 =
⋃n
t=τ E¯4,t. Then we set the
number of initial rounds τ such that P
(
E¯4
) ≤ p4 for some p4 = O(1/n). Based on the above events,
we can bound the n-round regret of any algorithm that randomizes θ˜t as follows.
Theorem 1. Let τ be the first round where λmin(Gτ ) ≥ min
{
σ2µ˙−2min(d log(n/d) + 2 log n), 1
}
.
Let A be any algorithm that pulls arm It = arg max i∈[K] µ(x
>
i θ˜t) in rounds t ≥ τ , where θ˜t is
randomized conditioned on Ft−1. Then the n-round regret of algorithm A is bounded as
R(n) ≤ µ˙max
(
c1 +
c2√
µ˙min
)(
1 +
2
p3 − p2
)√
2dn log(2n/d) + ∆max((p1 + p2 + p4)n+ τ) ,
where c1, c2, p1, p2, p3, and p4 are defined as above.
Proof. The regret up to round τ is at most ∆maxτ . Now we introduce events E1,t and E4,t, and get
R(n) ≤
n∑
t=τ
E [Et [∆It1{E1,t, E4,t}]] + ∆max((p1 + p4)n+ τ) .
Then we apply Lemma 3 to Et [∆It1{E1,t, E4,t}] and get that
R(n) ≤ µ˙max
(
c1+
c2√
µ˙min
)(
1+
2
p3 − p2
)
E
[
n∑
t=τ
‖xIt‖G−1t
]
+ ∆max((p1 + p2 + p4)n+ τ) .
Finally, we bound
∑n
t=τ ‖xIt‖G−1t using Lemma 2 in Li et al. [23], which completes the proof.
Now we provide an upper bound on the n-round regret of GLM-TSL.
Theorem 2. Let σ and µ˙min be known, and {vi}di=1 ⊆ {xi}Ki=1 be any basis. Then the n-round
regret of GLM-TSL is R(n) = O˜(d
√
n+ d2).
Proof. To bound the regret of GLM-TSL, we instantiate all tunable parameters in Theorem 1. We
get p1 = 2/n if c1 is chosen as in Lemma 5 with δ = 1/n. By Lemma 6, we get p3 = 0.15 for
a =
√
µ˙maxc1. By Lemma 7 and the union bound, p2 = 1/n when c2 = c1
√
2µ˙max log(2Kn).
Finally, by Lemma 8, p4 = 1/n when the number of initial rounds τ is chosen as in Theorem 1. So,
apart from the number of initial rounds τ , the regret is O˜(d
√
n).
We bound the number of initial rounds τ as follows. Let M =
∑d
i=1 v
>
i vi. Since {vi}di=1 is a
basis, λmin(M) > 0. Then the condition on τ in Theorem 1 is trivially satisfied when each arm in
{vi}di=1 is pulled min
{
σ2µ˙−2min(d log(n/d) + 2 log n), 1
}
λ−1min(M) times. Note that this term is at
most logarithmic in n, which completes the proof.
4.2 Discussion
The regret bound of GLM-TSL in Theorem 2 is O˜(d
√
n + d2). The leading term O˜(d
√
n) matches
the gap-free bounds of GLM-UCB in Filippi et al. [9] and UCB-GLM in Li et al. [23]. As in Agrawal and
Goyal [4], we inflate the covariance matrix H−1t in GLM-TSL by a factor a
2 = O(d log n), which is
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too conservative in practice. We experiment with less conservative settings of a = O(1), which are
known to work well in practice [6, 30], in Section 5.
We attempted to analyze GLM-FPL and failed for the following reason. Based on a similar argument
as in the proof of Lemma 5, θ˜t − θ¯t = V −1
∑t−1
`=1 Z`X` for any Ft−1, where Z` are i.i.d. Gaussian
random variables in (4). Unfortunately, V depends on (Z`)t−1`=1. Therefore, it is hard to characterize
the distribution of θ˜t − θ¯t and carry out a similar anti-concentration argument to Lemma 6.
4.3 Upper Bound on the Expected Per-Round Regret
The key step in our analysis, an upper upper on the expected per-round regret, is stated and proved
below. The novelty in the proof is that we conduct a frequentist analysis of posterior sampling under
two different confidence widths, scaled by G−1t for θ¯t and by H
−1
t for θ˜t.
Lemma 3. Let τ be chosen as in Theorem 1. Then, in any round t ≥ τ ,
Et [∆It1{E1,t, E4,t}] ≤ µ˙max
(
c1 +
c2√
µ˙min
)(
1 +
2
p3 − p2
)
Et
[
‖xIt‖G−1t
]
+ ∆max p2 .
Proof. Let ∆˜i = x>1 θ∗ − x>i θ∗. Let
S¯t =
{
i ∈ [K] : c1‖xi‖G−1t + c2‖xi‖H−1t ≥ ∆˜i
}
be the set of undersampled arms in round t. Note that 1 ∈ S¯t by definition. The set of sufficiently
sampled arms is defined as St = [K] \ S¯t. To simplify notation, let 〈x〉 = c1‖x‖G−1t + c2‖x‖H−1t .
Let Jt = arg min i∈S¯t〈x〉 be the least uncertain undersampled arm in round t.
In all steps below, we assume that events E1,t and E4,t occur. In round t on event E2,t,
∆It ≤ µ˙max ∆˜It = µ˙max
(
∆˜Jt + x
>
Jtθ∗ − x>Itθ∗
)
≤ µ˙max
(
∆˜Jt + x
>
Jt θ˜t − x>It θ˜t + 〈xIt〉+ 〈xJt〉
)
≤ µ˙max (〈xIt〉+ 2〈xJt〉) ,
where the first inequality holds because µ˙max is the maximum derivative of µ, the second is by the
definitions of events E1,t and E2,t, and the last follows from the definitions of It and Jt. Now we
take the expectation of both sides and get
Et [∆It ] = Et [∆It1{E2,t}] + Et
[
∆It1
{
E¯2,t
}]
≤ µ˙max Et [〈xIt〉+ 2〈xJt〉] + ∆max Pt
(
E¯2,t
)
.
The last step is to replace Et [〈xJt〉] with Et [〈xIt〉]. To do so, observe that
Et [〈xIt〉] ≥ Et
[〈xIt〉 ∣∣ It ∈ S¯t]Pt (It ∈ S¯t) ≥ 〈xJt〉Pt (It ∈ S¯t) ,
where the last inequality is from the definition of Jt and that S¯t is Ft−1-measurable. We rearrange
the inequality as 〈xJt〉 ≤ Et [〈xIt〉] / Pt
(
It ∈ S¯t
)
and bound Pt
(
It ∈ S¯t
)
from below next.
On event E1,t,
Pt
(
It ∈ S¯t
) ≥ Pt(∃i ∈ S¯t : x>i θ˜t > max
j∈St
x>j θ˜t
)
≥ Pt
(
x>1 θ˜t > max
j∈St
x>j θ˜t
)
≥ Pt
(
x>1 θ˜t > max
j∈St
x>j θ˜t, E2,t occurs
)
≥ Pt
(
x>1 θ˜t > x
>
1 θ∗, E2,t occurs
)
≥ Pt
(
x>1 θ˜t > x
>
1 θ∗
)
− Pt
(
E¯2,t
)
.
Note that we require a sharp inequality because x>i θ˜t ≥ maxj∈St x>j θ˜t does not guarantee that arm i
is pulled. The fourth inequality holds because on event E1,t ∩ E2,t,
x>j θ˜t ≤ x>j θ∗ + 〈xj〉 < x>j θ∗ + ∆˜j = x>1 θ∗
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holds for any j ∈ St. We further bound Pt
(
x>1 θ˜t > x
>
1 θ∗
)
from below. On event E1,t,
Pt
(
x>1 θ˜t > x
>
1 θ∗
)
≥ Pt
(
x>1 θ˜t − x>1 θ¯t > c1‖x1‖G−1t
)
holds from x>1 θ∗ ≤ x>1 θ¯t + c1‖x1‖G−1t . Moreover,
Pt
(
x>1 θ˜t − x>1 θ¯t > c1‖x1‖G−1t
)
≥ Pt
(
x>1 θ˜t − x>1 θ¯t >
√
µ˙maxc1‖x1‖H−1t
)
= Pt (E3,t)
holds by Lemma 4. Now we chain all inequalities and get
Et [∆It ] ≤ µ˙max
(
1 +
2
Pt (E3,t)− Pt
(
E¯2,t
))Et [〈xIt〉] + ∆max Pt (E¯2,t) .
Finally, on event E4,t, 〈xIt〉 ≤ (c1 +c2/
√
µ˙min)‖xIt‖G−1t holds by Lemma 4. We use the definitions
of p2 and p3 in Section 4.1 to complete the proof.
4.4 Key Lemmas
Our main lemmas are stated below. We defer longer proofs to Appendix A. Lemma 4 says that the
weighted and unweighted Hessians are related when θ¯t is “close” to θ∗. This allows for a similar
analysis to Agrawal and Goyal [4]. Lemma 5 says that θ¯t in (3) concentrates at θ∗ at an appropriate
rate. Lemma 6 is an anti-concentration lemma, and says that θ˜t is sufficiently optimistic with respect
to θ¯t. Lemma 7 says that θ˜t concentrates at θ¯t in (3) at an appropriate rate. Lemma 8 states conditions
under which θ¯t and θ∗ are “close”.
Lemma 4. In any round t, ∇2Lt(θ)  µ˙maxGt and µ˙−1maxG−1t  (∇2Lt(θ))−1 holds for any θ.
Now suppose that ‖θ¯t − θ∗‖2 ≤ 1. Then for any u ∈ [0, 1] and θ = uθ¯t + (1 − u)θ∗, we have
µ˙minGt  ∇2Lt(θ) and (∇2Lt(θ))−1  µ˙−1minG−1t .
Proof. The claims follow directly from the definitions of∇2Lt(θ) and Gt.
Lemma 5. Let τ be chosen as in Lemma 8. Then
∀i ∈ [K] : ∣∣x>i θ¯t − x>i θ∗∣∣ ≤ c1‖xi‖G−1t , c1 = σµ˙−1min√d log(n/d) + 2 log(1/δ)
holds jointly in all rounds t ≥ τ with probability of at least 1− 2δ.
Lemma 6. For any a > 0 and non-zero x ∈ Rd, Pt
(
x>θ˜t − x>θ¯t > a‖x‖H−1t
)
≥ 0.15.
Proof. By definition, x>θ˜t − x>θ¯t ∼ N (0, a2x>H−1t x). Thus, a‖x‖H−1t is one standard deviation
of x>θ˜t − x>θ¯t, and our claim holds from the properties of the normal distribution.
Lemma 7. For any c > 0 and x ∈ Rd, Pt
(∣∣∣x>θ˜t − x>θ¯t∣∣∣ ≥ c‖x‖H−1t ) ≤ 2 exp [−c2/(2a2)].
Proof. For any normal random variable U ∼ N (0, σ2) and ε > 0, P (|U | ≥ ε) ≤ 2 exp[−ε2/(2σ2)].
By definition, x>θ˜t − x>θ¯t ∼ N (0, a2x>H−1t x). Now we apply our concentration inequality to
U = x>θ˜t − x>θ¯t and ε = c‖x‖H−1t , and get our claim.
Lemma 8. Let τ be any round such that λmin(Gτ ) ≥ min
{
σ2µ˙−2min(d log(n/d) + 2 log(1/δ)), 1
}
.
Then ‖θ¯t − θ∗‖2 ≤ 1 holds jointly in all rounds t ≥ τ with probability of at least 1− δ.
5 Experiments
We conduct two experiments. In Section 5.1, we compare GLM-TSL and GLM-FPL to existing algo-
rithms for GLM bandits to assess their exploration efficiency and empirical regret. Because of their
simplicity and generality, both algorithms can be readily applied to more complex generalization
models than GLMs. In Section 5.2, we assess their performance on complex contextual bandit
problems with neural network generalization models.
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Figure 1: Evaluation of GLM-TSL and GLM-FPL in logistic bandits. The plots show the n-round regret
as a function of n, for d = 5 and d = 20. We experiment with a = 2 (dotted lines), a = 1 (solid
lines), and a = 0.5 (dashed lines). The table shows run times (in seconds) at n = 50000.
5.1 Logistic Bandit
The first experiment is conducted with a logistic bandit, a GLM bandit where µ(v) = 1/(1+exp[−v])
and Yi,t ∼ Ber(µ(x>i θ∗)). We experiment with dimensions d from 5 to 20. The number of arms
is K = 100. To avoid biases, we randomly generate problem instances. Specifically, the feature
vector xi of arm i is drawn uniformly at random from hypercube [−1, 1]d and the parameter vector is
generated as θ∗ ∼ N (0, 3d−2Id), where Id is a d × d identity matrix. By design, var
[
x>i θ∗
]
= 1
and x>i θ∗ ∈ [−4, 4] holds with a high probability. The horizon is n = 50000 rounds and our results
are averaged over 100 problem instances.
We compare our algorithms to GLM-UCB [9], UCB-GLM [23], and the ε-greedy policy [31, 5] with a
logistic model. In GLM-UCB and UCB-GLM, the minimum derivative of the mean function is set to
the most optimistic value of 0.25. All remaining parameters are set as suggested by the authors.
Both GLM-UCB and UCB-GLM are initialized in the same way as GLM-TSL and GLM-FPL, by pulling
d linearly independent arms in {xi}Ki=1. In the ε-greedy policy, the exploration rate in round t is
εt = min{1, 0.025 t− 12 }, which results in about 5% exploration rate. We experiment with three
practical values of perturbation scales a: 2, 1, and 0.5.
Our results are shown in Figure 1. GLM-TSL performs well with a = 1, as used in prior work [6, 30].
The value of a in GLM-FPL needs to be reduced to a = 0.5 to get a comparable regret. The run time
of GLM-FPL is about a half of that of GLM-TSL, because it does not sample from the posterior. The
run times of GLM-FPL and the ε-greedy policy are comparable, and are the fastest in this experiment.
Overall, both GLM-TSL and GLM-FPL achieve state-of-the-art performance on logistic bandits.
5.2 Deep Bandit
The second experiment is conducted with contextual bandits, which are generated from supervised
learning datasets as follows. We fix a dataset D and target label c. The examples with label c have
reward one and all other examples have reward zero. In round t, the agent is presented K = 5 random
examples xi,t from D that represent arms. Exactly one arm has reward one. The agent maintains a
single generalization model that maps features xi,t to rewards. The goal is to learn a good mapping
quickly. Since we compare different and imperfect reward models, the performance metric is the
per-round reward in n rounds,
∑n
t=1 Yt/n.
We experiment with two datasets: MNIST and CIFAR-10. The MNIST dataset [22] contains 50 000
28 × 28 gray-scale images of handwritten digits 0-9. The CIFAR-10 dataset [15] contains 60 000
32 × 32 color images in 10 different non-overlapping classes. We generate 50 contextual bandit
instances for each dataset, 5 for each class in each dataset. The horizon is n = 50000 rounds and we
report average rewards over all instances in each dataset.
We implement GLM-FPL with neural network generalization using ensemble sampling [26] and call
it DeepFPL. Ensemble sampling is an approximation to generating new noise in each round. Our
ensemble contains 3 neural network models. In round t, one model is chosen randomly, DeepFPL
pulls the most rewarding arm under that model, and then the training set of each model is updated
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Figure 2: Evaluation of DeepTSL (solid lines) and DeepFPL (dashed lines) on two contextual bandit
problems in Section 5.2. All standard errors are below 0.05 and we do not report them to reduce
clutter. The table shows run times (in seconds) at n = 50000 rounds.
with example (X`, Y` + Z), where Z ∼ N (0, 1) is i.i.d. Gaussian noise. All models are updated
by stochastic gradient descent in each round, on a mini-batch of 128 random past examples with
learning rate 0.03. We experiment with various neural network architectures: a single hidden-layer
fully-connected neural network with h = 10 and h = 100 hidden neurons, and logistic regression
(h = 0). Our implementation is in Keras [8] with a tanh hidden layer and a sigmoid output layer. We
also experiment with 50 and 500 input features obtained by random projections. We set a = 1.
DeepTSL is implemented similarly to DeepFPL, except that we have a single model and do not add
Gaussian noise. We follow LeCun et al. [21] and Ritter et al. [29] to obtain a Laplace approximation
in neural networks. Specifically, we construct a Kronecker factored approximation to the Hessian
using gradient information. Let Hˆt,i be that approximation in layer i in round t. The posterior weights
in layer i are sampled as Wt,i ∼ N (θ¯t,i, a2Hˆ−1t,i ), where θ¯t,i are the maximum likelihood weights
in layer i in round t. Note that a Kronecker factored Hˆt,i has a factored structure that allows for an
efficient inversion. We set a = 0.1.
Our results are reported in Figure 2. We observe that neural networks significantly outperform logistic
regression. DeepTSL and DeepFPL have comparable rewards. But the run time of DeepFPL can be
significantly faster. At d = 500 and h = 100, it is more than 4 times faster. This experiment shows
that our designs generalize easily to complex models. While they do not have regret guarantees, they
perform well empirically, with GLM-FPL having especially attractive computational performance.
6 Related Work
Abeille and Lazaric [2] proved that GLM-TSL has O˜(d
3
2
√
n) regret when the set of arms is infinite. We
prove that GLM-TSL has O˜(d
√
n+ d2) regret when the set of arms is finite, which is an improvement
of
√
d at
√
n in our setting. Our result matches that of Abeille and Lazaric [2] in the infinite arm
setting. In particular, if the space of arms was discretized on an ε-grid, the number of arms would be
K = ε−d and
√
logK in the proof of Theorem 2 would be
√
d log(1/ε). Our analysis differs from
that of Abeille and Lazaric [2], and follows the outline of Agrawal and Goyal [4]. Also note that we
match most existing regret bounds in GLM bandits [9, 35, 23, 12], which are O˜(d
√
n).
GLM-TSL is a Thompson sampling-like algorithm. Thompson sampling [32, 3, 30] is relatively well
understood in linear bandits [4, 33]. But it is hard to generalize to non-linear problems because
their posterior distributions do not have closed forms. Therefore, posterior sampling in Thompson
sampling has to be approximated. Posterior approximations in multi-armed bandits are costly and
lack regret guarantees [10, 14, 26, 28, 24, 25]. In this work, we provide a regret guarantee.
GLM-FPL is a follow-the-perturbed leader (FPL) algorithm [11, 13]. Although we do not analyze it,
Gaussian noise clearly does not break the structure of GLMs (Section 3). Therefore, we believe that
it is sound. GLM-FPL is also related to perturbed-history exploration [16, 17, 18]. Kveton et al. [18]
proposed an algorithm for logistic bandits that explores by perturbing its history with Bernoulli noise.
This algorithm is not analyzed and is less general than GLM-FPL.
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7 Conclusions
We study two randomized algorithms for GLM bandits, GLM-TSL and GLM-FPL, which perturb the
maximum likelihood estimate in round t. We analyze GLM-TSL and prove that its n-round regret is
O˜(d
√
n+ d2). Both GLM-TSL and GLM-FPL perform well empirically and can be easily generalized
to more complex problems. Our experiments with neural networks are extremely encouraging, and
indicate that our perturbations could be analyzed beyond GLM bandits. We plan to conduct such
analyses in future work.
Our current analysis is under the assumption that the feature vectors of arms are fixed over time. This
assumption can be lifted. The only part of the proof that changes is that the number of rounds τ
after which the condition on λmin(Gτ ) in Theorem 1 holds becomes a random variable. Li et al. [23]
bounded the behavior of this variable and we can directly reuse their result.
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A Technical Lemmas
We need an extension of Theorem 1 in Abbasi-Yadkori et al. [1], which is concerned with concen-
tration of a certain vector-valued martingale. The setup of the claim is as follows. Let (Ft)t≥0 be a
filtration, (ηt)t≥1 be a stochastic process such that ηt is real-valued and Ft-measurable, and (Xt)t≥1
be another stochastic process such that Xt is Rd-valued and Ft−1-measurable. We also assume that
(ηt)t is conditionally R2-sub-Gaussian, that is
∀λ ∈ R : E [exp[ληt] | Ft−1] ≤ exp
[
λ2R2
2
]
. (8)
We call the triplet ((Xt)t, (ηt)t,F) “nice” when these conditions hold. The modified claim is stated
and proved below.
Lemma 9. Let ((Xt)t, (ηt)t,F) be a “nice” triplet, St =
∑t
s=1 ηsXs, Vt =
∑t
s=1XsX
>
s ; and for
V  0, let τ0 = min {t ≥ 1 : Vt  V }. Then for any δ ∈ (0, 1) and F-stopping time τ ≥ 1 such
that τ ≥ τ0 holds almost surely, with probability of at least 1− δ,
‖Sτ‖2V −1τ ≤ 2R
2 log
(
det(Vτ )
1
2 det(Vτ0)
− 12
δ
)
.
Proof. The proof in Abbasi-Yadkori et al. [1] can easily adjusted as follows. If ((Xt)t, (ηt)t,F) is a
“nice” triplet, then for any δ ∈ (0, 1), F0-measurable matrix V  0, and stopping time τ ≥ 1,
P
(
‖Sτ‖2V −1τ ≤ 2R
2 log
(
det(Vτ )
1
2 det(Vτ0)
− 12
δ
)∣∣∣∣∣F0
)
≥ 1− δ . (9)
Now, for t ≥ 0, let X ′t = Xτ0+t, η′t = ητ0+t, and F ′t = Fτ0+t. Then ((X ′t)t≥1, (η′t)t≥1, (F ′t)t≥0) is
a nice triplet and the result follows from (9).
We use the last lemma to prove the following result.
Lemma 8. Let τ be any round such that λmin(Gτ ) ≥ min
{
σ2µ˙−2min(d log(n/d) + 2 log(1/δ)), 1
}
.
Then ‖θ¯t − θ∗‖2 ≤ 1 holds jointly in all rounds t ≥ τ with probability of at least 1− δ.
Proof. Let St =
∑t−1
`=1(µ(X
>
` θ∗)− Y`)X`. By the same argument as in the proof of Theorem 1 in
Li et al. [23], who apply Lemma A of Chen et al. [7],
‖St‖G−1t ≤ µ˙min
√
λmin(Gt) =⇒ ‖θ¯t − θ∗‖2 ≤ 1
holds in any round t. Now fix any τ such that λmin(Gτ ) ≥ 1. For any t ≥ τ , Gt  Gτ and thus
‖St‖G−1t ≤ µ˙min
√
λmin(Gτ ) =⇒ ‖θ¯t − θ∗‖2 ≤ 1 . (10)
In the next step, we bound ‖St‖G−1t from above. By Lemma 9,
‖St‖2G−1t ≤ 2σ
2 log(det(Gt)
1
2 det(Gτ )
− 12 /δ)
holds jointly in all rounds t ≥ τ with probability of at least 1− δ. By the same argument as in Lemma
11 in Abbasi-Yadkori et al. [1] and from ‖Xt‖2 ≤ 1, we get log det(Gt) ≤ d log(n/d). In addition,
by the choice of τ , det(Gτ )−1 ≤ 1. It follows that
‖St‖2G−1t ≤ σ
2(d log(n/d) + 2 log(1/δ))
holds jointly in all rounds t ≥ τ with probability of at least 1− δ. Therefore, to guarantee that (10)
holds, we need λmin(Gτ ) ≥ σ2µ˙−2min(d log(n/d) + 2 log(1/δ)). This completes the proof.
Now we prove that θ¯t in (3) concentrates at θ∗ at an appropriate rate.
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Lemma 5. Let τ be chosen as in Lemma 8. Then
∀i ∈ [K] : ∣∣x>i θ¯t − x>i θ∗∣∣ ≤ c1‖xi‖G−1t , c1 = σµ˙−1min√d log(n/d) + 2 log(1/δ)
holds jointly in all rounds t ≥ τ with probability of at least 1− 2δ.
Proof. Let St =
∑t−1
`=1(µ(X
>
` θ∗)− Y`)X`. Then
St = ∇Lt(θ∗) = ∇Lt(θ∗)−∇Lt(θ¯t) =
∫ 1
u=0
∇2Lt(uθ¯t + (1− u)θ∗) du︸ ︷︷ ︸
V
(θ∗ − θ¯t) ,
where the first equality is by definition in (1) and the second is by ∇Lt(θ¯t) = 0. Now we rearrange
the equality as V −1St = θ∗ − θ¯t and note that µ˙minGt  V on event E4,t, since by Lemma 4 the
inequality holds for any matrix in the integral.
On event E4,t, we have from the above discussion that
‖θ¯t − θ∗‖2Gt = (θ∗ − θ¯t)>Gt(θ∗ − θ¯t) = S>t V −1GtV −1St
≤ µ˙−2minS>t G−1t St ≤ σ2µ˙−2min(d log(n/d) + 2 log(1/δ)) , (11)
where the last inequality is by Lemma 9 and holds jointly in all rounds t ≥ τ with probability of at
least 1− δ. By Lemma 8, event E4,t occurs jointly in all rounds t ≥ τ with probability of at least
1− δ. It follows that (11) holds jointly in all rounds t ≥ τ with probability of at least 1− 2δ.
Finally, by the Cauchy-Schwarz inequality, x>i θ¯t − x>i θ∗ ≤ ‖θ¯t − θ∗‖Gt‖xi‖G−1t holds for any arm
i and round t. This completes the proof.
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