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Abstract
Using a multiplicative reparametrization, I show that a subclass of Lq penalties with q ≤ 1
can be expressed as sums of L2 penalties. It follows that the lasso and other norm-penalized
regression estimates may be obtained using a very simple and intuitive alternating ridge regres-
sion algorithm. As compared to a similarly intuitive EM algorithm for Lq optimization, the
proposed algorithm avoids some numerical instability issues and is also competitive in terms
of speed. Furthermore, the proposed algorithm can be extended to accommodate sparse high-
dimensional scenarios, generalized linear models, and can be used to create structured sparsity
via penalties derived from covariance models for the parameters. Such model-based penalties
may be useful for sparse estimation of spatially or temporally structured parameters.
Keywords: cyclic coordinate descent, generalized linear model, linear regression, optimization,
ridge regression, sparsity, spatial autocorrelation.
1 Introduction
Consider estimation for the normal linear regression model y ∼ Nn(Xβ, σ2I), where X ∈ Rn×p is
a matrix of predictor variables and β ∈ Rp is a vector of regression coefficients to be estimated.
A least squares estimate is a minimizer of the residual sum of squares ||y − Xβ||2. A popular
alternative estimate is the lasso estimate (Tibshirani, 1996), which minimizes ||y−Xβ||2 + λ||β||1,
a penalized residual sum of squares that balances fit to the data against the possibility that some
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or many of the elements of β are small or zero. Indeed, minimizers of this penalized sum of squares
may have elements that are exactly zero.
There exists a large variety of optimization algorithms for finding lasso estimates (see Schmidt
et al. (2007) for a review). However, the details of many of these algorithms are somewhat opaque
to data analysts who are not well-versed in the theory of optimization. One exception is the local
quadratic approximation (LQA) algorithm of Fan and Li (2001), which proceeds by iteratively
computing a series of ridge regressions. Fan and Li (2001) also suggested using LQA for non-
convex Lq penalization when q < 1, and this technique was used by Kaba´n and Durrant (2008) and
Kaba´n (2013) in their studies of non-convex Lq-penalized logistic regression. However, LQA can
be numerically unstable for some combinations of models and penalties. To remedy this, Hunter
and Li (2005) suggested optimizing a surrogate “perturbed” objective function. This perturbation
must be user-specified, and its value can affect the parameter estimate. As an alternative to using
local quadratic approximations, Zou and Li (2008) suggest Lq-penalized optimization using local
linear approximations (LLA). While this approach avoids the instability of LQA, the algorithm is
implemented by iteratively solving a series of L1 penalization problems for which an optimization
algorithm must be chosen as well.
This article develops a simple alternative technique for obtaining Lq-penalized regression esti-
mates for many values of q ≤ 1. The technique is based on a non-identifiable Hadamard product
parametrization (HPP) of β as β = u◦ v, where “◦” denotes the Hadamard (element-wise) product
of the vectors u and v. As shown in the next section, if uˆ and vˆ are optimal L2-penalized values
of u and v, then βˆ = uˆ ◦ vˆ is an optimal L1-penalized value of β. An alternating ridge regression
algorithm for obtaining uˆ ◦ vˆ is easy to understand and implement, and is competitive with LQA
in terms of speed. Furthermore, a modified version of HPP can be adapted to provide fast conver-
gence in sparse, high-dimensional scenarios. In Section 3 we consider extensions of this algorithm
for non-convex Lq-penalized regression with q ≤ 1. As in the L1 case, Lq-penalized linear regression
estimates may be found using alternating ridge regression, whereas estimates in generalized linear
models can be obtained with a modified version of an iteratively reweighted least squares algorithm.
In Section 4 we show how the HPP can facilitate structured sparsity in parameter estimates: The
L2 penalty on the vectors u and v can be interpreted as independent Gaussian prior distributions
on the elements of u and v. If instead we choose a penalty that mimics a dependent Gaussian
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prior, then we can achieve structured sparsity among the elements of βˆ = uˆ ◦ vˆ. This technique is
illustrated with an analysis of brain imaging data, for which a spatially structured HPP penalty
is able to identify spatially contiguous regions of differential brain activity. A discussion follows in
Section 5.
2 L1 optimization using the HPP and ridge regression
2.1 The Hadamard product parametrization
The lasso or L1-penalized regression estimate βˆ of β for the model y ∼ Np(Xβ, σ2I) is the minimizer
of ||y −Xβ||2 + λ||β||1, or equivalently of the objective function
f(β) = β>Qβ − 2β>l + λ||β||1, (1)
where Q = X>X and l = X>y. Now reparametrize the model so that β = u ◦ v, where “◦” is
the Hadamard (element-wise) product. We refer to this parametrization as the Hadamard product
parametrization (HPP). Estimation of u and v using L2 penalties corresponds to the following
objective function:
g(u, v) = (u ◦ v)>Q(u ◦ v)− 2(u ◦ v)>l + λ(u>u+ v>v)/2. (2)
Consideration of this parametrization and objective function may seem odd, as the values of u and v
beyond their element-wise product β are not identifiable from the data. However, g is differentiable
and biconvex, and its local minimizers can be found using a very simple alternating ridge regression
algorithm. Furthermore, there is a correspondence between minimizers of g and minimizers of f ,
which we state more generally as follows:
Lemma 1. Let f(β) = h(β) + λ||β||1 and g(u, v) = h(u ◦ v) + λ(u>u+ v>v)/2. Then
1. infβ f(β) = infu,v g(u, v);
2. if (uˆ, vˆ) is a local minimum of g, then βˆ = uˆ ◦ vˆ is a local minimum of f .
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Proof. To show item 1 we write u = β/v, where “/” denotes element-wise division, so that
inf
u,v
g(u, v) = inf
β,v
g(β/v, v)
= inf
β
inf
v
{
h(β) + λ
(||β/v||2 + ||v||2) /2}
= inf
β
{
h(β) + λ inf
v
(||β/v||2 + ||v||2) /2} .
The inner infimum over v is attained, and a minimizer v˜ can be can be found element-wise. The
jth element v˜j of a minimizer v˜ is simply a minimizer of β
2
j /v
2
j + v
2
j . If βj is zero then v˜j = 0 is the
unique global minimizer. Otherwise, this function is strictly convex in v2j with a unique minimum
at v˜2j = |βj |. The inner minimum is therefore
||β/v˜||2 + ||v˜||2 =
p∑
j=1
(
β2j /v˜
2
j + v˜
2
j
)
=
p∑
j=1
(
β2j /|βj |+ |βj |
)
= 2||β||1,
and so
inf
u,v
g(u, v) = inf
β,v
g(β/v, v)
= inf
β
{
h(β) + λmin
v
(||β/v||2 + ||v||2) /2}
= inf
β
{h(β) + λ||β||1} = inf
β
f(β).
This proves item 1. In this proof, we saw that the constrained minimum of u>u+ v>v subject to
u ◦ v = β is attained when u2j = v2j = |βj |. Since h only depends on u ◦ v, a local minimizer (uˆ, vˆ)
of g must also be a minimizer of u>u + v>v subject to the constraint that u ◦ v = uˆ ◦ vˆ = βˆ, and
so uˆ2j = vˆ
2
j = |βˆj |, giving a local minimum value of g(uˆ, vˆ) = h(βˆ) + λ||βˆ||1 = f(βˆ). That this must
be a local minimum of f follows from the fact that the image of any ball in Rp × Rp around (uˆ, vˆ)
under the mapping (u, v)→ u ◦ v contains a ball in Rp around uˆ ◦ vˆ. This proves item 2.
We now return to the definitions of f and g in Equations (1) and (2), where h(β) = β>Qβ−2β>l.
Since all local minimizers of f are global minimizers (Tibshirani, 2013), item 2 of the lemma
shows that any local minimizer (uˆ, vˆ) of g provides a global optimizer βˆ = uˆ ◦ vˆ of the lasso
objective function. In other words, lasso estimates can be obtained from local minimizers of g.
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Such minimizers can be found with a simple and intuitive alternating ridge regression algorithm.
To see this, rewrite (u ◦ v)>Q(u ◦ v) as u>(Q ◦ vv>)u, and (u ◦ v)>l as u>(v ◦ l), so that
g(u, v) = u>(Q ◦ vv> + λ2 )u+ 2u>(v ◦ l) + λv>v/2.
This is quadratic in u for fixed v, with a unique minimizer of u˜ = (Q◦vv>+ λ2 I)−1(l ◦v). Similarly,
the unique minimizer of g(u, v) in v for fixed u is v˜ = (Q◦uu>+ λ2 I)−1(l◦u). Iteratively optimizing
u and then v given each other’s current value is a type of coordinate descent algorithm. Since
each conditional minimizer is unique, the algorithm will converge to a stationary point (uˆ, vˆ) of g
(Luenberger and Ye, 2008). At convergence, derivatives can be calculated to check if the point is a
local minimizer (and therefore also a global minimizer). Alternatively, the optimality of βˆ = uˆ ◦ vˆ
can be evaluated by checking if the Karush-Kuhn-Tucker (KKT) conditions are approximately met:
Following Tibshirani (2013), the vector βˆ is a global minimizer of f if
2(lj − [Qβˆ]j)/λ = sign(βˆj) if βˆj 6= 0, (3)
2(lj − [Qβˆ]j)/λ ∈ [−1, 1] if βˆj = 0. (4)
It is interesting to note that any stationary point (uˆ, vˆ) of g(u, v) will give a value βˆ = uˆ ◦ vˆ that
satisfies (3). To see this, note that at a critical point we have (Q◦ vˆvˆ>+ λ2 I)uˆ = l ◦ vˆ, which implies
uˆj = 2vˆj(lj − [Q(uˆ ◦ vˆ)]j)/λ.
Similarly, vˆj = 2uˆj(lj − [Q(uˆ ◦ vˆ)]j)/λ. If βˆj = uˆj vˆj 6= 0, then neither uˆj nor vˆj equal zero either,
and so uˆj/vˆj = 2(lj − [Q(uˆ ◦ vˆ)]j)/λ = vˆj/uˆj . This implies that uˆ2j = vˆ2j , or equivalently,
2(lj − [Qβˆ]j)/λ = uˆj
vˆj
=
sign(uˆj)
sign(vˆj)
= sign(uˆj vˆj) = sign(βˆj),
and so condition (3) is met. Not all stationary points will satisfy (4), though. For example, the
point (0, 0) ∈ Rp × Rp is a stationary point of g but is not a local minimum and does not satisfy
(4). However, in all of the numerical examples I have evaluated, the HPP algorithm has converged
to objective function values that were as good or better than those of other algorithms.
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2.2 Numerical evaluation
The HPP provides a simple, intuitive algorithm for obtaining lasso regression estimates. Given a
starting value v (such as one based on an OLS or ridge regression estimate), the algorithm is to
iterate steps 1 and 2 below until a convergence criteria is met:
1. Set u = (Q ◦ vv> + λ2 I)−1(l ◦ v);
2. Set v = (Q ◦ uu> + λ2 I)−1(l ◦ u).
One justification of the HPP algorithm is that, for some researchers, optimization of g via this
HPP algorithm may be more intuitive and easier to code than alternative optimization schemes
for f that require an understanding of convex optimization. With this in mind, it is of interest
to compare the convergence of the HPP algorithm to other intuitive and/or easy to implement
algorithms. One such algorithm is the local quadratic approximation (LQA) algorithm of Fan and
Li (2001), which also proceeds via iterative ridge regression. Specifically, one iteration of the LQA
algorithm is as follows:
1. Compute D = diag(|β1|−1, . . . , |βp|−1);
2. Set β = (Q+ λ2D)
−1l.
The idea behind this algorithm is that βTDβ/2 is a quadratic approximation to the L1 penalty ||β||1
in a neighborhood around the current value of β. This algorithm can equivalently be interpreted as
an EM algorithm for finding the posterior mode of β under independent Laplace prior distributions
on the elements of β (Figueiredo, 2003). However, inspection of the algorithm reveals a potential
problem: As entries of βj approach zero the corresponding diagonal entries of D approach infinity,
which could lead to numerical instability in the calculation of the update to β in step 2 of the
algorithm. In particular, the condition number of the matrix Q + q λ2D will generally approach
infinity as entries of β approach zero. Hunter and Li (2005) propose to remedy to this potential
numerical instability of LQA by perturbing the update in step 2 so that D remains bounded.
In the context of L1-penalized estimation, this modification amounts to replacing |βj |−1, the jth
diagonal element of D, with (|βj |+ )−1, where  is some small positive number, thereby ensuring
that the condition number of Q + λ2D does not go to infinity. Note that in contrast, the matrices
Q◦vv>+ λ2 I and Q◦uu>+ λ2 I in steps 1 and 2 of the HPP algorithm require no such modification,
6
0 10 20 30 40 50
−
8
−
6
−
4
−
2
0
iteration
lo
g 1
0(1
−
w
)
HPP
LQA
CCD
l
l
HPP LQA
1.
4
1.
5
1.
6
1.
7
lo
g 1
0 
rid
ge
 re
gr
es
sio
ns
Figure 1: Simulation results for L1-penalized regression. The left panel shows the progress of each
algorithm per iteration, on average across the 100 datasets. The right panel shows the variability
in the number of ridge regressions required until the convergence criterion is met.
and remain well-conditioned as elements of u or v approach zero. Another natural candidate
for comparison to the HPP algorithm is the “shooting” cyclic coordinate descent (CCD) algorithm
described by Fu (1998). This algorithm optimizes the objective function iteratively for each element
of β using directional derivatives. While somewhat more complex than HPP and LQA in terms
of understanding and implementation, CCD does not require matrix inversions and is perhaps the
most popular algorithm for obtaining L1-penalized regression coefficients.
The convergence properties of the HPP, CCD and -perturbed LQA algorithms (with  = 10−12)
were compared on 100 datasets that were simulated from the linear regression model y ∼ Nn(Xβ, I).
A different value of β was generated for each dataset, with entries simulated independently from a
50-50 mixture of a point-mass at zero and a mean-zero normal distribution with a standard deviation
of 1/2. For each dataset, the entries of the design matrix X were independently simulated from a
standard normal distribution. Results are presented here for the case that n = 150 and p = 100.
Other simulation scenarios may be explored using the replication code available at my website.
For each simulated dataset, a moment-based empirical Bayes estimate of λ was obtained and
all three algorithms were iterated 50 times, starting at the unpenalized least squares estimate. Let
f(β
(i)
h ), f(β
(i)
l ) and f(β
(i)
c ) denote the values of the objective function at the ith iterate of the
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HPP, LQA and CCD algorithms, respectively. Letting fmax = max{f(β(1)h ), f(β(1)l ), f(β(1)c )} and
fmin = min{f(β(50)h ), f(β(50)l ), f(β(50)s )}, the value of wih = (fmax − f(β(i)h ))/(fmax − fmin) ∈ [0, 1]
measures the progress of the HPP algorithm at iterate i, and wil and w
i
c can be defined similarly
for the LQA and CCD algorithms. The upper-left panel of Figure 1 plots the values of wih, w
i
l
and wic for each iteration i, on average across the 100 simulated datasets. The HPP algorithm
makes substantially faster progress than either of the other two algorithms initially. However,
HPP requires two ridge regressions per iteration, whereas LQA requires only one. To compare the
computational costs of these algorithms, we need to evaluate the number of iterations each requires
to find a solution. To this end, each of the three algorithms was iterated until
max
j
{
(β
(i)
j − β(i+1)j )2
n∑
k=1
x2k,j
}
≤ δ, (5)
where δ was taken to be δ = 10−6. The left side of this inequality is the convergence statistic used
by the R-package glmnet (Friedman et al., 2010).
Objective functions and parameter estimates at convergence were compared across all three
algorithms, and there was no evidence of any substantial differences: Relative differences in ob-
jective function values were below 0.001% (10−5) for all 100 datasets, and relative squared differ-
ences among parameter estimates βˆ and fitted values Xβˆ were also all less than 0.001%. The
relative mean-squared estimation error ||βˆ − β||2/||β||2 and the mean-squared prediction error
||X(βˆ − β)||2/||Xβ||2 were 0.083 and 0.084, respectively, for all three algorithms.
The median numbers of iterations until convergence criterion (5) was met were 16, 34 and 29
for HPP, LQA and CCD respectively. The variability in the number of iterations until convergence
for HPP and LQA is displayed in the second panel of Figure 1, where for comparison the results
are given in terms of the number of ridge regressions required until convergence. Roughly speaking,
HPP takes twice as much time per iteration but requires slightly less than half as many iterations
to converge, resulting in a small reduction in average computational costs relative to LQA.
The computational costs of CCD are hard to compare to those of HPP and LQA as CCD involves
different types of calculations at each iteration: CCD updates each of the p coefficients cyclically,
whereas HPP and LQA update multiple parameters at once but require matrix inversions at each
iteration. An informal comparison on my desktop computer gave the total run-time to convergence
for all 100 datasets being 0.96, 1.10 and 3.40 seconds for the HPP, LQA and CCD algorithms
respectively, using convergence criteria (5) with δ = 10−6. All algorithms were coded in the R
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programming environment using no C or FORTRAN code. It is likely that the runtime of CCD
would improve relative to the other methods if such code were used, as each iteration of CCD
involves a for-loop over the elements of β which is particularly slow in R.
2.3 HPP for sparse high-dimensional regression
While simple to explain and implement, the HPP algorithm requires two matrix inversions per
iteration and so becomes increasing computationally costly as p increases. Such costs can be
reduced by updating u and v via Cholesky decompositions instead of matrix inversions (see the
replication code for details), but these calculations still require O(p3) operations per decomposition.
However, the structure of the HPP algorithm permits a modification that can substantially
reduce computational costs in sparse high-dimensional settings. Recall that the HPP update for
the vector u is u = (Q ◦ vv> + λ2 I)−1(l ◦ v), with an analogous update for v. If v is sparse then so
is l ◦ v, and the rows and columns of the matrix (Q ◦ vv> + λ2 I) can be reordered to yield a block
diagonal matrix with one block being λ/2 times an identity matrix. From this we can see that the
elements of the updated u-vector corresponding the zero elements of v will also be zero, while the
remaining elements of u will be given by u˜ = (Q˜ ◦ v˜v˜> + λ2 I)−1(l˜ ◦ v˜), where Q˜, l˜, and v˜ are the
submatrix and subvectors of Q, l, and v corresponding to the non-zero elements of v. If the number
of non-zero elements of v is small, then the HPP update for u˜ (and thus u) can be computed quickly.
Such a simplification is also possible for LQA in a limiting sense: If D = diag(|β1|−1, . . . , |βp|−1)
then the LQA update matrix (Q+ λ2D)
−1 gets closer to being block diagonal as the elements of β
approach zero.
Unfortunately, these algorithms cannot take advantage of sparsity because neither algorithm
produces coefficient updates that are exactly zero. A simple way to overcome this limitation is to
set parameter values to zero if they are less in absolute value than some prespecified threshold.
While this ad-hoc solution can induce exact sparsity, the caveat is that in doing so the algorithm
may get trapped: Once an entry of u or v is set to zero, it remains zero for all iterations of HPP that
follow. An easy fix to this potential problem is to induce sparsity not by ad-hoc thresholding, but
by performing a CCD step, which can update a parameter from sparse to non-sparse and vice-versa.
One version of such a mixed algorithm is to alternate HPP and CCD steps, resulting in what may
be called an “HPCD” algorithm (Hadamard product, cyclic descent). Given a current value of β,
9
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Figure 2: Simulation results for L1-penalized regression with p > n. The left panel shows the
progress of each algorithm per iteration, on average across the 100 datasets. The right panel shows
the time in seconds to convergence of each algorithm, across datasets.
two consecutive iterations of an HPCD algorithm proceeds as follows:
1. Update each element of β iteratively with CCD.
2. Let β˜ be the nonzero values of β and v˜ be the square root of the absolute values of β˜.
(a) Set u˜ = (Q˜ ◦ v˜v˜> + λ2 I)−1(l˜ ◦ v˜);
(b) Set v˜ = (Q˜ ◦ u˜u˜> + λ2 I)−1(l˜ ◦ u˜);
(c) Set β˜ = u˜ ◦ v˜.
Similarly, an “LQCD” algorithm (local quadratic approximation, cyclic descent) may be constructed
by alternately performing a CCD update and then an LQA update on the non-zero coefficients.
The HPCD, LQCD and CCD algorithms were compared in a simulation study of 100 datasets,
simulated as before except now p = 1000. Each algorithm was iterated 300 times on all 100 datasets,
and the per-iteration convergence progress was averaged across datasets in the same manner as in
the previous simulation study. The results, displayed graphically in the left panel of Figure 2,
indicate that on a per-iteration basis HPCD faster than LQCD and substantially faster than CCD.
The algorithms were also implemented on each dataset until convergence criteria (5) was met,
with δ = 10−6 as before. The three algorithms attained nearly the same objective function values
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as each other for each dataset, with relative differences being less than 0.001% (10−5) across all
datasets. Relative squared differences among parameter estimates βˆ and fitted values Xβˆ were less
than 1% for all simulated datasets. Relative mean-squared estimation and prediction errors were
1.11 and 1.09 respectively, for all algorithms. The median number of iterations until convergence
were 328, 649 and 1638 for the HPCD, LQCD and CCD algorithms respectively. The computational
costs per iteration of these algorithms are difficult to compare since the sizes of the matrices inverted
by HPCD and LQCD vary with the sparsity level of the parameter estimate. However, the amount
of computer time until convergence was recorded for each algorithm and dataset, and is displayed
graphically in the right panel of Figure 2. The HPCD algorithm was about 60% faster than LQCD
on average, and more than five times faster than CCD (when implemented in R).
2.4 Correlated predictors
Since each iteration of CCD updates one element of β at a time, its convergence properties may
suffer if the Hessian of the objective function is not well conditioned. This can occur if the columns
of X are correlated (Friedman et al., 2010). Conversely, HPP and LQA both update entire vectors
of parameters at once, and so their convergence properties may be robust to correlation among the
predictors. We investigate this briefly with two simulation studies that are identical to the previous
two, except now each X is a column-standardized version of the random matrix UV > + E where
U ∈ Rn×r, V ∈ Rp×r and E ∈ Rn×p are matrices with i.i.d. standard normal entries, with r = p/10.
To see how this produces correlated predictors, note that for fixed V the rows of UV > + E have
covariance V V > + I.
As before, the different algorithms were applied to each simulated dataset for a fixed number
of iterations, and their per-iteration progress towards the optimal objective function was averaged
across datasets. Results for the p = 100 simulation study are shown in the left panel of Figure 3.
Comparing this to the left panel of Figure 1, the relative convergence rate of CCD is substantially
reduced as compared to the case of uncorrelated predictors. The median numbers of iterations
to convergence were 35, 74 and 192 for HPP, LQA and CCD respectively, representing a roughly
two-fold increase for HPP and LQA but more than a six-fold increase for CCD.
The second panel of the figure compares HPCD, LQCD and CCD in the case that p = 1000.
The performance of CCD is much worse than HPCD and LQCD on a per-iteration basis, even more
11
0 10 20 30 40 50
−
6
−
5
−
4
−
3
−
2
−
1
0
iteration
lo
g 1
0(1
−
w
)
HPP
LQA
CCD
0 50 100 150 200 250 300
−
8
−
6
−
4
−
2
0
iteration
lo
g 1
0(1
−
w
)
HPCD
LQCD
CCD
Figure 3: Average convergence progress for L1-penalized regression algorithms with correlated
predictors. The p = 100 scenario is on the left, the p = 1000 scenario is on the right.
so than in the previous study with p = 1000 (see Figure 2). The median numbers of iterations
to convergence for HPCD, LQCD and CCD for this simulation study were 240, 458 and 2427.
This represents a decrease in the number of iterations until convergence for HPCD and LQCD as
compared to the uncorrelated case, but the number of iterations needed by CCD is now roughly 10
times that of HPCD. Average time to convergence was 3.2, 4.9 and 32.0 seconds for HPCD, LQCD
and CCD respectively, and so for this simulation scenario HPCD is about 50% faster than LQCD,
and 10 times faster than CCD as implemented in R.
3 HPP for non-convex penalties
3.1 HPP for Lq-penalized linear regression
A natural generalization of the HPP is to write β = u1 ◦ · · · ◦ uK and optimize
g(u1, . . . , uK) = (u1 ◦ · · · ◦ uK)>Q(u1 ◦ · · · ◦ uK)− 2(u1 ◦ · · · ◦ uK)>l+ λK
(
u>1 u1 + · · ·u>KuK
)
. (6)
For K = 1 the optimal u-value is the L2-penalized ridge regression estimate, and for K = 2
the optimal value of (u1, u2) gives the L1-penalized lasso regression estimate, as discussed in the
previous section. Values of K greater than 2 correspond to non-convex Lq penalties with q = 2/K.
For example, the L1/2-penalized estimate is obtained by optimizing (6) with K = 4. Non-convex
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penalties such as these have been studied by Fan and Li (2001), Hunter and Li (2005), Kaba´n and
Durrant (2008), Zou and Li (2008), and Kaba´n (2013) among others. Such non-convex penalties
induce sparsity without the severe penalization of large parameter values that is imposed by convex
penalties, such as the L1 and L2 norms. Defining ||β||qq =
∑
j |βj |q, the correspondence between
the Lq penalties and the HPP is given by the following lemma:
Lemma 2. Let f(β) = h(β) + λ||β||qq where q = 2/K, and let g(u1, . . . , uK) = h(u1 ◦ · · · ◦ uK) +
λ(u>1 u1 + · · ·u>KuK)/K. Then
1. infβ f(β) = infu1,...,uK g(u1, . . . , uK);
2. if (uˆ1, . . . , uˆK) is a local minimum of g, then βˆ = uˆ1 ◦ · · · ◦ uˆK is a local minimum of f .
Proof. Using Lagrange multipliers, it is straightforward to show that the minimum value of
∑
k u
>
k uk
subject to the constraint that
∏
k uk,j = βj is attained when |uk,j | is constant across k. This implies
that at a minimizing value, u2k,j = |βj |2/K and that
∑
k u
>
k uk = ||β||qq, where q = 2/K. The lemma
then follows using exactly the same logic as used to prove Lemma 1.
The lemma suggests a simple alternating ridge regression algorithm for obtaining Lq-penalized
linear regression estimates in cases where q = 2/K for some integer K. Given a starting value
(u2, . . . , uK), repeat steps 1 and 2 below for each k = 1, . . . ,K, iteratively until convergence:
1. Set v = (u1 ◦ · · · ◦ uK)/uk;
2. Set uk = (Q ◦ vvT + λK I)−1(l ◦ v).
Note that v in item 1 is simply the Hadamard product of the vectors {u1, . . . , uK} except for uk.
Another intuitive algorithm that is even easier to code is the LQA algorithm for Lq-penalized linear
regression, which proceeds by iterating the following steps:
1. Compute D = diag(|β1|q−2, . . . , |βp|q−2);
2. Set β = (Q+ q λ2D)
−1l.
As discussed in the previous section, the condition number of Q+q λ2D in step 2 of the algorithm will
generally converge to infinity as elements of β approach zero, leading to the potential for numerical
instability. The -perturbed version of this algorithm proposed by Hunter and Li (2005) is to
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Figure 4: Simulation results for L1/2-penalized regression. The left panel shows the progress of each
algorithm per iteration, on average across the 100 datasets. The right panel shows the variability
in the number of ridge regressions required until the convergence criterion is met.
replace |βj |q−2, the jth diagonal element of D, with |βj |q−2 |βj ||βj |+ , where  is some small positive
number. While this term no longer remains bounded as |βj | → 0 if q < 1, it does result in a
minorization-maximization algorithm for optimizing a perturbed version of the objective function
(see Hunter and Li (2005) for details). An alternative to LQA is the local linear approximation
method (LLA) of Zou and Li (2008). For Lq-penalized regression, the LLA algorithm consists of
iteratively solving an L1-penalized regression problem as follows:
1. Compute D = diag(|β1|q−1, . . . , |βp|q−1);
2. Set β = arg minβ β
>Qβ − 2β>l + 2qλ∑pj=1 dj |βj |.
As described by Zou and Li (2008), this approach avoids the potential numerical instability of the
LQA algorithm, but requires an L1-optimization at each iteration.
The convergence properties of HPP, LLA and -perturbed LQA were compared on the same
simulated datasets as described in Section 2.2, but now using a nonconvex L1/2 penalty corre-
sponding to K = 4. A summary of the results are displayed in Figure 4. As can be seen in the left
panel, HPP converges at a faster rate per iteration than LQA, on average across datasets. Iterating
until convergence, relative differences in objective function values were all below .4% (0.004), and
relative squared differences among parameter estimates βˆ and fitted values Xβˆ were less than 1%
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for all but one of the simulated datasets. Relative mean-squared estimation error and prediction
error were 0.081 and 0.082, respectively, for all three algorithms.
The median numbers of iterations until convergence were 20, 56 and 22 for the HPP, LQA and
LLA algorithms respectively. Using the convergence criteria (5) with δ = 10−6, the LQA algorithm
required slightly more than three times (3.26) as many iterations as HPP to converge, on average
across datasets. However, HPP requires K = 4 ridge regressions per iteration as compared to one
for LQA. Taking this into account, the two algorithms are comparable in terms of computational
burden, as shown in the right panel of Figure 4, with the LQA algorithm being slightly more
efficient on average. While the computational costs of HPP and LQA are easy to compare to each
other, the cost of LLA is not easily comparable, as this algorithm involves different operations than
the other two and depends on the particular L1-optimization method being used. I compared the
computational costs of LLA to HPP and LQA in terms of their runtimes on my desktop computer,
using the R-package penalized (Goeman et al., 2016) to implement the L1-optimization required
by LLA. The total elapsed time to convergence, summed over all 100 simulated datasets, was 3.3
and 2.2 seconds for HPP and LQA respectively, whereas for LLA it was 15.0 seconds. The relative
lack of speed of the LLA algorithm is due to the fact that, for these values of n and p, performing
an L1-optimization at each iteration is much more costly than performing the single Cholesky
factorization needed by HPP and LQA at each iteration. For larger values of p where Cholesky
factorizations are more costly, the LLA algorithm will be more competitive with HPP and LQA.
3.2 HPP for Lq-penalized generalized linear models
The arbitrariness of the function h(β) in Lemmas 1 and 2 means that the HPP could be used
for penalized estimation in scenarios beyond linear regression. Consider a likelihood L(β, ψ) =∏
i p(yi|ηi, ψ) where ηi = β>xi and p(yi|ηi, ψ) = c(yi)e{(yiηi−A(ηi))/ψ}, with xi being an observed p-
variate vector of predictors for each observation i. The Lq-penalized likelihood estimate of β is the
maximizer of the penalized likelihood given by exp(−λ||β||qq/(2ψ))×
∏
i p(yi|ηi, ψ), or equivalently
is the minimizer of two times the scaled negative log penalized likelihood
f(β) = 2
∑
i
A(β>xi)− 2β>
∑
i
yixi + λ||β||qq.
For example, the special cases of linear regression, Poisson regression and logistic regression corre-
spond to A(η) being equal to η2/2, eη and ln(1 + eη) respectively.
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By Lemma 2, if q = 2/K then the minimum of f(β) is equal to the minimum of g(u1, . . . , uK),
where
g(u1, . . . , uK) = 2
∑
i
A([u1 ◦ · · · ◦ uK ]>xi)− 2(u1 ◦ · · · ◦ uK)>X>y + λ
K
(
u>1 u1 + · · ·u>KuK
)
.
Local minima of g can be found using a variety of algorithms that iteratively update u1, . . . , uK .
For example, suppose we can optimize the following L2-penalized likelihood function in β:
f(β : X,λ) = 2
∑
i
A(β>xi)− 2β>X>y + λ||β||2.
Now let v = (u1 ◦ · · · ◦ uK)/uk. The part of g that depends on uk can be written as
gk(uk : X, v) = 2
∑
i
A([uk ◦ v]>xi)− 2(uk ◦ v)>
∑
i
yixi +
λ
Ku
>
k uk
= 2
∑
i
A(u>k [v ◦ xi])− 2u>k
∑
i
yi(v ◦ xi) + λKu>k uk
= f(uk : X˜k, λ/K),
where X˜k = XD(v), so that the ith row of X˜k is x˜i = v ◦ xi. If we can optimize f(β : X,λ) in
β, then we can optimize g by iteratively optimizing f(uk : X˜k, λ/K) in uk for each k = 1, . . . ,K.
Therefore, any algorithm that provides L2-penalized generalized linear model estimates can also
be used to provide Lq-penalized estimates via the HPP, if q = 2/K. For example, f(uk : X˜k, λ/K)
can generally be optimized with the Newton-Raphson algorithm. The first and second derivatives
of f(uk : X˜k, λ/K) are
dk =
∂f
∂uk
=2
(
v ◦
∑
xi(A˙(ηi)− yi) + λKuk
)
Hk =
∂2f
∂uk∂u
T
k
= 2
(
vvT ◦
∑
A¨(ηi)xix
T
i +
λ
K I
)
,
where ηi = (u1 ◦ · · · ◦uK)Txi and A˙ and A¨ are the first and second derivatives of A(η), respectively.
Critical points of g can then be found by repeating the following steps iteratively for i = 1, . . . ,K
until convergence:
1. Compute v = (u1 ◦ · · · ◦ uK)/uk;
2. Optimize f(uk : X˜k, λ/K) in uk by iterating the following until convergence:
(a) Compute ηi = (uk ◦ v)>xi for each i = 1, . . . , n, then dk and Hk;
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(b) Set uk to uk −H−1k dk.
The LQA strategy for Lq-penalized estimation in generalized linear models is similar, except
that at each iteration we optimize
2
∑
i
A(β>xi)− 2β>
∑
yixi + qλβ
>Dβ,
where D = diag(|β˜1|q−2, . . . , |β˜p|q−2), with β˜ being the value of β at the current iteration of the
algorithm. The -perturbed version of this LQA algorithm is, as in the previous subsection, obtained
by replacing |βj |q−2, the jth diagonal element of D, with |βj |q−2 |βj ||βj |+ , where  is some small positive
number. This perturbed LQA algorithm with  = 10−12 was compared to the HPP and LLA
algorithms in terms of obtaining L1/2-penalized estimates of logistic regression coefficients. For
each of the 100 values of β and X used in the previous simulation study, a vector of n = 150 binary
observations were independently simulated from the logistic regression model yi ∼ binary(eβ>i xi/(1+
eβ
>
i xi)), for i = 1, . . . , n. As shown in the left panel of Figure 5, each iteration of HPP provides a
larger improvement to the objective function than an iteration of either LLA or LQA, on average
across datasets. Each of the three algorithms were also iterated until convergence criteria (5) was
met. Unlike for the previous three simulation studies, the objective functions at convergence were
sometimes non-trivially different: Objective functions differed by as much as 4.3%, and differed by
1% or more for 18 of the 100 datasets. The HPP algorithm attained a lower (better) objective
function than the LQA algorithm for 88 of the 100 datasets, and a lower objective function than
LLA for 60 datasets. However, even though these algorithms produced solutions with non-trivial
objective function differences, their estimation accuracies were nearly identical: Relative MSE
||βˆ−β||2/||β||2 and the mean function estimation error ||X(βˆ−β)||2/||Xβ||2 were both about 0.78
on average across datasets for all three methods.
While the number of iterations to convergence for the LQA algorithm was nearly five times
(4.65) that of the HPP algorithm on average, HPP requires K = 4 Newton-Raphson optimizations
per iteration whereas LQA only requires one. As shown in the right panel of the figure, this
results in the HPP algorithm being slightly less computationally costly than the LQA algorithm,
on average. In term of comparison to LLA, while for linear regression the computational costs per
iteration of HPP and LQA were much lower than that of LLA, for logistic regression the converse
is true: In terms of elapsed times to convergence, HPP and LQA took a total of 27.5 and 30.2
17
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Figure 5: Simulation results for L1/2-penalized logistic regression. The left panel shows the progress
of each algorithm per iteration, on average across the 100 datasets. The right panel shows the
variability in the number of ridge regressions required until the convergence criterion is met.
seconds respectively to obtain estimates for all 100 datasets, whereas LLA took only 14.7 seconds -
about twice as fast for this particular simulation scenario. This reversal is because all three logistic
regression algorithms involve iterative optimization schemes within each iteration (IRLS for HPP
and LQA, gradient descent for LLA), whereas for linear regression this was the case only for LLA.
4 Structured penalization with the HPP
It is well-known that the lasso objective function f(β) = βTQβ − 2βT l + λ||β||1 is equal to the
scaled log posterior density of β under a Laplace prior distribution on the elements of β (Tibshirani,
1996; Figueiredo, 2003; Park and Casella, 2008). Specifically, for the linear regression model y ∼
N(Xβ, σ2I) and prior distribution β1, . . . , βp ∼ i.i.d. Laplace(λ/[2σ2]), the posterior density of β
is given by
p(β|y,X, σ2) ∝ exp(−||y −Xβ||2/[2σ2]) exp(−λ||β||1/[2σ2])
∝ exp(− 1
2σ2
[β>Qβ − 2β>l + λ||β||1]) = exp(− 12σ2 f(β)),
where Q = X>X and l = X>y as before. The lasso estimate βˆ is therefore equal to the posterior
mode estimate. Alternatively, reparametrizing the regression model so that β = u ◦ v, and using
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independent N(0, 2σ2/λ) prior distributions for the elements of u and v gives
p(u, v|y,X, σ2) ∝ exp(−||y −X(u ◦ v)||2/[2σ2]) exp(− 1
2σ2
[λu>u/2 + λv>v/2])
∝ exp(− 1
2σ2
g(u, v)),
where g(u, v) = (u ◦ v)TQ(u ◦ v)− 2(u ◦ v)T l+ λ(u>u+ v>v)/2. The minimizers uˆ and vˆ of g(u, v)
may therefore be viewed as posterior mode estimates under independent Gaussian priors on u and
v, with the lasso estimate given by βˆ = uˆ ◦ vˆ.
The L1 and L2 penalties (or Laplace and Gaussian priors) on β and (u, v) respectively induce
sparsity in the parameter estimates, but in an unstructured way. From a Bayesian perspective,
the a priori independence of the parameters means that the parameters convey no information
about each other. In particular, the shrinkage of any one parameter is unrelated to that of any
other. However, in many estimation problems there are relationships among the elements of β, and
it may be desirable to shrink related parameters by similar amounts or towards a common value.
For example, a subset of elements of β may correspond to the effects of different levels of a single
categorical predictor. For models with such variables, the group lasso penalty of Yuan and Lin
(2006) may shrink the entire subset to zero, in which case it would be inferred that there is no
effect of the categorical predictor. In other situations, the elements of β may represent variables
that have spatial or temporal locations. To estimate such parameters, Tibshirani et al. (2005)
introduced the fused lasso, which in addition to penalizing the magnitudes of the elements of β,
also penalizes the differences between elements that are spatially or temporally close to one another.
These and other structured penalizations employ a variety of optimization techniques to obtain
parameter estimates. As an alternative to these approaches, the HPP can be used to generate a
class of structured sparse estimates that can be obtained with a simple and intuitive alternating
ridge regression algorithm. Consider the objective function
g(u, v) = (u ◦ v)TQ(u ◦ v)− 2(u ◦ v)T l + u>Σ−1u u+ v>Σ−1v v, (7)
where Σu and Σv are positive definite (covariance) matrices. This objective function is equal to
the scaled log-posterior density of (u, v) under the model y ∼ N(Xβ, σ2I) and independent prior
distributions u/σ ∼ N(0,Σ), v/σ ∼ N(0,Σ). We refer to this combination of parametrization and
penalty as a structured HPP, or SHPP. Note that the unstructured HPP corresponding to the L1
penalty on β = u ◦ v is obtained by setting Σ = 2λI.
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Figure 6: DTI z-scores at three adjacent vertical coordinates. Green and blue correspond to positive
and negative values exceeding z.975 in absolute value, and light green and light blue correspond to
values exceeding z.9 in absolute value.
Local minima of g(u, v) may be obtained with the following algorithm in which u and v are
iteratively optimized until convergence:
1. Set u = (Q ◦ vv> + Σ−1u )−1(l ◦ v);
2. Set v = (Q ◦ uu> + Σ−1v )−1(l ◦ u).
In addition to the simplicity of the estimation approach, the SHPP also benefits from having a
penalty that is easily interpretable as a covariance model for the relationships among the entries
of u and v, and therefore among the entries of β = u ◦ v. From a Bayesian perspective, if u/σ ∼
N(0,Σu) and v/σ ∼ N(0,Σv), then Cov[β/σ2] = Σu ◦ Σv (although β is not a priori Gaussian).
Furthermore, since any positive definite matrix can be written as the Hadamard product of two
other positive definite matrices (Majindar, 1963; Styan, 1973), Σu and Σv can always be chosen to
yield a particular value of Cov[β/σ2].
To illustrate the SHPP methodology, we analyze spatial data from a diffusion tensor imaging
(DTI) study that compared the brain activity of 6 dyslexic children to that of 6 non-dyslexic
controls, as described in Deutsch et al. (2005). Following Efron (2010), we analyze z-scores obtained
from two-sample tests performed at each of p = 15, 443 spatially arranged voxels. Each voxel has a
location in a 73×55×20 three-dimensional grid. A plot of these z-scores at three adjacent vertical
locations is given in Figure 6. The data exhibit a high degree of positive spatial dependence, with
the z-values of neighboring voxels frequently being of the same sign. Also note that the spatial
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dependence among the large negative values appears to be much smaller than that of the large
positive values, suggesting that many of the large negative values are due to noise.
Possible causes of this dependence include spatially dependent measurement errors and spatially
structured signals. While it is likely that both of these factors are contributing to the spatial
dependence, for the purpose of illustrating the SHPP we assume that it is exclusively the latter.
We model these data as z ∼ Np(θ, I), and use a spatial SHPP for estimating θ. Specifically, we
write θ = u ◦ v and optimize
g(u, v) = ||z − u ◦ v||2 + u>Σ−1u+ v>Σ−1v, (8)
where Σ is the covariance matrix of a spatial conditional autoregression (CAR) model. The CAR
model is parametrized as Σ = τ2(I − ρG)−1, where ρ and τ2 are parameters and G is a matrix of
spatial weights. Letting ni be the number of voxels spatially adjacent to voxel i, the weights are
given by gi,j = 1/ni if j is adjacent to i and gi,j = 0 otherwise. Under this model, the conditional
expectation of ui given {uj : j 6= i} is ρ times the average value of its neighbors, and the conditional
variance is τ2.
Empirical Bayes estimates of ρ and τ2 were obtained from the data and then used to define
the SHPP objective function (8). To avoid calculations involving the 15, 443 × 15, 433 covariance
matrix Σ that are necessary for the algorithm described above, we instead use a block coordinate
descent algorithm that iteratively updates the values of ui and vi for each voxel i as follows:
1. Compute q = v2i + 1/τ
2 and l = zivi + ρu¯ni/τ
2. Set ui = l/q;
2. Compute q = u2i + 1/τ
2 and l = ziui + ρv¯ni/τ
2. Set vi = l/q.
In the above algorithm, u¯ni denotes the average of the u-values among the ni neighbors of voxel i,
and v¯ni is defined analogously. Starting with values of ui = |zi| and vi = zi/|zi|, this algorithm was
iterated until the relative change in u ◦ v from one complete iteration over all voxels to the next
was less than 10−10. This required 123 iterations and a little under two minutes on my desktop
computer. The resulting estimate θˆ is very sparse, with about 94% of the entries being less than 10−6
in absolute value (10 times smaller than the smallest entry of z). As shown in the top row of Figure
7, this sparsity is highly spatially structured, and a few large multi-voxel regions of the brain with
consistently positive values are identified. The lack of non-zero negative values of θˆ is in agreement
with an analysis by Efron (2010, chapter 4) using false discovery rates, and further suggests that
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Figure 7: Estimated group differences using spatially structured (top) and unstructured (bottom)
penalties. Green, blue and pink correspond to estimates that are positive, negative and zero
respectively.
the few large and negative raw-data values at spatially isolated voxels are the result of noise. For
comparison, the second row of the figure summarizes an unstructured lasso estimate, where the
shrinkage parameter λ was obtained using the same empirical Bayes approach described in Section
2.2. The unstructured estimate has non-zero negative values for several spatially isolated voxels,
and the estimated positive regions are not as spatially coherent as those of the SHPP estimate.
5 Discussion
The Hadamard product parametrization provides a simple and intuitive method for obtaining Lq-
penalized regression estimates for certain values of q. In terms of accessibility to practitioners, the
HPP algorithm is similar to the LQA algorithm. Both of these algorithms proceed by iterative ridge
regression. Unlike the “ridge” of the LQA algorithm, that of the HPP algorithm is bounded near
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zero, suggesting that HPP is to be preferred over LQA for reasons of numerical stability. However,
for the numerical examples in this article (and others considered by the author), instability was
not an insurmountable issue for LQA and the two algorithms performed comparably.
The HPP algorithm updates only non-sparse parameter values, meaning that its computational
costs are greatly reduced when the parameter values are highly sparse. Sparsity in parameter values
can be introduced by combining HPP with a cyclic coordinate descent (CCD) algorithm. In a simu-
lation study with a large number of predictors (p = 1000), the resulting hybrid algorithm exhibited
extremely fast convergence relative to standard CCD. However, in non-sparse high-dimensional
scenarios, HPP as presented here may be impractical as it requires a Cholesky factorization at each
iteration. One possible modification of HPP for such cases would be to use a first-order method
(e.g. gradient descent) to do the optimization at each iteration.
The L2 penalties on the parameters in the HPP can be thought of as isotropic normal prior
distributions. Similarly, non-isotropic quadratic penalties can be constructed that can be in-
terpreted as Gaussian models for the parameters. Such penalties can be useful in situations
where the relationships between the parameters are naturally expressed in terms of a covariance
model. However, the analogy to Bayesian estimation is limited: The value (uˆ, vˆ) that minimizes
||y−X(u ◦ v)||2 +λ(||u||2 + ||v||2)/2 is the posterior mode of (u, v) under isotropic Gaussian priors,
but βˆ = uˆ ◦ vˆ is not the posterior mode of β under the prior induced by the Gaussian priors on
u and v. This is because, in general, the posterior mode of a function of a parameter is not the
function at the posterior mode of the parameter. If u and v are a priori Gaussian then the induced
prior distribution on β is not a Laplace distribution (which would yield the Lasso estimate as a
posterior mode), but a “normal product” distribution (Weisstein, 2016). This prior, considered by
Zhou et al. (2015), corresponds to a different penalty than any of the Lq penalties, and can be
shown to be in the class of normal-gamma prior distributions studied by Griffin and Brown (2010).
Replication code for the numerical examples in this article is available at my website. I thank
Panos Toulis for a helpful discussion. This research was supported by NSF grant DMS-1505136.
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