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Abstract 
The information contained in the research report Indonesian is not well managed digitally. Research report               
collected in one place as in Unit Penelitian dan Pengabdian Masyarakat(UPPM) in educational institutions, without               
any further processing to take core information in the research report. This information is required for the                 
preparation of a road map of research at the institution. This paper describes the process for extracting the                  
information on the research report Indonesian with adopt methods used Agny . The process of information extraction                 
can make in two step i.e. pre processing and information group based on criteria. One of the method can be used is                      
rule-based classification for information group and POS Tagging method for preprocessing. Information extraction             
making with arrange the Searching (S) of criteria based on objective, methods, output, and suggestions in a research                  
report Indonesian. 
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1. Introduction 
Indonesian research reports such as thesis, dissertation and research reports are highly            
educational, typically stored in a place such as in the Department or UPPM. These reports have not been                  
managed well digitally. This resulted in difficulty at any time if certain information is required from a                 
number of these reports and impedes the learning process to the reports that existed previously. Therefore,                
we need a way that is capable of extracting information from a set of reports or documents to be able to                     
retrieve data from the core of the document. The extraction process needs to carry out classification based                 
on defined criteria [1].  
This report is currently collected than hard copy also in soft copy in the form of a pdf or doc.                    
From the collection of the pdf file, there is no process to do more to get the information as a basis for a                       
decision to consider the development planning of the development of research activities at the institution.               
Therefore we need a way of being able to identify or classify research topics and output generated for                  
research development. The information extraction process can use one branch of Natural Language             
Processing (NLP).  
Information extraction is a process to get the core information of unstructured documents or              
semi-structured documents. Extraction of information is divided into two processes, namely           
preprocessing and classification. Preprocessing done to prepare documents to be processed on the next              
phase of the classification, as well as to obtain a higher accuracy of the classification results. While the                  
classification is a process that aims to classify the content of the document into several classifications [2]. 
Research on Natural Language Processing is part of speech tagger to Indonesian being done by               
some researchers. One of them using Conditional Random Fields and Transformation Based Learning. In              
addition, there is a similar study utilizing the GLR algorithm (Generalized Left-to-right rightmost) with a               
sentence that is built to build a rule-based parser Indonesian sentence. Other studies using Hidden Markov                
Model (HMM) to build a POS Tagger Indonesian (HMM Based Part-of-Speech Tagger for Indonesian).              
From these studies, POS Tagger with HMM method has the highest accuracy, i.e. 96.50%, with 99.40%                
of the words that exist in the vocabulary of Indonesian, and 80.40% for the words outside the vocabulary                  
of Indonesian (OOV-out of vocabulary) [3].  
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For the extraction of information on the research report can apply IPOS Tagger applications built               
with HMM method. A research report on the application IPOS Tagger will be input, then the outcome of                  
the application process will be conducted in accordance with the classification criteria of the predefined               
class.The information is expected from this discuss is grouping information from the research report              
based on topics, objectives, methods, results (output) and advice. The information needed from the              
research report is a research topic, objectives, methods, output and advice to improve. 
 
2. Information Extraction 
Information extraction can be defined as a process of finding structured information from             
unstructured documents or semi-structured documents. Information extraction is one part of NLP. There             
are several methods that can be used in the information extraction, including rule-based methods,              
statistical methods and knowledge methods. In these discussions, information extraction will be applied to              
the Indonesian Research Reports, through the process of preprocessing and classification [4]. 
 
2.1 Preprocessing 
Preprocessing is a method that needs to be done so that the data can be used in the core processes                    
of data mining. Most of the text mining problems can be solved by several different algorithms. Each of                  
the techniques used in the preprocessing begins by observing the structured document and processing it to                
get more patterns by filtering similarities that exist and add other characteristics. At the end of the                 
preprocessing phase, the similarities pattern of the document study will be used for text mining. The                
method can be used in preprocessing including POS tagging, stemming, full parsing, shallow parsing [5].  
This discussion will implement POS Tagging method because this method is considered suitable             
and can be combined with rule-based classification to obtain the expected pattern. POS Tagging used to                
take advantage of the Hidden Markov Model (HMM). HMM is a broadening of the Markov chain where                 
its state cannot be observed directly (hidden), but can only be observed through a set of other                 
observations. Markov Chain helpful to calculate the probability of the sequence information to be              
observed. HHM is useful for obtaining sequence information they want to know but can't be observed.                
One example is the case of part-of-speech tagging (POS Tagging).  
On POS Tagging, sequence tags can't be observed directly. Direct observations only can be              
made based on word sequence. From the sequence of the word to find for the most appropriate tag                  
sequence. In this case, the tag is a hidden part. In HMM, the part that can be observed is called an                     
observed state, while the hidden part is called the hidden state. HMM enables a modeling system                
containing an observed state and the hidden state are interrelated. In the case of POS Tagging, the                 
observed state is sequence word and the hidden state is the sequence tag [6]. 
 
2.2 Classification 
Classification is the process of learning a function or model to a set of training data, so that the                   
model can be used to predict the classification of test data. Several methods can be used in the                  
classification include a decision tree, rule-based classifiers, Bayesian classifier, Support Vector Machines,            
Artificial Neural Networks, Lazy Learners, and ensemble methods. Decision tree is a method of learning               
by using training data grouped by specific classes in the decision tree. Rule-based classifiers is one                
classification technique by using the rule of "if ... then ... else ...".  
Bayesian classifier using statistical methods and based on Bayes theorem. Artificial Neural            
Networks is a classification method by using a calculation that adapts the way the human brain works.                 
Ensemble methods to build the classification of training data and generate predictions classification             
formed from each classification. Classification method to be applied is a rule-based classification. The              
classification process is done after preprocessing methods POS Tagging. Every word is recognized from              
the POS Tagging will be used in the classification process [7].  
The first process is done in the classification is the search condition stops on each section of the                  
document. After the stop condition for each part of the document is known, the process can proceed to                  
search the contents of each part of the document and calculate. Types of documents used in this                 
discussion are semi-structured documents. A semi-structured document can be interpreted as a document             
that has elements or consistent format in which each type of part of the document can be recognized                  
easily. Examples of semi-structured documents are HTML, pdf files, and doc files that have a template or                 
restrictions on the style-sheet. Documents that will be the object in this discussion is the Indonesian                
Research Report. This discussion illustrates the concept extraction of Indonesian research reports by  
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applying methods that have been used in a rule-based information extraction. The basic architecture of               
information extraction is shown in (Figure 1) [8]. 
 
 
 
Figure 1. The Architecture  of information extraction  
 
3. Methodology 
The classification process Indonesian Research Reports can be made by applying the            
classification system with a rule-based method. The steps are preprocessed reports by doing a search               
pattern for each component are the problems, methods, output, and suggestions in the process of               
searching by keyword. The outcome of this process is the pattern of each piece Search (S). After getting                  
the pattern, the next process is to find the position of the section in the document. If the position of each                     
part is already known based on keywords that became a marker of the beginning and end of a section S,                    
then the contents of a section can be obtained [9]. 
 
4. Discussion 
Information extraction process performed is the core of the information retrieval research reports             
Indonesian. Overall, the document will be used as training data is a report on faculty research. In this                  
discussion the information extraction process will be conducted as in (Figure 2) [10]. 
 
 
 
Figure 2. Flow process of information extraction for report research Indoneian 
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There are three activities carried out in the process of preprocessing segmenter, word tokenizer and 
part-of- tagger as follows: 
 
 
Figure 3. Activities carried out during the process 
 
Document output of IPOS Tagger will be input in the classification process. The process of               
document classification is done by searching for each part based on keywords to find one of a kind piece                   
Search (S). This search process utilizes wording output results that are stored in the array, so the search                  
can be done more easily. If it has been known to each part of the search findings can later be used as a                       
reference when he set up the findings of similar search [11].  
Steps taken in the classification process is to find the number of Search (S) in each document.                 
The right way to get the number of S accurately is by searching based on keywords that match the search                    
criteria categories. After getting the amount of S, the next step is to find the limit of each S. Each S is                      
limited by character dot (.).  as which are shown in (Figure 3). 
 
 
 
Figure 4. Determining the limits Search (S)  
 
In this discussion on the delimitation S limits on research reports can be done in the abstract on the                   
research report. After getting the limits of their respective union, the next step is to find the limit of each                    
section in the S. Limit each part is determined by searching for the keywords of each section. Each                  
criterion sought by matching words in the document with the keywords that match your criteria, as in                 
(Table 1). If there are words that match the keywords, the word and its position will be stored by                   
category.  
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By using keywords such as these, can also be shown the limits of each section in the document, so that it                     
will facilitate the process. This process is performed for each piece S.  
 
Table 1. Sequence section of S 
 
 
 
Once the limit of any part of the document is known, the next process is finding the content or                   
description of each section of the document. To calculate the accuracy of training data and test data, the                  
methods used are manually by comparing the results with the results of the system. Examples of the                 
calculation results of the classification of training data and test data are listed in (Table 2) [12]. 
 
Table 2. The result of section S 
 
 
 
 
 
According to Chaudhary, the calculation of sensitivity and Positive Predictive Value (PPV) is as follows: 
Sensitivity  = TP / (TP+FN)  
Specificity = TN / (TN+FP) 
PPV  = TP / (TP+FP)  
NPV  = TN / (TN/FN)  
Accuracy = (TrP+TN) / (TrP+TN+FP+FN)  
 
TP : True Positive, parts should be classified in a class (eg A), and is recognized as a class A 
FP : False Positive, the section should not be classified in class A, and will yet be recognized as                  
class A. 
TN : True Negative, part of which should be recognized as an addition to the class A, and is                  
recognized as other than A. 
FN : False Negative, parts should be classified in class A, and the will but not recognized as a class                   
A  
The level of accuracy in the classification process is determined by the process of searching and                
comparing the keywords with the words found in the document must be identical, so that if there is a                   
slight difference, there will be an error in the classification process.  
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This error could occur when changing the source file as input into the form of text results do not match,                    
thus affecting the process of search and classification results. This is because the boundaries of each class                 
is a particular word or set of words, Number of classification results was calculated based on the number                  
of sentence results in each category [13]. The calculation of the number of sentences is to count the                  
characters dot (.), because these characters are considered a marker of the end of the sentence [14]. 
 
5. Conclusion 
Extraction and classification of information on research reports can be done by applying             
rule-based classification. The level of accuracy can be affected by the conversion error source file into a                 
text file and word match methods used in the classification process. The method used in preprocessing                
greatly affects the result of classification and classification accuracy rate. 
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