The paper analyzes the financial and operational measures for Small and medium-sized enterprises (SME) business distress for predicting credit worthiness by using panel data of 110 observations from 22 SME companies for a period of 5 years (2009 -2013 
INTRODUCTION
Small and medium-size enterprises (SME) are growing fast in developing and emerging markets. In Egypt, SME constitute more than 95 percent of all non-agricultural private enterprises and account for nearly 75 percent of new employment generation i . In Kuwait, SME constitute approximately 90 percent of the private workforce. In Lebanon, more than 95 percent of total enterprises are SME and contribute about 90 percent of the jobs. In the UAE, SME account for 94.3 percent of economic projects. Currently, the total exposure of banks to SME in the UAE accounts for about 5 percent of total lending while their contribution to total bank deposits is about 6 percent (Cedar Consulting -Gulf news, 17th November 2015). In Yemen, SME account for 96 percent of the GDP in 2005. In Algeria, Palestine and Saudi Arabia; SME accounted for 77, 59, and 25 percent of the respective country's GDP in 2009 (Emine, 2012) .
Easy access to finance for SME helps to direct development efforts at the upstream end of value chains. This is one of the elements needed to build domestic productive capacity ii . SME and especially start-up businesses face many challenges in accessing finance compared to corporate institutions. In the Arab region, SME's access to credit facilities is still not impressive. For example, SME lending represents only 5.8 percent of total lending portfolio of Abu Dhabi Islamic Bank in 2013 iii . In Emirates NBD, SME makes up only 0.27 percent of the total group's lending portfolio iv . In Arab Bank plc, SME represented only 3.4 percent of the lending portfolio v . As UAE is concerned with asset quality, the SME experience a difficult business environment resulting in delays and/or defaults in loan repayments (Gulf news, 17th November 2015) .
Furthermore, Basel II requirement of capital adequacy ratio of greater than 8 percent imposed further restrictions on banks' lending to SME. In 2012, the Basel capital requirement was further revised, and banks were given the option to use a more risk-sensitive approach for calculating the regulatory capital charge for credit risk -based on their own rating procedures in which the credit risk weights are determined using borrower-based risk parameters (also referred to as Internal Ratings Based (IRB) approach). Banks in the Arab region often do not have credit scoring model that can help them to ease the Basel II requirements, especially for SME. Thus the problem of modeling credit risk specifically for SME has either not been addressed or has only been scantily considered, compared to corporate debtors. Governments and SME associations have also complained that banks impose high interest rates when lending to SME in addition to credit rationing. Given the importance of SME in the economy, such restrictions on SME certainly retard economic growth. The Central Bank of the UAE requires that, banks must use at least 3 years of retail client data (to start with) to estimate loss characteristics and gradually increase to 5 years of data at the time of full implementation of the Basel framework in 2016 vi .
In the Arab region, unlike corporate and listed companies, financial data of SME is not always available, or partially disclosed for taxation purposes. Banks are realizing that SME are a distinct kind of clients with specific needs that require risk management tools and methodologies specifically developed and adapted for them to improve banks' financing decisions. On the other hand, there is no single definition of SME among banks in the Arab region, UAE Central Bank defines SME where annual sales should be between AED 7.5 million (USD 2.04 Million) and AED 75 million (USD 20.4 Million). The Central Bank of Jordan has a similar approach but with lower values. Other criteria such as asset size, number of employees, and the geographical area of the activity are used by the Euro commission and USA banks to define SME in order to distinguish them from corporate debtors. This paper addresses the problem of business distress of SME operating in the Arab region. The specific measurable objectives of the study are:
1. Develop a Logistic and Neural Network (NN) framework to predict distress behavior of entities in the Arab region. 2. Evaluate the early signs of business distress related to SME engaged in manufacturing subpetrochemical products which includes producing plastic items, food packaging and containers, fertilizers, shopping bags, carpets, hygiene products and non-woven, plastic pipes and other essential and often disposable applications that are used regularly in daily life.
We focus on the manufacturing sub-petrochemical sector particularly because, such entities are increasing in number in the Arab region, and are actively supported by the government to enhance domestic production activities, and the raw materials are in abundance domestically. For instance, the GCC revenue from the fertilizer production in 2012 was estimated at USD 6.6 Billion vii . It is our belief that, improving SME credit information through developing appropriate credit risk model will help banks to increase credit facilities to SME. The paper is organized in 5 sections. Section 2 reviews the literature and conducts meta-analysis. Section 3 discusses the methodology and data. While section 4 analyses the results, section 5 concludes the study with recommendation for further research.
LITERATURE REVIEW
Meta-analysis of the literature showed inconsistency of the variables used in analyzing distress of SME (Table 1) . Two studies used sales volume for defining mid-size firms, and 2 studies used number of employees for defining SME. Only 3 studies used leverage, one study used profit margin, and one study used cash cycle as independent variable for analyzing business distress of the firms. Most of the studies used logistic regression as a tool by employing a wider set of discriminatory variables which are adopted in our study. Besides those contained in Table- 1, Hashim and Abdullah (2002) surveyed criteria for categorizing the entities as SME. They defined SME in terms of number of employees which in USA ranged between 250 to 1500 persons, and less than 200 employees in UK. They stated that measures such as paid up capital and annual turnover are prone to inflationary effect to define SME. They advocated qualitative measures such as: the firms should be actively managed by owners; highly personalized style of owner's management; predominantly local in its area of operations; largely dependent on internal sources of capital to finance its growth; and rarely opting for bank borrowing for defining the SME. The European Commission defines SME as: "The category of micro, small and medium-sized enterprises (SME) which employ fewer than 250 persons and which have an annual turnover not exceeding 50 million euro, and/or an annual balance sheet total not exceeding 43 million euro" viii (Table 2) . Altman and Sabato (2007) used panel data of US firms with annual sales less than $65 Million to represent SME. They further classified SME by asset size: Firms with assets less than or equal to $ 25 Million are small firms; firms with assets less than $ 25 Million are medium-size firms. They developed a Logistic distress prediction model specifically for the SME sector to analyze its effectiveness compared to (Z) Score generic corporate model, which can enable a one-year early prediction of default. These researchers used a panel data of 2,010 US SME covering all sectors, including 120 defaults from WRDS COMPUSTAT, spanning the time period 1994 to 2002. They validated the model on a hold-out sample of 432 firms. They concluded that the banks enjoyed significant benefits in terms of SME business profitability, which resulted in slightly lower capital requirements (around 0.5 percent) for banks under the Advanced Internal Rating Based (A-IRB) approach of Basle-II. If banks classify their entire SME portfolio as corporate using the A-IRB approach, they would have faced higher capital requirements than under Basel-II. Altman, et al., (2010) define the SME using quantitative measures such as annual turnover, total assets, number of employees, average annual sales receipts and capital employed; as well as qualitative measures such as firm's legal form and industry type. The authors contend that small firms have a lower risk profile compared to larger firms. This fact explains the success of many SME compared to corporate entities in financial crises, and the ability to overcome the domino effect of such crises. The authors also stated that SME often rely heavily on trade finance from suppliers when bank finance is not available to them. The rationale is that; SME may try to boost sales by offering credit to counter competition but without having the financial resources to back this strategy. Moreover, SME extend trade credit to customers as a means of gaining and retaining customers, but the excessive use and extension of trade credit makes the business vulnerable to cash flow difficulties. The authors also suggested that financially distressed SME have higher levels of both trade debts extended to customers and trade credit obtained from suppliers. Trade debtors may also increase because customers may avoid paying suppliers that are showing signs of financial difficulty, or it may be that many SME fail because of late payments by large customers' bargaining power. The authors used working-capital cycle such as total liabilities to quick assets, trade debtors to total assets, and trade creditors to trade debtors as explanatory variables in their study and found positive and significant relation in explaining the failure.
Emine (2012) study supports the fact that the average SME loan portfolio in Arab region is relatively small (less than 8 percent of total loans). Emine developed OLS regression model on a survey data of 300 different sample SMEs in three Arab countries: high income category (Qatar), medium income category (Egypt), and low income category (Mauritania). The paper concluded that; the Arab region has the lowest legal right index among all regions; the credit information index improved in recent years, but the coverage of credit reporting systems is still very limited; the main constraints faced by the SME are the lack of finance, lack of skilled HR, and low technological capabilities; and the scale and scope of lending to SME in GCC (Gulf Cooperation Council) was much lower than in non-GCC Arab countries. Hudson (1987) argued that SME bankruptcy is mainly influenced by trade creditors since trade credit forms a large proportion of SME liabilities. This study revealed that when small firms experience a decline in performance and financial stress, they extend more credit to customers as accounts receivables and take extended credit from suppliers as account payables. So, the trade creditors' decision to force bankruptcy would depend on its customers' cash position, current indebtedness to the bank, the expected future profits, the liquidation value and interest rates.
To predict business distress in an entity, creditors use their judgmental techniques that are based on history and experience. But this technique is associated with subjectivity, inconsistency and individual preferences motivating decisions (Abdou and Pointon, 2011) . Al Khatib and Al Bzour (2011) This study attempts to fill the gap in the business distress prediction literature in that it advances the methodology of predicting business distress technique using logistic and Neural Network (NN) models, none of which have not been developed to their optimum in predicting business distress.
METHODOLOGY
In this study, we adopt (in addition to logistic model) a new methodology to evaluate the default or distress behavior through neural network framework. In section 3.2, we provide the justification to this new approach and compare the superiority of this framework over the traditional Logit model as NN is devoid of distributional assumptions that are normally seen in econometric techniques.
Logit Model
Logit is a qualitative choice model. The probability of business distress (P) can be computed as:
is the natural logarithm, is a vector of independent variables listed in Table 4 , are logistic impact coefficients, and are the error terms. The balanced panel data, used in this study, comprised of 28 SME operating in the Arab region for a period of 5 years, 2009 to 2013 (Table 3) in petrochemical subsectors. Business Distress (BD) is binary variable where 1 representing SME with business distress, 0 representing SME with no business distress.
Independent:
Leverage ratio (Leverage) X1 Total liabilities to Owners' Equity ratio Operating profit (OPS) X2 Operating profit to sales ratio Cash Cycle X3 Number of days needed to generate cash from the business. SME based on Sale X4 Non-financial variable. The size of the company based on Sales. This is a dummy variable of which 0 = small size entity, 1= medium size entity. Log of Net Fixed Assets X5 Value of fixed assets after depreciation in million US dollars SME based on # of employees X6 Non-financial variable. The size of the company based on number of employee (binary; 0 = small size entity, 1= medium size entity). Listed SME X7 Non-financial variable; binary variable of which 1 = listed SME's , 0 = not listed Jordan X8 The data for listed companies were obtained from the annual reports published in the stock exchange of the respective countries. The data of unlisted companies were obtained through follow-up visits with the managers and the owners of the companies. The financial data of unlisted companies were audited by independent certified auditors, which minimize the impact of financial window dressing addressed by Ono (2006) . Thirty observations (i.e. 6 companies) were kept as hold-out sample for model validation.
Page | 73
The dependent variable (Business Distress, BD) reflects the operating style of an SME that will impact the trading activity of the business. Referring to the trade credit literature, we postulate that if the SME can obtain easy credit terms from its suppliers and provide shorter credit terms to its customers, then such SME are operating safely with no business distress (i.e. Business Distress, BD, is 0). In such non-distressed SME cash from operating activity will keep flowing uninterruptedly. On the other hand, if the SME faces challenges to obtain easy credit terms from its suppliers and at the same time offers higher credit terms to its customers (in order to assure higher customer retention rate), it will end up blocking the cash flow generated form operating activity. The postulate has economic rational that, the SME struggling for bank financing, often faces difficulties in obtaining the required business credit facilities since already its leverage ratio is high due to accumulated trade payable. In that case, the SME will be operating under distress (i.e. BD is 1). BD is accordingly computed from the cash cycle rate (in days) and the debtor-days ratio.
Neural Network Architecture
Forecasting, classification of risk, and dimensionality reduction or distillation of information from dispersed signals in the market, are three tools for effective portfolio management and broader decision making in volatile economies yielding "noisy" data. How can we efficiently distil information from these market signals for better diversification and effective risk management, or even better stabilization policy? All of these issues may be addressed very effectively with neural network methods. Most of modern finance and economic theory comes from microeconomic optimization and decision theory under uncertainty. Economics was originally called the "dismal science" in the wake of John Malthus's predictions about the relative rates of growth of population and food supply. But economics can be dismal in another sense. If we assume that our real-world observations come from a linear data generating process, that most shocks are from an underlying normal distribution and represent small deviations around a steady state, then the standard tools of classical regression are perfectly appropriate. However, making use of the linear model with normally generated disturbances may lead to serious misspecification and mispricing of risk if the real world deviates significantly from these assumptions of linearity and normality. Neural network methods, coming from the brain science of cognitive theory and neurophysiology, offer a powerful alternative to linear models for forecasting, classification, and risk assessment in finance and economics. We can learn once more that economics and finance need not remain "dismal sciences" after meeting brain science.
Forecasting simply means understanding which variables lead or help to predict other variables, when many variables interact in volatile economies. This means looking at the past to see what variables are significant leading indicators of the behaviour of other variables. It also means a better understanding of the timing of lead-lag relations among many variables, understanding the statistical significance of these lead-lag relationships, and learning which variables are the more important ones to watch as signals for further developments. Obviously, if we know the true underlying model generating the data we observe in economies, we will know how to obtain the best forecasts, even though we observe the data with measurement error. More likely, however, the true underlying model may be too complex, or we are not sure which model among many competing ones is the true one. So we have to approximate the true underlying model by approximating models. Once we acknowledge model uncertainty, and that our models are approximations, neural network approaches will emerge as a strong competitor to the standard benchmark linear model.
Organizations would like to be able to discriminate good from bad risks by identifying key characteristics of investment candidates. For instance, in a lending environment, a bank would like to identify the likelihood of default on a car loan by readily identifiable characteristics such as salary, years in employment, years in residence, years of education, number of dependents, and existing debt. Similarly, organizations may desire a finer grid for discriminating, from very low, to medium, to very high unacceptable risk, to manage exposure to different types of risk ix . Neural nets have proven to be very effective classifiers-better than the state-of-theart methods based on classical statistical methods. All too often we summarize information about large amounts of data with averages, means, medians, or trimmed means, in which a given Forecasting into the future, or out-of-sample predictions, as well as classification and dimensionality reduction models, must go beyond diagnostic examination of past data. We use the coefficients obtained from past data to fit new data and make predictions, classification, and dimensionality reduction decisions for the future. As the saying goes, life must be understood looking backwards, but must be lived looking forward. The past is certainly helpful for predicting the future, but we have to know which approximating models to use, in combination with past data, to predict future events. The medium-term strategy of any enterprise depends on the outlook in the coming quarters for both price and quantity developments in its own industry. The success of any strategy depends on how well the forecasts guiding the decision makers work.
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Diagnostic and forecasting methods feedback in very direct ways to decision-making environments. Knowing what determines the past, as well as what gives good predictions for the future, gives decision makers better information for making optimal decisions over time. In engineering terms, knowing the underlying "laws of motion" of key variables in a dynamic environment leads to the development of optimal feedback rules x . Diagnostic examination of past data, forecasting, and control are different activities but are closely related. The policy rule for control, of course, need not be a hard and fast mechanical rule, but simply an operational guide for better decision making. With good diagnostics and forecasting, for example, businesses can better assess the effects of changes in their prices on demand, as well as the likely response of demand to external shocks, and thus how to reset their prices. So it should not be so surprising that good predictive methods are at a premium in research departments for many industries. Until recently, most of the control or decisionmaking analysis has been based on linear dynamic models with normal or log-normal distributions of asset returns. However, finding such a distribution in volatile environments means going beyond simple assumptions of normality or log normality used in conventional models. Of course, when we let go of normality, we must get our hands dirty in numerical approximation, and can no longer plug numbers into quick formulae based on normal distributions. But there are clear returns from this extra effort.
Like the econometric models, a neural network relates a set of input variables { }, = 1,2, … , to a set of one or more output variables, { }, = 1,2, … , . The difference between a NN and other approximation methods is that the neural network makes use of one or more hidden layers, in which the input variables are squashed or transformed by a special function, known as a logistic or log sigmoid transformation. While this hidden layer approach may seem esoteric, it represents a very efficient way to model nonlinear statistical processes. In addition to the sequential processing of typical linear systems, in which only observed inputs are used to predict an observed output by weighting the input neurons, the neurons in the hidden layer process the inputs in a parallel fashion to improve the predictions. The connectors between the input variables, often called input neurons, and the neurons in the hidden layer, as well as the connectors between the hidden-layer neurons and the output variable, or output neuron, are called synapses xi . This single-layer feedforward or multiperceptron network with one hidden layer is the most basic and commonly used neural network in behavioural economic and financial applications. More generally, the network represents the way the human brain processes input sensory data, received as input neurons, into recognition as an output neuron. As the brain develops, more and more neurons are interconnected by more synapses, and the signals of the different neurons, working in parallel fashion, in more and more hidden layers, are combined by the synapses to produce more nuanced insight and reaction xii. In behavioural finance and economic applications, the combining of the input variables into various neurons in the hidden layer has another interpretation. Quite often we refer to latent variables, such as expectations, as important driving forces in markets and the economy as a whole xiii . While it is often possible to obtain survey data of expectations at regular frequencies, such survey data come with a time delay. There is also the problem that how respondents reply in surveys may not always reflect their true expectations. The use of the NN to model the process of decision making is based on the principle of functional segregation, which Rustichini et al. (2002) define as "not all functions of the brain are performed by the brain as a whole". A second principle, called the principle of functional integration, states that "different networks of regions (of the brain) are activated for different functions, with overlaps over the regions used in different networks" (Rustichini et al., 2002) . Making use of experimental data and brain imaging, they offer evidence that subjects make decisions based on approximations, particularly when subjects act with a short response time. They argue for the existence of a "specialization for processing approximate numerical quantities" (Rustichini et al., 2002) .
In a more general econometric framework, NN approximation is a sieve estimator. In the univariate case, with one input x, an approximating function of order , , is based on a non-nested sequence of approximating spaces:
Each finite expansion { , 0( ), , 1( ), … , , ( )}, can potentially be based on a different set of Jump Connections. One alternative to the pure feedforward network or sieve network is a feedforward network with jump connections, in which the inputs has direct linear links to output , as well as to the output through the hidden layer of squashed functions, which is analogous to adaptive learning.
EMPIRICAL MODEL RESULTS & ANALYSIS

Preliminary Data Statistics
Table 5 displays summary statistics. As expected skewness of some independent variables are far away from normality and raises the doubt about the validity of using Logistic specification for modeling business distress of SME. Regressors set was checked with variance inflation factor (VIF > 10) and results showed no multicollinearity among the repressors. Transition probability of the dependent variable (business distress) was estimated to see how many companies were operating under business distress in the sample. The result is presented in Table 6 . The result shows that out of 48 percent of the SME experiencing business distress in the current year, 55 percent of them will remain under business distress in the following year. Similarly, out of 52 percent of the SME not showing business distress in the current year, 46 percent are expected to show business distress in the following year. Table 7 presents the regression results of random effect model (RE), the fixed effect model (FE) and the population-average model (PA)11. The FE model assumes that independent variables do not vary with time, so they are fixed. This assumption may not hold true in our study. For example, if the SME was of small size in 2009, it may not remain small forever in terms of the volume of sales or the number of employees. The RE model takes into consideration the variation of an observation over time. Hence, RE model seems more appealing in the study than the FE model. The Housman test clearly shows that the null hypothesis (that the RE model is preferable) cannot be rejected; suggesting that RE provides a better estimate than FE. On the other hand, the likelihood-ratio test of rho (ρ) shows that the null hypothesis (that ρ = 0) cannot be rejected and hence PA xiv is more appropriate and efficient than RE. Note: *Significant at 10 percent, **significant at 5 percent, ***significant at 1 percent. All GCC countries are included, but only those significant are presented. a LR chi2 (5); bAIC is not applicable with PA model.
Using PA as a base model, three logistic models were specified as in Table 8 . In model (1), we used the number of employees as the definition of the SME, and we transformed the net sales and fixed assets to the logarithmic form. In model (2), we used fixed assets as the definition of the SME and we omitted the fixed assets variable from the model. In model (3), we used the number of sales as the definition of the SME and we omitted the sales variable. The model with the lowest Akaike's information criterion (AIC) is a preferred model. Thus, Model-1 is superior to Model 2 and 3. The model also showed a 70 percent prediction power.
The regression result in model 1 show that a 1 percent increase in the leverage ratio resulted in 45 percent increase in the probability of distress. Likewise, a 1 percent increase in number of days needed to generate cash from the business increased the probability of distress by 39 percent. : *significant at 10 percent, **significant at 5 percent, ***significant at 1 percent.
The size of fixed assets of SME plays a key role in determining the business distress within the SME. This variable was negatively related to probability of distress and was significant. SME size (based on number of employees) negatively affected the probability of distress. In particular, a 1 percent increase in the SME size-2 decreased the probability of distress by 18 percent. The fact that the SME is listed decreases the probability of distress. The probability of distress among the listed SME was found to be 20 percent less than those that are not listed. While SME located in Jordan and Kuwait have a higher probability of business distress compared to UAE -SME, Qatar-SME have lower probability of distress compared to UAE-SME. The model also correctly classified 74 percent of the distressed firms (specificity) and 66 percent of the non-distressed firms correctly classified (sensitivity). With overall correct classification 70 percent.
Model interpretation
The study found that leverage ratio, cash cycle in days, size of fixed asset, size of SME (based on number of employees), and listing of SME were the key determinants of business distress for SME in Arab region. Country of location of the SME also matters in influencing business distress of SME in the Arab region. A key determinant is the cash cycle in days. The cash cycle reflects the operating style and the ability of the SME to generate cash from its business within the shortest possible time in order to assure adequate cash flow to the business. Given that cash cycle in days (trade debtor days plus inventory turnover in days' minus trade creditor days) if it is longer to generate cash from the business, the higher is the probability of business distress for SME. Therefore, many SME, especially small-size business, plausibly are always looking to obtain longer credit terms from their suppliers to calibrate the cash cycle and make it shorter, by increasing the number of days needed to pay the suppliers.
As the short term borrowing is probably not always affordable, the main liability component in SME is expected to be the trade payables. The study revealed that higher leverage ratio, higher is the probability of business distress for SME.
Neural Network (NN) Analysis
To overcome the non-normal behavior of data as indicated by the skewness in Table 5 , we adopt Neural Network (NN) Analysis for addressing research questions. The appeal of the neural network approach lies in its assumption of bounded rationality: when we forecast in volatile emerging markets, we are approximating the expectations of others. Market participants are thus engaged in a learning process, continually adapting prior subjective beliefs from past mistakes. What makes the neural network approach so appealing in this respect is that it permits threshold responses by economic decision makers to changes in policy or exogenous variables1. In the neural network model, one is not making any specific hypothesis about the values of the coefficients to be estimated in the model, nor, for that matter, any hypothesis about the functional form relating the observed repressor " " to an observed output " ". Most of the time, we cannot even interpret the meaning of the coefficients estimated in the neural network, at least in the same way we can interpret estimated coefficients in ordinary econometric models, with a well-defined functional form. In that sense, the neural network differs from the usual econometrics, where considerable effort is made to obtain accurate and consistent, if not unbiased, estimates of particular parameters or coefficients. Similarly, when nonlinear models are used, too often economists make use of numerical algorithms based on assumptions of continuous or "smooth" data. All too often, these methods break down, or one must make use of repeated estimation, to make sure that the estimates do not represent one of several possible sets of local optimum positions. Various sectors of emerging markets, in particular, with a great deal of innovation and change, represent a fertile ground for the use of neural network for two reasons, which are interrelated. One is that the data are often very noisy, due either to the thinness of the markets or to the speed with which news becomes dispersed, so that there are obvious asymmetries and nonlinearities that cannot be assumed away. Second, in many instances, the players in these markets are themselves in a process of learning, by trial and error, about policy news or about legal and other changes taking place in the organization of their markets. The parameter estimates of a neural network, by which market participants forecast and make decisions, are themselves the outcome of a learning and search process.
The total samples used are 110 (net of 30 data which were excluded with missing information on some variables) with 10 inputs and two output that represents whether the SME is in business distress or not, and it is divided into two kinds of samples for the purpose of experimentations as in Table 9 : As presented in table 9, 75 data samples have been assigned for the training phase, and the network is adjusted according to its error. On the other hand, 35 data samples have been assigned for the validation phase. These were used to measure network generalization, and to halt training when generalization stabilizes at a certain range. The training is done using backpropagation neural networks with 4 hidden neurons using Softmax Cross Entropy (CE) results. Lower values of error results are better. Zero means no error.
The procedure for using NN includes selecting data, create and train a network, and evaluate its performance using cross-entropy matrices. A one-layer feed-forward network, with hyperbolic-tangent hidden layer and softmax output neurons can classify distress data vectors arbitrarily well, given enough neurons in its hidden layer. In our experiments, the number of hidden layer that gave best performance is 4 neurons (Figure 4 .1 and Table 10 ). Table 11 displays the model error classification. In training phase, the average percent correct prediction of business distress was 88.1 percent and that of non-distress was 100 percent, with overall correct prediction of 93.3 percent compared to 70 percent overall correct classification in Logistic model discussed in previous section.
Similarly, in testing phase, the average percent correct prediction of business distress was 77.8 percent and that of non-distress was 88.2 percent, with overall correct prediction of 82.9 percent. Table 12 and the accompanying figure (Figure 4 .2) shows the importance of factors in NN model in the order of decreasing importance for explaining the distress behavior of firms in the Arab region. Some of these variables were insignificant in the Logistics model.
Thus variables such as cash cycle, operating profit, net fixed assets, and the leverage were of importance to the degree of 100%, 57.9%, 44% and 40% respectively in explaining the business distress in the Arab region. 
CONCLUSION
The study examined the determinants of business distress in SME engaged in petrochemical subsectors in the Arab region. A panel data of 140 observations from 28 SME companies for a period of 5 years (2009 -2013) is analyzed using panel binary choice models. The result suggests that leverage ratio, cash cycle in days, size of SME fixed asset and SME size (based on number of employees), and listing of SME are key factors in explaining business distress of firms and thus for lenders to consider these factors prudently for making credit decisions by lenders. The study also revealed that lenders may learn from country level experiences in the Arab region. For example, UAE lenders can learn from Qatar SME experiences while other lenders located in Jordan and Kuwait can learn from the UAE lending experiences. Though not expected, the size of SME based on number of employees is found to be significantly higher in non-distressed SME than in the distressed ones. A one percent increase in the number of employees of the SME, the distress probability of such SME declined by 34 percent. The results also validated the existing literature on trade credit, confirming that distressed SME enjoy higher trade credit because they have limited access to formal sources of financing such as banks. The logistic model predicted correctly overall 70 percent of distress and nondistress firms.
On the contrary, neural network model was more flexible and predicted correctly 93 percent in training phase and 83% in validation phase dominating in predictive behavior over econometric model. NN model indicated that Cash Cycle, operating profit, Net Fixed Assets, and Leverage, were of substantial importance for explaining the distress behavior. Thus, overall NN model dominated the Logistic model in explaining distress behavior of firms.
The sample size and focus on petro-chemical sector were major limitations of this study. With a larger sample size and with different sectors within the Arab region, the prediction power could enhance. Interestingly NN model could prove to be a superior analytical model for lenders to use instead of traditional logistic model.
