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ABSTRACT. We show that the direct product of maps with Young towers admits a
Young tower whose return times decay at a rate which is bounded above by the slowest
of the rates of decay of the return times of the component maps. An application of this
result, together with other results in the literature, yields various statistical properties
for the direct product of various classes of systems, including Lorenz-like maps, mul-
timodal maps, piecewise C2 interval maps with critical points and singularities, He´non
maps and partially hyperbolic systems.
1. INTRODUCTION AND STATEMENT OF RESULTS
1.1. Product systems and Young towers. Let fi : Mi → Mi, i = 1, ..., `, be a family
of maps defined on a family of Riemannian manifolds. Define the product map f =
f1 × ...× f` on M = M1 × ...×M` by
(1.1) f(x1, ..., x`) = (f1(x1), .., f`(x`)).
Dynamical properties of the product system f can be partially but not completely de-
duced from the dynamical properties of its components, as the product system may
exhibit significantly richer dynamics. Even in the simplest setting of the product of two
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2 STEFANO LUZZATTO AND MARKS RUZIBOEV
identical maps g × g : M → M , if p, q are periodic points for g, then the set-theoretic
product of the periodic orbits O+(p) = {p1, ..., pm} and O+(q) = {q1, ..., qn} may con-
sist of several periodic orbits1, which are in some sense new periodic orbits which do not
exist in either of the original systems. Similarly, from an ergodic-theoretic point of view,
the spaceMg×g of invariant probability measures for the product map contains many in-
variant measures which are not products of invariant measures for g such as measures
supported on the “new” periodic orbits mentioned above and measures supported on the
“diagonal” {(x, x) : x ∈M} ⊂M ×M which is invariant for the product.2
One important tool that has emerged in the last decade or so for the study of dynamical
and statistical properties of various kinds of dynamical systems, is that of Young towers,
after the pioneering work of Young [49]. The direct product of Young towers is not in
general itself a Young tower, and so it is not immediately obvious that the direct product
of systems which admit a Young tower also admits a Young tower. The main result of
this paper is to show that, nevertheless, a Young tower can be constructed for the product
system (1.1) if each component fi admits a Young tower, and that we can obtain some
estimates for the decay of the return times of the tower for the product in terms of the
rates of decay for the individual towers. We will also discuss various applications of
this result to products of systems for which Young towers are known to exist.
1.2. Statement of results. We postpone the precise formal definition of a Young tower
to Section 2 since it is somewhat technical and our main results can be stated without
any reference to the details. The definition is slightly different depending on whether
f is invertible or not but both cases we have a reference probability measure m on a
”base” ∆0 ⊂ M , and a return time function R : ∆0 → N. We suppose that each of
our maps fi : Mi → Mi, i = 1, ..., ` admit Young towers with reference measures m(i)0
defined on bases ∆(i)0 with return time functions R
(i) : ∆
(i)
0 → N. Let f : M → M
denote the corresponding product system (1.1), and m¯0 = m
(1)
0 × · · · ×m(`)0 denote the
product measure on ∆¯0 = ∆
(1)
0 × · · · ×∆(`)0 . Finally, let
(1.2) Mn = max
i=1,..,`
m
(i)
0 {R(i) > n}.
We always assume that either all of the maps are invertible or all are noninvertible so
that the product system is of the same type.
Theorem. The product system f admits a tower with reference measure m¯0 on ∆¯0 and
return time T : ∆0 → N satisfying the following bounds.
Exponential Decay: if Mn = O(e−τn) for some τ > 0, then
m¯0{T > n} = O(e−τ ′n).
1 In fact, if gcd{m,n} = 1, then (p, q) is periodic point of period mn. On the other hand, if
gcd{m,n} = k > 1, then (p, q) is periodic point with period mn/k, but O+(p) × O+(q) is a union
of k periodic orbits. As a simple example, consider the case m = 2 and n = 4. In this case, the product
of the orbits splits into two orbits for the product map: O+(p)× O+(q) = O+(p1 × q1) ∪ O+(p2 × q1).
2Thanks to M. Blank for this interesting observation.
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for some τ ′ > 0.
Stretched Exponential Decay if Mn = O(e−τn
θ
) for some τ, θ > 0, then
m¯0{T > n} = O(e−τ ′nθ
′
);
for all 0 < θ′ < θ and some τ ′ = τ ′(θ′) > 0.
Polynomial Decay if Mn = O(n−α) for some α > `, then
m¯0{T > n} = O(n`−α).
The idea of constructing a Young tower for a product of Young towers is sketched, in
the non-invertible setting with exponential or polynomial return times, without a fully
developed proof, in the PhD thesis of Vincent Lynch [34]. Our construction and esti-
mates lead to a ”loss” of one exponent for each component of the product system in the
case of polynomial rates of decay, and also do not allow us to obtain results if the decay
is slower than polynomial, such as in the interesting examples of Holland [25] which
exhibit decay at rates of the form (log ◦... ◦ log n)−1. It is not clear to us if this is just a
technical issue or if there might be some deeper reasons.
1.3. Applications. Young towers have been shown to imply a variety of statistical
properties such as decay of correlations, invariance principles, limit theorems which
in some cases can also be quantified in terms of the rate of decay of the tail of the re-
turn times associated to the tower [5, 18, 19, 23, 35, 36, 37, 49, 50]. An immediate
consequence is that the dynamical systems which are direct products of systems which
admit Young towers satisfy the statistical properties corresponding to the tail estimates
of the product as given in our Theorem. Some examples of these systems include the
following. Lorenz-like interval maps which are uniformly expanding and have a single
singularity with dense preimages satisfying |f ′(x)| ≈ |x|−β for some β ∈ (1/2, 1) admit
a Young Tower with exponential tail, see [21] for the precise technical conditions; Mul-
timodal maps for which the decay rate of the return times was obtained in terms of the
growth rate of the derivative along the critical orbits [15]; Maps with critical points and
singularities in one and also higher dimensions [3, 22, 7]; Planar periodic Lorentz gas
was introduced by Sinai [44] and admits Young Towers with exponential tails [50, 19];
He´non maps, for certain choices of parameters (a, b), the maps Ha,b : R2 → R2 given
by Ha,b(x, y) = (1− ax2 + y, bx) admit a Young Tower with exponential tail [11, 12];
Partially hyperbolic systems under certain additional conditions [6, 5].
We emphasize that the construction of Young towers, and especially the estimation of
the decay of the return times, is in general highly non-trivial and relies on the specific
geometric and dynamical properties of the system under consideration. The geometry
of the direct product of any of the systems mentioned above is extremely complicated
and it is doubtful that a tower construction could be achieved without taking advantage
of the information that each component admits a tower with certain decay rates and
applying our theorem.
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In certain cases, combining our result with existing literature, it is possible to deduce
statistical properties of the product system directly from the statistical properties of the
component systems without assuming a priori that these admit Young towers. Indeed, in
certain settings, such as that of non-uniformly expanding systems, statistical properties
such as decay of correlations or large deviations imply the existence of Young tower
with corresponding tail estimates see e.g. [2, Theorem 4.2]. Thus, taking the direct
product of any finite number of such systems we can apply our result and those of [36]
to conclude that Large Deviations for the component systems implies Large Deviations
for the product system. The same argument also works for Decay of Correlations but in
this case, as Carlangelo Liverani pointed out to us, it is possible to give an elementary
and self-contained direct proof. Since it does not appear to exist in the literature, we
include it in the Appendix of this paper.
1.4. Overview of the paper. In Section 2 we give the precise formal definition of a
Young tower in the non-invertible setting. Most of the paper will then be dedicated to
proving our main result in this setting. In Section 7 we will give the formal definition
in the invertible case and show how the construction easily extends to this setting. In
Section 3 we give the full combinatorial/topological construction of the tower for the
product system. In Section 4 we give some basic estimates concerning the asymptotics
of the tail of the newly constructed tower for the product, and in Section 5 we apply
these to get specific estimates in the exponential, stretched exponential and polynomial
case. In Section 6 combining the results from previous sections, we finalize proof of
the Theorem in the non-invertible case. Finally, in the appendix we prove some techni-
cal estimates and explain the estimate due to Liverani on the decay of correlations for
product systems.
2. YOUNG TOWERS
2.1. Gibbs-Markov-Young Towers. We start with the formal definition of Young Tower
for non-invertible maps. To distinguish this case from the tower for invertible maps, this
structure sometimes is referred to as a Gibbs-Markov-Young (GMY) structure or GMY-
tower. Let f : M → M be a C1+α, α ∈ (0, 1) local diffeomorphism (outside some
critical/singular set) of a Riemannian manifold M on which we have a Riemannian vol-
ume which we will refer to as Lebesgue measure. To define a GMY-structure for f we
start with a measurable set ∆0 with finite positive Lebesgue measure, we let m0 de-
note the restriction of Lebesgue measure to ∆0, a mod 0 partition P = {∆0,i} of ∆0,
and a return time function R : ∆0 → N that is constant on the partition elements, i.e.
R|∆0,i = Ri such that the induced map fR : ∆0 → ∆0 is well defined. Then, for any
two point x, y ∈ ∆0 we can define the separation time s(x, y) as the smallest k ≥ 0
such that (fR)k(x) and (fR)k(y) lie in different partition elements and assume that there
exists β ∈ (0, 1) and D > 0 such that the following conditions are satisfied.
(G1) Markov: for any ∆0,i ∈ P the map fRi : ∆0,i → ∆0 is a bijection.
(G2) Uniform expansion: ‖(DfR)−1(x)‖ ≤ β for m0 a.e. x.
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(G3) Bounded distortion: for a.e. pair x, y ∈ ∆0 with s(x, y) <∞ we have
(2.1)
∣∣∣∣detDfR(x)detDfR(y) − 1
∣∣∣∣ ≤ Dβs(fRx,fRy).
(G4) Integrability:
∫
Rdm0 <∞.
(G5) Aperiodicity: gcd{Ri} = 1.
Young showed that the first three assumptions (G1)-(G3) imply that the map f ad-
mits an f -invariant measure µ which is absolutely continuous with respect to Lebesgue.
Condition (G4) implies that this measure is finite, and therefore can be taken to be a
probability measure, and condition (G5) implies that it is mixing. We note that the in-
tegrability and the aperiodicity assumption are not always included in the definition of
a Young Tower. We include them here because we actually require the existence of a
mixing probability measure for each component for our argument to work in the proof
of the Theorem and also because we are interested in applications to the problem of the
rate of decay of correlations for product systems and this requires the measures involved
to be mixing probability measures.
We note also that the return time R is not generally a first return time of point to ∆0.
It is therefore often useful to work with an “extension” of f in which the returns to ∆0
are first return times. This extension is precisely what we refer to as a GMY-tower. The
formal construction of this extension proceeds as follows. We let
(2.2) ∆ = {(z, n) ∈ ∆0 × Z+0 | R(z) > n},
where Z+0 denotes the set of all nonnegative integers. For ` ∈ Z+0 the subset ∆` =
{(·, `) ∈ ∆} of ∆ is called its `th level. By some slight abuse of notation, we let ∆0
denote both the subset of the Riemannian manifold M on which the induced map fR
is defined and the 0’th level of tower ∆. The collection ∆`,i := {(z, `) ∈ ∆`| (z, 0) ∈
∆0,i} forms a partition of ∆ that we denote by η. The set ∆Ri−1,i is called the top level
above ∆0,i. We can then define a map F : ∆→ ∆ letting
(2.3) F (z, `) =
{
(z, `+ 1) if `+ 1 < R(z),
(fR(z)(z), 0) if `+ 1 = R(z).
There exists a natural projection pi : ∆ → M defined by pi(x, `) = f `(x0) for x ∈ ∆
with F−`(x) = x0 ∈ ∆0. Notice that pi is a semi-conjugacy f ◦ pi = pi ◦ F.
For future reference we note that we can extend the return time and the separation
time to all of ∆. Indeed, for any x ∈ ∆ we can define a first hitting time by
(2.4) Rˆ(x) := min{n ≥ 0 : F n(x) ∈ ∆0}.
Notice that if x ∈ ∆0 then Rˆ(x) = 0. We also extend the separation time to ∆ by setting
s(x, y) = 0 if x and y belong to different elements of η and s(x, y) = s(x˜, y˜) if x and y
are in the same element of η, where x˜ and y˜ are the corresponding projections to ∆0.
We define a reference measure m on ∆ as follows. Let A be the Borel σ-algebra on
∆0 and let m0 denote the restriction of Lebesgue measure to ∆0 where, as mentioned
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above, we are identifying ∆0 ⊂ M with the 0’th level of the tower. For any ` ≥ 0
and A ⊂ ∆` such that F−`(A) ∈ A define m(A) = m0(F−`(A)). Notice that with
this definition, the restriction of m to ∆0 is exactly m0, whereas the restriction of m to
the upper levels of the tower is not equal to the Riemannian volume of their projections
on M because the tower map F : ∆ → ∆ is by definition an isometry between one
level and the next, except on the top level where it maps back to the base with an
expansion which corresponds to the “accumulated” expansion of all the iterates on the
manifold. Correspondingly, for every x ∈ ∆Ri−1,i ⊂ ∆, the Jacobian of F at x is
JF (x) = detDfR(x0), where x0 = F−Ri+1x ∈ ∆0, and JF (x) = 1 otherwise.
3. A TOWER FOR THE PRODUCT
In this section we begin the proof of our main result. To simplify the notation we will
assume that we have a product of only two systems, the general case follows immedi-
ately by iterating the argument.
3.1. Basic ideas and notation. We begin by introducing some basic notions. Suppose
F : (∆,m) 	 is a GMY-tower as defined in (2.2) and (2.3) above and let η be the
partition of ∆ into ∆`,i’s. Then, for n ≥ 1, let
(3.1) ηn :=
n−1∨
j=0
F−jη := {A1 ∩ F−1(A2) ∩ ... ∩ F 1−n(An)| A1, ..., An ∈ η}
be the refinements of the partition η defined by the map F . For x ∈ ∆ let ηn(x) be the
element containing x. From (3.1) it is easily seen that ηn(x) has the form
ηn(x) =
(
n−1∨
j=0
F−jη
)
(x) = η(x) ∩ F−1η(F (x)) ∩ ... ∩ F 1−nη(F n−1(x)).
Remark 1. To get a better feeling for the partitions ηn notice that from the definition of
tower for x /∈ ∆0 we have F−1(η(x)) = η(F−1(x)), which shows that the element η(x)
gets refined only when F−j(x) ∈ ∆0 for some j, j = 0, ..., n− 2. It may be instructive
to consider more in detail the cases n = 2 and n = 3 (notice that η1 = η). For n = 2,
from (3.1) we have F−1η ∨ η. In this case only the elements on the top levels (recall
definition just before equation (2.3)) get refined so that the new elements are mapped by
F bijectively onto ∆0,i ⊂ ∆0, for some i. All the other elements remain unchanged, see
Figure 1 (for simplicity, the pictures are drawn when the partition of base contains only
two elements and has return times 3 and 5, in particular, for x ∈ ∆ with F 2(x) ∈ ∆0 we
have F 2(η2(x)) = ∆0. This is because η2(x) = η(x) and F (η(x)) is top level element
of η). For n = 3 all the elements on the top levels and on the levels “immediately
below” the top levels get refined so that the top level elements of the new partition are
mapped onto some ∆0,i by F ; the elements belonging to the levels immediately below
the top levels are mapped onto some ∆0,i by F 2 and other elements remain unchanged,
see the left hand side of Figure 2. On the right hand side of Figure 2 is illustrated the
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F−1(A) F−1(B)
F−2(A) F−2(B)
A Bη5
F−4(A) F−4(B)
F−3(A) F−3(B)
F−2(A) F−2(B)
F−3(A) F−3(B)
F−4(A) F−4(B)
F−4(A) F−4(B)
FIGURE 2. η3 and η5
situation for n = 5 in this simple example, where n = mini{Ri}+ 2, and therefore the
refinement procedure “reaches” ∆0. After this time, the top levels undergo a “second
round” of refinements. In Figure 2 the bold elements of η5 are the elements of η which
have been refined twice. In general, for each n the refinement procedure affect n − 1
levels below the top levels. If n is sufficiently large, some of the partition elements
might get refined several times.
The following statement follows almost immediately from the observation above.
Recall also the definition of the first hitting time in (2.4).
Lemma 3.1. For any x ∈ F−n(∆0) the map F n : ηn(x) → ∆0 is a bijection and
F n(η(x)) = ∆0. Moreover if Rˆ(x) = n then Rˆ|ηn(x) ≡ n.
Proof. The proof is by induction on n. For n = 1 we have no refinement, η1 = η, and
therefore the conclusion follows from the definition of tower. Assume that the assertion
is true for n = k. From equality (3.1) we obtain ηk+1 = F−1(ηk) ∨ η. Let x ∈ ∆ be a
point, such that F k+1(x) ∈ ∆0 then using the relation ηk+1(x) = F−1ηk(F (x)) ∩ η(x)
we obtain F k+1(ηk+1(x)) = F k(ηk(F (x))) ∩ F k+1(η(x)). Since F k(ηk(F (x))) = ∆0
from the inductive assumption and ∆0 ⊂ F k+1(η(x)) from the definition of tower we
8 STEFANO LUZZATTO AND MARKS RUZIBOEV
get F k+1(ηk+1(x)) = ∆0. Since the first return time is constant on the elements of η,
the second assertion follows. 
3.2. Return times to ∆¯0. We are now ready to begin the construction of the tower for
the product system. Since we are considering the product of just two systems, we will
omit superfluous indexing and let f and f ′ be two maps that admit GMY-structure with
the bases ∆0, ∆′0 and return time functions R, R
′ respectively. Then we have associated
GMY-towers
F : (∆,m) 	 and F ′ : (∆′,m′) 	
with bases ∆0 and ∆′0 and return time functions R(x) and R
′(x′) respectively. Let
∆¯ = ∆×∆′ and ∆¯0 = ∆0 ×∆′0
denote the product of the two towers, and the product of their bases respectively. Letting
m0,m
′
0 denote the restrictions of m,m
′ to ∆0,∆′0 respectively, we let m¯ = m×m′ and
m¯0 = m0 ×m′0 denote the product measures on the corresponding products. The direct
product map F¯ = F × F ′ is defined on ∆¯ and we will construct a tower for F¯ with
base ∆¯0. We start by defining the return time function T on ∆¯0. From Theorem 1 in
[50] there exist mixing invariant probability measures µ, µ′ for F and F ′, equivalent to
m,m′ respectively, and with densities which are uniformly bounded above and below.
Therefore, there exist constants c > 0 and n0 > 0 such that
(3.2) m(F−n(∆0) ∩∆0) > c > 0 and m′(F ′−n(∆′0) ∩∆′0) > c > 0
for all n ≥ n0. We choose such n0 and introduce a sequence {τi} of positive integers as
follows. For x¯ = (x, x′) ∈ ∆¯ let
τ0(x¯) = 0 and τ1(x¯) := n0 + Rˆ(F n0x).
The other elements of the sequence {τi} are defined inductively by iterating F or F ′
alternately depending on whether i is odd or even. More formally, for every j ≥ 1 let
(3.3)
τ2j(x¯) := τ2j−1(x¯) + n0 + Rˆ′(F ′
n0+τ2j−1x′),
τ2j+1(x¯) := τ2j(x¯) + n0 + Rˆ(F
n0+τ2jx).
Remark 2. Notice that at every step we “wait” for n0 iterates before defining the next
term of the sequence. This implies that for any i we have τi − τi−1 ≥ n0 and therefore,
from (3.2), we get
m0(∆0 ∩ F τi−1−τi∆0) ≥ c > 0 and m0(∆0 ∩ F τi−1−τi∆0) ≥ c > 0
We use this fact in the proof of the first item in Proposition 4.1.
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3.3. Initial step of construction of the partition of ∆¯0. Now we can begin to define
a partition η¯ of ∆¯0. Recall that the towers ∆, ∆′ of the component systems admit by
definition partitions into sets of the form ∆`,j,∆′`,j . We will denote these given partitions
by η, η′ respectively and their restrictions to ∆0,∆′0 by η0, η
′
0. We let
ξ0 = η0 × η′0
denote the corresponding partition of the product ∆¯0. Our goal is to define a partition η¯
of ∆¯0 with the property that for each x¯ ∈ ∆¯0 the corresponding partition element η¯(x¯) ∈
η¯ maps bijectively to ∆¯0 with some return time T (η¯(x¯)). Its construction requires the
definition of an increasing sequence of partitions of ∆¯0 denoted by
ξ0 ≺ ξ1 ≺ ξ2 ≺ ξ3 ≺ ...
A key property of these partitions will be that the sequences τ1, ..., τi are constant on
elements of ξi. Moreover, the construction of η¯ implies that all return times T (x¯) =
T (η¯((x¯)) are of the form T (x¯) = τi(x¯) for some i where τi belongs to the sequence
defined above. This property will be used below for the estimates of the tail of the
return times. In particular, notice also that there may be some elements of η0×η′0 which
map bijectively to ∆¯0, and thus are candidates for elements of η¯, but are not guaranteed
to satisfy the requirement just stated above. The partition η¯ will be defined as the union
(3.4) η¯ =
∞⋃
i=1
η¯i
of disjoint sets η¯i which consists of a collection of subsets which are defined in the first
i steps of the construction.
The systematic construction proceeds as follows. For each x¯ = (x, x′) ∈ ∆¯0, let
(3.5) ητ1(x)(x) := (
τ1(x¯)−1∨
j=0
F−jη)(x).
It follows immediately that ητ1(x) ⊆ η0(x). Indeed, as the following simple Lemma
proves, collection ητ1 := {ητ1(x)(x)|x ∈ ∆0} is in fact a partition of ∆0.
Lemma 3.2. ητ1 is a partition of ∆0, η0 ≺ ητ1 and τ1 is constant on elements of ητ1 .
Proof. First of all, note that since τ1 depends only on the first coordinate ητ1(x)(x) ∈ ηn,
with n = τ1(x). Then Lemma 3.1 implies that F τ1(x)(ητ1(x)) = ∆0 bijectively. In
particular, all the points in ητ1(x)(x) have the same combinatorics up to time τ1(x), and
hence τ1 is constant on ητ1(x)(x).
Now, to prove the Lemma, since ητ1 clearly covers ∆0, we just need to show every pair
of sets in ητ1 are either disjoint or coincide. Let ητ1(x)(x) and ητ1(y)(y) be two arbitrary
elements of ητ1 . If τ1(x) = τ1(y) = n then ητ1(x)(x) and ητ1(y)(y) are the elements of
ηn, hence they are disjoint or coincide. If τ1(x) 6= τ1(y) then ητ1(x)(x) ∩ ητ1(y)(y) = ∅
because τ1 is constant on elements of ητ1 . 
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We can now define the partition ξ1 of ∆¯0 by letting, for every x¯ = (x, x′) ∈ ∆¯0,
ξ1(x¯) := ητ1(x)(x)× η′0(x′).
Notice that each element Γ ∈ ξ1 has an associated value of τ1 such that F τ1(x) ∈ ∆0
for every x ∈ piΓ. On the other hand, we do not a priori have any information about the
location of F ′τ1(x′) for x′ ∈ pi′Γ (since τ1 is defined in terms of properties of F ). To
study the distribution of such images, for a given Γ ∈ ξ1, we consider sets of the form
(3.6) η′τ1(x
′) = (
τ1−1∨
j=0
F ′−jη′)(x′).
The collection of such sets, for all x′ ∈ pi′Γ, form a refinement of pi′Γ. For those points
x′ ∈ pi′Γ such that F τ1(x′) ∈ ∆′0 we then have that
F ′τ1 : η′τ1(x
′)→ ∆′0
bijectively. In this case we consider the set
η¯1(x, x
′) = ητ1(x)× η′τ1(x′).
which maps bijectively to ∆¯0 by F¯ τ1 , and let η¯1 denote the collection of all sets of this
form constructed at this step. This is the first collection of sets which will be included
in the union (3.4) defined above.
3.4. General step. We now describe the general inductive step in the construction of
the sequence of partitions ξi and the sets η¯i. The main inductive assumption is that parti-
tions ξi of ∆¯0 have been constructed for all i < k in such a way that on each element of
ξi the functions τ1, ..., τi are constant and such that each component of η¯i−1 is contained
inside an element of ξi−1 and contains one or more elements of ξi (in particular elements
of the partition ξi either have empty intersection with η¯i−1 or are fully contained in some
component of η¯i−1).
The notation is slightly different depending on whether k is even or odd, according to
the different definitions of τk in these two cases, recall (3.3). For definiteness we assume
that k is odd, the construction for k even is the same apart from the change in the role
of the first and second components. We fix some Γ ∈ ξk−1 and define the partition ξk|Γ
as follows. For x¯ ∈ Γ, let
ητk(x)(x¯) = (
τk(x¯)−1∨
j=0
F−jη)(x).
A direct generalization of Lemma 3.2 gives that the collection of sets ητk := {ητk(x)(x)|x ∈
piΓ} is a partition of piΓ on whose elements τk is constant. For every x¯ ∈ Γ we let
ξk(x¯) := ητk(x)(x¯)× pi′Γ.
This completes the definition of the partition ξk and allows us define η¯k. As mentioned in
the inductive assumptions above, each component of η¯k will be contained in an element
of ξk. Thus, generalizing the construction of such elements in the first step given above,
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we fix one element Γ ∈ ξk and proceed as follows. By construction we have F τk(piΓ) =
∆0 and F ′
τk(pi′Γ) is spread around ∆′. Therefore, for every x′ ∈ pi′Γ we consider sets
of form
(3.7) η′τk(x
′) = (
τk−1∨
j=0
F ′−jη′)(x′).
The collection of such sets, for all x′ ∈ pi′Γ, form a refinement of pi′Γ. For those points
x′ ∈ pi′Γ such that F τk(x′) ∈ ∆′0 we then have that
F ′τk : η′τk(x
′)→ ∆′0
bijectively. In this case we consider the set
η¯k(x, x
′) = ητk(x)× η′τk(x′)
which maps bijectively to ∆¯0 by F¯ τk , and let η¯k denote the collection of all sets of this
form constructed at this step. Moreover, for each such set we let T = τk. Finally, notice
that the construction of η¯k through the formula (3.7) implies that the elements of the
partition ξk+1, to be constructed in the next step, are either disjoint from η¯k or contained
components of η¯k. Indeed, the construction of ξk+1 involves a formula analogous to
(3.7) with τk replaced by τk+1, clearly yielding a finer partition of pi′Γ.
This completes the general step of the construction and in particular allows us to
define the set η¯ as in (3.4). We remark that by construction all components of η¯ are
pairwise disjoint but we have not yet proved that η¯ is a partition of ∆¯0. This will be an
immediate consequence of Proposition 4.1 in the next section. For formal consistency
of notation we let T =∞ on all points in the complements of the elements of η¯. Notice
that it follows from the construction that for any Γ ∈ η¯:
(1) T |Γ = τi|Γ for some i.
(2) F¯ T (Γ) = ∆¯0.
In particular all elements of η¯ satisfy properties (G1) and (G2) in the definition of Young
Tower. In Section 4 we obtain some preliminary estimates concerning the general
asymptotics of the return times of the elements of η¯ defined above, and in Section 5
we consider the specific cases of polynomial, stretched exponential and exponential de-
cay rates. In Section 6 we use all these estimates to prove that η¯ is indeed a partition of
∆¯0 and that the return map F¯ T satisfies the required properties (G3)-(G5).
4. RETURN TIME ASYMPTOTICS
In this section we begin the study of the asymptotics of the return time T . We will
use the following general notation for conditional measures: if µ is a measure we write
µ(B|A) := µ(A ∩B)/µ(B). Also, for every n ≥ 1, we write
(4.1) M¯n :=
∑
j≥n
Mj
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where Mj is the bound on the tails of the component systems, as in (1.2). The main
result of this section is the following
Proposition 4.1. There exist constants ε0, K0 > 0 such that for any i ≥ 2
(1) m¯0{T = τi|T > τi−1} ≥ ε0
(2) m¯0{τi+1 − τi ≥ n|Γ} ≤ K0M¯n−n0 , for any n > n0 and Γ ∈ ξi.
Recall that we have set T = ∞ on the complement of points belonging to some
element of η¯, and notice that {T > τi−1} is the set of points in ∆¯0 which do not belong
to any elements of ηj for any j = 1, ..., i− 1 (by some slight abuse of notation we could
write this as {T > τi−1} = ∆¯0 \
⋃i−1
j=1 η¯j). As an immediate consequence of item (1) we
get the statement that T is finite for almost every point in ∆¯0 and therefore the collection
of sets η¯ as in (3.4) is indeed a partition of ∆¯0 mod 0.
The proof of Proposition 4.1 relies on some standard combinatorial estimates which,
for completeness and to avoid interrupting the flow of the calculations, we include in
Appendix A.
Proof of (1). By construction, {T > τi−1} is a union of elements of the partition ξi.
Thus
m¯0{T = τi|T > τi−1} = 1
m¯0{T > τi−1}
∑
Γ∈ξi,T |Γ>τi−1
m¯0{{T = τi} ∩ Γ}.
Thus it is sufficient to prove m¯0{T = τi|Γ} ≥ ε0 for any Γ ∈ ξi on which T |Γ > τi−1.
Assume for a moment i is even and let Ω = pi(Γ), Ω′ = pi′(Γ). Then by construction
pi′({T = τi} ∩ Γ) = Ω′ and
m¯0{T = τi|Γ} = m¯0({T = τi} ∩ Γ)
m¯0(Γ)
=
m0(Ω ∩ F−τi∆0)m′0(Ω′)
m0(Ω)m′0(Ω′)
=
m0(Ω ∩ F−τi∆0)
m0(Ω)
.
Now recall that F τi−1(Ω) = ∆0, which implies Ω ∩ F−τi−1∆0 = Ω and therefore
m0(Ω ∩ F−τi∆0)
m0(Ω)
=
m0(Ω ∩ F−τi−1(∆0 ∩ F τi−1−τi∆0))
m0(Ω)
= F τi−1∗ (m0|Ω)(∆0∩F τi−1−τi∆0).
Notice that m0(∆0 ∩ F τi−1−τi∆0) ≥ c > 0 since τi − τi−1 ≥ n0. Letting ν =
F
τi−1∗ (m0|Ω), applying Corollary A.5 with n = τi−1 for x, y ∈ ∆0 we get
m¯0{T = τi|Γ} = ν(∆0 ∩ F τi−1−τi∆0) ≥ m0(∆0 ∩ F
τi−1−τi∆0)
(1 +D)m0(∆0)
≥ c
(1 +D)m0(∆0)
.
For odd i’s we can just change F to F ′ and do all the calculations, that gives the estimate
m¯0{T = τi|Γ} > c
(1 +D′)m′0(∆
′
0)
.
Taking ε0 = cmin{ 1(1+D)m0(∆0) , 1(1+D′)m′0(∆0)′} we get the assertion. 
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Proof of (2). Assume for a moment i is even and let, as above, Ω = pi(Γ), Ω′ = pi′(Γ).
Since τi is constant on the elements of ξi we have
pi
(
{x¯ = (x, x′)|Rˆ ◦ F τi+n0(x) > n} ∩ Γ
)
= {x|Rˆ ◦ F τi+n0(x) > n} ∩ Ω.
For convenience we begin by estimating m¯0{τi+1− τi−n0 > n|Γ}. From the definition
of τi, letting ν = F
τi−1∗ (m0|Ω), we have
m¯0{τi+1 − τi − n0 > n|Γ} = m¯0{Rˆ ◦ F τi+n0 > n|Γ} = m¯({Rˆ ◦ F
τi+n0 > n} ∩ Γ)
m¯(Γ)
=
m′0(Ω
′)m0(pi{Rˆ ◦ F τi+n0 > n} ∩ Ω)
m0(Ω)m′0(Ω′)
=
m0({Rˆ ◦ F τi+n0 > n} ∩ Ω)
m0(Ω)
= m0{Rˆ ◦ F τi+n0 > n|Ω}
= F τi+n0∗ m0{Rˆ > n|Ω} = F τi−τi−1+n0∗ ν{Rˆ > n}.
To bound the final term in terms of m0{Rˆ > n} it is sufficient to show that the density
of F τi−τi−1+n0∗ ν with respect to m0 is uniformly bounded in i. We write first
dF k∗ ν
dm
(x) =
dF k∗ ν
dF k∗m0
dF k∗m0
dm
(x) =
∑
x0∈F−k(x)
dν
dm0
(x0)
JF n(x0)
≤
∥∥∥∥ dνdm0
∥∥∥∥
∞
∥∥∥∥dF k∗m0dm0
∥∥∥∥
∞
.
The second factor is bounded by M0 from Lemma A.3. Let us estimate the first one.
Note that, dν
dm0
(x) = 1
JF τi−1x0
, where x0 = (F τi−1|Ω)−1(x). Corollary A.5 implies that
‖dν/dm‖∞ ≤ (1 +D)/m0(∆0) and so we get
m¯0{τi+1 − τi > n0 + n|Γ} = m¯0{τi+1 − τi − n0 > n|Γ} ≤M0 1 +D
m0(∆0)
m0{Rˆ > n}.
For n > n0, and using the definition of Rˆ, we can write this is
m¯0{τi+1−τi > n|Γ} ≤M0 1 +D
m0(∆0)
m0{Rˆ > n−n0} = M0 1 +D
m0(∆0)
∑
i≥n−n0
m0{R > i}.
For i odd the calculation is exactly the same and we get
m¯0{τi+1 − τi > n|Γ} ≤M ′0
1 +D′
m′0(∆
′
0)
m′0
∑
i≥n−n0
m′0{R′ > i}.
Letting K0 = max
{
M0(D+1)
m0(∆0)
,
M ′0(D
′+1)
m′0(∆
′
0)
}
and using (1.2) we get the assertion. 
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5. RATES OF DECAY
We now fix some arbitrary n ≥ 1 and estimate m¯0{T > n}. Letting τ0 = 0 we write
(5.1) m¯0{T > n} =
∑
i≥1
m¯0{T > n; τi−1 ≤ n < τi}.
We will estimate the right hand side of (5.1) using different arguments depending on
whether the decay of Mn is exponential, stretched exponential or polynomial.
5.1. Polynomial case. We suppose that Mn = O(n−α) for some α > 2 and prove that
(5.2) m¯0{T > n} = O(n1−α)
Let K = 2 max{m¯0(∆¯0), K0,m0(∆0),m′(∆′0)} and ε0 > 0 given by Proposition 4.1.
We start with the following somewhat unwieldy estimate.
Proposition 5.1. For any n ∈ N
(5.3) m¯0{T > n} ≤ K
∑
i≤ 1
2
[
n
n0
] i(1− ε0)i−3M¯[ni ]−n0 + m¯0(∆¯0)(1− ε0)
1
2
[
n
n0
]
−1
.
Before proving Proposition 5.1 we show how it implies (5.2).
Proof of Theorem in the polynomial case assuming Proposition 5.1. By the definition of
M¯[ni ]−n0
in (4.1) and the assumption on the asymptotics of Mn, there exists a constant
C > 0 such that for every i ≤ 1
2
[
n
n0
]
we have
M¯[ni ]−n0
=
∑
j≥[ni ]−n0
Mj ≤ C
∑
j≥[ni ]−n0
jα ≤ C
∫ ∞
[ni ]−n0
x−αdx
≤ C i
α−1
nα−1
(
n
n− i(n0 + 1)
)α−1
≤ C i
α−1
nα−1
.
Substituting this into the statement of Proposition 5.1 we get
(5.4) m¯0{T > n} ≤ KC
nα−1
∑
i≤ 1
2
[
n
n0
] iα(1− ε0)i−3 + m¯0(∆¯0)(1− ε0)
1
2
[
n
n0
]
−1
.
Since the series
∑∞
i=1(1−ε0)i−3iα is convergent and the second term in (5.4) is exponen-
tially small in n, we get (5.2) and thus the statement of the Theorem in the polynomial
case. 
The proof of Proposition 5.1 will be broken into several lemmas. Note that∑
i> 1
2
[
n
n0
] m¯0{T > n; τi−1 ≤ n < τi} ≤ m¯0{T > n; τ 12[ nn0 ] ≤ n},
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which together with (5.1) implies
(5.5) m¯0{T > n} ≤
∑
i≤ 1
2
[
n
n0
] m¯0{T > n; τi−1 ≤ n < τi}+ m¯0{T > n; τ 12[ nn0 ] ≤ n}.
First we estimate the second summand of (5.5).
Lemma 5.2. For every n > 2n0 and for ε0 > 0 as in Proposition 4.1
m¯0{T > n; τ 1
2
[
n
n0
] ≤ n} ≤ m¯0(∆¯0)(1− ε0) 12
[
n
n0
]
−1
.
Proof. Since T > n > τi−1 we have
m¯0{T > n; τ 1
2
[
n
n0
] ≤ n} ≤ m¯0{T > τ 1
2
[
n
n0
]} =
m¯0{T > τ1}m¯0{T > τ2| T > τ1}...m¯0{T > τ 1
2
[
n
n0
]| T > τ 1
2
[
n
n0
]
−1}.
Notice that m¯0{T > τ1} ≤ m¯0(∆¯0). The first item of Proposition 4.1 implies that
each of the other terms is less than 1 − ε0. Substituting these into the above equation
finishes the proof. 
Now, we begin estimating the first summand of (5.5). Start with the cases i = 1, 2.
Lemma 5.3. For i = 1, 2 and every n > n0 we have
m¯0{T > τi−1; τi−1 ≤ n < τi} ≤ KM¯[n2 ]−n0 .
Proof. For i = 1 we take advantage of the fact that τ1 depends only on the first coordi-
nate. Then we have
m¯0{T > 0; τ1 > n} = m0{τ1 > n}m′0(∆′0) ≤ m′0(∆′0)m{Rˆ > n− n0}
≤ m′0(∆′0)
∑
j≥n−n0
m0{R > j} ≤ m′0(∆′0)M¯n−n0 .
which proves the statement in this case by the definition of K and using the fact that
M¯k is monotone decreasing in k. For i = 2 we have
m¯0{T > τ1; τ1 ≤ n < τ2} ≤ m¯0{τ2 > n} ≤ m¯0{τ2 − τ1 ≥ n
2
}+ m¯0{τ1 ≥ n
2
}.
From the second item of Proposition 4.1 we have
m¯0{τ2 − τ1 ≥ n
2
} ≤ K0M¯[n2 ]−n0 .
The second item is estimated as in the case i = 1 and so we get
m¯0{T > τ1; τ1 ≤ n < τ2} ≤ K0M¯[n2 ]−n0 +m
′
0(∆
′
0)M¯[n2 ]−n0
≤ KM¯[n2 ]−n0 .
which completes the proof in this case also. 
We now consider the general case.
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Lemma 5.4. For each i ≥ 3
m¯0{T > n; τi−1 ≤ n < τi} ≤
i∑
j=1
K(1− ε0)i−3M¯[ni ]−n0 .
Proof. Since T > n ≥ τi−1 we have
m¯0{T > n; τi−1 ≤ n < τi} ≤ m¯0{T > τi−1; n < τi}.
Moreover, from τi = τi − τi−1 + τi−1 − τi−2 + ...+ τ1 − τ0 > n we obtain that there
is at least one j ∈ [1, i] such that τj − τj−1 > ni and therefore
m¯0{T > n; τi−1 ≤ n < τi} ≤
i∑
j=1
m¯0{T > τi−1; τj − τj−1 > n
i
}.
For each i, j ≥ 3 we write
(5.6) m¯0{T > τi−1; τj − τj−1 > n
i
} = Y1 · Y2 · Y3
where
Y1 := m¯0{T > τj−1; τj − τj−1 > n
i
|T > τj−2},
Y2 := m¯0{T > τ1}m¯0{T > τ2|T > τ1}...m¯0{T > τj−2|T > τj−3},
Y3 := m¯0{T > τj|T > τj−1; τj−τj−1 > n
i
}... m¯0{T > τi−1|T > τi−2; τj−τj−1 > n
i
}.
By the second item of Proposition 4.1 we have
(5.7) Y2 ≤ m¯0(∆¯0)(1− ε0)j−3.
For the first term, note that
Y1 := m¯0{T > τj−1; τj − τj−1 > n
i
|T > τj−2} ≤ m¯0{τj − τj−1 > n
i
|T > τj−2}.
By construction {T > τj−2} can be written as a union of elements of ξj−1 and so, by
the second item of Proposition 4.1,
(5.8) Y1 ≤ K0M¯[ni ]−n0 .
For the third term, since τj and τj−1 are constant on the elements of ξj, if τj(x¯) −
τj−1(x¯) > ni for some point x¯, then it holds on ξj(x¯). By construction, for k ≥ j the
partition ξk is finer than ξj and {T > τk−1} can be written as a union of elements of ξk.
Hence {T > τk−1; τj − τj−1 > ni } can be covered with elements of ξk. Using the first
item of Proposition 4.1 in each partition element gives
m¯0{T > τk| T > τk−1; τj − τj−1 > n
i
} ≤ 1− ε0.
This immediately gives
(5.9) Y3 ≤ (1− ε0)i−j.
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Substituting (5.7), (5.8), (5.9) into (5.6) we get the assertion of Lemma 5.5. For the case
i ≥ 3 and j < 3 proof will be the same but only without Y2. 
Notice that substituting the estimates in the statements of Lemmas 5.3 and 5.4 into
(5.5) gives the statement in Proposition 5.1.
5.2. Super polynomial cases. In this subsection the we give the proof of the tail esti-
mates for exponential and stretched exponential cases. Let
A(i) = {k = (k1, ..., ki−1) ∈ Ni−1 :
∑
j
kj ≤ n, kj ≥ n0, j = 1, ..., i− 1},
(5.10) M¯(i, n) = max
k∈A(i)
M¯n−∑j kj−n0
i−1∏
j=1
M¯kj−n0 .
Remark 3. It is known fact (see for example [45]) that the cardinality cardA(i) of A(i)
is bounded above by
(
n+i−n0
i−1
)
.
Let δ be a sufficiently small number, which will be specified later. We first prove the
following technical statement from which both exponential and stretched exponential
cases will follow.
Proposition 5.5. For sufficiently large n and any θ′ ∈ (0, 1] we have
m¯0{T > n} ≤
∑
i≤[δnθ′ ]
(
n+ i− n0
i− 1
)
Ki0M¯(i, n) + m¯(∆¯0)(1− ε0)[δn
θ′ ]−1.
To prove Proposition 5.5 we first write, as in (5.5),
(5.11) m¯0{T > n} ≤
∑
i≤[δnθ′ ]
m¯0{T > n; τi−1 ≤ n < τi}+ m¯0{T > n; τ[δnθ′ ] ≤ n}.
As in polynomial case, we start by estimating the second summand of (5.11).
Lemma 5.6. For sufficiently large n we have
m¯0{T > n; τ[δnθ′ ] ≤ n} ≤ m¯(∆¯0)(1− ε0)[δn
θ′ ]−1.
Proof. The proof is identical to the proof of Lemma 5.2. 
To estimate the second summand of (5.11), first we fix i and prove the following
Lemma 5.7. For sufficiently large n, for every i ≤ [δnθ′ ] we have
m¯0{T > n; τi−1 ≤ n < τi} ≤ m¯(∆¯0)Ki0cardA(i)M¯(i, n).
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Proof. For any x¯ ∈ ∆¯0 with τi−1(x¯) ≤ n < τi(x¯) there is (k1, ..., ki−1) ∈ A(i) such that
kj = τj(x¯) − τj−1(x¯) for j = 1, ..., i − 1 and τi(x¯) − τi−1(x¯) > n −
∑
j kj. Now, for
every k = (k1, ..., ki−1) ∈ A(i) let
(5.12) P (k, i) =
i−1⋂
j=1
{x¯ ∈ ∆¯ : τj(x¯)− τj−1(x¯) = kj}
and
(5.13) Q(k, i) = P (k, i) ∩ {x¯ ∈ ∆¯ : τi(x¯)− τi−1(x¯) > n−
∑
j
kj}.
Using the above observation and notations we can write
(5.14) m¯0{T > n; τi−1 ≤ n < τi} ≤ m¯0{τi−1 ≤ n < τi} =
∑
k∈A(i)
m¯0{Q(k, i)}.
Notice that for each i and each k ∈ A(i) we have
m¯0{Q(k, i)} = m¯0(∆¯0)m¯0{τ1 = k1|∆¯0}m¯0{τ2 − τ1 = k2|P (k, 2)}...
...m¯0{τi − τi−1 > n−
∑
kj|P (k, i)}.
(5.15)
Since for any j, the set {P (k, j)} is a union of elements of ξj , from the second item of
Proposition 4.1 we get
m¯0{τj − τj−1 = kj|P (k, j)} ≤ K0M¯kj−n0
for each 1 ≤ j ≤ i− 1, and
m¯0{τi − τi−1 > n− n0 −
∑
kj|P (k, i)} ≤ K0M¯n−n0−∑ kj .
Substituting this into (5.15) and using the definition of M¯(i, n) in (5.10), we obtain
m¯0{Q(k, i)} ≤ m¯0(∆¯0)Ki0M¯n−n0−∑ kj
i−1∏
j=1
M¯kj−n0 ≤ m¯0(∆¯0)Ki0M¯(i, n).
Substituting this into (5.14) completes the proof of Lemma 5.7. 
Proof of Proposition 5.5. To prove the Proposition we just substitute the statements in
the two Lemmas above into (5.11) and use the upper bound for the cardinality of A(i),
see Remark (3). 
Proof of the Theorem in the stretched exponential case. Here we consider the caseMn =
O(e−τn
θ
) for some τ, θ > 0 and we show that
(5.16) m¯0{T > n} ≤ Ce−τ ′nθ
′
for some C1, τ ′ > 0 and θ > θ′ > 0. We start with the following basic estimate
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Lemma 5.8. For sufficiently large n, every i ≤ [δnθ′ ] and every k ∈ A(i) we have
M¯n−∑j kj−n0
i−1∏
j=1
M¯kj−n0 ≤ C1ie−τ(n−in0)
θ
ni(1−θ).
The statement and proof of Lemma 5.8 depend only on some relatively standard but
non-trivial estimates concerning the tails of sequences which decay at a stretched expo-
nential rate. In order to simplify the exposition we give the proof in the appendix. From
Lemma 5.8 and the definition of M¯(i, n) we obtain
(5.17) M¯(i, n) ≤ C1ie−τ(n−in0)θni(1−θ).
On the other hand combining Pascal’s rule with Stirling’s formula we get
(5.18)
(
n+ i− n0
i− 1
)
≤
(
n
[δnθ′ ]
)
≤ C2eεnθ
′
logn < C2e
εnθ
for ε > 0 such that ε → 0 as δ → 0. Substituting inequalities (5.17) and (5.18) into
Proposition 5.5 we get
(5.19) m¯{T > n} ≤
∑
i≤[δnθ′ ]
C2e
εnθKi0C1
ie−τ(n−in0)
θ
ni(1−θ) + m¯(∆¯0)(1− ε0)[δnθ
′
]−1.
The second term of (5.19) is of order enθ
′
δ log(1−ε0). Hence, it remains to prove similar
asymptotics for the first summand. Notice first of all that the terms in the sum are
monotone increasing in i. Therefore denoting these terms by ai we have that∑
i≤[δnθ′ ]
ai ≤ a[δnθ′ ][δnθ
′
] = eεn
θ
(K0C1)
[δnθ
′
]e−τ(n−[δn
θ′ ]n0)θn[δn
θ′ ](1−θ)[δnθ
′
].
Writing the right hand side in exponential form, we have
a[δnθ′ ][δn
θ′ ] = exp(εnθ+δnθ
′
log(K0C1)−τ(n−n0[δnθ′ ])θ+(1−θ)[δnθ′ ] log n+log(δnθ′)).
Factoring out nθ′ and using the general inequality aθ − bθ ≤ (a− b)θ the exponent is ≤
nθ
′
{
(ε− τ)nθ−θ′ + δ log(K0C1) + τ(δn0)θn(θ−1)θ′ + (1− θ)δ log n+ n−θ′ log(δnθ′)
}
.
Since this last expression is clearly decreasing in δ and negative for δ > 0 sufficiently
small we get the stretched exponential bound as required. 
Proof of the Theorem in the exponential case. Here we consider the caseMn = O(e−τn)
for some τ > 0 and we show that
(5.20) m¯0{T > n} ≤ Ce−τ ′n
for some τ ′ > 0.
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Lemma 5.9. For all i ≤ [δn] and every k ∈ A(i) we have
M¯n−∑j kj−n0
i−1∏
j=1
M¯kj−n0 ≤ Cie−τ(n−in0).
Proof. Since Mn is decaying exponentially fast, there exists C ′ > 0 such that for any
j = 1, ..., i− 1 we have
M¯kj−n0 =
∑
κ≥kj−n0
Mκ ≤ C ′
∑
κ≥kj−n0
e−τκ =
C ′
1− e−τ e
−τ(kj−n0)
and similarly
M¯n−n0−
∑
kj ≤
C ′
1− e−τ e
−τ(n−n0−
∑
kj).
Letting C := C ′/(1 − e−τ ) and substituting these estimates into the expression in the
lemma finishes the proof. 
By Lemma 5.9 and the definition of M¯(i, n) we obtain
(5.21) M¯(i, n) ≤ Cie−τ(n−in0).
On the other hand, since i ≤ [δn], there exists a uniform constant C1 such that
(5.22)
(
n+ i− n0
i− 1
)
≤
(
n
[δn]
)
≤ C1eεn
for ε > 0 such that ε→ 0 as δ → 0. Choosing θ′ = 1 in Proposition 5.5 and substituting
inequalities (5.21) and (5.22) we obtain
(5.23) m¯0{T > n} ≥
∑
i≤[δn]
C1e
εn(K0C)
ie−τ(n−in0) + m¯(∆0)(1− ε0)[δn]−1.
Choose δ small enough so that τ ′(δ) = τ(1−δn0)−δ log(K0C)−ε > 0. This is possible,
since as δ → 0 we have τ ′(δ)→ τ. Notice, that each term of the first summand in (5.23)
can be written in an exponential form with exponent
εn+ i log(K0C)− τ(n− in0) = −τ ′(δ)n+ τn0(i− δn) + (i− δn) log(K0C).
Hence, we can write the first summand of (5.23) as
(5.24) C1e−τ
′(δ)n
∑
i≤[δn]
e(i−δn)(log(K0C)+τn0) ≤ C1e−τ ′(δ)n
∑
j≥1
e−j(log(K0C)+τn0).
Notice that the series in the right hand side of (5.24) is convergent. Therefore, by choos-
ing τ ′ = min{τ ′(δ), δ log(1− ε0)} we get (5.20). 
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6. PROOF IN THE NON-INVERTIBLE SETTING
In this section we give the proof of the Theorem in the non-invertible setting. We will
prove each of the required properties (G1)-(G5) in separate subsections, thus completing
the proof of the existence of a tower for the product system f : M → M . The tail
estimates obtained above in the exponential, stretched exponential and polynomial case,
then complete the proof.
(G1) Markov property. In Section 3 we carried out a the construction of the collection
η¯ of subsets of ∆¯0 which, by the first item of Proposition 4.1 forms a partition of ∆¯0
mod 0. In particular we have an induced map F¯ T : ∆¯0 → ∆¯0 which, using the canonical
identification between ∆¯0 as the base of the tower and as a subset of the ambient product
manifold M , corresponds to an induced map f¯T : ∆¯0 → ∆¯0 where f¯ : M → M is the
product map on M . The construction of η¯ and the induced map implies that f¯T satisfies
the Markov property (G1).
(G2) Uniform Expansion. The uniform expansivity condition follows immediately
from the fact that it holds by assumption for the individual components and that the
return time T is a sum of return times for each of the individual components. Then
‖(Df¯T )−1(x)‖ ≤ max{‖(DfT )−1(x)‖, ‖(Df ′T )−1(x)‖} ≤ β.
(G3) Bounded distortion. Recall first of all from the definition of Gibbs-Markov-
Young tower the notion of separation time and let s, s′ denote the separation time of
points in ∆0,∆′0 with respect to the partitions η, η
′ respectively. We let D, β,D′, β′ be
the distortion constants as in (2.1) for f and f ′ respectively and let
D¯ = max
{
Dβ
1− β ,
D′β′
1− β′
}
, β¯ = max{β, β′}.
Now let s¯ denote the separation time of points in ∆¯0 with respect to the product map f¯
and the partition η¯ constructed above. Then, using the usual identification of ∆¯0 with
the subset of manifold, to prove the bounded distortion condition (G3) it is sufficient to
show that for any Γ ∈ η¯ and x¯, y¯ ∈ Γ such that s¯(x¯, y¯) <∞ we have∣∣∣∣log detDf¯T (x¯)detDf¯T (y¯)
∣∣∣∣ ≤ D¯β¯ s¯(f¯T (x¯),f¯T (y¯)).
To prove this, note first that, by the property of Jacobian and absolute value we have∣∣∣∣log detDf¯T (x¯)detDf¯T (y¯)
∣∣∣∣ ≤ ∣∣∣∣log detfT (x)detDfT (y)
∣∣∣∣+
∣∣∣∣∣log detDf ′T (x′)detDf ′T (y′)
∣∣∣∣∣(6.1)
for all x¯ = (x, x′),y¯ = (y, y′) ∈ Γ. Moreover, notice that since the determinants are all
calculated at return times T , we can use the identification f¯T = F¯ T and reformulate the
above expressions in terms of the Jacobians JF T .
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For the first term, notice that the simultaneous return time T can be written as a sum
of return times to ∆0. Without loss of generality, assume T = R1 + ... + Rk, for some
k. For any x ∈ ∆0, let x0 = x and xj = FR1+...+Rj(x) where j = 1, ..., k − 1. Then
JF T (x) = JFR1(x)JFR2(x1)JF
R3(x2)...JF
Rk(xk−1).
Since F T (piΓ) = ∆0 we have FR1(piΓ) ⊂ η(x1), ..., FR1+...+Rk−1(piΓ) ⊂ η(xk−1).
Hence, for the points x, y ∈ piΓ the sequences xj and yj belong to the same element of
η for all j = 0, ..., k − 1, which implies
s(FRj+1(xj), F
Rj+1(yj)) = s(F
T (x), F T (y)) +Rj+2 + ...+Rk.
Hence, ∣∣∣∣log JF T (x)JF T (y)
∣∣∣∣ ≤ k∑
j=1
∣∣∣∣log JFRj(x)JFRj(y)
∣∣∣∣ ≤ k∑
j=1
∣∣∣∣JFRj(x)JFRj(y) − 1
∣∣∣∣
≤
k∑
j=0
Dβs(F
Rj+1 (xj),F
Rj+1 (yj)) ≤ Dβs(FT (x),FT (y))
k∑
j=0
βRj+2+...+Rk
≤Dβs(FT (x),FT (y))
∞∑
j=0
βjF ≤ D
β
1− ββ
s(FT (x),FT (y)).
The second summand is estimated similarly and we get∣∣∣∣log JF ′T (x′)JF ′T (y′)
∣∣∣∣ ≤ D′ β′1− β′β′s′(F ′T (x′),F ′T (y′)).
Using the fact that for any w, z ∈ ∆¯0 we have s¯(w, z) ≤ min{s(piw, piz), s′(pi′w, pi′z)}
we obtain the required bound.
(G4) Integrability. Follows immediately from the tail estimates obtained above.
6.1. Aperiodicity. As mentioned above, conditions (G1)-(G4) imply the existence of
an ergodic f¯ -invariant probability measure µ¯. Moreover it is known by standard results
that this measure is mixing if and only if the aperiodicity conditions is satisfied. Thus
it is sufficient to show that µ¯ is mixing. To see this, let µ, µ′ be the invariant, mixing,
probability measures associated to the maps f, f ′ as introduced in Section 3.2. Then the
measure µ × µ′ is invariant and mixing for the product map f¯ and thus it is sufficient
to show that µ¯ = µ × µ′ to imply that µ¯ is mixing. This follows again by standard
uniqueness arguments. Indeed, both µ¯ and µ × µ′ are ergodic and equivalent to the
reference measure, at least on the set ∆¯0. Thus, by Birkhoff’s ergodic Theorem, for
any integrable function, their time averages converge to the same limit and so
∫
ϕdµ¯ =∫
ϕdµ× µ′ implying that µ¯ = µ′.
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7. PROOF IN THE INVERTIBLE SETTING
Here we give proof of the Theorem in the invertible setting. We start with the def-
inition of Young towers in this setting, following [5] which generalizes the definition
of [49] (see Remarks 2.3-2.5 from [5]). We change the notation slightly to distinguish
this case from non-invertible case. Let M be a Riemannian manifold. If γ ⊂ M is a
submanifold, then mγ denotes the restriction of the Riemannian volume to γ. Consider
f : M → M such that f : M \ C → M \ f(C) is a C1+ε diffeomorphism on each
connected component of M \ C for some C ⊂M with the following properties.
(A1) There exists Λ ⊂ M with hyperbolic product structure, i.e. there are families
of stable and unstable manifolds Γs = {γs} and Γu = {γu} such that Λ =
(∪γs) ∩ (∪γu); dimγs + dimγu = dimM ; each γs meets each γu at a unique
point; stable and unstable manifolds are transversal with angles bounded away
from 0; mγu(γu ∩ Λ) > 0 for any γu.
Let Γs and Γu be the defining families of Λ.A subset Λ0 ⊂ Λ is called s-subset if Λ0 also
has a hyperbolic structure and its defining families can be chosen as Γu and Γs0 ⊂ Γs.
Similarly, we define u-subsets. For x ∈ Λ let γθ(x) denote the element of Γθ containing
x, where θ = u, s.
(A2) There are pairwise disjoint s-subsets Λ1,Λ2, ...,⊂ Λ such that mγu((Λ \ ∪Λi)∩
γu) = 0 on each γu and for each Λi, i ∈ N there is Ri such that fRi(Λi) is u-
subset; fRi(γs(x)) ⊂ γs(fRi(x)) and fRi(γu(x)) ⊃ γu(fRi(x)) for any x ∈ Λi.
(A3) There exist constantsC ≥ 1 and β ∈ (0, 1) such that dist(fn(x), fn(y)) ≤ Cβn,
for all y ∈ γs(x) and n ≥ 0;
(A4) Regularity of the stable foliation: given γ, γ′ ∈ Γu define Θ : γ′ ∩ Λ → γ ∩ Λ
by Θ(x) = γs(x) ∩ γ. Then
(a) Θ is absolutely continuous and
u(x) :=
d(Θ∗mγ′)
dmγ
(x) =
∞∏
i=0
detDfu(f i(x))
detDfu(f i(Θ−1(x)))
;
(b) There exists C > 0 and β < 1 such that, letting the separation time s(x, y)
be the smallest k where (fR)k(x) and (fR)k(y) lie in different partition
elements, we have
log
u(x)
u(y)
≤ Cβs(x,y) for x, y ∈ γ′ ∩ Λ.
(A5) Bounded distortion: for γ ∈ Γu and x, y ∈ Λ ∩ γ
log
detD(fR)u(x)
detD(fR)u(y)
≤ Cβs(fR(x),fR(y)).
(A6)
∫
Rdm0 <∞, where m0 is the restriction of Lebesgue measure to Λ.
(A7) gcd{Ri} = 1.
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Given such a structure we can define Young-tower as we define ∆ in the non-invertible
case. This time we denote the tower by T. Let Fi : Ti 	 be the two towers correspond-
ing to maps fi : Mi 	, i = 1, 2 as in the statement of the Theorem. Then, from
conditions (A1)-(A7) we can obtain GMY-towers by considering the system obtained
by the equivalence relation ∼ on Λi, i = 1, 2 defined as x ∼ y if and only if y ∈ γs(x).
Then on ∆i0 = Λ
i/ ∼ we have the partition Pi = {∆0,j} := {Λ0,j/ ∼} and the return
time function Ri : ∆0,j → Z+, and the quadruples (Fi, Ri,Pi, si), i = 1, 2 satisfy con-
ditions (G1)-(G5). Moreover there is natural projection p¯ii : T → ∆ that sends each
stable manifold to a point. We can then define the direct product of these two “quo-
tient” GMY-towers and, from previous construction we obtain a new GMY tower for
this product. Thus, on ∆10 × ∆20 we have a partition Pˆ, and return time T : ∆0 → N
such that for any A ∈ Pˆ we have (F1 × F2)T (A) = ∆10 × ∆20. On the other hand
we know that each A ∈ Pˆ is of form A1 × A2 and p¯i−1i (Ai) ⊂ Λi, i = 1, 2. Then
Q = {p¯i−11 (A1) × p¯i−1(A2)|Ai ∈ Pˆi, i = 1, 2} gives the desired partition of Λ1 × Λ2.
Indeed, (f1× f2)(p¯i−11 (A1)× p¯i−1(A2)) is a u-subset of Λ1×Λ2 because at return times
we have fTi = F
T
i , i = 1, 2.
All that is left is to check the properties (A1)-(A7). Those that refer to the combinato-
rial structure follow immediately from the discussion above, others follow immediately
from the corresponding properties of the quotient tower. The only new property to check
here is the second item in (A3). This follows easily by noticing that from the definition
of T we have sT (x, y) ≤ min{sR1(x1, y1), sR2(x2, y2)}, where sT , sR1 , sR2 denote sep-
aration times with respect to return times T,R1, R2 and x = (x1, x2), y = (y1, y2) and
therefore, by the definition of product metric, we have
distM((fT )n(x), (fT )n(y)) = max
i=1,2
{disti((fi)T (xi), (fi)T (yi))}
≤ Cβmin{sR1 (x1,y1),sR2 (x2,y2)} ≤ CβsT (x,y).
Tail estimates transfer directly, since we need to estimate mγ{T > n} for γ ∈ Γu.
APPENDIX A. TOWER ESTIMATES
We collect here a few simple estimates which hold in general for any Young tower,
and which are used mainly in Section 4. For simplicity we state them all for the Tower
map F , the same estimates hold also for F ′. Recall the definition of the partitions ηn in
(3.1) and for any n ≥ 1, let
η0n = {A ∈ ηn| F n(A) = ∆0}.
Lemma A.1. For any A ∈ η0n and x, y ∈ A the following inequality holds∣∣∣∣JF n(x)JF n(y) − 1
∣∣∣∣ ≤ D,
where D as in (2.1).
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Proof. The collection η0n is a partition of F
−n∆0 and for any x ∈ ∆0 each A ∈ η0n
contains a single element of {F−nx}. For x ∈ A let j(x) be the number of visits of
its orbit to ∆0 up to time n. Since the images of A before time n will remain in an
element of η, all the points in A have the same combinatorics up to time n and so j(x)
is constant on A. Therefore JF n(x) = (JFR)j(x˜), for the projection x˜ of x into ∆0
(i.e. if x = (z, `) then x˜ = (z, 0)). Thus for any x, y ∈ ∆0 from (2.1) we obtain
(A.1)
∣∣∣∣JF n(x)JF n(y) − 1
∣∣∣∣ = ∣∣∣∣(JFR)j(x˜)(JFR)j(y˜) − 1
∣∣∣∣ ≤ D.

Corollary A.2. For any A ∈ η0n and y ∈ A we have
(A.2) JF n(y) ≥ m(∆0)
m(A)(1 +D)
.
Proof. Lemma A.1 implies JF n(x) ≤ (1 + D)JF n(y). Integrating both sides of this
inequality with respect to x over A gives
m(∆0) =
∫
A
JF n(x)dm ≤ JF n(y)(1 +D)m(A).
Hence, for any y ∈ A we have the statement. 
Lemma A.3. There exists M0 ≥ 1 such that for any n ∈ N
dF n∗m
dm
≤M0.
Proof. Let νn = F n∗m.We will estimate the density dF
n
∗m/dm at different point x ∈ ∆
and consider three different cases according to the position of x. First of all, for any
x ∈ ∆0, from Corollary A.2 we have
dνn
dm
(x) =
∑
y∈F−nx
1
JF ny
≤ (D + 1)
∑
A∈η(n)0
m(A)
m(∆0)
≤ (D + 1) m(∆)
m(∆0)
:= M0.
This proves the case x ∈ ∆0. For x ∈ ∆` with ` ≥ n we have F−n(x) = y ∈ ∆`−n.
Since JF (y) = 1 for any y ∈ ∆ \∆0,
dνn
dm
(x) =
1
JF n(y)
= 1.
Finally, let x ∈ ∆`, ` < n. Then for any y ∈ F−nx the equality F n−`y = F−`x ∈ ∆0
holds. Hence, JF (F jy) = 1 for all j = n− `..., n− 1. Therefore by the chain rule we
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obtain JF n(y) = JF n−`(y). We can reduce the problem to the first case observing
dνn
dm
(x) =
∑
y∈F−nx
1
JF ny
=
∑
y∈F `−n(F−`x)
1
JF n−`y
=
dνn−`
dm
(F−`(x)).
This finishes the proof. 
Lemma A.4. For n > 0, let A ∈ η0n and ν = F n∗ (m|A). Then∣∣∣∣∣ dν(x)dmdν(y)
dm
− 1
∣∣∣∣∣ ≤ D,
for any x, y ∈ ∆0.
Proof. By the assumption, F n : A → ∆0 is invertible. So for any x ∈ ∆0 there is a
unique x0 ∈ A such that F n(x0) = x and dνdm(x) = 1m(A) 1JFnx0 . Let ϕ = dνdm then for
x, y ∈ ∆0, using Lemma A.1 we obtain∣∣∣∣ϕ(x)ϕ(y) − 1
∣∣∣∣ = ∣∣∣∣JF n(y0)JF n(x0) − 1
∣∣∣∣ ≤ D.

The proof of the following corollary is analogous to the proof of Corollary A.2.
Corollary A.5. For n > 0, let A ∈ η0n and ν = F n∗ (m|A). Then
1
(1 +D)m(∆0)
≤ dν
dm
(x) ≤ 1 +D
m(∆0)
.
APPENDIX B. TAIL ESTIMATES FOR STRETCHED EXPONENTIAL DECAY
Here we prove Lemma 5.8. First we prove the following
Lemma B.1. Let τ > 0, θ ∈ (0, 1). For all n ≥ ( 2
τθ
)1/θ we have∑
k≥n
e−τk
θ ≤ 2
τθ
e−τn
θ
n1−θ.
Proof. First of all note that we have∑
k≥n
e−τk
θ ≤
∫ ∞
n
e−τx
θ
dx.
After change of variables t = τxθ we obtain
(B.1)
∫ ∞
n
e−τx
θ
dx =
1
θτ 1/θ
∫ ∞
τnθ
e−tt1/θ−1dt.
In [38] it was proved that for any a,B > 0 and x > B(a−1)
B−1
(B.2)
∫ ∞
x
ta−1e−tdt < Bxa−1e−x.
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Substituting (B.2) with a = 1/θ and B = 2 into the right hand side of (B.1) finishes the
proof. 
Now, we are ready to prove Lemma 5.8. By Lemma B.1 and definition of M¯n, for
sufficiently large n we have
M¯kj−n0 ≤ C ′
∑
κ≥kj−n0
e−τκ
θ ≤ 2C
′
τθ
e−τ(kj−n0)
θ
(kj − n0)1−θ
for any 0 ≤ j ≤ i− 1 and
M¯n−n0−
∑
kj ≤
2C ′
τθ
e−τ(n−n0−
∑
kj)
θ
(n−
∑
kj − n0)1−θ.
Using aα + bα ≥ (a+ b)α for α ∈ (0, 1) and a, b ≥ 0 we obtain
M¯n−n0−
∑
kj
i−1∏
j=1
M¯kj−n0 ≤
(
2C ′
τθ
)i
eτ(n−in0)
θ
(n−
∑
j
kj − n0)1−θ
∏
(kj − n0)1−θ
≤
(
2C ′
τθ
)i
eτ(n−in0)
θ
ni(1−θ).
Taking C1 = 2C ′/τθ we obtain the statement in the Lemma.
APPENDIX C. DECAY OF CORRELATIONS FOR PRODUCT MEASURES
Our main result can be used in conjunction with [2, Theorem A] to show that rates of
Decay of Correlations for a product system follow from rates of Decay of Correlations
for the individual components, even without assuming a priori the existence of a Young
tower, at least in the polynomial and stretched exponential cases. However, there also
exists a much more general, elementary and direct proof of this statement which was
told to us by C. Liverani. The calculation is not completely trivial and is clearly of some
interest and so, since it does not appear to be in the literature, we reproduce it here with
his kind permission.
Definition 1. Let B1, B2 be Banach spaces of measurable observables defined on M .
We denote the correlation of non-zero observables ϕ ∈ B1 and ψ ∈ B2 with respect to
µ by
Corµ(ϕ, ψ ◦ fn) := 1‖ϕ‖B1‖ψ‖B2
∣∣∣∣∫ ϕ(ψ ◦ fn)dµ− ∫ ϕdµ∫ ψdµ∣∣∣∣ .
We say that (f, µ) has decay of correlations at rate {γn}with respect to µ for observables
in B1 against observables in B2 if there exists constant C > 0 such that for any ϕ ∈ B1,
ψ ∈ B2 the inequality
Corµ(ϕ, ψ ◦ fn) ≤ Cγn
holds for all n ∈ N.
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Rates of decay of correlations have been extensively studied and are well known for
many classes of systems and various families of observables, indeed the literature is
much too vast to give complete citations. We just mention that the first results on rates
of decay of correlations go back at least to [14, 28, 42, 43] in the 70’s and since then
results have been obtained in [4, 10, 14, 15, 16, 20, 23, 24, 27, 26, 29, 30, 33, 39, 41,
46, 47, 49, 50] amongst others.
Let fi : (Mi, µi) 	, i = 1, ..., p, be a family of maps defined on compact metric
spacesMi, preserving Borel probability measures µi and let f := f1×· · ·×fp : M →M
be the direct product on M := M1 × · · · ×Mp, and µ := µ1 × · · · × µp be the product
measure. We let Ai, Bi denote Banach spaces of functions on Mi and A, B denote
Banach spaces of functions on M . For completeness we state the minimal requirements
on the spaces Ai,Bi,A,B needed for the calculations to work. We assume these spaces
satisfy the following properties:
(1) For all 1 ≤ i ≤ p Ai,Bi ⊂ L2(Mi, µi) and A,B ⊂ L2(M,µ).
(2) For any ϕ ∈ A, ψ ∈ B for all 1 ≤ i ≤ p and µ1 × · · · × µi−1 × µi+1 × · · ·µp -
almost every (x1, ..., xi−1, xi+1, ..., xp) we have ϕˆi := ϕ(x1, ..., xi−1, ·, xi+1, ..., xp) ∈
Ai, and ψˆi := ψ(x1, ..., xi−1, ·, xi+1, ..., xp) ∈ Bi.
(3) There exists C > 0 such that for any ϕ ∈ A, ψ ∈ B and any 1 ≤ i ≤ p, we have
‖ϕˆi‖Ai ≤ C‖ϕ‖A and ‖ψˆi‖Bi ≤ C‖ψ‖B.
It is easy to check that all these conditions are satisfied for some of the commonly
considered classes of observables such as Ho¨lder continuous or essentially bounded
functions. We now suppose that
Corµ(ϕi, ψi ◦ fni ) ≤ Cγn
for all non-zero ϕi ∈ Ai and ψi ∈ Bi for all i = 1, ..., p and obtain a bound for the
correlation function of the product. For simplicity we give the calculation for p = 2,
the general case follows by successive applications of the argument. Let ϕ ∈ A be such
that
∫
ϕdµ = 0 and ψ ∈ B. Moreover, let ϕ¯(x1) =
∫
ϕ(x1, y)dµ2(y). If we fix the first
coordinate, by Fubini’s theorem we have
(C.1)
∫
ϕ(x1, x2)ψ(f
n
1 (x1), f
n
2 (x2))dµ1dµ2
=
∫ (∫
ψ(fn1 (x1), f
n
2 (x2))[ϕ(x1, x2)− ϕ¯(x1)]dµ2
)
dµ1
+
∫
ϕ¯(x1)ψ(f
n
1 (x1), f
n
2 (x2))dµ1dµ2.
Since µ2 is f2-invariant, we can write the first term of the right hand side as
I : =
∫
ψ(fn1 (x1), f
n
2 (x2))ϕ(x1, x2)dµ2 − ϕ¯(x1)
∫
ψ(fn1 (x1), f
n
1 (x2))dµ2
≤ C‖ϕ(x1, ·)‖A2‖ψ(x1, ·)‖B2γn.
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The inequality above follows since the left hand side gives the correlations of the second
component with respect to µ2. From the third assumption we obtain I ≤ C‖ϕ‖A‖ψ‖B.
Again by the invariance of µ2 we can write the second summand of the equation (C.1)
as ∫
ψ(fn1 (x1), f
n
2 (x2))ϕ¯(x1)dµ1dµ2 =
∫
ψ(fn1 (x1), x2)ϕ¯(x1)dµ1dµ2.
Note that
∫
ϕ¯(x1)dµ1 = 0 by the choice of ϕ. Then this expression can be written as∫ (∫
ψ(fn1 (x1), x2)ϕ¯(x1)dµ1
)
dµ2
=
∫ (∫
ψ(fn1 (x1), x2)[ϕ¯(x1)dµ1 −
∫
ϕ¯(x1)dµ1]
)
dµ2
=
∫ (∫
ψ(fn1 (x1), x2)ϕ¯(x1)dµ1 −
∫
ψ(x1, x2)dµ1
∫
ϕ¯(x1)dµ1
)
dµ2
The expression under the integral with respect to µ2 is exactly the correlation with re-
spect to µ1. Again using the third property of the Banach spaces A and B we have
Corµ(ϕ, ψ ◦ f1 × f2) ≤ 2Cγn.
This completes the proof of the required statement.
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