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WEIGHTED SQUARE FUNCTION ESTIMATES
RODRIGO BAÑUELOS AND ADAM OSE˛KOWSKI
ABSTRACT. The paper contains the proof of Lp-weighted norm inequalities for both,
martingales square functions and the classical square functions in harmonic analysis of
Littlewood-Paley and Lusin. Furthermore, the bounds are completely explicit and are op-
timal not only on the dependence of the characteristics of the weight but also on the de-
pendance on p, as p → ∞. The proof rests on Bellman function method: the estimates
are deduced from the existence of an appropriate and rather complicated function of four
variables.
1. INTRODUCTION
In [3], the authors used the Bellman function approach to give new proofs of weighted
L2-norm inequalities for martingales and Littlewood-Paley square functions with the op-
timal dependence on the A2 characteristics [w]A2 of the weight w and further explicit
constants. This paper is a continuation of the work in [3] and contains a significant im-
provements extending those results to the Lp-norm inequalities and addressing questions
raised in that paper (see second paragraph of §5) concerning the optimal dependence not
only on the Ap characteristics [w]Ap , but also on the constant Cp which appears in the
Lp–norm inequalities. As in [3], the proofs for the Littlewood-Paley square function will
depend heavily on martingale estimates. Beyond these applications, the martingale square
functions inequalities are of independent interest with wide range of further implications.
Some convenient references here are the works [1, 18, 19, 28] which exhibits the connec-
tions between martingale square functions and various classical square functions arising
in harmonic analysis; see also the monographs [2, 5, 27] for further illustration of the
applications in this direction.
Let us introduce the necessary probabilistic background and formulate our main results
in the martingale context; the corresponding results for Littlewood-Paley square functions
will be presented later. Assume that (Ω,F ,P) is a complete probability space, filtered by
(Ft)t≥0, a nondecreasing right-continuous sequence of sub-σ-algebras of F . Suppose in
addition that F0 contains all the events of probability 0 and that all adapted martingales
have continuous paths (this is the case, for instance, for the Brownian filtration). Let X =
(Xt)t≥0 be an adapted, uniformly integrable continuous-path martingale and let 〈X〉 =
(〈Xt〉)t≥0 denote its quadratic covariance process (square function). See e.g. Dellacherie
and Meyer [10] for more information on the subject. Let MX = supt≥0 |Xt| be the
maximal function of X . To introduce the appropriate analogue of martingale Ap weights,
assume thatW is an integrable random variable. This variable gives rise to the uniformly
integrable martingale (Wt)t≥0 given byWt = E(W |Ft); sometimes, for consistence, we
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will write W∞ instead of W . Following Izumisawa and Kazamaki [14], we say that W
satisfies Muckenhoupt’s conditionAp(mart) (where 1 < p <∞ is a fixed parameter), if
(1.1) [W ]Ap := sup
t≥0
∥∥∥Wt(E[W−1/(p−1)∣∣Ft])p−1∥∥∥
∞
<∞.
We will also need a version of this condition for p = 1. We say thatW is an A1 weight,
if there is a finite constant C such that CWt ≥ MW almost surely for all t ≥ 0. The
smallest C with this property will be denoted by [W ]A1 .
Any random variableW as above is a density of the measure dQ := WdP, and can be
regarded as a weight. We will use the notation
‖f‖Lp(W ) = (E|f |pW )1/p , 1 ≤ p <∞,
for the norm in the associated weightedLp space. With these definitions, we will prove the
following theorem extending the results in [3].
Theorem 1.1. Suppose thatW is anAp weight andX is a martingale bounded in L
p(W ).
Then for any 1 < p <∞ we have the estimate
(1.2) ‖〈X〉1/2∞ ‖Lp(W ) ≤ Kp[W ]max{1/2,1/(p−1)}Ap ‖X∞‖Lp(W ),
where
Kp =
{
553(p− 1)−1 if 1 < p ≤ 3,
189p1/2 if p ≥ 3.
The exponent max{1/2, 1/(p − 1)} is the best possible. Furthermore, the orders of Kp
as p → 1+ and p → ∞ are also optimal (as they are already the best possible in the
unweighted case).
As shown in [3], Theorem1.1 implies corresponding results for the classical Littlewood-
Paley and Lusin square functions on the circle T, Rn, n ≥ 1, and more general Markovian
semigroups. These estimates inherit the same bounds as those in inequality (1.2). To avoid
repeating the statements and proofs in [3], we simply state our result here for the circle and
leave the others to the reader. The Littlewood-Paley g∗–function on the circle T = ∂D (cf.
[1, 30]) is given by
(1.3) g∗(f)(e
iθ) =
(
1
pi
∫
D
1− |z|2
|z − eiθ|2 ln
1
|z| |∇uf (z)|
2dz
)1/2
,
where dz is the area measure on the plane, f is an integrable function on T and uf stands
for the harmonic extension of f to the disc D. The function g∗(f) carries a lot of informa-
tion about the behavior of f , for instance, it is well-known that for 2 ≤ p < ∞ there is a
finite constant Cp depending only on p such that
(1.4) ‖g∗(f)‖Lp(T) ≤ Cp‖f‖Lp(T).
On contrary, for 1 < p < 2 this estimate fails to hold. In fact, using the sharp version of
the unweighted inequality (1.2), due to Davis [9], it is shown in [1] that if ap is the smallest
zero of the confluent hypergeometric function of parameter p, then
Cp ≤ 1√
2 ap
≤
(
8
pi2
)1/2 [
4Γ
(
p+ 1
2
)]1/p
,
which is of order O(
√
p) as p → ∞, and that this order is best possible. This result also
holds on Rn with the same constant.
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In recent years, questions about the weighted version of such estimate gained a lot of
interest in the literature; we refer to [3] and references therein for this large literature.
In what follows, the word “weight” refers to a locally integrable, positive function on
the underlying space (which in the above setting is the unit circle T with Haar measure),
usually denoted by w. Given p ∈ (1,∞), we say that w ∈ Ap(Poisson,T) (w is a
Poissonian Ap weight), if the Ap characteristics [w]Ap , given by
(1.5) [w]Ap,T := ‖uw(z)
(
uw−1/(p−1)(z)
)p−1‖L∞(D),
is finite. As discussed in [3], these are the probabilistic MuckenhouptAp-weights of mar-
tingales on filtration of Brownian motion killed upon leaving the unit disc. They are, in
fact, a special case of more general Markovian semigroupAp-weights; see [3] for more on
this.
Theorem 1.2. For any 2 ≤ p <∞ the following inequality holds:
(1.6) ‖g∗(f)‖Lp(w) ≤ Kp[w]max{1/2,1/(p−1)}Ap,T ‖f‖Lp(w),
where
Kp =
{
553(p− 1)−1 if 2 ≤ p ≤ 3,
189p1/2 if p ≥ 3.
The exponent max{1/2, 1/(p− 1)} is the best possible. Furthermore, the order of Kp as
p→∞ is also optimal as it is already the best possible in the unweighted case.
The proof of Theorem 1.1 will be split into two parts. The main difficulty lies in proving
the estimate in the case p = 3 (this is when the terms 1/2 and 1/(p− 1) in the definition
of the optimal exponent in (1.2) coincide). Our argument will use the Bellman function
method and rests on the construction of a special function enjoying certain majorization
and concavity-type properties. This approach originates from the theory of optimal con-
trol (cf. [6]) and turned out to be very efficient in the study of various semimartingale
inequalities, as Burkholder noticed in his pioneering works in the eighties. Then, in the
mid-nineties, Nazarov Treil and Volberg (see [16, 17]) proved that apart from the proba-
bility theory, the method can be successfully applied in several interesting contexts arising
in harmonic analysis. Since then, many mathematicians used the technique in the study of
numerous important estimates; the literature on the subject is extremely vast, we mention
here only the bounds for BMO class studied in [13, 25, 26], inequalities for Muckenhoupt
weights [29], estimates for singular integral operators [15, 23, 24] and estimates for frac-
tional operators [4].
As we shall see, the function we construct is quite complicated. This is done in Sec-
tion 2. We strongly believe that this function can be modified to study other interest-
ing estimates of harmonic analysis. The second part of the proof of Theorem 1.1 uses
extrapolation-type arguments that allow us to deduce the estimate (1.2) in the full range
1 < p < ∞ from the single case p = 3. This will be discussed in Section 3 below. Let
us stress here that there seems to be no analytic extrapolation argument which would be
applicable directly to the function g∗. Indeed, otherwise we would in particular obtain
the unweighted Lp estimates for g∗ in the range 1 < p < 2, which is well known to be
false. The final part of the paper is devoted to the analytic applications of Theorem 1.1. In
particular, we will give the proof of Theorem 1.2 there.
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2. THE PROOF OF THEOREM 1.1 FOR p = 3
2.1. On the method of proof. For the sake of clarity, we have decided to start with a
description of the approach which will lead us to the desired estimate (1.2). The detailed,
quite elaborate calculations are postponed to the second part of this section.
Let us start with the following useful interpretation ofAp weights, valid for 1 < p <∞.
Fix such a weight W and suppose that c ≥ [W ]Ap . Let V = (Vt)t≥0 be the martingale
given by Vt = E(W 1/(1−p)|Ft), t ≥ 0. Note that Jensen’s inequality impliesWtV p−1t ≥ 1
almost surely for any t ≥ 0. Furthermore, the Ap condition is equivalent to the existence
of a positive constant c such that
WtV
p−1
t ≤ c, with probability 1.
In other words, an Ap weight of characteristic equal to c gives rise to a two-dimensional
martingale (W,V ) taking values in the domain
{(w, v) ∈ (0,∞)× (0,∞) : 1 ≤ wvp−1 ≤ c}.
In addition, this martingale terminates at the lower boundary of this domain: W∞V p−1∞ =
1 almost surely. A nice fact is that this provides a full characterization of Ap weights:
given any martingale pair (W,V ) (with continuous-path W of mean 1) taking values in
the above domain and terminating at the set wvp−1 = 1, one easily checks that its first
coordinate is an Ap weight with [W ]Ap ≤ c.
We are ready to describe the idea behind the proof of (1.2) for p = 3. We want to
establish the inequality
(2.1) E
[(
〈X〉3/2t − 643[W ]3/2A3 |Xt|3
)
W
]
≤ 0, t ≥ 0,
for any weightW satisfying Muckenhoupt’s condition (A3) and any continuous-path mar-
tingaleX = (Xt)t≥0. To this end, we will construct the Bellman function associated with
this problem. For a more extensive description of the Bellman function method used here,
see [20]. Fixed c ≥ 1 and consider the domain
Dc = {(x, y, w, v) : x ∈ R, y ≥ 0, 1 ≤ wv2 ≤ c}.
Suppose that there is a C2 functionB : Dc → R satisfying the following properties:
1◦ (Initial condition) We have B(x, x2, w, v) ≤ 0 if x ∈ R and 1 ≤ wv2 ≤ c.
2◦ (Majorization property) There is a positive constant κ > 0 such that
(2.2) B(x, y, w, v) ≥ κ(y3/2w − 643c3/2|x|3w) for (x, y, w, v) ∈ Dc.
3◦ (Concavity-type property) For any (x, y, w, v) ∈ Dc with 1 < wv2 ≤ c and any
d, r, s ∈ R, the function
ξB(t) := B(x+ td, y + t
2d2, w + tr, v + ts),
given for those t, for which 1 ≤ (w + tr)(w + ts)2 ≤ c, satisfies ξ′′B(0) ≤ 0.
The connection between the existence of such a function and the validity of (2.1) is
described in the following lemma.
Lemma 2.1. Let c ≥ 1 be fixed. If B satisfies the conditions 1◦, 2◦ and 3◦, then the
inequality (2.1) holds true for all weightsW with [W ]A3 ≤ c.
Proof. The claim follows by a straightforward use of Itô’s formula. SinceB is of classC2,
we may write
B(Xt, 〈X〉t,Wt, Vt) = I0 + I1 + I2 + I3/2,
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where
I0 = B(X0, 〈X〉0,W0, V0),
I1 =
∫ t
0+
Bx(Xs, 〈X〉s,Ws, Vs)dXs +
∫ t
0+
Bw(Xs, 〈X〉s,Ws, Vs)dWs
+
∫ t
0+
Bv(Xs, 〈X〉s,Ws, Vs)dVs,
I2 =
∫ t
0+
By(Xs, 〈X〉s,Ws, Vs)d〈X〉s,
I3 =
∫ t
0+
D2x,w,vB(Xs, 〈X〉s,Ws, Vs)d〈X,W, V 〉s.
Here in the definition of I3 we have used a short notation for the sum of second-order
terms: more formally, I3 equals∫ t
0+
Bxx(Xs, 〈X〉s,Ws, Vs)d〈X〉s + 2
∫ t
0+
Bxw(Xs, 〈X〉s,Ws, Vs)d〈X,W 〉s + . . .
and so on. Let us study the properties of the terms I0 through I3. We have I0 ≤ 0
because of the condition 1◦. Furthermore, the expectation of I1 is zero, by the properties
of stochastic integrals. Finally, the condition 3◦ implies that I2 + I3 ≤ 0. Consequently,
we get
EB(Xt, 〈X〉t,Wt, Vt) ≤ 0.
It remains to apply the majorization (2.2) and use the equalityWt = E(W |Ft) to get the
assertion. 
Actually, we will construct a function which will satisfy 1◦, 2◦ and a certain weaker
form of 3◦ (in particular, B will not be of class C2). Let us discuss this issue briefly and
explain why this will not alter the assertion of the above lemma. Assume thatD1, D2,D3
are the “angular” subsets of Dc given by
D1 =
{
(x, y, w, v) : y1/2 ≥ 16c1/2|x|(c/t)1−β
}
,
D2 =
{
(x, y, w, v) : 4|x| ≤ y1/2 < 16c1/2|x|(c/t)1−β
}
,
D3 =
{
(x, y, w, v) : y1/2 ≤ 4|x|
}
,
(2.3)
where t = wv2. We will construct three functions B1, B2, B3 : Dc → R of class C2
which satisfy the following set of requirements:
(a) Bi satisfies 3◦ for (x, y, w, v) ∈ Di, i = 1, 2, 3.
(b) B1 ≤ B2 onD1, B2 ≤ min(B1, B3) onD2 and B3 ≤ B2 onD3.
Then the function
(2.4) B = Bi onDi, i = 1, 2, 3,
is continuous and satisfies
EB(Xt, 〈X〉t,Wt, Vt) ≤ EB(X0, 〈X〉0,W0, V0).
This can be proved, for example, by applying the more general Itô formula with local times
on surfaces (see Peskir [22]) or, alternatively, using standard mollification arguments. By
1◦ and 2◦, this will yield the validity of (2.1).
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Let us quickly comment on the conditions 1◦, 2◦ and 3◦. The first two properties are
very easy, the main difficulty lies in the proof of 3◦. Roughly speaking, this condition
means that for each (x, y, w, v), a certain quadratic form of variables d, r and s is non-
positive. This then will lead us to the verification of the nonpositive-definiteness of the
associated Hessian-type matrices of B1, B2 and B3. As we shall see in (2.5) below, the
functionsBi will be built from several simpler “blocks”, for which the study of the corre-
sponding quadratic forms is simpler.
The formula (2.5) for the special functions looks very mysterious and hence, before we
proceed to the formal verification, let us give the reader some intuition about the search
for this object and the problems that arise. The reasoning below will be very informal
and vague; the reader may skip it and proceed directly to the next subsection. As we
have already mentioned above, the key lies in an appropriate handling of the concavity
property 3◦. A natural starting point is the unweighted setting. In this case,W and V are
constant and the functionB depends on only two variables x and y. The sharp L3 estimate
||[X,X ]1/2t ||3 ≤
√
3||Xt||3 (cf. Davis [9]) can be obtained with the use of the function
B(x, y) = y3/2 − 3x2y1/2, x ∈ R, y ≥ 0,
which is built from two blocks: the “convex” part y3/2 and “concave” part −x2y1/2 mul-
tiplied by 3. This function suggests considering
B(x, y, w, v) = y3/2w −Kx2y1/2w
in the weighted case, for some positive constant K possibly depending on c. A direct
verification of 3◦ brings us to the derivative
ξ′′B(0) = (3 − 2K −Kx2y−1)y1/2wd2 − 4Kxy1/2dr,
which, unfortunately, can be positive. This is due to the appearance of the summand dr
and the lack of a term of the form ar2, for some a < 0. To handle this difficulty, we will
correct slightly the term y3/2w in the definition of B. Replacing it with y3/2F (w, v) for
an appropriately chosen function F makes ξ′′B(0) behave like (the expressions are slightly
different, the formal calculations are postponed to the next subsection)
(3− 2K −Kx2y−1)y1/2wd2 − 4Kxy1/2dr − c−1y3/2w−1r2,
i.e., the additional term −c−1y3/2w−1r2 emerges. So, if we take K = 2 and restrict our-
selves to y1/2 ≥ C|x| (for appropriately chosen C), then B will have the required concav-
ity. To ensure 3◦ for y1/2 ≤ C|x|, we need to add a different term which will “overpower”
the summand dr. To this end, we will use a term of the form L1x2y1/2w1−βv−2β −
L2|x|3/v2, for certain L1, L2 > 0 and β ∈ (0, 1). Note that the function w 7→ w1−β
is concave, which will guarantee the appearance of the term ar2 (for some negative a)
in ξ′′B(0). The “correction” −L2|x|3/v2 is necessary to control other terms which arise.
However, the function we thus obtain does not satisfy 3◦ if y1/2 ≤ 4|x| (i.e., y1/2 is of
comparable size to x or smaller). To handle this, we will introduce yet another formula for
such x and y, of the form
B(x, y, w, v) = y3/2C1(w, v) − |x|3/2C2(w, v).
If we take all the coefficients appropriately, then the resulting function B is continuous
and satisfies the structural properties (a) and (b) above. Although the final formula for B
will involve some additional terms, the above discussion illustrates quite well the steps of
construction that lead us to the desired object.
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2.2. A special function. Throughout this subsection, c ≥ 1 is a fixed parameter and, for
notational convenience and brevity, we set a = 1/2, α = 1− (4c)−1, β = 3/4. Recall the
sets D1, D2 and D3 given in (2.3). In what follows, if w, v are given positive numbers,
then t will stand for the product wv2.
Define the functions bi by
b1(x, y, w, v) = y
3/2(wv2 − a)αv−2,
b2(x, y, w, v) = c
βx2y1/2w1−βv−2β − 80c3/2|x|3v−2,
b3(x, y, w, v) = 64c
3/2|x|3v−2,
b4(x, y, w, v) = c
3/2|x|3v−2(6− 4(wv2)−1/2 − c−1/2 ln(wv2))−2,
b5(x, y, w, v) = c
βy3/2w1−βv−2β .
The Bellman functionB is given by (2.4), where (for brevity, we skip the evaluation of the
functions at the point (x, y, w, v))
B1 = b1 − 2x2y1/2w − 192b3 − 276480b4,
B2 = b1 − 2x2y1/2w + 192b2 − 276480b4,
B3 = b1 − y3/2w/8− 240b3 − 276480b4+ 12b5.
(2.5)
We start with some preliminary properties of B.
Lemma 2.2. The function B satisfies the properties 1◦, 2◦ and (b).
Proof. We start with the property (b). If (x, y, w, v) ∈ D1, then
b2(x, y, w, v) ≥ 16c3/2|x|3v−2 − 80c3/2|x|3v−2 = −b3(w, y, w, v),
and hence B2 ≥ B1. If (x, y, w, v) ∈ D2, then the above inequality reverses and hence
B2 ≤ B1. Furthermore, onD2 we have
−2x2y1/2w + 192b2(x, y, w, v) =
(
−2 + 192
(c
t
)β)
x2y1/2w − 240b3(x, y, w, v)
≤
(
−2 + 192
(c
t
)β) y3/2
16
w − 240b3(x, y, w, v),
which is equivalent to B2 ≤ B3. Finally, onD3, the above estimate is reversed and hence
(b) holds.
Next, we turn our attention to the initial condition 1◦. Any point of the form (x, x2, w, v)
belongs to D3, which implies the equality B(x, x2, w, v) = B3(x, x2, w, v). We have
(wv2 − a)αv−2 ≤ w, so b1 ≤ b5 and 1◦ follows from
B3(x, x
2, w, v) ≤ 13b5(x, x2, w, v)− 240b3(x, x2, w, v)
≤
(
13
(c
t
)β
− 240 · 64√c · c
t
)
|x|3w ≤ 0.
To verify the majorization 2◦, we start with the observation that (wv2 − a)αv−2 ≥ w/2.
Indeed, multiplying by v2 and putting all the terms on the left transforms the estimate into
(t − a)α − t/2 ≥ 0; now, the left hand side, as a function of t ∈ [1, c], is increasing
and positive at t = 1. Therefore, we see that b1(x, y, w, v) ≥ y3/2w/2 and hence, using
Young’s inequality,
b1(x, y, w, v) − 2x2y1/2w ≥ y3w/2−
(
y3w/12 + 32|x|3w/3) ≥ 1
3
(y3/2w − 32|x|3w).
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Observe that
192b2(x, y, w, v) ≥ −192 · 80c3/2|x|3v−2 = −240b3(x, y, w, v) ≥ −240 · 64c3/2|x|3w,
b4(x, y, w, v) ≤ c3/2|x|3w/4,
since 6− 4t−1/2 − c−1/2 ln t ≥ 2 for any t ∈ [1, c], and
12b5(x, y, w, v) ≥ y3/2w/8.
Combining all these estimates gives
B(x, y, w, v) ≥ 1
3
(y3/2w − 32x3w)− 240 · 64c3/2|x|3w − 276480c3/2|x|3w/4
≥ 1
3
(
y3/2w − 253472c3/2|x|3w
)
≥ 1
3
(
y3/2w − (64c1/2)3|x|3w
)
,
which is the desired majorization. 
It remains to verify that the function B enjoys the concavity property (a). This will be
done in the sequence of four lemmas below.
Lemma 2.3. (i) Let ϕ(t) = (t − a)α for t ≥ a and let F (w, v) = ϕ(wv2)v−2. Then for
any w, v > 0 satisfying 1 ≤ wv2 ≤ c we have
D2F (w, v) ≤
[
v2ϕ′′(wv2)/2 0
0 0
]
,
whereD2F stands for the Hessian matrix of F .
(ii) If b(x, y, w, v) := b1(x, y, w, v) − 2x2y1/2w, then ξ′′b (0) ≤ 0 onD1.
Remark 2.1. This lemma handles the property 3◦ of the Bellman functionB on the domain
D1. Indeed, the additional summands−100b3 and−192 ·128b5 appearing in the definition
of B onD1 are concave functions of x, w and v (see Lemma 2.5 below) and hence do not
affect this property. We need these summands only for the sake of the structural property
(b).
Proof of Lemma 2.3. (i) We recall that t = wv2. The claim is equivalent to[
v2ϕ′′(t)/2 2wvϕ′′(t)
2wvϕ′′(t) 4w2ϕ′′(t) + 6v−4
(
ϕ(t)− tϕ′(t))
]
≤ 0.
Clearly, ϕ is a concave function, so it is enough to prove that
6v−4
(
ϕ(t)− tϕ′(t)) ≤ 4w2ϕ′′(t),
since then the determinant of the above matrix will be nonnegative. The inequality can be
rewritten in the form 3(t− a)(a+ t(α− 1)) ≥ 2α(1− α)t, or equivalently,
3
(
t− 1
2
)(
c− t
2
)
−
(
1− 1
4c
)
t ≥ 0.
The left-hand side is an increasing function of c ∈ [t,∞), so it is enough to check the
estimate for c = t. But then it is equivalent to the trivial bound (6t− 1)(t− 1) ≥ 0.
(ii) We have
ξ′′b (0) = y
3/2
〈
D2F (w, v)(r, s), (r, s)
〉
+ 3y1/2F (w, v)d2 − 4y1/2wd2 − 8xy1/2dr − 2x2y−1/2wd2,
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where 〈·, ·〉 denotes the standard scalar product. By the inequalities −2x2y−1/2wd2 ≤ 0,
F (w, v) ≤ w and part (i) of the lemma, we get
(2.6) ξ′′b (0) ≤
1
2
α(α− 1)y3/2(wv2 − a)α−2v2r2 − y1/2wd2 − 8xy1/2dr.
Hence, to show that ξ′′b (0) ≤ 0, it suffices to prove that the discriminant of the right-hand
side above, treated as a function of d, is nonpositive:
64x2yr2 + 4 · 1
2
α(α − 1)y2(wv2 − a)α−2wv2r2 ≤ 0,
or, equivalently,
128cx2 ≤
(
1− 1
4c
)
t(t− a)α−2y.
But 1 − (4c)−1 ≥ 3/4 and t(t − a)α−2 ≥ (t − a)α−1 ≥ tα−1 ≥ c−1/(4c) ≥ 2/3. Since
y ≥ 256cx2 (guaranteed by the assumption (x, y, w, v) ∈ D1), we are done. 
The most technical part is the analysis of b2. Here is the precise statement.
Lemma 2.4. If 4|x| ≤ y1/2 ≤ 16(c/t)1−β√c|x| and |γ| ≤ 1/24, then
ξ′′b2(0) ≤ γ
(c
t
)β
xy1/2dr.
Remark 2.2. This lemma gives the property 3◦ of the function B on D2. Indeed, it im-
plies that ξ′′b2(0) (when multiplied by the factor 192) “overpowers” the problematic term
−8xy1/2dr arising from the part b1−2x2y1/2w: see (2.6) above. As in Remark 2.1 above,
the summand−100b3 in the definition of B onD2 does not affect the concavity.
Proof of Lemma 2.4. We compute that
ξ′′b2(0) =
(c
t
)β
y1/2
〈
A1(d, r, s), (d, r, s)
〉
−
〈
A2(d, r, s), (d, r, s)
〉
,
where
A1 =

 2w + x2y−1w 2(1− β)x −4βxwv−12(1− β)x β(β − 1)x2w−1 2β(β − 1)x2v−1
−4βxwv−1 2β(β − 1)x2v−1 2β(2β + 1)x2wv−2


and
A2 = 80c
3/2|x|

 6v−2 0 −6xv−30 0 0
−6xv−3 0 6x2v−4

 .
It is easy to see that the matrixA2 is nonnegative-definite. Consequently, since 16c3/2|x| ≥
(c/t)βy1/2t, we see that
A2 ≥
(c
t
)β
y1/2A3 :=
(c
t
)β
y1/2

 30w 0 −30xwv−10 0 0
−30xwv−1 0 30x2wv−2

 .
Therefore, the claim will be proved if we show that the matrix
A1 −A3 +

 0 −γx 0−γx 0 0
0 0 0


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is nonpositive-definite. Performing standard operations on rows and columns of this ma-
trix, we may get rid of almost all variables x, y, w and v, obtaining
 x2y−1 − 28 −γ + 1/2 −27−γ + 1/2 −3/16 −3/8
−27 −3/8 −30 + 15/4

 .
To check that this matrix is nonpositive-definite, we use Sylvester’s criterion. We have
−30 + 15/4 < 0 and
det
[ −3/16 −3/8
−3/8 −30 + 15/4
]
> 0,
so it remains to check that the determinant of the full matrix is nonpositive. Let us add the
first column of this matrix to the last column, and then the first row to the third row. The
determinant does not change after these operations and hence it is equal to
det

 x2y−1 − 28 −γ + 1/2 −1 + x2y−1−γ + 1/2 −3/16 −γ + 1/8
−1 + x2y−1 −γ + 1/8 x2y−1 − 1/4

 .
We compute this determinant using Sarrus’ rule, expanding it into a sum of six products.
Let us group these products appropriately. Observe that
2(−1 + x2y−1)(−γ + 1/2)(−γ + 1/8)− (−γ + 1/2)2(x2y−1 − 1/4) < 0,
since−γ+1/2 > 0,−1+x2y−1 ≤ 4(x2y−1−1/4) ≤ 0 and−γ+1/8 ≥ (−γ+1/2)/8.
Therefore it suffices to check that
(x2y−1 − 28)
[
− 3
16
(
x2y−1 − 1
4
)
−
(
−γ + 1
8
)2]
+
3
16
(−1 + x2y−1)2 ≤ 0.
However, we have x2y−1−1/4 ≤ 1/16−1/4 = −3/16 and |−γ+1/8| ≤ 1/8+1/24 =
1/6, so the expression in the square brackets is not smaller than 9/256 − 1/36 > 1/144
and hence the full expression on the left-hand side above is not bigger than
(x2y−1 − 28) · 1
144
+
3
16
(−1 + x2y−1)2 ≤ − 27
144
+
3
16
= 0.
This completes the proof. 
The final two lemmas concern the behavior of B on D3. Let us first study (jointly) the
functions b3 and b4. As they appear with some negative coefficients in the definition of B,
we need an appropriate lower bound for the functional ξ.
Lemma 2.5. For any (x, y, w, v) ∈ Dc we have
ξ′′b4(0) ≥
c|x|3s2
72v4
and ξ′′b3+1152b4(0) ≥
2
3
c|x|v−2d2 + 15c|x|3v−4s2.
Proof. It will be convenient to introduce the function
G(w, v) = v
(
6− 4(wv−2)−1/2 − c−1/2 ln(wv2))
= 6v − 4w−1/2 − c−1/2v ln(wv2).
Then b4(x, y, w, v) = c3/2|x|3G(w, v)−2. Let us compute the Hessian of the function
b4/c
3/2 (considered as a function of variables x, w and v). It is equal to
6

 |x|G−2 −x2G−3Gw −x2G−3Gv−x2G−3Gw |x|3G−4(Gw)2 |x|3G−4GwGv
−x2G−3Gv |x|3G−4GwGv |x|3G−4(Gv)2

− 2|x|3G−3

 0 0 00 Gww Gwv
0 Gvw Gvv

 .
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The first matrix is nonnegative-definite, which can be easily checked by Sylvester’s crite-
rion. To deal with the second part, we will prove that the matrix
A =
[
Gww Gwv
Gvw Gvv +
3
2c
−1/2v−1
]
is nonpositive-definite. We have thatGww(w, v) = c−1/2w−5/2(−3c1/2+w1/2v),Gwv(w, v) =
−c−1/2w−1 and Gvv(w, v) = −2c−1/2v−1. Since wv2 ≤ c, we get Gww < 0 and hence
it suffices to check that detA ≥ 0. This is equivalent to
3c1/2 − w1/2v
2cw5/2v
≥ 1
cw2
,
or 3c1/2 ≥ 3w1/2v, which is evidently true. Combining all the observations above and
multiplying by c3/2 (the above considerations involved the function b4/c3/2) we obtain
ξ′′b4(0) =
〈
D2x,w,vb2(d, r, s), (d, r, s)
〉 ≥ 3c|x|3G−3v−1s2,
and it remains to note thatG ≤ 6v to complete the proof of the first inequality. The second
estimate follows quickly: we compute directly that
ξ′′b3(0) = 64c
3/2
(
6|x|v−2d2 − 12x|x|v−3ds+ 6|x|3s2v−4) ,
so, using the previous bound for ξ′′b4(0) and the fact that 1152/72 = 16, we get
ξ′′b3+1152b4 (0) ≥ 64c3/2
(
6|x|v−2d2 − 12x|x|v−3ds+ 6|x|3s2v−4)+ 16c|x|3v−4s2
≥ 2
3
c|x|v−2d2 + 15c|x|3v−4s2. 
We are ready for the analysis of B onD3.
Lemma 2.6. We have ξ′′B3(0) ≤ 0 onD3.
Proof. It follows from the calculations already carried out in the proof of Lemma 2.3 that
ξ′′b1(0) ≤ 3y1/2(wv2 − a)αv−2d2 ≤ 3y1/2wd2 ≤ 3(c/t)βy1/2wd2.
Furthermore,
ξ′′b5(0) = 3(c/t)
βy1/2wd2 + (c/t)βy3/2
(
− 3
16
w−1r2 − 3
4
v−1rs+
15
4
wv−2s2
)
≤ 3(c/t)βy1/2wd2 + (c/t)βy3/2 · 9
2
wv−2s2.
Because y1/2 ≤ 4|x|, we get
ξ′′b1+12b5(0) ≤ 39(c/t)β(4|x|)wd2 + 54(c/t)β(4|x|)3wv−2s2
≤ 156c|x|v−2d2 + 3456c|x|3v−4s2
≤ 240
(
2
3
c|x|v−2d2 + 15c|x|3v−4s2
)
,
which by the previous lemma is not bigger than
240ξ′′b3+1152b4 (0) = ξ
′′
240b3+276480b4(0).

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3. EXTRAPOLATION: PROOF OF THEOREM 1.1
We follow the presentation in Duoandikoetxea [12]. The proof exploits the following
structural properties of Ap weights.
Lemma 3.1. (i) Let 1 ≤ p < p0 < ∞. If W ∈ Ap(mart) and U ∈ A1(mart), then
WUp−p0 ∈ Ap0(mart) and
[WUp−p0 ]Ap0 ≤ [W ]Ap [U ]
p0−p
A1
.
(ii) Let 1 < p0 < p <∞. IfW ∈ Ap(mart) and U ∈ A1(mart), then
(W p0−1Up−p0)1/(p−1) ∈ Ap0(mart)
and
[(W p0−1Up−p0)1/(p−1)]Ap0 ≤ [W ]
(p0−1)/(p−1)
Ap
[U ]
(p−p0)/(p−1)
A1
.
Proof. We will establish only the first part, the proof of the second half is analogous. For
any t ≥ 0 we have U∞ ≥ [U ]−1A1MU ≥ [U ]−1A1Ut, so
E(W∞U
p−p0
∞ |Ft) ≤ [U ]p0−pA1 E(W∞|Ft)U
p−p0
t = [U ]
p0−p
A1
WtU
p−p0
t .
Furthermore, by Hölder’s inequality,
E((W∞U
p−p0
∞ )
1/(1−p0)|Ft) ≤ (E(W 1/(1−p)∞ |Ft))(p−1)/(p0−1)E(U∞|Ft)(p0−p)/(p0−1)
= (E(W 1/(1−p)∞ |Ft))(p−1)/(p0−1)U (p0−p)/(p0−1)t .
Combining these two estimates gives the desired inequality. 
The next step is the probabilstic analogue of the so-called Rubio de Francia algorithm.
Note that in light of Doob’s inequality, for any p > 1 the maximal operator M (leading
to martingale maximal function) can be treated as a sublinear operator on nonnegative
random variables belonging toLp. Indeed, any such random variable f gives rise to theLp-
bounded martingale (E(f |Ft))t≥0, whose maximal function Mf is again a nonnegative
random variable belonging to Lp. This observation is crucial for our further considerations,
as Rubio de Francia algorithm involves iterations of the operator M and thus it can be
applied in the martingale setting and the proofs are the same as in [12]. Here are the precise
statements as in [12, pp 1888-1892]. We give the proofs for the convenience of the reader.
The martingale extrapolation has been used in [11] in the proof of the dimensionless linear
weighted bounds for the vector of Riesz transforms.
Lemma 3.2. Let p > 1. LetW ∈ Ap(mart) and let f be a nonnegative random variable
belonging to Lp(W ). Denote byMk the k-th iterate ofM ,M0f = f , and let ||M ||Lp(W )
be the norm ofM as an operator on Lp(W ). Then the random variable
Rf =
∞∑
k=0
Mkf
(2‖M‖Lp(W ))k
satisfies (i) f ≤ Rf almost surely, (ii) ‖Rf‖Lp(W ) ≤ 2‖f‖Lp(W ) and (iii) Rf is an A1
weight with [Rf ]A1 ≤ 2‖M‖Lp(W ).
Proof. The inequality f ≤ Rf is evident since the term corresponding to k = 0 is equal
to f . The second property, (ii), follows from the estimate ||Mk||Lp(W ) ≤ ||M ||kLp(W ).
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Finally, by the sublinearity ofM ,
M(Rf) ≤
∞∑
k=0
Mk+1f
(2‖M‖Lp(W ))k
≤ 2‖M‖Lp(W )
∞∑
k=1
Mkf
(2‖M‖Lp(W ))k
= 2‖M‖Lp(W )Rf,
which proves (iii). 
The final ingredient is the following estimate for ||M ||Lp(W ). This is a probabilistic
counterpart of the result of Buckley [7] from the nineties, concerning the classical Hardy-
Littlewood maximal operator.
Lemma 3.3. For any 1 < p <∞ there is a constant cp depending only on p such that
‖MX‖Lp(W ) ≤ cp[W ]1/(p−1)Ap ‖X∞‖Lp(W ).
We will need an explicit formula for the constant cp. It follows from [21] that
‖M‖Lp(W ) ≤
p
p− 1− d(p, [W ]Ap)
,
where, for a given 1 < p < ∞ and c ≥ 1, the constant d(p, c) is the unique number in
[0, p− 1) satisfying the equation
c(1 + d)(p− 1− d)p−1 = (p− 1)p−1.
Consequently, we may write the more explicit bound
‖M‖Lp(W ) ≤
p
p− 1− d(p, [W ]Ap)
=
p
p− 1
(
d(p, [W ]Ap)[W ]Ap
)1/(p−1)
≤ p
p− 1 · (p− 1)
1/(p−1)[W ]
1/(p−1)
Ap
≤ pe
p− 1 [W ]
1/(p−1)
Ap
.
(3.1)
We are ready for the main result of this section.
Theorem 3.1. Let p0 ∈ (1,∞) and C, κ > 0 be fixed parameters. Suppose that f , g are
nonnegative random variables such that for anyW ∈ Ap0(mart) we have
‖g‖Lp0(W ) ≤ C[W ]κAp0 ‖f‖Lp0(W ).
Then for all 1 < p <∞ and allW ∈ Ap(mart) we have
(3.2) ‖g‖Lp(W ) ≤ L(W )‖f‖Lp(W ),
where
L(W ) =


21−p/p0C(2‖M‖Lp(W ))κ(p0−p)[W ]κAp if p < p0,
2p
′(1−p0/p)/p0C(2‖M‖Lp′(W 1−p′ ))κ(p−p0)/(p−1)[W ]
κ(p0−1)
p−1
Ap
if p > p0.
In particular, we have L(W ) ≤ C1[W ]κmax{1,(p0−1)/(p−1)}Ap for some C1 not depending
onW .
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Proof. Case p < p0. Let Rf be the weight obtained from Rubio de Fraincia algorithm.
Then, applying Hölder’s inequality and Lemmas 3.1 and 3.2,
EgpW∞ = E
[
gpW∞(Rf)
p(p−p0)/p0(Rf)p(p0−p)/p0
]
≤ (Egp0W∞(Rf)p−p0)p/p0(E(Rf)pW∞)1−p/p0
≤ 2p(1−p/p0)Cp[W (Rf)p−p0 ]κpAp0
(
Efp0W∞(Rf)
p−p0
)p/p0
(EfpW∞
)1−p/p0
≤ (21−p/p0C)p[W ]κpAp0 [Rf ]
κp(p0−p)
A1
EfpW∞
≤ (21−p/p0C)p(2‖M‖Lp(W ))κp(p0−p)[W ]κpAp0Ef
pW∞,
which is the desired estimate.
Case p > p0. By duality, we may write
(EgpW∞)
p0/p = sup
{
|Egp0hW∞| : h ≥ 0, ‖h‖Lp/(p−p0)(W ) ≤ 1
}
.
Fix a function h as above. Then the function H , defined by the equality Hp
′
W 1−p
′
∞ =
hp/(p−p0)W∞, satisfies ‖H‖Lp′(W 1−p′∞ ) ≤ 1. If we denote by RH the A1 weight obtained
from Rubio de Francia algorithm, then, using the estimate H ≤ RH , we get
Egp0hW∞ ≤ E
[
gp0W (p0−1)/(p−1)∞ (RH)
(p−p0)/(p−1)
]
≤ Cp0
[
W
p0−1
p−1 (RH)
p−p0
p−1
]κp0
Ap0
Efp0W (p0−1)/(p−1)∞ (RH)
(p−p0)/(p−1)
≤ Cp0
(
[W ]
p0−1
p−1
Ap
[RH ]
p−p0
p−1
A1
)κp0 (
EfpW∞
)p0/p(
E(RH)p
′
W 1−p
′
∞
)1−p0/p
≤ 2p′(1−p0/p)Cp0
(
[W ]
p0−1
p−1
Ap
(2‖M‖Lp(W ))
p−p0
p−1
)κp0 (
EfpW∞
)p0/p
.
This completes the proof. 
Equipped with the above theorem, we immediately obtain the proof of (1.2).
Proof of (1.2). Fix a martingaleX and a weightW as in the statement. We apply Theorem
(3.1) with p0 = 3, f = |X∞|, g = 〈X〉1/2∞ and C = 64. If p < 3, then, using (3.1), the
resulting constant L(W ) is bounded from above by
21−p/3 · 64 · 2(3−p)/2
(
pe
p− 1
)(3−p)/2
[W ]
1/(p−1)
Ap
≤ 553
p− 1[W ]
1/(p−1)
Ap
.
We used here an elementary fact (which is easy to prove) that the function
p 7→ 21−p/3 · 64 · 2(3−p)/2(pe)(3−p)/2(p− 1)(p−1)/2
is decreasing on [1, 3] and smaller than 553 for p = 1. For p > 3, we proceed similarly
and bound L(W ) from above by
2p
′(1−3/p)/3 · 64·2(p−3)/2(p−1)
(
p′e
p′ − 1
)(p−3)/2(p−1)
[W ]
1/2
Ap
= 25(p−3)/6(p−1) · 64 · (pe)(p−3)/2(p−1)[W ]1/2Ap .
Since (p− 3)/(p− 1) ≤ 1, this can be further bounded by
25/6 · 64 · e1/2p1/2[W ]1/2Ap ≤ 189p1/2[W ]
1/2
Ap
.
This is precisely the claim. 
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4. PROOF OF THEOREM 1.2
We will now show how to deduce the weighted estimates for g∗ function from the mar-
tingale estimates studied in the preceding section. Recall that D = {x ∈ C : |z| < 1}
is the unit disc in the complex plane and T = ∂D is its boundary, the unit circle. The
associated Poisson kernel is given by the formula
Pz(e
iθ) =
1− |z|2
|z − eiθ|2 , z ∈ D.
Suppose that w is a weight, that is, a positive and integrable function on the unit circle.
Denote by
uw(z) =
1
2pi
∫
T
Pz(e
iθ)w(eiθ)dθ, z ∈ D,
the Poisson integral of w, i.e., the harmonic extension of w to the unit disc D. Recall that
w is said to be a Poissonian Ap weight, if the condition (1.5) is satisfied. Next, let (Bt)t≥0
be Brownian motion in D started at the origin and let τ stand for its first exit time from
D. Since uw is a harmonic function, the process Yt = uw(Bτ∧t), t ≥ 0, is a martingale
terminating at the variable Y∞ = w(Bτ ). By the strong Markov property, we obtain that
E0
(
Y∞
∣∣Fτ∧t) = EBτ∧t (w(Bτ )) = Yt
and similarly for Y −1/(p−1)∞ :
E0
(
Y −1/(p−1)∞
∣∣Fτ∧t) = E0 (uw−1/p−1(Bτ ) ∣∣Fτ∧t) = EBτ∧t (uw−1/p−1(Bτ )) .
Comparing the conditions (1.1) and (1.5), we easily check that Y is a martingaleAp weight
if and only if w is a Poissonian Ap weight. Actually, one even has the equality
(4.1) [Y ]Ap(mart) = [w]Ap,T .
We turn our attention to the Littlewood-Paley g∗ function on the circle T, given by
(1.3). The crucial property of this square function, which gives the link to the probabilistic
contents of the preceding sections, is that g∗(f) can be represented as the conditional
expectation of the square function of the martingale (uf (Bτ∧t))t≥0. More specifically, the
application of Itô’s formula yields
uf(Bτ∧t) = uf(0) +
∫ τ∧t
0
∇uf (Bs) · dBs
for all t, so the square function of this martingale equals
〈uf (B)〉τ∧t = |uf (0)|2 +
∫ τ∧t
0
|∇uf(Bs)|2ds.
Now, it can be shown that
g2∗(f)(e
iθ) = Eθ0
(∫ τ
0
|∇uf (Bs)|2ds
)
= E0
(∫ τ
0
|∇uf (Bs)|2ds
∣∣Bτ = eiθ
)
.
We refer the reader to [1, p. 650] for the detailed proof of this formula. Because the random
variableBτ is uniformly distributed on the circle T under P0, we may write, for any p ≥ 2,
1
2pi
∫
T
gp∗(f)(e
iθ)w(eiθ)dθ = E0
([
E0
(∫ τ
0
|∇uf(Bs)|2ds
∣∣Bτ
)]p/2
w(Bτ )
)
≤ E0
((∫ τ
0
|∇uf (Bs)|2ds
)p/2
w(Bτ )
)
.
(4.2)
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for any weight w on T.
Equipped with the above representation, we apply it together with (1.2) to obtain
1
2pi
∫
T
gp∗(f)(e
iθ)w(eiθ)dθ ≤ E0
((∫ τ
0
|∇uf (Bs)|2ds
)p/2
w(Bτ )
)
≤ E0
(
〈uf (B)〉p/2τ w(Bτ )
)
≤ Kpp [w]max{1/2,1/(p−1)}pAp,T
(
E0|uf(Bτ )|pw(Bτ )
)
= Kpp [w]
max{1/2,1/(p−1)}p
Ap,T
1
2pi
∫
T
|f(eiθ)|pw(eiθ)dθ.
This is precisely the claim inequality in Theorem 1.2.
The above result yields an immediate consequence for the Lusin area function and the
Littlewood-Paley function associated with f : T → R. Let us recall the necessary defini-
tions. For 0 < α < 1, the Stoltz domain Γα(θ) is the interior of the smallest convex set
containing the disc {z ∈ C : |z| < α} and the point eiθ. Then the Lusin area function
(area integral) of f is given by
Aα(f)(e
iθ) =
(∫
Γα(θ)
|∇uf (z)|2dz
)1/2
.
Furthermore, the Littlewood-Paley function g is an operator defined by the formula
g(f)(eiθ) =
(∫ 1
0
(1− r)|∇uf (reiθ)|2dr
)1/2
.
It is not difficult to show that there are universal constantCα and C such that the pointwise
inequalities Aα(f)(eiθ) ≤ Cαg∗(f)(eiθ) and g(f)(eiθ) ≤ Cg∗(f)(eiθ) hold true. Thus,
(1.6) gives the following corollary with the sameKp.
Corollary 4.1. Let p ≥ 2 and suppose that w ∈ Ap(Poisson,T) and f ∈ C(T). Then we
have
(4.3) ‖Aα(f)(eiθ)‖Lpw(T) ≤ KpCα([w]Ap,T)max{1/2,1/(p−1)}‖f‖Lpw(T)
and
(4.4) ‖g(f)(eiθ)‖Lpw(T) ≤ KpC([w]Ap,T)max{1/2,1/(p−1)}‖f‖Lpw(T).
As already mentioned, the extensions to the various g∗, Aα and g square functions on
Rn, n ≥ 1, are exactly as in [3]. The bounds are optimal with respect to [w]Ap and the
constants Kp has the best order as p → ∞. In the case of both g∗ and g, the bounds
are independent of the dimension and for Aα the dependence on n and α is explicit as in
Corollaries 5.2 and 5.3 in [3]. The corresponding Lp version of Theorem 6.1 in [3] for
manifolds of non-negative Ricci curvature also holds.
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