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RESUMEN
El objetivo fue contrastar la eficiencia de un controlador de orden no entero con
respecto a la eficiencia de un control robusto cla´sico del tipo PID. Con la finalidad
de que las evaluaciones de estos algoritmos de control sean bajo las mismas con-
diciones, e´stos fueron implementados sobre un modelo de planta experimental. As´ı
mismo, se disen˜aron los algoritmos de control usando el me´todo de Ziegler-Nichols
para el control entero, el me´todo de aproximaciones nume´ricas usando series Euler
en atraso y el me´todo fundamentado en espacio de estado para el desarrollo del
controlador no entero, cimentado en la convolucio´n de dos sen˜ales causales para ge-
nerar los estados y las ecuaciones del control no entero. La investigacio´n se enfoco´
en la obtencio´n del algoritmo de control no entero y los resultados arrojados para
el me´todo de aproximacio´n nume´rica introdujeron un error en estado estacionario
lo cual invalida completamente la aproximacio´n. Sin embargo, al momento de im-
plementar el algoritmo desarrollado en base a espacios de estado, se observo´ que
la eficiencia, evaluada usando una funcio´n de costo generada en base a la integral
absoluta del error, se incrementa. En consecuencia, el procedimiento para desarro-
llar un controlador no entero fundado en funcio´n de espacio de estados es similar al
del controlador entero, con la diferencia de que e´ste utiliza el concepto de integral
y derivada fractal de Riemann y Louville; la desventaja que se introduce al utilizar
una convolucio´n de sen˜ales causales es que se requiere una gran cantidad de espacio
de almacenamiento en el buffer del controlador para guardar el valor de los espacios
previos, se puede desarrollar otro algoritmo de control no entero usando un tercer
me´todo de aproximacio´n nume´rica para eliminar el error en estado estacionario.
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DEL ERROR> <OPTIMIZACIO´N DE PARA´METROS>
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ABSTRACT
The objetive was to compare the efficiency of a non-integer order controller with
respect to the efficiency of a classical robust PID control. In order that evaluations
of these control algorithms are under the same conditions, they were implemented
on an experimental plant model. Also, control algorithms were designed using the
Ziegler-Nichols method for the whole control, the method of numerical approxima-
tions that used the Euler series in the time and the method based in the state space
for the development of the non-integer controller, cementing in convolution two cau-
sal signals to generate states and non-integer control equations. The research focused
on obtaining non-integer control algorithm and the results for the numerical appro-
ximation method introduced an error in steady state to completely invalidate the
approximation. However, at the moment of implementing the algorithm developed
based on the state spaces, it was observed that the efficiency, with a cost function
generates based on the absolute integral of error, is increased. Consequently, the
procedure for developing a non-integer controller based on state space is similar to
that of the whole controller, except that the concept of integral and fractal derivati-
ve of Riemman and Louville; the disadvantage introduced in a convolution of causal
signals is that a large amount of storage space is required in the buffer to store the
value of the previous spaces, another no-integer control algorithm can be developed
using a third numerical approximation method to eliminate the steady state error.
KEY WORDS:<TECHNOLOGIES AND ENGINEERING SCIENCE><AUTO-
MATIC CONTROL ENGINEERING> <CONTROL SYSTEMS> <DRIVER TU-
NNIG> <FRACTAL INTEGRATED AND DERIVATIVES> <ERROR ABSOLU-
TE INTEGRAL> <OPTIMIZATION OF PARAMETERS> <PARAMETERS OF
FRACTAL CONTROLLERS>
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CAPITULO I
1 INTRODUCCIO´N
En este capitulo se detalla el problema de investigacio´n, su planteamiento y formulacio´n
adema´s la justificacio´n los objetivos generales, espec´ıficos e hipo´tesis de la investigacio´n.
1.1 Antecedentes
Hernandez et al. (2015) en su proyecto de investigacio´n establece como objetivo realizar un
control robusto para un horno rotatorio de cemento HRC de tipo FOPID para reducir las
consecuencias que traen las perturbaciones externas y controlar el paso del combustible de
ignicio´n, la cantidad de agua para el enfriamiento y la alimentacio´n del horno con materia
prima, estas variables tienen relacio´n directa con factores sensibles al proceso como reque-
rimientos ambientales, financieros y de seguridad. Una de los para´metros a evaluar fue el
rechazo al ruido de alta frecuencia y el controlador del tipo FOPID que fue capaz de recha-
zar en -20dB un ruido cuya frecuencia se encontraba en los 89.36 rad/s. Tambie´n analizo´ el
margen de fase y ganancia en la frecuencia de corte y la robustez ante variaciones de ganan-
cia de la planta. Como conclusion a su estudio se pudo establecer que el controlador no se ve
afectado por ruido de los sensores utilizados en la planta, por el contrario e´ste funciona como
un filtro sobre sus sen˜ales y el sistema es robusto en un rango de frecuencias en el orden
de los 0.020 a 90 rad/seg. Hortelano (2010) en su tesis doctoral se plantea como objetivo la
aplicacio´n de las herramientas de ca´lculo fraccionario al control predictivo basado en mo-
delos. Para su consecucio´n estudia el sistema de control desde sus elementos constituyentes
como son la planta, el predictor y el optimizador y se desarrolla todo el control MPC en base
a ca´lculo fraccionario. Una de las conclusiones que obtuvo de este trabajo es que es posible
un control del tipo predictivo en una planta de naturaleza fraccionaria usando modelos dis-
cretos finitos, para la obtencio´n de estos modelos recomienda el uso de metodolog´ıas como
la de Chebyshev Euler usa´ndola como funcio´n generadora. Como no se dispone te´cnicas de
ana´lisis de estabilidad nume´ricas como las de Routh o Jury el autor recomienda el uso de la
herramienta de estudio de estabilidad basada en el criterio de Nyquist y ha realizado una
evaluacio´n nume´rica de la integral fraccionaria definida comprobando la linealidad de este
operador para cualquier orden de integracio´n al igual que su equivalente entero. Sauchelli
and Laboret (2007) en su art´ıculo publicado en la revista Meca´nica Computacional Vol.
XXVI sostiene que el ca´lculo fraccional conlleva un estudio de algunas funciones especiales
1
como la fucio´n gamma de Euler, series hipergeome´tricas y coeficientes binomiales lo cual
demuestra que existen las transformadas de Fourier y Laplace resultantes de expresiones no
enteras. Los autores demuestran que se puede realizar y controlar la robustez de un contro-
lador no entero que actu´a directamente sobre el error que se genera en una entrada del tipo
escalo´n. Cuando se realiza integradores fraccionales por me´todos tradicionales no producen
los resultados esperados a frecuencias bajas Vinagre and Monje (2006) en su publicacio´n
argumenta que el control fraccionario es un conjunto de aplicaciones de ca´lculo fraccionario
enfocadas hacia a teor´ıa de control y su estudio se ha ido incrementando desde el an˜o 2002,
estos estudios han sido publicados en congresos y revistas internacionales como el IEEE
Conference on Decision and Control (Las Vegas, USA 2002), ASME Conference in Mehca-
nical Vibration an Noise (Chicago, USA 2003), etc. Se argumenta que el campo de aplicacio´n
del control no entero se extiende a campos como la teor´ıa de sistemas, disen˜o de controla-
dores y aplicaciones como el control de vibraciones, supresio´n de ruido, control de posicio´n
y velocidad, amortiguacio´n activa, sistemas electro´nicos de potencia, sistemas hidra´ulicos,
robo´tica flexible y robo´tica mo´vil. Concluye que queda como trabajo encontrar una Teor´ıa
de Control para Sistemas de Orden Generalizado, es decir re formular totalmente la teor´ıa
de control cla´sica. Vera and Andre´s (2010) Tiene por objetivo implementar una estrategia
de control para la manipulacio´n de la variable temperatura y asegurar que esa estrategia
provea de robustez al sistema frete a perturbaciones medio ambientales. Adema´s desarrolla
su aplicacio´n usando LabView, e implementar una serie de estrategias de control mediante
ensayos y pruebas en una planta de laboratorio. Como conclusiones establece que todas las
estrategias de control que se planteo´ en su tesis fue posible implementarlas usando LabView
en su planta de laboratorio, todas estas de control aplicadas dan buenos resultados en el
seguimiento de la temperatura de referencia obteniendo un comportamiento estable. Des-
taca una respuesta muy ra´pida en te´rminos de convergencia, tiempos de subida y cantidad
de sobre oscilacio´n, el FOPID posee un grado de libertad mayor que el IOPID permitiendo
ajustar las caracter´ısticas de las respuestas. Sin embargo se produjeron sen˜ales de ruido en
la temperatura, esto es producido por la induccio´n de corrientes para´sitas en el sensor, este
problema pueden ser resuelto disen˜ando filtros del orden no entero. Garce´s et al. (2014) En
su art´ıculo realiza un ana´lisis de robustez de las estrategias de control PID SIC FOPID para
el control de un moto generador. El procedimiento que realiza para obtener resultados es
un ana´lisis teo´rico de ca´lculo y teor´ıa de control, luego presenta los principales aspectos de
SIMC PID e IOPID, una descripcio´n del sistema y por u´ltimo realiza la implementacio´n del
controlador sobre la planta. Como conclusio´n obtienen que un FOPID es un buen sistema
para el rechazo de perturbaciones externas lo cual se ve reflejado en el poco esfuerzo que
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realiza el controlador y e´ste ha rechazado perturbaciones del tipo ruido y carga. Barbosa
et al. (2011) En su tesis se plantea como objetivo determinar la mejor estrategia de con-
trol para obtener un valor presente en el posicionamiento de un cilindro neuma´tico preciso
y se propone realizar un estudio del control fraccionario basa´ndose en su comportamiento
teo´rico, experimental ante perturbaciones, tambie´n realiza un estudio del control adaptativo
y la comparacio´n de las dos estrategias propuestas de control. El desarrollo de la tesis la
realiza en base al software Matlab espec´ıficamente la herramienta Simulink y la aplicacio´n
para el ca´lculo de para´metros en el control fraccionario.Luego de resultados obtenidos con
la implementacio´n de los dos tipos de controladores sobre un cilindro neuma´tico concluye
que las estrategias logran los objetivos y que la eleccio´n depende de las especificaciones que
se desea ya que ambos controladores son robustos y cumplen con el posicionamiento del
cilindro, adema´s recomienda realizar ma´s pruebas del tipo fraccionario. En su publicacio´n
proporciona una introduccio´n al ca´lculo fraccionario para el modelo y control de sistemas
lineales de orden fraccionario, y afirma que los modelos fraccionarios permiten caracterizar
mejor aquellos sistemas donde se dan feno´menos de memoria. Su desarrollo empieza en el
ana´lisis de sistemas dina´micos de primer orden, el control fraccionario en s´ı y termina su
proyecto realizando el control fraccionario usando aproximaciones discretas. Concluye su
trabajo comentando que el requerimiento de una teor´ıa de control para sistemas de orden
generalizado al menos para sistemas lineales invariantes en el tiempo.
1.2 Problema de Investigacio´n
La mayor´ıa de plantas que se estudian en la teor´ıa control son sistemas LTI que durante
su ejecucio´n cumplen con las propiedades de linealidad y el principio de superposicio´n
definiendo de esta manera su respuesta que es la convolucio´n de la entrada con la respuesta
al impulso. Los me´todos de sintonizacio´n para controladores enteros cla´sicos se enfocan en
modelos lineales de orden reducido y son afinados de acuerdo a sus caracter´ısticas esta´ticas,
lo que provoca que el controlador sea o´ptimo y eficiente para un rango determinado de
oscilacio´n de la variable controlada y solo para ese sistema. En el caso que esta variable
exceda el l´ımite establecido de oscilacio´n el controlador o se trate de aplicar a un sistema
similar el controlador no estar´ıa en la capacidad proporcionar la respuesta deseada y la
sen˜al de salida incluye un error con respecto a su punto de referencia. Existen muchos
factores que conllevan la modificacio´n de caracter´ısticas intr´ınsecas de las plantas las cuales
pueden ser considerados de ı´ndole meca´nico, ele´ctrico y electro´nico, tambie´n es importante
un ana´lisis de perturbaciones que pueden afectar el normal desenvolvimiento de una planta a
controlar, lamentablemente este tipo de variaciones no pueden ser representadas y analizadas
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mediante un modelo matema´tico debido a su naturaleza, es por eso que el controlador
disen˜ado e implementado debe estar dispuesto a rechazar perturbaciones con un amplio
rango frecuencial. La reducida flexibilidad y la eficiencia de los controladores de orden entero
puede provocar que los ajustes que se debe considerar en sus para´metros de sintonizacio´n
sean modificados si existe una pequen˜a variacio´n en los elementos del proceso.
1.3 Formulacio´n del Problema
¿Para que´ casos determinados la eficiencia de un control robusto no entero es superior que
la de un controlador robusto entero cuando ambos controladores son aplicados a un modelo
de una planta que se basa en el criterio de Ziegler y Nichols y su desempen˜o es evaluado
bajo criterio de la integral del valor absoluto del error?
1.4 Preguntas Directrices
1. ¿Se puede establecer la curva de reaccio´n de un modelo de una planta experimental que
cumpla con el criterio de Ziegler y Nichols y encontrar los para´metros iniciales?
2. ¿ Se puede demostrar que un controlador no entero puede partir con el mismo desempen˜o
bajo la parametrizacio´n de un controlador entero para cuando el ı´ndice fractal es igual
a la unidad?
3. ¿ Se puede utilizar una te´cnica no prejuiciada para establecer de manera automa´tica
la desviacio´n de ajuste para cada uno de los para´metros del controlador entero y no
entero?
4. ¿ Es va´lida la te´cnica del gradiente decreciente para el ajuste de para´metros de los
controladores?
5. ¿ Cua´l es el resultado al contrastar los ajustes de control fractal y el control entero para
cuando se incorpora en el criterio de sintonizacio´n de las variables error y velocidad del
error?
1.5 Justificacio´n de la Investigacio´n
El controlador PID entero brinda buenas prestaciones ante la presencia de perturbaciones
que afectan el comportamiento de un sistema LTI, siempre y cuando la magnitud de las
perturbaciones no altere en gran medida el punto de operacio´n del sistema. Es por eso que de
desea desarrollar nuevas estrategias de control ma´s eficientes y discriminar su aplicacio´n en
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distintos procesos existentes. Se pretende establecer y desarrollar los elementos matema´ticos
que nos permitan entender cua´les son los para´metros que influyen en el desarrollo de un
controlador no entero aplicado sobre el modelo de una planta que cumpla ciertos criterios de
sintonizacio´n y tomar como punto de partida de aplicaciones de control en las cuales se pueda
determinar cual estrategia es la ma´s eficiente. La importancia de esta investigacio´n radica
en determinar para que situaciones y plantas es beneficioso la aplicacio´n de un controlador
no entero pudie´ndose desarrollar prototipos que sean capaces de mantener bajo control
para´metros espec´ıficos con mayor eficacia y eficiencia basados en controladores enteros y no
enteros. Una vez determinados los procedimientos de disen˜o se puede aplicar la teor´ıa de
control no entero en una planta de laboratorio que cumpla ciertos para´metros necesarios y
decida las modificaciones necesarias para establecer el mejor controlador basando en criterios
matema´ticos de desempen˜o.En la actualidad se encuentran numerosos casos de estudio en
los cuales el uso de controladores no enteros permiten ampliar las acciones de control,
muchas metodolog´ıas de control se esta´n basando el uso de ca´lculo no entero obteniendo
ecuaciones dina´micas que gobiernan el comportamiento de los controladores. El principal
aporte que pretende proporcionar esta investigacio´n es la determinacio´n de un procedimiento
para desarrollar controladores no enteros que pueden superar la eficiencia de los enteros en
ciertos casos, el proceso de validacio´n de las nuevas teor´ıas de control y la aplicacio´n de
un me´todo para la evaluacio´n cuantitativa de robustez y estabilidad basadas en la sen˜al
de error y velocidad de error. Para futuras investigaciones se puede plantear el ana´lisis
del comportamiento de un controlador no entero para plantas con mu´ltiples entradas y
salidas, desarrollar combinaciones de estrategias de control entre las no enteras y redes
neuronales o control difuso, el desarrollo de filtros no entero o sistemas de auto sintonizacio´n
de controladores no enteros.
1.6 Objetivos de la Investigacio´n
1.6.1 Objetivo General
Evaluar la eficiencia de un controlador robusto de orden no entero emplear la funcio´n de
costo integral del error absoluto.
1.6.2 Objetivos Espec´ıficos
1. Disen˜ar las estrategias de los controladores basadas en la teor´ıa matema´tica predefinida.
2. Determinar los para´metros fundamentales del controlador entero fundado en el criterio
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de Ziegler y Nichols para gobernar las variables de una planta experimental.
3. Optimizar los para´metros fundamentales de los controladores usando una funcio´n de
costo.
4. Evaluar los controladores entero y no entero, usar una combinacio´n ponderada de las
sen˜ales del error y la tasa de cambio del error.
1.7 Hipo´tesis
El desarrollo de un controlador robusto del tipo PID no entero basado en me´todos nume´ricos
y el aumento en dos grados de libertad con respecto a los controladores robustos enteros,
incrementan su eficiencia para gobernar una planta experimental.
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CAPITULO II
2 MARCO REFERECIAL
En este cap´ıtulo se presenta el estado del arte del proyecto de investigacio´n, se analiza cada
una de las teor´ıas, metodolog´ıas ya implementadas en estudios previos realizados sobre el
tema.
2.1 Modelos
El disen˜o de controladores continuos o discretos requiere como elemento fundamental el mo-
delo de la planta a controlar, el cual caracteriza su comportamiento dina´mico. Este elemento
nos permite realizar y validar, mediante software de simulacio´n, el ajuste de los para´metros
del controlador, y obtener la respuesta necesaria que satisfaga los requerimientos y especi-
ficaciones.
2.1.1 Sistema
Un sistema es toda realidad en la que interactu´an variables de diferentes tipos para producir
sen˜ales que son de intere´s del observador y se las denomina salidas del sistema, mientras
que las sen˜ales excitadoras se denominara´n entradas. El resto de sen˜ales que no pueden ser
manipuladas por el observador se denominan perturbaciones. Lopez Guillen (2010)
2.1.2 Modelo de un Sistema
El objetivo de obtener una representacio´n matema´tica (modelo), de un sistema es realizar
experimentacio´n, aplicando determinadas entradas y observar sus correspondientes salidas,
basados en aproximaciones. Una de las ventajas de trabajar con un modelo y no sobre el
sistema f´ısico, es que e´ste permite predecir su comportamiento sin afectar su elementos
constitutivos.
2.1.3 Tipos de Modelos
Lopez Guillen (2010), menciona que se puede establecer una clasificacio´n en funcio´n del
formulismo matema´tico que poseen, de esta forma se tienen:
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Gra´fico 1-2: Sistema dina´mico con entrada u(t), perturbacio´n e(t) y salida y(t)
Autor: Jorge Luis Paucar Samaniego,2016
1. Modelos Mentales, intuitivos o verbales: Carecen de formalismo matema´tico.
2. Modelos No Parame´tricos: Cuando son caracterizados mediante un gra´fico, o una tabla
que describa sus propiedades dina´micas mediante un nu´mero finito de para´metros. Un
sistema lineal se define por su respuesta a un est´ımulo impulso o escalo´n, o su respuesta
en frecuencia.
3. Modelos Parame´tricos: En aplicaciones avanzadas se puede utilizar modelos que descri-
ban las relaciones entre variables del sistema, mediante expresiones matema´ticas como
pueden ser: ecuaciones diferenciales (sistemas continuos), o en diferencias (sistemas dis-
cretos).
a) Determin´ısticos o estoca´sticos: un modelo determin´ıstico expresa una relacio´n ente
entradas y salidas mediante una ecuacio´n exacta; un modelo estoca´stico, se expresa
a trave´s de conceptos estad´ısticos o probabil´ısticos, estos modelos presentan cierto
grado de incertidumbre.
b) Dina´micos o esta´ticos: Es esta´tico cuando la salida depende u´nicamente de la entrada
en ese mismo instante. En un sistema dina´mico, la salida var´ıa en el tiempo luego de
la aplicacio´n de la entrada.
c) Continuos y Discretos: Los sistemas continuos trabajan con sen˜ales continuas carac-
teriza´ndose mediante ecuaciones diferenciales. Los sistemas discretos trabajan con
sen˜ales tomadas en muestras y se describen mediante ecuaciones en diferencias.
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2.1.4 Me´todos de Obtencio´n de Modelos
Lopez Guillen (2010), menciona que existen dos me´todos principales para la obtencio´n del
modelo de un sistema:
1. Modelado Teo´rico: Tiene un campo de aplicacio´n restringido a procesos sencillos de
modelar o aplicaciones que no requieran gran exactitud en el modelo obtenido, se basa
en el conocimiento f´ısico de planta y que solo se puede experimentar sobre el sistema real.
Por lo general, este procedimiento de identificacio´n de sistemas presenta las siguientes
desventajas:
a) Restringido a procesos sencillos.
b) Puede poseer un conjunto de para´metros desconocidos lo cual complica su obten-
cio´n.
2. Identificacio´n Experimental: Se trata de un me´todo experimental que permite obtener
el modelo de un sistema a partir de sus datos reales recogidos en plantas bajo estudio.
Se pueden tener las siguientes desventajas:
a) Su rango de validez suele ser limitado.
b) Es muy dif´ıcil captar un significado f´ısico del modelo obtenido.
2.1.5 Identificacio´n Experimental de Modelos
El objetivo de la identificacio´n de modelos es lograr una descripcio´n matema´tica de la
dina´mica de los sistemas, lo que es una parte fundamental en el disen˜o de controladores. La
mayor´ıa de modelos se comportan de manera no lineal lo que conlleva un estudio de mayor
complejidad. Se necesita una adaptacio´n de una metodolog´ıa y un proceso experimental
(Figura 2-2) usando recursos de software y hardware disponibles en laboratorio para generar
un modelo matema´tico experimental que permita la aplicabilidad de un controlador.
2.1.6 Identificacio´n de Sistemas
Es una forma experimental utilizada para obtener un modelo que reproduzca con exactitud
las caracter´ısticas dina´micas del proceso objeto de estudio.Para Lopez Guillen (2010), el
Proceso de Identificacio´n, comprende los siguientes pasos:
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Gra´fico 2-2: Proceso para Modelar una Planta Experimental
Autor: Jorge Luis Paucar Samaniego,2016
1. Obtencio´n de Datos de entrada: Excitar el sistema mediante la aplicacio´n de una sen˜al
de entrada y registrar la evolucio´n de sus entradas y salidas durante un intervalo de
tiempo.
2. Tratamiento Previo de los datos registrados: Depurar los datos registrados, generalmen-
te acompan˜ados de ruidos indeseados u otro tipo de imperfecciones, esto es necesario
corregir antes de iniciar la identificacio´n del modelo. Es un proceso de preparacio´n de
datos.
3. Eleccio´n de la estructura del modelo: Si el modelo es parame´trico, se debe determinar la
estructura deseada para dicho modelo.
4. Obtencio´n de los para´metros del modelo: Se procede a una estimacio´n de la estructura
que mejor ajusta la respuesta del modelo a los datos de entrada y salida obtenidos
experimentalmente.
5. Validacio´n: Determinar si el modelo obtenido satisface el grado de exactitud requerido.
Si se obtiene un resultado no va´lido puede ser por los siguientes aspectos:
a) El conjunto de datos de entrada y salida no proporciona la suficiente informacio´n
sobre la dina´mica del sistema.
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b) La estructura escogida no es capaz de proporcionar una buena descripcio´n del
modelo.
c) El criterio de ajuste de para´metros seleccionados no es el mas adecuado.
2.2 Convolucio´n de Funciones
Se define una funcio´n f(t) y la funcio´n g(t) estas dos convolucionan y se definen por la
ecuacio´n 1 como:
(f ∗ g) (t) =
∫ ∞
−∞
f(t− τ)g(τ)dτ (1)
El resultado de esta operacio´n genera otra funcio´n que representa la magnitud en la que se
superponen y una forma especular de g. De manera pra´ctica, si se define a f(t) como una
funcio´n rampa de la forma mostrada en la figura 3-2.
Gra´fico 3-2: Funcio´n f(t)
Autor: Jorge Luis Paucar Samaniego,2016
Tambie´n se define la funcio´n g(t) como una funcio´n paso escalo´n unitario de la forma
mostrada en la figura 4-2.
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Gra´fico 4-2: Funcio´n escalo´n unitario.
Autor: Jorge Luis Paucar Samaniego,2016
Se procede a definir la variable τ como operador con el objetivo que la variable t se un
nu´mero, por lo tanto se define en la ecuacio´n 2
f(t− τ); g(τ) (2)
Gra´fico 5-2: Funcio´n escalo´n unitario con la variable τ
Autor: Jorge Luis Paucar Samaniego,2016
Por lo tanto para t=0.
f(0− τ) = f(−τ) (3)
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Gra´fico 6-2: Funcio´n f(-τ), funcio´n especular de f(τ)
Autor: Jorge Luis Paucar Samaniego,2016
Por lo tanto para t=1.
f(t− τ) = f(1− τ) (4)
Gra´fico 7-2: Funcio´n f(-τ), cuando t=1, desplazada en el tiempo.
Autor: Jorge Luis Paucar Samaniego,2016
2.3 Controladores Enteros
El Control Entero es la te´cnica de control ma´s antigua y tradicional. La s´ıntesis y realizacio´n
de estos controladores empezo´ a inicios del Siglo XX, uno de los primeros controladores PID
fue desarrollado por Elmer Sperry en 1911, por otra parte, el primer ana´lisis teo´rico del PID
lo hizo Nicolas Minosrky en 1922. (Daou and Moreau, 2014)
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2.3.1 Controlador PID
El controlador PID es el controlador ma´s antiguo, sin embargo, en la actualidad es uno de
los ma´s empleados. Este controlador actu´a sobre la sen˜al de error del sistema, se compone
de un te´rmino proporcional (P), un te´rmino integral de orden 1 (I) y un te´rmino derivativo
de orden 1 (D). Mediante el PID es posible rechazar perturbaciones en el sistema, la accio´n
integral reduce el error en estado estacionario y la accio´n derivativa de cierta forma predice
errores futuros. Existen dos tipos de arreglo del controlador PID:
1. Arreglo en cascada (Figura ??): la ecuacio´n 5 representa la parte matema´tica de la
configuracio´n en cascada:
FPID(s) = KP (1 +
1
Tis
)(1 + Tds)E(s) (5)
Donde Ti y Td corresponden a la constante de tiempo integral y derivativa, respectiva-
mente; y KP es la constante proporcional.
2. Arreglo en paralelo (Figura 8-2): su funcio´n de transferencia es la siguiente:
FPID(s) = KP + (1 +
1
Tis
) + (1 + Tds) (6)
Donde Ti (Ki) y Td (Ki) corresponden a la constante de tiempo integral y derivativa,
respectivamente; y KP es la constante proporcional.
Gra´fico 8-2: Controlador PID Paralelo
Autor: Jorge Luis Paucar Samaniego,2016
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2.3.2 Me´todo de sintonizacio´n de Ziegler and Nichols
El primer me´todo de Ziegler-Nichols consiste en conocer la respuesta a un escalo´n ver figura
9-2 caracterizado por dos para´metros L y T obtenidos a trave´s de la respuesta en lazo
abierto. Los para´metros fundamentales del control se pueden obtener a trave´s de uso del
cuadro que se muestra a continuacio´n:
Tabla 1: Ziegler-Nichols para determinar los para´metros de un controlador entero
CONTROLADOR Kp Ti Td
P TL 0 0
PI 0,9TL
0,3
L 0
PID 1,2a 2L
L
2
De modo que a partir de la respuesta del sistema en lazo abierto se calculara´ de manera
gra´fica los para´metros del control apropiados para el sistema.
Gra´fico 9-2: Representacio´n Geome´trica del me´todo de Sintonizacio´n Ziegler-Nichols.
Autor: Jorge Luis Paucar Samaniego,2016
2.4 Ca´lculo No Entero
2.4.1 Introduccio´n
El Ca´lculo no Entero es un campo del estudio matema´tico que surge de las definiciones
tradicionales de los operadores del ca´lculo integral y diferencial, en casi la misma forma en
que el concepto de exponentes fraccionarios es una extensio´n de los exponentes de valor
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entero. Por ejemplo, se puede verificar fa´cilmente que x3 = x ∗ x ∗ x, pero ¿co´mo se puede
describir el significado de x3,4?, no es posible contemplar que el valor sea igual a multiplicar
un valor x por si mismo 3,4 veces, este valor es verificable por medio series infinitas o a
trave´s de una calculadora. En la misma forma se puede considerar para el ca´lculo integral y
diferencial, completar n integraciones y derivaciones puede tornarse algo meto´dico como una
multiplicacio´n, pero entonces surge la pregunta: ¿que´ pasar´ıa si n no fuera estrictamente
un valor entero?.(Loverro, 2004)
La idea de manipular de manera no entera derivadas e integrales se remonta hace mas
de trescientos an˜os, para aquellas e´pocas el ca´lculo no entero carec´ıa de herramientas que
ayuden a su comprensio´n. Es por eso que a e´sta teor´ıa la consideraban como ”lejana de la
realidad”. A pesar de eso muchos feno´menos f´ısicos eran fa´ciles de describir si se considera-
ban desde un punto de vista no entero. El ca´lculo de de orden fractal permite la descripcio´n
de una manera ma´s real y con mayor precisio´n que los me´todos enteros.
El ca´lculo no entero fue considerado por primera vez en una carta que envio´ L’Hospital a
Leibniz’s en 1695, en la cual se menciona una pregunta que da paso a su estudio. L’Hospital
escribe ”¿Que´ suceder´ıa si n fuera 12?”, a lo que Leibniz replico´ ”...esto conducir´ıa a una
paradoja, de la que algu´n d´ıa se extraera´n consecuencias u´tiles”. En 1697, Leibniz hizo
referencia a la fo´rmula de Wallis para pi, el cual consiste en un producto infinito:
2
pi
= 12
3
2 ×
3
4
5
4 ×
5
6
7
6 ×
7
8
9
8 ... (7)
Afirmo´ que se pod´ıa reemplazar la serie usando el ca´lculo diferencial con la notacio´n d 12
para expresar una derivada de orden 12 . Existen varias definiciones de ca´lculo no entero
enfocadas a la resolucio´n de integrales y derivadas fractales, entre las mas importantes se
pueden considerar:
1. Definicio´n de Integral Fractal
2. Operador Fractal Diferencial de Riemann-Liouville.
3. Operador Fractal Diferencial de Caputo.
4. Operadores Fractales de Gru¨nwald-Letnikov.
5. Funcio´n de Mittag-Leﬄer.
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2.4.2 Definicio´n de Integracio´n No Entera
En (8) se presenta la fo´rmula de Cauchy para la integracio´n repetitiva
Jnf(t) :=
∫ t
a
∫ τ1
a
· · ·
∫ τn−1
a
f(τ)dτ · · · dτ2dτ1 = 1(n− 1)!
∫ t
a
f(τ)(t− τ)n−1dτ (8)
Para n ∈ N, a, t ∈ R, t > a. Si n es substituido por un nu´mero real positivo α y (n− 1)! por
su generalizacio´n Γ(α), se obtiene una fo´rmula para la integracio´n fractal.
Suponer que α > 0, t > α, α, a, t ∈ R. El siguiente operador fractal es conocido como la
Integracio´n Fractal de Riemann-Liouvulle de orden α:
Jαf(t) := 1Γ(α)
∫ t
a
f(τ)(t− τ)α−1dτ (9)
Propiedades
Ishteva (2005), menciona varias propiedades de la integracio´n fractal. Por convencio´n
J0f(t) = f(t), (10)
A partir de e´sto se puede decir que J0 = I es el operador identidad.
Otra propiedad adicional es la linealidad:
Jα(λf(t) + g(t)) = λJαf(t) + Jαg(t), α ∈ R+, λ ∈ C (11)
Si la funcio´n f(t) es continua para t ≥ 0, las siguientes igualdades se cumplen
l´ım
α→0 J
αf(t) = f(t) (12)
Jα(Jβf(t)) = Jβ(Jαf(t)) = Jα+βf(t), α, β ∈ R+, λ ∈ C (13)
Una propiedad adicional de la integral fractal, aparece con la introduccio´n de la funcio´n
Φa =
tα−1
Γ(α) ⇒ Φα ∗ f(t) =
∫ t
0
(t− τ)α−1+
Γ(α) f(τ) (14)
t+ hace referencia a que la funcio´n no tiene valores para t ≤ 0, y de esta forma es una
funcio´n causal. A partir de la definicio´n de la Convolucio´n de Laplace, se sigue que
Jαf(t) = Φα(t) ∗ f(t) = 1Γ(α)
∫ t
0
(t− τ)α−1f(τ)dτ (15)
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En (15) se muestra que la integral fractal puede se expresada como la convolucio´n de los
te´rminos Φα y f(t). Por otra parte, La Transformada de Laplace de tα−1 esta´ dada por
L
{
tα−1
}
= Γ(α)s−α (16)
De esta forma, considerando la relacio´n de convolucio´n de la integral fractal a trave´s de Φα
(15) y la Transformada de Laplace de la misma, la Transformada de Laplace de la integral
fractal es:
L{Jα} = s−αF (s) (17)
2.4.3 Operador Fractal Diferencial de Riemann-Liouville
Suponiendo que α > 0, t > a, α, a, t ∈ R, el operador fractal diferencial de Riemann-Liouville
de orden α se define como
Dαf(t) :=

1
Γ(n−α)
dn
dtn
∫ t
α
f(τ)
(t− τ)a+1−ndτ, n− 1 < α < n ∈ N,
dn
dtn
f(t), α = n ∈ N,
(18)
Propiedades
El operador fractal diferencial de Riemann-Liouville, suele ser mencionado como el operador
inverso de la integracio´n fractal (??), es decir DαJα = I. Ishteva (2005), menciona varias
propiedades de este operador. Por convencio´n se define
D0f(t) := f(t) (19)
A partir de e´sto se puede decir que D0 = I es el operador identidad.
1. Representacio´n
Teniendo n− 1 < α < n, n ∈ N, α ∈ R y Dαf(t) de f(t) existe, entonces
Dαf(t) = DnJn−αf(t) (20)
Esto significa que este operador es equivalente a la derivada de orden n luego de la
integral de (n− α) repeticiones.
2. Interpolacio´n
Teniendo n−1 < α < n, n ∈ N, : α ∈ R y Dαf(t) de f(t) existe, se definen las siguiente
propiedades de interpolacio´n
l´ımα→nDαf(t) = f (n)(t),
l´ımα→n−1 Dαf(t) = f (n−1)(t).
(21)
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3. Linealidad
Teniendo n − 1 < α < n, n ∈ N, : α, λ ∈ C y, Dαf(t) y Dαg(t) de f(t) y g(t) existen,
se puede decir que este operador es lineal, es decir satisface
Dα(λf(t) + g(t)) = λDαf(t) +Dαg(t) (22)
4. No Conmutativa
Teniendo n− 1 < α < n, m, n ∈ N, α ∈ R y Dαf(t) de f(t) existe, entonces
DmDαf(t) = Dα+mf(t) 6= DαDmf(t) (23)
Es decir, el operador fractal diferencial de Riemann-Liouville no es conmutativo.
5. Transformada de Laplace La transformada de Laplace del operador fractal diferencial
de Riemann-Liouville de orden α, esta´ dada por
L{Dαf(t); s} = sαF (s)−
n−1∑
k=0
sk
[
Dα−k−1f(t)
]
t=0
= sαF (s)−
n−1∑
k=0
sn−k−1
[
DkJn−αf(t)
]
t=0
, n− 1 < α < n.
(24)
2.4.4 Operador Fractal Diferencial de Caputo
El operador fractal diferencial de Caputo, considerado una alternativa al operador de Riemman-
Liouville (Subseccio´n 2.4.3), esta´ definido por:
Dα∗ f(t) :=

1
Γ(n−α)
∫ t
α
f (n)(τ)
(t− τ)a+1−ndτ, n− 1 < α < n ∈ N,
dn
dtn
f(t), α = n ∈ N,
(25)
Ishteva (2005), considera el siguiente problema de valor inicial, para mostrar la principal
ventaja del uso del operador de Caputo,.
Dα∗ y(t)− λy(t) = 0, t > 0, n− 1 < α < n
y(n)(0) = bk, k = 0, ..., n− 1
(26)
En este caso, donde el operador de Caputo es aplicable, intervienen condiciones iniciales
esta´ndar en te´rminos diferenciales de orden entero. Estas condiciones iniciales tienen una
clara interpretacio´n f´ısica, como una posicio´n inicial y(a) en el punto a, una velocidad
inicial y′(a), una aceleracio´n inicial y′′(a), y as´ı. Por otra parte, el operador de Caputo es
restringido, debido a que requiere la existencia de la derivada de orden n de la funcio´n.
Ventajosamente, la mayor´ıa de las funciones en que se aplica el operador cumplen con este
requerimiento, incluso, se suele suponer que esta condicio´n ya esta´ satisfecha.
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Propiedades
Ishteva (2005), menciona algunas propiedades de este operador. Por convencio´n se define
D0∗f(t) := f(t) (27)
A partir de e´sto se puede decir que D0∗ = I es el operador identidad.
1. Representacio´n
Teniendo n− 1 < α < n, n ∈ N, α ∈ R y Dα∗ f(t) de f(t) existe, entonces
Dα∗ f(t) = Jn−αDnf(t) (28)
Esto significa que este operador es equivalente a una integral de (n − α) repeticiones
luego de la derivada de orden n.
2. Interpolacio´n
Teniendo n− 1 < α < n, n ∈ N, α ∈ R y Dαf(t) de f(t) existe, se definen las siguiente
propiedades de interpolacio´n para el operador de Caputo
l´ımα→nDα∗ f(t) = f (n)(t),
l´ımα→n−1 Dα∗ f(t) = f (n−1)(t)− f (n−1)(0).
(29)
3. Linealidad
Teniendo n− 1 < α < n, n ∈ N, α, λ ∈ C y, Dα∗ f(t) y Dα∗ g(t) de f(t) y g(t) existen, se
puede decir que este operador es lineal, es decir satisface
Dα∗ (λf(t) + g(t)) = λDα∗ f(t) +Dα∗ g(t) (30)
4. No Conmutativa
Teniendo n− 1 < α < n, m, n ∈ N, α ∈ R y Dαf(t) de f(t) existe, entonces
Dα∗D
mf(t) = Dα+m∗ f(t) 6= DmDα∗ f(t) (31)
Es decir, el operador fractal diferencial de Caputo no es conmutativo.
5. Transformada de Laplace
La transformada de Laplace del operador fractal diferencial de Caputo de orden α, esta´
dada por
L{Dα∗ f(t); s} = sαF (s)−
n−1∑
k=0
sα−k−1f (k)(0)
= sαF (s)−
n−1∑
k=0
sα−k−1f (k)(0), n− 1 < α < n.
(32)
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2.4.5 Operadores Fractales de Gru¨nwald-Letnikov
Reimann y Louisville (Subseccio´n 2.4.3) enfocaron su ana´lisis no entero hacia el ca´lculo de
una expresio´n que represente la integral fractal usando expresiones de integracio´n repetida
de la misma forma se desarrollo la derivada. A.K. Gru¨nwald y Letnikov (GL) desarrollaron
un me´todo denominado Differintegral su definicio´n se basa en el me´todo para resolver inte-
grales ana´logas.
Garrappa (2015), expresa que el operador GL esta´ basado en un concepto cla´sico y tradi-
cional del ca´lculo y consiste en que las derivadas e integrales pueden ser representados como
l´ımites de diferencias finitas. Usando la premisa y ∈ Cm ([0, T ]) y m ∈ N, as´ı es posible
obtener la derivada m de y en t ∈ (0, T ] mediante
Dmy(t) = l´ım
h→0
1
hm
m∑
k=0
(−1)k
m
k
 y(t− kh) (33)
Los coeficientes binomiales esta´n definidos de acuerdo a:m
k
 = m(m− 1)...(m− k + 1)
k! =
m!
k!(m− k)! (34)
Y pueden ser generalizados en base a argumentos reales mediante la funcio´n de Euler:
Γ(z) =
∫ ∞
0
tz−1e−tdt, z > 0 (35)
El resultado de la ecuacio´n para un valor de Γ(1) = 1 a m ∈ Γ(z + 1) = zΓ(z) La fun-
cio´n Gamma puede ser considerada como la generalizacio´n del factorial con argumentos
reales y reemplazando m por cualquier nu´mero α positivo sus coeficientes son determinados
mediante: α
k
 = Γ(α + 1)Γ(k + 1)Γ(α− k + 1) (36)
En la relacio´n Γ(z + 1) = zΓ(z) se permite extender los valores para z < 0 donde z /∈
{0,−1,−2,−3} y α puede tomar valores similares. Bajo estos para´metros Gru¨nwal-Letnikov
determinan un operardor diferencial 0
−
D
α
t y se define como:
0
−
D
α
t y(t) = l´ım
N→∞
hα
N∑
k=0
ω
(α)
k y(t− kh) (37)
0
−
I
α
t y(t) = l´ım
N→∞
hα
N∑
k=0
ω
(−α)
k y(t− kh) (38)
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La importancia del operador diferencial e integral de GL 37 38 en el cual t ∈ (0, T ], h
depende de t y N esta´ acorde a h = tN , y(t) es continuo para t < 0 y se considera para
ω
(α)
k .
ω
(α)
k = (−1)k
α
k
 (39)
El operador 0D(α)k es conocida como el operador Gru¨nwald-Letnikov (GL), cuya importancia
radica no solo en el desarrollo histo´rico o teo´rico del ca´lculo fractal si no en aplicaciones
pra´cticas. Es posible truncar la serie infinita generada mediante la siguiente aproximacio´n:
0I
α
k y(tn) ≈ hα
n∑
k=0
ω
(−α)
n−k y(t− kh) (40)
Donde tk = kh, una manera de re formular la derivada fractal de Caputo en base al operador
GL se define por:
0Dαt y(tn) ≈
1
hα
n∑
k=0
ω
(α)
n−k [yk − Ym−1(tk)] (41)
Propiedades
El peso matema´tico que se le proporcione al operador GL debe satisfacer importantes pro-
piedades en base a las siguientes proposiciones:
ω
(α)
n =
n− α− 1
n
 = Γ(n−α)Γ(−α)Γ(n+1)
ω
(α)
0 = 1, ω(α)n =
(
1− α + 1
n
)
ω
(α)
n−1 (42)
1. Para cualquier α real 0 < ξ < 1, entonces:
2. Para 0 < α < 1, entonces:
3. Para −1 < α < 0, entonces:
2.4.6 Funcio´n de Mittag-Leﬄer
Loverro (2004), expresa que, la funcio´n de Mittag-Leﬄer, tiene una gran aplicabilidad en el
mundo del ca´lculo fractal. De la misma forma en que la funcio´n exponencial (ex) aparece en
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la solucio´n de ecuaciones diferenciales de orden entero, la funcio´n de Mittag-Leﬄer cumple
un rol similar en la solucio´n de ecuaciones diferenciales de orden no entero. La forma esta´ndar
de la funcio´n de Mittag-Leﬄer se define como
Eα(z) =
∞∑
k=0
zk
Γ(αk + 1) , α > 0 (43)
La funcio´n exponencial (ex) corresponde a α = 1, en la Figura 10-2 se muestra el compor-
tamiento de la funcio´n de Mittag-Leﬄer para diferentes valores de α. Tambie´n es comu´n
representar a esta funcio´n en dos argumentos, α y β, de la siguiente manera
Eα,β(z) =
∞∑
k=0
zk
Γ(αk + β) , α > 0, β > 0 (44)
Gra´fico 10-2: Comportamiento de la funcio´n de Mittag-Leﬄer.
Autor:Loverro (2004)
2.4.7 Control No Entero
En los u´ltimos an˜os se ha dado importancia al ca´lculo no entero en aplicaciones y disen˜o de
controladores usando integrales y derivadas fractales, estos controladores esta´n enfocados a
manejar sistemas dina´micos en el cual el controlador o el sistema esta´ descrito por ecuaciones
diferenciales no enteras.Varios an˜os luego de la aparicio´n del controlador PID cla´sico, el
controlador PIαIDαD generalizado, en donde el orden de la diferenciacio´n y la integracio´n
puede ser cualquier nu´mero positivo, real y menor que la unidad, fue propuesto respetando
las reglas de sintonizacio´n de Ziegler y Nichols para PIDs enteros. Con el paso del tiempo,
varios me´todos de sintonizacio´n han sido propuestos con el fin de obtener valores o´ptimos del
orden de integracio´n y diferenciacio´n. Recientemente, en las u´ltimas de´cadas, fue introducido
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el controlador CRONE (Commande Robuste d’Ordre Non Entier, Controlador Robusto de
Orden No Entero) tambie´n basado en la integracio´n y diferenciacio´n fractal. De manera
similar a la teor´ıa de control cla´sico, en el modelado y simulacio´n de sistemas y procesos
basados en la descripcio´n de propiedades no enteras es necesario la resolucio´n de cada una
de sus ecuaciones no enteras para obtener la respuesta a una entrada en particular. (Daou
and Moreau, 2014)
Hoy en d´ıa, el manejo de sistemas y controladores fractales es muy comu´n en casi todos
los campos de la ingenier´ıa. Daou and Moreau (2014) mencionan algunas de las principales
razones de su uso:
1. Varias propiedades f´ısicas, al ser modeladas usando funcio´n de transferencia, mostraron
un comportamiento descrito mediante una ecuacio´n diferencial de orden fractal. Por
ejemplo interfaces te´rmicas difusas, actividades musculares, composicio´n qu´ımica de
soluciones acuosas, visco elasticidad, polarizacio´n diele´ctrica, ca´lculo meca´nico cua´ntico,
entre otros.
2. A trave´s del manejo de controladores fractales es posible esbozar de una manera mucho
ma´s real los modelos de sistemas meca´nicos, ele´ctricos e h´ıbridos; analizar sus propieda-
des y comportamiento.
3. La implementacio´n de controladores fractales, digitales o analo´gicos, es sencilla.
4. Una vez definidos el funcionamiento de lazo abierto del sistema y las especificaciones
del usuario, la sintonizacio´n del controlador fractal no resulta complicada.
2.4.8 Sistemas Dina´micos de Orden Fractal
Previo a la revisio´n de los controladores no enteros, es preciso realizar un ana´lisis de los
Sistemas Dina´micos de Orden Fractal, los cuales se definen a trave´s de ecuaciones diferen-
ciales de orden no entero. Este ana´lisis parte de los modelos de entrada-salida en diferentes
dominios (tiempo, Laplace) para el estudio de su rendimiento en estado transitorio y es-
tacionario, tomando en cuenta criterios y condiciones de estabilidad, y determinando la
constante de error en estado estacionario. (Monje et al., 2010)
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2.4.9 Modelos y Representacio´n
Vinagre and Monje (2006) expresan que, las ecuaciones de orden fractal para sistemas
dina´micos continuos en el tiempo, pueden ser escritas de la forma
n∑
k=0
akD
αky(t) =
m∑
k=0
bkD
βku(t) (45)
En (45) es posible considerar dos casos particulares de donde se derivan dos tipos de siste-
mas, Sistemas de Orden Conmensurable y Sistema de Orden Racional.
Si en la ecuacio´n (45) todos los o´rdenes de diferenciacio´n son mu´ltiplos enteros de un orden
base, α, es decir, αk, βk = kα, α ∈ R+, el sistema sera´ de orden conmensurable, y queda
definido por
n∑
k=0
akD
kαy(t) =
m∑
k=0
bkD
kαu(t) (46)
Si en (46) α = 1/q, q ∈ Z+, el sistema sera´ de orden racional.
Para obtener la relacio´n entrada-salida de un sistema fractal, se aplica la transformada de
Laplace a (45), considerando condiciones iniciales nulas, obteniendo de esta forma su funcio´n
de transferencia en tiempo continuo
G(s) = Y (s)
U(s) =
m∑
k=0
bks
βk
m∑
k=0
aks
αk
(47)
En el caso de sistemas de orden conmensurable, la funcio´n de transferencia queda expresada
como sigue:
[H]G(s) =
m∑
k=0
bk(sα)k
m∑
k=0
ak(sα)k
(48)
La que puede ser considerada como una funcion pseudoracional, H(λ), de la variable λ = sα
H(λ) =
m∑
k=0
bkλ
k
m∑
k=0
akλ
k
(49)
2.4.10 Estabilidad
El ana´lisis de la estabilidad de un sistema de orden no entero es posible realizarlo a partir
de su funcio´n de transferencia. Monje et al. (2010), menciona que para esto es necesario
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hacer referencia a una funcio´n del tipo:
ans
αn + an−1sαn−1 + · · ·+ a0sα0 , αi ∈ R (50)
E`sta es una funcio´n multivaluada de la variable compleja s cuyo dominio se puede observado
como una Superficie de Riemann (Figura 11-2) de un nu´mero finito de hojas solo para el
caso de ∀i, αi ∈ Q+, siendo la hoja principal definida por −pi < arg(s) < pi. En el caso
de alphai ∈ Q+, donde α = 1/q, y q es un entero positivo, las q hojas de la superficie de
Riemann son determinadas por
s = |s|eφ, (2k + 1)pi < φ < (2k + 3)pi, k = −1, 0, · · · , q − 2. (51)
En donde la hoja principal corresponde al caso e k = −1. Para la representacio´n gra´fica de
w = sα, las hojas se transforman en las regiones del plano complejo w definido por
w = |w|eθ, α(2k + 1)pi < θ < α(2k + 3)pi (52)
En las siguientes figuras se muestra la superficie de Riemann y las regiones del plano com-
plejo w correspondientes a cada hoja de la superficie para el caso de w = s1/3
Gra´fico 11-2: Superficie de Riemann para w = s1/3
Autor:Loverro (2004)
Considerar una ecuacio´n del tipo
ans
αn + an−1sαn−1 + · · ·+ a0sα0 = 0 (53)
la cual tendra´ infinito nu´mero de ra´ıces, de las cuales un determinado numero se encontrara´n
en la hoja principal de la superficie de Riemann. Se puede decir que las ra´ıces ubicadas en
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Gra´fico 12-2: Regiones del plano w superficie de Riemann para w = s1/3
Autor:Loverro (2004)
las hojas secundarias de la superficie de Riemann esta´n relacionadas a soluciones que corres-
ponden siempre a funciones mono´tonas decrecientes (tienden a cero si oscilaciones cuando
t → ∞). Por otra parte, u´nicamente las ra´ıces localizadas en la hoja principal de la su-
perficie de Riemann generan una dina´mica distinta: oscilacio´n amortiguada, oscilacio´n de
amplitud constante, oscilacio´n de amplitud creciente o crecimiento mono´tono; a las ra´ıces
pertenecientes a esta hoja se las conoce como ra´ıces estructurales o ra´ıces relevantes. (Vi-
nagre and Monje, 2006)
Condiciones de estabilidad
Respecto a las condiciones de estabilidad, en general, se puede decir que un sistema de orden
fractal, con una funcio´n de transferencia de orden no racional G(s) = P (s)/Q(s), es estable
para un determinadas entradas y salidas, si se cumple que
∃M, |G(s)| ≤M, ∀s/<(s) ≥ 0 (54)
Esta condicio´n se satisface si todas la ra´ıces de Q(s) = 0 en la hoja principal de la superficie
de Riemann no pertenecen a la solucio´n de P (s) = 0 y su parte real es negativa. Para el
caso de sistemas de orden conmensurable, donde su ecuacio´n caracter´ıstica es un polinomio
de la variable compleja λ = sα, la condicio´n de estabilidad se expresa como
| arg(λi)| > αpi2 , (55)
donde λi son las ra´ıces del polinomio caracter´ıstico en λ.
Criterios de Estabilidad
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Vinagre and Monje (2006) mencionan que para el ana´lisis de la estabilidad de los sistemas
fractales, se debe recurrir a te´cnicas geome´tricas de ana´lisis complejo basadas en el principio
del argumento, ya que son te´cnicas que dan cuenta de las singularidades de la funcio´n den-
tro de una curva rectificable observando la evolucio´n del argumento de la funcio´n a lo largo
de dicha curva. Para este fin, haciendo uso de la curva conocida como camino de Nyquist,
la que encierra el semiplano derecho de la hoja principal de la superficie de Riemann, es
posible determinar la estabilidad en lazo cerrado del sistema, so´lo con encontrar el nu´mero
de revoluciones de la curva resultante de la evaluacio´n alrededor del punto cr´ıtico (−1, j0).
2.4.11 Respuesta transitoria
De acuerdo a Monje et al. (2010), esta respuesta dependera´ de las ra´ıces de la ecuacio´n
caracter´ıstica, de donde se tienen seis casos:
1. No existen ra´ıces en la hoja principal de Riemann, en este caso la respuesta corresponde
a una funcio´n mono´tonamente decreciente.
2. Existen ra´ıces en la hoja principal de Riemann, ubicadas en <(s) < 0,=(s) = 0, en este
caso la respuesta corresponde a una funcio´n mono´tonamente decreciente.
3. Existen ra´ıces en la hoja principal de Riemann, ubicadas en <(s) < 0,=(s) 6= 0, en este
caso la respuesta corresponde a una funcio´n con oscilaciones amortiguadas.
4. Existen ra´ıces en la hoja principal de Riemann, ubicadas en <(s) = 0,=(s) 6= 0, en este
caso la respuesta corresponde a una funcio´n con oscilaciones de amplitud constante.
5. Existen ra´ıces en la hoja principal de Riemann, ubicadas en <(s) > 0,=(s) 6= 0, en este
caso la respuesta corresponde a una funcio´n con oscilaciones de amplitud creciente.
6. Existen ra´ıces en la hoja principal de Riemann, ubicadas en <(s) > 0,=(s) = 0, en este
caso la respuesta corresponde a una funcio´n mono´tonamente creciente.
Para sistemas de orden conmensurado, la respuesta al impulso g(t) puede ser escrita como
sigue
g(t) =
n∑
k=0
rkt
α−1Eα,α(λktα), (56)
La respuesta al escalo´n, por otro lado, esta´ dada por la expresio´n
g(t) =
n∑
k=0
rkt
αEα,α+1(λktα). (57)
La forma de estas respuestas puede ser:
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1. Mono´tonamente decreciente si | arg(λk)| ≥ αpi
2. Oscilatoria con amplitud decreciente si αpi/2 < | arg(λk)| < αpi
3. Oscilatoria con amplitud constante si |arg(λk)| = αpi/2
4. Oscilatoria con amplitud creciente si | arg(λk)| < αpi/2, | arg(λk)| 6= 0
5. Mono´tonamente creciente si | arg(λk) = 0|
2.4.12 Respuesta en estado estacionario
Vinagre and Monje (2006) expresan que los sistemas de orden fractal tienen coeficiente de
error esta´tico que son 0 o´ ∞, lo que muestra que su comportamiento, se relaciona con el
comportamiento de sistemas de o´rdenes enteros mayores o menores que su orden fractal.
Estos sistemas tendra´n coeficientes finitos so´lo para entradas cuya funcio´n de tiempo sea
del tipo
r(t) = Atγ (58)
o, en el dominio de Laplace
L{r(t)} = R(s) = AΓ(γ + 1)
ssγ+1
. (59)
2.4.13 Especificaciones del Control No entero
Los controladores de orden fractal emplean operadores fraccionarios en su concepcio´n, para
ajustarse al comportamiento del sistema en que es aplicado y mejorar el rendimiento del
mismo. Este tipo de controladores pueden ser disen˜ados para el control tanto de plantas de
orden entero como plantas de orden fractal. (Hortelano, 2010)
Kumar (2013) menciona varias ventajas de los controladores fractales, sobre los controlado-
res de orden entero:
1. Si el para´metro de un sistema controlado cambia, un controlador de orden fractal es
menos sensible que un controlador PID cla´sico.
2. Los controladores fractal tienen variables adicionales que sintonizar, lo que significa la
presencia ma´s grados de libertad a las propiedades dina´micas del sistema.
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Como ya se expuso anteriormente, con el paso del tiempo se han introducido dos tipos de
controladores fractales, el PIλDµ generalizado y el CRONE. La principal diferencia existente
entre estos controladores mencionados radica en el nu´mero de para´metros requeridos para
ser definidos: cinco para el PIλDµ generalizado.
2.4.14 Acciones de Control no Enteras
Para el ana´lisis de las acciones ba´sicas de control fractales, Vinagre and Monje (2006) parte
del diagrama de bloques de la Figura 13-2 para describir el efecto de las acciones de control
del tipo Ksµ para µ ∈ [−1, 1]; en donde, para µ = 0 se ejerce una accio´n proporcional, para
µ = −1 se ejerce una accio´n integral, y para µ = 1 se ejerce una accio´n derivativa.
Gra´fico 13-2: Sistema de lazo cerrado con acciones de control fractales
Autor: Jorge Luis Paucar Samaniego,2016
Accio´n integral
La accio´n integral se caracteriza por hacer al sistema lento, reducir la estabilidad relativa y
eliminar el error en estado estacionario. El efecto de esta accio´n puede ser analizado en tres
dominios:
1. En el dominio del tiempo, esta accio´n provoca la disminucio´n del tiempo de subida y un
amento del tiempo establecimiento y el sobreimpulso. Al incluir un orden de integracio´n
fraccionario µ ∈ (−1, 0), el resultado de la accio´n de control sobre una sen˜al de error
cuadrada (Figura 14-2) var´ıa entre los efectos de una accio´n proporcional (µ = 0, sen˜al
cuadrada) y una accio´n integral (µ = −1, curva de tramos rectos), para valores interme-
dios de µ, la accio´n es creciente para un error constante, lo que elimina el error en estado
estacionario, y decrece cuando el error tiende a cero, lo que reduce la inestabilidad del
sistema.
2. En el plano complejo, la accio´n integral desplaza el lugar de las ra´ıces del sistema hacia
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el semiplano derecho. La seleccio´n un orden fraccionario µ ∈ (−1, 0), afecta en el des-
plazamiento de lugar de las ra´ıces hacia el semiplano derecho y en los valores que hacen
cumplir la condicio´n de magnitud.
3. En el dominio de la frecuencia, la accio´n provoca un aumento de −20dB/dec en la
pendiente del diagrama de magnitud y un descenso de pi/2 en el diagrama de fase. Con
la variacio´n de µ entre −1y0, se introduce un incremento constante entre −20dB/dec y
0db/dec en la pendiente del diagrama de fase, y/0 un retraso constante entre −pi/2 y 0
en el diagrama de fase.
Gra´fico 14-2: Accio´n integral sobre una sen˜al de error.
Autor:Loverro (2004)
Accio´n derivativa La accio´n derivativa incrementa la estabilidad del sistema y tiende a
acentuar los efectos de ruidos a alta frecuencia. Los efectos de la accio´n derivativa pueden
ser analizados en los siguientes dominios:
1. En el dominio del tiempo, se genera una reduccio´n en el sobre impulso y en el tiempo de
establecimiento. Al incluir un orden de integracio´n fraccionario µ ∈ (−1, 0), el resultado
de la accio´n de control sobre una sen˜al de error trapezoidal (Figura 15-2) var´ıa entre los
efectos de una accio´n proporcional (µ = 0, sen˜al trapezoidal) y una accio´n derivativa
(µ = 1, sen˜al cuadrada). Para valores intermedios de µ, la accio´n de control corresponden
a curvas intermedias. Se debe tener en cuenta que la accio´n derivativa no es cero para un
error constante y el crecimiento de la sen˜al de control es ma´s amortiguada al producirse
una variacio´n en la sen˜al de error, lo que implica una mejor atenuacio´n de sen˜ales de
ruido de alta frecuencia.
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2. En el plano complejo, la accio´n derivativa produce un desplazamiento del lugar de las
ra´ıces del sistema hacia el semiplano izquierdo.
3. En el dominio de la frecuencia, esta accio´n genera un adelanto constante de fase de pi/2
y un aumento de 20db/dec en las pendientes del diagrama de magnitud. Con la variacio´n
de µ entre −1y0, se introduce un incremento constante entre −20dB/dec y 0db/dec en
la pendiente del diagrama de fase, y/0 un retraso constante entre pi/2 y 0 en el diagrama
de fase.
Gra´fico 15-2: Accio´n derivativa sobre una sen˜al de error trapezoidal
Autor:Loverro (2004)
2.5 Aproximaciones Nu´mericas
Las aproximaciones nume´ricas ma´s comu´nmente empleadas se utilizan para discretizar las
ecuaciones diferenciales de un sistema analo´gico. Estas son:
1. Regla Trapezoidal o de Tustin.
2. Regla rectangular hacia adelante o de Euler.
3. Regla rectangular hacia atra´s.
2.5.1 Aproximacio´n de Euler
La regla rectangular hacia delante aproxima una a´rea bajo la curva usando sumatorias.
u(t) = K1
∫ t
0
e(t)dt (60)
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Gra´fico 16-2: Aproximacio´n de la Integral por Euler
Autor: Jorge Luis Paucar Samaniego,2016
Se define la ecuacio´n que determina el algoritmo de posicio´n de manera:
unT ∼= K1T
n−1∑
i=0
eiT (61)
Su aplicacio´n no es directa debido a que se requiere almacenar todas las muestras pasadas de
una sen˜al para aproximar su valor en un instante t=nT. Para esto se adiciona un algoritmo
recurrente denominado de velocidad en el que solo es necesario almacenar algunas muestras.
Su ecuacio´n es:
unT ∼= K1T
n−2∑
i=0
eiT +K1Te(n−1)T (62)
Se necesita obtener una accio´n de aplicacio´n inmediata por lo tanto la ecuacio´n anterior se
puede reducir a:
unT ∼= u(n−1)T +K1Te(n−1)T (63)
Esta ecuacio´n solo requiere del valor de la u´ltima sen˜al representada por e(n−1)T y del
resultado de la integral en el paso previo u(n−1)T
2.5.2 Regla Rectangular hacia atra´s
Se basa en la aproximacio´n definida por la figura 64:
unT ∼= K1T
n∑
i=0
EiT (64)
unT ∼= K1T
n∑
i=0
EiT +K1TEnT (65)
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Gra´fico 17-2: Aproximacio´n de la Integral por la Regla de Recta´ngulos Inscritos
Autor: Jorge Luis Paucar Samaniego,2016
unT ∼= K1T
n∑
i=0
eiT (66)
unT ∼= u(n−1)T +K1TenT (67)
La diferencia con la aproximacio´n anterior 2.5.1 es que esta utiliza la muestra actual de
sen˜al enT en lugar de la uestra anterior e(n−1)T .
2.5.3 Aproximacio´n de Tustin
La regla trapezoidal de Tustin es definida por la siguiente ecuacio´n:
unT ∼= T2
n∑
i=0
[
e(i−1)T + eiT
]
(68)
luego:
unT ∼= u(n−1)T + T2
[
enT + e(n−1)T
]
(69)
Esta regla utiliza para su ca´lculo de la integral en el instante actual, el resultado de la
integral en el paso previo u(n−1)T y los valores actuales e(nT ) y previo e(n−1)T de la sen˜al.
2.5.4 Diferenciacio´n hacia atra´s
Esta es la aproximacio´n ma´s difundida para aproximar la derivada de una sen˜al ver figura
19-2. La misma esta dada por:
de(t)
dt
∼= e(t)− e(t− T )
T
(70)
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Gra´fico 18-2: Aproximacio´n de la Integral por la Regla Trapezoidal
Autor: Jorge Luis Paucar Samaniego,2016
La siguiente expresio´n solo requiere, para aproximar el valor de la derivada de una sen˜al en
un instante de tiempo nT , el conocimiento de dicho instante eT y el instante de muestreo
previo e(n−1)T
de(t)
dt
∼= enT − e(n−1)T
T
(71)
Gra´fico 19-2: Aproximacio´n de la Derivada
Autor: Jorge Luis Paucar Samaniego,2016
Las aproximaciones antes citadas son las ma´s utilizadas para discretizar la ecuacio´n integro-
diferencial del controlador PID. Se puede realizar las aproximaciones en frecuencia compleja
s:
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1. Regla de Euler
s ∼= esT − 1 (72)
2. Diferencia hacia atra´s
s ∼= e
sT − 1
TesT
(73)
3. Regla de Tustin
s ∼= 2
T
esT − 1
esT + 1 (74)
2.6 Optimizacio´n
La optimizacio´n es un me´todo por el cual se debe encontrar el mejor resultado posible
bajo ciertas circunstancias. La metodolog´ıa de optimizacio´n es usada en muchas ciencias
especialmente en la construccio´n disen˜o mantenimiento, financiera e ingenier´ıa para la toma
de decisiones para maximizar los beneficios o minimizar esfuerzos los cuales esta´n basados
en determinar de manera correcta variables espec´ıficas. Por o tanto optimizar es el proceso
de encontrar las condiciones necesarias para proporcionar el ma´ximo o mı´nimo valor a una
funcio´n. Es conocido que si el punto x corresponde a el mı´nimo valor que puede tomar
una funcio´n f(x) el mismo punto corresponde a un ma´ximo en la funcio´n −f(x). Existen
una variedad de me´todos para optimizar problemas de manera eficiente y estos deben ser
aplicados dependiendo de la complejidad de la optimizacio´n, algunos de estos son:
1. Me´todos basados en programas matema´ticos: Usados para encontrar los ma´ximos y mı´ni-
mos de una funcio´n bajo ciertas restricciones.
2. Te´cnicas basadas en Procesos Estoca´sticos: Empleadas para analizar problemas que
esta´n descritas mediante un conjunto de variables rando´micas de las cuales se cono-
cen su distribucio´n.
3. Me´todos Estad´ısticos: Usado en ana´lisis experimental de datos para la construccio´n
emp´ırica de modelos. La existencia de los me´todos de optimizacio´n se remonta desde el
momento que se desarrollaron leyes como las de Newton, Lagrange y Cauchy, el desa-
rrollo de me´todos diferenciales para encontrar procesos de optimizacio´n fue gracias a la
contribucio´n matema´tica de Newton y Leibnitz. hoy en d´ıa se usan me´todos matema´ti-
cos de optimizacio´n enfocados hacia el ca´lculo y desarrollar te´cnicas de control moderna,
programacio´n lineal, cuadra´tica y no lineal, me´todos neuronales y teor´ıa de juegos.
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2.6.1 Optimizacio´n sin Restricciones
Se debe determinar los puntos ma´ximos y mı´nimos de una funcio´n en presencia de ciertas
condiciones en la decisio´n de variables usando ecuaciones o in ecuaciones. Las variables
esta´n definidas en <n , precisamente el me´todo consiste en determinar el mı´nimo local de
funciones diferenciales que describen problemas reales. Se puede establecer tres me´todos de
optimizacio´n:
1. Me´todo sin Derivadas: bu´squeda directa basadas en diferencias finitas.
2. Me´todo basado en la primera derivada: me´todo de la gradiente, conjugacio´n directa y
Quasi Newton.
3. Me´todo basado en la segunda derivada
Bu´squeda Lineal
Este me´todo consiste en buscar αk a lo largo de la direccio´n dk. El efecto de convergencia
y la velocidad de convergencia del algoritmo depende de los efectos de αk
φα = f(αk + αdk)− f(xk) (75)
La derivada de φα con respecto a α esta´ definido por:
•
φ(α) = ∇f(xk + αdk)
′
dk (76)
2.6.2 Me´todo de Gradiente
Consiste en seleccionar, en base a la direccio´n de bu´squeda, la direccio´n del anti gradiente
xk.
dk = −∇f(xk) (77)
Para todo ( k), la forma de minimizar la direccio´n de la derivado a lo largo del espacio
Euclideo se define por la ecuacio´n 78
− ∇f(xk)‖∇f(xk)‖E (78)
Se establece la direccio´n que reduce al mı´nimo la derivada, entre todas las direcciones con
norma euclidiana unitaria, de hecho, la in ecuacio´n de Schwarts, se representa en la ecuacio´n
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79 ∣∣∣∇(fxk)′d∣∣∣ ≤ ‖d‖E‖∇f(xk)‖E (79)
El signo de igualdad se establece si y so´lo si d = λ∇f(xk) con λ ∈ < como consecuencia del
problema:
min
‖E‖E=1
∇f(xk)
′
d (80)
Cuya solucio´n esta´ definida por la ecuacio´n 81
d∗ = − ∇f(xk)‖∇f(xk)‖E
(81)
Por esta razo´n, el me´todo de gradiente decreciente se denomina tambie´n el me´todo de la
ma´xima pendiente. El algoritmo de gradiente decreciente puede ser esquematizado en el el
diagrama de flujo de la figura 20-2:
Gra´fico 20-2: Esquema Diagrama de Flujo para el Ca´lculo de Gradiente Decreciente
Autor: Jorge Luis Paucar Samaniego,2016
La secuencia xk es obtenida mediante el algoritmo:
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xk+1 = xk + αkdk (82)
Considerar <n → < y asumir que ∇f es continuo y el nivel se establece en  L(f(x0)). Para
cualquier acumulacio´n en la secuencia xk generado por el algoritmo del gradiente en un
punto estacionario f como se observa en la figura ??
Para estimar la velocidad de convergencia del me´todo se considera el comportamiento en la
minimizacio´n de una funcio´n cuadra´tica, en este caso se representa mediante a ecuacio´n 83
f(x) = 12x
′
Qx+ c′x+ d (83)
Gra´fico 21-2: Comportamiento del algoritmo de Gradiente
Autor: Jorge Luis Paucar Samaniego,2016
Cuando se tienen expresiones no cuadra´ticas el rendimiento del gradiente decreciente es
inaceptable.
2.7 Me´todos de Discretizacio´n
El objetivo de discretizar sistemas o modelos es obtener mediciones del proceso en intervalos
discretos y transmitir sen˜ales de control tambie´n en intervalos discretos. Se pueden describir
cambios en sen˜ales de muestra a muestra sin importar su comportamiento, sin embargo sigue
siendo continuo.
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2.7.1 Representacio´n en Variables de Estado
El estado de un sistema dina´mico es el conjunto ma´s pequen˜o de variables que determinan
el comportamiento del sistema en un tiempo t ≥ t0. Mediante este procedimiento se puede
conocer su comportamiento n.
2.7.2 Variables de Estado
Conforman el conjunto ma´s pequen˜o de variables que representa el estado de un siste-
ma dina´mico de orden n, por lo tanto se requieren n nu´mero de variables x1x2x3...xn y las
evoluciones de las entradas para tiempos mayores a t0 para describir completamente el com-
portamiento del sistema en un tiempo inicial. La variables de estado pueden ser magnitudes
f´ısica o matema´ticas, medibles o no.
2.7.3 Espacio de Estado
Para la aplicacio´n del me´todo de variables de estado se trabaja con un conjunto pequen˜o
de variables las cuales representan el estado de un sistema dina´mico. La actuacio´n de un
sistema y su evolucio´n dependera´ de la sen˜al de entrada para instantes t ≥ t0 y el valor
de las variables para t0. las variables de estado forman un vector denominado vector de
estado y un espacio n dimensional determinan los posibles valores de las variables. La tasa
de cambio del sistema se define entonces a trave´s de la funcio´n del vector de estado y de la
sen˜al de entrada y su relacio´n se definir´ıa a trave´s de la ecuacio´n 84 y 85
xk + 1 = f(x(k), u(k), k) (84)
y(k) = g(x(k), u(k), k) (85)
Para sistemas lineales invariantes en el tiempo se utiliza la notacio´n 86 y 87. Su correspon-
dencia en diagrama de estado se puede observar en la figura 22-2.
x(k + 1) = Gx(k) +Hu(k) (86)
y(k) = Cx(k) +Du(k) (87)
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Gra´fico 22-2: Diagrama de Espacio de Estados en un sistema LTI
Autor: Jorge Luis Paucar Samaniego,2016
2.7.4 Representacio´n en Diagramas de Estado
Se representa un sistema discreto mediante la ecuacio´n 88.
y(k)+a1y(k−1)+a2y(k−2)+ ...+any(k−n) = b0u(k)+b1u(k−1)+ ...+bnu(k−n) (88)
Tambie´n se puede representar de la forma:
G(z) = Y (z)
U(z) =
b0 + b1z−1 + b2z−2...bnz−n
1 + a1z−1 + a2z−2...anz−n
(89)
G(z) = b0U(z) +
(b1 − a1b0)z−1 + (b2 − a2b0z−2)...(bn − anb0)z−n
1 + a1z−1 + a2z−2...anz−n
U(z) (90)
Si:
∼
Y = (b1 − a1b0)z
−1 + (b2 − a2b0z−2)...(bn − anb0)z−n
1 + a1z−1 + a2z−2...anz−n
(91)
Se puede representar de la siguiente manera:
Yz = b0U(z) +
∼
Y U(z) (92)
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Q(z) = 1 + a1z−1 + a2z−2...anz−n (93)
[H]Q(z) =
∼
Y
(b1 − a1b0)z−1 + (b2 − a2b0z−2)...(bn − anb0)z−n (94)
La representacio´n en variables de estado queda de la forma:
x1(z) = z−nQ(z)
x2(z) = z−n−1Q(z)
x3(z) = z−n−2Q(z)
xn(z) = z−1Q(z)
(95)
Aplicando la transformada Z de la forma:
x(n)→ X(z) (96)
Por lo tanto el objetivo sera´ transformar una sen˜a en el tiempo discreto x(n) en una funcio´n
polino´mica de variable compleja.
xn = {...., x(−1), x(0), x(1), x(2)....} (97)
Para realizar la transformacio´n no se necesita ningu´n ca´lculo, se debe tomar en cuenta que
si almacenan la sen˜al se almacenan con los mismos valores as´ı se simplifica el tratamiento
de sistemas LTI.
zx1(z) = x2(z)
zx2(z) = x3(z)
.
.
.
zxn−1(z) = xn(z)
(98)
Estas ecuaciones equivalen a:
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x1(k + 1) = x2(k)
x2(k + 1) = x3(k)
.
.
.
xn−1(k + 1) = xn(k)
(99)
Por lo tanto podemos representar los espacios de estado de un sistema LTI mediante las
ecuaciones 100 y 101

x1(k + 1)
x2(k + 1)
x3(k + 1)
.
.
xn(k + 1))

=

0 1 0 . . 0
0 0 1 . . 0
0 0 0 . . 0
. . . . . .
. . . . . .
−an −an−1 −an−2 . . −a1


x1(k)
x2(k)
x3(k)
.
.
xn(k)

+

0
0
0
.
.
1

U(z) (100)
yk =
[
bn − anb0 bn−1 − an−1b0 . . b1 − a1b0
]

x1(k)
x2(k)
x3(k)
.
.
xn−1(k)
xn(k)

+ b0U(k) (101)
2.7.5 Resolucio´n de las Ecuaciones de Espacio de Estados
El objetivo de resolver las ecuaciones de espacio de estado es encontrar el valor del vector
de estado para un determinado instante k ≥ 0 a partir de un valor x(0).
Basado en la transformada Z
Si se parte de las ecuaciones de estado establecidas de la forma:
x(k+1) = Gx(k) +HU(k)
y(k) = Cx(k) +DU(k)
(102)
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Aplicando la transformada Z:
zX(z)− zx(0) = GX(z) +HU(z)
(zI −G)X(z) = zx(0) +HU(z)
X(z) = zx(0)(zI −G)−1 +H(zI −G)−1U(z)
(103)
G y H dependen del mismo tiempo de muestro T, para determinar su valor se usa la solucio´n
de la ecuacio´n de estado en tiempo continuo:
x(t) = eAtx(0) + eAt
∫ t
0
e−AτBU(τ)dτ (104)
La entrada u(t) es muestreada por un holder de orden 0 por lo cual se cumple:
u(t) = u(kT )
kT ≤ t ≤ kT + T
(105)
Por lo tanto reemplazando en la ecuacio´n 104 se tiene:
x((k + 1)T ) = eA(k+1)Tx(0) + eA(k+1)T
∫ (k+1)T
0
e−AτBU(τ)dτ (106)
y
x(kT ) = eAkTx(0) + eAkT
∫ kT
0
e−AτBU(τ)dτ (107)
Reemplazando la ecuacio´n 107 en 106 se obtiene:
x((x+ 1)T ) = eATx(kT ) + eA(k+1)T
∫ (k+1)T
kT
e−ATBU(τ)dτ (108)
Bajo la premisa que u(t) es costante en el intervalo de integracio´n se puede sustituir u(τ)
por u(kτ) y se obtiene:
x((k + 1)T ) = eATx(kT ) + eAT
∫ T
0
e−AτBU(kτ)dτ (109)
Con esto se define la ecuacio´n de estado continuo discretizado:
x((k + 1)T ) = G(T )x(kT ) +H(T )U(kT ) (110)
y la ecuacio´n de salida se define por:
y(kT ) = Cx(kT ) +DU(kT ) (111)
Para determinar el valor de eAT se usa la transformada inversa de Laplace:
eAT =  L
{
sI − A−1
}
(112)
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CAPITULO III
3 DISEN˜O DE LA INVESTIGACIO´N
Tomando como punto de partida el marco conceptual detallado en el cap´ıtulo 2 el cual se
enfoca en tratar teor´ıas fundamentales de controladores enteros y no enteros, sus me´todos de
aproximacio´n nume´rica para desarrollar criterios de seleccio´n y aplicabilidad, se procede al
disen˜o de la metodolog´ıa que se utilizara´ para el desarrollo y evaluacio´n de los controladores.
La metodolog´ıa a seguir es del tipo experimental e inicia detallando el proceso de optimi-
zacio´n el cual se utiliza en el resto de procesos de la investigacio´n para luego continuar con
el disen˜o del controlador entero y del controlador no entero, en cada uno de estos procesos
se obtendra´n los para´metros resultantes.
3.1 Optimizacio´n de Para´metros
El objetivo es optimizar los para´metros resultantes mediante el me´todo de gradiente decre-
ciente detallado en 2.6.1 en base a un factor de aprendizaje que se le denominara´ J, este
se ejecutara´ cuantas veces sea necesario hasta que el algoritmo no pueda obtener un mejor
resultado de los para´metros introducidos. La ecuacio´n que describe el me´todo se basa en
una funcio´n de costo integral del error absoluto y se describe en la ecuacio´n 113
J = a
∫
|e| dt+ b
∫
z2dt+ c
∫ ∣∣∣•e∣∣∣dt (113)
Su programacio´n se basa en el diagrama de flujo de la figura 1-3
En base a la ecuacio´n 113 se establece las siguientes consideraciones:
1. a,b,c constantes de ponderacio´n.
2. |e| valor absoluto del error.
3. z funcio´n que indica la factibilidad del controlador.
4.
∣∣∣•e∣∣∣ valor absoluto de la taza de cambio del error.
Para definir z se aplica la curva de transferencia, dando un peso muy elevado a la pondera-
cio´n b con respecto a los otros funciones de costo a,c. El valor que tomen estos para´metros
depender+a del criterio del disen˜ador del control y de la planta a la cual se va a implementar.
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Gra´fico 1-3: Diagrama de flujo del ca´lculo de la funcio´n de costo
Autor: Jorge Luis Paucar Samaniego,2016
3.2 Modelo Experimental de la Planta
Con el objetivo de que la metodolog´ıa para el desarrollo de controladores no enteros pueda
ser usado en plantas f´ısicas reales se utiliza el modelo matema´tico de una planta experimental
de National Instruments. Se debe discretizar el sistema para evaluar la funcio´n de costo para
se plantea las ecuaciones de manera vectorial.
Se establece de manera vectorial las ecuaciones:
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Gra´fico 2-3: Esquema del Sistema Identificado con Control Discretizado
Autor: Jorge Luis Paucar Samaniego,2016

∑ ∧
X21 −
∑ ∧
X2
∧
X1 −∑ ∧X3 ∧X1
−∑ ∧X1 ∧X2 ∑ ∧X22 −∑ ∧X3 ∧X2
−∑ ∧X1 ∧X3 ∑ ∧X2 ∧X3 ∑ ∧X23


θ1
θ2
θ3
 =

∑ ∧
Y
∧
X1
−∑ ∧Y ∧X2
−∑ ∧Y ∧X3
 (114)
Despejando θi

θ1
θ2
θ3
 =

∑ ∧
X21 −
∑ ∧
X2
∧
X1 −∑ ∧X3 ∧X1
−∑ ∧X1 ∧X2 ∑ ∧X22 −∑ ∧X3 ∧X2
−∑ ∧X1 ∧X3 ∑ ∧X2 ∧X3 ∑ ∧X23

−1 
∑ ∧
Y
∧
X1
−∑ ∧Y ∧X2
−∑ ∧Y ∧X3
 (115)
La relacio´n presentada en 115 se basa en la teor´ıa de Gauss denominada minimizacio´n del
error cuadra´tico, se necesita una sen˜al U(s) con una alta riqueza frecuencial debido a que las
no linealidades y la existencia de perturbaciones no consideradas puedan ser representadas
e identificadas por el modelo final.Se debe aplicar un procesamiento adicional con filtros
con el objetivo de reducir el ruido presente que se genero´ en la sen˜al.
3.3 Disen˜o del Control Entero
3.3.1 Me´todo de Ziegler and Nichols
El objetivo es obtener un controlador cla´sico sintonizado mediante el primer me´todo de
Ziegler & Nichols denominado respuesta al escalo´n el cual consiste en caracterizar su res-
puesta temporal en lazo abierto, este se debe comportar como un sistema de segundo orden,
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Gra´fico 3-3: Esquema de la respuesta al escalo´n del Sistema Identificado
Autor: Jorge Luis Paucar Samaniego,2016
luego de aplicar este procedimiento se ejecuta el me´todo de gradiente decreciente para op-
timizar los para´metros. Se inicia definiendo los para´metros necesarios para desarrollar un
controlador cla´sico del tipo PID los cuales son:
1. Kp Ganancia Proporcional.
2. Ti Tiempo Integral
3. Td Tiempo Derivativo
Donde los valores depende de la geometr´ıa de la curva de reaccio´n as´ı:
1. Kp = 1,2a
2. TI = 2 ∗ L
3. TD = L2
El procedimiento de sintonizacio´n es u´til en sistemas estables en lazo abierto y que presenten
tiempo de retardo. El proceso consiste en retirar el controlador y reemplazarlo por una sen˜al
del tipo STEP o escalo´n. ver figura 3-3
En base al diagrama de flujo de la figura 4-3 se establecen las relaciones de cada una de las
variables de estado generadas por lo cual se establecen los estados:
X
′
1 = X2 (116)
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Gra´fico 4-3: Diagrama de bloques de la planta y el Control PID
Autor: Jorge Luis Paucar Samaniego,2016
X
′
2 = Yctrlθ1 − θ2X2 − θ3X1 (117)
E = UK −X1 (118)
Y = X1 (119)
X
′
3 = X3 + TsKp[UK −X1] (120)
X
′
4 =
1
Ts
Kp[UK −X1] (121)
Yctrl = Kp[UK −X1] + 1
T1
[TsKp[UK −X1] +X3] + TDKp [UK −X1]−X4 (122)
X3 = X
′
3 (123)
X4 = X
′
4 (124)
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X1 = X1 + TsX
′
1 (125)
X2 = X2 + TsX
′
2 (126)
Una vez determinados los estados se procede a la obtencio´n de los para´metros Kp Ti y Td
para luego optimizarlos con el me´todo de la Funcio´n de Costo J.
3.4 Disen˜o del Control No Entero
Como en el control cla´sico un control no entero esta´ representado tambie´n por una funcio´n
de transferencia utilizando el plano s o utilizando las aproximaciones discretas z. Para su
aproximacio´n se utilizan los me´todos nume´ricos antes descritos ver 2.5 como Euler, Tustin o
Simpson. Se pretende utilizar la aproximacio´n de Tustin tomando en cuenta que la funcio´n de
transferencia no es racional y en el dominio z el orden es infinito. Al momento de procesar la
informacio´n con Matlab se debe tener en cuenta que se basa en una integral de convolucio´n
y se debe incorporar un retenedor de orden cero. En esta seccio´n se utiliza un me´todo
denominado directo que es la aplicacio´n de series de potencia mediante el operador de Euler
que representa la derivada e integral fractal, tambie´n se hace uso de la aproximacio´n de
Tustin y la teor´ıa de Contol Cla´sico, todo esto basado en el diagrama de flujo de la figura
5-3
Gra´fico 5-3: Diagrama de un Control PID No Entero
Autor: Jorge Luis Paucar Samaniego,2016
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3.4.1 FOPID Usando Aproximacio´n Fractal
Se establece el te´rmino de muestreo Ts y la variable p para representar al operador z−1.
La diferencia entre un FOPID y un PID cla´sico es que la parte integra y derivada se
fundamentan en un ca´lculo fraccionario. Por lo tanto su ana´lisis se fundamenta en desarrollar
la parte integral y derivativa en base a aproximaciones nume´ricas.
3.4.2 Derivador Fractal
Se define la etapa derivativa del control cla´sico mediante la ecuacio´n 127
1− z−1
Ts
(127)
Para que el software matema´tico permita realizar la aproximacio´n usando el me´todo de
Tustin 2.5.3, y no reconozca como variable el te´rmino z−1 se lo reemplazara´ mediante la
variable p resultando en la siguiente ecuacio´n el te´rmino derivativo:
1− p
Ts
(128)
Por lo tanto se establece la ecuacio´n del te´rmino derivativo fractal segu´n EULER de la
siguiente manera:
(1− p
Ts
)
αD
(129)
Aparece el te´rmino αD el cual representa el orden fractal del te´rmino derivativo por lo cual
se define:
αD ∈ <+ (130)
Aplicando la aproximacio´n nume´rica usando la expansio´n de Taylor para el te´rmino deri-
vativo fractal usando Derive con cinco te´rminos y centrado en cero se re define el te´rmino
matema´tico en la ecuacio´n 131.
(y˙)α = A5z
5 + A4z4+A3z3 + A2z2 + A1z + A0
z5
(131)
Se procede a expandir el numerador para exportar la expresio´n hacia Matlab en el cual
se manipula su te´rminos para facilitar sus ca´lculos y generar la funcio´n de transferencia el
mismo procedimiento se sigue en el denominador. Su manipulacio´n y tratamiento se resume
en la figura 6-3
3.4.3 Integrador No Entero
Basa´ndose en aproximaciones de funciones y conceptos matema´ticos cla´sicos que definen la
integral de una funcio´n f(t) como: ∫ t
0
f(t) (132)
51
Gra´fico 6-3: Diagrama del Derivador Fractal
Autor: Jorge Luis Paucar Samaniego,2016
En la cual se considera la condicio´n inicial cero y sus respectivos equivalentes en Laplace
133 y Z 134 esta´n definidas por la ecuacio´n
F (s)
s
(133)
F (z)
[
T2
2
z + 1
z − 1
]
(134)
La ecuacio´n 134 es la funcio´n f(t) discretizada e integrada empleando el me´todo de Tustin.
La integral como operador expresada en z, se debe considerar la representacio´n de muestras
en atrasos puros para definir los filtros digitales se obtiene la ecuacio´n:[
T2
2
1 + z−1
1− z−1
]
(135)
La integral fractal es representada en el dominio de Laplace y se obtiene de manera apro-
ximada en el dominio z obteniendo el operador fractal de la siguiente manera:
1
sα
(136)
(
1 + z−1
1 + z−1
)α
(137)
As´ı como en la derivada se toma en cuenta que la expresio´n z−1 no es una operacio´n
matema´tica si no un retraso en el tiempo podr´ıamos representar mediante un cambio de
variable y la expresio´n ser´ıa: (
T2
2
)α(1 + p
1− p
)α
(138)
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Gra´fico 7-3: Diagrama del Integrador Fractal
Autor: Jorge Luis Paucar Samaniego,2016
Mediante el software Derive se puede desarrollar la parte dina´mica usando la aproximacio´n
de Tustin se obtiene una aproximacio´n dina´mica de la manera:
(
Ts
2
)α 1 +∑ni=1
(
pi
i!
∏i
j=1 (α + 1− j)
)
1 +
∑n
i=1
(
(−1)i pii!
∏i
j=1 (α + 1− j
)
 (139)
A su vez se puede plantear a p como el operador z−1 como se hizo en el denominador.
(
Ts
2
)α 1 +∑ni=1
(
z−i
i!
∏i
j=1 (α + 1− j)
)
1 +
∑n
i=1
(
(−1)i z−ii!
∏i
j=1 (α + 1− j
)
 (140)
Iαf(t) = z
5
A5z5 + A4z4+A3z3 + A2z2 + A1z + A0
(141)
E = U − x11 (142)
E1 = E ∗Kp (143)
−
x1 = x2 (144)
−
x2 = x3 (145)
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−
x3 = x4 (146)
−
x4 = x5 (147)
−
x5 =
E1
T1
− (DI4x5 +DI3x4 + dI2x3 +DI1x2 +DI0x1) (148)
YCI =
−
x5NI5 (149)
−
x6 = x7 (150)
−
x7 = x8 (151)
−
x8 = x9 (152)
−
x9 = x10 (153)
−
x10 =
E1
DD5
TD (154)
YCD =
−
x10ND5 + x10ND4 + x9ND3 + x8ND2 + x7ND1 + x6ND0 (155)
YC = YCI + YCD + E1 (156)
•
x12 = YCQ1 + θ2x12 − θ3x11 (157)
•
x11 = x12 (158)
Y = x11 (159)
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3.4.4 FOPID Usando Espacio de Estados
El esquema del control FOPID en conjunto con la planta se establece como se muestra en
la figura 8-3
Gra´fico 8-3: Diagrama General del Control No Entero
Autor: Jorge Luis Paucar Samaniego,2016
E1 = U −Kx1 (160)
E2 = KpE1 (161)
−
x1 = x1 + Tsx2 (162)
−
x2 = x2 + Ts(θ1(E2 +
YI
TI
+ YD
TD
)− θ2x2 − θ3x1) (163)
−
x3 = x4 (164)
−
x4 = x5 (165)
−
x5 = x6 (166)
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−
x6 = x7 (167)
−
x7 =
1
A5
(E2 − A4x7 − A3x6 − A2x5 − A1x4 − A0x3) (168)
−
x8 = x9 (169)
−
x9 = x10 (170)
−
x10 = x11 (171)
−
x11 = x12 (172)
−
x12 = E2 (173)
Yc = E2 +
−
x7
Ti
+ TD
[
A0x8 + A1x9 + A2x10 + A3x11 + A4x12 + A5
−
x12
]
(174)
Y = x1 (175)
3.4.5 Espacio de Estados
Se establece la funcio´n de transferencia fractal de la forma escrita en la ecuacio´n 176
G(sα = 1
τsα + 1 (176)
La representacio´n en diagramas de la funcio´n de transferencia se muestra en la figura 9-3
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Gra´fico 9-3: Diagrama de bloques del comportamiento fractal
Autor: Jorge Luis Paucar Samaniego,2016
.
x = 1
τ
(u− x) (177)
y = x (178)
3.4.6 Prediccio´n de un Estado Fractal
Se establece la ecuacio´n en espacio de estado la cual predice el pro´ximo estado en un sistema
fractal de a forma :
1
Γ(α)
∫ tn+1
0
(tn+1 − τ)α−1
.
x(τ)dτ = 1Γ(α)
∫ tn
0
(tn+1 − τ)α−1
.
x(τ)dτ+ 1Γ(α)
∫ tn+1
tn
(tn+1 − τ)α−1
.
x(τ)dτ
(179)
Simplificando:
Γ(α)xtn+1 =
∫ tn
0
(tn+1 − τ)α−1 .x(τ)dt+
∫ tn+1
tn
(tn+1 − τ)α−1 .x(τ)dτ (180)
Ψ =
∫ tn
0
(tn+1 − τ)α−1 .x(τ)dt (181)
.
xtn+1 =
1
τ
(utn+1 − xtn+1) (182)
Por lo tanto se puede observar en la ecuacio´n 183
Γ(α)xtn+1 = Ψ +
1
τ
∫ tn+1
tn
(tn+1 − τ)α−1u(τ)dτ +
∫ tn+1
tn
(tn+1 − τ)α−1xtn+1dτ (183)
Interpretacio´n nume´rica:
Ψ = 1Γ(α)
∫ tn
0
(t+ Ts − τ) .x(τ)dτ (184)
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xn+1 = Ψ + xn+1 l´ımλ→0 xα−1
λ = t+ +Ts − τ
(185)
xn+1(1− l´ım
λ→0
λα−1) = Ψ (186)
xn+1 =
Ψ
1− l´ımλ→0 λα−1 (187)
xn =
1
Γ(α)
∫ tn
0
(t− τ)α−1 .x(τ)dτ (188)
xn+1 = (1− l´ım
λ→0
λα−1) = Ψ (189)
xn+1 =
Ψ
1− l´ımλ→0 λα−1 (190)
xn =
1
Γ(α)
∫ tn
0
(t− τ)α−1 .x(τ)dτ (191)
Ψ = 1Γ(α)
∫ tn
0
(tn + Ts − τ)α−1 .x(τ)dτ (192)
xtn+1 = Ψ +
∫ tn+1
tn
(tn + Ts − τ)α−1 .xdτ (193)
xtn+1 = Ψ +
[
Tα−1s
.
xtn + (l´ım
λ→0
λα−1) .xtn+1
]
Ts
2 (194)
Si:
.
xtn+1 =
1
τ
(utn+1 − xtn+1) (195)
xtn+1 = Ψ +
Tαs
2
.
xtn +
Ts
2 (limλ→0λ
α−1) 1
τ
(utn+1 − xtn) (196)
xtn+1 =

+Ψ
+T
α
s
2
.
xtn
+Ts2 l´ımλ→0 λ
α−1 1
τ utn+1
−Ts2 l´ımλ→0 λα−1 1λxtn+1
(197)
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xtn+1
[
1 + Ts2τ l´ımλ→0λ
α−1
]
=

+Ψ
+T
α
s
2
.
xtn
+Ts2τ l´ımλ→0 λ
α−1utn+1
(198)
xtn+1 =
1
(1 + Ts2τ l´ımλ→0 λα−1)
∗

+Ψ
+T
2
s
2
+Ts2τ limλ→0λ
α−1utn+1
(199)
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CAPITULO IV
4 RESULTADOS Y DISCUSIO´N
4.1 Modelo de la Planta
Se identifica la planta en lazo abierto para proceder a su evaluacio´n y se obtienen los
para´metros necesarios para su funcio´n de transferencia:
1. θ1 = 45605,5271
2. θ2 = 29,8559
3. θ3 = 192,6994
4. K = θ1θ2 = 236,6667
Se obtiene la funcio´n de transferencia de la planta y se muestra en la figura ecuacio´n 200
4,561e4
s2 + 29,86s+ 192,7 (200)
4.2 Resultado de los Para´metros del Control Entero
Mediante la gra´fica y el me´todo de Ziegler and Nichols se definen de manera geome´trica los
para´metros iniciales:
1. a=22.4753
2. L=0.01953
3. K=236.666
4. T=0.20568
Se comprueba mediante la regla emp´ırica que establece 0.1<L/T<1 el valor de los para´me-
tros y el resultado es: 0.094966
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Tabla 2: Resultado de Para´metros Sintonizados mediante el primer me´todo de Z-N
CTRL Kp Ti Td Resul Kp Resul Ti Resul Td
P TL 0 0 10.53 0 0
PI 0,9TL
0,3
L 0 9.47834101386 15.36 0
PID 1,2a 2L
L
2 0.053391945825 0.03906 0.009765
Se procede a la obtencio´n de los para´metros de Kd, Ti, Td mediante el me´todo de ento-
nacio´n de Ziegler and Nichols cuyo resultados se detalla en el cuadro 2
Se obtiene los numeradores y denominadores del control en lazo cerrado en las ecuaciones.
0
23,7809669622537
3144,96194604931
139610,056488217
2330120,48429324
12010869,3713677
0
(201)
1
83,4927669622537
4421,73551085931
151116,484521137
2367253,5430536
12010869,3713677
0
(202)
4.2.1 Optimizacio´n de los Para´metros del Controlador Entero
Se ingresa los para´metros calculados originalmente con el me´todo de Ziegler and Nichols y
se procede a ejecutar el proceso de optimizacio´n basado en Gradiente Decreciente, dando
como resultado las ecuaciones 203
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Kp = 0,0533917691419679
T i = 0,039065888826738
Td = 0,0097664722066845
(203)
La respuesta gra´fica del sistema con controlador entero se presenta en las figura 1-4.
Gra´fico 1-4: Respuesta del Control Entero no Optimizado
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 2-4: Control Entero Inicial y Optimizado
Autor: Jorge Luis Paucar Samaniego,2016
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4.3 Resultado FOPID Usando Aproximaciones Nume´ricas
Derivada No Entera
Derivada segu´n Euler se determinar mediante la ecuacio´n 204
1− p
Ts
(204)
Derivada segu´n Euler planteada de manera fractal en la ecuacio´n 205
(1− p
Ts
)α
(205)
Usando la expansio´n de Taylor aproximando con 5 te´rminos se obtiene la ecuacio´n 206

− 1120
α5p5 − α4p4(2p+ 1)
+5α3p3(7p2 + 6p+ 4)
−5α2p2(10p3 + 11p2 + 12p+ 12)
+2α1p1(12p4 + 15p3
+20p2 + 30p1 + 60)( 1Ts )
α
(206)
Reemplazando el operador p por z−1 y simplificando la ecuacio´n se obtiene:
[H]

1
120z5
(120α0z5 − 120α1z4
+60α2z3(α− 1)
−20α1z2(α2 − 3α + 2)
+5αz(α3 − 6α2 + 11α− 6)− α(α4 − 10α3 + 35α2 − 50α + 24))
(
1
Ts
)α
(207)
Se con el objeto de usar las expresiones en Matlab se realizan las siguientes modificaciones:
Separacio´n del Numerador del Denominador. Numerador:
120z5 − 120az4
+60az3(a− 1)− 20az3(a2 − 3a+ 2)
+5az(a3 − 6a2 + 11a− 6)
−a(a4 − 10a3 + 35a2 − 50a+ 24)
(208)
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Denominador:
z5 (209)
Factor Comu´n:
( 1Ts )
α
120 (210)
Procedimiento para generar la funcio´n de transferencia:
A5 = 120 (211)
A4 = −120a (212)
A3 = 60a(a− 1) (213)
A2 = −20a(a2 − 3a+ 2) (214)
A1 = +5a(a3 − 6a2 + 11a− 6) (215)
A0 = −a(a4 − 10a3 + 35a2 − 50a+ 24) (216)
Factor Comu´n:
KF =
(
1
Ts
)α
120 (217)
Espacio de Estado Para´metros del Numerador:
A5 = A5 ∗KF (218)
A4 = A4 ∗KF (219)
A3 = A3 ∗KF (220)
A2 = A2 ∗KF (221)
A1 = A1 ∗KF (222)
A0 = A0 ∗KF (223)
Para´metros del denominador:
B5 = 1 (224)
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Integral No Entera
De manera inversa a la Deriva No Entera se inicia con la definicio´n de un integrador en s
en la ecuacio´n 1s .Se desarrollo la parte integral del controlador no entero basa´ndose en la
marco referencial descrito en 3.4.3. Usando Derive para generar la aproximacio´n con centro
en cero y Matlab para procesar los coeficientes finales se obtuvo la funcio´n de trasferencia
en lazo cerrado controlador no entero de la ecuacio´n 225.
23,78s5 + 3145s4 + 1,396e05s3 + 2,33e06s2 + 1,201e07s
s6 + 83,49s5 + 4422s4 + 1,511e05s3 + 2,367e06s2 + 1,201e07s (225)
4.3.1 Control No entero con Aproximacio´n Nume´rica Optimizados
Los para´metros que se someten al proceso de optimizacio´n son los siguientes: Kp, Ti, Td, αi,
αd y se realizan siete pruebas diferentes por lo cual se detalla de la siguiente manera:
4.3.2 Prueba 1 de los Controladores
Se procede a ejecutar el programa bajo un nu´mero ma´ximo de e´pocas 400 y los para´metros
optimizados se resumen en el Cuadro 3 y su respuesta se observa en las figuras 3-4 4-4 5-4
y 6-4.
Tabla 3: Prueba 1 con 400 e´pocas
PARA´METROS INICIALES OPTIMIZADOS
Kp 0.00533917691419679 0.0226327645194255
Ti 0.03906588826738 0.0642715981910369
Td 0.0097664722066845 0.0307417626234634
αd 0.9 0.902544976966477
αi 0.8 0.801926447282604
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Gra´fico 3-4: Respuesta del Control No Entero con Para´metros sin Optimizar.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 4-4: Prueba 1: Salida del Control
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 5-4: Prueba 1: Funcio´n de Costo vs. Epocas de Entrenamiento.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 6-4: Prueba 1: Azul compensacio´n inicial, gra´fica roja compensacio´n Final.
Autor: Jorge Luis Paucar Samaniego,2016
4.3.3 Prueba 2 de los Controladores
Se procede a ejecutar el programa bajo un nu´mero ma´ximo de e´pocas 600 y los para´metros
optimizados se resumen en el Cuadro 4 y su respuesta se pueden observar en las figuras 7-4
8-4 9-4 y 10-4.
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Tabla 4: Prueba 2 con 600 e´pocas
PARA´METROS INICIALES OPTIMIZADOS
Kp 0.00533917691419679 0.00464241317071932
Ti 0.03906588826738 0.066957514963325
Td 0.0097664722066845 0.0304240840033204
αd 0.9 0.90254430844523
αi 0.8 0.801874027932627
Gra´fico 7-4: Prueba 2: Control No Entero con Parametros sin Optimizar.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 8-4: Prueba 2: Salida del Control.
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 9-4: Prueba 2 Funcio´n de Costo vs. E´pocas de Entrenamiento.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 10-4: Azul compensacio´n inicial, gra´fica roja compensacio´n Final.
Autor: Jorge Luis Paucar Samaniego,2016
4.3.4 Prueba 3 de los Controladores
Se procede a ejecutar el programa bajo un nu´mero ma´ximo de e´pocas 600 y los para´metros
optimizados se resumen en el Cuadro 5 y la respuesta se puede ver en las figuras 11-4 12-4
13-4 y 14-4.
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Tabla 5: Prueba 3 con 600 e´pocas
PARA´METROS INICIALES OPTIMIZADOS
Kp 0.00533917691419679 0.0533917691419679
Ti 0.03906588826738 0.039065888826738
Td 0.0097664722066845 0.0097664722066845
αd 0.2 0.2
αi 0.2 0.2
Gra´fico 11-4: Prueba 3: Control No Entero con Parametros sin Optimizar.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 12-4: Prueba 3: Salida del Control.
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 13-4: Prueba 3: Funcio´n de Costo vs. E´pocas de Entrenamiento.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 14-4: Prueba 3: Azul compensacio´n inicial, gra´fica roja compensacio´n Final.
Autor: Jorge Luis Paucar Samaniego,2016
4.3.5 Prueba 4 de los Controladores
Se procede a ejecutar el programa bajo un nu´mero ma´ximo de e´pocas 600 y los para´metros
optimizados se resumen en el Cuadro 6 y la respuesta se pueden observar en las figuras 15-4
16-4 17-4 y 18-4.
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Tabla 6: Prueba 4 con 600 e´pocas
PARA´METROS INICIALES OPTIMIZADOS
Kp 0.00533917691419679 0.0253296271450606
Ti 0.03906588826738 0.0702504352341817
Td 0.0097664722066845 0.0132743963551482
αd 1 0.99689807998113
αi 1 1.00343522730916
Gra´fico 15-4: Prueba 4: Control No Entero con Para´metros sin Optimizar.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 16-4: Prueba 4:Salida del Control
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 17-4: Prueba 4: Funcio´n de Costo vs. Epocas de Entrenamiento.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 18-4: Prueba 4: Azul compensacio´n inicial, gra´fica roja compensacio´n Final.
Autor: Jorge Luis Paucar Samaniego,2016
4.3.6 Prueba 5 de los Controladores
Se procede a ejecutar el programa bajo un nu´mero ma´ximo de e´pocas 600 y los para´metros
optimizados se resumen en el Cuadro 7 y los resultados se observan en las figuras 19-4 20-4
21-4 y 22-4
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Tabla 7: Prueba 5 con 600 e´pocas
PARA´METROS INICIALES OPTIMIZADOS
Kp 0.00533917691419679 0.0533917691419679
Ti 0.03906588826738 0.039065888826738
Td 0.0097664722066845 0.0097664722066845
αd 1.5 1.5
αi 1.5 1.5
Gra´fico 19-4: Prueba 5: Control No Entero con Para´metros sin Optimizar
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 20-4: Prueba 5: Salida del Control
Autor: Jorge Luis Paucar Samaniego,2016
74
Gra´fico 21-4: Prueba 5: Funcio´n de Costo vs. Epocas de Entrenamiento
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 22-4: Prueba 5: Gra´fica azul compensacio´n inicial, roja compensacio´n Final
Autor: Jorge Luis Paucar Samaniego,2016
4.3.7 Prueba 6 de los Controladores
Se procede a ejecutar el programa bajo un nu´mero ma´ximo de e´pocas 700 y los para´metros
optimizados se resumen en el Cuadro 8 y sus resultados se pueden observar en las figuras
23-4 24-4 25-4 y 26-4.
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Tabla 8: Prueba 6 con 700 e´pocas
PARA´METROS INICIALES OPTIMIZADOS
Kp 0.00533917691419679 0.00609819171715914
Ti 0.03906588826738 0.0692068405301226
Td 0.0097664722066845 0.030213564511973
αd 0.9 0.901573136722524
αi 0.9 0.903978913455853
Gra´fico 23-4: Control No Entero con Para´metros sin Optimizar
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 24-4: Salida 6 del Control
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 25-4: Funcio´n 6 de Costo vs. Epocas de Entrenamiento.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 26-4: Gra´fica 6 azul compensacio´n inicial, gra´fica roja compensacio´n Final.
Autor: Jorge Luis Paucar Samaniego,2016
4.3.8 Prueba 7 de los Controladores
Se procede a ejecutar el programa bajo un nu´mero ma´ximo de e´pocas 800 y los para´metros
optimizados se resumen en el Cuadro 11 y su respuesta se puede observar en las figuras 27-4
28-4 29-4 y 30-4.
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Tabla 9: Prueba 7 con 800 e´pocas
PARA´METROS INICIALES OPTIMIZADOS
Kp 0.00533917691419679 0.00431416046267005
Ti 0.03906588826738 0.0695250435843427
Td 0.0097664722066845 0.0301285074622825
αd 0.9 0.901456381551055
αi 0.9 0.903983023110926
Gra´fico 27-4: Control No Entero con Para´metros sin Optimizar.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 28-4: Salida 7 del Control.
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 29-4: Funcio´n 7 de Costo vs. E´pocas de Entrenamiento.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 30-4: Gra´fica 7 azul compensacio´n inicial, gra´fica roja compensacio´n Final.
Autor: Jorge Luis Paucar Samaniego,2016
4.4 Resultado del FOPID Usando Espacios de Estados
El desarrollo de las ecuaciones de espacio de estado se basa en el diagrama de la figura 32-4
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Gra´fico 31-4: Diagra de Controlador Fractal No Entero y desarrollo de EE
Autor: Jorge Luis Paucar Samaniego,2016
s2 + 1TD s+
1
TDTi
1
KpTD
s
(226)
1
TD
= θ2 (227)

TD = 1θ2
1
TDTi
= θ3
(228)
Ti =
θ2
θ3
(229)
1
KpTD
= θ1τ (230)
1
Kp
θ2 = θ1τ (231)
Kp =
θ2
θ1τ
(232)
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Gra´fico 32-4: Simplificacio´n y desarrollo FOPID en funciones de Transferencia.
Autor: Jorge Luis Paucar Samaniego,2016
4.4.1 Integral No Entera
Se observa en la figura 33-4 comportamiento del resultado de la convolucio´n entre una
funcio´n rampa f(t) especular desplazada en el tiempo durante t=10 y la funcio´n g(t) que es
una funcio´n escalo´n, se puede observar fa´cilmente el efecto de α sobre el resultado final de
la ecuacio´n 9.
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(a) α = 1 (b) α = 0,1
(c) α = 0,2 (d) α = 0,3
(e) α = 0,5 (f) α = 0,7
(g) α = 0,8
Gra´fico 33-4: Integral No entera operadores de Riemann Lioville.
Autor: Jorge Luis Paucar Samaniego,2016
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4.5 Ana´lisis de Resultados
4.5.1 FOPID con Aproximacio´n Nume´rica
Una vez obtenidos los resultados finales de los controladores enteros y no enteros se con-
densan los para´metros finales en un conjunto de gra´ficas para analizar su comportamiento
bajo ciertos valores.
4.5.2 Para´metros Iniciales sobre el Sistema
Asignando un valor de 1 tanto para αi y αd debido a que su comportamiento debe ser similar
al del controlador entero se puede observar como influyen en el resultado del controlador No
entero su variacio´n, la mayor´ıa de para´metros iniciales genera una sen˜al de control aceptable
que puede ser mejorada sin embargo en la prueba 3 y en la prueba 5 de la figura 34-4 se
puede observar que llevan a una oscilacio´n del sistema lo cual es desaprobado.
Tabla 10: Para´metros Iniciales para la evaluacio´n de FOPID
PARA´METROS INICIALES
Kp 0.00533917691419679
Ti 0.03906588826738
Td 0.0097664722066845
αd 1
αi 1
4.5.3 Sen˜al del Salida de la Funcio´n de Costo
Se puede observar la evolucio´n de la sen˜al de costo con respecto al nu´mero de e´pocas
ejecutadas y se observa en la figura 35-4 que en la prueba 3 y 5 no se ejecuto´ la optimizacio´n,
por lo tanto no se obtuvieron para´metros optimizados, la configuracio´n se rechaza.
4.5.4 Controlador No Entero Optimizado
Se observa la salida del control no entero cuyos para´metros fueron optimizados, el valor de
las variables analizadas que ma´s reducen el error en estado estacionario se generaron en la
prueba 1 y 4 como se observa en la figura 36-4, a su vez se rechaza el resultado de la prueba
3 y la prueba 5, la prueba 4 y la prueba 1 generan un sobre impulso mucho mayor y la
prueba 2 la 7 su tiempo de estabilizacio´n es mayor.
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Tabla 11: Para´metros Iniciales para la evaluacio´n de FOPID
PRUEBA VALORES
Prueba1 αi = 1 αd = 1
Prueba2 αi = 0,9 αd = 0,9
Prueba3 αi = 0,8 αd = 0,8
Prueba4 αi = 1,1 αd = 1,1
Prueba5 αi = 1,2 αd = 1,2
Prueba6 αi = 1,3 αd = 1,3
Prueba7 αi = 1,4 αd = 1,4
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(a) Prueba 1 (b) Prueba 2
(c) Prueba 3 (d) Prueba 4
(e) Prueba 5 (f) Prueba 6
(g) Prueba 7
Gra´fico 34-4: Salida de la sen˜al Control No Entero con sin Optimizar.
Autor: Jorge Luis Paucar Samaniego,2016
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(a) Prueba 1 (b) Prueba 2
(c) Prueba 3 (d) Prueba 4
(e) Prueba 5 (f) Prueba 6
(g) Prueba 7
Gra´fico 35-4: Variacio´n de la Funcio´n de Costo y el nu´mero de E´pocas.
Autor: Jorge Luis Paucar Samaniego,2016
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(a) Prueba 1 (b) Prueba 2
(c) Prueba 3 (d) Prueba 4
(e) Prueba 5 (f) Prueba 6
(g) Prueba 7
Gra´fico 36-4: Sen˜ales de Control Inicial y Optimizada (rojo).
Autor: Jorge Luis Paucar Samaniego,2016
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4.5.5 FOPID con Espacio de Estados
Gra´fico 37-4: Diagrama de Flujo del desarrollo de los controladores.
Autor: Jorge Luis Paucar Samaniego,2016
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4.5.6 Para´metros Iniciales del Sistema
El proceso evaluacio´n del controlador fractal partira´ usando los valores optimizados del
control entero descritos en la seccio´n 4.2 y las variables no enteras integrales y derivadas
variara´n en de´cadas de manera progresiva, los resultados son los mostrados en las siguientes
figuras.
Gra´fico 38-4: αi = 1 y αd = 1.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 39-4: αi = 0,9 y αd = 0,9.
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 40-4: αi = 0,8 y αd = 0,8.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 41-4: αi = 1,1 y αd = 1,1.
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 42-4: αi = 1,2 y αd = 1,2.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 43-4: αi = 1,3 y αd = 1,3.
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 44-4: αi = 1,4 y αd = 1,4.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 45-4: αi = 1,5 y αd = 1,5.
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 46-4: αi = 1 y αd = 2.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 47-4: αi = 1 y αd = 0,6.
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 48-4: αi = 1 y αd = 0,8.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 49-4: αi = 1 y αd = 1,1.
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 50-4: αi = 1 y αd = 1,3.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 51-4: αi = 1 y αd = 1,5.
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 52-4: αi = 1 y αd = 1,6.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 53-4: αi = 0,6 y αd = 1.
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 54-4: αi = 0,8 y αd = 1.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 55-4: αi = 0,9 y αd = 1.
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 56-4: αi = 1,1 y αd = 1.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 57-4: αi = 1,3 y αd = 1.
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 58-4: αi = 1,5 y αd = 1.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 59-4: αi = 1,7 y αd = 1.
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 60-4: αi = 1,8 y αd = 1.
Autor: Jorge Luis Paucar Samaniego,2016
4.6 DEMOSTRACIO´N DE HIPO´TESIS
Se procedera´ a la comprobacio´n o rechazo de la hipo´tesis establecida de la siguiente manera:
El desarrollo de un controlador robusto del tipo PID no entero basado en me´todos nume´ricos
y el aumento en dos grados de libertad con respecto a los controladores robustos enteros,
incrementan su eficiencia para gobernar una planta experimental. Para ello se considerara´
tres aspectos importantes en la ejecucio´n de cada controlador, estos son:
1. Tiempo de ejecucio´n del algoritmo
2. Tiempo de ejecucio´n de la optimizacio´n.
3. Compensacio´n del Controlador.
4.6.1 Tiempo de Ejecucio´n del Algoritmo
Se ejecuta los algoritmos entero y no entero bajo valores de para´metros similares como son:
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4.6.2 Control Entero

Kp = 0,0533917691419679
TI = 0,039065888826738
TD = 0,0097664722066845
(233)
Gra´fico 61-4: Tiempo total de ejecucio´n del algoritmo entero.
Autor: Jorge Luis Paucar Samaniego,2016
Control Fractal Aproximacio´n Nume´rica

Kp = 0,0533917691419679
TI = 0,039065888826738
TD = 0,0097664722066845;αI = 1
αD = 1
(234)
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Gra´fico 62-4: Tiempo de ejecucio´n del algoritmo fractal usando Aproximaciones.
Autor: Jorge Luis Paucar Samaniego,2016
Por lo tanto, si aplicamos la ecuacio´n 235
te − tf
te
(235)
Podemos deducir gracias al resultado 3685.67453505 que el controlador no entero se ejecuta
en menor tiempo que el control fractal.
Control Fractal Espacio de Estados

Kp = 0,0533917691419679
TI = 0,039065888826738
TD = 0,0097664722066845;αI = 1
αD = 1
(236)
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Gra´fico 63-4: Tiempo de ejecucio´n del algoritmo fractal Espacio de Estados.
Autor: Jorge Luis Paucar Samaniego,2016
En la figura 63-4 los resultados finales de los para´metros optimizados en un tiempo de 16
horas y se puede determinar el incremento de los para´metros no enteros de 1 a 1.0233 en
el caso integral y de 1 a 1.0079 en el caso derivativo. Aplicando la ecuacio´n 235 se obtiene
un valor de 407675.66 por lo tanto del controlador entero se ejecuta en menor tiempo que
el No entero.
4.6.3 Valor de la Funcio´n de Costo
Sa aplica una optimizacio´n de para cada tipo de controlador dando como resultado:
4.6.4 Control Entero
Se puede observar que el valor de la funcio´n de costo tanto en el control entero como en el
no entero bajo los mismos para´metros y como resultado el valor de J en el control entero es
mayor que en el control fractal por lo tanto los para´metros del control entero fueron mejor
ajustados.
Kp = 0,0533917691419679;TI = 0,039065888826738;TD = 0,0097664722066845 (237)
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Gra´fico 64-4: Variacio´n de la Funcio´n de Costo en el Control Entero 500 e´pocas.
Autor: Jorge Luis Paucar Samaniego,2016
Gra´fico 65-4: Variacio´n de la Funcio´n de Costo en el Control Entero 5000 e´pocas.
Autor: Jorge Luis Paucar Samaniego,2016
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Control Fractal con Aproximacio´n Nume´rica

Kp = 0,0533917691419679
TI = 0,039065888826738
TD = 0,0097664722066845
αI = 1;αD = 1
(238)
Gra´fico 66-4: Funcio´n de Costo en el FOPID 500 e´pocas Aproximacio´n Nume´rica.
Autor: Jorge Luis Paucar Samaniego,2016
Control Fractal con Espacio de Estados
Gra´fico 67-4: Funcio´n de Costo en el Control No Entero usando Espacio de Estados.
Autor: Jorge Luis Paucar Samaniego,2016
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4.6.5 Compensacio´n
El objetivo de un controlador es imitar la sen˜al de entrada en la salida del sistema, por lo
cual se compara los dos controladores tanto entero como no entero y se puede diferenciar su
comportamiento durante un tiempo determinado, en la figura 71-4 se puede observar con
detalle el efecto fractal al lograr obtener una sen˜al de salida mejorada y mejor sintonizada
luego del proceso de optimizacio´n.
Control Entero
Gra´fico 68-4: Salida del Controlador Entero Optimizado y no Optimizado.
Autor: Jorge Luis Paucar Samaniego,2016
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Control No Entero con Aproximacio´n Nume´rica
Gra´fico 69-4: Salida del Control No Entero Optimizado (rojo)
Autor: Jorge Luis Paucar Samaniego,2016
Control No Entero en Espacio de Estados
Gra´fico 70-4: Control Entero Optimizado (rojo) y No Entero Optimizado(azul).
Autor: Jorge Luis Paucar Samaniego,2016
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Gra´fico 71-4: Control Entero Optimizado (rojo) y No Entero Optimizado(azul).
Autor: Jorge Luis Paucar Samaniego,2016
En base a las gra´ficas obtenidas se puede visualizar que existe una tendencia a la estabi-
lizacio´n figura 67-4 en la gra´fica de optimizacio´n del controlador no entero en espacio de
estados lo que significa que si el algoritmo continu´a en ejecucio´n se obtendra´ una optimiza-
cio´n mayor lo cual no sucede en el controlador no entero figura 67-4 usando aproximaciones
nume´ricas.
Con los resultados obtenidos para esta planta en particular No existe ningu´n caso
en el cual el controlador no entero desarrollado en base a aproximaciones
nume´ricas sea ma´s eficiente que el controlador entero usando me´todos de
aproximacio´n nume´rica y entonacio´n en base al primer me´todo de Ziegler
and Nichols.
En cambio, Si se utiliza un controlador No Entero desarrollado en base a la
prediccio´n del espacio de estados logro´ reducir el error en estado estacionario
y el tiempo de establecimiento lo cual lo hace ma´s eficiente que el Control
Entero.
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CONCLUSIONES
1. El uso de aproximaciones nume´ricas, basadas series de Tylor y Euler, en el desarrollo del
controlador no entero genera un error en estado estacionario debido a que se introduce
una ganancia constante, en cambio, si se desarrolla el controlador usando el me´todo de
convolucio´n, como predictor del pro´ximo estado, incrementa la eficiencia del controlador.
2. El me´todo de entonacio´n de controladores cla´sicos basado en el primer criterio de Ziegler
y Nichols determino´ los para´metros fundamentales de los controladores, la optimizacio´n
de estos incremento´ la eficiencia de los controladores.
3. El criterio de optimizacio´n del Gradiente Decreciente basado en funcio´n del error pon-
derado modifica los para´metros fundamentales de los controladores de tal manera que
disminuye el error producido en las sen˜ales de control.
4. En la evaluacio´n de los controladores se denoto´ que el algoritmo del control no entero
desarrollado en base a predicciones de estado necesita una gran cantidad de espacio de
almacenamiento para realizar la convolucio´n con su respuesta impulsional.
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RECOMENDACIONES
1. Desarrollar el controlador no entero utilizando otro me´todo de aproximacio´n nume´rica
con el fin de eliminar el error en estado estacionario producido por Tustin.
2. Evaluar el algoritmo de control no entero en otra planta con el fin de evaluar los para´me-
tros de los controladores con otro me´todo de sintonizacio´n.
3. Analizar los controladores con los para´metros fundamentales sin optimizar con el fin de
determinar la influencia de la funcio´n de costo sobre el sistema.
4. Modificar las ponderaciones aplicadas en la funcio´n de costo J con el fin de evaluar la
respuesta de los controladores, generar criterios de ponderacio´n utilizando varias plantas
experimentales.
5. Implementar el algoritmo no entero sobre controladores cla´sicos, evaluar la pe´rdida de
estados anteriores.
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