We consider the preferential attachment model with location-based choice introduced by Haslegrave, Jordan and Yarrow as a model in which condensation phenomena can occur [11] . In this model every vertex carries an independent and uniformly drawn location. Starting from an initial tree the model evolves in discrete time. At every time step, a new vertex is added to the tree by selecting r candidate vertices from the graph with replacement according to a sampling probability proportional to these vertices' degrees. The new vertex then connects to one of the candidates according to a given probability associated to the ranking of their locations. In this paper, we introduce a function that describes the phase transition when condensation can occur. Considering the noncondensation phase, we use stochastic approximation methods to investigate bounds for the (asymptotic) proportion of vertices inside a given interval of a given maximum degree. We use these bounds to observe a power law for the asymptotic degree distribution described by the aforementioned function. Hence, this function fully describes the properties we are interested in. The power law exponent takes the critical value one at the phase transition between the condensation -noncondensation phase.
Introduction
The study of networks is a prevalent area of interest for researchers as many seemingly dissimilar structures observable in the real world can be modelled using similar techniques. This is due to many large networks sharing similar topological properties, such as the scale-free property. That is, the tail of the asymptotic proportion of vertices of degree at least k behaves like k −τ for some power-law exponent τ . In 1999 Barabási and Albert popularised preferential attachment [1] as a method of growth which utilises the famous rich get richer concept. As a new vertex joins the network, it forms an edge to already existing vertices with probability proportional to the degrees of current vertices'. This mechanism was generalised by Dorogovtsev et al [8] to include a biasing constant aids in enhancing or suppressing the influence of the degrees. It was shown by various authors that this growth mechanism indeed leads to scale-free networks [3, 8, 13] . Although preferential attachment is often an accurate method of modelling network growth; it fails to take into account a new vertex's potential to attract new edges. In order to tackle this issue, Bianconi and Barabási [2] suggested the addition of vertex fitness as an additional parameter. Here, each vertex joins the network with its own randomly chosen fitness, allowing for a new level of competition between vertices, separate from their current edge based popularity. Many models have been devised which include this 'attractiveness' coefficient, most notably by Borgs et al [4] and Dereich and Ortgiese [6] . Another way of incorporating a vertex's inherent potential for growth is by introducing the notion of choice. In [15, 16, 17] preferential attachment is used to sample a set of vertices from the network as candidates for connection. Afterwards, a preassigned attachment rule based on the degrees of the sampled vertices is used to decide where new edges are formed. A further interesting feature of this kind is the condensation phenomena. Condensation occurs if the degree of an o(n) subset of vertices grows linearly in time n. Loosely speaking, at any time there exists some vertex whose degree dominates the others. Whereas in classical preferential attachment condensation cannot occur, it was shown that both preferential attachment with choice and models with fitness can have condensation [4, 5, 7, 6, 10] . In this paper, we consider the preferential attachment with location-based choice model proposed by Haslegrave, Jordan and Yarrow in [11] as a generalised variant of [9] . This is a model which combines the ideas of both fitness and choice. Starting from an initial tree graph, at each time step a new vertex joins the graph along with its own location uniformly chosen from [0, 1] . When the new vertex joins the network, a subset of r candidates to form an edge between are sampled by preferential attachment and ranked according to their locations. Following this, a single vertex from the sample is chosen for connection according to some probability measure Ξ. Here, Ξ can be used to highlight different regions. Thus, we refer to location instead of fitness to not give the false impression of prefering the 'fittest' vertex. In [11] it is shown that this is a model where condensation can occur for the right parameter selection. In this article, we introduce a function f on the location space [0, 1] only dependent on Ξ. Given a vertex of location x, the expected probability of choosing that vertex with respect to Ξ, out of a sample containing this vertex and r − 1 uniformly located vertices is given by f (x)/r. We show that f fully characterizes the behaviour of our model with respect to the two properties we are interested in. More precisely, the phase transition between condensation and noncondensation can be written in terms of the global maximum of f . Moreover, we prove that for a noncondensation parameter choice, the built network is scale-free with some power-law exponent τ ≥ 1 which can again be derived from the maximum of f . Due to the dependence of τ on f , τ gives us a description of the phase-transition. Namely, condensation does not occur if and only if τ ≥ 1. Additionally, we deduce the concrete degree distribution of a vertex at a given location whose tail behaviour again follows a power-law depending on f . Furthermore, the function f that precisely describes the mentioned phase transition hints where to search for the high-degree vertices. Namely, the larger the values of f in a specific region, the more likely we are to find high degree vertices there. In Section 2, we start with a precise definition of the model and recall the phase transition conditions determined in [11] . We introduce formally the function f and rewrite these conditions. In Section 3, we deduce bounds of the empirical degree distribution using these together with stochastic approximation methods to prove our results. In the last section, we show numerical results and simulations for some interesting and important choices of Ξ underlining our understanding and results.
Model description
Fix an initial integer model parameter r ≥ 2 and a probability measure Ξ on {1, . . . , r}. In the following, we refer to Ξ as a probability vector (Ξ 1 , . . . , Ξ r ). We denote an initial tree graph G 0 on n 0 ≥ 2 vertices {v 1−n 0 , . . . , v 0 }. Additionally, each vertex v i in G 0 has its own location x i that is drawn independently and uniformly at random from [0, 1] and therefore almost surely distinct.
At time n + 1, a new vertex v n+1 arrives that joins along with its own location x n+1 , again drawn independently and uniformly at random from [0, 1] . Given G n , we form the graph G n+1 by connecting the new vertex v n+1 by a single edge to one vertex in G n . Note that this maintains the tree structure. The connection mechanism is as follows: First, with replacement we sample r candidate vertices from G n due to a preferential attachment mechanism, i.e. proportional to the vertices' degrees biased by a fixed constant. Second, v n+1 chooses one vertex for connection out of the sample according to Ξ. More precisely, fix α ∈ (−1, ∞) and denote by deg Gn (v j ) the degree of vertex v j in G n . Now, select a sample of r candidate vertices from G n with replacement by way of
Here, due to the tree structure, the denominator equals the total degree weight of G n , that is the sum over each vertices' degree plus α. We next order the r candidates according to their location. That is, we obtain a sample of vertices {v
} and associated locations {x
. An important observation is that equality for the locations can almost surely only happen if a vertex has been chosen multiple times. Thus, the ordered sample is unique. Finally, with respect to Ξ one vertex out of {v
} is chosen for connection. In other words, the probability that vertex v (n+1) j is chosen for connection is given by Ξ j .
Condensation phase transition
As in [11] , we define Ψ n (x) as the probability that a new vertex v n+1 selects under preferential attachment according to equation (1) a vertex which has location at most x. That is
Note that, almost surely, Ψ n (x) is monotonically increasing with Ψ n (0) = 0 and Ψ n (1) = 1. Hence, we can think of Ψ n (x) as a random distribution function on the location space. Depending on the parameter α, condensation can occur in our model with positive probability. Here, condensation can occur by way of the existence of a persistent hub as well as the phenomena where the currently leading vertex is replaced over time [11, Theorem 2.3, 2.4] . In Theorem 2.2 of [11] , it was shown that the measures induced by Ψ n (x) converge weakly almost surely to a (possibly random) probability measure on [0, 1], whose distribution function we call Ψ(x). Discontinuity of Ψ(x) then implies the occurrence of condensation with a positive probability. As a function in y ∈ [0, 1], we define
Summarizing [11] , Ψ n (x) converges almost surely to a zero of the function F 1 (y; x, Ξ) and condensation occurs with positive probability, if there exists x ∈ (0, 1) such that F 1 (y, x, Ξ) has a touchpoint. Here, we call p ∈ (0, 1) a touchpoint if F 1 (p; x, Ξ) = 0 and there exists ε > 0 such that either
is increasing in y somewhere on [0, 1], one can vary x in a way that F 1 (y; x, Ξ) has a touchpoint. Hence, condensation can occur with positive probability for α < α c , where
The contrary implication also holds. If α ≥ α c , then, for all x ∈ [0, 1], F 1 (y; x, Ξ) has only one zero to which Ψ n (x) converges almost surely. Since F 1 is continuous, the zero Ψ is continuous and almost surely no condensation can occur. We call such choice of α the noncondensation phase of the model. To introduce a new description of the critical parameter α c , we consider the function
only depending on the model parameter Ξ. It can be observed that f is a probability density on [0, 1]. Rewriting the binomial coefficient, one can describe f (x)/r as the expected probability of connecting with respect to Ξ to a given vertex of location x where the remaining r − 1 vertices are chosen uniformly.
Since Therefore, we can describe the phase transition in terms of f . Namely,
Describing α c in that way, it becomes clear that both the preferential attachment and the location-based choice are necessary for condensation to occur. Sampling due to preferential attachment but then choosing one vertex independent from the locations, here coincides with the choice of Ξ s = 1/r. Then, f (x) ≡ 1 and thus
On the other hand, sampling without preferential attachment in this model coincides with the case α → ∞. Therefore, it holds α > α c for all choices of Ξ.
Degree distribution in the noncondensation phase
Similarly as in [11] we utilize a number of stochastic approximation techniques constructed by Robbins and Monro [19] outlined in Pemantle in Section 2 of [18] . Our article aligns itself with the notation found in [18] given by
Here we have the sequence of random variables {X n , n ≥ 0} on R d , both
1 n R n < ∞, and finally ξ n+1 is the associated noise term whereby E (ξ n+1 |F n ) = 0. For our proofs we utilize a method of bounding the difference in two successive random variables above and below by a pair of similarly behaving stochastic approximation equations as outlined in Lemma 5.4 of [14] by Jordan and Wade.
Due to the nature of our problem we adapt Lemma 3.3 of Jordan [12] below. Lemma 3.1. For n ∈ N, let A n , B n and K n be non-negative random variables, ξ n , R n real valued random variables and a, k > 0 such that
3.
∞ n=1 |R n | < ∞; 4. both E (ξ n ) = 0 and ξ n are bounded. 
Bounds on the empirical degree distribution
The aim of this section is to find bounds for the proportion of the vertices of degree at least k located inside [x 1 , x 2 ] ⊂ (0, 1). To this end, define P
(k) the proportion of vertices in G n which have degree at most k and are located inside the interval
To get bounds on P (n) x 1 ,x 2 (k), we must define the event that the new vertex v n+1 , arriving at time n + 1, connects to a vertex of degree k in G n which is located inside [x 1 , x 2 ]. We denote this event by E n+1 . We cannot give a precise description of the probability of E n+1 , however we can bound it from above and below in a natural way. The estimations are made in the part in which one of the r candidates of the sample is chosen for connection. Given G n and the vertex that has been chosen for connection, the probability that this vertex is of degree k and is located inside [x 1 , x 2 ] is given by
Next, conditioning on the event that at least one vertex of the sample has location inside [x 1 , x 2 ], an upper bound for the probability of choosing the right vertex for connection, defined below as f 1 (Ψ(x 1 ), Ψ(x 2 )), is given by the probability that the chosen vertex belongs to the correct location without caring about the precise ordering of the sample inside that interval.
Therefore, given G n , we have
where f 1 is given by
Similarly, we observe the lower bound by the probability that there exists exactly one candidate vertex inside the correct location we connect to. Thus, we observe
where f 2 is given by
With these bounds, which are crucial for the asymptotic degree later, we are ready to prepare the stochastic approximation. Lemma 3.2. Let k ∈ N and 0 ≤ x 1 < x 2 ≤ 1. Define for j ∈ {1, 2} the random variables
for n ∈ N. Let F n be the filtration generated by the sequence of graphs
and, for n ∈ N,
Then, for the growth of the proportion of vertices with degree at most k and location inside
where
Proof. Since
it is sufficient to find bounds for the expected increase in the number of vertices with degree at most k and location inside the interval [x 1 , x 2 ] when v n+1 joins the graph with location x n+1 , given G n . This can be expressed by
where E n+1 is the event that the new vertex v n+1 connects to a vertex in G n which has degree k and location [x 1 , x 2 ]. The first term here counts the number of degree at most k vertices in G n with locations in the interval [x 1 , x 2 ]. The second term is the probability that the location of the new vertex v n+1 falls in the same interval. As the locations are i.i.d. uniform this probability is equal to x 2 − x 1 . For the probability of the event E n+1 an upper and lower bound is given by (4) and (6) . Hence, we have
as well as
where R (n) is an error term of order n −1 , occuring as the difference of the given bound in (4) and the first summand on the right-hand side of the equation together with the fact that (P
(k)) ≥ −1 and the boundness of f 1 .
Since the number of vertices with degree at most k and location inside [x 1 , x 2 ] can change by at most one if we add a new vertex v n+1 to the graph G n , the noise ξ (n) defined in Lemma 3.2 is absolutely bounded by one. Additionally, it holds E ξ (n) |F n = 0 by its definition. Therefore, we can use stochastic approximation techniques to construct bounds for the asymptotic behaviour of the proportion of vertices with degree at most k and location inside [x 1 , x 2 ]. 
almost surely, where
Proof. We prove the result by applying Lemma 3.1 to the observed bounds in Lemma 3.2. Here, we focus on the lower bound; the upper bound follows by replacing f 1 by f 2 in the arguments. Hence, we have to show that A 
(1) ≥ L 1 (1) almost surely. Now assume that for arbitrary but fixed k ∈ N the stated lower bound holds. Then, for k + 1, we get
almost surely and hence
Limiting degree distribution
In this section, we use the established bounds of Theorem 3.3 to get a limiting result on the empirical degree distribution and its tail behaviour. To this end, we consider now the proportion of vertices located within some interval that have a given maximum degree. We show, that in the late time regime this proportion converges, by shrinking the interval to a single point, to some regular probability kernel µ on 2 N × (0, 1). We investigate the tail behaviour of that kernel for a fixed location input x and from there finally get to the power law exponent of the asymptotic degree distribution with the stated properties in the noncondensation phase.
Theorem 3.4 (Local degree distribution).
There exists a regular probability kernel
Proof. Note that the functions f 1 and f 2 , defined in (5) and (7), both converge to the same limit as y 1 ↓ y, namely lim y 1 ↓y f 1 (y, y 1 ) = lim
that is f (y), the function used to describe the condensation phase transition in Section 2.1. Applying the location limit on the observed bounds in Theorem 3.3 and using continuity of f and Ψ, we get that
Note that
Therefore, for fixed x ∈ [0, 1], the right-hand side of (8) converges to one, as k → ∞, and hence defines a distribution function. Moreover, for fixed k, the right-hand side of (8) is continuous in x. Therefore, the desired probability kernel µ exists, proving (i). The tail behaviour stated in (ii) is an immediate consequence of (9).
Theorem 3.4 part (i) shows that for large n, a vertex with location x has degree at least k with probability µ([k, ∞), x). Part (ii) shows that this distribution is heavy tailed. Due to the regularity of µ(·, x), it is natural to get the 'location-free' degree distribution by integrating with respect to the location that is, the asymptotic proportion µ k of vertices in the graph with degree at least k is given by
The following theorem shows that µ k follows a power law, i.e. µ k = k −τ +o (1) . Note that, whereas in many models some power law is shown for the proportion of vertices of degree equal to k, we consider the vertices of degree at least k which is more natural in our setting. However, if a power law exists for µ k with exponent τ , there exists one for the 'equality case' with exponent τ + 1 and vice versa. Proof. Since we only consider the case when k is (very) large, we want to apply a saddle point method approach. To this end, write g(
/Γ(α + 1), and consider
for large enough k, given from the proof of Theorem 3.4. Now, since we work in the noncondensation phase, Ψ(x) is the unique zero of F 1 (y; x, Ψ), defined in Section 2.1. Due to the structure of F 1 (y; x, Ψ) = 0, we can see that the inverse of Ψ exists and that it is a polynomial. Thus, it is differentiable. Together with Ψ(0) = 0, almost surely, and Ψ(1) = 1 a change of variable leads to
for suitably large k. For k → ∞, this integral gets dominated by its largest peak that is located at the minimum value of (2 + α)/f (y), occurring at the maximum value of f (y). Since f is a non-negative polynomial, there exists some x 0 ∈ [0, 1] that maximizes f . Moreover, we know that the second derivative of f exists and that − ((2 + α)/f ) (x 0 ) > 0 as well as (Ψ −1 ) (x 0 ) · g(x 0 ) > 0. Hence, we get by the saddle point method, for some constant C and with 2 + α c = f (x 0 ) that µ k = C 2π log(k + α) exp − 2 + α 2 + α c log(k + α) · 1 + O 1 log(k + α)) , as k → ∞, which yields the desired result.
Examples and simulations
In this section, we discuss a number of examples of the model and use the stated results to calculate the critical value α c and the power law exponent τ . Simulations of the model back up those results and showcase the different behaviour of the local degree distribution. For this, the different examples are simulated for an initial tree graph of 100 vertices where 1000000 new vertices are added to the graph. The code for the simulations can be freely accessed at: http://www.mi.uni-koeln.de/ agrauer/files/code/PA_with_location.R Throughout this section, we denote by f max the global maximum of f on [0, 1]. The first example is the middle of three model introduced in [11] . This model corresponds to the selection vector Ξ = (0, 1, 0), which implies f (y) = 6y(1 − y) due to equation (2) . This function is maximized at y = 1/2 giving f max = 3/2. As seen in figure 1a, y coincides with the maximizer of the local degree distribution µ([k, ∞), x), for any k ∈ N. Using the method introduced in Section 2.1, the critical value is α c = −1/2, agreeing with the results in [11] . By Theorem 3.5 it can be seen that the degree distribution associated with the middle of three model follows
+o(1) , as k ↑ ∞.
Introduced in [11] is the second or sixth of seven model, corresponding to Ξ =
