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The odds ratio (OR) is a widely used measure of the effect size in
observational research. ORs reflect statistical association between
a binary outcome, such as the presence of a health condition, and
a binary predictor, such as an exposure to a pollutant. Statistical
significance and interval estimates are often computed for the log-
arithm of OR, ln(OR), and depend on the asymptotic standard error
of ln(OR). For a sample of size N , the standard error can be writ-
ten as a ratio σˆ/
√
N , where σ is the population standard deviation
of ln(OR). The ratio of ln(OR) over σ is a standardized effect size.
Unlike correlation, that is another familiar standardized statistic, the
standardized ln(OR) cannot reach values of minus one or one. We
find that its maximum possible value is given by the Laplace Limit
Constant, (LLC=0.6627...), that appears as a condition in solutions to
Kepler equation – one of the central equations in celestial mechan-
ics. The range of the standardized ln(OR) is bounded by minus LLC
to LLC, reaching its maximum for ln(OR)≈4.7987. This range has
implications for analysis of epidemiological associations, affecting
the behavior of the reasonable prior distribution for the standardized
ln(OR).
When both exposure and disease outcome are binary vari-ables, epidemiological data can be conveniently sum-
marized by a 2×2 table:
Exposure
Disease status E E¯
D n11 = nD pˆ n12(1− pˆ)
D¯ n21 = nD¯ qˆ n22(1− qˆ)
where n11 + n12 is the number of cases, nD; n21 + n22 is the
number of controls, nD¯; and the number of exposed subjects is
n11 +n21. When sampling is random with respect to exposure
E, sample proportions pˆ = n11/nD and qˆ = n21/nD¯ estimate
population probabilities of exposure among cases and among
controls, respectively (p = Pr(E|D) and q = Pr(E|D¯)). Then,
in epidemiological studies, the effect of exposure on outcome
is often measured by odds ratio, OR, which is defined as:
OR = p/(1− p)
q/(1− q)
= Pr(D | E)/(1− Pr(D | E))
Pr(D | E¯)/(1− Pr(D | E¯) .
Relative risk, RR = Pr(D|E)/Pr(D|E¯) cannot be directly esti-
mated from table counts when sample proportions of cases and
controls are fixed by design, but OR estimate, ÔR = pˆ/(1−pˆ)
qˆ/(1−qˆ) ,
is unaffected by the study design.
Let µ denote the effect size measured by log odds ratio.
Given the estimated log odds ratio, µˆ = ln(ÔR), a commonly
used statistic is:
T = ln(ÔR)√∑
1/nij
= µˆ√∑
1/nij
,
which asymptotically follows the standard normal distribution.
The sum of four cell counts, N =
∑
nij , can be factored into
this expression as:
T =
√
N
µˆ
σˆ(wˆ)
σˆ(wˆ) =
√
1
wˆ
1
pˆ(1− pˆ) +
1
1− wˆ
1
qˆ(1− qˆ) ,
where wˆ is the proportion of cases nD/N . The corresponding
population parameter can be written as:
σ2(w) = 1
w
1
Pr(E|D) [1− Pr(E|D)] [1]
+ 1(1− w)
1
Pr(E|D¯)
[
1− Pr(E|D¯)
] ,
where w = Pr(D) is disease prevalence. We express variance
as a function of w to emphasize that σ(w) will vary depending
on the study design. Further, solution to σ′(w) = 0, under
the constraint 0 < w < 1, provides the value of w, at which
variance is minimized, and thus µ/σ value is maximized. This
minimization value can be found as:
wm = argmin
w
σ(w) = 1
1 + Pr(E|D)Pr(E|D¯)
√
OR−1
. [2]
Thus, the ratio γ = µ/σ will attain its maximum if σ = σ(wm).
Alternatively, in terms of the pooled exposure probability,
v = wPr(E|D)+(1−w) Pr(E|D¯), the value at which variance
is minimized and µ/σ is maximized can be expressed as a
function of RR and OR as:
vm = argmin
v
σ(v) = 1
1 + RR
√
OR−1
. [3]
Significance Statement
Logarithm of the odds ratio, µ, divided by its asymptotic stan-
dard deviation, σ, gives a standardized quantity, γ=µ/σ. It is
connected to statistical power, because γ times the square root
of sample size is the noncentrality parameter of the asymptoti-
cally normal statistic. Here we show that the maximum value
of γ is the Laplace Limit Constant, 0.6627... that governs the
convergence of the classic power series solution to the Kepler
Equation, a widely recognized planetary motion equation.
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The variance of the prior distribution for µ/σ(v) will thus
reach its minimum at σ = σ(vm). Re-expressing σ in Eq. (1)
as a function of v, we get:
σ2(v) = 1
v
1
Pr(D|E) [1− Pr(D|E)] [4]
+ 11− v
1
Pr(D|E¯)
[
1− Pr(D|E¯)
] .
To obtain maximum possible standardized ln(OR), we can
substitute vm and Pr(D|E¯) = 1/(1 − OR [1− 1/Pr(D|E)])
into Eq. (4), and minimize the resulting equation with respect
to exposure risk, Pr(D|E), and with respect to v, which results
in:
Pr(D|E) = 1− 1
1 +
√
OR
, [5]
Pr(D|E¯) = 1
1 +
√
OR
= 1− Pr(D|E), [6]
and
v = 1/2. [7]
Next, by substituting Eqs. (5-7) into Eq. (4) we get the
denominator of the maximum standardized effect size. There-
fore:
γmax =
ln(OR)
2
√
2 + (1 + OR)/
√
OR
. [8]
The above equation depends only on odds ratio but is not mono-
tone in it, and reaches its maximum for ln(OR) value about
4.7987. Perhaps counterintuitively, but as ln(OR) exceeds
that value, the corresponding standardize statistic, ln(OR)/σ,
starts to decrease.
It turns out that there is a peculiar connection between
the expression for γmax and the famous orbital mechanics
equation: the Kepler equation,M = E−ε sin(E). A geometric
interpretation of the Kepler equation is illustrated by Figure
1. Suppose that we are inside a circular orbit rescaled to
be the unit circle. Our position S is denoted by “?”. The
shortest path to the orbit has the length 1 − ε. A celestial
body traveles the orbit from that point to T. Given the area
M/2 and distance 1 − ε, we want to determine the angle E.
These three values are related to one another by Kepler’s
equation. Planetary orbits are elliptical, so the actual orbit is
along an ellipse inside of the unit circle. Still, the calculation
of the eccentric anomaly E is a crucial step in determining
planet’s coordinates along its elliptical orbit at various times.
The Kepler equation (KE) is transcendental, i.e., with no
algebraic solution in terms ofM and ε, and it has been studied
extensively since it is central to celestial mechanics. Colwell
writes “The sole subject of our work is Kepler’s Equation”
in the book suitably named “Solving Kepler’s equation over
three centuries” and notes that “in virtually every decade from
1650 to the present” there have been papers devoted to that
equation.[1] A solution to KE can be written as an infinite
series in powers of ε, which is convergent only if ε is smaller
than the “Laplace Limit Constant”, LLC. To relate LLC to
the bounds for standardized ln(OR), let x = ln(OR), x > 0.
In terms of x, the standardized statistic is given by:
γ = κ(x) = x
2
√
2 + 1+exp (x)exp (x/2)
. [9]
Fig. 1. The Kepler equation: geometric interpretation
Given the knowledge of the area M and the distance to the origin, ε, solve for the
angle E in M = E − ε sin(E).[1]
Using basic trigonometric identities:
1 + exp (x)
exp (x/2) = 2 cosh(x/2),
2 + 1 + exp (x)exp (x/2) = 4(cosh(x/4))
2, and√
2 + 1 + exp (x)exp (x/2) = 2 cosh(x/4),
we can express κ(x) and its derivative in terms of hyperbolic
functions as:
κ(x) = x/4cosh(x/4) = (x/4) sech(x/4) [10]
κ′(x) = 4− x tanh(x/4)16 cosh(x/4) . [11]
To maximize the standardized ln(OR), we set κ′(x)=0, which
is equivalent to solving (x/4) tanh(x/4) = 1. The solu-
tion is four times the solution to x tanh(x) = 1 equation,
which is 1.19967864... This implies maximum ln(OR) =
4×1.19967864... = 4.7987... and by substituting this value into
Eq. (8) we obtain γmax = 0.6627..., the LLC. The solution to
KE involves the condition equivalent to Eq. (10). Namely, the
solution can be expressed as the power series in ε, provided
|ε sin(E)| < |E −M | and that ε < x/ cosh(x), x = |E −M |,
which is the LLC.[2]
Although it appears that the LLC bound is a function of
odds ratio alone, this bound can only be attained at the specific
values of population parameters (or the respective sample
values). Namely, (i) vm = wm = 1/2 from Eq. (7), which
implies RR2 =
(
Pr(E|D)
Pr(E|D¯)
)2
= OR; (ii) Pr(D|E) = 1−Pr(D|E¯)
from Eqs. (5 - 6); and (iii) ln(OR) = 4.7987... Next, by solving
OR = Pr(D|E)/(1− Pr(D|E))
Pr(D|E¯)/(1− Pr(D|E¯))
= exp(4.7987 . . . ) = 121.354 . . .
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for Pr(D|E), we obtain:
Pr(D|E) = 12 z +
1
2 , [12]
where z is the solution of z tanh(z) = 1, i.e., z = 1.19967864 . . .
and Pr(D|E) = Pr(E|D) = 0.9167782798 . . . Similarly, Pear-
son correlation between two binary variables ranges between -1
and 1, but this range is not free of parameters: these boundary
values are possible only in the case when the population (or
sample) frequencies of two binary variables are equal to each
other. Moreover, these bounds are asymmetric, depending on
the sign of the correlation.[3]
The range of the standardized statistic, -LLC to LLC,
has implications for statistical analysis. For example, several
recent publications on P-value replicability posed the following
question: given a small initial P-value, what is a likely spread
of P-values in subsequent replication studies?[4–8] P-values
for ln(OR) are explicit functions of γ because they are defined
as P = Pr(Z > zα), where Z =
√
Nγ is asymptotically
normal. The two-sided P-value can be similarly defined in
terms of chi-square distributed Z2. The prior distribution for
the standardized effect size occurs naturally and needs to be
specified in order to give probabilistic bounds for the spread
of future replication P-values. In applications where prior
distribution for the effect size is modeled in terms of ln(OR),
our results allow one to specify a reasonable prior range for
the standardized value.
It has been suggested that summary association statistics
can be converted to approximate posterior (Bayesian) sum-
maries about parameters of interest. For example, one-sided
P-value, P for testing significance of ln(OR) can be trans-
formed to the normal test statistic, Z = Φ−1(1 − P ). This
statistic is Z =
√
N ln(ÔR)/σˆ. An approximate Bayesian false
discovery probability can be computed based only on the sum-
mary statistics ln(ÔR) and σˆ, the value N , and an assumed
variance parameter for the zero-mean prior normal distribution
for ln(OR).[9, 10] For any given value of OR, µ = ln(OR), is
fixed, but σ can vary as a function of w. The normal prior
distribution for µ can be characterized simply by Pr(OR >
x) = β. Considering the standardized effect, we can write
β = Pr(OR > x) = Pr(µ/σ > ln(x)/σ). Denote the normal
cumulative distribution function with the mean a and variance
b, evaluated at x by Φ(x|a, b), and its inverse by Φ−1(x|a, b).
Then, ln(x)/σ = Φ−1(1 − β | 0, σ0) = √σ0Φ−1(1 − β | 0, 1).
From this, we can obtain the flattest possible prior distribution
for µ/σ as the zero-mean normal with variance
σ0 =
(
ln(x)/σm
Φ−1(1− β | 0, 1)
)
. [13]
For σ0 to be as large as possible, σm should be equal to
ln(x)/γmax (from Eq. 8). Alternatively, either the value σ(wm)
or σ(vm) can be specified with some additional assumptions.
For example, for σ(wm), Pr(D|E) needs to be specified. Then,
Pr(D | E¯) = 11−OR (1− Pr(D | E)−1) , [14]
RR = Pr(D | E)/Pr(D | E¯), [15]
and σ(wm) is obtained using the value wm from Eq. (2).
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