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Let ‘?I be an achieved left Hilbert algebra. Let 1) E Yb be an element such 
that r’(q) is a positive operator. Then, following M. A. Rieffel, 17 is called 
integrable if sup{(~ I e) 1 e E ‘% and e = e” = e’) -_ .- ZJZ. It is shown that 7 is 
integrable if and only if there is an element < E Sk such n’(t) is positive and < 
is a square root of 7 in an appropriate sense. This is show-n to be a generalization 
of Godement’s well known theorem on the existence of a convolution square 
root for a continuous square-integrable positive-definite function on a locally 
compact group. An “integral” and an “L1-norm” are then defined on the linear 
span of the positive integrable elements and the completion of this space, 
denoted by L’(‘u), is shown to be the predual of Y(a). “Godement’s theorem” 
is then used to investigate square-integmble representations of ‘!I. 
Rieffel has shown, [lo], that Godement’s theorem [4, theoreme 171 
can be extended to Hilbert algebras, thereby allowing one to formulate 
the theory of square-integrable representations of unimodular groups 
in terms of Hilbert algebras. In Section 1 the author uses some of 
Rieffel’s ideas to prove a generalization of Godement’s theorem for 
arbitrary left Hilbert algebras. This theorem is then used in Sections 3 
and 4 to formulate a theory of square-integrable representations which 
works for arbitrary achieved left Hilbert algebras (and, hence, for 
arbitrary locally compact groups). 
In Section 2 this theorem is used to construct the predual of 
9’(%) as a space of integrable elements. This construction generalizes 
the construction of the Fourier algebra A(G) defined by Eymard [3] 
when 9l is the achieved left Hilbert algebra of the locally compact 
group G. Throughout Section 2, the definitions are given explicit 
motivation by appealing to the commutative case. 
* This research was partially supported by a National Research Council of Canada 
postdoctoral fellowship. 
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The notation and definitions of this paper are taken primarily from 
[6], with the following exceptions. If ‘$I is a left or right Hilbert 
algebra, its completion is denoted by X’(‘LI). If ?I is a left Hilbert 
algebra and 9 E X(%), the operator n’(q) is defined on ‘?I via n’(~)t = 
x(& for all [ E 41. The set of all rl E Z(‘%) such that n’(7) is bounded 
is denoted by J?~ and if 71 E Xt then n’(q) also denotes the unique 
bounded extension of r’(q) to all of X’(a). Similarly, one defines the 
set of all left-bounded elements, $. If K is a subset of a Hilbert space 
H, one denotes by i??(G) the closure (orthogonal complement) of the 
set K relative to H. If T is a linear operator on H, one denotes its 
domain by 9(T). 
1. GODEMENT'S THEOREM 
DEFINITION 1.1. Let cL[ be an achieved left Hilbert algebra and 
let 7 E X = Z(?I). Then 7 is said to be a (right) positive element of 
Z if and only if 
As in [6] and [ 121 the set of all positive elements of 8 is denoted by .Yo. 
If YI is any left Hilbert algebra (not necessarily achieved) and 
7 G Ed is an element such that (7 1 (“5) > 0 for all ,$ E ?I, then 
one would like to conclude that 7 E gb. I have been unable to prove 
this in general. The following special case is proved by imitating 
Proposition 4, [2, p. 731. 
LEMMA 1.2. Let ?I be a left Hilbert algebra which contains a net 
G3hSB such that for all 5 E VI”, lim, {fa = 1; and sup0 /I r(fa)lI < CD. 
Then for any 5 E 41” there is a sequence {J&J C ‘91 such that lim, <, = < 
and supn /I n(lJI < 00. Whenever such a sequence exists, n(<,) converges 
to x(i) in the strong operator topology. 
COROLLARY 1.3. Let ‘21 be a left Hilbert algebra which satisfies the 
hypotheses of the previous lemma. Let 7 E C#(21) satisfy (9 ! (“5) > 0 
for all E E ‘91. Then 71 E 9b, 
Proof. Let 5 E ‘W, and let (5,) C Cu: b e a sequence such that 
lim, 5, = 5 and $5,) converges to ~(5) in the strong operator 
topology. Then, 
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In [8, pp. 55-581, it is noted that many left Hilbert algebras satisfy 
the hypotheses of the lemma. In particular, let G be a locally compact 
group with left Haar measure p and modular function d. Let ‘21,(G) 
denote the convolution algebra of all continuous complex valued 
functions on G with compact supports; then 2&,(G) is a left Hilbert 
algebra which satisfies the lemma if one equips PI,(G) with the following 
inner product and involution: 
(f I d = j-p A4 44-4, 
f”(Y) = 4Y-l)fw) 
for all y E G and for all f, g E ‘U,(G). In this case, PI(G) = ((U,(G))” 
will be called the left Hilbert algebra of G. 
A function F on G is said to be positive-definite if and only if for all 
g E ~U,W 
SI G G dY-‘x)g(Y) ‘44 MY) 444 2 0. 
By Proposition 13.4.4 of [l], this is equivalent to the usual definition 
of positive-definite in the case that y is continuous. 
In view of Corollary 1.3, for q E L2(G) to be in Yb (with respect to 
a(G)) it is necessary and sufficient that v be positive-definite. 
DEFINITION I .4. Let 9l be an achieved left Hilbert algebra, and 
let the set of nonzero self-adjoint idempotents of ?I be denoted by E. 
An element 7 E .W is said to be integrable if and only if 
su~(rl I 4 < 03. 
t!EE 
The following proposition is a generalization of and a slight 
improvement on Proposition 3.6 of [lo]. 
PROPOSITION 1.5. Let ?I be a left Hilbert algebra, and let (far}asA be 
a net in 91 such that ST(~J converges to the identity operator on #(‘II) 
in the strong operator topology. Let 7 E .W be such that 
SUP(71 I 5aEa9 < 03. 
a 
Then 7 is integrable. 
Proof. Since 7 E 9Q, for each 01 E A and each e E E, 
0 < (7 I (5, - e)(E,# - 4) = (77 I e) + (7 I SbiE,? - (7 I 629 - (7 I eS,#) 
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or 
(7 I 58) + (Le I 17) < K + (7 I 4 where K = sup(y ( &J,f). 
a 
Taking limits one gets 
h i 4 + (e I 4 G K + (r) I4 
Hence, 
(7 I 4 d K for all e E E. 
By the von Neumann density theorem there always exists a net 
(fa}asA C (II such that ~(5~) converges strongly to the identity, so that 
this proposition offers a reasonable test for an element of 8 to be 
integrable. The set of positive integrable elements will be denoted by 
.9tnt. The proof of the following theorem is due essentially to Rieffel, 
POI. 
THEOREM 1.6. Let G be a locally compact group, and let q~ E L2(G) 
be a positive-dejkite function. Suppose that y is essentially bounded in a 
neighborhood of the identity of G; then q~ E Y;&t . 
Proof. Let g, be essentially bounded by the positive constant M 
on the neighborhood U of the identity in G. It is also assumed that 
.4(x) < 2 for all x E U. Let {Vti} be a net of neighborhoods of the 
identity which have compact closures and which decrease to the 
identity. By shrinking if necessary it is also assumed V,s C lJ and 
V, is symmetric for each ~1. Let xa be the characteristic function of 
V, , and let 5, = (l/p( VJ)xa . Then, (fa} C ‘%(G) and ‘rr(&) converges 
strongly to the identity operator on L2(G). By an easy calculation, 
Hence, y E Pint by Proposition 1.5. 
The following proposition will be very useful. Its proof, however, 
is quite different from the proof for Hilbert algebras (see Proposition 
2.12 of [lo] for example). 
PROPOSITION 1.7. Let % be an achieved left Hilbert algebra. Then PI 
contains a net {ea}REA of elements of E such that n(e,) converges to the 
identity operator of X(2l) in the strong operator topology. (Warning: the 
ordering of the e, is not necessarily the usual ordering of projections.) 
Proof. Let A be the set of pairs (E, {ii ,..., <,}) where l is any 
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positive number and (<I ,..., 1;,} is any finite subset of X(%). Order 2l 
in the usual way so that it becomes a directed set. Let 01 = 
(6, (Cl 3.-e, 5,)) E A. By the von Neumann density theorem let f, E 21 
be such that 
II e-J 51, - 5lc I/ < 43 for each k = I,..., 11. 
Now, 7r(&Ja#) is a positive self-adjoint operator and by the proof of 
Theorem 1.11 [7], there is a sequence {e,} C E such that rr(e,) con- 
verges to the range projection of z(t,[,#) in the strong operator 
topology. But, the range projection of .rr([,.$,#) is the same as the 
range projection of ~(5,). Hence, there exists an e, E E such that 
Ii +d 4&J lr - 4&J L II < 43 for each h = I,..., n. 
Therefore, for each k = I,..., n 
and so (eJaeA is the desired net. 
COROLLARY 1.8. For any & E A?(‘%), 
/I 6 II = sup/l 4e)f ~/. 
PEE 
Rieffel’s version of Godement’s theorem can now be extended to 
left Hilbert algebras without first having to characterize those operators 
T affiliated with Z(2l)’ which extend n’(v) for some 71 E X(2I). 
Although a characterization of such operators is given later (Theorem 
1.12), it did not seem possible to deduce Godement’s theorem from 
this result. Thus, the proof given here for Godement’s theorem is 
necessarily rather 
Rieffel’s argument. 
different from (and also a little shorter than) 
DEFINITION I .9. Let 7, 5 E Pb. Then [ is called a square root of 7 
if (t / 77) = (r(5)< I 5) for all t E Pt”. 
THEOREM 1.10. Let r) E pb. Then 7 is integrable if and only $7 has 
a square root 5 E pk. If 7 E 91’ then so is [, and in this case t2 = 7. 
Proof. Suppose that c E gb is a square root of 7. Then, for all 
e E E (7 1 e) = (5 / n(e)<) = I/ z(e)t; /I2 < 11 5 II2 so that 7 is integrable. 
Conversely suppose that 7 is integrable and let T be a positive 
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self-adjoint Friedrich’s extension of n’(q). For each positive integer 1z 
let f, be a function on the nonnegative real numbers defined by 
fn(t) = [y for t E [l/n, n], 
for t $ [l/n, n]. 
Let I&, = fJT)v. Since T is a Friedrich’s extension of T’(T), T is 
affiliated with Z(2I)’ by the appendix to [IO]. Hence, f,(T) E Z(‘2I)’ 
for each n, and so for any .$ E 21” 
Q+LJt = 4f)fn(T)7 = fn(T) +I)5 = fn(T)Te 
= Tfn(T)t. 
But, Tfn( T) is a bounded everywhere defined positive operator, so 
n’(L) = Tfn(T). M oreover, since 2(T) Z B(T’/“) one has that for 
each 5 E iu” 
5 E q Tl12) and T1i2f = lirn n’([,)[. 
Also, T - x’(J&“) is a positive self-adjoint operator with domain 
9(T) so that for e E E and for each n, 
II n’(L)e /I2 = (.rr’(L’) e I e) = ((~‘(5~~) - T) e / e) + (Te I e) 
< (Te / e) = (7 j e) < K. 
By Corollary 1.8 this implies that /I 5, /I < K1/2 for each positive 
integer n. For 5 E Z(2t) define a,(E) = (t / 1;,). Then, {c+J is a 
sequence of bounded linear functionals on Z(2l) and 1) ol, /I < K1j2 
for each n. Define a linear functional 01 on (21”)2 via 
4E1”t2) = l$ 4tl#t2) = li,m(& I ~‘(LJ51) = (t2 I T1/Y1) 
for [r , t2 E %I”. Clearly, \I O( I/ < K1/2 and so 01 extends to a bounded 
linear functional on X(2X). H ence, there is a < E X(cU) such that 
(f”er 1 5) = a(E#c,) = (<r I T1’2[) for all f, f1 E 2I”. But, then 
(5, I I’ = CL I T1’2t) f or all E, .$I E ?I”. Hence, T1j2.$ = n’(C)4 for 
all 5 E 2V’ and so < E Pk. 
Now, let {~or)~eA be a net in 21 such that r(ca) converges strongly 
to the identity. Then for any 5 E 2I”, 
(5 I 7) = @n(t% I 77) = l@n(5 I+(17)t.#) 
= liF([ / T[,#) = lit;“(T1’2[ I Tl/%&#) = liy(?r’(l;) [ ) d(LJ&#) 
= li$+) ~‘(05 I 5) = (4% I 5) 
so that 5 is a positive square root of r). 
#o/13/4-6 
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Clearly, if 7 E Ql’ then T = n’(v) and so T1jz = n’(c) which implies 
that [ E ‘W and 5” = T. 
COROLLARY 1.11. (Godement’s Theorem). Let G be a locally 
compact group, and let q~ E L2(G) be positive-definite. If qz~ is essentially 
bounded in some neighborhood of the identity of G then there exists a 
positive-dejkite function 16 E L2( G) such that v = # * # p-almost every- 
where. 
Proof. By Theorem 1.6, v is integrable and so by the previous 
theorem there is a # in gb such that for all f E M,(G), (f 1 cp) = 
(f * # I#). That is for f E 2&(G) 
j$Y) (jG #(Y-lx) e4 44-r)) 4(Y) = j/(Y) V,(Y) 4-J(Y)* 
Hence, for p-almost all y, 
P(Y) = j. Yw’x> $44 444 = jG VW VWYJ 444 = # * #(Y). 
Using the notation of [6], let gb denote the set of all elements q 
of ;‘e(‘$l) such that the operator ~‘(7) defined by n’(~).$ = ~(07 for 
all .$ E 5%” is closable. In case 7 E d cb, then z-‘(v) will also denote the 
closure of n’(r) defined on ‘X’. The set of closed operators T which 
are affiliated with 9(a) and such that T = n’(v) for some r) E 9Q is 
now characterized. 
THEOREM 1.12. Let T be a closed densely de$ned operator afiliated 
with 2(‘S)‘. Then T = n’(v) f or some 9 E Fb ;f and only if ‘%I” is dense 
in the Hilbert space 9(T), 1 T I(%” n ‘?I’) C 9b and 11 Te 11 < K for all 
e g E. In this case, T E SC’(‘S)’ I.. and only if rl is right-bounded. 
Proof. Suppose T = n’(q) for some 7 E Fb. Then, by definition 
W’ is dense in the domain of T. Clearly, for all e E E, 11 Te 11 = 
11 n(e)7 II < (/ q //. Finally by the proof of Proposition 2.8 of [6], 
I T I = ~‘(5) f or some 5 E 9b and clearly, (r’([)t)b = r’(cb)< for 
5 E %!I” n 2t’ so that I T 1(‘W’ n ‘3’) C 9b. 
Conversely, suppose that T satisfies the conditions. Let T = U / T j 
be the polar decomposition of T. Then 11 I T 1 e jj = 11 Te j/ < K for 
all e E E. Let (&a> b e a net in 9I# _C ‘W n 2l’ (see [12, p. 381 for the 
definition of ‘5%“) such that (I z(fJ/ < 1 for all IX:, & = ea# for all 01, 
and T(&) is positive and converges strongly to the identity on A?(%). 
Let 01 be fixed. Then, as in the proof of Theorem 1.11 of [7], let (e,} be 
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be a sequence of self-adjoint idempotents in 9I” such that enfa = f,e, 
and n(e,) converges strongly to the range projection of $6,). Then, 
I/ 1 T / &en /( < 11 n(&JI (/ ( T 1 e, (1 < K for each n. Let P be the range 
projection of ~(5,). Th en, since / T 1 is affiliated with Z(‘%)‘, 
lipI T ILen = lip +,> I T It, = PI T 15, = I T I& = I T It,, 
because P E Z(Z). Therefore, 11 1 T I 5, II < K for each 01, 
Now, the linear space M = {~~=, fk#qk / ek E ‘II”, Q E ‘QI’ n a”} is 
dense in &?(2I) and for each 01 E A one can define a linear functional 
fa on Z(2I) via fE(q) = (q 1 1 T ( [,) for all 71 E 2(9I). Moreover, 
I/ fb (/ < K for each 01. Define a linear functional f on M via 
f(tl”62) = li~.ffo1(41e52) = lipCi1+E2 I I T IL> = l$4l T I& I UJ 
= l@(C-a51# I (I T E21b) = (P’ I (I T lt21b) = (I T If2 I h) 
for .$ E 2l” and f2 E ‘3” n W. Then f is bounded by K and so extends 
to a bounded linear functional on %‘(2l). Therefore, there is a 5 E #(2l) 
such that f(q) = (71 1 5) for all 71 E Z(‘2I). In particular, for any 
t E W’ and t1 E ‘Ql” n 21’, 
6 I I T IO =f(t?~1) = (t-E1 15) = (fl / 5-r’(&). 
Hence, / T / ,$’ = n’(o$ for all f E 2I”. Thus, T[ = U 1 T 1 5 = 
Un’(ZJ.$ = r(t) UC = n’( Uc)[ for all f E Cu”. Therefore, UC E Sb 
since T is closed. But, since ‘%I” is dense in 9(T), T = n-‘( UlJ. 
Clearly, U< is right-bounded if and only if T E Z(2f)‘. 
2. THE PREDUAL OF .9(2I) AS A SPACE OF INTEGRABLE ELEMENTS 
If X is a locally compact Hausdorff space and v is a positive Radon 
measure on X whose support is all of X, then 2l = L2(X, v) n L’“(X, v) 
with pointwise operations is a full Hilbert algebra. Clearly, the non- 
negative elements of L2(X, V) which are also in Ll(X, v) are precisely 
those positive elements of Z(‘2I) (=L2(X, v)) which are integrable as 
defined in Section 1. Thus, in this case, the linear span of 9’pnt is 
just L1(X, V) n L2(X, v). H ence, in general, it is reasonable to denote 
the linear span of 9& by L1 n 3. An integral can now be defined on 
L1 n 8 which agrees with the integral over X in the instance 
described above. First the integral is defined for positive elements. 
398 PHILLIPS 
DEFINITION 2.1. Let 7 E Yb. Then the integral of 7 is defined to be 
I(T) = ;$7 1 4 
PROPOSITION 2.2. I: 9b + [0, co] sati+es the following properties: 
(I) I(v) < co zfandonly if vEY)$t; 
(2) If q E 9Fnt and 5 is a positive square root of 7, then I(T) = 11 5 112; 
(3) I(q) = 0 ifand only $7 = 0; 
(4) If q1 , r12 E gb then I(Q + r12) = I(R) + Ib2). 
Proof. Statement (1) is just the definition of 9jnt . Statement (2) 
follows from Corollary 1.8. One implication of statement (3) is trivial. 
On the other hand, suppose 1(v) = 0. Then 7 E pint and if 5 is a 
positive square root of q, then 5 = 0 by statement (2). Thus, for all 
SE 8, 
(E I 7) = (40 5 I l) = 0 and so 71 = 0. 
To see statement (4) let q1 , v2 E 9b. If either I(vr) or I(Q) is 
infinite, then I(Q + r12) is infinite, and so equality is trivial. Thus, it 
is supposed that both ~,-r and Q are in 9’pnt. Let <r and c2 be positive 
square roots of vr and q2 , respectively. Let E be any positive number. 
By Proposition 1.7 let e E E be such that for i = I, 2 
I/ 44 ti - Ci II < 2,, (, i + 1 . 
Then, 
4% + 92) 3 (771 + 172 I4 = (51 I+)bJ + CT2 I +)52) 
= II 51 /I2 + II 52 II2 - (5, I 61 - 4%J - (5, I t2 - r(e)&) 
a Qh) + @h) - E. 
Since E was arbitrary, one has that I(Q + vz) > I(7i) + I(Q). The 
reverse inequality is trivial. 
DEFINITION 2.3. Let .$ E L1 n A? and let 5 = C,“=, a& where 
qk E g&t and 01~ is a complex number for each k = I,..., n. Define the 
integral of 4 to be 
W) = i %&d~ 
I;=1 
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Using the fact that I is nonnegative-valued and additive on PkI,t , it is 
easy to check that I is well-defined on L1 n Z. 
COROLLARY 2.4. Let G be an arbitrary locally compact group with 
identity element e. Then, L1 n # can be taken as a space of continuous 
functions on G and with this convention, I(y) = v(e) for any y E L1 n .X. 
Proof. By Corollary 1.11, L1 n 2 can be taken as a space of 
continuous functions on G. Since both I and evaluation at e are linear 
it suffices to check the formula for v E S&, . But, if $I is a positive 
positive root of F, then 
944 = * * 4(e) = j. VW’) VXY) 443~) = j I ~L(YV 44~) = II 1cI II2 == QP). 
Now, if 91 = L2(X, V) n L”(X, V) is the example described pre- 
viously, then JP(?I) = L”(X, V) and so for f E L1(X, v); 
since 2l is weak-* dense in L”(X, v). By analogy, an “Ll-norm” is 
defined on L1 n 8 via: 
PROPOSITION 2.5. I/ - /I1 dfi e nes a norm on L1 n 2 with the following 
properties: 
(1) Fo~rl~~!IltaA =1(q); 
(2) For any rl l n x9 I W d II rl IL; 
(3) For any 7) a n 2, II 17 III = II 7b Ill . 
Proof. Clearly, 11 *l/r is subadditive and homogeneous and if 
II 71 IL = 0 then 71 is orthogonal to ‘W, and, hence, 7 = 0. To see that 
Ij * II1 is a norm it suffices to see that it is finite-valued. Let 5 E L1 n X’, 
and suppose [ = Cz=, ~~7~ where r),. E Yfnt, for each k. Then, 
k=l 
where ck is a positive square root of rlk for each k. 
To see statement (l), let r) E Pj& and let 5 be a positive square root 
of 7. 
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But also, 
To see statement (2), let 5 = xEz1 “krk E L1 f7 If, where qk E 9fnt 
for each k. For each k let 5, be a positive square root of rllc . Let E be 
any positive number. By Proposition 1.7 let e E E be such that 
______ I! +%k - 5k II < n, oIk / ,,;, ,, + 1 for each k = I,..., n. 
Then, 
= 1 il ak(tk I 5k) + sl 4+9 lk - Ck I 51~) / 
b I I(t)1 - 1 i ak(+) Ck - 5k I 51~) / 3 I W>l - 6 
k=l 
Since E was arbitrary, statement (2) follows. 
To see statement (3), let r) E L1 n X. Then, 
DEFINITION 2.6. Let ?I be an achieved left Hilbert algebra. 
Define Ll(‘%) to be the completion of L1 n 2 in the norm 11 */Il. 
By Proposition 2.5, I and b extend uniquely to Ll(%) and properties 
(2) and (3) holds for these extensions. 
In the case that 2I = L2(X, V) n L-(X, v), it is clear that Ll(‘i!~) = 
L1(X, v). In the case that ‘8 is the full Hilbert algebra corresponding 
to the von Neumann algebra A with faithful, normal, semifinite trace 
91, LV) = LYv) ( w h ere Lr(v) is defined in [2, p. 1071). In the case 
‘% = 2I(G) for G a locally compact group, it is clear that L1(‘%) is the 
Fourier algebra A(G) as defined by Eymard in [3]. Thus, Theorem 2.9 
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not only generalizes the fact that L”(X, V) is the Banach space dual of 
Li(X, v), but it also generalizes theoreme 9 [2, p. 1071 and theoritme 
3.10 of [3]. First an elementary lemma. 
LEMMA 2.7. Let 7, 5 E A‘(%). Let (~~1, {J&J be sequences in 9I’ 
converging to q, 5, respectively. Then, qninb is a Cauchy sequence in 
L1(21) and converges to an element (denoted 7&b) in L’(S). Moreover, 
$b does not depend on the choice of {qn}, {{%}. Also, if 71 E 9&b and 
(5,) C XI is a sequence converging to the positive square root of 7 then 
{&i&b} C 9$,t and <,c,b converges to 7 in L’(91). 
Proof. Let 7, 5 E &(?I), and let {q,}, (in} be as in the statement of 
the lemma. To see that q,[, b E Ll(%) it suffices (by the polarization 
b identity) to see that E@ E Yint for t E 91’. But (ffb / e) = // r(e)8 /j2 .< 
/I 5 /I2 for all e E E so that c@ E PPbt . 
Now, 
which converges to zero. It is easy to see that the limit of {T,cnb> 
depends only on q and 5. The proof of the last statement of the lemma 
is the same as the proof above. 
COROLLARY 2.8. The algebra (‘W)2 = {~~=l r)& / Q , & E 2l’} is 
dense in Ll(?[). 
THEOREM 2.9. Let T E .Y(rU). Then there is a unique q’T E (Ll(‘zI))* 
such that for all 7 E 9&b , ~~(7) = ( T$j2 j $i2) where $I2 is the 
positive square root of q. Moreover, every v E (Ll(rU))* aiises in this way 
and the map T + y7 is an isometric linear isomorphism of Z(%) onto 
PP)) * which is a homeomorphism .from the ultra-weak topology on 
Z(2l) to the weak-* topology on (Ll((u))*. 
Proof. Let T E Z(‘u). Clearly, ‘f 1 yr exists it is unique. First, let 
T = ~(5) where 4 E W’. For 7 E L1 n s-‘?‘, define P)&~I) = (t / qb). 
Then, 
I ??do(7)l = ICE I 7b>l G II 49 II 7b Ill = II 49 II 7 Ill * 
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Thus, ?n(E) is a bounded linear functional on L1 n 3 and so 
extends uniquely to a bounded linear functional on LI(21) such that 
II 9)dd II G II Q-+%. Let rl E pint , then VW)(T) = (t I V> = (f I 7) = 
(46) P I V). 
Now, let T E Z(2l) be arbitrary, and let ftE} 2 Cu” be a net such that 
‘rr([,) converges to T in the strong operator topology and such that 
II n(L)11 < II Tll for all 01. IJet rl E g&t . Then, ME,)(?I) = CL I v> = 
(71.(L) 9 I e) converges to ( Tq1i2 171/Z). Hence, for any 5 E L1 n 2, 
(P~Q(<) converges to some complex number. Define 
w(5) = “,” %&J(i) 
for 5 E L1 n 39. Then, g)r is a linear functional on L' r\ S’F and for 
any [ELlnX, 
Thus, vr extends uniquely to a bounded linear functional on L’(21) 
such that II p)T I/ < II T/I. By the above, yT(y) = (!j”r’12 / q112) for 
r E %t . 
Conversely, let v E (Ll(%))*. Define a sesquilinear map @ on 
‘8’ x %?I’ via @(5, rf) = v(&b). Th is is well-defined by Corollary 2.8. 
Now, for 5, 7 E 21’, 
il hblll = zg ICE I 59)l G II ? II II 1 II. 
117;(C) ,,=l 
Hence, for any 
5, 7 E ‘LI’, I @K dl d II P II II hb /II G II v II II 5 Ii It 7 II. 
Hence, @ extends uniquely to a sesquilinear map on @ on A? x 2 
such that 11 Q, II < II v 1). Th ere ore, f there exists a unique bounded 
linear operator T on 2 such that I/ T/I = (I @ /I < 11 v (1 and such that 
@(L rl) = (T5 i rl) f or all 5, 7 E Z. In particular, for 5, 7 E 2t’, 
di7”) = CR 117). 
Hence, for f, 5, 7 E 2l’, 
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for all 5 E ‘21’ and so T E Z(‘91). Now, let 7 E 9&b , and let (Q C ?I’ 
be a sequence such that lim, 5, = ~‘1~. Then, by Lemma 2.7, 
9417) = Ii,? d5,Lb) = li,m(TL I 5,) = (T7112 I q1’2) 
= w(d. 
Hence, 9 = qua and II FT II = II T II. 
To see the final statement, let 7, < E %‘(a) and let {TV}, {cn} C 9I’ be 
sequences converging to 7, 5, respectively. Then, by Lemma 2.7 q,c,b 
converges to $b inL?(Bl). Thus, by the above, for any T E Z(S) 
Hence, the weak-operator continuous linear functionals on 2($X) are 
isometrically embedded in L1(2t). By Theo&me 1 [2, p. 381, L1(2t) is 
isometric with the space of ultraweakly continuous linear functionals 
on Z((LI) and the ultraweak topology on Z(QI) is equal to the weak-* 
topology on Z(0-r) when Z(‘u) is considered as the dual space of Ll(\LI). 
PROPOSITION 2.10. Ll(%) = {# 1 v, i E Z($?I)}. 
Proof. This follows from Proposition 6.2 of [6] and Proposition 5 
[2, p. 2651. 
Since Lr((u) is now identified with the space of ultraweakly con- 
tinuous linear functionals on 9(9I), by abusing notation one writes 
17(T) = drl) for -q EL~((LI) and T ~9(‘9I). 
One can now describe the integral and the involution on L’(a) 
entirely in terms of Z((zI) and the above identification. For, if 
7 E L1 n .X and 77 = CF=, akvk where ?k E SF,,, for each k = I,..., n, 
then 
Therefore, by continuity, one has that I(q) = r)(l) for all 7 ELM, 
A similar computation shows that for any r) ELM and any T E 9((u). 
$(T) = 71(T*). Th us, the structure of Ll(‘%) does not really depend 
on 2l but only on Z(2l). However, there is a very simple relation 
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between the norm jl * jlr and the norm on X-‘(%?l). In fact, for any 
rl E fl(Qq> II rlrlb IIY = /j 77 11. By Lemma 2.7 it suffices to prove this 
for 7 E +9X’. But, in this case, qqb E ~?;l”,~ and so by Proposition 2.5 and 
Corollary 1.8, 
If G is a locally compact Abelian group then ‘LL(G) can be identified 
with L”(G) n L”(G) via the Fourier transform (the operations on 
Lyq n L”(G) are pointwise). In this case, for q E PI(G)’ 
II rl II = Ii rl * rib ll$‘2 = II $4 II:‘” = II I ii i2 I~:;’ 
which is the L”(G) norm. Thus, the above formula generalizes the 
Plancherel formula. 
3. SQUARE-INTEGRABLE REPRESENTATIONS 
DEFINITION 3.1. By a representation T of a left Hilbert algebra %, 
is meant a #-representation T of 2l on a Hilbert space H such that 
there is a self-adjoint net {fti}aeA C CLI with the property that n(&) 
converges strongly to the identity on X(2I) and Tfa converges strongly 
to the identity on H. For each, x, y E H, the linear functional wzY on 
?I defined by wz,( 0 = (T,x 1 y) will b e called a coordinate functional 
of T. 
DEFINITION 3.2. Let T be a representation of $2 on H. A vector 
x E H will be called square-integrable if the coordinate functional wzz 
is continuous on !!I in its pre-Hilbert space norm. In this case there 
is an element t, E X(‘S) such that w,(Q = (E / tz) for all 5 E 2l. The 
element t, will be called the coordinate element in Z(‘2I) corresponding 
to x. 
PROPOSITION 3.3. Suppose that either Yl is an achieved left Hilbert 
algebra or that ‘$I satisfies the hypotheses of Lemma 1.2. Let T be a 
representation of 2l on H. If x is a square-integrable vector in H, then t, 
is an integrable positive element in A?(%). 
Proof. To see that t, is positive, one only needs to check that for 
all 5 E ‘%, (@‘+5 / t.J 3 0. But, 
POSITIVE INTEGRABLE ELEMENTS 405 
To see that t, is integrable, let {,$JasA be a net in 01 which satisfies 
Definition 3.1. Then there is some positive number K such that 
(tZ 1 f,2) = ~~~(52) = (T, x 1 T, X) < K for all 01 in some cofinal 
subset B of A. Hence, t, latisfiei Proposition 1.5 with respect to the 
net (t&EB and so t, is integrable. 
DEFINITION 3.4. A topologically cyclic representation of ‘2l will be 
called square-integrable if and only if it has a cyclic vector which 
is square-integrable. In the next theorem (21 is assumed to be achieved. 
THEOREM 3.5. If T is a square-integrable representation of s9I on H, 
then there is an element 5 E 9b such that T is unitarily equivalent to 
the left regular representation of ‘% on n(‘u)c. Conversely, ;f K = n(B)< 
for some 5 E @, then the left regular representation of 21 on K is square- 
integrable with a positive cyclic vector r) E 91’. 
Proof. Let T be a square-integrable representation with square- 
integrable cyclic vector x E H. By Proposition 3.3 t, is a positive 
integrable element of Z(%) and so has a square root 5 E gb. Now for 
all 5 E 91 
(T5X I 4 = %d4) = (5 I cc) = (4% I 5). 
Hence, by 4.4.3 of [9], T is unitarily equivalent to the left regular 
representation of ?I on n(%)<. 
Conversely, let L = n(‘%)c, where 5 E z@‘. Let X = Z(a), and let 
z’(i) = UR = SU be the polar decomposition of the closed operator 
n’(c). That is, R = (~‘(~)*rr’(<))1’2 and S = (r’(S) ~‘(<)*)l/~. For each 
positive integer n, define a function on the nonnegative real numbers 
via 
f&) = I;‘“’ 
for t E [l/n, l/(n - l)), 
for t< l/n or t>l/(n-l), 
where 1 /O = 00, by convention. Let e, = n’(l) f%(R) lb for each ~ - 
positive integer n. Then, e, E T’(&x? = n(a)< = L for each n. Now, 
for each f E 21, one has 
(5 I 4 = (E I G3f,(Wb) = (43 Z;b lfnWb) 
= (fnW 43 i-b I 59 = (fn(W lb I +?%b) 
= (~‘(5>fn(R) Cb I 59 = (en I P), 
where f%(R) E .Z(‘%) by spectral theory; and 5b E @n’(c) f,(R)) since 
~‘(~)*~‘(Q f%(R) = (t2f,)(R) is a bounded everywhere defined 
operator. Hence, for each n, e, E G@b and enb = e, . 
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Now, for each [ E ‘21 and for each positive integer n 
where this last equality follows from the fact that 
(See, for example, the proof of Lemma 3.3 of [12].) 
Hence, &(e,) = S2fn(S) h h w ic is a bounded self-adjoint projection 
by spectral theory. Moreover, Cz==, I’ is the range projection of 
* s = (x’(5) r’(l) > 1~ which is also the range projection of n’(l). Now, 
let 
7=f’ en 
n=l 2” 1 + II Gl !I . 
Then, 17 E ‘8’ and moreover, 7 EL since e,, EL for each n. Clearly, 
q E 9 and 77 is square-integrable since 
U,,(E) = (x(.$7 j 7) = (4 1 7”) is continuous for [ E !!I. 
Now, since 77 EL, z((u)v CL and so to prove that 7 is topologically 
cyclic for L = r(iu)c, it suffices to approximate elements in @l)5 by ~ ~ 
elements in n’(v)Z since T’(T),%’ = ~(9I)q. Therefore, if [ E ‘8 then 
r(f){ = r’(l)6 so that given any positive number E there is a positive 
integer m such that 
11 it +k) a)4 - +)t 1; < E. 
k=I 
Let p E A6 be defined by p = n’(xT==, 2k(l + /I ek 11) eJ 7r(E)5. Then, 
X’(T)P = C:L r’(e,) v’(i>t. Hence, II n’(rl)p - 405 I/ < E so that rl 
is topologically cyclic for L. 
COROLLARY 3.6. T is a square-integrable representation of 4% on H 
if and only if T is unitarily equivalent to the left regular representation 
of PI on the closure of a principal left ideal of BI’. 
COROLLARY 3.7. Let G be a locally compact group. then T is a 
square-integrable representation of ‘B(G) if and only if T is unitarily 
equivalent to the left regular representation of cU(G) on a subspace of 
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L2(G) which is topologically cyclic with a cyclic vector .f such that the 
rejection off is also in L2(G). 
COROLLARY 3.8. Let T be a square-integrable representation of 41 
on H. Then the square-integrable vectors of H are dense in H. 
Proof. By Corollary 3.6 T is unitarily equivalent to the left 
regular representation of ‘2I on 2l’~ for some r E ‘91’. But, any vector 
of 91’7 is clearly square-integrable. 
4. IRREDUCIBLE SQUARE-INTEGRABLE REPRESENTATIONS 
DEFINITION 4.1. The set of nonzero self-adjoint idempotents of 
‘W will be denoted by E’. If e’, e E E’ then one writes e’ ~5 e if 
r’(e’) < n’(e). That is, e’ < e if and only if e’e = ee’ = e’. An element 
e E E’ is said to be minimal if whenever e’ E E and e’ < e, e’ = e. 
PROPOSITION 4.2. Let M be a minimal left invariant subspace of 
%(‘%I) such that M n 9 # (0). Then, M n E’ = {e} and e is minimal. 
Moreover, M = ‘U’e, and M n ‘$I’ = ‘We is a minimal left ideal of 81’. 
Proof. Let q EM n 9 be nonzero. Then, by the proof of 
Theorem 3.5 there is an e E M n E’. Since M is minimal, M = ‘Ll’e = 
r’(e)%. Let e’ < e and e’ E E’. Then, e’ E ‘U’e C M and so (LI’e’ = 
rr’(e’)Z C M. However, by the minimality of M one has 
T’(e’)Z = M = n’(e)%. That is, q’(e’) = n’(e) and so e’ = e. Hence, 
e is minimal. 
On the other hand, if f E M n E’, then by a similar argument 
T’(e) = n’(f) so that e = f, and, hence, M n E’ = {e}. Now, 
2I’e C M n ‘2’. But, since M = n’(e)%, one has that if 7 E M n ‘$I’ then 
r) = z’(e)7 = qe E We. Finally, let 4 2 4l’e be a nonzero left ideal of 
‘21’. Then, by Theorem 1.14 of [7] there is an e’ E 4 n E’ C M n E’ = 
{el,. Therefore, e = e’ E 9 and so M’e C 9. That is, Yl’e = 9 and so 
We is a minimal left ideal of ‘91’. 
COROLLARY 4.3. Let M be a minimal left invariant subspace of 
X(a). Then the left regular representation of ‘2X on M is square-integrable 
if and only if M n 9 # (0). 
By Example 1.4 of [7], it is easy to see that there can exist minimal 
left invariant subspaces M (of %(‘$I)) such that M n 3b = (0). In 
particular, there can exist topologically cyclic subrepresentations of the 
left regular representation of 6% which are not square-integrable. 
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Remark 4.4. By using the techniques of Section 5 of [lo] one can 
show that for e a minimal element of E’ the space We is closed in the 
.Qb topology and that es, is closed in Z(%). However, in view of 
Corollary 3.6 one would hope that ‘Ll’e were closed in Z(%). Moreover, 
in view of Theorem 5.14 of [lo], one would also hope that the closed 
two-sided invariant subspace s generated by ?I’e were contained in 91’. 
This will always occur if the involution on 21 is continuous. In 
general, however, these properties fail (see [8, pp. Sl-851). 
If one defines an irreducible square-integrable representation to be 
special if the two-sided invariant subspace 23 generated by !X’e is 
contained in PI’, then one can use arguments of Nakano [5] to show 
that B is a right H*-algebra in the sense of Smiley [I I]. By standard 
arguments one can then deduce the following proposition which is 
an imitation of Proposition 5.15 of [IO]. 
PROPOSITION 4.5. If T is a special square-integrable irreducible 
representation of 2l on the Hilbert space H and B is the closed two-sided 
ideal of 2I’ (and of ?I) corresponding to T, then T restricted to 23 is a 
*-isomorphism of % as a right H*-algebra onto a matric right H*-algebra 
of operators on H (the isomorphism multiplies the inner product on !B by 
a positive contant). The kernel of T is 2F n 21. 
Remark 4.6. The previous proposition shows that the theory of 
special square-integrable irreducible representations is a trivial 
generalization of the theory of irreducible square-integrable repre- 
sentations for Hilbert algebras in the sense that the left Hilbert 
algebra 21 must have a direct summand on which the involution is 
continuous in order that it be possible for Cu to have special square- 
integrable irreducible representations. From these considerations, it 
is easily seen that the example [8, pp. 81-X5] has no special square- 
integrable irreducible representations even though Z(2I) is a type I 
factor. 
5. PROBLEMS 
I. Does Corollary 1.3. hold for any left Hilbert algebra % ? 
2. Can the hypothesis ) T 1 (21” n W) _C 9 be dropped from 
Theorem 1.12 ? I conjecture that it cannot. 
3. Can any of the useful properties of the predual of 9(2X) be 
derived directly from the construction of section 2. ? 
4. Are irreducible square-integrable representations worthwhile 
objects of study ? Do they have any special properties ? 
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