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7P R E F A C E
On a regular basis and with this report annually, the Max Planck Institute for Informa-
tics publishes a report for the general public. We would like to take this opportunity 
to present some of the current topics, goals and methods of modern informatics. 
We introduce the work of our institute and hope to bring you, our readers, closer to 
the fascinating world of our science.
The Max Planck Institute for Informatics aims to be a lighthouse in research in infor-
matics. We aim to have impact in the following ways: First, through our scientifi c work, 
which we disseminate mainly through publications and books, but also in the form of 
software and internet services. Second, through the training of young scientists, par-
ticularly during the doctoral and postdoctoral phases. We are educating future leaders 
for science and industry. Third, through our role in the fi eld. We initiate and coordinate 
large research programs, and serve on important committees. Fourth, by attracting talent 
from within and outside the country. About half of our staff of over 190 scientists comes 
from abroad. Fifth, through the transfer of our results into industry. These transfers 
take place through cooperation projects, spin-offs, and people. Sixth, by building a 
world-class competence center for informatics in cooperation with our partners: Saar-
land University, the German Research Center for Artifi cial Intelligence and the Max 
Planck Institute for Software Systems. We have been very successful in all of these 
undertakings in recent years.   
Our success is becoming visible in the new buildings for the Max Planck Institute for 
Software Systems, the Center for Bioinformatics, the Intel Visual Computing Institute, 
the informatics lecture halls, the informatics and mathematics library, and the Cluster 
of Excellence, all of which are located at the Platz der Informatik.  
The report is structered as follows: After an over-
view of the institute and its departments and 
research groups, we present the main areas of 
recent work. These topics span several depart-
ments and will also be the focus of our work in 
the next years. This part is followed by a brief 
overview of current events. The last part of the 
report contains a selection of recent scientifi c 
publications and a compact presentation of the 
institute through key indicators.  
Please enjoy reading this report. 
Bernt Schiele  Managing Director
P R E F A C E
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The Max Planck Institute for Informatics, 
an Overview
Information technology infl uences all aspects of our lives. Computer systems, hardware, soft-
ware, and networks are among the most complex structures that have been constructed by man. 
Computational thinking is a new way of studying the universe. Basic research in informatics is 
needed to cope with this complexity, to lay the foundations for powerful computer systems, and 
to further develop computational thinking.
O V E R V I E W
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 Basic research in informatics has 
led to dramatic changes in our everyday 
lives in recent years. This has become 
particularly clear in the last two decades: 
The worldwide web, search engines, 
compression processes for video and 
music, and secure electronic banking 
using cryptographic methods have re-
volutionized our lives just a few years 
after their discovery at universities and 
research institutes. 
 The Max Planck Society, the lead-
ing organization for basic research in 
Germany, reacted to these challenges 
by founding the Max Planck Institute for 
Informatics (MPI-INF) in Saarbrücken 
in 1990. In 2005, the Max Planck Insti-
tute for Software Systems (MPI-SWS) 
was established with sites in Saarbrück-
en and Kaiserslautern. There are depart-
ments with a strong emphasis on infor-
matics in other institutes of the Max 
Planck Society as well. The restructuring 
of the Max Planck Institute for Metal 
Research into an Institute for Intelligent 
Systems has further strengthened infor-
matics within the Max Planck Society. 
Given the importance of the area, the 
establishment of further institutes for 
informatics or related areas is desirable. 
Goals
 The Max Planck Institute for 
Informatics aims to be a lighthouse in 
research in informatics. We aim to have 
impact in the following ways: 
 First, through our scientifi c work, 
which we disseminate mainly through 
publications and books, but also in the 
form of software and internet solutions. 
At the moment, we are concentrating 
on algorithms for very large, multimod-
al data. Multimodal means text, speech, 
images, videos, graphs, and high-dimen-
sional data. 
 Second, through the training of 
young scientists, particularly in the doc-
toral and postdoctoral phases. We are 
educating future leaders for research 
and business. Over 190 researchers are 
working at our institute and remain with 
us on average for three years. In this way, 
we provide the society with over 60 well-
trained young scientists each year. 
 Third, by our role in the profession. 
We initiate and coordinate large research 
programs and serve on important com-
mittees, e.g., the “Wissenschaftsrat”. 
The Institute has played a signifi cant 
role in forming the Excellence Cluster 
“Multimodal Computing and Interaction” 
and the “Graduate School of Computer 
Science”. 
 Fourth, by attracting talent from 
within and outside the country. Half of 
the research staff of the institute comes 
from outside Germany. This strengthens 
the talent base in Germany and estab-
lishes bridges to foreign countries. 
 Fifth, by transferring our results 
to industry. These transfers take place 
through cooperation projects, spin-offs, 
and people. Intel founded the Intel 
Visual Computing Institute in 2009 
together with the UdS (Saarland Uni-
versity), the DFKI (German Center for 
Artifi cial Intelligence), the MPI-SWS, 
and the MPI-INF. Intel is investing $12 
million in a new research project with its 
head-quarters on the campus of the UdS. 
The development of future graphics and 
visual computing technologies are at the 
core of the center’s work. The investment 
will take place over a period of fi ve years 
and is the most extensive cooperation 
between Intel and a European university 
to date. 
 Sixth, by building a world-class 
competence center for informatics in 
cooperation with our partners, the UdS, 
the DFKI, and the MPI-SWS. We have 
been very successful in all of these en-
deavors in recent years.
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History and Organization
 The Max Planck Institute for Infor-
matics was founded in 1990 with Kurt 
Mehlhorn as the founding director. He 
has led the “Algorithms and Complexity” 
department since then. Also, Harald 
Ganzinger was involved from the very 
beginning and led the “Logic of Pro-
gramming” department until his death 
in 2004. A third department, “Computer 
Graphics”, followed in 1999 under the 
direction of Hans-Peter Seidel. Thomas 
Lengauer then joined in 2001 to lead 
the “Computational Biology and Applied 
Algorithmics” department. Gerhard 
Weikum has led the “Databases and 
Information Systems” department since 
2003. In the summer of 2010, the new 
“Computer Vision and Multimodal Com-
puting” department, led by Bernt Schiele, 
was added. 
 In addition to the departments, 
the institute is home to independent 
research groups: The research group 
“Automation of Logic” headed by Chris-
toph Weidenbach, and several research 
groups, which have been established 
within the Cluster of Excellence on 
“Multimodal Computing and Interaction” 
as well as through the cooperation with 
Stanford University, carry out their work 
at the institute. They are headed by 
Mario Albrecht, Jan Baumbach, Tobias 
Friedrich, Ivo Ihrke, Meinard Mueller, 
Antti Oulasvirta, Tobias Ritschel, Ralf 
Schenkel, Carsten Stoll, Martin Theo-
bald, Thorsten Thormählen, Michael 
Wand, and Tino Weinkauf.  
Research Topics
 Algorithms are our central research 
subject. An algorithm is a general recipe 
for solving a class of problems. We enlarge 
the computational universe through the 
design of new and better algorithms. We 
prove the correctness of these algorithms 
and analyze their performance. We im-
plement them and validate them through 
experiment. We make them available to 
the world in the form of software libraries 
and internet services. We study inherent 
properties of computation and investigate 
techniques for robust software design. 
We apply the algorithms to interesting 
application problems. Improved hardware 
has led to impressive gains in effi ciency; 
improved algorithms can lead, and have 
led, to even larger gains. Here is an ex-
ample: The state of hardware and algo-
rithms in 1970 made it possible to calcu-
late an optimal travelling salesman tour 
through 120 cities (a classic optimization 
problem and a recognized benchmark 
for computer performance). Adding one 
more city multiplies the run time of the 
classical algorithm by 120, and adding 
another city multiplies it by 121; the 
running time grows super-exponentially. 
By combining the increased hardware 
speed, made possible by today’s technolo-
gy and the classical algorithm from 1970, 
we could solve problems with 135 cities. 
It is the advancement in algorithms that 
allows us to fi nd an optimal route through 
thousands of cities today; if we were to 
rely soley on advances in hardware, such 
performance would not even be possible 
in a hundred years. 
 The scientifi c problem of under-
standing the hand-developed algorithms 
and their realization in computer programs 
has two important aspects. First, there 
is the question of whether the program 
calculates what it was intended to with-
O V E R V I E W
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out “crashing”, “freezing”, or blocking all 
of the computer’s resources.  Second, 
there is also the question of whether the 
program is “effi cient”, i.e., whether the 
best possible algorithm has been found. 
The department “Algorithms and Com-
plexity” concentrates on the resource 
requirements of algorithms. The most 
important resources are running time 
(How long must I wait for the result of 
my computation?) and space requirement 
(Do I have enough storage space for my 
calculation?). The group develops new 
algorithms with improved running times 
and storage requirements and also studies 
the basic limits of computation (How 
much time and space are provably neces-
sary for a computation?). 
 The “Automation of Logic” research 
group investigates logic-based generic 
procedures for solving “hard” combinato-
rial and decision problems. Typical logic-
based applications are the verifi cation of 
systems with a signifi cant discrete pro-
portion and optimization problems. 
 Nowadays, computers are used to 
model, represent, and simulate aspects 
of real or virtual worlds. Since the visual 
sense is a key modality for humans, com-
puter graphics has become a key tech-
nology in modern information and com-
munication societies. The department 
“Computer Graphics” researches the en-
tire processing chain from data acquisi-
tion via modeling (creation of a suitable 
scene representation) to image synthe-
sis (generation of views for human con-
sumption). The following scientifi c chal-
lenges emerge from this: For the input 
side, we want to develop modeling tools 
for effi cient handling and processing of 
large data fl ows, and, on the output side, 
we are seeking new algorithms for fast 
computation of high-quality views; these 
algorithms should exploit the capabilities 
of modern graphics hardware. 
 The department “Bioinformatics and 
Applied Algorithmics” addresses the po-
tential of computing for the life sciences. 
The life sciences have an increasing de-
mand for algorithmic support due to the 
recent large increase in experimental 
data. Algorithms play a central role in 
the preparation and confi guration of 
biological experiments and even more 
in the interpretation of the biological 
data generated by them. The computer 
is now an essential tool for biology and 
medicine. The understanding of biologi-
cal processes on the molecular level is 
not possible without sophisticated infor-
mation processing. Vast amounts of data 
need to be processed in modern biology, 
and the biochemical interactions in the 
living organism are so complex that stud-
ying them is hopeless without algorith-
mic support. Therefore, bioinformatics 
methods have become essential for mo-
dern research on the diagnosis and treat-
ment of illnesses. 
 The “Informatics for Genome Re-
search and Epidemiology” independent re-
search group, led by Dr. Alice McHardy, 
develops new methods for the analysis 
of genomic sequences in order to investi-
gate questions of medical and biotechno-
logical relevance.  
 The “Databases and Information 
Systems” department is dedicated to the 
topics of search, distribution and organi-
zation of data in digital libraries, scien-
tifi c data collections, and the worldwide
web. Our long-term goal is the develop-
ment of easy-to-use, scalable, and pre-
cise tools for intelligent searches, which 
actively support the user in the formu-
lation of queries and in fi nding relevant
information from different data formats. 
A special characteristic of this research 
is the automatic extraction of structured 
information from unstructured sources 
such as the worldwide web. Our extrac-
tion processes combine pattern recogni-
tion, linguistic methods, and statistical 
learning. In this way, the department has 
created one of the most comprehensive 
knowledge bases over the past few years 
and has made it publicly available. In ad-
dition, we are developing new methods 
and software tools for the search and 
analysis of XML documents, graphics-
based RDF data, and very data-intensive 
internet archives. We investigate various 
approaches for the implementation of 
these methods in distributed computing 
systems for better scalability.  
 The department for “Computer 
Vision and Multimodal Computing”, start-
ed in 2010 and headed by Prof. Bernt 
Schiele, investigates processing and un-
derstanding sensor information. Sensors 
range from relatively simple, e.g., GPS 
and acceleration sensors, to very power-
ful sensors, e.g., cameras. They are 
embedded in more and more devices. 
Although the algorithmic processing of 
sensor information has advanced con-
siderably, it is still mainly limited to low-
level processing. In particular, we are 
far from being able to fully interpret 
and understand sensor information. 
Such sensor understanding is, however, 
a necessary prerequisite for many areas 
such as man-machine interaction, the 
indexing of image and video databases, 
or for autonomous systems such as 
robots.
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Excellence Cluster „Multimodal 
Computing and Interaction“
 The Institute plays an important 
role in the Cluster of Excellence on 
“Multimodal Computing and Interaction”, 
which was established by the DFG 
(German Research Foundation) in 2007.  
All directors of the institute are principal 
investigators of the cluster, and Hans-
Peter Seidel is the scientifi c coordinator.  
 The starting point of the cluster’s 
research program was the observation 
that there have been dramatic changes 
over the last two decades in the way we 
live and work. Twenty years ago, most 
digital content was textual, whereas to-
day, its scope has exploded to include 
audio, video, and graphics that are avail-
able practically everywhere. The challenge 
is to organize, understand, and search 
this multimodal information in a robust, 
effi cient, and intelligent way and to de-
velop reliable and secure systems that 
allow intuitive multimodal interaction.  
The cluster addresses this challenge. 
The term “multimodal” describes the 
different kinds of information such as 
text, speech, images, video, graphics, and 
high dimensional data as well as the way 
in which it is perceived and communi-
cated, particularly through vision, hear-
ing, and human expression.  The cluster’s 
primary goal is to improve the ability of 
computer systems to effi ciently and ro-
bustly collect, then process and present 
data of various modalities. A further goal 
then is to analyze and interpret large 
volumes of distributed, noisy, and incom-
plete multimodal data and then organize 
and visualize the obtained knowledge 
in real-time. This is called mulitmodal 
processing. Everyday interpersonal com-
munication is based on numerous differ-
ent modalities; so, the cluster’s second 
major goal is a similarly natural multi-
modal interaction of information systems 
– anywhere, anytime. The systems must 
consider environmental context, react to 
language, text, and gestures, and then 
respond in appropriate modalities. 
 This research program builds on 
existing strengths: The cluster comprises 
the departments of Computer Science, 
Computational Linguistics and Phonetics, 
and Applied Linguistics at Saarland Uni-
versity, our Max Planck Institute for In-
formatics, the German Research Center 
for Artifi cial Intelligence, and the Max 
Planck Institute for Software Systems. 
The participating institutions have agreed 
on a joint long-term research program 
as the basis of their work. The university 
and the state government provide special 
assistance to the cluster.
 A prominent goal of the cluster is 
to qualify and promote young scientists. 
Saarbrücken has acquired a reputation 
over the years as an “elite school” for 
young scientists. For this reason, the 
majority of the allocated funds have been 
devoted to the establishment of junior 
research groups. This concept has proved 
considerably successful in the past four 
years, and several young scientists have 
since taken professorships in Germany 
and abroad. 
 A substantial part of this past year’s 
activities revolved around the completion 
and presentation of the Renewal Proposal 
for the 2013 – 2017 period.  Final de-
cisions regarding the second program 
phase of the Excellence Initiative will be 
announced by the DFG on 15 June 2012. 
O V E R V I E W
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Publications and Software
 The scientifi c results of the Max 
Planck Institute for Informatics are dis-
tributed through presentations, publica-
tions, software, and web services. Our 
publications appear in the best venues 
of the computer science fi eld. Most 
publications are freely available in the 
institute’s repository [ http://www.mpi-inf.
mpg.de/publications/ ]. Part of our results 
is available in the form of downloadable 
software or as a web service. Examples 
are CGAL (Computational Geometry 
Algorithms Library), the GISAID EpiFlu 
database as well as the clinically-used 
web service geno2pheno for HIV therapy 
support. Publications in the form of soft-
ware and web services make our results 
available more directly and to a larger 
audience than classical publications.  
Promotion of Young Scientists
 A further goal of the institute is the 
creation of a stimulating environment for 
young scientists, in which they can grow, 
develop their own research programs, 
and build their own groups. We concen-
trate on doctoral and postdoctoral train-
ing. Our 110 PhD students are trained 
in cooperation with the Graduate School 
of Computer Science at Saarland Uni-
versity and the International Max Planck 
Research School for Computer Science 
(IMPRS-CS), page 90. Our postdoctoral 
researchers participate in international 
collaborations such as the “Max Planck 
Center for Visual Computing” (a coopera-
tion with Stanford University in the area 
of computer graphics), page 25, or the 
“Indo Max Planck Center for Computer 
Science” (a cooperation with leading uni-
versities in India), page 101, or one of our 
many EU projects. 
Our training effort is successful; about 
20 PhDs graduate every year, and more 
than 100 alumni from the institute are 
now pro-fessors at institutions all over 
the world. 
Structure of the Report
 After a brief introduction to the 
departments and research groups of our 
institute, we survey our work by means 
of representative examples. We group 
the examples into subject areas, each of 
which spans at least two departments. 
This report ends with a presentation of 
the IMPRS-CS, an overview of recent 
events, a presentation of the institute 
in fi gures, infrastructure aspects, and 
a tabular listing of cooperations and 
publications. Enjoy reading it.              :::
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DEPT. 1
DEPT . 1  Algorithms and Complexity
Algorithms and Complexity
PROF. DR. KURT MEHLHORN
The group has existed since the founding of the institute. It currently has about 40 staff members 
and doctoral candidates. Our goals are
•   carrying out outstanding basic research in the fi eld of algorithms,
•   implementing our fundamental work in demonstrators and generally useful 
 software libraries, 
•   promoting young scientists in a stimulating work groups environment.
We are successful in all three aspects. We are effective through publications, software and 
people. We publish in the best journals, present our results at the leading international confe-
rences in the fi eld, our LEDA and CGAL software libraries are used worldwide, and we offer 
completely new search engine opportunities for effi cient and intelligent searches in larger 
amounts of data. Many former members of the group are in top positions domestically 
and abroad.
C O N T A C T
Algorithms and Complexity
Secretary 
Ingrid Finkler-Paul | Christina Fries
Phone  +49 681 9325-1000
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DEPT. 1
 Algorithms are the heart of all soft-
ware systems. We work on the design 
and analysis of algorithms in many facets: 
combinatorial, geometric and algebraic 
algorithms, data structures and search 
processes, very different computer models 
(sequential, parallel, distributed, fl at data 
or hierarchical data), exact and approxi-
mate solutions, problem-specifi c meth-
ods and general heuristics, deterministic 
and randomized solutions, upper and 
lower bounds, analyses in the worst case 
and on the average. We develop effi cient 
algorithms for abstract versions of appli-
cations problems as well as for concrete 
applications, e.g., resource optimization 
in the production of semiconductors. 
A portion of our theoretical insight is 
used to implement software demonstra-
tors and software libraries; as a part of 
our practical work, we collaborate with 
companies. 
 Outstanding theoretical results in 
the past two years include new algorithms 
for the provably correct isolation of zeroes, 
for the distribution of information in data 
networks, for load balancing in computer 
networks, for solving the traveling sales-
man problem, and for real-time schedul-
ing. Our latest analyses of random planar 
graphs with real network properties, our 
work on the Complexity Theory for ran-
domized search heuristics, as well as our 
analyses on how certain optimization pro-
cesses in nature can be algorithmically 
modeled provide a fundamental under-
standing for many algorithmic questions. 
 Outstanding practical results in 
recent years include our contribution to 
the CGAL software library, which also 
makes the handling of non-linear objects 
possible, and the CompleteSearch search 
engine and its application to one of the 
most important literature databases in 
computer science. 
 Our theoretical work is inspired 
by our practical work and vice versa. 
Our theoretical work forms the basis for 
demonstrators and libraries. For instance, 
the CompleteSearch Engine in based on 
new index structures, which are more 
powerful than known structures, but re-
quire no additional space. CGAL algo-
rithms rely on a deep theoretical under-
standing of algebraic curves and surfaces.
 The combination of theoretical 
and experimental research in algorithms 
has become a widely accepted research 
direction. The DFG supports it via its 
priority program “Algorithm Engineering”. 
 The group is involved in internatio-
nal projects: the GIF project (geometric 
computing – with the University of Tel 
Aviv) and the Indo-German Max Planck 
Center for Computer Science (IMPECS). 
In addition, there is a regular interna-
tional exchange through various means 
of support for excellent research. Our 
scientifi c staff members have received 
scholarships from the Humboldt Society, 
the European Union (Marie-Curie), and 
from the Swiss National Science Founda-
tion. In Germany, we participate in the 
“Algorithm Engineering” priority program 
and are part of the trans-regional special 
research area AVACS (Automatic Verifi ca-
tion and Analysis of Complex Systems). 
 The promotion of young scientists 
is an integral component of our work. 
We give lectures at Saarland University, 
which are addressed not only to students, 
but also to our doctoral candidates. Part 
of our training concept is that we continue 
to employ our students after successful 
promotion and only after a minimum 
stay of one year at a research institution 
abroad. The entirety of these measures 
ensures that our group members are 
well-equipped after their stay at the 
Max Planck Institute to attain attractive 
positions in industry not limited to re-
search, or to continue their scientifi c 
careers at leading universities or research 
institutes domestically and abroad.     :::
D E P A R T M E N T S
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DEPT . 2  Computer Vision and Multimodal Computing
Computer Vision and Multimodal Computing
PROF. DR. BERNT SCHIELE
DEPT. 2 The department was founded in 2010 and currently includes 10 scientists. The group‘s 
main research areas are computer vision with a focus on object recognition and 3D scene 
description as well as multi-sensor-based context recognition in the area of ubiquitous 
and wearable computing.
C O N T A C T
Computer Vision and Multimodal Computing
Secretary 
Cornelia Balzert
Phone  +49 681 9325-2000
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 Sensors such as cameras, GPS and 
accelerometers are being increasingly 
embedded in devices and environments, 
and they are already helpful in various 
ways. Computer-controlled processing of 
sensor information has made enormous 
progress but is generally limited to simple 
matters. This means, in particular, that 
devices and computers which have access 
to this sensor information do not fully 
interpret it and thus cannot truly under-
stand their environment. The depart-
ment is therefore concerned with the 
understanding of sensor information, 
using both powerful sensors, such as 
cameras, and embedded sensors, such 
as gyroscopes and accelerometers.
 In the area of computer vision, the 
department deals with problems such 
as object recognition, one of the basic 
problems of image understanding. In 
recent years, this area of computer vision 
has made impressive progress, and the de-
partment has played a pioneering role in 
presenting several innovative approaches. 
One of these approaches recognizes and 
segments the object simultaneously, lead-
ing to signifi cantly improved results in 
comparison with standard approaches. 
Current work has presented approaches 
where object models are learned directly 
from computer graphic models, or where 
speech and image processing is combined 
in a multimodal learning approach.
 Another central theme of the de-
partment is people detection and tracking 
using moving cameras. This problem is 
DEPT. 2
not only scientifi cally challenging but 
also has a wide variety of applications, 
such as image and video understanding, 
or in robotics and the automobile industry. 
For example, cars equipped with such a 
camera may predict the movements of 
pedestrians and therefore react to their 
behavior more effectively. The depart-
ment has developed approaches that 
robustly detect people and track them 
over longer periods of time. A recently 
presented approach not only describes 
people but also entire 3D scenes, repre-
senting a further step towards complete 
image and scene understanding.
 In addition to computer vision, 
the second central research area is the 
processing and understanding of multi-
modal sensor information. The under-
lying observation here is that an increas-
ing amount of computers and sensors 
can be found in our environment, in ob-
jects and even in our clothing. Context 
awareness and sensing is often seen as 
a means of making the computing tasks 
sensitive to the situation and the user’s 
needs. Ultimately, context awareness may 
sup-port and enable seamless interaction 
and communication between humans 
and computing environments without the 
need for explicit interaction. In this area, 
the department has presented approaches 
to recognize long-term activities and to 
model personal daily routines. It was also 
possible to show that a person’s interrup-
tibility can be predicted with surprising 
accuracy using a few sensors embedded 
in their clothing.
 The third research area of the de-
partment is machine learning. This plays 
the important role as a cross-cutting 
theme, as the other research areas make 
extensive use of probabilistic modeling 
and inference techniques. These allow,
for example, the modeling of the uncer-
tainties that exist with any sensor pro-
cessing. In addition, they allow the use 
of large amounts of data, and can also 
elegantly integrate previous knowledge. ::: 
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DEPT .  3  Computational Biology and Applied Algorithmics
Computational Biology and Applied Algorithmics
PROF. DR. DR. THOMAS LENGAUER, PH.D.
DEPT. 3 This department dates back to October 2001 and is directed by Prof. Dr. Dr. Thomas Lengauer. 
The department currently comprises about 20 scientists, who perform research exclusively in 
computational biology.
C O N T A C T
Computational Biology and Applied Algorithmics
Secretary 
Ruth Schneppen-Christmann
Phone  +49 681 9325-3000
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 The department focuses on topics 
more or less closely related to the diag-
nosis and therapy of diseases. At the mo-
lecular level, diseases can be understood 
in terms of anomalies in the biochemical 
circuitry of an organism (“Bioinformatics”, 
page 38). The building blocks of such 
biochemical networks are DNA, RNA, 
and proteins. The circuitry is realized by 
transient binding of the molecules among 
each other and with small organic ligands. 
In this manner, proteins catalyze chemi-
cal reactions, regulate the expression of 
genes, and transduce signals in and be-
tween cells.
 Our research concentrates on two 
groups of diseases.
 On the one hand, we investigate 
viral infections. The molecular under-
standing of such diseases requires the 
elucidation of the function of the relevant 
viral proteins and their interactions with 
the molecules of the infected patient as 
well as with drug molecules. So, analysis 
must be carried out at the level of the 
three-dimensional structure of the in-
volved molecules. Furthermore, under-
standing the processes in the complex 
networks composed of these interactions 
is essential. 
 Our methods are applied to con-
crete diseases such as AIDS (“Protein  
Structure and Interactions”, page 40), 
Hepatitis B (“Analysis of HBV Resistance”, 
page 43), Hepatitis C (“Analysis of Viral 
Genomes Using Next-generation Sequenc-
ing”, page 41) and EHEC (“Chasing 
EHEC with the Computer”, page 46). 
AIDS plays a special role; with this dis-
ease, the Max Planck Institute for Infor-
matics goes even a step further. We ana-
lyze the resistances of HI viruses against 
administered combination drug treat-
ments (“Bioinformatical Support of HIV 
DEPT. 3
Therapy”, page 42). Furthermore, we in-
vestigate the pattern of geographical dis-
tribution of the virus (“Phylodynamics of 
HIV”, page 45). 
 Disease like cancer, neurodegene-
rative diseases, or immululogical diseases 
are based on different principles. Here, 
the starting point is an interplay between 
the genomes of the patient and the envi-
ronment. Therefore, an early diagnosis 
of a disease like cancer can be based on 
the analysis of genetic or epigenetic ab-
errations of the relevant tissue. The epi-
genome – the aggregate of all chemical 
modifi cations of the DNA inside the nu-
cleus as well as the chromatin enveloping 
it – is the key to the complex regulation 
of the cell, which moves out of kilter in 
such diseases. Charting the entire epi-
genome is one of the great challenges 
facing molecular biology in the next 
years (“Deciphering the Second Code – 
Computational Epigenetics”, page 44).
 A large part of the method develop-
ment in the department results in soft-
ware systems, which are used worldwide 
by many academic, clinical, and often in-
dustrial users. Examples, which are pre-
sented in this 2011/2012 issue, include 
the fi eld of epigenetics, the analysis of 
protein function and protein interaction 
networks as well as the optimization of 
AIDS therapies. 
 The department is one of the main 
pillars of the Bioinformatics Center Saar, 
an inter-faculty center at Saarland Uni-
versity focusing on teaching and research 
in the area of bioinformatics. The depart-
ment is a member of the German Arevir 
network and the European Consortia 
EuResist and CHAIN, (focusing bio-
informatics research for analyzing viral 
drug resistance), part of the Clinical 
Research Group 129 of the German 
Research Foundation Deutsche For-
schungsgemeinschaft (on Hepatitis C), 
as well as of the National Genome 
Research Network supported by the 
German Science Ministry and the Euro-
pean Consortia BLUEPRINT (epige-
netics) and PREDEMICS (research 
on viruses posing substantial epidemio-




DEPT .  4  Computer Graphics
PROF. DR. HANS-PETER SEIDEL
The Computer Graphics work group was founded in 1999 and includes 40 scientists today. 
An important characteristic of our work is the thorough consideration of the entire pipeline, from 
data acquisition to modeling to image synthesis including (3D image analysis and synthesis). 
Typical in this area is the co-occurrence of very large data sets and the demand for a faster and 
more interactive presentation, wherever possible.
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DEPT. 4
 Computers are often used today 
to construct segments of, simulate, and 
present the real or a virtual world. Due 
to the importance of visual information 
for people, computer graphics have in 
the previous decade become a key tech-
nology for the modern information and 
communication society, and their future 
potential for application is merely hinted 
at by such keywords as multimedia, digi-
tal television, telcommunications, virtual 
reality, or 3D internet. Typical for this 
area is the co-occurrence of very large 
data sets and the demand for a faster (if 
possible, more interactive) visual presen-
tation of results with high image quality. 
In addition, the user should be able to in-
tuitively interact with his environment. 
 New approaches are needed from 
a scientifi c point of view in order to meet 
the above-mentioned challenges. An im-
portant characteristic in our work group 
is, therefore, the thorough consideration 
of the entire pipeline, from data acquisi-
tion to modeling (creation of a suitable 
internal computer scene description to 
image synthesis (generation of arbitrary 
views). These integrated views are neces-
sary in order to adequately use the per-
formance capabilities of modern hard-
ware, the input (image generating pro-
cesses) as well as the output (graphics 
hardware). In the meantime, the term 
3D image analysis and synthesis has been 
coined for this integrated view. Central 
scientifi c challenges arising from this are 
the development of appropriate mode-
ling tools for the effi cient handling and 
further processing of data fl ows from the 
input side as well as the development of 
new algorighms for fast and qualitatively 
high-value presentation with close link-
age to the possibilities and prospects of 
modern graphics on the output side. 
 The scientifi c activities of the Com-
puter Graphics work group are embed-
ded in a series of project activities on 
national, European, and international 
levels. 
 Especially important is the jointly 
founded “Max Planck Center for Visual 
Computing and Communication”, devel-
oped with the support of the Max Planck 
Society and Stanford University and with 
signifi cant support from the BMBF (Ger-
man Federal Ministry of Education and 
Research). It was founded in October 
2003 and has been extended in recent 
years for an additional funding phase. 
The aim of this bridge-building effort be-
tween the two top locations in Germany 
and the United States is to strengthen re-
search efforts in this key area of modern 
information and communication technol-
ogy. By establishing new exchange mech-
anisms with attractive opportunities for 
returning researchers, the center is mak-
ing a signifi cant contribution to training 
and winning back outstanding young 
scientists. The direction of the center is 
in the hands of Professor Bernd Girod, 
Professor Leonidas Guibas (Stanford Uni-
versity), and Professor Hans-Peter Seidel 
(Max Planck Institute for Informatics). 
 Furthermore, the Computer Graphics 
work group is signifi cantly involved in the 
activities of the Cluster of Excellence on 
“Multimodal Computing and Interaction”. 
The excellence cluster was newly formed 
in 2007 within the framework of an Ex-
cellence Initiative by the German federal 
and state governments. A substantial part 
of the activities this past year revolved 
around the completion and presentation 
of the Renewal Proposal for the 2013 –  
2017 period. Final decisions regarding 
the second program phase of the Excel-
lence Initiative will be announced by the 
DFG (German Research Foundation) on 
15 June 2012. The scientifi c coordinator 
of the excellence cluster is Prof. Hans-
Peter Seidel. 
 An additional important develop-
ment was the founding of the “Intel Vis-
ual Computing Institute” in May 2009. 
This new research institute is located on 
campus and is jointly supported by Intel, 
Saarland University, the DFKI (German 
Research Center for Artifi cial Intelli-
gence), the Max Planck Institute for In-
formatics and the Max Planck Institute 
for Software Systems. Prof. Hans-Peter 
Seidel represents the Max Planck Insti-
tute for Informatics on its Governance 
Board. 
 Over the past ten years, more than 
30 young scientists from the Computer 
Graphics group have received professor-
ships in Germany and abroad. The group 
has earned a number of prizes, includ-
ing young scientist prizes and also the 
Leibniz Prize of the DFG for Professor 
Hans-Peter Seidel. The group was fur-
ther strengthened last year with the ap-
pointment of Christian Theobalt (Stan-
ford) to a W2 permanent chair at the 
institute.                 :::
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DEPT .  5  Databases and Information Systems
PROF. DR.- ING. GERHARD WEIKUM
DEPT. 5 The Department, which is led by Gerhard Weikum, pursues research in fi ve topic areas: 
1.  Knowledge discovery on the Web with statistics- and logics-based methods for automatic
 fact extraction from Internet sources like Wikipedia; 
2.  Text mining for the automatic classifi cation of documents and for the identifi cation of in-
 teresting patterns in text corpora, especially in news and web archives over long timescales; 
3.  Ranking and inference methods for queries for which only the top k answers are important, 
 and for coping with uncertain data (e.g. automatically extracted relations from text); 
4.  Query processing and optimization of execution plans for effi cient search on structured and 
 semistructured data (e.g. in XML or RDF format); 
5.  Analysis of distributed data, especially in scalable peer-to-peer systems and online 
 communities, for example, in social networks and Web 2.0 media.
C O N T A C T
Databases and Information Systems
Secretary 
Petra Schaaf
Phone  +49 681 9325-5000
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 A central theme in the scientifi c 
work of the department is the automatic 
gathering of comprehensive knowledge 
bases from information on the World 
Wide Web as well as discovering, track- 
ing, and analyzing patterns and individual 
entities (people, organisations, etc.) and 
their cross-relationships in dynamic web 
sources. In the YAGO-NAGA project, 
a very large knowledge collection called 
YAGO (Yet Another Great Ontology) has 
been created using fact extraction from 
Wikipedia and integrating the WordNet 
taxonomy. For exploration and intelligent 
search in YAGO, a new type of search 
engine called NAGA (Not Another Google 
Answer) has been developed. Both use 
the semantic web data model RDF 
(Resource Description Framework), and 
the group has developed one of the fast-
est RDF search engines called RDF-3X 
(RDF Triple Express). A variety of further 
research topics are addressed within the 
YAGO-NAGA framework: Inclusion of 
multilingual information, systematic 
gathering of multimodal data (e.g. pho-
tos of people), analysis of time changes 
in knowledge, deduction of new relation-
ships on the basis of probable but un-
certain knowledge, and more.
 The vision that drives this work is 
the expected convergence of the Seman-
tic Web with its formal ontologies and 
logic-oriented search and inference, the 
Social Web (Web 2.0) with its latent 
“Wisdom of the Crowds”, and the defacto 
predominating Statistical Web with its 
statistical approach to data capturing 
and probabilistic underpinnings of search 
engines. The web could be the basis of a 
DEPT. 5
comprehensive knowledge base, which 
contains the entire encyclopedic know-
ledge of mankind in a formal, structured, 
and machine-readable representation, 
and enables higher-level programs and 
intelligent services. The benefi ts of such 
a knowledge base would be enormous. 
 The group is a worldwide leader in 
its methods of combining logic-based 
algorithms for structured data sets and 
statistically-based methods for unstruc-
tured textual data. The former fall into 
the area of database systems (DB) and 
data analysis, the latter into the area of 
information retrieval (IR) and search 
engines. These two directions were his-
torically divided; their connection has 
become ever more important with in-
creasingly mixed data forms for digital 
libraries, social online communities, 
e-science groups and, last but not least, 
for companies and in the Web itself. 
The group is a trendsetter in this stra-
tegic direction of DB-IR integration. 
 The group’s research methodology 
spans the entire spectrum from theore-
tical foundations to practical systems 
building for applications and experiments. 
Many of the prototype systems developed 
by the group are publicly available as 
open source software and are used by 
other research groups around the world. 
These include, in particular: 
1.  The XML search engine TopX, 
 which has achieved top ranks in 
 the INEX benchmarking series 
 and provides the semantically 
 annotated Wikipedia reference 
 corpus for the INEX competition; 
2.  The RDF search engine RDF-3X, 
 which can search semantic web 
 data and other graph-structured 
 data very effi ciently for complex 
 patterns; 
3.  The software tools that automa-
 tically create and maintain the   
 YAGO knowledge base, as well as 
 the YAGO contents itself; 
4.  The scalable system PROSPERA,  
 which extracts new facts from web 
 pages and natural-language texts. 
 The department is involved in a 
number of externally funded projects, 
especially the EU projects “Living 
Knowledge” and “Longitudinal Analytics 
of Web Archive Data” as well as the 
DFG Excellence Cluster “Multimodal 
Computing and Interaction”. The group 
has received a Google Research Award. :::
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The independent research group “Automation of Logic”, under the direction of Prof. Dr. Christoph 
Weidenbach, serves the complete pipeline, from basic research on new logics to industrially 
used automated reasoning tools.
 Logics are formal languages for reasoning with mathematically precise meanings 
and exact rules. A simple example of a logic are linear equation systems that we know 
from high school, including the variable elimination method for their solution. Logic 
was developed at the end of the 19th century in order to exactly describe and calcu-
late general mathematical arguments. Our everyday language is not suitable for exact 
descriptions, because of, for example, ambiguities. Since the invention of computers 
and information technology, logics have been further developed for computer systems 
so that these could also be described precisely and properties could be formulated, 
analyzed, and ultimately proven. By about the mid-1990s, such analytical and proof 
efforts required massive manual interaction and, therefore, a great deal of time and 
money. There have since been major advancements in the automation of the methods.
Proving or analyzing computer system properties is typically “hard”, that is, even if 
there are automatic procedures available, the number of calculation steps grows at 
least exponentially with the size of the problem. From the mid-90s to date, however, 
procedures for a number of practically relevant properties have been developed to 
work fully automatically in reasonable time. In sum, the application of logic was ex-
tended from mathematics to properties of computer systems in the broadest sense. 
In addition, it has been found that many of the techniques developed are generally 
successful on hard problems, even if they do not originate from the formal analysis of 
computer systems and mathematics. The application of analysis and proof techniques 
has thus once again extended to general hard problems in recent years, e.g., combina-
torial optimization problems.
 Our research group develops automatic, logic-based procedures. These should 
be capable of computing solutions for a class of applications within an acceptable 
amount of time. We are particularly interested in the verifi cation of controls, proto-
cols, safety properties, software, solutions for decision and optimization problems, 
and in the computation in linear and non-linear arithmetic. In order to keep up with 
increasingly complex systems and required properties, the formal procedures used 
today must signifi cantly increase in productivity. This is the goal of our research group, 
“Automation of Logic”.                             :::
Automation of Logic
PROF. DR. CHRISTOPH WEIDENBACH
RG. 1  Automation of Logic
R E S E A R C H  G R O U P S
RG. 1
C O N T A C T
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Max Planck Center for Visual Computing and Communication
PROJECT MANAGEMENT: PROF. DR. HANS-PETER SEIDEL
In 2003, the “Max Planck Center for Visual Computing and Communica-
tion“ was founded with substantial sponsorship from the BMBF (German 
Federal Ministry of Education and Research). The Max Planck Center 
links two globally leading institutes in this fi eld, namely the Max Planck 
Institute for Informatics in Saarbrücken and Stanford University. In 2010, 
based on the success of the program, funds of up to 7.8 million Euros 
were approved for an additional funding period.
 The cooperation’s research focus is fundamental research 
in the fi eld of Visual Computing and Communication and in-
cludes, in particular, the subareas of image acquisition, image 
analysis, image synthesis, visualization, and the uninterrupted 
and quick exchange of image data and videos in complex net-
works.
Strengthening Germany as a science and research location 
in the fi eld of computer science
 A major goal of the program is the development and pro-
motion of young scientists. This is achieved by opening the way 
for particularly qualifi ed young computer scientists to gain early 
scientifi c independence, with simultaneous close integration 
into an internationally competitive, stimulating, and scientifi c 
environment. In this context, particularly outstanding young 
postdoctoral graduates are given the opportunity to indepen-
dently research with a small work group for up to fi ve years, 
under the supervision of two mentors from Germany and the 
United States. After a two-year stay in Stanford, where they 
have the status of a “Visiting Assistant Professor” (Phase I), 
the scientists return to Germany and continue their work as 
young scientists’ group leaders at the Max Planck Institute 
for Informatics (Phase II). The second phase of the program is 
generally also open to outstanding postdoctoral graduates from 
other countries who are willing to return here.
Current status
 For the past eight years, this model has offered attractive 
return perspectives in Germany, which is counter to the often 
observed “Brain Drain” to the USA. In this way, it contributes 
to the development and safeguarding of highly-qualifi ed young 
scientists and thus to the sustainable strengthening of the in-
novation capacity and competitiveness of the location. Since 
its founding, the Max Planck Center has gained an interna-
tional scientifi c reputation of being a real talent factory. Since 
launching the program in 2003, a total of 14 young scientists 
have completed the program. Of these, 12 young scientists 
(86 %) have meanwhile received professorships, eleven there-
of in Germany (79 %), and even seven of them being full pro-
fessorships.
 The program’s success demonstrates that it is indeed pos-
sible for Germany to be successful in the global competition 
for the brightest talent. Some key elements of this successful 
program are its international focus and the fl exible and highly-
dynamic research program, which the candidates contribute 
to developing signifi cantly. Further important elements are 
the early scientifi c independence of the young scientists with 
simultaneous integration into an international, scientifi c envi-
ronment, and also the attractive return perspectives. Based on 
their success, these structural elements of the program could 
possibly be a model for other faculties.      :::
C O N T A C T
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U N D E R S T A N D I N G  I M A G E S 
&  V I D E O S
Understanding images and videos is one of 
the fundamental problems of image process-
ing. The scientifi c challenges range from the 
modeling and tracking of people and objects 
in camera systems to the reconstruction and 
description of 3D scenes. This area has many 
applications; these include the animation of 
people and visualization of 3D scenes, the 
indexing of image and video material, and 
also 3D-capturing of the environment for 
automotive applications. This research area 
is thus situated at the intersection between 
computer vision and computer graphics, 
resulting in numerous opportunities for 
cooperation within the institute.
 Various research groups within the 
Max Planck Institute for Informatics 
work on the different aspects of image 
and video understanding. In the fi eld of 
modeling people, work is carried out on 
the reconstruction of animated models 
from multi-video data, for example. The 
primary goal here is the ability to model 
and visualize people in detail and as ac-
curately as possible. Furthermore, methods 
for people detection and tracking are re-
searched that require monocular cameras 
only and that are able to detect and track 
many people simultaneously in complex 
scenes. Even if these studies pursue 
fundamentally different targets and use 
different camera confi gurations, they 
benefi t from each other, as these areas 
use similar models and algorithms. 
 A further area of understanding 
images and video is the reconstruction 
and description of 3D scenes. Again, 
there are different studies within the 
institute that benefi t from each other. 
For example, 3D scenes are reconstruc-
ted from image series to enable a surface 
description of 3D objects that is highly 
detailed and accurate. Furthermore, the 
3D environment of a moving car is de-
scribed. Here, a special focus is on the 
complete identifi cation and description 
of pedestrians and other road users. All 
this work shows that the integration and 
use of 3D scene models can signifi cantly 
improve results.
 One of the fundamental problems 
of understanding images is the recogni-
tion of objects. With the current omni-
presence of digital image material, auto-
matic visual object-class recognition 
techniques are becoming increasingly 
important. Even if today’s approaches 
can achieve remarkable results, one of 
the most signifi cant problems remains: 
How can object models be learned or 
constructed? Therefore, a central topic 
of various research work at the institute 
concerns how such object models can 
be constructed with as little manual 
input as possible to enable a broad 
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People Detection and Pose Estimation in Challenging Real-World Scenes
 Finding and following people is a 
key technology for many applications 
such as robotics and automative safety, 
human-computer interaction scenarios, 
or for indexing images and videos from 
the web or surveillance cameras. At the 
same time it is one of the most challeng-
ing problems in computer vision and re-
mains a scientifi c challenge for realistic 
scenes. 
 We have developed a new approach 
for detecting people and estimating their 
poses in complex street scenes with 
multiple people and dynamic back-
grounds. Our approach does not require 
multiple synchronized video streams but 
can operate on images from a moving, 
monocular and uncalibrated camera. 
Several examples of people detections 
and estimated body confi gurations are 
shown on the pictures. The important 
challenges addressed in our approach 
are frequently full and partial occlusions 
of people, cluttered and dynamically 
changing backgrounds, and ambiguities 
in recovering 3D body poses from mo-
nocular data.
2D human pose estimation
 Several key components contribute 
to the success of the approach. The 
fi rst is a novel and generic procedure 
for people detection and 2D pose esti-
mation that is based on the pictorial 
structures model and also enables to 
estimate viewpoints of people from 
monocular and single images.
 Our approach is based on learned 
local appearance models of human body 
parts and a kinematic model of the human 
body. The appearance of the body parts 
is represented by a set of local image 
descriptors. We employ a boosting 
classifi er trained on the dataset of an-
notated human poses in order to learn 
which of these local features are infor-
mative for the presence of the body 
part at a given image location. Inter-
preting the output of each classifi er as 
a local likelihood we infer the optimal 
confi guration of the body parts using 
belief propagation. 
3D human pose estimation and  
multi-person tracking
 The second key component in our 
approach enables people tracking and 
3D pose estimation. In contrast to prior 
work, we accumulate evidence in multi-
ple stages thereby reducing the ambi-
guity of 3D pose estimation effectively 
in every step. 
 In particular we propose a novel 
multi-stage inference procedure for 
3D pose estimation. Our approach goes 
beyond prior work in this area, in which 
pose likelihoods are often based on simple 
image features such as silhouettes and 
edge maps and which often assume 
conditional independence of evidence 
in adjacent frames of the sequence. In 
contrast to these approaches, our 3D 
pose likelihood is formulated in terms of 
estimates of the 2D body confi gurations 
and viewpoints obtained with a strong 
discriminative appearance model. In 
addition, we refi ne and improve these 
estimates by tracking them over time, 
which allows to detect occlusion events 
and group hypotheses corresponding to 
the same person.  We demonstrate that 
the combination of these estimates sig-
nifi cantly constrains 3D pose estimation 
and allows to prune many of the local 
minima that otherwise hinder successful 
optimization.                :::
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Examples of people detection and pose estimation obtained with our approach
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Scalability of Object Class Recognition
 Because of the omnipresence of 
digital imagery today, automatic tech-
niques for the visual recognition of 
objects are becoming more and more 
important. The focus here lies on the re-
cognition of entire classes of objects, such 
as cars, rather than specifi c instances, 
such as one particular red sports car. 
While current state-of-the-art systems 
achieve remarkable recognition perfor-
mance for individual classes, the simul-
taneous recognition of multiple classes 
remains a major challenge: building 
reliable object class models requires a 
suffi ciently high number of representa-
tive training examples, often in the form 
of manually annotated images. Since 
manual annotation is costly, our research 
aims at reducing the amount of required 
training examples for building object 
class models, thereby increasing scala-
bility. We explore three different ways 
of achieving this goal.
Re-using object class model components
 In this project, we are devising an 
object class model that represents objects 
as an assembly of spatially con-strained 
partial shapes. Similar object classes, 
such as horses and giraffes [Figure 1], share 
similar representations. Components of 
one model, e.g., the expected variation 
based on the localisation of the horses‘ 
body parts, can be re-used in order to 
build another model, e.g., a giraffe model. 
Re-used model components do not have 
to be learned. Hence, the number of 
required training examples is reduced. 
The focus on object shape rather than on 
appearance allows model components to 
be re-used, even for relatively dissimilar 
classes, such as horses and swans.
Identifying re-usable components  
automatically
 In order to apply the re-use of 
model components in practice, re-usable 
components have to be identifi ed auto-
matically. In this project, model compo-
nents correspond either to attributes, i.e., 
distinct visual properties like color or 
texture, or to entire object class models. 
We propose to relate object classes and 
attributes by automatically mining lin-
guistic knowledge bases. Examples of 
linguistic knowledge bases include, e.g., 
WordNet, Wikipedia, Flickr, and Yahoo 
web search. The mined relations can 
then be used to build object class models, 
even for classes for which no training ex-
amples are available, relying entirely on 
re-used components from other models. 
The recognition performance of the fully 
automatic system is demonstrated to be 
en par with providing the object class-
attribute relations by human subjects.
Learning from 3D CAD data
 In an attempt to abandon training 
images altogether, this project aims at 
learning object class models from 3D 
computer-aided design (CAD) data 
[Figure 2]. CAD models are typically 
employed in product design, computer 
games, and movie making, and are readily 
available for many object classes. Since 
CAD models provide an accurate and 
detailed representation of object shape, 
they lend themselves to the learning of 
object class models. Since they are view-
point independent, they allow for arbi-
trary view-points, that means artifi cial 
training examples, through rendering. 
The key challenge consists in bridging 
the gap between rendered training im-
ages and real-world test images, which 
we achieve by a shape-based abstraction 
of object appearance. Our experiments 
demonstrate state-of-the-art performance 
for the recognition of cars from multiple 
viewpoints, even compared to approach-
es using real-world training images.    :::
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Figure 1: Re-using model 
components, example 
recognition output
Figure 2: Automatic identifi cation of reusable attribute 
models
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3D Scene Understanding from Monocular Cameras
Scene understanding – a longstanding 
goal in computer vision
 Inspired by the human visual system, 
visual scene understanding has been ad-
vocated as the “holy grail” for machine vi-
sion since its beginning. In the early days 
this problem was addressed in a bottom-
up fashion, starting from low-level fea-
tures such as edges and their orientation 
as the key ingredients in the derivation of 
a complete scene description and scene 
understanding. Unfortunately, the reli-
able extraction of such low-level features 
proved very diffi cult due to their limited 
expressive power and their inherent 
ambiguities. As a result and despite 
enormous efforts, scene understanding 
remained an illusive goal even for rela-
tively constrained and simple scenes. 
Disappointed by these early attempts, 
the research community has turned to 
easier sub-problems and has achieved 
remarkable results in areas such as 
camera geometry, image segmentation, 
object detection, and tracking. As the 
performance for these sub-tasks starts 
to achieve remarkable performance 
levels, we believe that computer vision 
should reinvestigate the problem to 
automatically understand 3D scenes 
from still images and video sequences.
Robotics and automotive applications
 Robotics, such as mobile service 
robots, as well as automotive safety ap-
plications, such as pedestrian protection 
systems, are clearly of major scientifi c 
and commercial interest. Therefore, we 
use the recognition of pedestrians and 
cars from a moving camera mounted 
on a vehicle or robot as a test case and 
running example for our work. We can 
leverage domain knowledge for both 
application areas. The camera, for in-
stance, can be calibrated relatively to 
its surrounding area, therefore, camera 
height above ground and the orientation, 
that is rela-tively to its surrounding area, 
are constrained and approximately known. 
Moreover, it can be assumed that the 
ground is fl at in a local neighborhood 
and that all objects are supported by it. 
Additionally, we include a Gaussian prior 
for pedestrian heights as well as for the 
heights of cars. These assumptions pose 
additional constraints to eliminate am-
biguities and allow us to solve the scene 
understanding problem for such appli-
cation domains more easily. See fi gure 1 
for a sample scene.
Integrated 3D scene model
 The system that we have developed 
combines the above prior domain know-
ledge with powerful state-of-the-art object 
class detectors, semantic scene labeling 
and the notion of tracklets. Object class 
detectors determine 2D object locations 
in the image, and semantic scene labeling 
infers semantic classes such as roads, 
the sky, or objects for each pixel, whereas 
tracklets, due to geometric and dynamic 
consistency over a longer period of time, 
accumulate image information over 
several frames to achieve a more robust 
reasoning (see fi gure 2 for sample detec-
tions, segmentation, and system results). 
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 monocular-3d-scene
Figure 1: Our system aims to infer a 3D scene based 
on a combination of prior domain knowledge with 
videos of a monocular camera.
Figure 2: 2D detections, semantic scene labeling and 
results of our 3D scene estimation
 By employing 3D reasoning, our 
model is able to represent complex in-
teractions like inter-object occlusion, 
physical exclusion between objects, and 
geometric context. The results are en-
couraging and show that the combination 
of the individual components not only 
allows us to infer a 3D world representa-
tion but also improves the baseline given 
by the object class detectors. Through-
out this research project we have used 
monocular cameras and are therefore not 
able to directly extract depth from the im-
age disparity. Nonetheless, our approach 
is able to outperform similar systems that 
use a stereo camera setup.                :::
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Learning of Visual Representations
 With the advance of sensor techno-
logy, machines can get a detailed record-
ing of an environment. But, there is a big 
gap between those raw sensor readings 
a computer can get, e.g., from a camera 
to the semantic understanding a human 
may get by looking at the same scene. We 
need to bridge this gap in order to unfold 
the full potential of applications like au-
tonomous robotics, content-based image 
search, or visual assistance for the blind.
 Computer vision has come a long 
way by proposing representations that, 
step by step, try to bridge this gap. How-
ever, despite the exciting progress, we 
see a divergence of methods rather than 
convergence, and we are far away from 
matching the adaptivity, effi ciency, and 
effectiveness of the human visual system. 
Therefore, we seek principled ways to 
derive visual representations in learning-
based approaches in order to eventually 
match or even surpass human perception. 
Latent additive feature models
 Inspired by models from document 
processing, we have applied methods that 
automatically extract topics from text to 
the visual domain in order to decompose 
objects and image patches into parts and 
sub-structures. These models facilitate 
the learning of visual representations in 
a completely unsupervised fashion. This 
application is facilitated by an analogy 
between words in the text domain and 
local gradient structures in the visual 
domain.
 Figure 1 illustrates how the gradi-
ent distribution of the bike on the left is 
decomposed into sub-structures on the 
right. We use methods that allow us to 
place expectations (priors) on the un-
known variables in order to regularize 
and solve this ill-conditioned learning 
problem. Our experiments show that this 
type of representation is very well-suited 
for the task of object class recognition 
and detection and can even deal better 
with effects like transparency.
 Most recently, we have defi ned a 
recursive scheme that allows us to form 
hierarchical representations built on the 
same principle [see fi gure 2]. Our studies 
have shown the importance of holistic 
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inference for learning these representa-
tions, in contrast to the more common 
feedforward learning approach. We are 
currently extending these representations 
to the temporal domain.
Representations across data domains 
and sensors
 The rapid development of the web 
and mobile devices provides us with rich 
sources of information. However, when 
tapping into these, we face a large heter-
ogeneity in sensors, quality, and quantity 
of observations. It is upon good represen-
tations to reunite those data sources on 
a common ground.
 We have studied approaches for 
domain adaptation in order to bridge 
the gap between images from the web, 
high quality and low quality sensors 
[see fi gure 3]. 
Figure 1
Figure 2 Figure 3
Our investigations show that some of the 
arising problems can be solved by metric 
learning approaches so that data from the 
web can be more effectively used for rec-
ognition in the real-world.
 Better sensors are continuously add-
ed to consumer electronics. 3D sensors 
are probably the most prominent example 
right now (e.g., in mobile phones, gaming 
devices). Our investigation aims at un-
derstanding how 2D and 3D representa-
tions of objects can be combined best 
in order to improve object recognition. 
We have successfully employed object 
size constraints and have shown how 
they can improve classifi cation and 
detection.               :::
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Image-based 3D Scene Analysis
Estimation of camera movement from 
stereo image sequences
 Since an ever increasing amount of 
contemporary movies is fi lmed in stereo-
scopic 3D (S3D), there is currently a large 
demand for tools to generate special ef-
fects for stereoscopic image sequences. 
Thereby the estimation of the camera 
movement and the 3D reconstruction 
from image sequences is an essential step 
that enables the positioning and percep-
tively correct display of virtual objects  
[Figure 1]. Until now our algorithms were 
capable of processing monocular image 
sequences only. By extending the camera 
model with parameter that are especial 
suited for stereo camera systems, results 
for stereoscopic image sequences can 
now be generated as well. The temporal 
dependency of single camera parameters 
yields a more complex structure in the 
algorithms. With our approach we can 
still achieve similar processing speeds as 
in the monocular case. We were also able 
to show that the resulting accuracy of the 
estimation is higher with our approach 
than in the case of a separate estimation 
for both cameras.
A practical calibration method for 
cameras in larger scenes
 In this project a method was de-
veloped that allows the estimation of 
position and orientation of a single or 
multiple cameras from a series of images 
or from a video sequence. For a reliable 
and accurate estimation of camera pa-
rameters usually a calibration pattern is 
used. However, using a single calibration 
pattern it is only possible to generate a 
globally consistent calibration of camera 
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views if the calibration pattern is visible 
in all views. In order to circumvent this 
problem, our method makes usage of 
coded patterns, that can be distributed 
over a larger volume. Now, it is no longer 
necessary that the calibration pattern is 
visible in all camera views. It is suffi cient 
if at least one pattern is visible and if a 
linking of the images via the patterns is 
possible [Figure 2]. With this practical 
method an easier calibration of larger 
scenes is possible. That way, for example, 
cameras distributed in a room can be cal-
ibrated. A specifi c application emerged 
in the calibration of an autonomously 
moving robotic head that can look in all 
directions and whose cameras could not 
be calibrated with a single calibration 
pattern.                  :::
 
Figure 2: Our approach allows camera calibration 
from images if the camera views overlap. In every 
image multiple calibration patterns are visible, 
whereby in every image at least one of those patterns 
is visible in the next image.
Figure 1: The estimation of camera motion allows to 
display the virtual green cube in this stereo image 
sequence from the correct perspective at any point 
in time.
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Markerless Reconstruction of Dynamic Scenes
Reconstruction of detailed animation 
models from multi-video data
 Computer-generated people, so-
called avatars, have become an impor-
tant component of visual media, for 
example, in computer animations, fi lms 
or networked virtual environments. In 
order to be able to present virtual hu-
mans in a convincing way, the individual 
characteristics of the person, such as, for 
example, his movement, geometry and 
surface texture, must be extremely rea-
listically modeled. One way to achieve 
this is by defi ning every partial aspect 
of the overall appearance manually in an 
animation program. This is a very time-
intensive and complex process. The geo-
metry of the person must be constructed 
in precise detail, and each nuance of 
movement must be fi nely specifi ed. 
It is, therefore, easy to imagine that com-
pletely manually produced animations, 
especially with respect to the quality of 
movement animation, do not achieve the 
level of detail of a true human. 
 The alternative to manual modeling 
consists of measuring some aspects of 
animation from real people. Motion cap-
ture systems make it possible to recon-
struct a skeletal model of a person using 
video image streams. Unfortunately, this 
method of movement capture is a very 
complex process, and the person being 
measured must often wear a special 
skin-tight suit with optical markers. 
In addition, neither the time changing 
geometry nor the texture of a person is 
captured with such systems.
 In our research, we have developed 
a new type of Performance Capture Algo-
rithms. For the fi rst time, it is possible to 
reconstruct the detailed movement, dy-
namic geometry, and dynamic texture of 
a person in complex clothing, such as, 
a dress or a ball gown, solely from multi-
video streams. Our process requires no 
optical markers in the scene. 
 In the past year, we have been able 
to improve our performance capture 
methods in many ways. A new algorithm 
enables us, for the fi rst time, to recon-
struct detailed animation models (i.e., 
surface+skeleton) of several closely inter-
acting actors in the same scene [Figure 1]. 
A further milestone is a new algorithm 
to estimate incident illumination in 
arbitrary environments from multi-view 
video. Based on this estimated illumina-
tion model, one can reconstruct much 
more detailed dynamic surface geometry 
than with any previous approach from 
the literature available to date [Figure 2].
Another important achievement is the 
development of a very fast motion esti-
mation approach that can measure com-
plex skeleton motion from multi-view 
video footage captured under less con-
trolled environment conditions (i.e., no 
controlled background like in studio en-
vironments). By means of these new 
algorithms, we come one step closer to 
the long term goal of becoming able to 
capture complete dynamic 3D models 
of arbitrary indoor and outdoor environ-
ments, possibly using moving and un-
synchronized cameras.
Real-time motion capture with depth 
sensors
 The performance capture methods 
for exact detailed reconstruction, which 
were described in the previous section, 
require very complex calculations and 
are, therefore, not real-time. In addition, 
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these methods require several video 
cameras. Motion measurement from a 
single camera perspective is an extremely 
complex and highly underconstrained 
problem. 
 New types of depth cameras, such 
as, for example, so-called Time-of-Flight 
cameras measure 2.5D scene geometry 
in real-time. It is easier to reconstruct 
body movements from a single camera 
perspective by using both depth and video 
data together. Unfortunately, depth cam-
era data is very noisy, has low resolution 
and exhibits a systematic measurement 
bias. We have, therefore, developed 
methods to calibrate depth sensors, 
eliminate noise, and increase camera 
resolution through calculations on the 
original data (super-resolution process). 
 With improved depth data and 
through a newly-developed process from 
our research, all body movements of a 
person can be measured from one single 
camera perspective. The real time algo-
rithm to measure movement combines a 
depth-based pose optimization procedure 
with a procedure for fast fi nding of simi-
lar poses from a large database of move-
ment sequences.                :::
Figure 1: left to right: one 
of 12 camera views; video 
frames in which individual 
persons are segmented; 
reconstructed skeleton 
and surface model.
Figure 2: left: one of 12 
camera views; right: 3D 
model with reconstructed 
high geometry detail.
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Top row: original video frame; bottom row: video 
frame in which the person in the foreground was 
automatically removed and the dynamic background 
was automatically inpainted.
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Advanced Video Processing
 Image processing methods are im-
portant tools during the postprocessing 
of photographies. One example is the en-
hancement of picture quality by applying 
special fi lters, for instance to suppress 
noise or to enhance contrast. Often, it is 
also necessary to remove certain regions 
from pictures and to fi ll-in or inpaint the 
hole in the image. The foundation for 
all such operations are mathematical 
methods that analyze and modify the 
image signal. Many standard tools for im-
age processing provide such algorithms. 
 Postprocessing of videos is a much 
more challenging task. Videos are not 
merely a temporal sequence of individual 
images. Modifi cations to videos during 
postprocessing, therefore, need not only 
be spatially consistent, that is, consistent 
within a single image, they also need 
to be consistent over time, that is, over 
many subsequent frames. Many com-
mercially available video editing tools, 
however, are based on exactly this as-
sumption that videos can be treated like 
sequences of individual images. Post-
processing operations with such tools 
are, therefore, limited to the application 
of simple fi lters over a temporal window. 
 Many practically relevant video pro-
cessing tasks are much more complex, as 
the following example shows. In profes-
sional video and movie productions, en-
tire scene elements, such as certain ac-
tors or supporting crew, may need to be 
removed from a shot, or their positions in 
a shot may need to be changed during 
postprocessing. In consequence, entire 
image regions in videos that are now 
disclosed (or now form a hole) need to 
be inpainted over time. In addition, it 
may be necessary to adjust for the chang-
ing illumination situation in the entire 
video after the edit. No existing video 
fi ltering approach would even come close 
to solving such a complex video editing 
task automatically. The consequence is 
that such editing tasks are usually solved 
through time-consuming manual editing, 
where individual pixels in individual 
frames are modifi ed by artists. Even for 
short scenes, this can entail weeks of 
necessary postprocessing time, an effort 
that everyday users are neither able nor 
willing to afford. 
 The goal of this research project is 
the development of the algorithmic theory 
to effi ciently and effectively solve com-
plex video editing tasks such as the one 
in the previous example. To this end, an 
algorithm needs to know more than the 
image signal at every frame. It is impor-
tant that an algorithm develops a seman-
tic understanding of a video: What ob-
jects are visible in a scene ? What is the 
illumination and refl ectance of materials 
in the scene ? How do individual scene 
elements correlate and move over time ? 
The algorithmic challenges we face in 
this problem are very demanding, and so 
far, the algorithmic theory is still in its 
beginning. The further development of 
the algorithmic underpinnings, however, 
is essential to enable also inexperienced 
users to control advanced video editing 
and to produce modifi ed videos in a 
mostly automatic way.  
Object removal from video and dynamic 
background inpainting
 An important subtask of many ad-
vanced video editing tasks is the inpaint-
ing of a dynamic scene background. For 
instance, if an object in the foreground 
of a scene is removed, previously occluded 
parts of the scene background become 
visible. In practice, this means that a hole 
in the video appears, since there is no 
color information available for the origi-
nally occluded regions. This hole has to 
be fi lled-in or inpainted in all frames of 
the video where it exists. The basic idea 
of this inpainting process is to look at 
other frames of the video (i.e., other time 
instants) and see if there are image re-
gions that could be copied into the hole 
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to fi ll it in. The reasoning behind this 
idea is that at these other frames, the 
region which is currently covered by the 
hole was actually visible. Should the hole 
be in an area of more or less static scene 
background, inpainting usually means 
the copying of larger coherent image 
regions from other frames. In contrast, 
if the hole is in the area of a now unoc-
cluded dynamic object in the scene, for 
instance a moving person, inpainting is 
much more challenging. Not only does 
the inpainted region need to appear spa-
tially coherent in every frame, the correct 
scene dynamics also needs to be synthe-
sized, which may not be solved by a mere 
copying operation alone. In our research, 
we have developed one of the fi rst meth-
ods in the literature to automatically solve 
the latter problem, namely inpainting of 
dynamic scene background [see Figure].   :::
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B I O I N F O R M A T I C S
Bioinformatics is a key discipline for progress 
in biological sciences, such as biotechnology, 
pharmacy and medicine. With computational 
methods Bioinformatics deepens and accel-
erates planning highly complex biological 
experiments as well as interpreting the re-
sulting very large amounts of data.
 For about 20 years, bioinformatics 
has signifi cantly contributed to progress 
in the life sciences. Therefore, the fi eld 
is a key ingredient of the revolution of 
biology. Bioinformatics methods and 
software support researchers in planning 
experiments, store data which come from 
all areas of biology, and assess this data 
with computer support. With the help of 
Bioinformatics, scientists can elucidate 
the molecular processes in cells – the 
basic units of living organisms – which 
form a complex system for processing 
matter, energy and information. The 
genome harbors the construction plan 
for the cell and the working plan of its 
metabolic and regulatory processes in 
a complex, encoded form. In order to 
facilitate these cellular processes, parts 
of the genome must be “read off”. This 
includes the genes, which amount to the 
blueprints of proteins, the molecular 
machinery of the cell. In turn, reading 
off the genes is controlled via complex 
molecular networks. For the synthesis of 
proteins, and also for their removal, there 
are specifi c molecular complexes which 
themselves are again subject to exquisite 
molecular control. The cells convert 
energy, they communicate with cells in 
their neighborhood, they take on diffe-
rent structures and forms, and they move. 
They react to changes in their environ-
ment, for example, pertaining to light, 
temperature and pH, and they mount 
defenses against invaders. Dysregulation 
of such processes constitutes the mole-
cular basis of disease. Drug therapy aims 
to restore a tolerable molecular balance. 
 For the past two decades, classical 
biological research, which used to be 
concentrated on cellular sub-systems 
with limited complexity, has been com-
plemented by high-throughput experi-
ments. The respective screening methods 
afford cell-wide capture of molecular 
data, e.g., by measuring the frequency 
of all read off genes (transcription), by 
capturing the population of the proteins 
used by the cell (proteome), and of their 
in-teractions (interactome). Generating 
new insight into the biology of the cell 
as well as the basis of diseases and pro-
viding new approaches to therapy in-
volves highly complex information pro-
cessing. Bioinformatics addresses this 
challenge. The Max Planck Institute for 
Informatics performs research on many 
of the challenges mentioned above. 
 Bioinformatics has the hybrid cha-
racter of a basic science which poses and 
follows clear application perspectives. 
This unique quality is highlighted by a 
signifi cant number of spin-offs of bioin-
formatics research groups. For example, 
Professor Lengauer co-founded the com-
pany BioSolvelT GmbH, which develops 
and distributes software for drug design. 
Pharmaceutical companies all over the 
world are among the users of this soft-
ware. 
 The Bioinformatics Center Saar, 
whose speaker is Professor Lengauer, 
received top marks for its research in 
the fi nal evaluation in 2007 of the fi ve 
bioinformatics centers that have been 
funded by the German Research Found-
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Protein Structure and Interactions
Proteins as biological machines
 Proteins are biological molecules 
that facilitate life’s processes: they are 
molecular engines that synthesize and 
decompose molecular building blocks 
such as nucleic and amino acids; convert 
energy; and facilitate regulation and com-
munication inside cells. They can do so 
because they are made up of a chain of 
amino acids that folds into a complicated 
3-dimensional structure, thus translating 
information from 1D to 3D. The specifi c 
way in which each individual protein folds 
depends on the physical and chemical 
properties of the amino acids that com-
prise the protein. Structural biology has 
accumulated extensive data on protein 
3D structures that can be analyzed using 
computational methods.
 We extend this paradigm to mo-
lecular complexes. Proteins do not act by 
themselves, but rather are part of the con-
veyor belt that performs a single action 
towards a common larger goal. That is why, 
on many occasions, proteins assemble into 
complexes to perform their task. These 
complexes can comprise hundred of pro-
teins. Prediction and analysis of proper-
ties of protein complexes is one of the 
major tasks in structural bioinformatics.
Structural bioinformatics of viral systems
 Viruses invade cells of higher organ-
isms and use them to replicate and mul-
tiply. They are small systems, typically 
containing 10-20 proteins. Using this 
limited toolkit, they engage in a complex 
network of interactions with the host cell 
and recruit host cell proteins to facilitate 
the virus life cycle. Simultaneously, they 
adapt very quickly to the persistent pres-
sure exerted by the host immune system 
and possible drug treatment. Impressive 
amounts of clinical and laboratory data 
on the variation of protein sequence in 
viruses are available. This makes viral 
systems unique targets for bioinformatics 
studies.
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 Protein sequences from virus strains 
isolated from various patients provide val-
uable information for patient treatment, 
as demonstrated by the geno2pheno 
approach. Including structural infor-
mation in this analysis will allow us to 
understand how the variations character-
istic of a sequence under consideration 
infl uence the function of the protein and 
its interactions with other molecules in 
its environment. For example, one muta-
tion in the protein’s active site can ruin 
the protein’s catalytic ability, whereas a 
different mutation nearby will merely 
diminish its affi nity to an inhibitor. If 
a mutation is located in an interaction 
interface with a host protein, this may 
destroy the binding, and the mutated 
virus will not survive. 
A pipeline that combines sequence and 
structural analysis to predict effect of 
sequence alterationsn
 We analyze the sequences of viral 
proteins that have specifi c properties, 
e.g. are resistant to certain drugs. We 
extract the sequence features that are 
responsible for this phenotype and analyze 
them in a structural context. We have 
analyzed multiple sequences of the viral 
protein that forms the capsid of the 
human immunodefi ciency virus (HIV) 
and predicted several pairs of mutations 
that are likely to interact functionally. 
One of those point mutations restores 
the viral infectivity that would otherwise 
be hampered by the other mutation of 
the pair. Using the structural analysis, 
we demonstrated that this pair of amino 
acids could be responsible for keeping 
individual protein subunits in the ordered 
capsid structure.
 We combine genomic-, modeling- 
and biophysics-based methods to assess 
the alterations observed in a given se-
quence and predict their potential infl u-
ence on protein function. We also analyze 
the binding affi nity to inhibitors and can 
suggest possible drug treatment.        :::
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Analysis of Viral Genomes Using Next-generation Sequencing
 Research on viral infectious dis-
eases is heavily dependent on available 
genome sequences of both the virus and
its human host. These genome sequences 
provide the basis for understanding the 
complex molecular interplay between 
the pathogen and the patient, knowledge
that is crucial for both drug development
and therapy optimization. The advent of 
next-generation sequencing technologies 
resulted in a dramatic drop in cost and 
increase in throughput of genome se-
quencing. However, the computational 
and methodological diffi culties regarding 
storage, analysis, and interpretation of 
the sequence data are considerable. 
It has recently become clear that the 
main bottleneck hindering advances in 
high-throughput genomic research is not 
the limited availability of patient samples 
or sequencing machines, but instead 
the lack of automated tools and trained 
bioinformaticians able to analyze this 
deluge of data.
Standardizing viral sequence analysis 
with Virana
 The situation is further complicated 
by the fact that viral genomes differ from 
the genomes of multicellular organisms 
such as humans in their very high evo-
lutionary rate and intra-species diversity, 
resulting in an especially complex geno-
type. These peculiarities compromise the 
suitability of traditional tools and analy-
sis methods developed for the analysis of 
the human genome to study infections by 
viruses. We aim to fi ll this methodologi-
cal gap by developing “Virana”, a software 
package and associated web service for 
viral next-generation sequence analysis. 
Virana is specifi cally tailored to clinical 
data analysis and takes the complex viral 
genotype as well as the longitudinal char-
acter of antiviral therapies into account. 
Analyses performed with the Virana web 
service can be conducted by non-special-
ists and are both highly scalable and rep-
licable. Additionally, analysis workfl ows 
and results can conveniently be shared 
over the Internet, encouraging communi-
cation and collaboration.
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Sequence dynamics of the 
hepatitis C virus
 At the Hospital of the University of 
Frankfurt, Virana is currently employed 
in a clinical setting to model the intra-
host evolution of the hepatitisC virus. 
The characterization of the highly com-
plex genotype of this virus is crucial for 
studying novel resistance mechanisms 
that the virus evolves to escape antiviral 
drug regimens. The unique methods 
offered by Virana enable researchers 
to statistically infer genotypic markers, 
such as minority sequence variants and 
genomic haplotypes, from the sequence 
data. When tracked over the course of an 
infection and combined with phenotypic 
variables such as therapy success, these 
markers can be used to support further 
clinical decision-making. Results of such 
analyses can then be included into our 
software geno2pheno[hcv], a free Web 
service that aids medical doctors by pre-
dicting drug resistance of viruses derived 
from patient samples [see Figure], there-
by bringing personalized genomics into 
clinical practice.
Screening for oncoviruses in human 
cancers
 Besides causing infectious diseases, 
viral pathogens are also suspected to be 
contributing factors to over 20 % of all 
human cancers worldwide. Several spe-
cies of viruses are known to carry and in-
tegrate into the human genome oncogen-
ic genes, possibly triggering cancerous 
cell transformations. Several oncogenic 
viruses such as the human papilloma 
virus (HPV) and the Merkel cell polyoma 
virus have been identifi ed so far, enabling 
the development of vaccines that prevent 
certain forms of cancer. In collaboration 
with the Institute of Child Oncology at 
the University Hospital of Cologne, we 
recently extended Virana‘s abilities to 
detect gene expression of known and 
unknown viruses within next-generation 
transcriptome sequencing data of neu-
roblastoma, an important form of child-
hood cancer. This viral metagenomics 
analysis enables researchers to differen-
tiate between human gene transcripts 
and viral transcripts and can be used to 
screen cancers samples for viral expres-
sion in a high-throughput and interpret-
able fashion.                :::
Output of the geno2pheno[hcv] 
web service
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Bioinformatical Support of HIV Therapy
 Preventing and controlling viral 
resistance is the central goal when ad-
ministering drug therapies against viral 
infections. For instance, HIV exists in 
millions of variants. In order to suppress 
the replication of the virus inside the 
body of the patient, combination drug 
therapies are administered. These are 
composed of drugs from a base set of 
over two dozen compounds [see Figure 1]. 
The relevant information for selecting 
the drugs is the viral genotype, which can 
be identifi ed from blood samples of the 
patient with using methods of genome 
sequencing. From the genotype, one can 
identify the viral resistance phenotype 
with bioinformatics methods. There are 
two approaches for this purpose. In the 
fi rst approach experts manually compose 
a set of rules for deriving the phenotype 
from the genotype. These rules are col-
lected in computer-based expert systems, 
which are exercised then put into use 
by the clinician. The second, more sys-
tematic approach consists of the bioin-
formatical derivation of the viral pheno-
type from the genotype based on a suit-
able set of clinical data about viral resist-
ance. Our research over the last 10 years 
has led to the geno2pheno system, which 
is freely available on the Internet under 
www.geno2pheno.org and can be used for 
treating AIDS patients. Analyses offered 
on the geno2pheno server have found 
their way into the European guidelines 
for treating AIDS patients with certain 
drugs. In 2010, our research on geno2 
pheno was honored with the AIDS 
Research Award of the Heinz-Ansmann 
Foundation.
 Several analysis variants offered 
on the geno2pheno server that are used 
in routine clinical practice can be de-
scribed as virtual phenotypes. A virtual 
phenotype is a bioinformatical (i.e., com-
puter-based) procedure that estimates 
the result of a laboratory experiment 
which is informative about the therapy 
of the patient and which therefore can be 
used as companion diagnostic for select-
ing the medication. Here the laboratory 
experiment itself is usually not feasible, 
in that it may be too expensive, may take 
too much time, or is simply unavailable. 
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Therefore, the experiment is carried out 
only on a limited number of samples 
within a research project, in order to 
generate a suitable data set on which to 
derive the virtual phenotype. geno2pheno 
makes such virtual phenotypes available, 
and these can be used as a companion 
diagnostic for administering certain 
AIDS drugs.
 In addition, geno2pheno offers a 
second generation of bioinformatical 
support systems for therapy selection. 
Not only do these systems estimate viral 
resistance against individual drugs, they 
also assess the effectiveness of the com-
bination therapy as a whole. This analysis 
also entails an estimate of how diffi cult 
it will be for the virus to attain resistance 
against the current therapy in the future. 
The second generation of prediction 
systems is still in the research stage and 
has not yet entered clinical practice on a 
broad scale. Reasons for this include the 
need for additional validation of these 
methods. Moreover, the accuracy of the 
procedures can be improved further by 
making use of additional information, 
such as details on the therapy history of 
the patient or on aspects of his or her 
genotype, especially those that pertain to 
the immune system. Finally the predic-
tions are not yet easy enough to interpret. 
The clinician expects to receive not only 
the result of a bioinformatical prediction 
method, but also an argument as to why 
that result is plausible. Research on im-
proving the second-generation prediction 
systems is currently a focus of our work.
 New sequencing methods make it 
possible to estimate the composition of 
essentially the entire viral population 
in a patient. On the basis of such data, 
predictions as to whether a therapy will 
be successful can be made with more 
accuracy. When the proportion of resist-
ant virus inside the population exceeds 
a certain threshold, the therapy should 
not be administered [Figure 2].               :::
Figure 2: The resistance is estimated for each 
virus in the population of the patient. If too large 
a proportion of viruses is resistant, the drug should 
not be administered.
Figure 1: Millions of HIV 
variants are contrasted 
by hundreds of combina-
tion drug therapies based 
on over two dozen drugs. 
The selection of drug 
therapies benefi ts from 
bioinformatical support. 
Hepatitis B virus particles 
(Image source: Antonio Šiber)
Hepatitis B resistance landscape 
(schematic presentation)
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Analysis of HBV Resistance
Hepatitis B Virus
 The hepatitis B virus (HBV) infects 
human liver cells, which can result in 
acute or chronic infl ammation of the 
liver (hepatitis). The World Health Or-
ganization (WHO) estimates that 300 to 
420 million people suffer from chronic 
hepatitis B worldwide and about one mil-
lion people die per year as a consequence 
of this disease. In order to prevent long-
term consequences such as liver cirrhosis 
and liver cancer, antiviral therapy must 
begin early. The goal of treatment is the 
permanent prevention of viral replication 
in liver cells. Several drugs are available 
for this purpose.
Reverse Transcriptase Inhibitors
 Nucleotide analog reverse transcrip-
tase inhibitors are of prime medical im-
portance for treatment of chronic hepa-
titis B. These chemical compounds, 
which originally were introduced for 
AIDS therapy, prevent the reproduction 
of viral DNA via a simple, but elegant 
trick. The building blocks of DNA, the 
nucleotides, are normally assembled in 
form of a long chain by the use of a spe-
cial viral protein, the polymerase. The 
chemical binding sites relevant for build-
ing the chain are found on both sides 
of the nucleotide. Reverse transcriptase 
inhibitors used in the treatment of 
hepatitis B are so similar  to the original 
nucleotides that the viral polymerase in-
corporates them into the DNA chain. 
However, one of the chemical groups 
responsible for chain building is missing, 
so that chain building is stopped and the 
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viral DNA cannot be completed. This 
therapy effectively suppresses the re-
production of the virus, thus preventing 
long-term consequences of the infection. 
However, this effect lasts only as long as 
the virus has not developed resistance to 
the treatment. Resistance can be effect-
ed by suitable mutations in the gene of 
the viral polymerase. A resistant form of 
this protein can distinguish reverse tran-
scriptase inhibitors from the original nu-
cleotides and reject them. Resistance is 
the major problem in the long-term treat-
ment of hepatitis B. 
Resistance Factor
 In order to optimize the adminis-
tration of drugs in the presence of viral 
resistance, we have set ourselves a chal-
lenging goal together with our collabo-
rators in medicine and virology. We aim
to completely resolve the resistance pro-
fi le of the hepatitis B virus harbored by 
the patient. Through extensive labora-
tory tests, one can determine a virus‘ 
resistance in the form of an easily inter-
pretable numerical value. Ideally, this so-
called resistance factor should be avail-
able before a drug therapy is selected for 
a patient. Currently, the resistance factor 
is not easily derived. The relevant labo-
ratory testing procedures are expensive, 
not widely available, and they take a long 
time to produce the result. Therefore, we 
aim to adapt the computational method 
that we are successfully employing for 
treatment of human immunodefi ciency 
virus (HIV) for use in HBV therapy. 
Our efforts to support HIV therapy 
are described in the article by Thomas 
Lengauer on page 42.
Resistance Landscape
 All properties of the virus are en-
coded in its genome in a complex and 
concealed fashion. We use statistical 
methods and clinical data to computa-
tionally estimate the resistance factor 
from the viral genome. In this way, we 
can replace the complex laboratory test-
ing procedure with a simple computa-
tion. The underlying dataset needs to 
comprise several hundred laboratory 
measurements of resistance factors for 
different viral genomes. The judicious se-
lection of these measurements is crucial 
for our project. First, we can only evalu-
ate mutational patterns that are similar 
to those we have previously seen in our 
measurements, and second, we have to 
try to estimate the resistance factor of 
many viral variants as precisely as possi-
ble on the basis of a limited  amount of 
experimental data. We have developed a 
system which selects for testing sever-
al hundred viral prototypes from several 
thousand hepatitis B viruses from all over 
Europe. These prototypes refl ect the 
diversity of the virus, and enable us to 
develop an algorithm which can support 
the choice of the most effective indivi-
dual therapy in the future.            :::
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Methylation of DNA infl uences its accessibility
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Deciphering the Second Code – Computational Epigenetics
 Our DNA encodes the appearance 
and behavior of our cells. However, there 
is a multitude of additional layers of con-
trol that regulate the ways in which the 
DNA is packed and processed and thus 
determine the fate of the cell. Computer 
scientists at the Max Planck Institute for 
Informatics contribute to deciphering 
this second, epigenetic code in order to 
foster the molecular understanding of 
development and disease and in the long 
term to improve cancer therapies.
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In cancer, the packing of the DNA  
becomes highly distorted
 The 3 billion letter code known as 
the human genome comprises the blue-
print for the molecular building blocks 
of life. There exists a large variety of dif-
ferent tissues in the human body, all of 
whose cells share the same genome but 
run individual genetic programs. The epi-
genome provides a code for the operation 
of these programs: DNA does not fl oat 
around naked in the cell‘s nucleus, but is 
packed more or less tightly around mole-
cular scaffolds (chromatin). The density 
of this packing controls how accessible 
the DNA is to the molecules reading off 
the genomic information. This packing is 
controlled by chemical modifi cations to 
the DNA itself (methylation) or the his-
tone proteins which comprise the scaf-
fold. Consequently, epigenetics plays an 
important role in orchestrating the entire 
organism: Complex tissue structures can 
arise only if, after countless cell divisions, 
each cell follows its program, which is 
confi gured by the accessible regions in 
the genome. In cancer cells, this packing 
is highly deregulated: Programs that con-
tribute to the cell‘s self-regulation – e.g., 
by programmed cell death (apoptosis) if 
cellular programs malfunction – are shut 
down, while programs that induce chaos 
in the structure of the DNA by reorganiz-
ing the genome become active.
Tackling the layer cake of the 
epigenome
 The fi rst step in fi nding a remedy 
is understanding the problem. Following 
this principle, and in close collaboration 
with life scientists, computer scientists at 
the Max Planck Institute for Informatics 
develop methods for understanding the 
complex interplay of regulatory layers. 
Modern experimental techniques allow 
for charting comprehensive maps of the 
epigenetic modifi cations at affordable 
costs. A major bioinformatics challenge is 
dealing with and integrating the resulting 
heterogeneous fl ood of data. At the Max 
Planck Institute for Informatics, statisti-
cal methods are employed and developed 
in order to infer the interplay of genomic 
and epigenomic features. Several web 
services have been developed supporting 
the analysis of epigenomic data. One of 
them, EpiExplorer, facilitates an integra-
tive view and interactive exploration of 
genomic and epigenomic features based 
on technology that has been developed 
to search for information in the World 
Wide Web.
Pinpointing epigenetic determinants 
of cancer helps to improve therapy
 By using computational methods, 
it is possible to compare epigenomic 
profi les of tumor and healthy tissues and 
thus to identify cancer-specifi c aberra-
tions. Moreover, tumors are not at all 
alike: While one tumor type might grow 
by being extraordinarily effi cient in repli-
cating, another might succeed especially 
well in evading the human immune re-
sponse. These characteristics are refl ect-
ed in the tumors‘ epigenomes. Different 
tumor types can be characterized by 
their epigenetic differences via statisti-
cal learning methods. In the future, these 
fi ndings will have a signifi cant effect on 
selecting effective therapies on a patient-
specifi c basis. The key phrase here is 
personalized medicine: Clinical assays will 
be able to identify epigenetic signatures 
of tumors for individual patients. Using 
these signatures enables clinicians to pre-
scribe more personalized treatments.   :::
Transmission network within the heterosexual 
community. Coloring nodes by the year they were 
sequenced shows that the earliest samples form 
the core of an expanding network.
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Phylodynamics of HIV
 For many types of virus, genetic 
mutation occurs on the same timescale 
as disease transmission. A map of an-
cestral lineages, a phylogeny, recaptures 
these transmission patterns. Genetic 
sequencing allows for biologically prin-
cipled reconstruction of phylogenetic 
structures. Our group applies and devel-
ops phylogenetic methods to infer the 
transmission dynamics of the most dan-
gerous infectious agent of our age, the 
Human Immunodefi ciency Virus (HIV).
 Science and medicine have made 
great progress in the fi ght against HIV. 
Understanding of the viral life cycle has 
lead to an evergrowing arsenal of thera-
peutic agents. Advances in clinical care 
have turned a deadly disease into a man-
ageable infection – manageable, but not 
curable. The disease continues to spread.
Transmission networks
 We, in collaboration with the In-
stitute for Virology at the University of 
Cologne, have published an investigation 
of HIV transmission patterns in North 
Rhine-Whestphalia [ http://www.auswaer-
tiges-amt.de/DE/Infoservice/Terminologie/Bun-
deslaender/Uebersicht_node.html ]. The study 
revealed four large and growing transmis-
sion networks endogenous to the region. 
Two of these affl ict men having sex with 
men (MSM), one encompasses hetero-
sexuals, and one plagues intravenous 
drug users (IVDU). The fi rst three net-
works have loosely connected structures 
which each span the entire region. These 
two factors imply that raising and main-
taining broad-based awareness would be 
an effective control strategy. The IVDU 
network has a densely connected struc-
ture and is strongly tied to Cologne, sug-
gesting that focused intervention in that 
city could have signifi cant benefi t to the 
entire region.
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 The study is now being expanded 
to an EU-wide scale. The fi rst results 
show that simple distance thresholds 
yield networks substantially similar to 
those resulting from more complex an-
cestor graph reconstructions. The speed, 
simplicity, and interpretability of thresh-
old methods makes them amenable to 
partitioning large datasets into epide-
miologically relevant subunits. These 
individual partitions are more tractable 
for investigation via more sophisticated 
methods which estimate variation in 
evolutionary rates or tranmission prob-
abilities. They also provide a basis for 
investigating intra-country migratory 
fl ows and country-specifi c differences 
in transmission dynamics.
Modeling disease spread
 Infection with HIV is the result of 
intimate personal contact. This suggests 
that transmission dynamics should mirror 
other forms of social exchange. One ex-
ample is rumor spreading, a topic investi-
gated by the Algorithms and Complexity 
department at the Max Planck Institute 
for Informatics. We have joined with 
them in developing a model of competi-
tive rumor spreading on certain random 
graphs. In agreement with established 
theory in network epidemiology, the 
model shows that an unopposed (false) 
rumor will rapidly cover the entire net-
work. Our work shows that the best way 
to fi ght false information is not via train-
ing highly knowledgeable experts, but 
rather by rapid spread of general and 
easily comprehended truths.
Quasispecies evolution
 A viral infection inside a patient 
manifests itself in  thousands of slight 
variations of one or several basic genomic 
sequences. It forms a quasispecies. 
Sequencing technology now allows a 
glimpse into the composition of the 
quasispecies. Our research investigates 
how the population structure relates to 
the evolutionary course of the infection. 
Drug resistance, for example, would fi rst 
emerge as a minority variant of the virus. 
In addition to work with our local coop-
eration partners on HIV and Hepatitis C, 
the research has found application in the 
study of dengue fever, in cooperation with 
the Genome Institute of Singapore. :::
46
Chasing EHEC with the Computer
 Human pathogenic Escherichia 
coli, such as Enterohemorrhagic E. coli 
(EHEC) and Enteroaggregative E. coli 
(EAEC), are globally widespread bac-
teria. They have gained signifi cance as 
a serious public health problem. Some 
strains may cause hemolytic uremic syn-
dromes (HUS). Varying strains cause epi-
demics all over the world. Last summer, 
we observed an epidemic outbreak of a 
multi-resistant EHEC strain in Western 
Europe, mainly in Germany. The Robert 
Koch Institute reported more than 4,300 
infections and over 50 deaths. Farmers 
lost several million Euros. Although we 
have fi nally arrived in the post-genome 
era, we still know very little about the 
function of many genes and their inter-
play. Here, we contribute to the currently 
ongoing research with a computer-aided 
study of EHEC transcriptional regulatory 
interactions, a network of genetic switch-
es that control, for instance, pathogenic-
ity, survival and reproduction of bacterial 
cells [see Figure]. 
 Characterizing these genetic switch 
mechanisms remains expensive and very 
time-consuming. In consequence, we 
have very limited knowledge about im-
portant post-genome follow-up questions 
that are crucial for understanding bacte-
rial survival and infection strategies. Par-
ticularly striking is the direct juxtaposi-
tion of hundreds of genome sequences 
on a handful of reference databases de-
dicated to gene regulatory networks. In 
fact, more than 1,600 microbial whole-
genome DNA sequences are available. 
To date, 37 completely sequenced eu-
karyotic genomes are available; 480 more 
projects are in the assembly stage, and 
700 more projects are registered to be 
in progress. 
 We tackle this problem of gene reg-
ulatory network reconstruction by identi-
fying evolutionarily conserved regulatory 
sites within the DNA of E. coli K-12, 
a harmless strain mainly used for wet 
lab studies, and 16 human pathogenic 
E. coli bacteria. Just a few genes make 
EHEC extremely dangerous for humans. 
If it were not for these genes, EHEC 
would hardly differ from harmless en-
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teric bacteria. We exploit this similarity 
to fi nd starting points for drugs against 
the EHEC pathogen. In order to pro-
vide high-potential candidate transcrip-
tion factors that regulate pathogenicity, 
we developed the integrated online data-
base and analysis platform EhecRegNet. 
We utilize 3,489 known regulations from 
E. coli K-12 for predictions of yet – un-
known gene regulatory interactions in 16 
human pathogens. For these strains we 
predict 40,913 regulatory interactions. 
Our computer-aided interspecies net-
work transfer approach identifi ed roughly 
68 % of the E. coli K-12 regulatory inter-
actions as conserved in the 16 pathogens. 
We discuss high-potential wet lab targets, 
i.e. potential transcription factors, for 
genes known to play an important role 
in pathogenicity or toxicity [see Figure]. 
Identifying and characterizing EHEC’s 
genetic control mechanism network on 
a large scale will allow for a better un-
derstanding of its survival and infection 
strategies. This will support the develop-
ment of urgently needed new treatments. 
 All our results as well as further 
bioinformatics analysis methods are 
publicly available through the EhecReg-
Net database and analysis platform at 
http://www.ehecregnet.de.           :::
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The molecular genetic program of EHEC’s pathogenicity and toxicity. Illustrated is the interplay of those genes 
and proteins that are associated with EHEC’s pathogenicity or toxicity capabilities. Elements colored in blue 
are conserved in E. coli K-12, the harmless wet lab strain. For those genes, our EhecRegNet prediction pipeline 
identifi ed evolutionarily conserved transcriptional gene regulatory interactions, i.e. novel wet lab targets.
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Software must be reliable. The most important 
criterion for reliability is correctness. Nearly 
as important, however, is performance: 
A correct answer that is not received in time 
is not helpful. The search for correctness and 
performance guarantees is a cross-depart-
mental research question at the institute.
 Today, computers are a ubiquitous 
part of our lives. We constantly use them, 
sometimes knowingly, such as a computer 
on the desk, and sometimes unknowingly, 
such as the electronic controls in the 
car, airplane, or washing machine. The 
more our lives are dependent upon hard-
ware and software, the more we pose 
the question whether the trust that we 
place in these products is justifi ed. The 
answer to this question is especially 
diffi cult and complex as software is not 
robust. A single change in a program, a 
minor error in one line of a program with 
several hundred thousand lines of code, 
or a small change in the processor’s cal-
culations can cause the overall program 
to crash or to deliver wrong results. Or, 
the developers may not have considered 
an infrequent but possible border case, 
and software that has worked reliably 
for years can suddenly show a wrong 
behavior. The granting of guarantees is 
even more complex when we examine 
not only a single program, but a system 
of programs, in which parts work inde-
pendently but also react to each other 
while pursuing different goals. 
 In the article “Dealing with Selfi sh-
ness in Optimization”, the latter situation 
is investigated. We take, for example, our 
current internet providers who have com-
mitted, on the one hand, to forwarding 
all Internet traffi c, although they would 
ideally prioritize the data transfer of well-
paying customers in order to optimize 
profi t. 
 Nature is, in many ways, a model 
for guaranteed correct and fast calcu-
lations. For example, the slime mold 
Physarum polycephalum calculates the 
shortest path from the entrance to the 
exit of a maze. The article “Physarum 
can Compute Shortest Paths – A Rigorous 
Analysis” argues that the behavior ob-
served in the mold can even be proved 
through the use of appropriate mathe-
matical models of computer science.
 Guarantees of geometric calcula-
tions are especially important today as 
nearly every larger machine, such as an 
airplane, for example, is designed on a 
computer. It would be undesirable if a 
calculation error caused, for example, 
the rudder of an airplane to become 
jammed during its service life. The article 
“Geometric Algorithms – Exact and Effi -
cient” shows what is needed for accurate 
calculations in a geometric context. 
 In order to provide guarantees of 
programs in general, deductive methods 
must be used that enable the desired 
properties to be derived from a program 
in the form of proofs. Automatic verifi ca-
tion procedures are required for this, which 
are discussed in the article “Automated 
Deduction”, as are techniques to properly 
divide and conquer resulting proof obli-
gations, in particular, from theories such 
as arithmetic. This aspect is discussed 
in the article “Quantifi er Elimination – 
Statements can also be Calculated”. 
Ultimately, it is not yet possible to give 
all desired guarantees of an arbitrary 
complex program within an acceptable 
period of time. In such a case, it makes 
sense to use procedures based on model 
assumptions, as is presented in the article 
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Physarum Can Compute Shortest Paths – a Rigorous Analysis
 Physarum Polycephalum is a slime 
mold that is apparently able to solve short-
est path problems. Nakagaki, Yamada and 
Tóth (Nature, Volume 407, 2000) report 
on the following experiment [see Figure 1]: 
They built a maze, covered it with pieces 
of Physarum (the slime can be cut into 
pieces that will reunite if brought into 
each other’s vicinity), and then fed the 
slime with oatmeal at two locations. After 
a few hours, the slime retracted to a path 
that follows the shortest path connecting 
the food sources in the maze. The video 
shows the mold in action [www.youtube.
com/watch?v=tLO2n3YMcXw&t=4m43s].
 Tero, Kobayashi and Nakagaki 
(Journal of Theoretical Biology) propose 
a mathematical model for the behavior 
of the slime and argue extensively that 
the model is adequate. Physarum is 
modeled as an electrical network with 
time varying resistors [see Figure 2]. The 
authors implemented the model as a 
computer simulation and report that 
the network always converges to the 
shortest s0 - s1 path, i.e., the diameters of 
the edges on the shortest path converge 
to one, and the diameters on the edges 
outside the shortest path converge to zero. 
This holds true for any initial condition 
and assumes the uniqueness of the short-
est path. Miyaji and Ohnishi (Internatio-
nal Journal of Pure and Applied Mathe-
matics, 47:353–369, 2008 ) initiated the 
analytical investigation of the model. 
They argued convergence against the 
shortest path if G is a planar graph and 
s0 and s1 lie on the same face in some 
embedding of G. 
 Recently a team consisting of three 
members of the Max Planck Institute 
for Informatics (Vincenzo Bonifaci, Kurt 
Mehlhorn and Girish Varma) show con-
vergence for all graphs. 
Let G = (V, E, s0 , s1, L) be an undirected 
network with positive length function 
(Le)e  E. Let De(0) > 0 be the diameter of 
edge e at time zero. The dynamics (1) are 
attracted to?* , the set of source-sink fl ows 
of value one in the graph of all shortest 
source-sink paths. If the shortest source-
sink path is unique, the dynamics converge 
to the shortest source-sink path.
 A key part of our proof is to show 
that the function 
decreases along all trajectories that start 
in a non-equilibrium confi guration. Here, 
C is the set of all s0 - s1 cuts, i.e., the set 
of all S  V with s0  S and s1  S; (CS) 
=  De is the capacity of the cut 
S when the capacity of edge e is set to De; 
and mins cCS (also abbreviated by C) is 
the capacity of the minimum cut. The fi rst 
term in the defi nition of V is the normal-
ized hardware cost; for any edge, the pro-
duct of its length and its diameter may 
be interpreted as the hardware cost of the 
edge; the normalization is by the capacity 
of the minimum cut.
Discussion and Open Problems
 Physarum may be seen as an ex-
ample of a natural computer. It can ap-
parently do more than compute shortest 
paths and solve transportation problems. 
The computational capabilities of Phys-
arum are applied to network design, and 
it is shown in lab and computer experi-
ments that Physarum can compute ap-
proximate Steiner trees. 
 Traditionally, the analysis of dyna-
mical systems belonged to the domain 
of biology, systems theory, and physics. 
Computer science brings new tools. 
For example, in our analysis, we crucially 
use the max-fl ow min-cut theorem.  :::
Figure 1:  (a) shows the maze uniformly covered by 
Physarum; the yellow color indicates the presence of 
Physarum. Food (oatmeal) is provided at the locations 
labelled AG. After a while, the mold retracts to the 
shortest path connecting the food sources as shown 
in (b) and (c). (d) shows the underlying abstract 
graph. From Nature, 407:470, 2000.
Figure 2: The mathematical model
The Physarum Model: G = (N, E) is an undirected graph with distinguished nodes 
s0 and s1 , which model the food sources. Each edge e  E has a positive length Le  
and a positive diameter De (t); Le is fi xed, but De (t) is a function of time. The re-
sistance Re (t) of e is Re (t) = Le /De (t). A current of value 1 is forced from s0 to s1. 
Let Qe (t) be the resulting current over edge e = (u, v), where (u, v) is an arbitrary 
orientation of e. The diameter of any edge e evolves according to the equation
              (1)
where e is the derivative of De with respect to time. In equilibrium, the fl ow through 
any edge is equal to its diameter. In non-equilibrium, the diameter grows or shrinks 
if the absolute value of the fl ow is larger or smaller than the diameter, respectively.





51G U A R A N T E E S
Geometric Algorithms – Exact and Effi cient
 Geometric algorithms play an im-
portant role in solving many everyday 
problems. A classic example is the so-
called piano movers problem, which 
involves, simply put, using calculations 
to decide whether or not a certain piano 
would fi t through the narrow staircase 
the next time you move house. Another 
important application area is CAD (Com-
puter Aided Design), where methods 
are developed to design and visualize 
engineering components. Diffi culties 
frequently occur when geometric algo-
rithms are implemented, arising from 
wrong decisions within the algorithm due 
to rounding errors. False results, crashes, 
or non-terminating programs can be the 
result.
 The Computer Algebra and Geo-
metric Computing Group at the Max 
Planck Institute for Informatics aims to 
provide possible solutions for the above-
mentioned problems. Here, we primarily 
deal with an algorithmic framework which 
eventually constitute the bases for spe-
cialized solution methods. Such basic 
operations mainly include Boolean op-
erations (intersection, union, etc.) and 
arrangement computations of geometric 
objects, that is, an explicit description 
of the decomposition of a plane or space 
implicitly defi ned by the given objects.
 The algorithms that we develop are 
designed and implemented in such a way 
that all possible inputs can be exactly 
processed. Unfortunately, algorithms 
with this property often come together 
with a series of disadvantages. Firstly, 
the complexity of the algorithm increases 
and, what is much worse, one must accept 
a signifi cant increase of computation 
time in order guarantee completeness 
and exactness. The reason for this is that 
solutions to general polynomial systems 
must be found and further processed to 
handle curved geometric objects, and 
the corresponding operations are com-
putationally intensive. For the latter rea-
son, commercial systems completely rely 
upon numerical methods and thus show 
the above mentioned erratic behavior as 
confi rmed by experiments. 
 If exactness and completeness 
should be guaranteed, certain symbolic 
operations, such as the computation of 
the greatest common divisor or the re-
sultant of two polynomials, are unavoid-
able. Hence, for the effi ciency of an
exact algorithm, it is crucial that such 
symbolic operations are implemented in 
an effi cient manner, and, in particular, 
that they are used sparsely. For the im-
plementation of the symbolic operations, 
we mainly consider modular divide-and-
conquer methods from Computer Alge-
bra. Here, the calculations are broken 
down into many smaller units with sig-
nifi cantly lower complexity, and the indi-
vidual results are ultimately reassembled
 to form a complete solution. Using mas-
sively parallel hardware architecture, as it 
is found, for example, on graphics cards 
(GPU), we have been able to accelerate 
important symbolic calculations by a 
hundredfold.We further developed novel 
algorithms for computing arrangements, 
which use very few symbolic operations. 
In addition, we have outsourced all of the 
latter operations to the GPU. This was 
achieved by combining techniques from 
different fi elds such as Computer Algebra, 
numerical analysis, and algebraic geo-
metry. As a result, we have been able to 
improve the effi ciency of exact methods 
by several magnitudes compared to exist-
ing approaches. In particular, for the fi rst 
time, we can report that our exact meth-
ods can compete with purely numerical 
approaches that do not come with any 
additional guarantees. 
 Finally, we also concentrate on 
more fundamental problems such as 
fi nding the solutions of a polynomial 
system. In this context, we have devel-
oped novel algorithms that are simple 
and practical and, at the same time, 
either match or improve the best theo-
retical complexity bounds known so 
far for the corresponding problems. 
We consider this contribution to be 
fundamental, in particular, since many 
of the existing theoretically effi cient 
methods from the areas of Computer 
Algebra and Numerical Analysis have 
not turned out to be very practically 
relevant so far.                           :::
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Arrangements of curves in the plane and on a Dupin-
Cyclide. The right fi gure shows a topological exact 
triangulation of an algebraic surface.
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Dealing with Selfi shness in Optimization
 In my research, I focus on optimiza-
tion problems that involve selfi shness in 
some way: for example, scheduling prob-
lems where the machines are controlled 
by selfi sh agents, each of which knows 
only how fast its own machine is. The 
agents are only interested in maximizing 
their own utility, which may be quite dif-
ferent from the overall optimization goal. 
Hence we need to design mechanisms 
that ensure that truthtelling is a domi-
nant strategy for the agents.
 A problem that I recently studied 
in this area is maximizing the minimum 
load on selfi sh machines, i.e., optimizing 
the max-min fairness of the job alloca-
tion. This is a standard fairness measure 
in the area of fair division. Such an al-
location is relevant, for instance, in the 
scenario where the jobs represent hard 
drives of various capacities, and we want 
to create a backup medium consisting of 
m parallel storages of maximum possible 
capacity; this capacity is then bounded 
by the size of the smallest storage. The 
utility of an agent is the payoff that it 
receives from the mechanism minus the 
cost of processing the jobs assigned to it. 
This cost depends on its speed, which 
only each agent knows which is known 
only to each individual agent. We want 
the agents to give their true speeds as in-
put to the mechanism, since otherwise 
we cannot hope to optimize any objective 
function. It is known that if the allocation 
done by the mechanism is monotone, then 
telling the truth is a dominant strategy 
for the agents. Monotone means that 
if one agent increases its bid (i.e. its 
claimed cost for running one unit of 
work), the total size of the jobs assigned 
to it by the mechanism may not increase 
as a result (the set of assigned jobs does 
not necessarily have to remain the same, 
however).
 Together with Giorgos Christodou-
lou and Annamaria Kovacs, I designed 
the fi rst monotone approximation algo-
rithm with a constant approximation 
ratio. Very recently, I have further im-
proved this result with Leah Epstein and 
Asaf Levin, and achieved an arbitrarily 
good approximation which runs in 
polynomial time.
 Another area that I am working on 
right now is that of selfi sh routing, in par-
ticular on rings. Much is known about 
selfi sh routing on general graphs, but the 
ring structure has not yet been studied 
in much detail (though some initial re-
sults have been obtained). This structure 
is very relevant, however, as the Internet 
in Europe in fact consists of interlocking 
rings (e.g. the German network is based 
on a ring). In general graphs, research 
has focused on the symmetric setting, 
where all players want to travel between 
the same two endpoints. We consider 
an asymmetric congestion game, which 
models the more realistic and diffi cult 
setting in which multiple players may 
have different locations in the network 
and thus different sets of strategies to 
choose from. 
 For the goal function of minimizing 
the maximum latency of any player, we 
have shown a tight upper bound of two 
for the price of anarchy. This means that 
any Nash equilibrium is within a factor 
of two of the best possible routing, which 
could only be achieved by enforcing fi xed 
routes for all the players. See the fi gure 
for an example where this bound is tight. 
Here x is the number of players on each 
edge. Note that in the fi gure on the right, 
if one player deviates and uses its direct 
edge, it also has a cost of 2, because the 
other player also uses this edge. :::
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Automated Deduction
 In order to guarantee that a piece of 
hardware or software is working correctly, 
it must be verifi ed – i.e., its correctness 
must be proven formally. Proving correct-
ness means that one has to check wheth-
er certain properties of the system follow 
from other properties of the system that 
are already known. The question of how 
to use computer programs for such proof 
tasks has been an important research 
topic for many decades. Ever since the 
fundamental theoretic results of Gödel 
and Turing at the beginning of the twen-
tieth century, it has been known that not 
everything that is true in a mathematical 
sense is actually provable, and that not 
everything that is provable is automatically 
provable. Correspondingly, deduction 
systems differ signifi cantly in their ex-
pressiveness and properties. For example, 
decision procedures are specialized for a 
certain type of data (e.g., real numbers) 
and are guaranteed to detect the correct-
ness or incorrectness of a statement with-
in this area. Automatic theorem provers 
for so-called fi rst-order logic can handle 
any data types defi ned in a program. For 
such provers, it is guaranteed only that a
proof will be found if one exists; if none 
exists, the prover may continue search-
ing without success, possibly forever. 
Even more complicated problems can 
be handled using interactive provers; 
these provers, however, only work with 
user assistance and without any guaran-
tee of completeness.
 How does a theorem prover for 
fi rst-order logic work? It is not diffi cult 
to write a program that correctly derives 
new formulas from given formulas. A 
logically correct derivation is, however, 
not necessarily a useful derivation. For 
example, if we convert 2 · a + 3 · a to 
2 · a + 3 · a + 0 and then to 2 · a + 3 · a + 
0 + 0, we do not make any computation 
errors, but we are not getting any closer 
to our goal either. The actual challenge 
is thus to fi nd the few useful derivations 
among infi nitely many correct deriva-
tions. The fi rst step in this direction is 
easy: Obviousy it is a good idea to apply 
equations in such a way that the result is 
simplifi ed, e.g., “x + 0 = x” only from left 
to right and not the other way round.
 However, this approach is not al-
ways suffi cient. A typical example is frac-
tional arithmetic: We all know that it is 
occasionally necessary to expand a frac-
tion before we can continue calculat-
ing with it. Expansion, however, causes 
exactly what we are actually trying to 
avoid: The equation “(x · z) / (y · z) = x / y” 
is applied from right to left – a simple 
expression is converted into a more com-
plicated one. The superposition calculus 
developed by Bachmair and Ganzinger 
in 1990 offers a way out of this dilemma. 
Application of equations
On the one hand, it performs calcula-
tions in a forward direction; on the other 
hand, it systematically identifi es and re-
pairs the possible problematic cases in 
a set of formulas where backward com-
putation could be inevitable. Superposi-
tion is thus the foundation of almost all 
theorem provers for fi rst-order logic with 
equality, including the SPASS theorem 
prover that we have developed at the In-
stitute.
 In our research group, we currently 
focus on refi ning the general superposi-
tion method for special applications. For 
instance, we are developing techniques 
for combining the capabilities of various 
proof procedures (for instance, super-
position and arithmetic decision proce-
dures). We are addressing the question of 
how superposition can be used to process 
even very large quantities of data, such 
as those that occur in the analysis of on-
tologies (knowledge bases). We also use 
superposition to verify network protocols 
and to analyze probabilistic systems, i.e., 
systems whose behavior is partially de-
pendent on random decisions. :::
C O N T A C T
Uwe Waldmann
RG. 1  Automation of Logic
Phone  +49 681 9325-2905
   
Output of an automatic theorem prover 
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Model Checking for Hybrid Systems
 The behavior of many technical 
devices can be described by specifying 
their states and state transitions. A wash-
ing machine can, for example, be in the 
starting state “door open, drum empty, 
machine turned off” or the state “wash-
ing.” State transitions are changes from 
one state to another. These can take 
place automatically, such as the change 
between washing and drainage, or 
through other actions, for example when 
a button is pressed. There are, however, 
possible states that are obviously un-
desirable, for example: “water inlet open, 
door open.” If we want to verify that the 
machine is safe, then we must show that 
there is no sequence of state transitions 
leading from the starting state to such 
an unsafe state.
 How can this problem be approached? 
We can describe states and state transitions 
using graphs. To this end, we symbolize 
each state by a circle and each possible 
state transition by an arrow. The result 
may look as follows:
 Let us assume that A is the starting 
state and L is unsafe. What are the pre-
decessor states of L, i.e., the states from 
which an arrow points to L? Obviously, 
there is only one such state: K. K is thus 
also unsafe, since if K can be reached, 
then L can be reached from there. K’s
predecessor states, namely G and J, are 
unsafe for the same reason. If we take a 
look at the predecessor states of G and J 
(namely L and G), we can see that these 
are already known to be unsafe. This 
means that there is no way of reaching 
the state set {G, J, K, L} from outside.
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 It is therefore clear that {G, J, K, L} 
are the only states that are unsafe per 
se, or from which an unsafe state can be 
reached. All other states, in particular 
the starting state A, are safe. This tech-
nique for verifying the safety of a system 
is known as model checking.
 Unfortunately, the number of states 
can quickly lead to problems in practice. 
Imagine that the behavior of an electronic 
device depends on 60 bits (b1,..., b60), 
i.e., 60 components that can each have 
the value of true or false. Now, 60 bits 
are not many, but if all the possible 
combinations are taken into account, we 
arrive at 260 states, more than one quin-
tillion. Symbolic model checking offers a 
way out here: We no longer enumerate 
the unsafe states and permissible state 
transitions explicitly, but we represent 
Example
Non-safe states
them symbolically using logical formulas. 
For example, the formula
b5 and not b32
describes all states for which b5 is true 
and b32 is false – this is a quarter of a 
quintillion states, which would otherwise 
have to be enumerated explicitly.
 A new problem emerges if we try 
to verify the safety of a vehicle control 
system in this way. Such a control system 
is a hybrid system. This means that one 
is no longer dealing solely with discrete 
state changes (e.g., acceleration or brak-
ing), but also with variables such as 
speed, which can change continuously. 
The state formulae must therefore also 
include numerical variables, for example:
b5 and not b32 and (x2 > 50).
 Discrete state transitions can still 
be computed in the same way as for 
purely discrete systems. What about the 
continuous state transitions? As long as 
the dynamic behavior is simple from a 
mathematical point of view (e.g., if the 
speed changes uniformly), one can use 
a method known as quantifi er elimina-
tion. Certain technical tricks are needed, 
however, to prevent arriving at too large 
a formula too quickly. In our work group, 
we are currently focusing on develop-
ing methods that can be applied even to 
more complicated dynamic behaviors. :::
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Quantifi er Elimination – Statements Can Also Be Calculated
 The understanding of computing 
on computers has historically evolved 
in several steps. In the early days of elec-
tronic computing equipment, in addition 
to dealing with large amounts of data, the 
numerical processing of numbers was 
in the foreground. The development of 
computer algebra since the mid 1960s 
expanded this to computation with sym-
bolic expressions: A simple example is 
the calculation of (x – 1) . (x + 2) + 2 with 
the result of x2  +  x. That computational 
work has indeed been performed here, 
becomes clear, among other things, by 
the fact that the evaluation of the origi-
nal expression for a concrete x requires 
double the amount of arithmetic opera-
tions as that of the result. On this basis 
it became possible, e.g., to automatically 
derive real functions or even calculate 
indefi nite integrals automatically.
 In mathematics, symbolic expres-
sions typically appear in complex state-
ments which can quantify some of the 
occurring symbols, as for example the 
following statement about real numbers: 
For all x there is a y, such that 
x2 + xy + b > 0 und x + ay2 + b 0. What 
can it possibly mean to “compute’’ such
a statement? Whether our statement is 
true or not depends on the selection of 
a and b . We therefore determine the 
possible choices of a and b for which the 
statement is true. The result can be re-
phrased as a statement which no longer 
contains any kind of quantifi cation: a < 0 
and b > 0. Here again, signifi cant compu-
tational work has been performed: based 
on the result, in contrast to the original 
formulation, one can determine with 
minimal effort for concrete choices of a 
and b whether our considered statement 
is true or not.
 Statements about real numbers 
which contain arithmetic operations, 
comparisons, logical operations and quan-
tifi cation, as in our example, can always 
be computed in such a way that the result 
does not contain any quantifi cation. In 
the special case where all symbols in a 
statement are quantifi ed, the result con-
tains no symbols at all; it is then either 
0 = 0 (“true’’) or 1 = 0 (“false’’).
 Let us consider e.g. a sequence 
of real numbers as follows: The fi rst 
two elements x1 and x2 are arbitrary. All 
others are created according to the rule 
xn+2  = | xn+1 | –  xn. If we start with, say, 
1, 2, then we subsequently obtain 1, 
–1, 0, 1, 1, 0, –1, 1, 2, and we observe 
that the sequence repeats after the fi rst 
nine items. This fact can be formulated 
as a “for all’’ statement about x1, ..., x11. 
From this, our method computes 0 = 0. 
This way we automatically prove that for 
arbitrary starting values the sequence will 
repeat after the fi rst nine items.
 If we consider statements about in-
tegral instead of real numbers, then there 
can be no corresponding software; and 
this is mathematically provable. In this 
sense, the methods discussed here bor-
der on what is mathematically possible. 
In addition to integral and real numbers, 
there are many other domains in the 
natural sciences which are researched at 
the Institute in terms of such methods.
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This even includes domains in which 
symbols not only stand for numbers, 
but also for functions. Corresponding 
statements can contain arithmetic and 
derivatives.
 This theoretical research is practi-
cally implemented in the software system 
Redlog, which is globally considered as a 
powerful and effi cient computational tool 
by numerous scientists. The computation 
time for our above proof about the num-
ber sequence is only approximately 0.07 
seconds with Redlog.
 A recent application of Redlog this 
year was the analysis of an automatic 
speed control for cars. Thereby, speed 
is automatically regulated in such a way 
that a collision with a preceding vehicle 
is impossible. Redlog computed starting 
speeds at which the control can be safely 
transferred to the system.
 Other interesting applications are 
in the fi eld of the analysis of complex 
systems in natural sciences, for example 
electrical networks in physics, reaction 
systems in chemistry or gene-regulatory 
networks in biology.  :::
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I N F O R M A T I O N  S E A R C H
&  D I G I T A L  K N O W L E D G E
Digital information has changed our society, 
economy, work in science, and everyday life. 
Modern search engines deliver useful infor-
mation for nearly every question, and the 
Internet has the potential to be the world’s 
most comprehensive knowledge base. 
However, knowledge structures in the Inter-
net are amorphous, and search engines rarely 
have precise answers to expert questions for 
which users would consult reference books 
and expert literature. A great challenge and 
research opportunity lies in making the leap 
from processing raw information to computer-
aided intelligent use of digital knowledge. 
 In parallel to this aim for a quantum 
leap, we observe a complexity explosion 
in digital information along several dimen-
sions: quantity, structural variety, multi-
modality, digital history, and distribution. 
  In addition to more than 20 billion web 
pages, important information sources are: 
online news streams, blogs, tweets and 
social networks with several hundred 
million users, Web2.0 communities for 
photos, music, books, scientifi c topics, 
and last but not least the encyclopedia 
Wikipedia. The total volume of this data 
is in the order of exabytes: 1018 of bytes 
– more than one million terabyte disks. 
  There is an increasing amount of 
more expressive data representations: 
XML documents, RSS feeds, semantic-
ally connected RDF graphs, and much 
more. The richer structure and hetero-
geneity of the data increases the com-
plexity of mastering this digital variety. 
  In addition to text-oriented and struc-
tured data, we are also experiencing an 
explosion of multimodal information: 
billions of people are becoming data 
producers in the web by sharing images, 
videos, and sound recordings with the 
rest of the world. This is often accompa-
nied by interpersonal contacts that arise 
from the Internet, and large online net-
works are organized. 
  The history of digital information – for 
example earlier versions of our institute’s 
web pages, which are partly conserved in 
the Internet Archive – is a potential gold 
mine for in-depth analyses along the time 
dimension. Sociologists and political 
scientists, but also media and market 
analysts as well as experts in intellectual 
property, can profi t from this. 
  The quantity and variety of the avail-
able information in the Internet has grown 
to such a scale that search engines are 
no longer able to maintain all relevant 
references in a centralized index. There-
fore, global information search necessi-
tates distributed algorithms, in which, 
for example, many local search engines 
are dynamically coupled for specifi c 
tasks. Here, not only local computing 
and search speed play an important role, 
but also communication effi ciency in 
the network of networks, the Internet, 
and in embedded peer-to-peer networks. 
 This global issue is examined from 
various perspectives at the Max Planck 
Institute for Informatics. These include 
work on effi cient search in semistruc-
tured XML documents, which  play a big 
role in digital libraries and e-science data. 
Another research area is the scalable 
management of graph-structured RDF 
data which arises in the context of the 
semantic web but is also important as 
data representation in computational 
biology. In other projects, the user-centric 
view of Web 2.0 communities and multi-
modal data are the primary issues. The 
great vision of making the quantum leap 
towards knowledge search and discovery 
is pursued in work on automatic knowl-
edge extraction from web sources such 
as Wikipedia. The Max Planck Institute 
for Informatics is a world-wide leader in 
this important research direction.        :::
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Random Telephone Chains – Effi cient Communication in Data Networks
 How do you send an urgent message 
quickly and effi ciently to a larger group 
of people? A classic procedure is the 
telephone chain. In the simplest case, 
the sequential telephone chain is based 
on an organized list of group members. 
Here, spreading news goes to the fi rst 
person on this list. Then he calls the 
second person, who then calls the third, 
and so forth. 
 Similar task descriptions appear in 
informatics if information in computer 
centers must be distributed. A company 
with affi liates at several sites can store 
its customer data locally at each branch 
offi ce. This has the benefi t that in each 
affi liate one can quickly access this data 
with little complication, and that the data 
is also available if the central database is 
not reachable for a short period of time. 
When using such replicated databases, 
there must naturally be changes given in 
the data inventory of an affi liate, which 
is slowly communicated to all others. 
 In two central aspects, this tele-
phone chain problem is different from 
informatics in the everyday world. First, 
such database systems can be very large: 
In a network with several thousand 
nodes, as in this affi liates example, the 
information distribution lasts much too 
long if the nodes are given the news in 
a fi xed series, one after another. 
 A second aspect is the robustness 
of the procedure. Robustness means that 
a process can still function properly even 
if some partial steps are not error-free. 
In a telephone chain, the main problem 
might be, that a participant cannot be 
reached, or that he is reachable, but for 
some reason, he does not forward the 
news. The classic sequential telephone 
chain appears not to be very robust. If 
a participant does not pass on the news, 
all the following participants in the chain 
remain uninformed. 
 For this reason, processes based on 
classic telephone chains are inappropriate 
for application in informatics. However, 
there are telephone chain problems in 
informatics with a surprisingly simple so-
lution. With the random telephone chain 
each caller who has received the news, 
calls random other participants. To sim-
plify the presentation, one can accept 
that all calls last the same amount of 
time. This leads to the information ex-
change taking place in rounds. In each 
round, each informed participant calls 
another randomly chosen participant. 
At this latest point in time, this chosen 
participant is also informed.
 The random telephone chain is 
amazingly effi cient and robust. If we take 
an example of a data network with 1,024 
nodes which can all communicate with 
one another, then the random telephone 
chain needs on average only 18.09 rounds 
in order to inform all nodes. The same 
is true for the robustness; even if we ac-
cept that every 10th participant is never 
reachable, it takes only 19.49 rounds on 
average to inform the remaining members. 
Therefore, it is not important which of 
the members fall within this 10 %. 
 The good performance of the ran-
domised telephone chain has stimulated 
other research efforts. A highly interesting 
question is: What is the optimal amount 
of randomness? The fi rst results demon-
strate that one sole random decision per 
participant gives results that are just as 
good as a completely random telephone 
chain. Actually, the optimum lies between 
the two extremes. The following very 
simple protocol demonstrates this. 
 We assume that all participants 
have one (e.g., alphabetically) organized 
list of all participants. If a participant is 
informed, he choose another random 
position on the list and calls, beginning 
at this position, all the other participants. 
If he reaches someone who is already 
informed, he dials a new, random starting 
position and continues to call in order. 
This simple protocol informs 1,024 nodes 
in only 14.11 rounds on average. Even 
if (randomly dialed) 10 % of the partici-
pants are never reachable, only 15.09 
rounds are needed on average. 
 A further benefi t of this procedure 
is that we can give a termination criterion. 
We can establish, for example, that parti-
cipants leave the procedure if they have 
called an informed node a fourth time. 
This is the fi rst time that a termination 
criterion has been given for a randomized 
telephone chain, and it is guaranteed 
thereafter that all participants will be 
reached. Furthermore, it provides a very 
effi cient procedure – on average, a parti-
cipant makes only 5 calls. The recom-
mended termination criterion leads in 
any case to a minimal increase in running 
time. In this case, for example, we need 
only 14.14 rounds in order to inform 
1,024 nodes. Apparently, there is a trade-
off situation: The earlier the participants 
stop, the longer the procedure takes. 
Even if the participants leave immediately 
after they have called an informed node, 
the new procedure is slightly better than 
the fully random telephone chain and 
needs 17.63 rounds instead of 18.09. :::
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Search and Mining in Web Archives
 The World Wide Web evolves con-
stantly, and every day contents are added 
and removed. Some of the new contents 
are published fi rst and exclusively on the 
Web and refl ect current events. In recent 
years, there has been a growing aware-
ness that such born-digital contents are 
part of our cultural heritage and there-
fore worth preserving. National libraries 
and organizations such as the Internet 
Archive [http://www.archive.org] have taken 
over this task. Other contents were pub-
lished a long time ago and are now, thanks 
to improved digitization techniques, for 
the fi rst time available to a wide public 
via the Web. Consider, as one concrete 
example, the archive of the British news-
paper The Times that contains articles 
published from as early as 1785.
 Our current research focuses on 
scalable search and mining techniques 
for such web archives. Improved search 
techniques, on the one hand, make it 
easier for users to access web archives. 
Mining techniques, on the other hand, 
help to gain insights about the evolution 
of language or popular topics. In the 
following, we describe three aspects of 
our current work.
Time travel in web archives
 Existing search techniques ignore 
the time dimension inherent to web ar-
chives. For instance, it is not possible to 
restrict a search, so that only documents 
are retrieved that existed at a specifi ed 
time in the past.
 In our work, we consider time-travel 
keyword queries that combine a keyword 
query (e.g., “bundestag election projection”) 
with a temporal context such as September 
2009. For this specifi c query, only relevant 
documents that discuss election projec-
tions and which existed back in Septem-
ber 2009 should be retrieved as results.
 Our approach builds on an inverted 
index that keeps a list of occurrences for 
every word. Depending on the type of 
query that has to be supported, the in-
verted index remembers an identifi er, 
how often the word occurs, or the exact 
positions at which the word can be found 
in the document for every document in 
which a word occurs. We extend this 
information by a valid-time interval to 
also keep track of when a word was con-
tained in a document and thus to enable 
time-travel queries.
 Consecutive versions of the same 
document tend to differ only slightly. 
We exploit this observation to reduce in-
dex size drastically. To process time-travel 
queries more effi ciently, we keep multiple 
lists for every word in the inverted index, 
each of which is responsible for a specifi c 
time interval. This introduces redundancy 
to the index, increases its size, and thus 
leads to a trade-off between index size 
and query-processing performance. Our 
approach casts this trade-off into optimi-
zation problems that can be solved effi -
ciently and determine the lists to be kept 
for every word in the inverted index.
Temporal information needs
 Information needs often have a 
temporal dimension, as expressed by a 
temporal phrase contained in the user’s 
query and are best satisfi ed by documents 
that refer to a particular time. Existing 
retrieval models fail for such temporal in-
formation needs. For the query “german 
painters 15th century”, a document with 
detailed information about the life and 
work of Albrecht Durer (e.g., mention-
ing 1471 as his year of birth) would not 
necessarily be considered relevant. This 
is because existing methods are unaware 
of the semantics inherent to temporal 
expressions and thus do not know that 
1471 refers to a year in the 15th century.
 To capture their semantics, we 
formally represent temporal expressions 
as time intervals. We then integrate them 
into a retrieval approach based on statis-
tical language models that has been shown 
to improve result quality for temporal in-
formation needs.
Mining of characteristic phrases
 Mining of web archives is another 
aspect of our current work. More pre-
cisely, we are interested in insights about 
ad-hoc subsets of the web archive, for 
instance, all documents that deal with 
Olympics. Given such an ad-hoc subset, 
we can identify persons, locations, or in 
general, phrases that are characteristic 
for documents published in a particu-
lar year. In our Olympics example, these 
could include Michael Phelps, Beijing 
and “bird‘s nest” for documents published 
in 2008.
 To identify such characteristic 
phrases effi ciently, one needs frequency 
statistics for so-called n-grams (i.e., 
sequences of one or more words). We 
develop effi cient and scalable techniques 
to compute these n-grams statistics in 
a distributed environment. One design 
objective here is to allow for easy scale-
out in order to keep up with the growth 
of web archives in the future.             :::
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Information Search in Social Networks
 The advent of Web 2.0 has revo-
lutionized the way users interact with 
the Web. Instead of simply consuming 
information as before, now anyone can 
simply generate and publish contents. 
Online services such as del.icio.us, Flickr, 
LibraryThing, YouTube, MySpace, or 
Facebook offer a simple way to publish 
pictures, videos, bookmarks and similar 
data on the Web. In addition, they allow 
the user to interact with other users, en-
abling them, for example, to share con-
tent. Data published by other users can 
be explored, commented, assessed, and 
annotated with so-called tags. These tags 
are often very good content descriptions, 
because they can be freely chosen with-
out having to stick to a predefi ned set. 
Various users frequently annotate the 
same image or the same video with dif-
ferent tags, refl ecting their different in-
terests. Most services offer easy to use 
and intuitive interfaces in order to fi nd 
contents based on annotations, for exam-
ple, the so-called “tag clouds”. 
 In addition, users can maintain ex-
plicit lists of their friends, and the system 
often provides additional value to such 
followers. It is easily possible to look for 
newly added content, new assessments 
or, especially lately, to inform friends 
about your current location. In this way, 
a social network is built, a dense network 
of relationships, in which the number 
of friends is often taken as an indicator 
of one’s reputation on the network. While 
these lists of friends are initially fi lled 
with friends and other people known 
from “real” life using the same service, 
it grows over time to include previously 
unknown users with similar interests. 
 This dense user network, in com-
bination with the user-defi ned annota-
tions, allows to fi nd valuable content 
recommended by friends (either directly 
or through transitive friends of friends), 
exploiting the “wisdom of the crowds”. 
Such a recommendation can either be 
explicit (e.g., through judgments and 
comments) or implicit (e.g., through 
intensive use of annotations). When 
searching in such systems, relations 
and the distance between users should 
therefore be taken into consideration, 
as close friends usually are more trusted 
than remote acquaintances. Some exist-
ing social networks already offer such 
functions, but only in a very limited 
fashion (for example, only for direct, 
but not for transitive friends); others do 
not support neighborhood search at all. 
 We have developed a search engine 
coined SENSE (for “Socially ENhanced 
Search and Exploration”) to close this gap. 
It provides tag-based search for content 
among the friends of the querying user, 
weighting annotations based on the 
strength of relationship to the friend. 
In addition to the distance in the social 
network, similarity in interests (derived 
from similarity of annotations) has infl u-
ence in weights. In comparison to most 
existing systems that consider plain tag 
frequency, SENSE retrieves results with 
signifi cantly better quality for such per-
sonalized searches. Our system uses 
highly effi cient and scalable search algo-
rithms to cope with the massive amount 
of data present in large social networks. 
The fast growth of these services, and 
especially the very high rate with which 
new contents and annotations are gener-
ated, requires optimized indexing strate-
gies in order to keep the precomputed 
transitive user relationships always up 
to date. SENSE defers updates as long 
as possible to the point when up-to-date 
information is needed for query process-
ing; then, updates are performed in a 
pay-as-you-go manner while processing 
the query.                    :::
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EnBlogue – What is New and Interesting in Web 2.0 ?
 The success of the Web 2.0 has 
drastically changed the way information 
is generated on the Web, with millions 
of users actively contributing content in 
form of blog entries or micro-news (e.g., 
Twitter). In order to maintain an over-
view of this continuously fl owing stream 
of information, we need methods that 
extract the essence of current events and 
display them in a suitable way to users.
 With enBlogue, the Max Planck 
Institute has developed an approach 
which continuously scans Web 2.0 
streams for interesting events, which 
have received attention in blogs, Twitter, 
or other media. The name enBlogue 
is supposed to sound like “in vogue”, 
meaning it is popular.
 EnBlogue processes web contents, 
annotated with the time of creation 
and semantic notes to detect surprising 
changes in the behavior of topics, which 
can be interpreted as interesting events. 
Not only individual semantic annotations 
(so-called tags) are assessed for their 
popularity, but all correlations between 
different tags are considered. Two tags 
are strongly correlated if the relative num-
ber of documents that report about two 
tags at the same time is high. Therefore, 
the dynamic increase in correlations is 
particularly interesting. 
 For example, normally the tags 
“Iceland” and “fl ight operation” are not 
very strongly correlated. This changed 
abruptly with the vulcanic eruption of 
Eyjafjallajokull in the spring of 2010. 
 The choice of tags to be considered 
is a priori unlimited but is primarily based 
on annotations generated by users, for 
example, when commenting on a blog 
entry or a news paper article. Methods 
can also be used for classifying informa-
tion into topic areas as well as for dis-
covering names of persons or places. 
The enBlogue system then also enables 
a mixture of peoples, places, and regular 
topics. 
 A model that takes into account the 
quantity of change as well as time-lines 
is used to extract interesting emergent 
topics and to present them in a clear and 
user-friendly manner.
 EnBlogue is the starting point to 
current information on the web and it 
helps users being linked to actual con-
tents. Personalization, i.e., re-ranking 
of topics depending on user preferences 
and interests, and additionally also 
considering the locations of events and 
users (if this information is available), 
is currently being researched.             :::
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YAGO – a Collection of Digital Knowledge
 In recent years, the Internet has 
developed into the most signifi cant 
source of information we have available 
today. Train schedules, news, and even 
entire encyclopedias are available online. 
Using search engines, we can very ef-
fi ciently query this information. But, 
despite effi ciency, search engines face 
limitations in terms of effectiveness, 
in particular for complicated queries. 
Assume we would like to know which 
scientists are also active in politics. This 
question can hardly be formulated in a 
way that it can be answered by Google. 
Queries like “politicians scientists” only 
return results about opinions on political 
events. The problem here is that the com-
puters we use today can store a tremen-
dous amount of data, but are not able 
to relate this data to a given context or, 
for that matter, even understand it. If it 
would be possible to make computers 
understand data as knowledge, this 
knowledge could be helpful not only for 
Internet search, but also for many other 
tasks, such as understanding spoken 
language or the automatic translation 
of a text into multiple languages. This is 
the goal of the “YAGO-NAGA” project at 
the Max Planck Institute for Informatics. 
 Before a computer can process 
knowledge, it must be stored in a struc-
tured fashion. Such a structured knowl-
edge collection is called an ontology. 
The major building blocks of an ontology 
are entities and relations among entities. 
An entity is every type of concrete or 
abstract object: the physicist Albert Ein-
stein, the year 1879, or the Nobel Prize. 
Entities are connected by relations, for 
example, Albert Einstein is connected to 
the year 1879 by the relation “born” [see 
graph]. We have developed an approach 
to automatically create such an ontology 
using the online encyclopedia Wikipe-
dia. Wikipedia contains articles about 
thousands of personalities, products and 
organizations. Each of these articles be-
comes an entity in our ontology. 
 There is for example an article 
about Albert Einstein, so the physicist 
can be recognized as an entity for the 
ontology. Each article in Wikipedia is 
classifi ed into specifi c categories, the 
article about Einstein, for example, into 
the category “born in 1879”. The key-
word “born” allows the computer to store 
the fact that Einstein was born in 1879. 
Using this approach, we get a very large 
ontology, in which all of the entities known 
to Wikipedia have their place. This on-
tology is called YAGO (Yet Another Great 
Ontology, http://www.mpi-inf. mpg.de/yago-naga/
yago/). At the moment, YAGO contains 
nearly 10 million entities and about 80 
million facts. 
 YAGO2, a recently created exten-
sion of the original knowledge base, pays 
particular attention to the organization of 
entities and facts in space and time – two 
dimensions that are highly useful when 
searching in a knowledge base. In fact, 
the great majority of the approximately 
900,000 person-entities in YAGO2 are 
anchored in time by their birth and death 
dates, allowing us to position them in 
their historical context. For example, 
one can ask questions about important 
historical events during the lifetime of a 
specifi c president, emperor or pope, or 
also ask the question of when the person 
of interest was actually president. 
 Most of the approximately 7 million 
locations in YAGO2 have geographic 
coordinates which place them on the 
earth’s surface. Thus, spatial proximity 
between two locations can be used as 
search criterion. An exemplary search 
using the space and time criteria could 
be: Which 20th century scientists were 
awarded a Nobel Prize and were born in 
the vicinity of Stuttgart. In YAGO2, one 
fi nds, among others, Albert Einstein, since 
both his lifetime (1879–1955) and his 
birthplace Ulm (70 kilometers from 
Stuttgart) are stored in YAGO2. 
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 In our next article about URDF, 
we describe how existing knowledge in 
YAGO2 can also be used to deduce new 
knowledge and then how to reason with 
this knowledge under different uncer-
tainty models.               :::
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URDF – Effi cient Reasoning in Uncertain RDF Knowledge Bases
Reasoning in uncertain knowledge bases 
with soft and hard rules 
 Despite the vast improvements in 
the fi eld of information extraction in re-
cent years, the very nature of the applied 
extraction techniques entails that the 
resulting knowledge bases may exhibit 
a high degree of uncertainty or even in-
consistency. Often, these inconsistencies 
are not obvious even for a human and can 
only be uncovered through intricate and 
potentially expensive inference steps. In 
large RDF knowledge bases with millions 
of facts, an automated search for incon-
sistencies can be accomplished only 
through complicated, logic-based infer-
ence techniques, and an overly eager re-
moval of inconsistencies can even lead 
to the loss of correct data. Automatic 
reasoning in large knowledge bases there-
fore requires a high robustness with re-
spect to incomplete, imprecise, or even 
inconsistent data, which we will here 
summarize under the term uncertain 
data. While traditional query process-
ing techniques for RDF (based on the 
SPARQL query language) are limited to 
deterministic data, the research in our 
latest project, URDF, particularly focuses 
on effi cient, rule-based, and statistical 
inference techniques for uncertain RDF 
knowledge bases. 
 In URDF, we can express, for 
example, that many people live in the 
same place as their spouses. Being a 
rather “soft” form of an inference rule, 
this rule will also be violated by a number 
of instances (in this case, people) in the 
real world, which means that any knowl-
edge derived from such a soft rule will 
also be uncertain. On the other hand, we 
can surely exclude that a person could 
have been born in different geographic 
locations. This represents a strict con-
straint, i.e., a “hard” rule, which may not 
be violated by any instance in our knowl-
edge base. In a logic-based representa-
tion, these rules are often formulated 
as implications, so-called Horn clauses, 
where a conjunctive condition of facts 
implies a new fact: 
marriedTo(person1, person2)  
livesIn(person2, location1) 
  livesIn(person1, location1)
 The above rule is formulated in 
fi rst-order predicate logic. More generally, 
our URDF framework allows for identi-
fying common patterns between the 
instances in the knowledge base, and 
we can generalize (i.e., learn) fi rst-order 
rules from these patterns in an inductive 
way. Conversely, we can then deductively 
reason about individual instances in our 
knowledge base by applying these fi rst-
order rules. In this case, we can, for ex-
ample, apply the above fi rst-order rule to 
the persons “Angela Merkel”, “Joachim 
Sauer”, and the place “Berlin-Mitte”. 
This form of uncertain reasoning allows 
us to infer that “Joachim Sauer” might 
live in “Berlin-Mitte”, given that we know 
that his wife, “Angela Merkel”, also lives 
in “Berlin-Mitte”:
marriedTo(Joachim_Sauer, Angela_Merkel) 
   livesIn(Angela_Merkel, Berlin-Mitte) 
 livesIn(Joachim_Sauer, Berlin-Mitte)
 Moreover, a special type of Horn 
clause can be formulated by grouping 
purely negated facts into a disjunction, 
as in the following example:
¬ bornIn(Angela_Merkel, Hamburg)  
¬ bornIn(Angela_Merkel, Bremen)
 With this Horn clause, we can 
express that “Angela Merkel” cannot 
have been born both in “Hamburg” and 
also in “Bremen”. By using negations as 
in the above example, we now have a 
formal means to identify inconsistencies. 
If, in the extraction step, both facts 
bornIn(Angela_Merkel, Hamburg) and 
bornIn(Angela_Merkel, Bremen) 
have been inserted erroneously into the 
knowledge base, we can formulate that 
only one of the two facts may be true 
by using negations of the above form. 
Effi cient evaluation strategies 
 URDF supports both logic-based 
(propositional) and probabilistic evalua-
tion strategies to answer user queries. 
In propositional reasoning, the user is 
guaranteed to obtain a consistent over-
view of a potentially inconsistent knowl-
edge base in response to a query. This 
problem is reduced to the maximum 
satisfi ability problem (Max-Sat), a classic 
problem in propositional logics. For 
URDF, we have developed a highly effi -
cient method for solving a generalization 
of the Max-Sat problem, which is specifi -
cally tailored to the combination of soft 
and hard rules described above. In prob-
abilistic reasoning, on the other hand, 
URDF does not only assign binary true/
false values to facts, but also confi dence 
weights, which correspond to a probabi-
listic interpretation of the derivation of 
the facts via the rules. 
 This enormous expressivity of rule-
based and probabilistic inference tech-
niques certainly poses major challenges 
to the development of new and effi cient 
evaluation strategies for user queries. 
Both logic-based and probabilistic evalu-
ation strategies underlie a much higher 
combinatorial complexity than traditional 
query evaluation strategies in relational 
databases. Therefore, exact evaluation 
algorithms cannot be applied to large 
volumes of data, which we obtain through 
information extraction from the World 
Wide Web. Our research concentrates 
on effi cient approximation algorithms 
with good approximation guarantees, 
which are specifi cally tailored to these 
evaluation strategies.                 :::
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PICASSO – Soundtrack Recommendation for Images
 Most of us have encountered the 
following situation: we have taken mul-
tiple images during a vacation trip and, 
when back at home, want to present 
these images to our friends. What is 
missing is a background music accom-
paniment that underpins the emotions 
felt during the vacation. Our approach, 
named PICASSO, recommends the 
most appropriate soundtrack, fully auto-
matically, from a user-provided music 
collection.
 There are two worlds to be dealt 
with here: the world of music and the 
world of images. Considered separately, 
both of these worlds are relatively well 
understood. For each of these worlds, 
there exist methods that determine 
which objects are most similar to a given 
query object. For example, a user can fi nd 
the 10 images most similar to a given 
vacation image. Features describing 
colors, brightness, and edges are used 
to calculate this similarity. However, 
different features are used in the world 
of music, for example, timbre and 
rhythm, which are crucial for precise 
search results.
 Up to now, we have not been able 
to make a connection between the world 
of music and the world of images. With 
PICASSO, we have developed an ap-
proach that is able to learn and apply this 
connection.
 The key principle is to look at very 
many examples of semantically related 
images and music pieces, aiming at cov-
ering a wide range of both media. The 
idea behind PICASSO is to analyze movies, 
which offer exactly the data needed for 
our task: (moving) images with match-
ing soundtrack music, manually assigned 
by experienced movie directors. We had 
PICASSO analyze more than 50 movies, 
hence, obtain a large collection of pairs 
of the form (image, movie soundtrack).
 In the recommendation process, 
PICASSO retrieves the most similar 
movie scenes for a given query image. 
In doing this, we move from the world 
of pictures to the world of music, using 
the already collected image-music pairs. 
Then, we can select the most similar 
songs out of a user-provided collection, 
with regard to the soundtracks in the 
movie scenes we found. For effi ciency 
reasons, we have precomputed the last 
step of this process, i.e., we can jump 
directly from a movie scene to the user-
provided songs. Figure 1 illustrates this 
process.
 This recommendation procedure 
can also be applied to a given collection 
of the images (i.e., a slide show). First, 
multiple soundtracks are recommended 
for each individual image. Subsequently, 
these results are combined to recom-
mend a soundtrack that matches all im-
ages. When doing so, we need to avoid 
choosing a soundtrack that is totally un-
fi tting for some images, even if it might 
be a great fi t for others. PICASSO is also 
applicable to  videos, in which case the 
video is considered as a series of images, 
for which we recommend a soundtrack.
 We have released an application, 
named PicasSound, which queries our 
PICASSO database via iPhone or An-
droid-based smartphone. PicasSound is 
available free-of-charge. It enables users 
to capture an image or to use an already 
existing one [Figure 2], for which PICASSO 
recommends a list of songs out of the 
songs available on smartphones.           :::
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Figure 1: Process of Generating the PICASSO 
Database
Figure 2: Screenshot of the iPhone App PicasSound
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M U L T I M O D A L  I N F O R M A T I O N
The volume and importance of multimodal 
data has virtually exploded in recent years. 
Research on handling such data is thus 
becoming ever more important. This extends 
from the modeling and indexing to the under-
standing of multimodal sensor data. The Max 
Planck Institute for Informatics accommodates 
this development and is pursuing some of the 
most important issues arising from this area.
 Sensors such as cameras, micro-
phones, GPS, and accelerometers are 
increasingly embedded in equipment and 
environments and are already useful in a 
variety of ways. The computer-controlled 
processing of sensor information has 
made enormous progress but is generally 
limited to simple matters. This means, 
in particular, that devices and computers 
with access to this sensor information do 
not fully interpret it and thus cannot truly 
understand their environments. 
 There are two work areas that ad-
dress different problems involved in mul-
timodal sensor processing. The fi rst area 
is concerned with the automatic process-
ing of music data. A central topic here is 
the effi cient fi nding of individual audio 
segments or other music fragments in 
large music data collections. The process-
es being researched are not only useful 
for processing search queries, but also 
for content-based music analysis. This 
involves, among other things, the recog-
nition and linking of semantic relation-
ships in various versions of different mo-
dalities of a piece of music. 
 In a second area, we are researching 
the use of portable sensors already em-
bedded in cell phones or even in cloth-
ing. In this case, the focus is on captur-
ing and understanding the context of a 
person playing an important role in man-
computer interaction. Context aware-
ness may enable natural communication, 
for example, with robots that understand 
the users goals and offer support at the 
right time. The work described here 
concentrates on a specifi c type of con-
text, namely, the recognition of human 
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Recognizing Human Activity
Recognizing human activity from 
wearable sensors
 Sensing and understanding the 
context of the user plays an essential 
role in human-computer-interaction. 
It may enable natural communication, 
for instance, with robots that understand 
the user’s goals and offer support at the 
right time. Our work focuses on a parti-
cular type of context, namely human 
activity recognition.
 While impressive progress has been 
made in recognizing short and atomic 
activities (such as shaking hands and 
walking), research on more complex 
human activity lasting for minutes or 
hours (such as a morning routine or an 
assembly task) is far less mature. We 
thus focus on several important aspects 
of human activity recognition related to 
complex and long-term activities.
Collecting human activity data
 Wearable sensors attached to the 
body have great potential for sensing 
what the user is doing, at any given time 
or place, from a fi rst-person perspective. 
Given the advances in micro-technology, 
inexpensive sensors are al-ready today 
becoming widely available in watches, 
cell phones, and even clothing. Motion 
data can then be collected and analyzed 
for activity understanding, using machine 
learning techniques.
Identifying and combining relevant     
activity events
 It is not usually the sequence of 
atomic activities that is interesting, but 
rather the higher level goal at which these 
activities are directed. There are several 
ways to infer the higher level goal from 
observing atomic activities. Since com-
posite activities can contain large amounts 
of unrelated activity, using the complete 
observation can be suboptimal and there-
fore confuse the recognition. For many 
composite activities, it is suffi cient to 
spot only a few underlying activity events 
to allow their recognition [Figure 1]. For 
example having lunch can be character-
ized by walking at a certain time of day, 
without even observing the actual eating 
activity. In a discriminative analysis, we 
observe that a surprisingly small fraction 
of relevant parts can be suffi cient to re-
cognize the higher level composite activ-
ity and allow effi cient recognition algo-
rithms.
Hierarchical model for composite 
activities
 Preserving the structure of a hier-
archical activity offers several benefi ts. 
Considering a construction manual for a 
mirror in fi gure 2, one of several tasks is 
to fi x the frame to the panel. This seem-
ingly simple task consists of various steps, 
and it becomes obvious that composite 
activities add signifi cant variation. Com-
posite activities can be interrupted, the 
duration can vary strongly across different 
users, or the underlying activities can 
happen in different order. Using the 
same algorithms recognizing atomic 
activities can be suboptimal, as these 
require prohibitive amounts of training 
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Figure 2: Composite activity for construction 
data. Therefore, we propose a hierarchi-
cal model that observes relevant activity 
events and combines them to recognize 
composite activities, similar to the way in 
which letters create words. Experiments 
show indeed superior performance com-
pared to the standard approaches usually 
used for activity recognition.
Figure 1: Relevant parts for composite activity
Transferring knowledge 
 Parts that are similar in different 
composite activities can be shared, much 
like vocabulary. Instead of re-learning 
composite activities from scratch, trans-
ferring shared parts reduces the training 
effort for new composite activities signi-
fi cantly.                            :::
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Knowledge-Based Source Separation for Music Signals
 The decomposition of superim-
posed acoustic sound sources into its 
constituent components, a task also 
known as source separation, is one of the 
central research topics in digital audio 
signal processing. For example, in speech 
signal processing, an important task is to 
separate the voice of a specifi c speaker 
from a mixture of conversations with 
multiple speakers and background noises 
(“Cocktail party scenario”).
 Also, in the fi eld of musical signal 
processing, there are many related issues 
commonly subsumed under the notion 
of source separation. In the musical con-
text, sources often correspond to melo-
dies or instrumental voices, which are 
overlayed to form complex polyphonic 
sound mixtures. Many source separation 
methods rely on assumptions such as 
the existence of multiple channels 
(e. g., multiple microphone signals re-
corded from different directions) and 
some kind of statistical independence of 
the source signals. In the case of music 
signals, however, these assumptions are 
often violated. On the one hand, music 
recordings are mostly given in mono 
(one channel) or stereo (two channels). 
On the other hand, the various musical 
sources are typically far from being inde-
pendent. Actually, quite the opposite is 
true: musicians interact with each other, 
and instrumental voices follow the same 
rhythmic patterns, melodic lines, and 
harmonic progressions. This makes the 
separation of musical voices from a poly-
phonic sound mixture an extremely diffi -
cult and generally intractable problem.
 In decomposing a music signal, 
one strategy is to exploit music-specifi c 
properties and additional musical 
knowledge. For example, the separation 
problem can be alleviated by exploiting 
the fact that the melody is often the 
leading voice, characterized by its domi-
nance in dynamics and by its temporal 
continuity. Or, the track of a bass guitar 
may be extracted by specifi cally looking 
at the lower part of the frequency spec-
trum. Furthermore, when extracting the 
drum track, one often relies on the as-
sumption that the other sources are of 
harmonic nature and can exploit that 
percussive elements (vertical spectral 
structures) are fundamentally different 
from harmonic elements (horizontal 
spectral structures). Last but not least, 
a human singing voice can often be dis-
tinguished from other musical sources 
because of the presence of vibrato and 
portamento (sliding voice) effects.
 In the last years, multimodal, score-
informed source separation strategies 
have also been employed assuming the 
availability of a score representation 
along with the music recording. Recent 
approaches show that the extraction of 
musical voices from highly overlapping 
sound sources comes within reach (at 
least to a certain degree) when exploiting 
additional musical cues specifi ed by the 
score. Additionally, the score representa-
tion allows a user to conveniently spe-
cify the musical voices to be separated. 
However, to transfer the score informa-
tion to the audio domain, one requires 
automated synchronization techniques 
to establish accurate correspondences 
between the note events given by the 
score and time positions in the music 
recording. The development of effi cient 
and robust synchronization techniques 
constitutes, in itself, a challenging re-
search direction.                             :::
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User interface for specifying note groups to be 
attenuated, intensifi ed, or modifi ed in corresponding 
music recordings.
Score-informed source separation strategy. The 
score (upper row) is used to specify the voices to be 
separated (here, the left and right hand of Chopin‘s 
Prélude No. 15 ”Raindrop“). An audio recording of 
the same piece is then decomposed into these voices 
(bottom row). The score-audio synchronization is 
accomplished by using a MIDI representation as a 
connective mid-level representation (middle row).
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Optimization procedures are today of central 
signifi cance for companies’ effectiveness. 
They are employed, for example, to reduce 
the need for expensive resources such as 
work or raw materials. The challenge to 
science is to develop effi cient procedures 
for solving optimization problems. These 
procedures should quickly fi nd an optimal 
solution, or at least a solution that is close 
to the optimum.
 Effi cient optimization procedures 
are of core importance in various areas. 
For large companies, they have a decisive 
infl uence on their competitiveness. 
With careful planning, a large amount of 
resources in industrial projects can be 
saved, leading to lower costs. However, 
such planning problems are usually very 
complex, and different requirements have 
to be taken into account. This makes it 
diffi cult for computers to fi nd optimal, 
or at least very good, solutions. 
 At the Max Planck Institute for 
Informatics, we are working on diffi cult 
optimization problems arising in very 
different applications such as industrial 
optimization or medicine. On the one 
hand, we are developing elaborate pro-
cedures that fi nd optimal solutions effi -
ciently. On the other hand, if the under-
lying problem is too diffi cult to fi nd an 
optimal solution quickly, we develop pro-
cedures that can at least fi nd a solution 
which is close to the optimum. In addi-
tion, we are investigating how we can 
employ random decisions to obtain more 
effi cient and simpler optimization pro-
cedures. In this context, we are also 
studying procedures that are inspired by 
optimization processes in nature. Such 
methods often allow good solutions to 
be found for a given problem without 
spending too much effort on designing 
a specifi c optimiziation procedure.
 Since optimization plays a signifi -
cant role in many different areas, scien-
tists in all research areas of the institute 
are working on optimization problems. 
Optimization is nowadays a crucial 
technique for the effi cient design of 
planning processes. Its importance will 
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Approximation Algorithms for Hard Optimization Problems
 One of the most basic methods 
for dealing with NP-hard optimization 
problems is to design polynomial-time 
algorithms that fi nd a provably near-
optimal solution. Formally, an algorithm 
is said to be an x-approximation algorithm 
for a maximization (or minimization) 
problem if it runs in polynomial time in 
the size of the input instance and produ-
ces a solution whose objective value is 
within a factor x of the optimum solution. 
Under this general framework, we have 
been working on problems from different 
areas, including graph problems, compu-
tational economics, computational geo-
metry and mathematical programming. 
We give an example below.
Matching of live cell video frames 
 In joint work with Stefan Canzar, 
Gunnar W. Klau and Julian Mestre, we 
have considered a problem that arises na-
turally in the computational analysis of 
live cell video data. Studying cell motility 
using live cell video data helps under-
stand important biological processes such 
as tissue repair, the analysis of drug per-
formance and immune system responses. 
Segmentation based methods for cell 
tracking typically follow a two stage 
approach: The goal of the fi rst detection 
step is to identify individual cells in each 
frame of the video independently. In a 
second step, the linkage of consecutive 
frames, and thus the tracking of a cell, is 
achieved by assigning cells identifi ed in 
one frame to cells identifi ed in the next 
frame. However, limited contrast and 
noise in the video sequence often leads 
to over-segmentation in the fi rst stage: 
a single cell is comprised of several seg-
ments. A major challenge in this appli-
cation domain is therefore the ability to 
distinguish biological cell division from 
over-segmentation.
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 One approach to solve this problem 
is to match sets of segments between 
neighboring frames, where the segment 
sets are obtained by a certain hierarchical 
clustering procedure. See the example, 
which illustrates the hierarchical cluster-
ing of two consecutive frames. Matching 
here means identifying one set of seg-
ments at a certain level in the hierarchy 
in one frame with one set of segments 
in the other frame. Since segment sets 
representing different cells in the same 
frame must be disjoint, no two nodes on 
any root-to-leaf path in any of the two 
hierarchies can be matched at the same 
time. In the fi gure, we show a feasible 
matching using dashed lines. Typically, 
a non-negative weight is assigned to each 
pair of segment sets (one from the fi rst 
frame and the other from the second), 
indicating how likely this pair is to re-
present the same cell. The objective is 
to fi nd a feasible matching between the 
segment sets in the two frames, with 
maximum total weight.  
Example of a feasible matching between two segment sets in two frames
 While the problem was originally 
formulated in the Computational Biology 
community, our contribution was to study 
it from an approximation-algorithms point 
of view. We fi rst showed that solving the 
problem exactly is NP-hard; in fact, we 
showed that there is a constant value 
x > 1 such that it is even NP-hard to 
obtain an x-approximation. On the other 
hand, we developed a 2-approximation 
algorithm for that problem.            :::
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The Theory of Bio-inspired Algorithms
 Bio-inspired algorithms are general 
search algorithms which are used in many 
ways in engineering disciplines and in 
the area of combinatorial optimization. 
An example of such algorithms are evo-
lutionary algorithms (EA). This classical 
solution process follows from the evolu-
tionary model and the Darwinian princi-
ple of “survival of the fi ttest.” Based on 
this natural evolution principle, a single 
solution candidate is called an individ-
ual and a number of such candidates is 
called the population. A fi tness function, 
which depends upon the given problems, 
assesses the solution candidates. The off-
spring population can be produced from 
a parent population according to the bio-
logical principle. This occurs through so-
called variation operators, in which the 
parents‘ genetic material is inherited by 
the children. The most important opera-
tors are, in this case, crossover and muta-
tion. Crossover usually produces a child 
from two adults, while mutation provides 
the child with new properties [see Figure]. 
Beginning with a starting population, 
the goal for a given problem is to retain 
many possibly-good solution candidates. 
After having produced the offspring, a 
new parent population is created by se-
lecting individuals from the parents and 
offspring. This process is repeated until a 
good solution is found.
 Another class of bio-inspired algo-
rithms is ant colony optimization, which 
is modeled on the pathfi nding and com-
munication mechanisms of ants. These 
algorithms construct many possible so-
lutions for a given problem from various 
components; components that partici-
pate in “good” solutions will (using a 
material messenger) produce so-called 
pheromones and will be used in later solu-
tions with higher probability. We thereby 
hope to develop an optimal solution as a 
combination of many good components. 
 Bio-inspired algorithms can be es-
pecially useful if, for a given (new) prob-
lem, no good, problem-specifi c algorithm 
is available. Thus, they cannot be expect-
ed to surpass a specially-designed solu-
tion process. It is therefore not the goal 
of the research to demonstrate that bio-
inspired algorithms surpass problem-spe-
cifi c algorithms. Rather, the focus is to 
understand the principles by which this 
new process operates.
Research focus 
 While bio-inspired processes have 
already been successfully employed in 
many cases, the theoretical understand-
ing of these algorithms in comparison 
to classical algorithms is still at an early 
stage. 
 We are examining whether bio-
inspired search processes are capable 
of solving specifi c problems, and what 
structures are advantageous or disadvan-
tageous in their use. The main focus is 
on how much time the algorithms need 
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to generate an optimal solution for a 
given problem. Because bio-inspired 
algorithms are a special class of rand-
omized algorithms, one can use a large 
number of classical analytical methods. 
Further, new analytical methods are 
being developed in order to respond 
to the specifi c characteristics of bio-
inspired methods. 
 We have shown that bio-inspired 
methods often fi nd good solutions for 
well-known problems without using 
problem-specifi c knowledge. They are 
able to mimic problem-specifi c algo-
rithms for a large class of combinato-
rial problems. For example, it has been 
formally demonstrated that bio-inspired 
algorithms can effi ciently calculate the 
shortest path between all nodes in a 
given graph. Another example is that 
EAs with recombination and mutation 
show demonstrable benefi ts in com-
parison to EAs that use only mutation 
as a variation operator. 
 Other studies show that approaches 
for multi-criteria optimization of bio-
inspired algorithms bring additional 
benefi ts to effi cient search. Many opti-
mization problems are framed in terms 
of a target function which must be op-
timized through many side conditions. 
These side conditions are perceived 
as additional, equal target functions in 
multi-criteria approaches. This provides 
the search for evolutionary algorithms 
with new avenues for investigation, 
which could lead to more effi cient pro-
cesses based on different combinatorial 
optimization problems.                       :::
Crossover
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The Traveling Salesman Problem
O P T I M I Z A T I O N
 The traveling salesman problem 
(TSP) is perhaps the most famous prob-
lem in combinatorial optimization: given 
a set of cities and the distances for trave-
ling between each pair of cities, the goal 
of the problem is to fi nd the shortest tour 
that visits each city at least once and re-
turns to its starting point. The traveling 
salesman problem has many applications 
in logistics and transportation, but also in 
areas such as chip manufacturing, where 
the “cities” to be visited are holes that 
need to be drilled, and the distance be-
tween cities is the time needed to move 
the drill head from one hole to the next.
 The traveling salesman problem is 
an NP-hard problem; this means that 
the running time of the only known algo-
rithms for optimally solving these prob-
lems grows exponentially with the size 
of the problem (and it is widely believed 
that this behavior is inherent to the prob-
lems). Nevertheless, the past decades 
have seen great progress in solving real-
world instances of the TSP. The start-
ing point for solving real-world TSP in-
stances is to compute a lower bound on 
the length of the optimal tour, called the 
“subtour LP” bound. The subtour LP is 
known to give excellent lower bounds on 
TSP instances in practice, coming within 
a percent or two of the length of the op-
timal tour. However, its theoretical worst 
case is not well understood.
 A famous algorithm called Christo-
fi des‘ algorithm always fi nds a tour of 
length at most 3/2 times the value of the 
subtour LP. This implies that the worst-
case ratio of the optimal tour length and 
the subtour LP bound is at most 3/2. 
Examples are known that show that the 
worst-case ratio is at least 4/3, and a 
long-standing conjecture states that the 
worst-case ratio, taken over all instances 
of the problem, is in fact exactly 4/3.
 Resolving this conjecture would 
not only satisfy our scientifi c curiosity 
(as it is surprising that such a well-stud-
ied problem is not better understood) but 
it could also lead us to the fi rst improve-
ment over the thirty-year-old Christofi des’ 
algorithm.
 Together with my co-authors David 
Williamson and Frans Schalekamp, we 
recently resolved a related conjecture. 
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An illustration of the subtour LP bound. The value of the subtour LP is equal to twice the sum of the radii of the 
red circles, plus twice the width of the blue regions. 
Source: http://www.tsp.gatech.edu/
Suppose we allow multiple salesmen, 
that don’t necessarily start in the same 
city, but that together cover all the cities. 
Then, we can prove that the worst-case 
ratio of the length of the optimal solu-
tion to the subtour LP bound is 10/9. In 
our current research, we are attempting 
to extend our techniques to answer the 
main conjecture for the special case of 
the traveling salesman problem in which 
all distances are either one or two.       :::
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Rule-based Product Confi guration
 In today’s industry and economy, 
the principle of product lines plays a 
great role. In this context, different prod-
ucts, based on a preferably high number 
of identical components, are grouped 
together and jointly designed, developed 
and produced. A typical example is the 
group-internal production of different 
automobile models on a common base.
 A currently popular approach for 
describing product lines is the use of 
rules: They specify which components in 
a specifi c context, or following an explicit 
pre-selection of properties, can be confi g-
ured into an overall product. These con-
texts can be e.g. of a temporal or techni-
cal nature. An example of a component 
selection for a vehicle would be the se-
lection of a color, an engine or an equip-
ment detail such as an air conditioner. 
A temporal context would include a par-
ticular year of manufacturing or model 
year; a technical context could be the 
upper limit of CO2 emissions or the total 
weight. The rules themselves describe 
dependencies between the components 
and contexts: A powerful engine requires 
specifi c tire combinations based on the 
potential achievement of high speeds, 
whereas trailer hitching devices exclude 
weak engines. The interactions represent 
so-called if-then rules, which become 
active through decisions by the user 
specifying properties of an eventual 
product.
 Within the framework of our re-
search we are interested in a formal de-
scription and verifi cation of such a sys-
tem of rules. For many of the systems 
currently in use, the challenge is not the 
development of the concrete rules, but 
rather ensuring important global prop-
erties such as consistency. The above-
described rule approach is particularly 
characterized by its fl exibility. Rules can 
easily be adapted to the type of products 
being confi gured and the associated 
components and the respective area of 
use. The desired level of detail can be 
chosen freely: Thus, a product can be 
considered purely from a sales perspec-
tive, or down to the last, single screw 
for engineering purposes. The approach 
can also be applied to the description of 
products composed of abstract modules. 
In addition to the automotive industry, 
e.g. applications for software products 
that are composed of individual mod-
ules are also possible. Production lines, 
which consist of a sequence of individ-
ual steps, or the composition of business 
services from individual activities, can 
also be naturally described with the aid 
of rule systems.
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 Although promising results have 
been accomplished with rule systems on 
the application side, an appropriate for-
malization, i.e. an explicit and consistent 
recording by a rule-based system into a 
language of logic, is still the subject of 
research. However, formalization is a 
prerequisite for the assurance of global 
properties. Important properties include 
consistency, i.e. consistency of the sys-
tem of rules, or the uniqueness of the 
calculated results. Further examples of 
these properties are the total number of 
possible products from one product line 
according to the pre-selection of compo-
nents or contexts, optimality properties 
of products such as minimum production 
costs, or recognizing components that no 
longer contribute to an active product.
 The current research encompasses 
the analysis of existing rule-based systems, 
the development of a suitable formal lan-
guage and the development of automatic 
methods for calculation of properties. :::
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S O F T W A R E
R E S E A R C H  A R E A S
Informatics is, fi rstly, a discipline of basic 
research that deals with universal compu-
tation and problem-solving methods and 
investigates fundamental properties such 
as correctness and complexity. Secondly, 
it also resembles an engineering science 
that supports a great variety of different 
applications. The development of software 
fulfi lls many functions in this context. It is 
subject to basic research, the outcome 
of the implementation of new results from 
basic research as well as the product of 
an engineering effort for the solution of a 
concrete application problem. Software is 
thus an inherent part and a connecting link 
in informatics research.
 At the Max Planck Institute for 
Informatics, this philosophy has been 
implemented with great success since 
the founding of the institute. All depart-
ments and groups work to implement 
the results of their basic research efforts 
into practical software systems and make 
them available to science and industry. 
There is a considerable number of soft-
ware systems, developed in all depart-
ments and groups at the institute, that 
have found their way into the scientifi c 
community and that are used in research 
in many places around the world. Most 
of our software is distributed as free open 
source software. In some cases, however, 
start-up companies have been founded 
to further develop, distribute, and sell 
the software. 
 The clever implementation of mathe-
matical models and algorithms into exe-
cutable software is, as mentioned above, 
an important research subject. Algorithms 
that show nice mathematically analyzable 
run time and storage space worst case 
properties (so-called asymptotic com-
plexity dimensions) are not necessarily 
effi cient when implemented on modern 
computers, particularly on current dis-
tributed computer hardware. Properties 
of communication, processors, storage 
and magnetic disks as well as the char-
acteristics of real data must be appro-
priately considered in engineering if 
software systems are to be successfully 
applied in practice. When we succeed 
in building a software system for a newly 
developed method, the system in turn 
provides valuable information on relevant 
special cases, meaningful generalizations 
of the problem investigated, or the meth-
ods used. 
 The articles with a research focus 
on “Software” are a cross-section of our 
activities. A current research topic is the 
enhancement of syntactic search possi-
bilities in the World Wide Web (WWW) 
with semantic information. The articles 
“TopX 2.0 – Effi cient Search in Digital 
Libraries” and “RDF-3X – Fast Searches 
for Semantic Data” describe two software 
solutions related to this topic. The article 
“Decision Procedures for Ontologies” deals 
with the semantic structure of everyday 
knowledge and describes a logic-based 
software for answering complex search 
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TopX 2.0 – Effi cient Search in Digital Libraries
Full text search in semistructured  
documents
 TopX is a search engine for effi cient 
full-text search in semi-structured docu-
ments, a data format which is frequently 
used, for example, in digital libraries. 
These documents are called semi-struc-
tured as they combine rich semantic an-
notations and structural markup with ex-
tensive text passages in a unifi ed format, 
the popular XML (Extensible Markup 
Language). In particular semantic anno-
tations are of interest for query evaluation 
because they can contribute to disam-
biguating the textual contents and thus 
to better understanding the textual in-
formation. Let us consider, for example, 
the keyword query “Who were doctoral 
students of Max Planck, who themselves 
became scientists”? Assuming that appro-
priate annotations exist in the collection, 
this keyword query can be translated into 
a very specifi c path query over a corre-
sponding document structure: 
//article[.//person ftcontains „Max Planck“] 
//doctoral_students//scientist  
(according to XPath 2.0 Full-Text 
Standard) 
 The results of this query over a 
Wikipedia-based, annotated XML corpus, 
will then be returned by the engine as di-
rect references to “Gustav Ludwig Hertz” 
or “Erich Kretschmann” as compact links, 
for example, to their own encyclopedia 
entries. 
Exploratory search 
 The prerequisite for a successful 
application of this query language is 
however the user’s detailed knowledge 
of the document structure, the so-called 
XML schema. In order to support the 
user in formulating structured queries 
over an initially unknown document 
schema, TopX also allows for an explora-
tory form of search. Starting with simple 
keyword queries, the user can employ 
the search engine to gradually learn more 
about the document’s schema and then 
refi ne the queries step by step via struc-
tural conditions. The expressiveness of 
the query language (which supports the 
international XPath 2.0 and XQuery 1.0 
Full-Text standards defi ned by the W3C) 
allows for a gradual clarifi cation of the 
requests. 
 Following the above example, the 
user may start searching the annotated 
Wikipedia corpus with a pure keyword 
query for “Max Planck”. This query would 
provide (amongst others) links to the 
person Max Planck as well as to the 
various Max Planck {institutes} among 
its best matches. Taking advantage of the 
document structure, a simple refi nement 
of the query might then look like the 
following:  
//article[.//person ftcontains  „Max Planck“],
which would tell the search engine that 
articles about the person “Max Planck” 
would be preferred. 
 Moreover, different forms of query 
relaxations and ontological query expan-
sions are supported by TopX. On the one 
hand, overly specifi c queries that would 
not yield any exact matches can be dy-
namically relaxed at query time by auto-
matically switching from a conjunctive 
query evaluation mode into a disjunctive 
evaluation strategy. On the other hand, 
through ontological query expansions, 
TopX can also fi nd matches to semanti-
cally similar concepts. 
Effi ciency and scalability
 Much of the implementation of 
TopX has been continuously improved 
and in part completely redesigned over 
the past years. In particular, the internal 
index structure used by TopX was trans-
formed from a conventional database 
system into a completely new, highly 
optimized index structure, which was 
specifi cally designed for TopX. This new 
index structure supports highly effi cient 
forms of index compression and the 
distribution of indexes across multiple 
computers (i.e., compute cluster), which 
contributes signifi cantly to the scalabi-
lity and effi ciency of the search engine. 
Our experimental results and the regular, 
very successful participation in interna-
tional benchmark competitions support 
the globally strong position of TopX for 
information retrieval over semi-structured 
data that signifi cantly outperforms com-
mercial products. 
Applications and open-source  
availability
 TopX targets both the direct user 
application as well as the API-based 
integration with other systems. With 
the international XQuery 2.0 Full-Text 
standard, TopX also offers improved 
support for imperative programming 
language concepts, such as loops and 
conditional statements, which increases 
TopX’s usability with automatically ge-
nerated queries. 
 The original prototype of TopX was 
already made available as an open-source 
package in 2006. A respective open-source 
distribution of the current TopX 2.0 
version with support for distributed in-
dexing, incremental index updates, and 
the XQuery 2.0 Full-Text standard is in 
preparation.                               :::
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RDF-3X – Fast Searches for Semantic Data
Semantic Data
 RDF-3X is a database system to 
manage and search for semantic data, 
that is, data which contains information 
about relationships between objects. Such 
relationships are ubiquitous. For example, 
a book has one or more authors, a protein 
takes part in specifi c reactions and a user 
of web 2.0 web pages has connections to 
his friends. These relationships between 
things, or, more abstractly: Entities, to-
gether with the entities themselves, form 
a network or graph structure. Using for-
mal semantics associated with it, the 
data graphs form semantic networks, 
i.e., networks which allow for automatic 
reasoning. 
 A data format, which was specially 
designed for graph-structured data, is the 
Resource Description Framework (RDF). 
An RDF data collection consists of tri-
plets, each of which corresponds to an 
edge and an associated node pair in the 
data graph. A triplet consists in RDF 
writing of a subject, a predicate and an 
object. In the graph, this corresponds 
with the “predicate” labeled edge from 
subject to object. There are edges in the 
example <id1, bornOn, 1859>, which 
express that the subject “id1” is associ-
ated with the name Arthur Conan Doyle, 
born in 1859. Further edges, such as 
<id1, authorOf, id2>, <id1, bornIn, Edin-
burgh> and <Edinburgh, is in, Scotland> 
demonstrate that the object “id2” is writ-
ten by id1, that id1 is born in Edinburgh, 
and that Edinburgh is in Scotland.
Search in RDF Graphs
 Also, complex relationships can 
be formulated relatively simply with this 
kind of notation. The simplicity and 
fl exibility, which is achieved through the 
graph structure of the data, leads to the 
fact that RDF searches are relatively 
expensive. Search queries are normally 
formulated in a query language such as 
SPARQL, for example, and describe a 
pattern that must be searched for in the 
data. If one searches, for example, for 
the title of books by Scottish authors, 
one can describe this with the following 
triple pattern:
?author <bornIn> ?city 
?city <locatedIn> Scotland 
?author <authorOf> ?book 
?book <titel> ?titel.
 The parts beginning with question 
marks are individual variables whose 
values must be determined by database 
systems. The portion in brackets is the 
value given as search conditions by the 
user. In order to answer this query, the 
database system must fi nd all triples that 
fulfi ll the patterns of the query. Because 
the data graphs are very large, there can 
be many millions of candidate triples, 
making effi cient searches very diffi cult.
 The database system we have de-
veloped, RDF-3X (RDF Triples Express), 
approaches these problems on several 
levels. First, the data itself is stored 
appropriately, so that individual triple 
patterns can be effi ciently evaluated. We 
have compressed the data and indexed 
it using search trees, so that any triple 
pattern can be evaluated very quickly. 
But this is not enough, however; the 
users are mostly interested in larger inter-
relationships and thus pose queries with 
linked triple patterns. Therefore, we map 
such interrelated queries into execution 
strategies using algebraic operators and 
choose the ones that can be expected to 
have the lowest execution time from the 
different execution alternatives. The dif-
ferent alternatives are assessed, and then 
the most effi cient alternative is chosen 
with the assistance of statistical models. 
For the example query, one must estimate 
whether there are more authors or more 
cities in the data set, and how this affects 
the execution time. A careful choice of 
the execution strategy can often acceler-
ate the query processing by a factor of 
10 or more.
Effi ciency and Scalability
 Searching in semantic data is al-
ready diffi cult for even relatively small 
graphs because the graphs frequently 
show no known structure (i.e., they 
follow no schema). Despite this, it was 
important for us to use RDF-3X not only 
for small data graphs, but also to make 
sure that it scales effi ciently to very large 
data sets with billions of edges. One big 
challenge is updating such large data sets, 
i.e., inserting new data and, if necessary, 
removing old data, all without having to 
stop the whole database. Over time, we 
have therefore incorporated many tech-
niques, such as Sideways Information 
Passing and Triple Versioning in RDF-3X 
in order to scale to such data sizes. In 
experimental comparison with other 
systems, RDF-3X usually performs ex-
tremely well. Even for complex queries 
with many triple patterns, RDF-3X is 
frequently much faster than other 
systems.               :::
C O N T A C T
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Decision Procedures for Ontologies
 The answers to many questions can 
already be found with the assistance of 
search engines on the Internet. However, 
these search engines perform a purely 
syntactic search based on keywords. For 
the query: “Which physicist was born at 
the place where all his children were born?”, 
the search engine will extract the key-
words “physicist”, “child”, “all” and “born” 
and return documents where these key-
words occur exactly. For the above query, 
a search engine will return a vast number 
of documents which contain the extracted 
keywords, but typically not the answer to 
the question. A reformulation of the ques-
tion may lead to the desired result. How-
ever, the actual problem is that current 
search engines do not know the meaning 
of the information in the documents and 
in the query.
 In order to enable a computer to 
understand the meaning of words and 
sentences, additional knowledge about the 
words must be made explicitly available 
for the computer. In the above example, 
this knowledge is the fact that physicists 
and children are people and they were 
all born in one specifi c place. This type 
of aggregation of general knowledge is 
called ontology. Certain ontologies can 
be created automatically. An example 
of an automatically generated ontology 
is YAGO (see “YAGO – a Collection of 
Digital Knowledge”, page 62). Answering 
quickly all queries that can be answered 
with the knowledge of an ontology is cur-
rently a challenge in research. In order 
to accomplish this, it is fi rst necessary to 
convert the ontology into an appropriate 
language, a logic. Based on the represen-
tation in logic, a computer can, with suit-
able methods, derive everything that is 
logically implied by the ontology.
 
 In order to effectively answer ques-
tions in this way, the ontology is compiled: 
It is converted into a compact represen-
tation of all logical consequences, which 
is free of contradictions. Based on the 
compiled representation of an ontology, 
our procedures effi ciently answer all 
questions that are implied by the original 
ontology. However, the operations re-
quired for the compilation are computa-
tionally intensive. The previously known 
methods cannot compile ontologies con-
sisting of tens of millions of entries in an 
acceptable time period. The challenge is 
to adapt the algorithm to the structure 
of the ontologies in such  a way that we 
obtain an effi cient compilation method 
even for huge ontologies. Currently, our 
methods compile ontologies with up to 
ten million entries in less than one hour.
 The above-mentioned query contains 
a complex structure; a so-called quantifi er 
alternation: “there is (a physicist) – for all 
(children)”. Queries with such a structure 
generally require a lot of effort to answer. 
With our new approach, basically any 
nesting of such quantifi er alternations can 
be processed effi ciently. For example, the 
question “Does every German physicist 
have at least one ancestor who was also 
a scientist?” is a “for all – there is” query. 
Another example of a quantifi er alter-
nation is this question about the fi rst 
German chancellor: “Is there a German 
chancellor, for whom all German chancel-
lors are not a predecessor?” Our method 
already answers all these queries using 
a compiled ontology in less than one 
second.                         :::
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V I S U A L I Z A T I O N
Pictures are the fastest access to human 
consciousness. Algorithms for appropriate 
visualization of digital information therefore 
play a signifi cant role in informatics. The 
requirements for visualization algorithms 
have dramatically increased: Artifi cial 
and natural worlds must be presented in 
an ever more realistic and fast manner: 
in fl ight simulators, surgical operation 
planning systems, computer games or for 
the illustration of large amounts of data in 
the natural and engineering sciences.
R E S E A R C H  A R E A S
 The basis of qualitatively high-
value, computer-generated images are 
accurate scene models. At the Max 
Planck Institute for Informatics, auto-
mated methods for the reconstruction 
of models of dynamic scenes are being 
investigated. This is gaining more and 
more importance and fi nds many appli-
cations in computer animation as well 
as in the areas of 3D TV and 3D video 
(see also, research reports from the area 
“Understanding Images and Videos”). 
 Another subject of our research is 
the reconstruction of statistical models 
of specifi c object categories such as 
faces or human bodies from 3D scans. 
These models make it possible for us to 
simulate a movement of the face or body, 
and also the changing face or body form 
(for example, after gaining weight). The 
solutions of many problems in image 
processing, computer animation, and 
3D movement measurement are drama-
tically simplifi ed with these models. One 
can discover underlying similarities and 
symmetries between different 3D models 
as well as within individual 3D models 
using statistical analysis of 3D geometry. 
In this way, the basic building blocks of 
3D shapes can be seen, and rules can 
automatically be derived as new versions 
of these forms are created. 
 In order to show lifelike models of 
virtual worlds we, have also developed 
new simulation methods for light propa-
gation in scenes, so-called global illumi-
nation. For this, we focus on the develop-
ment of real-time algorithms.
 The images created through image 
synthesis or image construction typically 
have a brightness range (dynamic range) 
that matches the dynamic range of the 
real world. We research algorithms for 
the image processing of these so-called 
High Dynamic Range images (HDR) 
as well as methods for their portrayal 
on standard displays. We also research 
perceptually-based approaches to en-
hance the display quality of low and 
high dynamic range imagery on new 
types of stereoscopic displays. 
 Photographs and videos also re-
present forms of visual media. These are 
both aesthetically appealing and impor-
tant tools for data analysis. We are there-
fore working on new optical systems for 
cameras and turn the classical camera 
into a calculation instrument that can 
extract much more information from in-
dividual images than pure light intensity, 
such as 3D geometry, for example.
 Rendering approaches also play 
an important role in the visualization of 
complex high-dimensional data. Such 
data frequently occurs, for example, as 
an output of weather simulations, fl ow 
simulations, or the analysis of certain 
effects in human society. At the Max-
Planck Institute for Informatics, we 
develop new approaches to visualize 
this complex data, such that correlations 
and important features can be effectively 
deduced.                       :::
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Stereo and HDR Imaging: Display Quality Measurement and Enhancement
Computer models of human perception
 We understand human visual per-
ception as a fi nal and mandatory compo-
nent in a visual processing pipeline. An 
“as complete and as correct as possible 
model” of human visual perception is 
therefore crucial when aiming to improve 
the visual pipeline as a whole. While 
psychology provides a range of theoretic 
models of human perceptual perfor-
mance, they are often not applicable for 
two reasons. First, too many simplify-
ing assumptions are made. Second, the 
models are often only passive descrip-
tions of fi ndings and not algorithms. 
The challenge in our work is to deliver 
concrete models and algorithms. These 
should reliably and effi ciently predict 
human perception of 2D or 3D content, 
and, at the same time, improve the con-
tent using these models.  
 We have developed an application 
to predict the perceived difference be-
tween two fi lm sequences. Building on 
perceptual models, it uses existing physi-
ological data to analyze the size, strength, 
and change of visual patterns in the input 
sequences and from this produces a third 
sequence that visualizes the perceived 
difference of the input sequences. It can 
be surprising how different the perceived 
difference is from what naïve numerical
differences would suggest. Applications 
of our approach include video compression 
and steering image synthesis techniques.
 In a different track, we have devel-
oped an approach to compute the per-
ceived difference between two stereo im-
ages. Here, our work goes beyond what 
is known to the fi eld of visual perception: 
We fi rst performed studies to acquire a 
model of human stereo perception that 
describes how a sinusoidal corrugation 
with a certain amplitude and frequency is 
perceived. From this model, we devised 
an approach that reports the perceived 
difference of two complex stereo stimuli. 
This fi nds applications in the compres-
sion and manipulation of stereo images. 
Further, the display of stereo content 
on various devices can benefi t. Stereo 
images created for a movie theater but 
displayed on the screen of a small cell 
phone are unpleasant and uncomfortable 
to watch. Our model helps to “re-target” 
content between different devices.
 Beyond the description of human 
perception, our models can be used to 
improve the user experience when de-
picting content. For example, a model 
of human retinal image integration, eye 
movement, and tempo-spatial informa-
tion integration can be used to display a 
high-resolution image on a low-resolution 
screen such that the sensation is as close 
as possible to the original. Along similar 
lines, our approaches add depth impres-
sion to an image by using only minimal 
cues or by letting colors appear brighter 
than the monitor can actually display. 
 The possibility to combine other 
perceptual models of high contrast (HDR), 
glare effects, brightness gradients, and 
colors makes the building of a more and 
more complete computational model 
of human perception conceivable. And, 
this provides us with an improved way 
of depicting content for all users on all 
devices.                               :::
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A conventional anaglyph stereo image (top) looks 
unpleasant, when observed without proper anaglyph 
glasses, due to color artifacts. Using our backward 
compatible solution (bottom), we can reduce the 
artifacts and, using anaglyph glasses, still provide a 
sense of depth when seeing the image.
Apparent resolution enhancement for moving images: 
We optimize individual frames (1-3, from bottom left), 
so that they appear more detailed (ours, frame 4) on 
a human retina than conventional solutions (bottom 
right).
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Advanced Real-Time Rendering
Effi cient simulation of indirect 
illumination
 The creation of photorealistic 
images using computers is a basic tech-
nology required in many types of visual 
media. Although initially only used for 
creating special effects, nowadays, the 
usage of computers to render entire fi lms 
is common. However, the required realism 
is only possible with high computational 
effort, and as a result, the synthesis of 
a single frame of motion picture can 
typically take several hours. At the same 
time, interactive real-timer rendering 
has become part of our everyday lives: 
In computer games, in geo-visualization 
on a cell phone, or in interactive kitchen 
planers on desktop computers. The 
required images are produced instanta-
neously from a userís input. In order to 
achieve this performance, severe simpli-
fi cations had to be made, which led to 
the development of highly specialized 
graphics hardware (GPUs). In our work, 
we aim to fi ll the gap between highly 
realistic offl ine-rendering and fast inter-
active rendering.
 In particular, our approaches were 
the fi rst to allow interactive simulation of 
indirect illumination in dynamic scenes. 
Most previous interactive techniques as-
sume direct illumination, where the light 
is emitted from point light sources and 
refl ected once inside the scene before 
arriving at the observer. This simplifi ca-
tion, however, is often not true in nature. 
Many visual effects such as the appear-
ance of materials or the understanding 
of spatial confi guration are known to 
be affected by indirect light. To achieve 
effi cient indirect illumination, our ap-
proaches make assumptions that are dif-
ferent from classic numerical approaches 
(Finite-Element Radiosity, Raytracing), 
fi rst, by fi tting the demands of parallel 
graphics hardware and, second, by in-
cluding knowledge of the human visual 
system.
 In order to effi ciently make use 
of existing graphics hardware, our ap-
proaches employ existing and optimized 
hardware functionality such as the draw-
ing of points or the application of local 
image fi lters. Such operations are execut-
ed in ten thousands of parallel cores on 
modern hardware; by succeeding to keep 
those cores busy, quality or performance 
can be improved by orders of magnitude. 
In particular, the resulting approaches 
allow the simulation of dynamic scenes 
in real-time.
 In order to only compute what a 
human observer perceives, our work 
includes, and extends in independent 
perceptual studies, the knowledge about 
the human visual system; for example, it 
was not known until now how humans 
perceive indirect shadows. Our studies 
of this matter have shown that such 
shadows are perceived as largely smooth, 
which allows us to make strong simpli-
fi cations and leads to improved perfor-
mance.
 Recently, the (long-standing) idea 
of performing expensive computations 
in a computational “cloud”, which then 
streams its results to client machines 
such as cell phones, has received re-
newed interest. In our work, we consider 
streaming approaches that fi t best to 
modern graphics hardware and human 
perception. First, 3D information is en-
coded on the server side with human 
perception in mind, e.g., by faithfully 
encoding luminance and depth edges. 
Next, existing graphics hardware func-
tions are used to effi ciently extrapolate 
information on the client side.           :::
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Interactive simulation of a deforming piece of cloth.
Our approach can compute results similar to a refe-
rence (left, hours of computation time) orders of ma-
gnitude faster (right, seconds of computation time).
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Computational Photography and Measurement
 Digital cameras are everywhere – 
yet they are still used in the same way as 
fi lm-based cameras were in the old days. 
There are two key differentiating aspects 
with respect to analogue technology: 
their computational capabilities, and the 
direct on-board digitization of intensity 
measurements. The latter aspect enables 
the use of digital cameras as measure-
ment devices, whereas the former aspect 
enables computation on the camera it-
self. Our group investigates novel algo-
rithms for the analysis of light transport 
processes by means of digital cameras as 
well as novel applications based on cam-
era images such as 3D reconstruction.
Image-based measurement of material 
refl ectance under general conditions
 Subtle appearance differences due 
to changes in lighting and/or viewpoint 
are very important for realistic image syn-
thesis. Material refl ectance is one of the 
major causes for these variations. In re-
cent years, it has been widely recognized 
that the parameters of traditional math-
ematical refl ectance models are too dif-
fi cult to control manually, resulting in an 
artifi cial look to rendered objects. Based 
on this observation, the dominating trend 
has become to measure these parameters. 
Our work in this area has signifi cantly 
extended the scope of these techniques: 
traditional techniques estimate one re-
fl ectance function for each of the three 
color channels – red, green, and blue. 
In reality, many colors, especially very in-
tensive ones, are produced by processes 
that transfer energy between different 
wavelengths of light; this effect is, for ex-
ample, used in laundry detergents. We 
have developed an extended bispectral 
refl ectance model for this purpose; and 
we were the fi rst to measure this effect 
to provide data for analysis. In a similar 
vein, we have measured the dependence 
of the refl ectance function on the refrac-
tive index of the surrounding medium. 
This helps in simulating effects associ-
ated with different appearances of the 
same object in different media like, for 
example, air, water, and oil.
Kaleidoscopic cameras for generating 
hemispherical viewpoint distributions
 The three-dimensional digitization 
of objects is another important applica-
tion area for new camera technologies. 
Digitization, also called 3D scanning, 
is used more and more commonly in 
measurement, quality control, in the digi-
tal preservation of cultural artifacts, but 
also in the entertainment industry, above 
all in fi lm production. A fundamental 
problem with 3D scanning systems is the 
restricted visible volume covered by con-
ventional cameras: an object can only be 
viewed from one perspective at a time. 
This implies that all-round digitization 
of dynamic objects can only be achieved 
at considerable expense: by employing 
multi-camera systems. In addition, there 
is a direct correlation between the num-
ber of cameras and the quality of the 
digitization: as in computed tomography 
technology, a higher number of view-
points of the object, that is, more meas-
urements, provide more robust results 
and yield an increased reconstruction 
quality. We have developed a method in 
our group that uses a mirror system to 
generate a high number of virtual view-
points (> 200). These can be recorded at 
the same time with only a single camera.  :::
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A measurement system for immersed material samp-
les: A fl at material sample is immersed in a medium 
of refractive index different from air. The material 
sample is illuminated by a laser source, and the 
response is recorded on the screen. Performing the 
measurement for different refractive indices allows 
for simulations in different media. 
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Statistical Models of Humans
Statistical face models
 In order to accurately capture the 
3D geometry of the face, a so-called light 
stage is used at the institute. A light stage 
is a sphere, on which approximately 160 
light sources are arranged. The face of 
a subject is located in the center of the 
light stage [see Figure 1]. This apparatus 
allows pictures to be taken of the face 
under different illumination conditions 
in order to acquire its properties very 
precisely. For example, single pores are 
visible in 3D reconstructions of the face. 
Furthermore, the diffuse and specular 
component of the refl ected light, the 
gloss of the skin, or the amount of sub-
surface scattering in the skin can be 
acquired.
 We are currently working on creat-
ing a large database of faces that have 
been captured with the light stage. In 
order to capture facial expressions of 
subjects, a single measurement in the
light stage should only take split seconds 
because especially tense facial expres-
sions are hard to keep for a longer time 
span. Such a measurement places high 
requirements on the used hardware com-
ponents. The goal of this project is to 
signifi cantly improve the resolution and 
the degree of realism of our current sta-
tistical face model with the new data-
base. The resulting face models and their 
facial expressions should at a fi rst glance 
not be distinguishable from real faces. 
There are many applications for such 
facial animations, e.g., in Internet appli-
cations where virtual assistants can guide 
visitors on a website. The usage of a sta-
tistical face model can also improve the 
automatic tracking of faces in videos in 
order to control a computer or a robot 
by facial expressions, for example.
Statistical body models
 A detailed model of the human 
body is of great importance in many 
applications of image analysis and com-
puter graphics, for example, in marker-
less motion capture, human-computer 
interaction, or computer animation. In 
general current models only describe the 
geometry and movement of a certain sub-
ject in a very accurate way. The neces-
sity of creating a subject-specifi c model, 
however, prevents the application of 
image processing algorithms to arbitrary 
persons. Hence, we have developed a 
new statistical body model of the human, 
which is described by two low dimensio-
nal parameter spaces. The fi rst parameter 
space determines the joint angles of the 
human skeleton and hence the move-
ment of the body. The main innovation 
is the second space, which allows the 
control of body shape and constitution 
by a set of few intuitive parameters. 
Examples for such parameters are: 
weight, height, leg length, waist measure-
ment, muscularity, etc. The model was 
created by means of a machine learning 
technique on laser scans of more than 
120 persons of different sex and age. 
Hence, it does not only model the free-
dom of movement of a human, but the 
range of body shapes of the population 
as well. We can fi t this model to image 
and video data and measure the move-
ment and constitution of a particular 
person much more accurately. By means 
of the newly developed MovieReshape 
technique, we can also track movements 
in 2D video streams, which are normal 
movies and videos, from a single camera 
perspective. After capturing the move-
ment of a person, the body shape para-
meters can be changed and transferred 
onto the entire video sequence. Mean-
while, it is possible to fi t the body model 
to the data of a depth camera, which al-
lows a more precise measurement of the 
movement in real-time [Figure 2].           :::     
C O N T A C T
Christian Theobalt
DEPT. 4   Computer Graphics
Phone  +49 681 9325-4028
   
Thorsten Thormählen
DEPT. 4   Computer Graphics
Phone  +49 681 9325-4017
   
Figure 1: left to right: Subject in the light stage, acquisitions of the face under different illumination conditions, 
reconstructed direction of the surface normals (color-coded)
Figure 2: The motion of an actor in a video can the 
captured with a statistical body model. Afterwards, 
for example, the body height can be changed in the 
entire video.
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Correspondences and Symmetry in 3D Scenes
Correspondence problems and shape 
understanding 
 An important challenge in modern 
computer science is the understanding 
of structures in data. Humans have re-
markable capabilities in understanding 
structures in the world from their sensory 
input. Obviously, computers are not able 
to perform tasks at even a vaguely com-
parable level of cognitive skill. Neverthe-
less, machine processing of data has sig-
nifi cant advantages: Computers can work 
themselves through enormous quantities 
of data at minimal costs. Not only do they 
unburden the human of tedious tasks but 
could potentially detect patterns in data 
that are only visible in large data bases.
 Our research area deals with the 
machine understanding of shapes. Our 
goal is to enable a computer algorithm to 
understand to a certain extent how geo-
metric shapes are structured. In the last 
few years, we have mostly worked on an 
important low-level problem in the do-
main of shape understanding: establish-
ing correspondences. The goal is to deter-
mine whether two shapes are essentially 
the same, and if so, which points are 
corresponding, i.e., matching equiva-
lent geometry. We have addressed two 
aspects of this problem. The fi rst is the 
primary problem of actually establishing 
correspondences. The second problem 
is the higher-level problem of using cor-
respondences among data to analyze the 
structure of the shapes.
Correspondence problems and symmetry
 There are a large number of cor-
respondence problems: The fi rst aspect 
is how correspondences are established. 
The simplest option is to match geometry 
only under rigid motions, i.e., rotations, 
mirroring, and translations [Figure 1]. 
However, more complex models are pos-
sible; for example, shapes can undergo 
deformations [Figure 2], or we might seek 
to establish correspondences according 
to semantic categories, learned from a 
small set of training examples provided 
by the user [Figure 3] using machine learn-
ing algorithms.
 Furthermore, not only is it possible 
to establish correspondences between 
pairs of separate shapes [Figure 2], but we 
can also look for reoccurring building 
blocks within one and the same object 
[Figure 1]. This process is called partial 
symmetry detection.
Applications
 Correspondence information has 
a number of obvious applications; for 
example, we can fully automatically 
register multiple scans of a building 
(rigid matching) or of a scanned person 
(deformable matching), or automatically 
perform semantic tagging, for example, 
in large scale 3D scans of cities. How-
ever, interesting and non-obvious applica-
tions arise when we study the structure
of the correspondences. By analyzing 
the structure of the partial symmetries 
of an object, we can fi nd building blocks, 
out of which we can fully- or semi-auto-
matically assemble variants of the shape
[Figure 4]. An analysis can also reveal struc-
tural regularity such as arrangements of 
windows in regular grids [Figure 1,3]. This 
regularity can be used as an invariant for 
shape editing, thereby allowing a quick 
creation of plausible variations of the 
original shape. Such automated editing 
tools are useful, for example, for reducing 
the costs of content creation in computer 
games.                    :::
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Figure 2: Correspondences between deformed 
surfaces are computed automatically. Data set: 
TOSCA data base.
Figure 1: Partial symmetry detection: a point cloud 
from a 3D laser scan is decomposed automatically 
into repeating elements that form building blocks of 
the shape. Data set: IKG Hannover.
Figure 3: Correspondences between building blocks 
can be learned from user input. This enables semi-
automatic semantic tagging of geometric data. 
Data set: IKG Hannover.
Figure 4: Given partial symmetries of an object, the 
resulting building blocks can be reassembled to form 
new shapes. Data set: IKG Hannover.
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Flow Analysis
 Flows of fl uids or gases are of great 
importance in many technical processes. 
For example, designing a fuel effi cient car 
involves reducing its aerodynamic drag. 
To this end, the fl ow around the car is 
simulated with a computer program. 
A subsequent fl ow analysis reveals vortex 
structures, which usually have a negative 
infl uence on the aerodynamic drag. 
Modern analysis methods aim at raising 
the physical understanding of a fl ow 
in order to allow for conclusions about 
necessary changes to the car’s design.
Real-world fl ow visualization
 The properties of a fl ow can be 
explained by considering the motion of 
particles. A particle moves with the fl ow 
on its so-called trajectory, which is a line 
consisting of all point locations visited 
by the particle over time. Unfortunately, 
a trajectory is hard to visualize in a real-
world fl ow experiment since a simple 
photo shows only the current location 
of the particle. Therefore, other charac-
teristic curves are used for visualization: 
a streak line consists of a large number 
of particles, which have been injected 
into the fl ow one after another from the 
same location. A common way to achieve 
this effect in a fl ow lab is to constantly 
release smoke from a nozzle. It moves 
with the fl ow and thereby forms the 
streak line. A time line is another means 
of visualizing a fl ow. It is created by an 
instantaneous release of smoke from a 
slit: the initially straight line of smoke 
is transported by the fl ow and rolls up 
in vortices. This reveals interesting fl ow 
patterns.
Computer-based fl ow visualization
 While streak and time lines are 
easier to visualize than particle trajec-
tories in real-world experiments, it is ex-
actly the other way around in computer-
based visualizations. It is well-known 
that particle trajectories can be expressed 
mathematically using ordinary differential 
equations, which can be solved using 
standard methods. Furthermore, these 
equations allow conclusions about im-
portant properties of particle trajectories. 
For example, it is possible to determine 
their curvature without actually comput-
ing the trajectories themselves. Many im-
portant methods of computer-based fl ow 
analysis rely on the simple, yet powerful, 
representation of particle trajectories 
using ordinary differential equations. 
 For a long time, only comparatively 
complex algorithms existed for the com-
putation of streak and time lines, and 
they did not allow any conclusions about 
the inherent properties of these lines. 
Together with our collaboration partner, 
Prof. Dr. Holger Theisel of Magdeburg 
University, we have succeeded in devel-
oping a novel mathematical approach 
that allows streak and time lines to be 
described using ordinary differential 
equations. This work was awarded the 
Best Paper Award of the annual IEEE 
Visualization conference.
New possibilities
 This allows for a wide range of new 
methods for analyzing fl ows since the 
inherent properties of streak and time 
lines can now be expressed in a com-
pact mathematical form. Figure 2 shows 
a so-called vortex core line in the center 
of swirling streak lines. For the fi rst time, 
such vortex cores can be computed using 
our novel mathematical approach. They 
are an important basis for the identifi ca-
tion of vortices in fl ows.
 Furthermore, streak and time lines 
can often be computed signifi cantly faster 
using the new approach. The 5000 streak 
lines in Figure 1 were computed within 
a minute using our new method. The 
classic algorithm requires more than two 
hours for this.                             :::
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Figure 1: The streak lines of the fl ow behind a cylinder reveal – in contrast to particle trajectories – the swirling 
motion in the fl ow.
Figure 2: Vortex core line (red) in the center of 
swirling streak lines.
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The International Max Planck Research 
School for Computer Science (IMPRS-CS)
The training of young scientists is fundamental to the future of science, research, and innovation 
in Germany. The Max Planck Society, in cooperation with German universities, has launched an 
initiative to promote young scientists: the International Max Planck Research Schools (IMPRS). 
They offer especially gifted German and foreign students the possibility to earn a doctorate 
within a structured program that provides excellent conditions for research. The aim is to 
strengthen the recruitment and training of young scientists.
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Promotion of young scientists
 The IMPRS-CS is an opportunity 
for young scientists and scholars who 
are between the bachelor’s or master’s 
degree and the PhD. This includes 
fi rst-class training programs, academic 
specialization, often with thematic link-
ing of individual doctorates, and close 
collaboration between doctoral students 
and their academic advisors. 
 One focus is on international 
cooperation: The IMPRS-CS strives 
especially to attract foreign applicants 
to doing doctoral studies in Germany, 
familiarize them with the research in-
stitutions, and arouse their interest in 
future work at or in cooperation with 
German research institutions. Over 50 
percent of our doctoral candidates come 
from abroad, with the largest contingent 
coming from Bulgaria, China, India and 
Poland.
IMPRS-CS programs
 Together with Saarland University 
and the Saarbrücken Graduate School 
of Computer Science, the IMPRS-CS 
offers programs to establish graduate 
level competency and also to achieve a 
doctoral degree. All graduate programs 
are offered in close cooperation with the 
Max Planck Institute for Informatics, 
the Max Planck Institute for Software 
Systems and the Department of Com-
puter Science at Saarland University. 
The projects are jointly supervised by the 
scientists of the Max Planck Institutes 
and their colleagues in the Department 
of Computer Science at Saarland Univer-
sity. Outstanding knowledge of English 
is required for all candidates.
Financial support
 IMPRS-CS students receive a 
scholarship which covers fees, living 
expenses, and health insurance cover-
age for themselves as well as for their 
spouses and children who accompany 
them. In addition, we assist our students 
in fi nding accommodation and with 
administrative matters of all kinds. 
We offer English and German classes 
at several levels, joint activities, and 
excursions.            :::
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This section contains an overview of important events of the past year: activities to promote 
young talent, appointments and awards, prestigious scholarships earned by institute members, 
cooperations, and important events surrounding the Max Planck Institute for Informatics.
Signifi cant events in 2011 included two international conferences, the roofi ng ceremony for 
the new Max Planck Institute for Software Systems building that will also host one fl oor for 
the Informatics institute, and the assessment of the institute by the scientifi c advisory board.
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Honors and Awards
Paris Kanellakis Award
 Kurt Mehlhorn won one of the 
most prestigious awards ever received by 
members of our Institute. In July, he was 
presented, as the fi rst German ever, with 
the Paris Kanellakis Theory and Practice 
Award for 2010: “For contributions to al-
gorithm engineering by creating the LEDA 
library for algorithmic problem solving.” 
The world’s largest association of com-
puter scientists, the Association for Com-
puting Machinery (ACM), bestows this 
prize annually for “specifi c theoretical ac-
complishments that have had a signifi cant 
and demonstrable effect on the practice of 
computing.” The reputation of this award 
is accordingly very high. LEDA itself is 
easy to use, effi cient and accurate. To 
achieve these characteristics, signifi cant 
theoretical advances were required. For 
example, a revolutionary concept is the 
fact that the LEDA routines not only 
deliver the  required results in a short 
time, but at the same time also provide 
the reasoning for the result.              :::
ACM-SIGMOD Award
 Gerhard Weikum, Director at the 
Max Planck Institute for Informatics, 
was honored with this year’s SIGMOD 
award by the Special Interest Group 
on Management of Data within the 
Association for Computing Machinery. 
He received the award “for his signifi -
cant service to the database community, 
through research leadership and academic 
mentoring... .” He was praised as “... a 
long term leader and infl uential organizer 
in innovating our collaboration and publi-
cation culture ...” in the reasoning for the 
award. Special mention was made of this 
pioneer work in the fi eld of self-tuning 
databases and his strict requirements for 
publishing.         :::
Personal Data
Appointments
 Alice McHardy, head of the research 
group “Computational Genomics and Epi-
demiology” at the Max Planck Institute 
for Informatics since 2007, has received 
an appointment to the full professorship 
for Computational Biology at the Hein-
rich-Heine University in Düsseldorf. 
Additionally, she continues to direct the 
research project at Max Planck Institute 
for Informatics.                :::
 Viorica Sofronie-Stokkermans was 
appointed as professor at the University 
of Koblenz-Landau.               :::
 Hendrik Lensch, former doctoral 
student under Hans-Peter Seidel, was ap-
pointed to the prestigious Chair for Com-
puter Graphics, formerly held by Prof. 
Strasser, at the University of Tübingen. :::
Senior Researchers
 In 2011, the following scientists 
were appointed as Senior Researches 
due to their excellent performance: 
First, Rainer Gemulla, Dept. 5, whose 
research areas include Probability & 
Uncertainty in Data Management and 
Large-Scale Statistical Computing. 
Second, Tino Weinkauf, Dept. 4, who 
deals with the subject Topological Methods 
and Feature Extraction. And third, Michael 
Sagraloff, who researches the areas of 
Algebraic Geometry and Nonlinear Com-
putational Geometry in Dept. 1.             :::
Google Europe Scholarship 
With its Google 
Doctoral Fellowship 
Programme, the In-
ternet giant Google 
supports outstanding 
doctoral students in 
computer science 
or associated fi elds. 
It is not a requirement that the research 
topics are relevant for Google. 
Carola Winzen, who is a doctoral student 
under Professor Kurt Mehlhorn and is 
researching complexity theory for rand-
omized algorithms, applied for and re-
ceived one of only thirteen fellowships 
for 2011.                  :::
Fellowships
Marie Curie Intra-European Fellowship 
In the simplest 
case, a society can 
be described as the 
amount of interper-
sonal relationships 
in which individuals 
interact in pairs, 
each individual is 
considered a node and the relationship 
to another individual is considered as an 
edge. Within social networks, e.g. Face-
book, opinions and views spread, for ex-
ample the reputation of certain products, 
by word-of-mouth, i.e. from one individual 
to a neighboring individual. This opinion 
propagation can be simulated by means 
of a graphs method. Nikolaos Fountoulakis 
successfully applied for a Marie Curie 
Intra-European Fellowship for the re-
search on development of models which 
are based on similar graphs structures. 
Furthermore, seven doctoral students 
sponsored by the Microsoft Research PhD 
Scholarship studied at the Max Planck 
Institute for Informatics in 2011.          :::
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Intel Visual Computing Institute – IVCI 
 Two years ago the IVCI was found-
ed as the largest Intel research facility 
in Europe. Based on the globally unique 
concentration of computer scientists in 
the Saarland, Intel decided to establish 
its institute in Saarbrücken. The IVCI 
is managed by a steering committee, on 
which Intel and four Saarland partners 
(both Max Planck Institutes, namely 
MPI-INF and MPI-SWS, DFKI, and 
the University of Saarland) are equally 
represented. Of the three directors, only 
one is from Intel, a fact that demon-
strates their confi dence in the quality 
of the location. The high-tech company 
has made twelve million euros available 
for the next fi ve years. The projects are 
not dictated by Intel, but are assessed 
according to their scientifi c value. Prof. 
Christian Theobalt is the member of the 
steering committee for the Max Planck 
Institute of Informatics. One of his 
projects on “Markerless motion capture’’ 
is also a subject of research at the Intel 
Institute.                           :::
N E W S
Cooperations
Claudio Magni, a 
doctoral student un-
der Professor Kurt 
Mehlhorn, receives 
support for his 
thesis on Improved 
Approaches in Pro-
duction Planning. 
Among other things, the thesis examines 
the complex process of the production of 
LEDs at Siemens. Here, the analysis of 
varied and multiply-connected process 
parameters for the individual production 
steps is required. To accelerate the op-
timization process, Claudio Magni ana-
lyzes the current management processes 
and develops a more holistic approach.
As a reasearch as-
sistant of Professor 
Gerhard Weikum, 
Mohamed Yahya tries 
to enable automated 
replies by the means 
of knowledge-based 
techniques, even 
for complex issues.  Siemens needs and 
wants to offer its clients detailed and in-
depth support for its high-tech products.  
The existing knowledge data bases are 
often confusingly large and interrelated 
on many levels. The collaboration with 
Mohamed Yahya includes the develop-
ment of interfaces which understand 
natural language structures. The Siemens 
managers are thereby hoping for e.g. 
easier and more intuitive access to their 
knowledge-based systems.
Ching Hoo Tang, 
under the guidance 
of Professor Chris-
toph Weidenbach, 
completes the trio. 
His research fi ts 
into Siemens’ quest 
to keep product 
development effi cient and manageable, 
despite increasing complexity. For ex-
ample, rule-based systems enable a 
variable implementation of product con-
fi guration. Ching Hoo Tang’s goal is to 
fi nd a suitable formalization for systems 
in which products are automatically de-
rived based on user decisions and rules. 
This would enable the investigation of 
the attributes of such systems by means 
of automated procedures. This especial-
ly includes the critical issue of potential 
inconsistencies in the regulations caused 
by confl icting rules.               :::
Siemens cooperation 
(Support of doctoral students)
Max Planck Science Gallery
 The Max Planck Society has estab-
lished the Science Gallery as a public 
attraction in the center of Berlin, in the 
WissenschaftsForum (Science Forum) 
at the Gendarmenmarkt and is an abso-
lute crowd puller. The Science Gallery 
is a permanent “open door’’ to the world 
of international top research, which is 
targeted both at passers-by and visitors. 
The exhibitions all follow a digital mul-
timedia interactive concept. Exhibitions 
can therefore be changed within minutes. 
Results from the scientifi c work by Prof. 
Dr. Dr. Thomas Lengauer on the topic of 
medication for HIV patients and material 
from Prof. Dr. Alice McHardy’s research 
on the evolution of the H1N1 fl u virus 
were utilized for the fi rst exhibition.     :::
SoftwareCampus
 The Max Planck Institute for In-
formatics is a partner in the EIT ICT 
Labs, a scientifi c and innovative com-
munity of the European Institute of 
Innovation and Technology. Within this 
framework our institute supports the 
combination of computer science in 
a scientifi c environment with IT as a 
strategic industry fi eld by participating 
in the Initiative SoftwareCampus. The 
initiative was preceded by the recogni-
tion that there is a lack of appropriate 
management trainees in the high-tech 
industry who can look back on solid 
training in computer science or related 
fi elds. SoftwareCampus offers support 
by German software companies, parallel 
to an academic training, to extraordinary 
Master’s or Doctoral Students. Students 
are in contact with the top management 
of the industrial partners. For example, 
René Obermann, CEO of Deutsche 
Telekom AG, will spend a weekend with 
the young scientists. The fi rst young 
scientists were introduced at this year’s 
IT summit on December 12, 2011.    :::
 In 2010, a cooperation agreement 
was concluded with Siemens AG, in which 
Siemens sponsors the training of doctoral 
students at the Max Planck Institute by 
granting fellowships. In 2011, three young 
scientists were already supported:
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CeBIT 2011
 The world renowned CeBIT com-
puter trade fair is one of the most attrac-
tive platforms for networking outside of 
the research environment for introduc-
ing oneself to the press and to industrial 
partners and for inspiration in terms of 
industry-relevant research topics.  
 Traditionally, the Max Planck Insti-
tute for Informatics presents its latest de-
velopments to the public at a joint stand.  
The combination of partners, which in 
addition to the Max Planck Institute for 
Informatics includes the University of 
the Saarland, the German Research In-
stitute for Artifi cial Intelligence and the 
Cluster of Excellence on Multimodal 
Computing and Interaction, guarantees 
exhibits of the highest scientifi c quality. 
 This year, Michael Wand and Art 
Tevs presented a method for the process-
ing of point clouds which originate e.g. 
from laser scans of the façades of an 
entire city. This presents two signifi cant 
challenges: Firstly, such 3D scans result 
in huge amounts of data ranging into sev-
eral terabytes. However, the data need to 
be visualized and processed in real time.  
New algorithms and data structures 
which allow processing in real time were 
developed for this purpose, whereby the 
scene size is  restricted only by the avail-
able disk space.  Secondly, manual pro-
cessing of such large amounts of data is 
impossible due to the workload involved. 
This problem was solved by newly devel-
oped algorithms, that automatically iden-
tify similar elements (e.g. doors or win-
dows in building façades), which enables 
further automated data processing. 
 In addition, the software – devel-
oped by Thorsten Thormählen and his 
team – that suggests make-up tips re-
ceived a great response from visitors and 
the press. Based on a database of refer-
ence examples, a make-up style is sug-
gested to a test subject, and is then ap-
plied to a 3D model of her face. This 
combination of direct everyday relevance 
and the latest computer graphics tech-
niques was so appealing to visitors and 
journalists alike that the program was 
mentioned in various media and en-
quired for by cosmetic companies and 
beauty salons. Numerous well-known 
national and international agencies re-
ported on it: AFP, The Independent, 
BBC, Discovery News, Bayern 3, RBB, 
D-News. The demonstration video on 
YouTube was accessed several thousand 
times. Even 40 weeks after the CeBIT, 
the news magazine “Der Spiegel” pub-
lished an article about it in its 50/2011 
edition.                            :::
The Max Planck Institute at CeBIT 2011
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Conference Reports
 Conferences are a great opportu-
nity for researchers and parties interested 
in a particular fi eld to spend a few days 
focusing exclusively on a given topic. 
Both established researchers and begin-
ners benefi t from this concentration of 
specialists and gain many new ideas. 
Organizers have creative leeway within 
a program, and a successfully completed 
event earns a good reputation. 
 In the late summer of 2011, Saar-
brücken was at the center of European 
algorithmics for two weeks. Two interna-
tionally renowned events on algorithms 
were held in succession: From August 
29 to September 02, the ADFOCS (Max 
Planck Advanced Course on the Foun-
dations of Computer Science) summer 
school was held, and a week later, from 
September 05-09, the ALGO, the Euro-
pean algorithm conference took place.  
The FroCos2011: 8th International 
Symposium on Frontiers of Combining 
Systems (October 07-09) was the third 
major conference that the Max Planck 
Institute for Informatics organized this 
year. 
ADFOCS
 Established computer science re-
searchers, together with young scientists 
from around the world, focus on current 
topics which are abstract and thus dif-
fi cult to penetrate. The freshly acquired 
knowledge is directly tested in specifi c 
tasks. Algorithms thus learned and devel-
oped can later be applied in computer 
science, e.g. to come to a conclusion more 
quickly. They also serve to accurately 
perform computations, which previously 
could only be solved approximately. They 
also help in simultaneously achieving in-
terrelated results, which previously could 
only be solved by mutual approximation. 
 More than 100 course participants, 
mostly post graduates in computer science 
and mathematics, but young postdocs as 
well, learn effective solution approaches 
and a deeper understanding of the inner 
correlations of the theory from the pro-
fessors. The requirements for students 
are high: “They require a broad knowledge 
of mathematics, scientifi c curiosity and 
excellent skills”, says Anke van Zuylen, 
former researcher at the Tsinghua Uni-
versity in Beijing, China, who is also one 
of this year’s summer school organizers. 
Participants included young mathemati-
cians and computer scientists from Ger-
many and several other European coun-
tries, as well as from the USA, Japan, 
Iran and India. The summer course was 
held for the twelfth time in annual suc-
cession. 
ALGO
 More than 300 participants, a quarter 
of whom are non-Europeans, presented 
their fi ndings of the previous year.  Issues 
such as “How successful is strategic market 
behavior?” are always practically relevant 
and usually are the direct result of re-
search activities.
 The ALGO was comprised of six 
different workshops devoted to the dif-
ferent applications of algorithms, for ex-
ample bioinformatics. It was investigated 
how one can compute even more quickly 
which active substance will most likely 
contain a fl u epidemic. Another work-
shop dealt with the issue of transport 
problems, for example at what intervals, 
speed, and stopping times a railway line 
can be best utilized for both passenger 
and freight transport.
 In eight by invitation only lectures 
(so-called key notes) leading researchers 
summarized the current state of scien-
tifi c knowledge in their respective fi elds.  
In addition, more than 170 individual 
presentations dealt with current research 
topics. Many of the new issues presented 
at the conference are later found in sen-
sor networks and mobile applications, 
in faster or more accurate computations 
within the Internet or as well as in the 
development of energy networks. 
FroCoS 2011 
 The various fi elds of computer 
science (e.g. logic, artifi cial intelligence, 
program development) require special-
ized and thus at times very different 
formalisms and inference methods. 
 For practical applications, it is 
necessary to combine these special struc-
tures and to integrate them into systems 
which can be applied across fi elds. Cur-
rently, the development of general meth-
ods has begun in many ways where it is 
demonstrated how special formal systems 
should be combined and integrated or 
how complex systems can be modular-
ized and analyzed. 
 FroCoS (Frontiers of Combining 
Systems) focuses exactly on this research 
subject and aims for the further develop-
ment thereof. The FroCos 2011 was an 
ideal platform for this: Approximately 
30 scientists from 8 countries and 20 
further participants from the Max Planck 
Institute for Informatics and the Univer-
sity of Saarland exchanged information in 
the fi eld of combination, modularization 
and integration of (especially logic-based) 
systems and their practical application.   :::
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Cluster of Excellence on Multimodal Computing and Interaction
 The institute plays an important 
role in the Excellence Cluster “Multi-
modal Computing and Interaction”, which 
was established by the German Research 
Foundation (DFG) in 2007. All institute 
directors are members of the cluster as 
principal investigators; Prof. Hans-Peter 
Seidel is the scientifi c coordinator of the 
cluster.
 The starting point of the research 
program in the cluster was the observa-
tion that our living and working condi-
tions have changed dramatically in the 
past two decades. Twenty years ago, 
digital content consisted mainly of text; 
today, these contents have expanded 
tremendously in scope to include audio, 
video, and graphics and are now available 
virtually anywhere. The challenge arises 
in organizing, understanding, and brows-
ing this multimodal information in a ro-
bust, effi cient and intelligent way; at the 
same time, reliable and safe systems that 
allow intuitive multimodal interactions 
need to be created.
 The Cluster of Excellence on Mul-
timodal Computing and Interaction has 
taken on these challenges. In this con-
text, the term “multimodal” refers to the 
different types of information such as 
text, language, images, video, graphics, 
and high dimensional data as well as the 
type of perception and communication, 
particularly seeing, hearing, and body 
language. Our fi rst goal is to improve 
the abilities of computer systems and to 
capture, process, and illustrate data from 
different modes effi ciently and robustly.
 Even large, distributed, noisy, and 
incomplete multimodal data are to be 
analyzed and interpreted; the captured 
knowledge is to be processed and visual-
ized in real-time. We call this multimodal 
processing. In addition, daily interperso-
nal communication is based on a multi-
tude of different modalities. Our second 
goal is, therefore, a similarly natural and 
multimodal interaction with information 
systems anywhere and anytime. The sys-
tems must consider the context of their 
environment, react to language, text, and 
gestures as well as answer in appropriate 
modalities.
 The proposed research program 
builds on existing strengths. The cluster 
includes the departments of Computer 
Science, Computer Linguistics and Pho-
netics, and Applied Linguistics at Saar-
land University and also the Max Planck 
Institute for Informatics, the DFKI 
(German Research Center for Artifi cial 
Intelligence), and the Max Planck Insti-
tute for Software Systems. The partici-
pating institutions have agreed to a joint, 
long-term research program as the foun-
dation for their work. The university and 
the state government offer signifi cant 
support to the cluster.
 An explicit goal of the cluster is 
the qualifi cation and promotion of young 
scientists. Saarbrücken has a long history 
of playing a leading role in this respect 
and has over the years acquired the repu-
tation of an elite training hub for young 
scientists. Therefore, the majority of 
the approved funds are used for the es-
tablishment of scientifi c junior groups. 
In the past four years, this concept has 
proven to be extremely successful, and 
a large number of junior scientists have 
meanwhile been appointed to professor-
ships in Germany and abroad.
 Last year, the completion and pres-
entation of the Renewal Proposal for the 
2013 – 2017 period was a signifi cant part 
of the cluster’s activities. Final decisions 
for the second program phase of the Ex-
cellence Initiative will be announced by 
the DFG (German Research Foundation) 
on June 15, 2012.                      :::
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Scientifi c Review of Max Planck Institute for Informatics
 The scientifi c achievements of the 
Max Planck Institute for Infomatics are 
reviewed by its advisory board every two 
years. The advisory board consists of 
world-renowned scientists from the fi eld 
of computer science [http://www.mpi-inf.mpg.
de/about/index.html]. Members are selected 
based on their expertise in terms of the 
research conducted at the institute and 
their independence from the institute. 
The inspection by the advisory board is 
based on a biennial report, a written sta-
tus report which provides information 
about the concluded, current and planned 
scientifi c research and projects of the 
institute. For 2009–2011 the report con-
tained almost 700 pages; it can be down-
loaded from the institute’s website [http://
mpi-inf.mpg.de/publications/index.html]. The 
inspection by the advisory board takes 
two days; in 2011 it took place on the 
last two days of May.
 The advisory board report and the 
inspection are crucial for the evaluation 
of the institute, which is subsequently 
performed by the advisory board. The 
inspection itself is divided into different 
stations: To begin with, the department 
heads give presentations both on the 
development of the respective depart-
ments/large groups and on the research 
highlights achieved in the assessment 
period. For example, one of these high-
lights concerns the use of randomness in 
the distribution of news: The department 
“Algorithms and Complexity’’ was able to 
accurately mathematically prove that the 
parallel distribution of a message in a 
group of n people who randomly choose 
their communication partners lasts a 
maximum of log(n)rounds. After the 
presentations, the advisory board visits 
all senior researchers/group leaders of 
the institute in individual meetings, to 
discuss their fi ndings and to gain a com-
prehensive picture of all groups. On the 
second day of the inspection, the foyer of 
the main building is turned into a land-
scape of posters, where all researchers, 
from graduate students to professors, 
present their work. 
The advisory board takes this opportunity 
to learn more about individual research 
achievements. 
 Thus, the institute is assessed in 
all aspects from the overall structure to 
the individual scientists. The result of 
the assessment is binding and applies to 
the institute as a whole: from the global 
structure to the individual research 
achievements.               :::
N E W S
100 N E W S
Research Days 2011
 Every year, the Max-Planck Insti-
tute for Informatics organizes the “Com-
puter Science Research Days” for gifted 
high school students, in cooperation with 
the Computer Science Department of 
Saarland University and the DFKI.
 This year, from July 18 – 20, 2011, 
successful participants from the second 
round of the Federal Competition for In-
formatics, and the best two high school 
graduates from Rhineland-Palatinate 
schools completing an advanced compu-
ter science course, were invited. The stu-
dents were given the opportunity to get 
a taste of current research topics and to 
actively participate in research activities.
 The “tasting’’ consisted of attending 
presentations, for example on the topic 
“Slime Mold Computer’’, or visiting a 
current computer science lecture on the 
topic of “Optimization’’. In various work-
shops, the participants could e.g. build 
a 3D scanner and thereafter test it them-
selves, or learn how the wireless high-
performance digital transmission of data 
is set up within the building. The group 
work was designed in such a way that 
all areas were covered: from theoretical 
foundations of computer science, to 
programming and networks, to graphics 
and computer vision, there was some-
thing for everyone.
 The motto of the computer science 
research days is “Challenge and promote’’. 
One objective of the Max-Planck Insti-
tute is to attract young talented people 
to informatics, to identify and to promote 
new talent.   :::
Topping-out Ceremony, New Building for Max Planck Institute 
for Software Systems
 After nearly one and a half years of 
construction, the topping-out ceremony 
for the new building was celebrated in 
February 2011. The new building archi-
tecturally completes the “Square of In-
formatics’’ towards the east. The building 
was erected for our sister institution 
Max Planck Institute for Software Sys-
tems and following the completion of 
the interior, will also be home to the 
joint administration of the MPI-INF and 
MPI-SWS. The move into the building is 
planned for Spring 2012.    :::
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IMPECS – Indo-German Max Planck Center for Computer Science
 On February 3, 2010, the “Indo-
German Max Planck Center for Computer 
Science” (IMPECS) was opened by the 
Federal President Horst Köhler at the 
Indian Institute of Technology in Delhi 
(IIT Delhi).  The goal of the Center is 
the promotion of fi rst-class basic research 
in computer science by means of close 
cooperation between Indian and German 
scientists.  This cooperation is to be pro-
moted by joint research, the exchange of 
doctoral students and postdocs, a Max 
Planck guest professorship and several 
workshops and schools.  For the fi rst fi ve 
years, IMPECS will be funded by MPG, 
the Federal Ministry of Education and 
Research (BMBF) and the Indian Min-
istry for Science and Technology (DST). 
On the MPG side, the governing body 
consists of Kurt Mehlhorn (MPI-INF) 
and Rupak Majumdar (MPI-SWS), 
and on the Indian side of Naveen Garg 
(IIT Delhi) and Manindra Agrawal (IIT 
Kanpur). 
 IMPECS is funding approximately 
ten German-Indian research groups. On 
the Indian side, any university or insti-
tution may participate; on the German 
side, however, a partner must be a mem-
ber of the MPI for Informatics or MPI 
for Software Systems. Currently, six bi-
national research groups are being spon-
sored; several other groups are being 
called for. 
 The IMPECS has allowed for an 
active exchange of postdocs and students 
in both directions.  In 2010, Prof. Pankaj 
Agarwal from Duke University received 
a Max Planck guest professorship. Prof. 
Manindra Agarwal of IIT Kanpur, winner 
of the Humboldt Research Award, visited 
the Max Planck Institute for Informatics 
for two months in the summer of 2011. 
A joint workshop was held in Delhi in 
April 2010 as a kick-off event.
 In addition, IMPECS co-fi nanced 
the “School on Parameterized and Exact 
Computation” at the IMSc Chennai in 
December 2010, a school and a workshop 
on “Geometric Computing” at the IIT 
Delhi in October and November 2010 
and, together with Microsoft Research, 
a “School on Approximability” at the IISc 
Bangalore in January 2011. More infor-
mation is available at [www.impecs.org].  :::
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IOI Training 2011
 From June 14-16, Prof. Dr. Markus 
Bläser, Fabian Grundlach, Stephan 
Seufert, Dr. Wolfgang Pohl, Prof. Dr. 
Christoph Weidenbach and Dr. Anke 
van Zuylen trained the German Olympic 
team for the Computer Science Olym-
piad 2011 in Thailand. The training took 
place in the guesthouse of the Saarland 
Turnerbund in Braunshausen. Students 
Sebastian Gieße, Tobias Lenz, Johannes 
Kirschner, Patrick Klitzke and Aaron 
Montag were recruited from among the 
winners of national computer science 
competitions, in particular the BWINF 
(“Bundeswettbewerb Informatik”). They 
are the best in their age group in Ger-
many. The Computer Science Olympiad 
competition consists of solving tasks 
with the aid of the computer. It requires 
a level of skill which would be expected 
from a computer science student with a 
bachelor’s degree. The aim of the training 
was both to prepare the students for the 
competition and to provide them with 
a broader insight into informatics as a 
science. In this context, we dealt with 
the scientifi c issues related to the solu-
tion of Hilbert’s tenth problem, solved 
by the scientists Martin Davis, Hilary 
Putnam, Julia Robinson and Yuri Mati-
jassewitsch. Beyond that, we discussed 
associated problems with regard to the 
famous computer science P = NP ques-
tion. Eventually, a presentation on the 
history of the Chaos Computer Club, 
with subsequent discussions on IT se-
curity in general, was held. The obliga-
tory soccer competition “Trainer against 
Trainees’’ was won by the trainer team.  
However, this came at a high price: 
On the next day clear defi ciencies pre-
sented themselves in the general fi tness 
of the trainers, observable as a persistent 
inability to move.                         :::
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Information Services and 
Technology
Unhindered global cooperation and commu-
nication in a motivating environment form the 
basis for an institute whose aim is to produce 
fi rst-class research. The fl exibility, quality 
and reliability of the equipment as well as 
its usability make a decisive contribution to 
this research.
 This aim can be transferred to our 
IT infrastructure: We operate a versatile 
system that can adapt to rapidly evolving 
requirements and provide the user with 
consistency and reliability. It does not 
neglect security, despite the openness 
necessary to support international coop-
eration.
Multiplicity of tools 
 Research on the front line in com-
puter science often implies using innova-
tive systems from various sources, includ-
ing prototype and cross-platform setups 
in hard- and software. As a consequence 
we deploy hardware from various manu-
facturers, as well as all major operating 
systems: MacOS for clients, Solaris for 
fi le servers and Linux and Windows for 
client and server systems. User data and 
the most important software packages are 
available independently of platform and 
OS. This homogeneity eases the use of 
these heterogeneous systems.
Automation as a guarantee for reliability
 Regular updates and upgrades of 
software and hardware for all supported 
platforms pose substantial demands on 
the reliability of the installation and ad-
ministration. The mere variety of hard-
ware and software components precludes 
image based installation approaches. In-
stead, we use an extensive, automated 
and partly self-developed package-based 
installation system that is designed to take 
individual requirements into account.
 Once implemented, results can 
be repeated as required and used very 
quickly across the whole infrastructure. 
This implementation work requires effort 
and, in some cases, slows down reaction 
times. The advantages for operating secu-
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rity, total expenses and time until larger 
changes are ready, however, clearly out-
weigh these disadvantages.
 The system is fl exibly structured, 
so it can be customized to suit changing 
requirements (such as hardware require-
ments) quickly through specifi c extensions 
of the installation system. However, it is 
only used for repetitive tasks. Short-lived 
special installations are done manually.
Security and protection
 Fixed mechanisms which protect 
against sabotage and espionage are not 
possible in open systems. They limit us-
ability to too great a degree. The security 
guidelines can therefore be nothing more 
than a compromise that fl exibly follows 
the requirements.
 Some direct hazards can be defl ect-
ed through the structure of the network, 
the fi rewall, the encryption for external 
access, or virus scanners. Indirect hazards, 
such as the connection to virus-infected 
computers in the Intranet or faults in 
externally acting software systems, must 
be combated through keeping our local 
software installations and virus scanners 
continuously up-to-date.
Operational reliability
 Power supply and cooling are de-
signed in such a way that server opera-
tion can be maintained, even during a 
power outage. A generator with a power 
output of roughly one megawatt guaran-
tees uninterrupted operation of the core 
infrastructure even during big outages.
 A monitoring system based on 
Nagios (open source) provides informa-
tion on critical states of the server sys-
tems and the network, and on malfunc-
tions of complex processes via e-mail and 
text messaging.
Cooperation and communication 
 Our network is divided into various 
areas according to organizational and secu-
rity-relevant points. Externally accessible, 
but anonymous services (DNS (Internet 
address book), WWW, FTP (data trans-
fer), SMTP (e-mail), etc.) are combined 
at the institute’s fi rewall in several demil-
itarized zones (DMZs), which are differ-
entiated according to their meaning and 
their hazard potential.
 Guest scientists and students can 
connect their own devices by wire or 
via WiFi. The network infrastructure 
automatically treats them as external 
machines.
 International cooperation demands 
external access to internal resources in 
the infrastructure (Intranet). Here, we 
offer secure login and access to e-mail, 
important databases and other services. 
Cooperation in software development 
is supported by protected access to a 
revision control database (software re-
pository: Subversion).
 This logical structure is spread over
a 10 GB backbone and various fl oor and 
data center switches. The backbone is 
extended with Gigabit and 10 GBit leased 
lines to each of our locations and several 
partners on the campuses in Saarbrücken 
and Kaiserslautern. Internet connectivity 
is realized with a 2.6 GB connection to 
the German National Research and Edu-
cation Network (DFN) that is used jointly 
with the university in Saarbrücken.
 Workstations and notebooks are 
powered via their fl oor switch with 
Gigabit Ethernet. Central servers, server 
farms and compute clusters are using 
1 GB or 10 GB connections according to 
their bandwidth requirements. Besides 
workstations and notebooks, most of 
these connections are set up to be fail-
safe via multiple redundant lines.
Compute Service 
 We operate several larger systems 
that work with up to 64 closely coupled 
processors and have up to one terabyte 
of main memory. These machines are 
used for scientifi c research and applica-
tions which require high parallelism and 
uniform access to a large main memory.
 Our largest cluster to date, with 
128 systems with 8 cores and 48 GB 
main memory apiece, was brought into 
operation in mid-2010. It is operated 
under the Grid Engine (GE). The auto-
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matic distribution of processes on the 
clusters’ individual computers allows us 
to reach high utilization on the whole 
system. We may fl exibly integrate the 
above-mentioned larger systems into this 
system. In order to allow their optimal 
distribution, jobs are categorized accord-
ing to their specifi c requirements. The 
prioritization of specifi c processes helps 
with the appropriate and fair distribution 
of resources across all the waiting jobs.
File service and data security
 The roughly 150 TB data of the 
institute is made available via NFS and 
CIFS (SMB). About 20 fi le servers dis-
tribute the volumes of about 60 RAID 
systems with more than 3000 disks. All 
RAID systems are connected to a redun-
dant Storage Area Network (SAN). In 
order to prevent data loss due to a failed 
RAID system, the RAID volumes are op-
erated in a paired mirroring by the ZFS 
fi le system. ZFS utilizes checksums to 
protect data against creeping changes. 
It decides during the read operation if 
a data block is correct and if not, which 
mirrored half should be used to correct 
it. This implies as well that time consum-
ing fi le system checks prior to the access 
of the data may be skipped. File systems 
are inspected during normal service 
operation.
 The two mirrored halves are accom-
modated in at least two different fi re com-
partments, so that a fi re would have little 
chance of causing data loss, even at the 
deepest level. Three fi le servers apiece 
share a view of the disk status and can 
substitute for one another within a very 
short period of time using virtual network 
addresses and SAN technology. This also 
allows for server updates without any 
perceivable interruptions to service.
 Our data security is based on two 
different systems: a conventional tape 
backup, which secures the data directly 
using Tivoli Storage Manager (TSM) on 
a tape robot (StorageTek), and an online 
disk backup system that minimizes space 
requirements by using data comparison 
and always keeps the data online (open 
source system BackupPC). Because no 
data in this system is actually held with 
unnecessary redundancy, about 615 TB 
of gross data can be reduced to about 
36 TB in the different backup runs. In 
order to combine the benefi ts of disk and 
tape technologies, we will combine this 
system with the tape robot in the future.
 The tape robot currently has the 
ability to access 700 tapes with a total 
capacity of 700 TB (uncompressed). The 
robot is located in a specially-prepared 
room to maximize the protection of its 
high-value data. In the next construction 
phase, the system will be extended to a 
second robot that can then operate at a 
remote site to protect the data against 
disaster situations. This is at least cur-
rently achieved offl ine through the stor-
age of copies in a special fi re-safe data 
safe or at a second site.
Special systems 
 For special research tasks, espe-
cially in the area of computer graphics, 
diverse special systems are required. 
Available systems include a video edit-
ing system, several 3D scanners, multi-
video recording systems and 3D projec-
tion systems. External communication 
and collaboration is supported through 
the operation of several videoconference 
installations.
Flexible support of scientifi c projects
 The described services, servers and 
computing clusters are deployed for many 
scientifi c projects in very different sce-
narios, sometimes even in international 
collaborations such as the ‘CADE ATP 
System Competition’ [http://www.cs.miami.
edu/~tptp/CASC/]. In order to meet the vari-
ous resulting requirements, IST offers 
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specifi cally tailored degrees of support 
that extends from pure server hosting in 
individual cases to applications support. 
The division of tasks is in most cases 
dictated by the intersection of project 
requirements and the IST portfolio. For 
problems with self-administered systems, 
however, IST only provides consultation.
Responsibilities
 IT procurement, installation, admi-
nistration, operation, applications support 
and continuation of the described systems 
and techniques are the duty of IST (In-
formation Services and Technology), a 
subdivision of the Joint Administration 
of the Institutes for Software Systems 
and Informatics. Due to the cooperation 
with several departments and institutes 
of the University, IST is also responsible 
for the campus library (‘Campusbiblio-
thek für Informatik + Mathematik’) and 
the Cluster of Excellence ‘Multimodal 
Computing and Interaction (MMCI)’.
 IST is divided into one core and 
several institute-specifi c support groups. 
Presented in a simplifi ed fashion, the 
core group is responsible for services 
that are identical for both institutes or 
are even operated together. The support 
groups accordingly cover the specifi c 
needs of the institutes and the service for 
their researchers.
Staff structure 
 In addition to management and 
procurement (two positions), the Max 
Planck Institute for Informatics provides 
six scientifi c staff members and one tech-
nician. The core group is supplemented 
by three scientifi c staff members from 
the Max Planck Institute for Software 
Systems. There is also one employee 
apiece for additional administrative tasks 
to support the joint library and MMCI.
 For their service desk, the institute’s 
support group is assisted by a team of 
students. They are reachable either by 
e-mail or through a web interface, or in 
person during business hours. In addition 
to processing questions concerning the 
use of the infrastructure, this group also 
maintains information systems such as a 
documentation wiki.               :::
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Selected Cooperations
 U N D E R S T A N D I N G 
 I M A G E S  &  V I D E O S
 
:::  Intel Visual Computing Institute, 
Saarbrücken, Germany 
 
::: Katholieke Universiteit Leuven, 
 Leuven, The Netherlands
 
:::  Microsoft Research, Cambridge, UK
 
::: Saarland University, Saarbrücken, 
Germany
 
::: Stanford University, Stanford, USA 
 
::: Technical University of Darmstadt, 
Darmstadt, Germany
:::  Toyota, Brussels, Belgium
::: University of British Columbia, 
 Vancouver, Canada
::: University of California, Berkeley, 
USA
::: University of Passau, Passau, 
 Germany
 B I O I N F O R M A T I C S





:::  Informa s.r.l, Rome, Italy
::: Karolinska Institute, Stockholm, Swe-
den 
::: Saarland University, Saarbrücken, 
Germany
 
::: Stanford University, Stanford, USA 
 
::: University of British Columbia, 
 Vancouver, Canada 
::: University of Cologne, Cologne, 
 Germany
::: University of Freiburg, Freiburg, 
 Germany
::: University of Heidelberg, Heidelberg, 
Germany 
::: University Tor Vergata, Rome, Italy
::: Wolfgang-Goethe-University, 
 Frankfurt, Germany
 G U A R A N T E E S
 
::: Carnegie Mellon University, 
 Pittsburg, USA 
 
::: Chinese Academy of Sciences, 
 Beijing, China 
 
::: New York University, New York, 
USA 
 
::: Technion, Haifa, Israel 
::: University of Canberra, Canberra, 
Australia
::: University of Freiburg, Freiburg, 
 Germany
::: University of Haifa, Haifa, Israel
::: University of Nancy, Nancy, France
::: University of Oldenburg, 
 Oldenburg, Germany
::: University of Pittsburgh, 
 Pittsburgh, USA
 I N F O R M A T I O N  S E A R C H 
 &  D I G I T A L  K N O W L E D G E
 
::: DERI, Galway, Ireland
::: EPFL Lausanne, Lausanne, 
 Switzerland
:::  European Archive Foundation, 
 Amsterdam, The Netherlands
::: FluidOps AG, Walldorf, Germany
 
:::  German-Israeli Foundation for 
 Scientifi c Research and Develop-
ment, Israel 
:::  Google, Zurich, Switzerland
::: Gottfried Wilhelm Leibniz University 
Hanover, Hanover, Germany 
::: Hebrew University of Jerusalem, 
 Jerusalem, Israel
::: IIT Bombay, Bombay, India
::: Jülich Supercomputing Centre, 
 Jülich, Germany 
::: Karlsruhe Institute of Technology 
(KIT), Karlsruhe, Germany
::: Microsoft Research, Cambridge, UK
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::: Microsoft Research, Redmond, USA 
::: RWTH Aachen, Aachen, Germany
::: Siemens AG, Munich, Germany
::: Stanford University, Stanford, USA
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Directions
The Max Planck Institute for Informatics (Building E1 4) is located on 
the campus of Saarland University, approximately 5 km north-east of 
downtown Saarbrücken, in a wooded area near Dudweiler.
Saarbrücken has its own airport (Saarbrücken-Ensheim) and is well-
connected to the Frankfurt and Luxemburg airports by shuttle bus, train, 
or car. There are good hourly train connections from Saarbrücken to cities 
all over Germany, and trains to Metz, Nancy and Paris leave at regular 
intervals. The express highways – or Autobahns – provide fast routes to 
Mannheim, Frankfurt, Luxemburg, Trier, Köln, and Straßburg as well as 
Metz, Nancy, and Paris.
The campus is accessible...
 from the airport at Saarbrücken-Ensheim
 by taxi in approximately 20 minutes
 from Saarbrücken central train station
 by taxi in approximately 15 minutes
 by bus in approximately 20 minutes 
 direction “Dudweiler-Dudoplatz” or “Universität Campus”
 exit “Universität Mensa”, or 
 alternatively exit “Universität Campus”
 from Frankfurt or Mannheim on Autobahn A6
 exit “St.Ingbert-West”
 follow the white signs for “Universität”, leading to the campus
 from Paris on Autobahn A4
 exit “St.Ingbert-West”
 follow the white signs for “Universität”, leading to the campus
university east
multi-storey car park east
north
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