In this paper, we study the following quasilinear Schrödinger equation of Choquard type
Introduction and Preliminaries
Consider the following quasilinear Schrödinger equation of Choquard type 1) where N ≥ 3, 0 < α < N , where V = V (x), x ∈ R N , is a given potential, k is a real constant and h, g are real functions. The quasilinear schrödinger equations (1.2) are derived as models of several physical phenomena, such as see [10, 11, 13, 19, 22] . It has received considerable attention in mathematical analysis during the last 10 years [20] . When k = 0 and g is a local term, several methods can be used to solve Eq. (1.2). The existence of a positive ground state solution has been proved in [14, 21] by using a constrained minimization approach. The problem is transformed to a semilinear one in [4, 15, 5] by a change of variables. Nehari method is used to get the existence results of ground state solutions in [16, 23] . to describe an electron trapped in its own hole, in a certain approximation to Hartree-Fock theory of one component plasma(see [17] ). In that case, a ground state solution is found in [17] . For p ∈ N +α N , N +α N −2 , Moroz and Van Schaftingen in [17] proved existence, qualitative properties and decay estimates of ground state solutions. In [24] , Seok consider a critical version of nonlinear Choquard equation
Using some perturbation arguments, Seok gets a family of nontrivial solutions. It converges to a least energy solution of the limiting critical local problem as α → 0. We can see some works of literature about the above equation in [1, 12, 28] .
In this paper, we study the existence of positive solution of (1.1) by a variational argument. We need the following several notations. If x ∈ R N and R > 0, the closed ball with center at x and radius R is always denoted by B R (x). Let C ∞ 0 (R N ) be the collection of smooth functions with compact support. For N ≥ 3, let
with the norm
By the Sobolev inequality, D 1,2 (R N ) is continuously embedded in L 2 * (R N ). Let
with the inner product
and the norm
We denote the norm of L q (R N ) by | · | q .
In the following, we always assume V ∈ C(R N , R) and inf
consider the following two assumptions:
Eq. (1.1) is the Euler-Lagrange equation of the energy functional
where u + = max{u, 0}.
The main result of this paper is stated as follows: To deal with this type of problem, difficulties lie in two aspects. First, the approach of proving Theorem 1.1 is inspired by [4, 6, 8, 15] . Because the nonlinearity of Eq. (1.1) is nonlocal, the techniques in these papers developed for the local case cannot be adopted directly. Second, another major difficulty here is that the energy functional J(u) is not well defined for all u ∈ H 1 (R N ) if N ≥ 3. To overcome these difficulties, we need to make a change u = f (v) of variable used in [15] , to analyze other properties of f more deeply due to the nonlocal nonlinearity and to develop some different techniques.
Following the idea in [15] , let f be defined by
. Then f has following properties (see [3] ):
(f 1 ) f is uniquely defined C ∞ function and invertible.
(f 2 ) 0 < f ′ (t) ≤ 1 for all t ∈ R.
(f 3 ) |f (t)| ≤ |t| for all t ∈ R.
(f 6 ) There exists a positive constant C such that
After the change u = f (v) of variable, Eq. (1.1) can be rewritten as
and J(u) can be reduced to
and the Hardy-Littlewood-Sobolev inequality (Lemma 2.1), we can deduce that the functional I ∈ C 1 (H 1 (R N )) for
It is easy to see that if v ∈ H 1 (R N ) is a critical point of I, i.e., We use C or C i to denote various positive constants in context. The outline of the paper is as follows. In Section 2, we give some preliminary results and the regularity of solutions.
In Section 3, we prove Theorem 1.1 by using the mountain pass theorem. 
Some lemmas
There exists a sharp constant C(r, s, N, α), independent of g, h, such that
Remark 2.2 (1) Hardy-Littlewood-Sobolev inequality can be also stated that for every
Ns N−αs (R N ) and the following inequality holds:
where C > 0 depends only on α, N and s.
(2) By Lemma 2.1 and (f 5 ),
Since we will work on H 1 (R N ), by the Sobolev embedding theorem, we must require that
N −2 where q := p 2 (see [17] ).
Proof. By (f 3 ), (f 5 ), for |t| ≤ 1,
For |t| > 1,
and , 1] such that r := lp = 2. Hence
Moreover, for t ≥ 1, using (f 7 ),
For 0 ≤ t < 1, by (f 2 ) and (f 3 ), we have
In the spirit of the argument developed by the Proposition 4.1 in [17] and the Lemma
, we have the following Lemma 2.5.
Lemma 2.5 Assume that either assumption
be a nontrivial and nonnegative weak solution of (1.3), then the following properties hold:
(1) For every s ∈ R with
(5) v is of class C 1,λ for every λ ∈ (0, 1) and v > 0.
Proof. (1)
We use an iterating argument (see [17] ). Put r :=
We have I α * |v| r ∈ L t (R N ). Further, set
Hence v is a weak solution of the following equation
and hence, v ∈ W 2,q 0 loc (R N ) by the Theorem 9.1.4 in [27] .
Notice that
In fact, for every s with
and s ∈ (s 1 , s 1 ).
and hence I α * |v| r ∈ L t loc (R N ). Further, since
we use q 1 in replace of q 0 in the above argument. Similarly, if
loss of generality, we can assume that
By the Sobolev embedding theorem again , v ∈ L s loc (R N ) provided
We also have
Furthermore, by
. Continue the above process by setting
Hence (1) holds. 
By the Lemma 2.4, the conclusion (2), (V 1 ) or (V 2 ), it follows that 
Then g(x) ∈ C ∞ 0 (R N ). By the Lemma 2.4, there exists r ∈ [2, 2 * ) such that
for every x ∈ R N . Using the Lebesgue's dominated convergence theorem, we have
Therefore,
(5) It follows from (4) that v ∈ C 1,λ loc (R N ) for every λ ∈ (0, 1). In the proof of conclusion (1), Eq. (1.3) can be rewritten as
Since v is a continuous nonnegative function, there exists C > 0 such that |c(x)| ≤ C. Using the Theorem 8.19 in [9] , we get that v > 0 in R N .
Proof of Theorem 1.1
We prove that the functional I exhibits the mountain pass geometry.
Lemma 3.1. There exist ρ 0 , α > 0 such that
Proof. From [8] we get that there exist
whenever v ≤ ρ 1 . The above inequality was derived in [8] for (V 1 ). Checking the proof of [8] , we know that this inequality holds for (V 2 ), too. Notice that N p N +α ∈ [2, 2 * ). By (f 5 ), (2.1), (3.1) and the Sobolev embedding theorem, we get
whenever v ≤ ρ 1 . Choosing ρ 0 small enough, we get the proof.
Using the method in [6] , we have the following lemma:
Proof. By (f 4 ),
t is decreasing for t > 0. Consider φ ∈ C ∞ 0 (R N ) such that 0 ≤ φ(x) ≤ 1, φ(x) = 1 for |x| ≤ 1, φ(x) = 0 for |x| ≥ 2. We have
for any x ∈ R N , t > 0. Using (f 3 ), we get
By p > 2 and (f 6 ), we deduce that I(t 0 φ) < 0 and t 0 φ > ρ 0 for t 0 large enough. Set Proof. Let (v n ) ⊂ H 1 (R N ) be a Cerami sequence at the level c. Set
and
It follows that (w
Since p > 2, the sequence { R N |∇v n | 2 + R N V (x)f 2 (v n )} is bounded. By the Sobolev embedding theorem and (f 6 ), we have
Proof. By Fatou's lemma,
In the following, we always assume that {v n } ⊂ H 1 (R N ) is a Cerami sequence for I at the level c > 0. By the preceding lemma, {v n } is bounded. We may assume, going if necessary to a subsequence,
We have the following Lemma 3.5-3.8.
Proof. The proof of Lemma 3.5 will be carried out in a series of steps.
Step
Using the Lemma 3.4,
Step 2. For any q ∈ [2, 2 * ), R N |v n − v| q → 0 as n → ∞.
Check the proof of the Lemma 3.3. We have
It follows from interpolation inequality that R N |v n − v| q → 0 for any q ∈ [2, 2 * ).
Step 3. v n − v → 0 as n → 0.
Using (2.1), (f 5 ), (f 7 ) and the Hölder's inequality, we have 
Further,
From arguments above, we get that v n − v → 0 as n → ∞.
Lemma 3.6 Up to a subsequence,
Proof. We suppose, by contradiction, that A = 0. By the Lemma 3.5, v n → 0 in
It follows that
a contradiction. The proof is completed.
Lemma 3.7 Up to a subsequence, there exist R, β > 0 and {x n } ⊂ R N such that
Proof. By the Lemma 3.6, up to a subsequence, one has A := lim n→∞ R N |f (v n )| 2 > 0. If Lemma 3.7 is false, then it follows from the Lemma 1.21 in [26] that, up to a subsequence,
a contradiction. This completes the proof.
Proof. For any ϕ ∈ C ∞ 0 (R N ), the support of ϕ is contained in B R 0 (0) for some R 0 > 0. Hence
By v n → v in L 2 loc (R N ) and the Lemma 3.4, we obtain
Using the Hölder inequality, we have
Moreover,
For r =
2N
N +α , by (f 5 ) and (f 7 ),
loc (R N ) and the Lemma 3.4 again, we obtain
By the boundedness of (v n ), the Hölder inequality and (2.1), take n → ∞,
N −2 , (f 7 ) and the Hölder inequality, we have
In order to prove J 2 → 0, we use an argument which is partly an adaptation of the proof of the Proposition 2.2 in [18] . Set a linear functional
N +α , is a continuous linear functional, that is,
. We may assume, going if necessary to a subsequence,
In a summary, up to a subsequence, we prove that
Proof of Theorem 1.1 As a consequence of the Lemmas 3.1 and 3.2, for the constant
where
Hence, by the Theorem 6.3 in [29] , there exists a Cerami sequence (v n ) in H 1 (R N ) at the level c 0 , that is,
By the Lemma 3.3, the sequence {v n } is bounded. Hence, up to a subsequence, one has
. Hence, by the Lemma 3.8, I ′ (v), ϕ = 0 for any ϕ ∈ C ∞ 0 (R N ), that is, v is a weak solution of (1.3). We must prove that v is nontrivial. For this, we follow the idea in [6] , [15] and [4] to complete the proof of Theorem 1.1.
By the Lemma 3.7, up to a subsequence, there exist R, β > 0 and {x n } ⊂ R N such that lim inf
If (V 1 ) holds, we may assume that {x n } is bounded. Then there exists ρ > 0 such that If (V 2 ) holds, we assume, by contradiction, that v ≡ 0. Consider the following two limit functionals:
where u = f (v). Define
Notice that V 0 < V ∞ , we have
To complete the proof of Theorem 1.1, we divide into the following four lemmas.
as n → +∞. Similarly,
It follows that {v n } is also a Cerami sequence of I ∞ at the level c 0 .
Lemma 3.10 Let p > 2, a > 0, b ≥ 0, c > 0 and h(t) := a + bt 2 − ct 2p−2 for t ≥ 0.
Then there exists a unique t 0 > 0 such that h(t 0 ) = 0, h(t) > 0 for 0 ≤ t < t 0 and h(t) < 0 for t > t 0 .
The proof of Lemma 3.10 is standard.
Then there exist t 1 > t 0 > 0 such that
Proof. By the definitions of I ∞ (v) and J ∞ (u), we know that
By p > 2 and the Lemma 3.10, there is an unique t 0 > 0 such that g ′ (t 0 ) = 0, g ′ (t) > 0 for 0 < t < t 0 and g ′ (t) < 0 for t > t 0 . Hence
Since p > 2, it is easy to see that J ∞ (tu 0 ) → −∞ as t → +∞.
Therefore, there exists t 1 > t 0 such that Lemma 3.13 c ∞ ≤ c 0 .
Proof. By the Lemma 3.6 we have A := lim n→∞ R N |f (v n )| 2 > 0. Notice that
Passing to a subsequence, for n large enough, we get
for n large enough. Hence
f ′ (vn) = o n (1) again, we have
Set u n := f (v n ). Then
Put a n := R N |∇u n | 2 + R N V ∞ u 2 n , b n := 4 R N u 2 n |∇u n | 2 and c n := R N (I α * |u + n | p ) |u + n | p . Then a n + b n − c n = o n (1).
Furthermore, since (u n ) is bounded in H 1 (R N ), (a n ), (b n ), (c n ) are all bounded. Hence, passing to a subsequence, we can assume that there are a, b, c ∈ [0, +∞) such that a n → a, b n → b, c n → c as n → +∞ and a + b − c = 0. Moreover, for n large enough, one has c n = R N I α * |u
It follows that a > 0, c > 0. It follows from the Lemma 3.10 that there exists a unique sequence (t n ) ⊂ (0, +∞) such that a n + b n t 2 n − c n t 2p−2 n = 0. Since c > 0, (t n ) is bounded.
We may assume that there is t ≥ 0 such that t n → t. Then, a + bt 2 − ct 2p−2 = 0. Since a + b − c = 0, by Lemma 3.10 again, we get t = 1. By the Lemma 3.11, J ∞ (t n u n ) > J ∞ (tu n ), ∀ t ∈ [0, +∞)\{t n }.
Hence c ∞ ≤ J ∞ (t n u n ) by Remark 3.12. Further, Contrasting the Lemma 3.13 and (3.2), we get a contradiction. It shows that v is nontrivial. As the case (V 1 ), we know v > 0. This completes the proof of Theorem 1.1.
