We characterize the optimal switching problem as coupled optimal stoping problems. We then use the optimal stopping theory to provide a solution. As opposed to the methods using quasi-variational inequalities and verification theorem we directly work with the value function.
Introduction
Stochastic optimal switching problems (or starting and stopping problems) are important subjects both in mathematics and economics. Since there are numerous articles about real options in the economic and financial literature in recent years, the importance and applicability of control problems including optimal switching problems cannot be exaggerated. A switching problem in the case of a resource extraction problem can be described as follows: The controller monitors the price of natural resources and wants to optimize her profit by operating an extraction facility in an optimal way. She can choose when to start extracting this resource and when to temporarily stop doing so, based upon price fluctuations she observes. The problem is concerned with finding an optimal starting/stopping (switching) policy and the corresponding value function. The optimal switching problem has been employed in other real options examples as well. A number of papers on this topic are well worth mentioning : Brennan and Schwarz (1985) in conjunction with convenience yield in the energy market, Dixit (1989) for production facility problems, Brekke and Øksendal (1994) for resource extraction problems, Yushkevich (2001) for positive recurrent countable Markov chain, and Duckworth and Zervos (2001) , Zervos (2003) , Pham and Vath (2005) , Pham (2007) for reversible investment problems. Hamdadène and Jeanblanc (2006) analyze a general adapted process for finite time horizon using reflected stochastic backward differential equations. Carmona and Ludkovski (2005) apply to energy tolling agreement in a finite time horizon using Monte-Carlo regressions.
A basic analytical tool for solving switching problems is quasi-variational inequalities. This method is indirect in the sense that one first conjectures the form of the value function and the switching policy and next verifies the optimality of the candidate function by proving that the candidate satisfies the variational inequalities. In finding the specific form of the candidate function, appropriate boundary conditions including the smooth-fit principle are employed. This formation shall lead to a system of non-linear equations that are often hard to solve and the existence of the solution to the system is also difficult to prove. Moreover, this indirect solution method is specific to the underlying process and reward/cost structure of the problem. Hence a slight change in the original problem often causes a complete overhaul in the highly technical solution procedures.
Our solution method is direct in the sense that we work with the value function itself. First, we characterize it as the solution of two coupled optimal stopping problems. We obtain this characterization by constructing by constructing a sequence of approximating functions, each element of solves an optimal stopping problem whose reward function involves the previous element of the sequence, and making an appropriate limit argument. Here, the mathematical tools we use are the properties of the essential supremum (see Karatzas and Shreve (1998) , Appendix A) and the optimal stopping theory of Markov processes in Fakeev (1971) . Second, we give sufficient conditions under which the optimal switching times are hitting times. For this purpose we use the results of Dayanik and Karatzas (2003) and the fact that the value function satisfies a growth condition. Third, we give further conditions that guarantee the connectedness of the switching and continuation regions, and the continuous differentiability of the value function. We use the excessive characterization of the value functions of optimal stopping problem (which corresponds to the concavity of the value function after a certain transformation) see e.g. Dynkin (1965) , Alvarez (2001; , Dayanik and Karatzas (2003) . Our solution is free from any guesswork and universally applicable to a large set of problems (where the underlying process is one-dimensional diffusions) since what one has to do is to check whether the sufficient conditions we provide in our main results hold. Our conditions are easy to check and we provide two examples for illustration: The first examples is from Brekke and Øksendal (1994) , a resource extraction problem in which the underlying state variable is a geometric Brownian motion. The next example is a new one, in which we consider another operations problem in which the underlying state variable is an Ornstein-Uhlenbeck process. It is worth mentioning the work of Pham (2007) here, which provides another direct method to solve optimal switching problems through the use of viscosity solution technique. Pham shows that the value function of the optimal switching problem is continuously differentiable. Our solution technique is more probabilistic than Pham's and we rely on the characterization of optimal switching problem as coupled optimal stopping problems instead of using the dynamic programming principle proved in Tang and Yong (1993) . Also, we are able to give sufficient conditions under which the optimal switching times are hitting times and some additional set of conditions under which the switching and continuation regions are connected due to the nature of our approach.
The rest of the paper is organized as follows: In Section 2.1 we define the optimal switching problem. In Section 2.2 section we study the problem in which the controller only can switch finitely many times. Using the results of Section 2.2, in Section 2.3 we provide a characterization of the optimal switching problem as two coupled optimal stopping problems. In Section 2.4, we show that the usual hitting times of the stopping regions are optimal. In Section 2.5, we give sufficient conditions under which the continuation and switching regions are both connected, and the value functions are continuously differentiable. In Section 2.6, we analyze two operations management examples: In the first example the underlying process is a geometric Brownian motion, in the second one it is an Ornstein-Uhlenbeck process.
Our main results are: Propositions 2.1, 2.2, 2.3 and 2.4.
The Optimal Switching Problem

Statement of the Problem
Let (Ω, F, P) be a complete probability space hosting a Brownian motion W = {W t ; t ≥ 0}. Let F = (F t ) t≥0 be natural filtration of W . The controlled stochastic processes, X with state space (c,
, is a continuous process, which is defined as the solution of
in which the right-continuous switching process I is defined as
where I i ∈ {0, 1} and I i+1 = 1−I i for all i ∈ N. Here, the sequence (τ n ) n≥1 is an increasing sequence of Fstopping times with lim n→∞ τ n = τ c,d , almost surely (a.s.). Here, τ c,d inf{t ≥ 0 :
The stopping time τ c,d = ∞ when both c and d are natural boundaries. We will denote the set of such sequences by S. We will assume that the boundaries are either absorbing or natural. The controller will choose this sequence of stopping times. We assume that the functions µ(·, i) and σ(·, i), i ∈ {0, 1} satisfy Lipschitz and linear growth conditions
for some positive constant C < ∞, so that a unique strong solution to (2.1) exists. These assumptions will also help us guarantee that the value functions in our problems are well-defined and are Lipschitz continuous. We are going to measure the performance of a strategy
, 1} 2 → R + is the cost of switching from I j−1 to I j is strictly positive. We assume that
H (1 + |x|) for x, y ∈ [c, d] and i ∈ {0, 1}, (2.5) for some strictly positive constants C (1)
We also assume that the running benefit f : [c, d] × {0, 1} → R is a continuous function and satisfies the linear growth condition: for some B, if we assume that the discount rate is large enough, which will be a standing assumption in the rest of our paper (see page 5 of Pham (2007)). The goal of the switching problem then is to find 8) and also to find an optimal T ∈ S if it exists.
When the Controller Can Switch Finitely Many Times
For any F stopping time σ let us define
(2.9) In this section, we will consider switching processes of the form 10) in which the stopping times (τ 1 , · · · , τ n ) ∈ S n 0 . By X (n) we will denote the solution of (2.1) when we replace I with I (n) . So with this notation we have that
(2.11)
We should note that X
The value function of the problem in which the controller chooses n switches is defined as
We will denote the value of making no switches by q (0) , which we define as 14) which is well defined due to our assumption in (2.7). We will assume that the reward function f satisfies the Lipschitz condition
Under this condition if the discounting factor α is large enough, then q (n) , n ∈ N and v are Lipschitz continuous uniformly in their first variable (see Pham (2007) , pages 4-5). Now, consider the following sequential optimal stopping problems:
Proof. For any F stopping time σ, let us define
(2.17) for n ≥ 1, and
We will perform the proof of the proposition in four steps.
Step 1. If we can show that the family
(2.19) is directed upwards, it follows from the properties of the essential supremum (see Karatzas and Shreve (1998,Appendix A) 
Here, X (n),k is the solution of (2.1) when we replace I by I (n),k which is defined as
We will now argue that (2.19) is directed upwards (see Karatzas and Shreve (1998) Appendix A for the definition of this concept ): 22) and the stopping times τ 24) and therefore Z is directed upwards.
Step 2. In this step we will show that
Let us fix τ 1 ∈ S 1 σ . It follows from
Step 1 that there exists a sequence
τ 1
(2.26) Here, X (n−1),k is the solution of (2.1) when we replace I by I (n−1),k which is defined as
For every k ∈ N, we have that τ 1 , τ k 2 , · · · , τ k n ∈ S n σ , and that
in which we take τ k 1 = τ 1 and X (n),k is the solution of (2.1) when we replace I by I (n),k which is defined as
We can then write
Here, the first equality follows from the Monotone Convergence Theorem (here we used the boundedness assumption on H, see (2.5)). Since τ 1 is arbitrary this implies that the left-hand-side of (2.30) is greater than the right-hand-side of (2.25). Let us now try to show the reverse inequality. Let for any (τ 1 , · · · , τ n ) ∈ S n σ let I (n) be given by (2.10) and let X (n) be the solution of (2.1) when I is replaced by I (n) . And let us define 31) and let X (n−1) be the solution of (2.1) when I is replaced by I (n−1) . Then
τ 1 32) now taking the essential supremum on the right-hand-side over all the sequences in S n σ we establish the desired inequality.
Step 3.
In this step we will argue that
We will carry out the proof using induction. First, let us write q (1) as
(2.34)
Let θ be the shift operator . The third inequality in (2.34) follows from the strong Markov property of (X
s ) s≥0 and (X
s ) s≥0 and the fact that
for any τ ∈ S 1 0 , using which we can write
It is well known in the optimal stopping theory that (2.33) holds for n = 1, if 
t , I 0 , I 1 ). But this requirement is readily satisfied in our case since X (0) is continuous and since
t , I 0 , I 1 ) is continuous (in fact Lipschitz continuous) due to the Lipschitz conditions on f and H.) But the growth conditions (2.5), (2.6) guarantee that (2.38) holds (using (2.7)). Now let us assume that (2.33) holds for n = n − 1 and let us show that it holds for n = n. From
Step 2 and the induction hypothesis we can write q (n) as
where the third equality follows since
for t ≤ τ , and the last equality can be drived using the strong Markov property of (X (0) ) t≥0 and (X (n−1) t , I
(n−1) t ) t≥0 . We already know that the Lipschitz conditions on f and H lead to the Lipschitz continuity of q (0) and q (n−1) . H is already assumed to be Lipschitz continuous. On the other hand, we have that
satisfies B ≤ A < ∞, in which A is defined in (2.38), since (q (n) ) n∈N is an increasing sequence of functions. Therefore, Theorem 1 of Fakeev (1971) implies that (2.33) holds for n = n.
Step 4. In this step we will show that the statement of the proposition holds using the results proved in the previous steps. By definition we already have that
Let us assume that the statement holds for n = n − 1. From the previous step and the induction hypothesis we have that 43) where the last equality follows from (2.37). This completes the proof.
Characterization of the Optimal Switching Problem as Two Coupled Optimal Stopping Problems
Using the results of the previous section, here we will show that the optimal switching problem can be converted into two coupled optimal stopping problems.
Lemma 2.1. For all x ∈ [c, d] and i ∈ {0, 1}, the increasing sequence (q (n) (x, i)) n∈N converges:
Proof. Since S n σ S n+1 σ S, it follows that (q (n) (x, i)) n∈N is a non-decreasing sequence and
Assume that v(x, i) < ∞. Let us fix x and i and let T = (τ 1 , · · · , τ n , · · · ) ∈ S be an ε-optimal strategy, i.e.,
0 , and
Let τ c,d be the smallest time that X reaches c or d, and τ (n)
c,d be the smallest time X (n) reaches c or d. Since τ n → τ c,d as n → ∞, almost surely, it follows from the growth assumptions on f and H that 
(2.50) Therefore, using (2.46) we get
Since ε is arbitrary, this along with (2.45) yields the proof of the lemma when v(x, i) < ∞. When v(x, i) = ∞, then for each positive constant B < ∞, there exists T ∈ S such that J T (x, i) ≥ B. Then, if we choose T (n) ∈ S n 0 as before with ε = 1, we get J T (n) ≥ B − 2, which leads to
Since B is arbitrary, we have that lim
The next proposition is the main result of this section, which show that the optimal switching problem is equivalent to solving two coupled optimal stopping problems.
Proposition 2.2. The value function of the optimal switching problem has the following representation for any x ∈ [c, d] and i ∈ {0, 1}:
v(x, i) = sup
54)
which can also be written as
due to the strong Markov property of X (0) .
Proof. First note that
as a result of Proposition 2.1 and Lemma 2.1. Therefore, it follows from (2.16) that
To obtain the opposite inequality let us choose τ such that
(2.58)
Then by the monotone convergence theorem
(2.59)
This proves the statement of the proposition.
A Class of Optimal Stopping Times
In this section, using the classical theory of optimal stopping times, we will show that hitting times of certain kind are optimal. We will first show that the assumed growth condition on f and H leads to a growth condition on the value function v, from which we can conclude that v is finite on [c, d].
Lemma 2.2. There exists a constant
In fact, the same holds for all q n , n ∈ N.
Proof. As in Pham (2007) due to the linear growth condition on b and σ, the process X defined in (2.1) satisfies the second moment estimate
for some positive constant C. Due to the linear growth assumption on f we have that 62) for some large enough constant C v . Here the second inequality follows from the Jensen's inequality and the fact that (1 + |x|) 2 ≤ 1 + |x|. Also recall that we have assumed the discount factor α to be large enough.
(This is similar to the assumption in Pham (2007) ). Taking the supremum over T ∈ S in (2.62) we obtain that v(x, i) ≤ sup
The linear growth of q n can be shown similarly.
To introduce and prove the main result of this section we will need some more notation. Let X (0) be as in (2.11). Let τ y be the first hitting time of y ∈ I by X (0) , and let c ∈ I be a fixed point of the state space. We set:
It should be noted that ψ i (·) and ϕ i (·) consist of an increasing and a decreasing solution of the second-order differential equation (A i − α)u = 0 in I where A i is the infinitesimal generator of X (0)) when I 0 = i in (2.11). They are linearly independent positive solutions and uniquely determined up to multiplication. For the complete characterization of the functions ψ i (·) and ϕ i (·) corresponding to various types of boundary behavior see Itô and McKean (1974) . Then if for i ∈ {0, 1}, lim x→∞ x/ψ i (x) = 0, the stopping times (2.65) are optimal. Note that X (0) in (2.11) depends on I 0 = i, through its drift and volatility.
Proposition 2.3. Let us define
Proof. Let us prove the statement for Case 1. First, we define
By Lemma 2.2 v and q (0) satisfy a linear growth condition. We assumed that H also satisfies a linear growth condition. Therefore the assumption on ψ i guarantees that l i d = 0, for i ∈ {0, 1}. But then from Proposition 5.7 of Dayanik and Karatzas (2003) the result follows.
For Case 2, we will also need to show that 67) and use Proposition 5.13 of Dayanik and Karatzas (2003) . But the result is immediate since v, q (0) and H are bounded in a neighborhood of c = 0 and lim x→c ϕ i (x) = ∞, since c is a natural boundary. Dayanik and Karatzas (2003) 
Remark 2.1. If both c and d are absorbing it follows from Proposition 4.4 of
Sufficient Conditions under which the Switching and Continuation Regions are Connected
In this section we will give sufficient conditions under which the switching regions are connected and provide explicit solutions for the value function of the switching problem. We will also show that the value functions of the switching problem x → v(x, i), i ∈ {0, 1} are continuously differentiable under some certain assumptions. Before we state the main result of this section, let us define the increasing functions
, and
Proposition 2.4. Let c = 0 and d = ∞, and assume that c is either natural or absorbing, and d is natural. Let us assume that the functions
We will also assume that the functions
71)
and 
73)
and
(2.74)
Since the value functions are continuously differentiable the positive a, b, β 0 , β 1 can be determined from the continuous and the smooth fit conditions. Here, a > b, which follows from Remark 2.2.
Proof. Let us introduce
It follows from (2.55) that u(·, i) satisfies
It follows from (2.2) the theory of optimal stopping times (see see e.g. Dynkin (1965) (see e.g. Theorem 16.4), Dayanik and Karatzas (2003) (see e.g. Proposition 5.11)) that
and 78) are the smallest non-negative concave majorants of
respectively. It follows from (2.67) and (2.66) that
respectively. We use Remark 2.1 when c is absorbing. On the other hand, when c is natural, assumption (2.70) guarantees that lim 82) and lim
since ϕ i (∞) = 0 and ψ i (0) = 0, because 0 and ∞ are natural boundaries, and since v(x, 1) ≥ q (1) (x, 1) and v(x, 0) ≥ q (0) (x, 0). Moreover,
Now, it follows from (2.81), (2.82) and (2.84) that,
for some constants α > 0 and k > 0, which satisfy
Similarly, it follows from (2.81), (2.83) and (2.85) that,
for some constants β > 0 and l < 0, which satisfy
Next, we are going to determine α, β, k and l making use of the fact that V 0 and V 1 are smallest non-negative majorants of P 0 and P 1 further, when we consider this fact along with the smoothness assumptions we made on x → q (0) (x, i), x → H(x, i, 1 − i), i ∈ {0, 1}. Using (2.75) and (2.77) we obtain 90) and
(2.91)
It follows from Remark 2.2 that
But then, since we assumed that x → q (0) (x, i) are continuously differentiable, we have that the function
Similarly, the differentiability of
From (2.93) and (2.94) together with the fact that V 0 and V 1 are the smallest non-negative majorants of P 0 and P 1 , we can determine α, β, k and l from the following additional equations they satisfy
Using (2.75) we can write the value functions v(·, i), i ∈ {0, 1} as 96) and
(2.97)
Now, a direct calculation shows that the left derivative and the right derivative of x → v(x, 0) are equal at x = (F 0 ) −1 (k). Similarly, one can show the same holds for the function x → v(x, 1) at x = (G 1 ) −1 (l).
This completes the proof. 1} in (2.71), (2.72) are two-times differentiable, their concavity can be checked using the following identity: 98) and
where A i is the infinitesimal generator of X (0)) when I 0 = i in (2.11).
Examples Example 2.1. Brekke and Øksendal (1994):
We will first analyze the a resource extraction problem solved by Brekke and Øksendal (1994) and show that our assumptions are satisfied by their example. This gives us some more understanding into their problem and show the reasons behind having connected switching and continuation regions and the smooth fit of the value functions.
The objective of the problem in Brekke and Øksendal (1994) is to find solve
where K ∈ R + is the operating cost and H(x, 1, 0) = C ∈ R + and H(x, 0, 1) = L ∈ R + are constant closing and opening costs. Here, the dynamics of the underlying state variable is given by
where m, λ and β are some given constants and α > m. Observe that our assumptions in Section 2.1, (2.3), (2.5) and (2.6) are readily satisfied. In what follows we will check the assumption we made for Proposition 2.4. First, let us obtain functions, ψ 0 , ϕ 0 , ψ 1 , ϕ 1 , F 0 , G 1 , q (0) (·, i), i ∈ {0, 1}, in terms of which we stated our assumptions:
The infinitesimal generator A 0 = mx
gives us ψ 0 (x) = x µ + and ϕ 0 (x) = x µ − where
gives us ψ 1 (x) = x ν + and ϕ 1 (x) = x ν − where
Note that under the assumption α > m, we have ν + , µ + > 1 and ν − , ν − < 0. Observe that lim x→∞ x/ψ i = 0, i ∈ {0, 1} (the main assumption of Proposition 2.3. We have already shown that the other assumptions hold). It follows that F 0 = x 2∆ 0 /β 2 and G 1 = −x −2∆ 1 /β 2 , in which
We can calculate q (0) (·, i), i ∈ {0, 1} explicitly:
Obviously, q (0) (·, i) and H(·, i, 1 − i), i ∈ {0, 1} satisfy the differentiability assumption in Proposition 2.4.
On the other hand,
(2.100) When C < K/α then (2.69) in Proposition 2.4 is satisfied. The only assumptions that are left to check are the concavity assumptions on K i (·), i ∈ {0, 1}. Remark 2.3 will be used to achieve this final goal.
On the other hand, 102) which implies that K 1 (·) is concave on (−∞, G 1 (K − Cα)). Since all the assumptions in Proposition 2.4 are satisfied we have that
in which the positive constants β 0 , β 1 , a and b can be determined from continuous and smooth fit conditions. Example 2.2. Ornstein-Uhlenbeck process: We shall consider a new problem involving an OrnsteinUhlenbeck process. The purpose of this exercise is not only to show the universality of our approach, one simply has to check the sufficient conditions in Proposition 2.4 instead of trying to build a solution from scratch, but also to present an example which might prove to be valuable for management applications. Consider a firm whose revenue solely depends on the price of one product. Due to its cyclical nature of the prices, the firm does not want to have a large production facilty and decides to rent additional production facility when the price is favorable. The revenue process is modeled by
where λ = r/δ with r being a rent per unit of time. The firm's objective is to maximize the incremental revenue generated by renting the facility until the time τ 0 when the price is at an intolerably low level. Without loss of generality, we set τ 0 = inf{t > 0 : X t = 0}. We keep assuming constant operating cost K, opening cost, L and closing cost C. Now the value function is defined as v(x, i) = sup Observe that lim x→ x/ψ i (x) = 0, i ∈ {0, 1} (the main assumption of Proposition 2.3). Since E x,i [X
t ] = e −δt x + (1 − e −δt )(m − λ · i), we have that α(α+δ) > C, then (2.69) in Proposition 2.4 is satisfied. Finally, we will check that the concavity assumptions on K i (·), i ∈ {0, 1} are satisfied. For this purpose we will use Remark 2.3. (2.107) which implies that K 0 (·) is concave on (M, ∞), for some M > 0. On the other hand, 
