Abstract-Marine vessels with dynamic positioning (DP) capability are typically equipped with sufficient number of thrusters to make them overactuated and with satellite navigation and other sensors to determine their position, heading, and velocity. An automatic control system is tasked with coordinating the thrusters to move the vessel in any desired direction and to counteract the environmental forces. The design of this control system is usually separated into several levels. First, a DP control algorithm calculates the total force and moment of force that the thruster system should produce. Then, a thrust allocation (TA) algorithm coordinates the thrusters so that the resultant force they produce matches the request from the DP control algorithm. Unless significant heuristic modifications are made, the DP control algorithm has limited information about the thruster effects such as saturations and limited rate of rotation of variabledirection thrusters, as well as systemic effects such as singular thruster configurations. The control output produced with this control architecture is therefore not always optimal, and may result in a position loss that would not have occurred with a more sophisticated control algorithm. Recent advances in computer hardware and algorithms make it possible to consider a modelpredictive control (MPC) algorithm that combines positioning control and TA into a single algorithm, which should theoretically yield a near-optimal controller output. This paper explores the advantages and disadvantages of using MPC compared with the traditional algorithms.
anchoring a ship to the seabed. The advantages of positioning a ship with the thrusters instead of anchoring it include the following.
1) Immediate position setpoint acquiring and reacquiring. A position setpoint change can usually be done with a command from an operator station, whereas a significant position change for an anchored vessel would require a physical repositioning of the anchors. 2) Anchors can operate on depths of only up to about 500 m. No such limitations are present with DP. 3) No risk of damage to seabed infrastructure and risers, which allows safe and flexible operation in crowded offshore production fields. 4) Accurate control of position and heading. The main disadvantages are that a ship has to be specifically equipped to operate in DP, and that dynamically positioned ships consume more power to stay in position, even though anchored vessels also have to expend energy to continuously adjust the tension in the mooring lines.
DP is usually installed on offshore service vessels, on drill rigs, and now increasingly on production platforms that are intended to operate on locations that are so deep that permanent attachment to the sea floor with, e.g., mooring lines is impractical. Several thousand ships worldwide have DP installed.
Depending on its function, a DP vessel that fails to keep its position may risk colliding with other vessels, endanger divers, interrupt operations, and/or cause damage to equipment such as risers. Vessels that are designed to perform reliably typically have a high degree of redundancy in all critical systems, including power generation, thrusters, and the computer system. Classification societies such as Det Norske Veritas German Lloyds and International Maritime Organization (IMO) issue standards that include safety regulations for the DP systems. For example, to be classified as IMO Class 2, the DP system has to be designed with redundancies in the power distribution system, power generation, thruster system, and many others; in particular, the thruster system must continue to be fully capable after a failure of any single thruster.
The algorithm that coordinates the thrusters to keep a setpoint position and orientation is called the DP algorithm. A commonality for most control algorithms that are available in the literature is that they separate the control task into two parts. First, a high-level motion control algorithm considers the current position and heading of the ship, and determines the total force and moment of force (together called generalized force, further explained in Appendix B) that needs to be applied on the ship. Somewhat ambiguously, this algorithm is usually called the DP control algorithm.
After the generalized force is calculated by the motion control algorithm, it is passed as an input to a lower level thrust allocation (TA) algorithm, which determines the directions and magnitudes of the forces that the individual thrusters should produce. The main goal of the TA algorithm is to ensure that the total generalized force that the thrusters generate matches the commanded output from the high-level motion control algorithm. The output from the TA algorithm is then sent to the local thruster controllers. This architecture is illustrated in Fig. 1 (left) .
Achieving the DP task may be trivial if the environmental conditions are favorable, positional precision requirements are leisurely, and the operator is not too concerned about costs such as fuel and wear and tear of the machinery. For the high-level motion controller, it is possible to use three independent PID controllers, assigning one for each degree of freedom; a simplistic but workable TA algorithm is described in Section II-B1.
More advanced algorithms aim to have faster position acquiring and recovery, less rapid variation in the thruster commands, handling of variable-direction thrusters, better handling of thruster limitations, and so on. Several well-functioning algorithms for the high-level motion control are known; many of them are described in [2, Sec. 12.2] . Also, in [3] , the highlevel motion control is implemented as an MPC algorithm, resulting in a power-efficient controller that combines the use of leisurely control effort as long as it is sufficient to keep the vessel within a predefined operational area and more aggressive control effort when dynamic simulations show that the vessel would leave the operational area otherwise; the task of allocating the force order to the individual thrusters is in that implementation left with a classical TA algorithm. A similar MPC-based high-level motion controller was discussed in [4] , although without simulating disturbances or including constraints on the position of the vessel.
TA remains an active field of research [5] [6] [7] . The most recent trends are toward integration and increased information passing between the TA and other systems on the ship. In [8] , a TA method that balances how much the thrusters load the different parts of the power plant to reduce the NO x production of the power plant is proposed. Using TA to reduce the load variations on the power plant has been explored in [9] [10] [11] . Also notably, in [12] , the local thruster control was modified to achieve the same purpose, thus bypassing the TA algorithm. A recent review of the state-of-the-art TA is available in [13] .
The separation into a high-level motion control algorithm and a TA algorithm has the advantage that it results in a segmentized software architecture. Such architecture is usually easier to implement and maintan. However, since the highlevel motion control algorithm does not consider thruster effects such as saturations, asymmetric energy consumption, and reconfiguration time for azimuths and rudders, the generalized force command such an algorithm produces must necessarily be suboptimal. Recognizing this, industrial implementations usually perform heuristic adaptions to reduce the impact of these suboptimalities, allowing information to pass back from the TA algorithm to the high-level motion control algorithm. To an extent, this blurs the separation between the algorithms. Such adaptions usually result in performance that approaches optimal, but at the cost of a large engineering effort and complicated tuning.
A control strategy that simulates the future behavior of the system it controls and, based on the results of the simulations, attempts to find a control output that such that the simulated system behaves optimally is called modelpredictive control (MPC). The optimal behavior is typically defined as the one that minimizes a specified metric, for example, the energy consumption by the actuators, the average distance from the setpoint, or a combination thereof. In some cases, the output of the MPC can be calculated with an explicit algebraic expression, but often finding it requires a large number-sometimes millions-of possible scenarios to be evaluated. Introductory texts on MPC are available in [14] and [15] . Continuing expansion of MPC to new applications is made possible by increasingly faster computer hardware, as well as more efficient and user-friendly software design tools [16] [17] [18] [19] . For example, [20] [21] [22] [23] explore control of a diesel electric power plant with MPC, and MPC has also been used to realize dynamic control allocation [24] , [25] . In many of these applications, MPC would earlier be considered to be unimplementable in real time, or too complex to design and maintain.
In light of these developments, it is natural to consider controlling a ship by DP with an MPC algorithm with a sufficiently long horizon, controlling the thrusters directly without a separate TA algorithm. This architecture is illustrated in Fig. 1 (right) . The expected advantages are as follows.
1) More Consistent Constraint Handling: Implementing a high-level motion control algorithm that takes the dynamic thruster capabilities into account is possible with MPC.
2) Planning Ahead: Even with a reasonably short horizon, an MPC can plan ahead maneuvers instead of going toward the goal in the most direct manner possible. Such maneuvers include moving the vessel toward the setpoint along a trajectory that is optimal and coordinated with respect to the saturation limits of the thrusters, as well as their direction and rate of turn where this is applicable. If the MPC is implemented with a sufficiently long horizon, it may be able to escape from local minima. A typical example is when a rotable bidirectional thruster is working in a direction in which its propeller is suboptimal, and should be turned around.
3) Simpler Design and Tuning:
The MPC intrinsically resolves a number of idiosyncrasies that require complex adaptions with the traditional architectures, and the engineering effort that is required to design an MPC controller is therefore expected to be smaller. The first and second advantages are mainly in reduced power consumption and reduced position deviation in situations with limited thrust and power. For the third one, the advantage is in reduced development cost and faster time to market; the time spent configuring the DP system on-site may also be reduced, although it is usually possible to do most of the configuration work off-site with hardware-in-the-loop simulation [26] .
The goal of this paper is to explore the advantages and challenges of using MPC as a dynamic positioning controller, and to determine if this technology is viable for real-life use. In this work we chose to simplify the formulation by avoiding any explicit stability-enforcing terms or constraints. The main reason for this is that a sufficiently large prediction horizon is sufficient to guarantee stability [27] . Moreover, the system is not unstable, and simulations show no problems with stability. If it is necessary to reduce the prediction horizon to simplify computations in an industrial implementation, stability and performance might be influenced. It is well known how to redesign MPC with stability-enhancing cost terms and constraints [15] .
Potential practitioners should be aware of the limited scope of this paper. A practical DP control system would have to handle many additional complications that are not considered in this implementation. Such complications include modelplant mismatches in all parts of the model, imperfect position reference, and wave filters. Practical DP codes tend for these reasons to become very large and remain proprietary.
The structure of this paper is as following. The mathematical model that is used for forecasting is described in Section II, and the MPC problem is formulated and discussed in Section III. Its implementation as a computer program is discussed in Section IV. The proposed MPC controller was tested in simulation, and the results from four simulation scenarios are presented in Section V. A glossary of some of the more important terms can be found in Appendix B.
II. BRIEF INTRODUCTION TO MODELING OF MARINE VESSELS
This section provides a basic explanation of the model that is used to implement the MPC in this paper. 
A. Geometry and Kinematics
The investigation that is presented here deals with a ship that moves on the ocean surface at relatively low velocities. The roll and pitch motions of the vessel are neither monitored nor compensated. The mathematical model that is used to describe the system can therefore be kept reasonably simple by limiting it to the planar position and orientation of the vessel. A coordinate system is selected with the origin at the DP setpoint, the x-axis pointing to north, the y-axis pointing to east, and the (unused) z-axis pointing downward per the right-hand rule. The orientation of the ship in the x y plane is defined as clockwise rotation with the orientation with the bow pointing to the north as the zero reference.
The velocity of the vessel is usually described in its own frame of reference called the body coordinate system. The velocity vector ν consists of components u, v, r , that describe the velocity in the directions forwards toward the bow, sideways towards the starboard, and clockwise yaw rotation. The abbreviations that are used to describe the position and Table I and Fig. 2 . The relationship between them is purely geometric, and is specified byη
Note that P(ψ)P(ψ) T = I .
B. Dynamics
The forces and torques (taken together they are called generalized force [29] ) from several physical sources act on the vessel. The resultant effect of those forces is equal to their vector sum; the same applies to the torques as long as they are expressed with the same pivot point. The control force is generated by the thrusters. Other forces that act on the ship include hydrodynamic drag, waves, and wind. As mentioned above, the velocity and angular rotation speed are expressed in a frame of reference that is bound to the ship. This frame of reference may be rotating, which means that it is not inertial. The equations of motion in a rotating frame of reference normally have to include corrective terms for Coriolis and centripetal pseudoforces. If the rate of yaw rotation is, modest, these terms may reasonably be disregarded, as will be done in this treatment. For low speeds, a linearization of the hydrodynamic drag is also reasonable.
Any acceleration of an object moving through a fluid requires that the surrounding fluid is also accelerated to move out of the way of the object. This creates a force on the object that is proportional to its acceleration. Mathematically, this effect is equivalent to an increase in the object's mass [30, p. 567] . It is usually called "added mass" in hydrodynamic modeling. Unlike the physical mass, the added mass is not symmetric: for ships it is typically larger in the lateral direction than in the longitudinal direction. It can be shown that the resulting equations of motions can be represented in vector form as
"Here, M ∈ R 3×3 " is called the "generalized mass matrix," and it represents the sum of the physical mass and the hydrodynamic added mass. The drag approximation Dν is conventionally placed on the left side of this equation, changing the signs of the elements of D accordingly.
The thruster forces are represented by τ . The environmental forces that are not included in Mν or Dν are collected in τ env . Those are the forces due to current, high-and low-frequency components of the wind and wave forces, and the wind. The formulation in (2) implies that τ env is expressed in the NorthEast-Down (NED) coordinate system, which is of course a matter of convenience.
Counteracting these forces does not always require measuring them. The current force and the low-frequency components of the wave forces can be handled by the integral action in the DP control algorithm; it will also to some extent compensate for the actual thruster forces being different from what is modeled (see Section II-B2). Typically, it is not necessary to compensate for the high-frequency components of the wave forces, since they essentially rock the boat back and forth. These motions are usually discarded by a wave filter (see Section E of Appendix B) before the position measurement is sent to the DP system. The wind forces are usually estimated with wind sensors; theoretically, this can be done fairly accurately, but the practitioners often encounter complications due to the difficult geometry of typical ships and local variations in the wind speed.
1) Resultant Thruster Force Calculations:
A thruster that is located at r i relative to the origin of a common coordinate system, generating force f i at an angle α i clockwise from the forward direction (see Table II ), will generate a generalized force
The resultant generalized force from all the thrusters can be represented as
where the columns of T (α) ∈ R 3×N thrusters are of the form (3). A very simple TA algorithm can be implemented by Moore-Penrose pseudoinverting T (α), calculating the force commands f per
This algorithm does not consider thruster saturations or azimuth changes, so the algorithms in practical use are normally more advanced [13] .
2) Relationship Between Generated Force, RPM, and Power
Consumption of the Thrusters: Dimensional analysis of a propeller in free water (i.e., far from a ship hull or other obstructions and disturbances) combined with a few other hydrodynamical assumptions leads to a model where, for a propeller that is stationary in water, both the trust and the torque it produces are proportional to the square of its speed of rotation [31, p. 145] .
The power that is required to keep a propeller at a constant speed of rotation is the resistance torque times the speed of rotation. It is therefore reasonable to assume that the power that is required to drive a propeller is approximately proportional to the power of 3/2, that is | f i | 3 /2 . This approximation is used in many studies, including [10] , [11] , and [13] . This work uses a penalty on the square of the force ( f 2 i ). This approximately minimizes the power consumption and allows faster optimization problem solving. A penalty function like this is used in, e.g., [6] and [7] .
In this paper, the actual force that is produced by the thrusters is assumed to be the controlled variable. This assumption implies that the local thruster controllers can accept a force setpoint [32] .
C. Summary of the Model
The motion of a vessel in DP can thus be approximated with (1), (2) , and (4). Restating them for the sake of claritẏ
III. MPC FORMULATION
The following continuous-time numerical optimization formulation summarizes the discussion in the previous section, and is proposed as a basis for the MPC of the dynamical system:
Initial conditions on η, ν, α
Implementation of this problem as a computer algorithm is explained in Section IV. The thruster system constraint (10) is based on (8), but it is separated into a positive and a negative term to accommodate such thrusters. Such thrusters are designed for maximal efficiency in one direction, and are less efficient when running in reverse. The cost associated with running them in reverse is for this reason higher, and usually the maximal attainable thrust is lower.
Similarly, constraint (11) limits the force produced by the individual thrusters. Since not all thrusters can produce force in negative direction and some thrusters can produce more force in positive direction than in negative, the values of f and f have to be set separately.
The rate of change of the vector of azimuth angles for the variable-angle thrusters α is limited in (12) because some thrusters such as azimuth thrusters and rudders cannot change their direction very quickly. The maximum rate of rotation varies, but is typically on the scale of 30 s for a 360 • turn.
With traditional TA algorithms, a slack term is often necessary in (10) to make sure that the allocation problem is feasible even if a thrust command cannot be achieved. Such a term is not necessary in this implementation, since τ represents the actual generalized force on the vessel and not a setpoint command as with the traditional thrust algorithms.
Constraints (13) and (14) are the dynamic and kinematic constraints of the ship, and are a vector form formulation of the Newtonian laws of motion for the system as discussed in Section II. Environmental generalized force τ env represents the resultant of the various environmental forces, such as wind, currents, waves, moorings, anchors, risers, cables (cable lay), pipes (pipe lay), hoses (offloading), and sea ice. Typically, the high-frequency component of the wave forces is filtered out of the model. The value of τ env at the initial time can be estimated with a combination of direct measurement with, e.g., wind sensors and model-based observers; the latter is mathematically equivalent to the integral action in a traditional PID controller. The future values of τ env can of course not be known, which is one of the factors that limit the forecasting power of the model. This will be further discussed in Section III-B.
The terminal costs represent how good the system state is at the end of the horizon. They can also be seen as a representation of the costs that will be incurred after the optimization horizon. The only terminal costs that were found to be necessary in the tested models are the cost associated with the generalized position η and the cost associated with its integral.
Without the terminal constraint (16) , the optimizer will turn off the thrusters at the end of the optimization horizon in the open-loop simulation. In this way, it will capitalize on the fact that the resulting driftoff lags after the thrusters turn off; this driftoff cost will thus fall after the end of the prediction horizon T e and thus outside (9) . The open-loop trajectory will thus be suboptimal at the end of the horizon. The impact of this suboptimality on the closed loop may be reduced by extending the length of the horizon, which of course would increase computational complexity.
The DP setpoint is set to the origin of the NED coordinate system without loss of generality.
A. Turning the Thrusters Around
A complication with the standard control architecture for DP is that the TA problem is often nonconvex. In practice, this means that a thruster may end up stuck either in an orientation where it has to produce thrust in a direction opposite to its optimal direction ( f − > 0), or, in case of unidirectional thrusters, in an orientation where it cannot produce any thrust that can be useful. A standard solution to this is having an exogenous algorithm to evaluate the situation, and turn the thrusters around if this is considered beneficial (temporarily commandeering the orientation of the thruster in question from the TA algorithm). Other sources of nonconvexity are forbidden sectors and the use of rudders [7] , [13] .
An MPC formulation with a horizon that is as long as the turnaround time for the thrusters could automatically consider if the thrusters should be turned or not. Care should be taken that the numerical solver can either reliably find nonlocal minima, or, as in case with the test implementation in Section IV, that it is provided with an approximate direction for where to look by means of an appropriate warm-start trajectory.
The transition of the thrusters incurs a short-term cost, and unless the horizon is significantly longer than the turnaround time, the majority of the benefit of turning the thrusters is seen in the (reduction of the) terminal costs. Care should therefore be taken during tuning to ensure that the terminal costs correctly reflect the long-term advantage of having a thruster point in the right direction.
B. Modeling Simplifications and Predictability
The MPC solver simulates the expected behavior of the vessel and calculates the thruster commands that result in a behavior of the ship that is optimal based on the specified criteria. In general, the quality of MPC increases with the length of the prediction horizon. However, the stochastic nature of the marine environment limits the predictive power of any possible mathematical model. The predictive power of the mathematical model that is developed for this treatment is certainly not improved by the approximations that were made in Section II, but in practice the uncertainty about the parameters and the environment are likely to be more limiting than the limitations of the model. Constraint (13) requires an estimate of the environmental forces τ env until the end of the simulation horizon T e (more specifically, the part of the environmental forces that cannot be predicted and filtered by the wave filter). It is technically conceivable, but not practical, to use the information from nearby vessels or a fleet of unmanned aerial vehicles to map the wind field and thus predict most of the variations in the environmental forces some time ahead. Normally, the environmental forces do not change a lot during the time used as the prediction horizon, so an approximation can be made that the environmental force is constant and equal to its value at the beginning of the horizon. The latter can be calculated using an observer based on (2). The quality of any such estimate naturally degrades with increased length of T e . It is therefore unreasonable to expect that the forecasting made by the MPC is a close approximation of the actual behavior of the ship.
For these reasons, extending the prediction horizon T e beyond a few seconds may not necessarily be better than other heuristic adaptions.
IV. IMPLEMENTATION
In this section, the implementation of the continuous-time MPC formulation (9)-(16) as a computer program will be discussed.
The MPC problem formulation includes the azimuth rate constraint (12) and the the dynamic model constraints (13)- (14) . If the state variables α, ν, and η and the control outputs f + , f − , andα satisfy those constraints, then they represent a possible trajectory of the system-in this case, a possible scenario for the movement of the vessel. Constraint (15) ensures that this trajectory is in fact a possible future trajectory of the vessel by matching the initial values of α, ν, and η to the current state of the physical system. Every future trajectory is associated with a cost J * , expressed by (9) . There are costs associated with the use of thruster force, with rotating the thrusters, and with position and velocity deviations from the setpoint. A global solution to this problem is a possible trajectory for the states and control outputs that minimizes (9) . Because of computational limitations, this cost is evaluated only for a limited time, until T e .
The continuous-time formulation has to be discretized to be solved on a digital computer. In a discrete-time representation, the continuous-time trajectories of variables such as the position of the ship and thruster forces are represented by a (finite) number of discrete samples; the continuous-time constraints should then be replaced with a finite number of equality constraints between the samples. For example, with a prediction horizon of 45 s and discretization interval of 0.5 s, there will be 90 discrete variables representing each (scalar) continuous variable. By doing this for each state and input, it is possible to represent (9)-(16) as a-typically very large-numerical optimization problem; several algorithms are available to solve such problems, both open source and commercial.
Software packages that are capable of handling discreteor continuous-time MPC formulations also exist. Typically, they will also automatically hand off the resulting discretetime numerical optimization problem to a solver. The package that was selected for this project is called BLOM, which stands for Berkeley Library for Optimization Modeling. It is designed to assist in rapid implementation of MPC by providing a graphical interface to allow users to create optimization problems using Simulink. Using such a package allows significant time savings compared with transforming the model into a numerical optimization problem, and graphical design usually means faster and less error-prone implementation.
BLOM has a capability to handle discretization automatically, but in this implementation, the model was discretized by hand with the forward Euler discretization scheme.
V. SIMULATION RESULTS
The proposed TA algorithm was tested in simulation, on a model of SV Northern Clipper, featured in [33] . It is 76.20-m long, with a mass of 4.591 · 10 6 kg. It has four thrusters, with two tunnel thrusters near the bow and two azimuth thrusters at the stern. This configuration is illustrated in Fig. 3 . The maximal force for each thruster was set to (1/60) of the ship's dry weight. The turnaround time for the thrusters was set to relatively slow 60 s. All the thrusters are bidirectional; the tunnel thrusters in the bow are symmetric, while the azimuth thrusters use twice as much power to produce force in reverse compared with their normal direction. It was implemented in discrete-time in BLOM, using a forward Euler discretization with a 0.5-s discretization interval. Four simulations are reported. The difference between them is that they have different starting conditions and different prediction horizons. Two of the scenarios have also increased relative heading priority, to better reflect how they will typically be used. The differences between the scenarios are summarized in Table III. The environmental forces were set to be a constant wind in the direction toward north. All numerical values were transferred to per unit in the bis system per Table IV. The performance of the algorithm is compared with a baseline algorithm with a standard architecture with a separate DP control algorithm and a TA algorithm; it is based on elements from several available publications on the topic, and it is described in detail in Appendix A.
A. First Scenario
The first simulation is a deliberate worst case scenario for the classical controller. Both azimuth thrusters initially point toward the starboard, resulting in a singular thruster configuration. At the start, there is no way for the thruster system to create force in the longitudinal direction where it is needed. The results are shown in Figs. 4-7 . The classical motion control immediately drives the thrusters to saturation, forcing them to act against one another without producing much force in total. The MPC-based controller does not command the thrusters to use significant forces until they have had the time to turn so that they can produce significant force in the direction where it is needed. In fact, the MPC controller also turns the ship to allow some use of the bow thrusters, which would otherwise remain perpendicular to the direction where force is needed most and therefore almost useless. The maximal deviation is 0.41 rad. Such behavior is desirable in many situations, while in others, it is essential to maintain the heading of the ship. In the second and third configurations, the cost associated with deviation in yaw is set to be much larger, so the resulting wandering in yaw is much smaller.
As can be observed in Fig. 5 , the MPC formulation leaves the system with both the azimuth thrusters pointing in the optimal direction, which is right against the environmental forces. With the classical formulation, only one thruster, number 3, does that. In the latter situation, it is optimal to use thruster 3 to produce most of the force that is required to hold the ship against the wind, while the other thrusters are used only to keep the ship from turning in yaw, which is needed because thruster 3 is slightly off center. The thruster force asymptotically approaches 0.009 bis (it does not have quite enough time to fully converge within the time frame that is included in the Fig. 5) , while with MPC, the two thrusters converge to producing about 0.005 bis each. As mentioned in Section II-B2, the power consumption can reasonably be approximated to be proportional to the produced force to the power of (3/2), so the power consumption for thruster 3 is approximately (0.009/0.005) (3/2) /2 = 1.21 times greater than the power consumed by the two thrusters controlled by the MPC algorithm. The total force produced by the thruster system is in both cases very close to the environmental force.
B. Second Scenario
The second simulation scenario was set up so that a thruster turnaround was advantageous assuming that the environmental forces remain constant, by initially pointing the azimuth thrusters in the same direction as the environmental force (they will thus initially run in reverse to act against the environmental force). The baseline controller ends up locking the azimuth thrusters in the negative direction, while the MPC-based one successfully turns them around, as can be observed in Figs. 8-10 . Unlike in the first simulation, the heading remains close to constant in this case because of increased penalty for heading deviation. The vessel started with zero deviation in heading and along the west-east axis, resulting in motion of the vessel being mostly limited to one dimension. This is somewhat unnatural, but makes it easier to distinguish the various patterns in its movement.
C. Third Scenario
The third scenario is presented in Figs. 11-14 . It is more realistic, starting with the thrusters pointing toward the center line of the ship, exactly as illustrated in Fig. 3 . The resulting configuration is well actuated, but, again, the azimuth thrusters point in a direction where they have to act in reverse to counteract the wind force. The MPC controller responds by first aligning the azimuth thrusters toward the center line to bring the vessel close to the setpoint as fast as possible. When it is well underway about 10 s into the simulation, it starts the procedure of turning the azimuth thrusters around-a procedure it carefully coordinates with the position and velocity of the ship. The result is that at the end of the simulation, the thrusters point in the optimal direction. Conversely, with the classical controller they continue to work in reverse; this usually requires much higher power consumption, twice of that of working in the forward direction with the parameters chosen for this simulation. 
D. Fourth Scenario
The fourth simulation is illustrated in Figs. 15-18 . Its starting configuration is similar to the first scenario, but the prediction horizon of the MPC controller was reduced to 10 s. With this prediction length, the MPC controller does not consider turning around the thrusters, since no advantages of doing this are seen within such a short period. When the transients settle, the forces from the azimuth thrusters (thrusters 3 and 4) are close to the baseline in the nominal scenario. The MPC solver does not, however, attempt to create a force in an impossible direction, as is characteristic for classical controllers; also, the vessel turns itself slightly to allow the tunnel thrusters a better angle of attack, something a baseline controller would not be able consider. The execution time on a laptop computer in this scenario is approximately 2.7 s per iteration with cold start in the beginning of the simulation and 0.2 s for the subsequent iterations that receive a reasonable initial trajectory guess; this is about five times faster than in the previous scenarios.
VI. CONCLUSION
Implementing dynamical positioning with MPC appears to offer significant advantages compared with the current state of the art. The MPC implementation is able to distribute force generation over a period of time and plan the motion of the vessel according to changes in configuration of the rotable thrusters; overall, this results in less biasing. Having large-scale MPC in real-time loops has its own challenges, mainly related to reliability, timely calculation of the results, and complexity of the software implementation in embedded systems. Recent results address these important issues from the perspectives of software tools [16] , [34] , computational efficiency [19] , and dependability [35] . In addition, azimuth turning has to be implemented ad hoc, as with conventional TA. An MPC controller with a long enough horizon could theoretically dispose of this problem.
The execution time on the test computer suggests that this algorithm could feasibly be run in real time on modern hardware. Convergence of nonlinear MPC is an active research area, and real-time guarantees on a complex model are difficult to make. A practical real-time implementation should have a classical DP implementation running as a safety fallback, in case the MPC solver fails to deliver a solution in time. Since the fallback algorithm would be highly independent of the primary algorithm, the resulting architecture is in principle significantly more reliable than running a classical algorithm alone [36] . An MPC controller implementation with a shorter horizon should be investigated for possibility to run it real time on current hardware.
APPENDIX A BASELINE CONTROLLER
In order to evaluate the effectiveness of the controller that is described in Section III, it has to be compared with an algorithm based on the standard control architecture. The DP control algorithm that was used was a set of three PID controllers, with the velocity of the ship used as a derivative action.
The thrust allocation that is used here is based on [40] , and summarized in the following. This algorithm is capable of handling all types of thrusters that are normally found on vessels with dynamic positioning, including azimuth thrusters and rudders. It intuitively supports forbidden sectors and thruster saturations and has a singularity avoidance functionality with well-understood properties. Like all TA algorithms of its kind it requires external supervision to escape local minima, which are typically associated with rotable thrusters being stuck in reverse or near the forbidden sectors. This TA algorithm uses [7] as a starting point. The extension for the azimuth thrusters is based on [6] . The algorithm represents the thruster forces in Cartesian coordinates.
The most important variables used in this section are introduced in Table V . Define the control u k for thruster k as
and then define the extended thrust vector u as
where n = 2 p r + p f is the number of degrees of freedom available to the control system. The resultant generalized force from the thrusters is given by
where
with Fig. 19 . Illustration of the constraints on the force that can be produced by an azimuth thruster. The force that was produced by that thruster in the previous iteration is shown as vector u k,0 . The blue dashed line is the saturation limit, and the inscribed polygon is the linear approximation of that region. The light green sectors represent region within which a bidirectional thruster can produce force within the update interval. A unidirectional thruster can produce force in only one direction, which is opposite to the direction in which it can push water.
Matrix B describes the location and the orientation of all the thrusters on the vessel, and it is called the thruster configuration matrix.
A. Thruster Saturation
As in [7] , the constraint representing the thruster saturation for each rotable thruster is a polygonal approximation to the circular region, which is illustrated in Fig. 19 . This approximation can be done with arbitrary precision and represented as a linear constraint in the form
for a thruster with index k. Representing the saturation constraints for the nonrotable thrusters in the form (21) is straightforward.
B. Rotation Rate Constraint
Some rotable devices such as azimuth thrusters and rudders have a limited rate of rotation. This limitation is introduced as a constraint on the sector within which the force from such thrusters can be allocated in the iteration of the TA algorithm that is being calculated. The sector in which the rotable thruster with index k will be able to produce force is defined by angles α −,k and α +,k for each thruster k. Typically, α +,k = α k,0 + α max and α −,k = α k,0 − α max , where α k,0 is the angle at which the thruster was in the previous TA and α max is the maximal angle it can travel in the period between two allocations. If there are forbidden sectors that the thruster cannot enter, then the constraints on the allowed sector can be modified accordingly. As in [37, eqns. (4.38) and (4.39)], the sector constraint is represented as
C. Bidirectional Thrusters
The sector constraint (22) automatically ensures that the corresponding thruster can generate force only in the direction that is opposite to where it is pointing. Some thrusters can reverse their direction by setting negative propeller speed or negative pitch. Constraint (22) can be modified to allow negative direction instead of positive by replacing it with
For some thrusters, the sector constraints, the saturation constraints, or both are not symmetric, and have to be modified accordingly when the thrust is reversed.
A bidirectional thruster has to satisfy either (22) or (23), and in a special case, it can satisfy both. In the simplest implementation, the TA algorithm can be solved for all possible combinations of positive and negative thruster directions. For a configuration with ← → p r bidirectional thrusters, this leads to 2 ← → p r quadratic programming (QP) problems to be solved at each iteration.
D. Singularity Avoidance
A situation where the thruster system that is constructed to be overactuated cannot generate significant forces or moments in some directions without first rotating the thrusters is called a singularity situation. When in this situation, the vessel is vulnerable to, e.g., rapid changes in the environmental forces, to which it may not be able to respond for a period of a few seconds.
A singularity situation may happen with a thruster system if its unrotable thrusters are not able to avoid this situation alone. Mathematically, the singularity situation is characterized by the thruster configuration matrix B becoming numerically close to being rank deficient.
The singularity avoidance technique that is used in this paper is similar to that in [6] . The algorithm that is presented in that article introduces a penalty for proximity of the current configuration matrix to a singular configuration, as measured by
where is a configurable cost parameter, is a small positive number that prevents the possibility of division by zero, and B α is the configuration matrix in polar coordinates, with rows B α,i defined as
In this paper, by defining
it can be noted that 
The quantity (det(B α B T α )) 1/2 is the volume of the 3-D parallelepiped that is spanned by the row vectors of the matrix B α , which approaches zero as B α approaches a rank deficiency. Thus, the quantity
is a good penalty function for approaching the singularity condition. By linear approximation at the current azimuths, the change in cost will bē
Equation (26) assumes that u k = 0 even if the magnitude of the thruster force is zero. This can be ensured in an implementation by replacing that magnitude with a nonzero but physically insignificant number so that the vector u k always carries the information about the direction of the thruster.
E. Optimization Problem Formulation
Collecting the cost and constraint terms from the previous sections and writing it as a standard QP TA formulation yield
with positive semidefinite cost matrices H , M, and Q of appropriate dimension. For rotable thrusters that are capable of producing force only in the positive direction, constraint (34) has to be satisfied with a positive sign. For thrusters that are capable of producing thrust in both positive and negative directions, constraint (34) has to be satisfied with either positive or negative sign. An instance of the optimization problem can be solved with every possible combination of positive and negative constraints for each applicable k; normally the one with the lowest optimal cost J * (s, u) should be selected. The slack vector s is present to ensure that the optimization problem does not become infeasible even if the thruster system is physically unable to produce the generalized force order τ c . The weight matrix Q should be selected such that the optimal value of s is small unless the problem without s would be infeasible.
The cost function (36) also includes a quadratic approximation to the power consumption in the thrusters (u T H u), a penalty for variations in the extended thrust vector that is intended to reduce wear and tear in the thrusters
, and the part of the linearized singularity avoidance penalty (31) that is not constant in u.
The output from the optimization problem can be trivially converted to the desired thruster forces and angles when applicable (except when u k for a rotable thruster is 0, then the previous angle can be used). Mapping from the desired thruster force to the rpm setpoint for the frequency converter that feeds that thruster can be done with a model-based controller [32] or the inverse thrust characteristic.
APPENDIX B GLOSSARY
A. Dynamic Positioning System: An automatic system that maintains position of a ship or vessel using its thrusters, in the presence of disturbances such as wind, waves, and current. In the context of control algorithm design, the DP is an algorithm that assesses the position of the vessel based on various instruments, calculates how far it is from a desired position setpoint selected by the operator, and based on that decides the thruster force needed to get the desired position.
B. Thrust Allocation Algorithm: An algorithm that takes as input an order for the total force and moment that the thrusters should enact upon a ship and calculates what forces the individual thrusters should produce so that the resultant force and moment on the ship become as ordered. A more general concept of control allocation is applicable to any fully or overactuated vehicle [13] .
C. Generalized Force: A generalization of the Newtonian force concept for systems that are described in generalized coordinates [29] . In the context of 3-DOF surface ship modeling, generalized force is a 3-D vector consisting of the 2-D force vector and the torque acting on a chosen pivot point.
D. Thruster: Any unit capable of producing controlled thrust on the vessel. For some thrusters, the direction in which they produce thrust can be controlled, while others can produce thrust only in a fixed direction. The main types of thrusters used for DP are as follows.
1) Tunnel Thrusters: Typically located at the bow of the ship, tunnel thrusters consist of a tunnel through the hull of this ship, through which a propeller can push water, typically in either direction. 2) Azimuth Thrusters: They have their propellers mounted on a rotable assembly. This allows the azimuth thrusters to change their direction freely, with turnaround times on the scale of 1 min. On many ships, the azimuth thrusters are not allowed to push water in certain directions, such as against other thrusters or at other critical machinery. This type of thruster is typically located at the aft of the ship or beneath the columns of semisubmersible rigs. 3) Ruddered or Unruddered Propellers: They are classical propellers, typically located at the aft of the ship and pointing backward. They are often mechanically powered through a drive shaft. A rudder is most effective when a propeller pushes water that passes its surface, which is typically behind the propeller. Rudders are therefore often installed behind propellers to allow generating a sideways force at the location of the rudder, which also normally creates a yaw moment on the ship. E. Thruster Biasing: Deliberately increasing the power consumption in the thrusters without changing the total produced force and moment on the ship, essentially making the thrusters work against one another.
For a given azimuth and rudder angle vector α, the combined force vector and angular momentum produced by the thrusters is τ = B(α) f (37) and is a linear combination of the forces f generated by the individual thrusters. If there are four or more thrusters on board the ship, then matrix B(α) is guaranteed to have a nontrivial null space F 0 . In addition, if f * is a strict global minimizer of the power consumption for a given τ , then for any f 0 ∈ F 0 \0, the power consumption for f * + f 0 will be higher than for f * , with the resultant generalized force remaining the same. Therefore, biasing can always be achieved as long as there are at least four nonsaturated thrusters available for the purpose. Fewer than four thrusters are sufficient for configurations in which the columns of the matrix B(α) are not independent.
A. Wave Filter
Waves characteristically induce a cyclic high-frequency back-and-forth motion on ships. Compensating for the waveinduced motions would demand large power expenditure and increased wear and tear. For this reason, the cyclic waveinduced motions of the vessel are usually allowed to run their course, without interference from the DP system. This is implemented by passing the position reference through a wave filter algorithm, which calculates what the position of the vessel would have been without the cyclic wave-induced motions. Several methods for implementing such a filter have been proposed [2] , [38] , [39] .
