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Abstract
Bi-linear feature learning models, like the gated
autoencoder, were proposed as a way to model
relationships between frames in a video. By min-
imizing reconstruction error of one frame, given
the previous frame, these models learn “mapping
units” that encode the transformations inherent
in a sequence, and thereby learn to encode mo-
tion. In this work we extend bi-linear models by
introducing “higher order mapping units” that al-
low us to encode transformations between frames
and transformations between transformations.
We show that this makes it possible to encode
temporal structure that is more complex and lon-
ger-range than the structure captured within stan-
dard bi-linear models. We also show that a nat-
ural way to train the model is by replacing the
commonly used reconstruction objective with a
prediction objective which forces the model to
correctly predict the evolution of the input multi-
ple steps into the future.
Learning can be achieved by back-propagating
the multi-step prediction through time. We test
the model on various temporal prediction tasks,
and show that higher-order mappings and predic-
tive training both yield a significant improvement
over bi-linear models in terms of prediction accu-
racy.
1. Introduction
We explore the application of relational feature learning
models (e.g. Memisevic & Hinton, 2007; Taylor & Hin-
ton, 2009) in sequence modeling. To this end, we propose
a bilinear model to describe frame-to-frame transitions in
image sequences. In contrast to existing work on model-
ing relations, we propose a new training scheme, which we
call predictive training: after a transformation is extracted
from two frames in the video, the model tries to predict the
next frame by assuming constancy of the transformations
through time.
We then introduce a deep bilinear model as a natural ap-
plication of predictive training, and as a way to relax the
assumption of constancy of the transformation.
The model learns relational features, as well as “higher-
order relational features”, representing relations between
the transformations themselves. To this end, the bottom-
layer bilinear model infers a representation of motion from
two seed frames as well as a representation of motion from
two later frames. The top layer is itself a bilinear model,
that learns to represent the relation between the inferred
lower-level transformations. It can be thought of as learn-
ing a second-order “derivative” of the temporal evolution
of the high-dimensional input time series. We show that
an effective way to train these models is to first pre-train
the layers individually using pairs of frames for the bot-
tom layer and pairs of inferred transformations for the next
layer, and to subsequently fine-tune parameters using com-
plete sequences, by back-propagating a multi-step looka-
head cost through time.
The model as a whole may be thought of as a way to model
a dynamical system as a second order partial difference
equation. While in principle the model could be stacked to
take into account differences of arbitrary order, we demon-
strate that the two-layer model is surprisingly effective at
modeling a variety of complicated image sequences.
Both layers of our model make use of multiplicative in-
teractions between filter responses in order to model rela-
tions (Memisevic, 2013). Multiplicative interactions were
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recently shown to be useful in recurrent neural networks by
(Sutskever et al., 2011). In contrast to our work, (Sutskever
et al., 2011) use multiplicative interactions to gate the con-
nections between hidden states, so that each observation
can be thought of as blending in a separate hidden state
transition. A natural application of this is sequences of dis-
crete symbols, and the model is consequently demonstrated
on text. In our work, the role of multiplicative interactions
is explicitly to yield encodings of transformations, such as
frames in a video, and we apply the model primarily to
video data.
Our model also bears some similarity to (Taylor & Hin-
ton, 2009) who model MOCAP data using a generatively
trained three-way Restricted Boltzmann Machine, where a
second layer of hidden units can be used to model more
“abstract” features of the time series. In contrast to that
work, our higher-order units which are three-way units too,
are used to expressly model higher-order transformations
(transformations between the transformations learned in the
first layer). Furthermore, we show that predictive fine-
tuning using backprop through time allows us to train the
model discriminatively and yields much better performance
than generative training by itself.
2. Relational feature learning
In order to learn features, m, that represent the relationship
between two frames x(1) and x(2) as shown in Figure 1, it is
necessary to learn a basis that can represent the correlation
structure across the frames.
Figure 1. The relational featuresm represent the correspondences
between two inputs x(1) and x(2).
In a video, given one frame x(1) there can be a multitude
of potential next frames x(2). It is therefore common to
use bi-linear models, like the Gated Boltzmann Machine
(GBM) (Taylor & Hinton, 2009), the Gated Autoencoder
(GAE) (Memisevic, 2011), and similar models (see Memi-
sevic, 2013, for an overview) whose hidden variables can
represent which transformation, out of the pool of many
possible transformations, can take x(1) to x(2).
More formally, bi-linear models learn to represent the lin-
ear transformation, L, between two images x(1) and x(2),
where
x(2) = Lx(1) (1)
It can be shown that a weighted sum of products of filter
responses is able to identify the transformation. The rea-
son is that the weighted sum is large if the angle between
filters is similar to the angle (in “pixel-space”) between the
two frames. That way, hidden units represent the observed
transformation in the form of a set of phase-differences in
the invariant subspaces of the transformation class (Memi-
sevic, 2013). As hidden units encode the transformation
between images, rather than the content of the images, they
are commonly referred to as mapping units. We shall fo-
cus on the autoencoder variant of these models for the pur-
poses of this paper, but one can use other models such as
the GBM.
Figure 2. Graphical representation of the gated autoencoder. The
two inputs x(1) and x(2) are projected onto features and the map-
ping units pool over pairwise products of these features.
Formally, the response of a mapping unit layer can be writ-
ten
m = σ
(
W(Ux(1) Vx(2))) (2)
where U,V and W are parameter matrices, and where 
denotes elementwise multiplication. Further, σ is an ele-
mentwise non-linearity, such as the logistic sigmoid.
Given mapping unit activations, m, as well as the first im-
age, the second image can be reconstructed by applying
the transformation encoded in m as follows (Memisevic,
2011):
x˜(2) = VT
(
Ux(1) WTm). (3)
As the model is symmetric, we can likewise define the re-
construction of the first image given the second as:
x˜(1) = UT
(
Vx(2) WTm) (4)
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from which one obtains the reconstruction error
L = ||x(1) − x˜(1)||2 + ||x(2) − x˜(2)||2 (5)
for training. It can be shown that minimizing reconstruc-
tion error on image pairs will turn each row in U and the
corresponding row in V into a pair of phase-shifted fil-
ters. Together the filters span the invariant subspaces of
the transformation class inherent in the training pairs with
which the model was trained. As as result, each component
of m is tuned to a phase-delta after learning, and it is inde-
pendent of the absolute phase of each image (Memisevic,
2013).
3. Higher-order relational features
3.1. Approximating discrete-time dynamical systems
A quite natural extension of the concept of relational fea-
tures can be motivated by looking at relational models as
performing a kind of first-order Taylor approximation of
the input sequence, where the hidden representation mod-
els the partial first-order derivatives of the inputs with re-
spect to time. Based on this view, we propose an approach
that exploits correlations between subsequent sequence el-
ements to model a dynamical system which approximates
the sequence. This is a very different way to address long-
range correlations than assuming memory units that explic-
itly keep state (Hochreiter & Schmidhuber, 1997). Instead,
here we assume that there is structure in the temporal evo-
lution of the input stream and we focus on capturing this
structure.
As an intuitive example, consider a video that is known to
be a sinusoidal signal, but with unkown frequency, phase
and motion direction. The complete video can be speci-
fied exactly and completely by the first three seed images.
Therefore, given these three images, we would in principle
be able to predict the rest of the video ad infinitum.
The first-order partial derivative of a multidimensional dis-
crete-time dynamical system describes the correspondences
between state vectors at subsequent time steps. Relational
feature learning applied to subsequent elements of a se-
quence can be viewed as a way to learn these derivatives,
suggesting that we may model higher-order partial deriva-
tives with higher-order relational features.
We model second-order derivatives by cascading relational
features in a pyramid as depicted1 in 3. Given a sequence
of inputs x(t−2),x(t−1),x(t), first-order relational features
m
(t−1:t)
1 describe the transformations between two subse-
quent inputs x(t−1) and x(t). Second-order relational fea-
tures m(t−2:t)2 describe correspondences between two first-
1Images taken from the NORB data set described in (LeCun
et al., 2004)
order relational features m(t−2:t−1)1 and m
(t−1:t)
1 , model-
ing the analog of the partial second-order derivatives of the
inputs with respect to time. Section 5.3 presents experi-
ments with two layers of relational features that support
this view.
Figure 3. First-order relational features m(t−2:t−1)1 and m
(t−1:t)
1
describe correspondences between multiple entities, e.g. two
frames of a video. The second-order relational features m(t−2:t)2
describe correspondences between the first-order relational fea-
tures.
3.2. The higher-order gated autoencoder
We implement a higher-order gated autoencoder (HGAE)
using the following modular approach. The second-order
HGAE is constructed using two GAE modules, one that
relates inputs and another that relates mappings of the first
GAE.
The first-layer GAE instance models correspondences be-
tween input pairs using filter matricesU1,V1 andW1 (the
subscript index refers to the layer). Using the first-layer
GAE, mappings m(t−2:t−1)1 and m
(t−1:t)
1 for overlapping
input pairs (x(t−2),x(t−1)) and (x(t−1),x(t)) are inferred
and this pair of first-layer mappings is used as input for
a second GAE instance. This second GAE models corre-
spondences between the mappings of the first-layer using
filter matrices U2,V2 and W2.
For the two-layer model, inference amounts to computing
first- and second-order mappings according to
m
(t−2:t−1)
1 = σ
(
W1
(
(U1x
(t−2)) (V1x(t−1))
))
(6)
m
(t−1:t)
1 = σ
(
W1
(
(U1x
(t−1)) (V1x(t))
))
(7)
m
(t−2:t)
2 = σ
(
W2
(
(U2m
(t−2:t−1)
1 ) (V1m(t−1:t)1 )
))
(8)
Cascading GAE modules in this way can also be motivated
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from the perspective of orthogonal transformations as sub-
space rotations. As stated in (Memisevic, 2013), summing
over filter-response products can yield transformation de-
tectors which are invariant to the initial phase of the trans-
formation and also partially invariant to the content of the
images. The relative rotation angle (phase delta) between
two projections is itself an angle, and their relation can be
viewed as an “angular acceleration”.
In contrast to the standard two-frame model, in this model
reconstruction error is not directly applicable (although a
naive way to train the model is to minimize reconstruction
error for each pair of adjacent nodes in each layer). How-
ever, there is a more natural way to train the model if train-
ing data forms a sequence, as we discuss next.
4. Predictive training of relational models
4.1. Single-step prediction
Given the first two frames of a sequence x(1),x(2),x(3)
one can use the GAE to compute a prediction of the third
frame as follows. First, mappings m(1,2) are inferred from
x(1) and x(2) (see Equation 2) and then used to compute
a prediction xˆ(3) by applying the inferred transformation
m(1,2) to frame x(2). Applying the transformation amounts
to computing:
xˆ(3) = VT
(
Ux(2) WTm(1,2)) (9)
This prediction of x(3) will be a good prediction under the
assumption that the frame-to-frame transformations from
x(1) to x(2) and from x(2) to x(3) are approximately the
same, in other words if transformations themselves are as-
sumed to be approximately constant in time.
In this case, one can train the GAE to minimize the predic-
tion error
L = ||xˆ(3) − x(3)||22 (10)
instead of minimizing the reconstruction error in Equation
5. This type of supervised training objective, in contrast
to the standard GAE objective, can also guide the mapping
representation to be invariant to image content, because en-
coding the content of x(2) will not in general help predict-
ing x(3).
When the assumption of constancy of the transformations
is violated, we can use a higher layer to model how trans-
formations themselves change over time. This will require
a farther look-ahead for predictive training which we dis-
cuss in the following.
4.2. Multi-step prediction
One can iterate the inference-prediction process to look
more than one frame ahead in time. To compute a pre-
Figure 4. The assumption of similarity between the transforma-
tions from x(t−1) to x(t) and from x(t) to x(t+1) allows us to de-
fine a prediction xˆ(t+1) by applying the inferred transformation
m(t−1:t) to x(t).
diction xˆ(4) one infers mappings from x(2) and xˆ(3):
m(2:3) = σ
(
W(Ux(2) Vxˆ(3))) (11)
and computes the prediction
xˆ(4) = VT
(
Ux(3) WTm(2:3)). (12)
Then mappings can be inferred again from xˆ(3) and xˆ(4) to
compute a prediction of xˆ(5), and so on.
For the two-layer HGAE this amounts to the assumption
that the second-order relational structure in the sequence
changes slowly over time and under this assumption we
compute a prediction xˆ(t+1) in two steps: First a predic-
tion is made of the first-order relational features describing
the correspondence between x(t) and x(t+1):
mˆ
(t:t+1)
1 = V2
T
(
U2m
(t−1:t)
1 WT2m(t−2:t)2
)
(13)
Using this prediction of the transformation between x(t)
and x(t+1) the prediction xˆ(t+1) is made as follows:
xˆ(t+1) = V1
T
(
U1x
(t) WT1 mˆ(t:t+1)1
)
(14)
As with the GAE, one can predict multiple steps ahead in
time using the HGAE by repeating the inference-prediction
process on x(t−1),x(t) and xˆ(t+1), i.e. by appending the
prediction to the sequence and increasing t by one.
The prediction process simply consists of iteratively com-
puting predictions of the next lower level’s activations be-
ginning from the top. To compute the top-level activa-
tions themselves, one needs a number of seed frames cor-
responding to the depth of the model. While two frames
are sufficient to infer the transformations in the case of the
GAE, three frames are required in the case of the two-layer
model.
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Figure 5. A prediction is made in two steps (the dashed
lines) from top-to-bottom. The second-order relational feature
m
(t−2:t)
2 , inferred on the sequence x
(t−2),x(t−1),x(t) is as-
sumed to be slowly changing and used to make a prediction of
the first-order relational feature which describes the correspon-
dences between x(t) and x(t+1). This prediction is then used to
transform x(t) into the prediction xˆ(t+1).
The models can be trained using backprop through time
(Werbos, 1988) to compute the gradients of the k-step ahead
prediction error w.r.t. the parameters:
L =
k∑
i=1
||xˆ(t+i) − x(t+i)||22 (15)
In our experiments, we observed that starting with single-
step prediction, training and iteratively increasing the num-
ber of prediction steps during training considerably stabi-
lizes the dynamics of the model and helps to prevent explo-
sions in the magnitude of the predictions.
5. Experiments
We tested and compared the models on videos with vary-
ing degrees of complexity, from synthetic constant to syn-
thetic accelerated transformations to more complex real-
world transformations.
5.1. Preprocessing and initialization
For all data sets PCA whitening was used for dimensional-
ity reduction, retaining around 95% of the variance.
Predictive training of the HGAE only worked after layer-
wise pre-training. We used gradient descent with a learning
rate of 0.001 and momentum 0.9. Without pretraining the
parameters did not converge to a useful configuration. The
first-layer GAE was trained to reconstruct pairs of subse-
quent sequence elements (as described in Section 2). Then
pairs of mappings were computed on three subsequent in-
puts using the pretrained first-layer GAE. These mapping
Table 1. Classification accuracy of the GAE on the constant rota-
tions (CONSTROT) and constant shifts (CONSTSHIFT) data sets,
for reconstructive and 1-step predictive training.
MODEL CONSTROT CONSTSHIFT
REC. TRAINING 97.6 76.4
PRED. TRAINING 98.2 79.4
pairs were then used for reconstructive pretraining of the
second-layer GAE.
5.2. Comparison of predictive and reconstructive
training
To evaluate whether predictive training of the GAE yields
better representations of transformations than training with
the reconstruction objective, a classification experiment on
videos showing artificially transformed natural images was
performed. The 13 × 13 patches were cropped from the
Berkeley Segmentation data set (Martin et al., 2001). Two
data sets with videos featuring constant velocity shifts (
CONSTSHIFT) and rotations (CONSTROT) were generated.
The elements of the shift vectors for the CONSTSHIFT data
set were sampled uniformly from the interval [−3, 3] (in
pixels). The rotation angles were sampled uniformly from
the interval (−pi, pi). Labels for the CONSTSHIFT data set
were generated by dividing the shift vectors as shown in
Figure 7. For CONSTROT the angles were divided into 8
equally-sized bins. Both data sets were partitioned into a
training set containing 100 000, a validation set containing
20 000 and a test set containing 50 000 sequences.
The numbers of filters and mapping units were chosen us-
ing a grid search. The setting with best performance on
the validation set was 256 filters and 256 mapping units
each for both training objectives and both data sets. The
models were each trained for 1 000 epochs using stochastic
gradient descent (SGD) with a learning rate of 0.001 and
momentum 0.9. For the experiment the mappings of the
first two inputs were used as input to a logistic regression
classifier. The experiment was performed multiple times
on both data sets and the mean classification accuracies are
reported in Table 1. In all trials the GAE trained with 1-
step predictive training achieved a higher accuracy than the
GAE trained on the reconstruction objective. This suggests
that predictive training is able to generate a more explicit
representation of transformations, that is plagued less by
image content, as discussed in Section 4.1.
5.3. Detecting acceleration
To test the hypothesis that the HGAE learns to model second-
order correspondences in sequences, image sequences with
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(a) ACCROT (b) ACCSHIFT
(c) Bouncing Balls (d) NORBVideos
Figure 6. HGAE first-layer filter pairs (after multi-step predictive training).
x
y
01
2 3
45
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Figure 7. Discretization of shift vectors: The 2D plane is divided
into the four quadrants and then a magnitude threshold β is cho-
sen, such that the distribution of samples into the 8 shown bins
(numbered 0− 7) is uniform. α denotes the maximum magnitude
in the respective data set.
accelerated shifts (ACCSHIFT) and rotations (ACCROT) of
natural image patches were generated. The patches were
again cropped from the Berkeley Segmentation data set and
artificially transformed with initial (angular) velocity and
constant (angular) acceleration. The scalar angular acceler-
ations were sampled uniformly from the interval [− pi12 , pi12 ]
degrees. The initial angular velocites were sampled from
the same interval. To get labels for classification, the angu-
lar accelerations were divided into 8 equally sized bins. For
the accelerated shifts data set, elements of the velocity and
acceleration vectors were sampled in the interval [−3, 3]
(in pixels). The discretization of acceleration vectors is the
same as for the shift vectors in CONSTSHIFT (see Figure
7). The partition sizes are the same as for CONSTROT and
CONSTSHIFT.
The number of filters and mapping units was set to 512
and 256, respectively (after performing a grid search). Af-
ter pretraining the HGAE was trained with gradient de-
scent using a learning rate of 0.0001 and momentum of 0.9,
first for 400 epochs on single-step prediction and then 500
epochs on two-step prediction.
After training, first- and second-layer mappings were in-
ferred from the first three frames of the test sequences.
The classification accuracies using logistic regression with
second-layer mappings of the HGAE (m(1:3)2 ) as descrip-
tor, using the individual first-layer mappings (m(1:2)1 and
m
(2:3)
1 ), and using the concatenation of both first-layer map-
pings are reported in Table 2 for both data sets (before and
after predictive finetuning).
The second-layer mappings achieved a significantly higher
accuracy for both data sets after predictive training. For
the ACCROT data set, the concatenation of first-layer map-
pings performed better than the second-layer mappings be-
fore finetuning, which may be because the angular acceler-
ation data is based on a one-parameter transformation and
is thus simpler than the shift acceleration data, which is
based on a two-parameter transformation. Predictive fine-
tuning also helped improve the intermediate representation,
as can be observed by the increase in accuracy for the con-
catenation of the first-layer mappings.
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Figure 8. Two examples for seven prediction steps of the HGAE
model on the ACCROT data set, shown are from top to bottom,
groundtruth, the predictions of the model after pretraining, and
after one-, two- and three-step predictive training.
Figure 9. Two examples of predictions using the HGAE model
on the ACCSHIFT data set, shown are from top to bottom,
groundtruth, the predictions of the model after pretraining, one-
and two-step predictive training.
Table 2. Classification accuracies (%) using different layer map-
pings of the HGAE before and after 2-step finetuning on
the accelerated rotations (ACCROT) and the accelerated shifts
(ACCSHIFT) data set. (m(1:2)1 ,m
(2:3)
1 ) denotes the concatenation
of both first-layer mappings.
DESCRIPTOR ACCROT ACCSHIFT
P
R
E
T
R
A
IN
E
D m
(1:2)
1 19.4 20.6
m
(2:3)
1 30.9 33.3
(m
(1:2)
1 ,m
(2:3)
1 ) 64.9 38.4
m
(1:3)
2 53.7 63.4
FI
N
E
T
U
N
E
D m
(1:2)
1 18.1 20.9
m
(2:3)
1 29.3 34.4
(m
(1:2)
1 ,m
(2:3)
1 ) 74.0 42.7
m
(1:3)
2 74.4 80.6
These results shows that the second layer of the HGAE
can build a much better representation of the second-order
relational structure in the data than the single-layer GAE
model. They further show that predictive training improves
the capability of both models and is crucial for the two-
layer model to work well.
5.4. Sequence prediction
In this experiment we test the capability of the models to
predict previously unseen sequences multiple steps into the
future. This allows us to assess to what degree modeling
second order “derivatives” makes it possible to capture the
temporal evolution without resorting to an explicit repre-
sentation of a hidden state. After training, test sequences
were generated by seeding the models with two (GAE) or
three (HGAE) seed frames. Figure 6 shows some of the
filter pairs learned by the HGAE on different data sets after
predictive training.
5.4.1. ACCELERATED TRANSFORMATIONS
Figures 8 and 9 show predictions with the HGAE model on
the data sets introduced in Section 5.3 after different stages
of training. As can be seen in the figures, the accuracy of
the predictions increases significantly with multi-step train-
ing.
5.4.2. NORBVIDEOS
The NORBvideos data set introduced in (Memisevic & Exar-
chakis, 2013) contains videos of objects from the NORB
dataset (LeCun et al., 2004). These are objects divided into
5 classes (four-legged animals, human figures, airplanes,
trucks and cars), each with 9 instances. The 5 frames of
each video from the NORBvideos data show incremen-
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tally changed viewpoints of one of the objects. We trained
our sequence learning models on this data, using the au-
thor’s original split: all videos of objects from instances
1 − 8 are in the training set and instance 9 objects are in
the test set. This yields 109 350 training examples and
12 150 test examples. The frame size is 96 × 96 and the
videos are 5 frames long. The GAE and the HGAE model
were trained on the multi-step prediction task with a learn-
ing rate of 0.0001 and momentum 0.9. Both models used
2000 features and 1000 mapping units (per layer). The test-
performance of the GAE model seemed to stop improving
at 2000 features, while the HGAE was able to make use of
the additional parameters.
Figure 10 shows predictions made by both models. The
HGAE manages to generate predictions that correctly re-
flect the 3-D structure in the data. In contrast to the GAE
model it is much better at extrapolating the observed trans-
formations. Note that seed frames are from test data.
Due to the large input dimensionality and the low number
of training samples a few of the filters shown in Figure 6(d)
seem to be overfitting on the training data while many oth-
ers are localized Gabor-like features.
5.4.3. BOUNCING BALLS
We also trained the HGAE on the bouncing balls data set2
to see whether the HGAE captures the highly non-linear
dynamics of this data set. The number of features was set to
512 and the number of mappings to 256. Figure 11 shows
two predictions on test data. The predictions show that the
second-order model is able to correctly capture reflections
on the boundaries and the other balls, and makes consistent
predictions over in some cases up to around 10−20 frames.
6. Discussion
A major long-standing problem in sequence modeling is
how to deal with long range correlations. It has been pro-
posed that deep learning may help address this problem by
finding representations that capture better the abstract, se-
mantic content of the inputs (Bengio, 2009). In this work
we propose learning representations with the explicit goal
to enable the prediction of the temporal evolution of the
input stream multiple time steps ahead. Thus we seek a
hidden representation that captures exactly those aspects of
the input data which allow us to make predictions about the
future.
It is interesting to note that predictive training can also be
viewed as an analogy making task (Memisevic & Hinton,
2010). It amounts to taking the transformation taking frame
2 The training and test sequences were generated using the
script released with (Sutskever et al., 2008).
Figure 10. Comparison of 10 prediction steps on the NORBvideos
data set. The original sequences only contain 5 frames, providing
only 2 frames of ground truth for predictions.
Figure 11. Seven HGAE prediction steps on two samples of the
bouncing balls data set after training on 3-step predictions.
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t to t+1 and applying it to a new observation at time t+1
or later. The difference is that in a genuine analogy mak-
ing task, the target image may be unrelated to the source
image pair, whereas here target and source are related. It
would be interesting to apply the model to word represen-
tations, or language in general, as this is a domain where
both, sequentially structured data and analogical relation-
ships between data-points, play a crucial role (e.g. Mikolov
et al., 2013).
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