A modified spectral methods for solving unconstrained optimization problems based on the formulae are derived which are given in [4, 5] . The proposed methods satisfied the descent condition. Moreover, we prove that the new spectral methods are globally convergent. The Numerical results show that the proposed methods effective by comparing with the FR-method.
Introduction
Unconstrained optimization problems have extensive applications, for example, in petroleum exploration, transportation, and other domains. However, the amount of necessary calculation also grows exponentially with the increasing scale of the problem. Therefore, it is required to develop new methods to solve the largescale unconstrained optimization problems. For solving large -scale unconstrained optimization problems:
is a continuously differentiable function, bounded from below, of the most elegant and probably the simplest methods are the conjugate gradient methods. For solving such problems, staring from an initial guess 
where k d is supposed to be a descent direction and with     0 and More performance profile, is given in [6] .
The Fletcher-Reeves (FR) method is a wellknown conjugate gradient method. In the FR method, the parameter k  is specified by :
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More details can be found in [7] . Zoutendijk [10] proved that the FR method with exact line search is globally convergent. Under the strong Wolfe line search, Al-Baali [2] proved the global convergence of the FR method. Birgin and Martinez [3] proposed another kind of conjugate gradient method, called spectral conjugate gradient method. Let
. Then, the direction in this method was defined by :
is the spectral gradient,
. Zhang et al. [9] proposed a modified FR method (called MFR), in which the direction
which is a descent direction independent of the line search.
In this paper, we are going to develop a modified spectral method. The search direction, generated by the method at each iteration, satisfies the descent condition. We are also going to establish the global convergence of the proposed algorithm with the Wolfe line search.
A new modified methods
In mid of 2016, Basim and Haneen proposed a modified nonlinear conjugate gradient formulae which is simple and easy to be used. These formula are called the BSQ and BSI and are given by :
In process of studying the BSQ and BSI methods, Basim and Haneen [4, 5] established some convergence results applicable to any methods for which k  can be expressed as a ratio :
( we get:
Then the search direction can be written as :
A similar result holds for the BSI formula. We give the specific form of the proposed spectral conjugate gradient method as follows:
New Algorithm and Descent property
In this section, we give the specific form of the proposed scaled conjugate gradient algorithm as follows and prove its descent property. Now we present the outline of the modified proposed algorithm as follows:
Outline of the SBSQ and SBSI Algorithms:
Step 0:
Step 1:
Step 4 :
Step 5 : Go to Step is obtained by (9), then we have
holds for all
we have
, then we have : 
Global convergence
In order to prove the global convergence of algorithm (3.1), we assume that the objective function satisfied the following assumptions 1.
ii 
More details can be found in [8] . The conclusion of the following lemma, often called the Zoutendijk condition, is used to prove the global convergence of the proposed algorithms. It was originally given by Zoutendijk [10] . 
Lemma
The following theorem establishes the global convergence of the proposed methods. More performance profile, is given in [10] . 
Proof :
According to the given conditions, Lemma 4.1 all hold. In the following, we will obtain the conclusion ( , we get : ,
and squaring both side of it, we get : , we get : 
Dividing the both inequality by 2 1 1 ) ( 
Numerical Results
This section presents the performance of FORTRAN 90 implementation to the algorithm FR by using a set of well-known unconstrained optimization test functions, for each function we have considered numerical experiments with the number of variables n = 100 and 1000. Test problems are from [1] . We compared the perform acne of the algorithm FR with famous formula FR, which they defined in Tables 1, and 2 , we draw a conclusion that Algorithms 3.1 performs better than the FR method for the most tested problems under only Wolfe line search. Therefore, the proposed method is promising and comparable to the FR method. 
Conclusion
Through this relation which is defined in ) 12 ( , we have been presented a new spectral methods that estimates spectral conjugate gradient. Our scheme is simple and able to enhance the performance of the gradient-type methods with minimal storage. SBSQ and SBSI methods gives the best results. SBSQ method give worse results than SBSI method. Table 1 and Table 2 are given by the following Table 3 . Relative efficiency of the different methods is discussed in the paper. 
