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In theory, there is no difference between theory and practice.
But, in practice, there is.
Jan L.A. van de Snepscheut
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Die vorliegende Dissertation bescha¨ftigt sich mit der Dynamik von Schelf-
eisgebieten. Dabei handelt sich um große, schwimmende Eismassen, die
an das Antarktische Inlandeis angrenzen und von diesem gespeist werden.
Ausgehend von den in der Literatur vorhandenen Ansa¨tzen zur Herleitung
von vereinfachten Gleichungen nullter Ordnung zur Beschreibung der Dy-
namik von Inlandeis, werden diese dort angewandten Methoden auf die
Schelfeisgebiete u¨bertragen. Dabei wird den im Schelfeis vorherrschenden
Spannungsverha¨ltnissen Rechnung getragen. Weiterhin wird zwischen zwei
unterschiedlichen Schichten von Eis unterschieden: Dem meteorischen Eis,
welches durch Niederschlag u¨ber dem Schelfeisgebiet oder dem angrenzen-
den Inlandeis gebildet wird, und marinem Eis. Dieses wird durch Pha-
senu¨bergangsprozesse an der Grenzfla¨che zum Ozean oder aber durch die
Anlagerung von bereits im Ozean ausgefrorenem Eis, welches innerhalb der
Wassersa¨ule zur Schelfeisunterseite hin aufsteigt, dem so genannten frazil
ice gebildet. Die allgemein gu¨ltigen Bilanzgleichungen werden mit Hilfe von
Konsitutivannahmen zur Beschreibung des auf langen Zeitskalen fließen-
dem Eises spezialisiert. Es werden thermodynamische Randbedingungen
fu¨r alle auftretenden Grenzfla¨chen sowie kinematische Bedingungen fu¨r die
freien Ra¨nder aufgestellt. Anschließend werden die hergeleiteten Gleichun-
gen einer Skalenanalyse unterzogen, wobei das Aspektverha¨ltnis von typi-
scher Dicke zu typischer La¨nge als Kleinheitsparameter identifiziert wird.
Dieser wird dazu verwendet, um die Gleichungen einer Sto¨rungsrechnung
nullter Ordnung zu unterziehen. Einige der Gleichungen werden im An-
schluss vertikal integriert. Die so hergeleiteten Gleichungen bilden ein Sys-
tem von partiellen Integro-Differentialgleichungen, welches mit den ent-
sprechenden Randbedingungen sowie Gleichungen fu¨r die Temperatur, dem
Eisalter sowie Evolutionsgleichungen fu¨r die freien Oberfla¨chen geschlossen
wird.
Im zweiten Abschnitt der Arbeit wird fu¨r einen Teil der zuvor herge-
leiteten Gleichungen, welche den mechanischen Anteil der Schelfeisdyna-
mik na¨herungsweise beschreiben, eine Finite-Elemente-Formulierung auf-
gestellt. Die Gleichungen werden mit einer eigens hierfu¨r erstellten Klas-
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senbibliothek unter Anwendung objektorientierter Programmiermethoden
in C++ numerisch gelo¨st. Das numerische Modell wurde zuna¨chst auf un-
terschiedliche akademische Schelfeisgebiete angewandt, wobei die Ergeb-
nisse auch mit einer analytischen Lo¨sung verglichen werden, welche unter
vereinfachenden Annahmen leicht herleitbar ist. Da leider ein in der Lite-
ratur zum Vergleich unterschiedlicher Schelfeismodelle verwendeter Daten-
satz fu¨r das Ross Schelfeis heute nicht mehr zur Verfu¨gung steht, musste
eine neuer Datensatz aus den o¨ffentlich in elektronischer Form zuga¨nglichen
Daten generiert werden. Dieser ermo¨glichte es, das numerische Modell auf
das Ross Schelfeis anzuwenden.
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Abstract
This thesis concerns the dynamics of ice shelves, which are large, floating
ice masses that are adjacent to and fed by the Antarctic ice sheet. Starting
from the approaches found in the literature for the derivation of simplified,
zeroth order equations describing the dynamics of ice sheets, these methods
are applied to ice shelves taking the dominant stresses into account. Two
different layers of ice are distinguished: Meteoric ice that is built from
precipitation that accumulates either on the ice shelf itself or the adjacent
inland ice sheet and marine ice. The latter is built from phase transition
processes at the ice-ocean interface or from the aggregation of ice particles
called frazil ice ascending through the water column to the ice-shelf base.
Thermodynamical boundary conditions for all the transition surfaces as
well as kinematic boundary conditions for the free moving boundaries are
formulated. By the use of constitutive equations, more generally valid
balance equations are specialized to describe the flow of ice masses on long
time scales. The equations derived are subjected to a scaling analysis and
the aspect ratio, which is the ratio between a typical length scale and
the typical ice thickness is identified as a small parameter that is used to
subject the equations to a zeroth order perturbation expansion. Some of
the equations are subjected to a vertical integration. Finally, this leads to
a system of partial integro-differential equations that is completed by the
boundary conditions as well as equations for the temperature, the age of
the ice and evolution equations for the position of the free surfaces.
In the second chapter, a finite element formulation is proposed for the
previously derived equations approximating the mechanical aspects of ice-
shelf dynamics. The equations are solved using an object oriented C++
class library specially designed for this purpose only. At first, the numerical
model is applied to several academic ice-shelf setups and it is compared to
an analytical solution derived for a simplified case. Unfortunately, the data
set of the Ross Ice Shelf used in the literature to compare different ice-shelf
models is no longer available. Therefore, a new dataset had to be assembled
from what is freely available in electronic form. This new dataset is used
to apply the numerical model to the Ross Ice Shelf.
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I. Theory
The first attempts to describe the flow behaviour of ice shelves mathemati-
cally were made by Weertman (1957). In order to derive an equation for the
longitudinal strain, he made several plausible, but restrictive assumptions:
He considered a two dimensional ice mass of constant thickness floating on
the ocean. The stress field was allowed to vary in the vertical direction
only and the solution derived holds far away from the ice-shelf margins.
Based on Weertman’s analysis and work done by Budd (1969), Thomas
(1973b) extended the theoretical description in order to describe ice flow
that is restricted by the water pressure in at least one direction. Further-
more, he derived the longitudinal strain for the ice-shelf flow between two
roughly parallel planes. Sanderson (1979) used these results to derive equi-
librium profiles for ice shelves. These purely mechanical ice-shelf models
were extended by Hutter & Williams (1980) and Williams & Hutter (1983)
to include thermal effects. A first numerical model for ice shelves was de-
veloped by MacAyeal & Thomas (1982) and it was applied to the Ross Ice
Shelf.
Today, the equations used to describe the flow of ice sheets resting on
solid ground are well established and generally accepted. They are derived
as zeroth order equations from stringent mathematical asymptotic analyses
by Hutter (1983), Morland (1984) and Greve (1995). The same equations
were also obtained and applied to different real ice sheets by several other
authors, e.g. Herterich (1988) and Huybrechts (1992), but their derivation
is based on plausible physical assumptions only. Hutter (1983) shows that
the zeroth order equations are not generally valid for the entire ice sheet.
For example, it is well known that longitudinal stresses – even though they
are of minor importance for the overall ice sheet flow – get dominant near
the ice divide. From simple physical considerations, it is not clear how to
extend the equations to describe such phenomena. Deriving the equations
11
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from a stringent mathematical analysis, however, they can consistently
extended by taking higher order terms into account. Baral (2000) describes
how the solution of the zeroth order equations can be improved where they
strictly speaking do not hold.
In contrast to the modelling of ice sheets, the theoretical understanding
of the dynamics of ice shelves is presently still unsatisfactory. Only Morland
(1987) derives the equations with a similar rigour as the corresponding ice-
sheet equations. Several authors, however, use different equations, e.g.
MacAyeal & Thomas (1982) and Determann (1991). Furthermore, these
models do not properly take into account the thermodynamical processes
at the ice-shelf base and non of them distinguishes between meteoric and
marine ice. It is, however, evident that the salt content of the marine ice
layer has a significant influence on the phase transition processes at the ice
shelf base. Furthermore, a careful mathematical analysis is necessary in
order to extend the ice-shelf equations, e.g. for describing bending effects.
This work uses the method in the way it was applied to derive the ice
sheet equation by Greve (1995). For this, more generally valid equations
are derived from continuum mechanical balance equations first. They are
completed by constitutive equations suitable to describe the flow of large
ice masses on long time scales using a power law rheology. A meteoric and
a marine ice layer is distinguished. The latter is described as a two com-
ponent mixture composed of brine and ice. Thermodynamical boundary
conditions are formulated for all occurring interfaces as well as kinematic
boundary conditions for the free surfaces. The equations are subjected to
a scaling analysis in order to take advantage of the fact that real-world
ice shelves are generally of large horizontal extent, but compared to this,
are relatively thin. Furthermore, certain assumption are made about the
dominant stresses: At the ice-shelf base, the water pressure acts on the
interface, but no significant shear stress is exerted on the interface. There-
fore, longitudinal stresses as well as horizontal shear introduced from the
lateral boundaries are dominant. The zeroth order equations, the shal-
low shelf approximation (SSA) is obtained from a perturbation expansion
utilizing the aspect ratio as a small parameter. As it turns out, a vertical
integration of the equations is necessary in order to remove terms that can-
not be determined within the SSA approximation. A first result obtained
is that the ice shelf is in local equilibrium between buoyancy and gravita-
tional forces in the SSA limit, i.e. the ice shelf is floating. Furthermore,
the horizontal velocities are vertically constant. Finally, a system of partial
12
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integro-differential equations for the velocities, evolution equations for the
temperature, the age of the ice as well as for all the free moving boundaries
are obtained.
I.1. Basic equations of ice-shelf flow
In what follows, equations which mathematically describe the dynamics of
ice shelves are derived in a Cartesian coordinate system, rather than in
spherical, ellipsoidal or even geoidal coordinates. Real world ice shelves
are situated on a curved surface – the Earth – that can only roughly be
approximated as the surface of a sphere. More often the earth´s surface
– more precisely the mean sea level – is approximated by using ellipsoids
or geoids. This means, any ice-shelf data must first be projected from the
earth´s surface onto a plane in order to apply any of the equations derived
later on; for that, the stereographic projection is commonly used. This
mapping, however, does not preserve lengths: distances become shorter
when mapped to the plane. As Appendix A shows, the deviation of dis-
tances in the plane compared to those on the Earth´s surface is small for
the region of the continent of Antarctica – this is where today´s ice shelves
are found – such changes in length are therefore neglected in this work.
Alternatively, the equations could also be derived in spherical coordi-
nates as it was shown by Calov & Marsiat (1998) for the equations de-
scribing shallow ice sheets. In future this might become more relevant as
ice-shelf/-sheet models are to be coupled to atmospheric and/or oceanic
models since those models commonly use spherical coordinates. At this
stage, however, the derivation of equations of ice-shelf dynamics in Carte-
sian coordinates as well as their numerical solution should first be clearly
understood before any further complication of curvilinear coordinates is in-
troduced. Starting from the experience gained in this work the equations,
if needed, can be generalized later on.
The ice shelf itself is assumed to be composed of two distinct layers:
One layer consists of meteoric ice, i.e. fresh water ice that directly accu-
mulates on the top of the ice shelf or – the major contribution – comes
from the influx of the adjacent inland ice. Another layer, the marine-ice
layer, builds up due to phase-transition processes underneath the ice shelf,
either directly at the ice-ocean interface or within the water column of the
13
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Figure I.1.: Sketch of a typical ice-shelf geometry.
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ocean, cf. fig. I.1; the latter is called frazil ice. Even though surveying
marine-ice layers is difficult since the ice-shelf base is hardly directly acces-
sible and methods like radio-echo sounding (RES) are disturbed by several
internal horizons, there is some direct evidence of the existence of marine
ice. Among others, Engelhard & Determann (1987) investigated the lay-
ering for one point on the Rønne Ice Shelf, west of Berkner Island from a
hot water drilled bore hole which showed an overall ice thickness of 465m.
The lowest 34m (≈ 7%) were slush ice and thus not fully consolidated and
they assume that the lower 295m (≈ 63%) of ice were built up by frazil
ice; Engelhard and Determann further estimate a basal accretion rate of
45cm per year which is in the range of estimates for other ice shelves also
mentioned in their paper.
The two ice-shelf layers may have different mechanical properties and def-
initely differ in their thermodynamical behaviour due to the salt content
of the marine-ice layer which lowers the freezing point. With regard to
how marine ice will be modelled later on, it should be noted that according
to Oerter et al. (1992) the properties of marine ice are distinctly different
from those of sea ice: They did not observe typical sea-ice characteristics
such as brine drainage channels, bubbles, pronounced c-axis alignments or
evenly spaced substructures. In the following, equations describing both
layers are successively derived.
I.1.1. Meteoric ice
Meteoric ice is considered as a nonlinear-viscous heat-conducting fluid with
very small compressibility, so that for most dynamical effects it can be
regarded as being essentially density preserving.
Balance equations
In general, for density-preserving continua the mass balance is, e.g. Chad-
wick (1999)∗,
(I.1.1) div v = 0,
∗Another good reference for general continuum mechanics written in German is
Becker & Bu¨rger (1975), which, however, is out of print.
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Assuming the velocity field to be solenoidal not only ignores the common
small compressibility of the ice, it also abdicates the inclusion of the com-
paction processes that are present in the uppermost regions where the
fallen snow transforms into ice. According to Paterson (1994) the upper-
most snow and firn layer changes to ice at a depth of some ten meters.
Whereas eq. (I.1.1) is sufficiently accurate in describing the mass balance
in the bulk material, the assumption of incompressibility is inappropriate
when the evaluation of the melting temperature is concerned. This is so
because, for a strictly density-preserving material, the melting temperature
is constant: there is no Clausius-Clapeyron equation which states that the
melting temperature decreases linearly (to first approximation) with pres-
sure. Consequently, the ice is treated as (practically) density preserving as
far as field equations are considered, but compressible for the evaluation of
the melting temperature.




= − gradp+ div (tD)t + ρg,










∗To simplify the notation, the Einstein convention of summation is used. According
to this convention, one has to sum up over all indices appearing twice within a product










In any critical situation, the summation is written explicitly. Further, if not otherwise















The notation used for symbolic derivative operators follows the convention that they
act on the first index of the following tensor. Therefore, (·)t is necessary above. Some
continuum mechanical text books use a different convention.
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This momentum balance states that inertia forces due to changes in the
velocity v must be in equilibrium with the pressure gradients due to the
pressure distribution p, the dissipative stresses and the acceleration due to
gravity g. Here, the constant density of ice is denoted by ρ. Further the
Cauchy stress t is split into the hydrostatic part −p1 and the deviatoric
stresses tD, i.e.
(I.1.6) t = −p1 + tD.
Since ice is regarded as being a non-polar continuum, the angular momen-
tum balance reduces to the symmetry condition, t = tt, for the Cauchy
stress tensor, cf. Chadwick (1999).












It relates the temporal changes in the internal energy u to the divergence of
the heat flux q and the strain heating tr (t ·D), where D is the strain-rate
tensor (i.e. the symmetric part of the velocity gradient, D := sym gradv).
The equation above neglects any energy supply since radiation is only rele-
vant in the upper few centimeters of an ice sheet or shelf∗. However, this is
accounted for implicitly via the boundary conditions at the free surface; all
surfacial phase change processes contribute to the surface temperature and
accumulation rate. These are dealt with in greater detail when deriving
boundary conditions later on.
Constitutive relations
The balance equations (I.1.2), (I.1.5) and (I.1.8) represent a set of five
equations for the 15 unknown variables ρ, v (three components), t (only
∗According to Paterson (1994), only one percent of the incoming radiation reaches a
depth of 1 m.
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six components due to symmetry), u, q (three components) and the tem-
perature. Those balance equations are perfectly general since nothing is
assumed about the material behaviour in deriving them. Therefore, this
set of equations must be complemented by constitutive relations describ-
ing the material behaviour, six equations to describe the relation between
stress and strain rate, three equations for the heat flux and one equation
for the internal energy.
As a direct consequence of the assumption of a density-preserving fluid,
the stress tensor has to be split into an isotropic pressure tensor and a stress
deviator. It can be shown that for those materials, the pressure replaces
the a priori known constant density as a basic field quantity.
The most general dependence of the Cauchy stress t on the strain rate and
the temperature for a viscous fluid is
(I.1.9) t = (−p+ ν0)1 + ν1D + ν2D2,
where the coefficients νi = νi(p, T, I  , II  , III  ) may depend on the pres-
sure, the temperature and the three invariants






, III  := det D,
of the strain rate tensor. For the stress deviator this results in
(I.1.11) tD = ν01 + ν1D + ν2D
2.
Since the trace of the stress deviator must vanish, tr tD = 0, ν0 is obtained
to be
(I.1.12) ν0 = −2
3
ν2 II  ,
so that tD takes the form







In glaciology, however, a simplified relation is commonly used considering
only the simplest, linear dependence on the strain rate, cf. Paterson (1994).
Moreover, the stress-strain-rate relation is usually given in its inverted form
(I.1.14) D = A(T ) f(σ) tD,
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where the fluidity of ice is postulated to factorize into a function of the











f(σ) – the creep response function. Two physically distinct contributions
can be identified: There is a purely thermal contribution, A(T ), and a
purely mechanical one, f(σ) tD.
It will be shown, that the dual or inverse formulation of the stress-strain-




g (d,A(T )) D,






and g (d,A(T )) is the stress response function. Thus, according to
eq. (I.1.14)‡, d can be calculated to be
(I.1.18) d = A(T ) f(σ)σ =: A(T ) f ′(σ).
Assuming that the function f ′(σ) is invertible and its inverse is called
f ′
−1
(σ), σ can be expressed in terms of d and A(T ) as



















∗Commonly, this temperature coupling does not directly depend on T but on the
homologous temperature T ′ := T − Tm, where Tm is the melting point temperature
under normal conditions. Others, however, do not consider this dependence on the
homologous temperature, e.g. Van der Veen (1999); Appendix B, p. 183 goes more into
detail on this topic.
†The rate factor A(T ) has a rather strong temperature dependence that varies over
several orders of magnitude; this is discussed in detail in Appendix B.
‡... multiplying eq. (I.1.14) by  , eliminating  D using eq. (I.1.14) again ...
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and finally eq. (I.1.16) is obtained with g (d,A(T )) being









Contrary to eq. (I.1.14), a purely thermal and mechanical contribution can
no longer be distinguished here.
As it is often used in ice modelling, the stress-strain-rate relation is further
specialised to a power law rheology,
(I.1.22) f(σ) := σn−1,
which is for n = 3 the well known Glen’s flow law. Since processes occurring
in Nature take part on a much longer time scale than those accessible in
laboratory experiments, there is some uncertainty as to how exactly this
exponent and the rate factor should be chosen. Hooke (1981) gives some
overview of this topic. In case of a power law, the inversion of eq. (I.1.19)
can be done analytically, resulting in















n D =: B(T ) d
1−n
n D.
For the power law a product decomposition of the viscosity into a temper-
ature dependent term B(T ) and a strain rate dependent factor is possible.
The melting temperature Tm is determined by the linearised Clausius-
Clapeyron equation which according to Paterson (1994) is
(I.1.25) Tm(p) = T0 − β¯p = T0 − β p
ρg
,
where T0 = 0
◦C , β¯ is the Clausius-Clapeyron constant and
β = 8.7 · 10−4 K m−1 the Clausius-Clapeyron gradient which corresponds to
the melting-temperature gradient for a hydrostatic pressure distribution.
In addition, two further constitutive relations are required to obtain
a closed system of field equations: Internal energy changes are related to
20
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and the heat flux is expressed by Fourier’s law of heat conduction
(I.1.27) q = −κ(T ) gradT,




Field equations for meteoric ice




















































I.1. Basic equations of ice-shelf flow
I.1.2. Marine ice
As discussed above, marine ice is formed by the ocean water by basal
freezing and accretion; it is described within the framework of continuum-
mechanical mixture theory as a binary mixture of ice and brine (salt water).
The concept of mixture theory assumes that all constituents of a mixture
occupy each point in space at the same time. In its general form, separate
mass, momentum and energy balances for each constituent hold, and cor-
responding exchange terms account for the interaction of the constituents.
The approach used here, simplifies the general formalism by regarding brine
as a tracer with a small mass fraction. In this case, it is sufficient to for-
mulate two mass balances – one for the mixture, and another one for the
tracer – and only one momentum and one energy balance for the mixture
as a whole. This procedure is similar to that applied by Greve (1995) for
polythermal ice in ice sheets.
The following definitions are used: S denotes the mass fraction of brine,
Ns the mass fraction of salt both per unit mass of the mixture. The salinity
of the brine (salt mass per mass of salt water) is consequently equal to
Ns/S.
General properties
Provided that ice and brine are in thermal equilibrium inside the marine-ice
layer, its temperature is at the pressure- and salinity-corrected melting point
Tm, which, according to Paterson (1994), can be linearly approximated by





with the Clausius-Clapeyron gradient β = 8.7·10−4 K m−1 and the salinity-
correction coefficient βS = 1.86 K kg mol
−1; T0 = 0
◦C .
The following simplifying assumptions are made:
(I.) The temperature within the marine-ice layer is everywhere sufficiently
high so that brine can exist. This, however, is restricted by the
solubility of salt in water.
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(II.) The mass fraction of salt in marine ice, Ns, is approximately constant:
Ns(x, t) ≡ (Ns)0 .
According to observations by Grosfeld (1993), this is justified for
“old” marine ice, i.e. ice with an age of several years; a reasonable
value for the salt content is about (Ns)0 = 2  . Consequently, the
theory deduced under these assumptions cannot resolve the flow pro-
cesses within the thin slush-ice region at the bottom of a marine-ice
layer, where large amounts of brine precipitate into the ocean under-
neath driving the thermohaline circulation within the ocean water.
Oerter et al. (1992) did not find any evidence for drainage channels
within the marine-ice layer and therefore the actual drainage mech-
anism remains unclear. For this ice-shelf model, the processes in the
slush-ice region are considered as being part of the ice-ocean interface
that will not be described explicitly here.
(III.) Ice and brine travel at the same velocity; there is no relative motion.
Again, this is restricted to old marine ice and does not hold in the
slush-ice layer.
(IV.) The mixture density ρ is assumed to be constant in space and time,
i.e. independent of the brine content, and, even further, to be the
same for meteoric and marine ice.
(V.) Both constituents, ice and brine, are in thermal equilibrium; they,
therefore, do have the same temperature, i.e. T = Tice = Tbrine.
In spite of all these assumptions, it is important to distinguish between a
meteoric and marine ice layer to be able to describe at least some of the
main processes occurring at the ice ocean interface, particularly those that
later on will lead to freezing and melting rates within this simplified theory.
In the ensuing analysis some definitions commonly used in mixture the-
ory – to be found in Mu¨ller (1973) – are required:
Partial densities, mixture density:
The partial densities of ice and brine, ρice and ρbrine, denote the masses of
ice and brine per mixture volume. Thus, the mixture density, ρ (mixture
mass per mixture volume), is
(I.1.35) ρ = ρice + ρbrine.
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Barycentric velocity:
With the component velocities vice and vbrine of ice and brine, the barycen-
tric velocity (velocity of the local barycentrum) is
(I.1.36) ρv = ρicevice + ρbrinevbrine.
Diffusive velocities:
dice = vice − v, dbrine = vbrine − v.(I.1.37)
Diffusive brine mass flux:
(I.1.38) jbrine = ρbrine dbrine.
Balance equations
As it is done for meteoric ice, marine ice is also assumed to be essentially
density-preserving, i.e. ρ is treated as a constant. Thus, mixture-density
variations due to changes of the brine content are neglected∗, which is
justified because the ice matrix can only contain small amounts of brine.





Expressed in terms of the diffusive brine mass flux eq. (I.1.38) the mass







where mbrine describes the production of brine due to volumetric melting
and freezing processes. Using assumption (III.) together with the density-








∗If the variation of the brine content due to phase changes is 1 %, the density change
associated with this is of the order of 1  .
†The material derivative is taken with respect to the barycentric velocity, eq. (I.1.36).
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which can easily be interpreted as follows: Whenever no relative motion oc-
curs, changes of the partial brine density can only be caused by volumetric
phase-change processes, that is, melting and freezing within the body.
In the general framework of mixture theory, the mixture stress is not
just the sum of the partial stress tensors; there is a contribution to the
Cauchy stress from the relative motion of the constituents, cf. Mu¨ller
(1973). However, as assumed here, there is no such relative motion be-
tween the two constituents, and therefore the Cauchy stress of the mixture
itself is just the sum of the partial stresses. The balance of momentum
remains the same as that for meteoric ice eq. (I.1.4) but with all quantities
referring to the mixture, i.e. the mixture density ρ, the barycentric velocity
v etc.
Similarly, within the mixture energy balance, contributions from the
relative motion to the internal energy as well as to the heat flux would
have to be considered for a general mixture continuum. However, due to
the assumptions made above, those contributions vanish. In contrast to the
energy balance equation for meteoric ice eq. (I.1.7) the latent heat L of the
brine constituent, however, contributes to the mixture internal energy∗,
(I.1.42) u = uice + LS,












To describe the material behaviour of the mixture, a stress-strain-rate re-
lation similar to that for meteoric ice is used, cf. eq. (I.1.14),
(I.1.44) D = Amar(T, S) f(σ) t
D;
Amar(T, S) accounts here for a temperature dependence of the strain rate
that may be different from that for meteoric ice. Appendix B, p. 186 gives
∗This formula is an approximation as it ignores the contribution of the pressure due
to a change in specific volume under the phase change.
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reference to an equation describing the dependence of the rate factor on




g (d,Amar(T, S)) D.
The change in internal energy of the ice component within the marine-








and the heat flux is postulated to obey Fourier’s heat conduction law,
(I.1.47) q = −κ(T ) gradT.
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Field equations for marine ice
The resulting mixture mass and momentum balances correspond to those












= Amar(T, S) f(σ) t
D
ij .
Eq. (I.1.34) can be solved for the brine content
(I.1.49) S(T, p) =
βS (Ns)0
T0 − T − β pρg
,























T0 − T − β pρg
)2 dpdt .
Temperature evolution:
Introducing eq. (I.1.50) into eq. (I.1.43) using eq. (I.1.46) yields
(I.1.51) ρ
(






















Apparently, this gives rise to the definition of an effective specific heat,
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which is different from the specific heat of meteoric ice. Further, contrary
to eq. (I.1.32), there is a contribution from the pressure dependence of the
brine content.
Brine production:
Eq. (I.1.41) can be used to explicitly calculate the production rate of brine.
I.1.3. Age of the ice
The age of ice A within the ice shelf, that is, the elapsed time since the
ice crystals settled down as snowflakes on the free surface or were formed





which is valid for meteoric as well as for marine ice (with the material
derivative taken with respect to the barycentric velocity); the age of ice is




I.1.4. Boundary and transition conditions
In addition to equations describing the dynamics of ice inside an ice-shelf
domain, statements about the processes along its boundaries and internal
discontinuity surfaces are needed to complete the set of equations and to
obtain a solvable system. While the equations derived so far from con-
servation principles together with the constitutive relations are capable of
describing any ice mass – as long as processes at the same time scale are
concerned, where ice can be treated as a nonlinear viscous fluid – it is the
boundary conditions that restrict the solutions of the equations to that of
the particular part of the cryosphere. Primarily, these boundary conditions
make the ice-shelf equations differ from e.g. ice-sheet equations, apart from
the distinction between meteoric and marine ice, of course.
In what follows, these boundary conditions are derived. The most ob-
vious difference to those of ice sheets or glaciers and those for ice shelves
is the different introduction of shear stresses into the ice domain from the
boundaries. While ice sheets and glaciers are generally grounded, i.e. there
is a layer of rock or sediment underneath the ice, there is mostly (exceptions
are discussed later on) water beneath ice shelves. It is clear for ice sheets
and glaciers that, whatever is assumed for the lower boundary condition,
no matter whether a freezing condition or a sliding condition is prescribed
at the base, vertical shear stress will play a dominant role. This is differ-
ent for ice shelves: The drag from the ocean water is obviously very much
smaller than the vertical shear stresses at the base of ice sheets and glaciers.
Moreover, horizontal shear stresses originating from the lateral boundaries
where the ice shelf is in contact with the adjacent ice sheet or the coast-
line will play a more dominant role as compared to ice sheets/glaciers and
longitudinal stresses are likewise much more important.
Even though the above arguments should be more or less perspicuous,
they are an oversimplification in some respect. They, however, mark two
existing extremes: There are the ice sheets and glaciers with dominating
vertical shear and there are ice shelves with horizontal shear and longi-
tudinal stresses being most important. In between those two extremes, a
continuous transition is observed in nature: Close to the ice divide of an ice
sheet, longitudinal stresses gains more and more importance for ice sheets
and there are fast moving glaciers – surging glaciers – with largely reduced
basal friction; those ice masses therefore have more “ice shelfish” proper-
ties. On the other hand, there are areas where ice shelves get in contact to
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the ground; this is all along the grounding line and at locations where the
ocean floor is not sufficiently deep that there can be water underneath. At
those locations, vertical shear can no longer be neglected.
In some regard, both of these two extreme cases lead to simplified ver-
sions of more general equations: The shallow ice approximation, SIA and
the shallow shelf approximation, SSA, which is derived in detail within this
work.
Concerning those regions where the ice shelf gets into contact with
the ocean floor, ice morphology distinguishes between two different types
of grounded regions: ice rumples and ice rises. There are two different
classification schemes: First of all, ice rumples and rises are categorized
according to the upper ice-shelf surface in comparison to the surrounding
surface topography. According to Van der Veen (1999), grounded regions
are called ice rumples if the surface elevation is no more that a few ten
meters, while ice rises can reach several hundred meters, e.g. ≈ 1000 m for
Berkner Island within the Filchner-Rønne ice shelf. Another classification
scheme – this one is preferred within this context here – makes use of
the flow properties: While ice rumples only disturb the ice flow and the
ice shelf flows over rumpled regions, it flows around ice rises, cf. Smith
(1986). Moreover, ice rises can be characterized as being small ice sheets
but with their flow being disturbed by the surrounding ice shelf since ice
is dammed up on the luff side and is transported away on the lee side.
Along the lateral boundaries of the ice rise, ice-shelf flow may also interfere.
Both of the grounded regions do disturb the ice-shelf flow not only in
their direct surroundings but do globally slow ice-shelf motion down; they
are, therefore, important for the ice shelf dynamics and hence also for the
temporal stability of ice shelves.
Being more like small ice sheets, ice rises are excluded and have to be
stencilled in numerical calculations since the theory of shallow ice shelves
cannot describe any of their flow properties. Since they are important
for global ice-shelf-flow properties, they, however, have to be considered
somehow and boundary conditions along their margin must be taken into
account. This is different for ice rumples: Even the approximation for
shallow ice shelves derived in section I.2 below and beyond, can describe
some of their basic flow properties∗.
∗At the time at which the shallow-shelf approximation was derived first in its present
form by Weis et al. (1999), it was not yet clear how to adequately include ice rumples.
Baral (2000), however, gives some hint how to do this even in the context of a zero
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Starting from below, a set of boundary and transition conditions are de-
rived which are chosen such that the required input quantities are at least
in principle determinable by meteorological, oceanographical and glaciolog-
ical observations and/or dynamic models. In detail, boundary conditions
for the upper surface, the ice-ocean interface as well as for the internal sur-
face separating meteoric and marine ice, the meteoric-marine-ice-transition
surface (MMTS ) are established and modelled as evolving surfaces. Kine-
matic as well as dynamic boundary conditions are deduced by either ap-
plying continuum-mechanical jump conditions of mass, momentum and
energy, or by simple continuity assumptions. Further, equations describing
the processes along the margins of the ice-shelf domain are derived, i.e.
along the interface between the ice shelf and the adjacent ice sheet, the
grounding line, along the line where the ice shelf is in contact with the
girdling coast of the bay, i.e. the coastline, along the margins of ice rises,
and, finally, along the calving front where the large icebergs are calving
into the sea; the latter is modelled as a free boundary giving rise to the
definition of a calving rate. Both of the grounded regions, ice rumples and
rises are taken into account within the interior of the ice shelf only; rarely
occurring regions where the ice-shelf front itself touches the ocean floor,
this happens along the southward coast of Ross Island within the Ross Ice
Shelf, are not treated explicitly here. Nevertheless, those regions can be
included in the numerical model later on by applying grounding line like
boundary conditions along the line of contact.
I.1.5. Boundary conditions at the free surface
Kinematic condition: The free surface, which separates the ice from the
atmosphere, is given by z = hs, cf. fig. I.2. A kinematic condition and
the temporal evolution of this margin can be derived from an implicit
representation of this surface, Ss(x, t) = z − hs(x, y, t) ≡ 0, as
(I.1.54)





+ w · gradSs ≡ 0,
order approximation, i.e. the shallow-shelf approximation. The actual formulation of
the boundary conditions for rumpled regions is inspired very much by this work, even
though its actual form is different.
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Figure I.2.: Ice-atmosphere inter-
face.
where w denotes the velocity of the
singular surface. Then, by intro-
ducing the unit normal vector nˆ =
gradSs/|| gradSs ||, which points into
the atmosphere (to the positive side
by convention), and the ice-volume flux
through the free surface into the ice
shelf, the accumulation function,
(I.1.55) a⊥
s
:= − (v− −w) · nˆ,
where v− denotes the velocity on the




+ v− · gradSs = −|| gradSs || a⊥s ,




















+ 1 a⊥s .
The accumulation function a⊥s comprises of two parts, the surface snowfall
rate a⊥
snow
(which is positive) and the surface melting rate a⊥
melt
(chosen to








Both quantities are climatological input quantities to be prescribed. Typ-
ically, a⊥snow is inferred from measured accumulation data and/or atmo-
spheric modelling, whilst a⊥
melt
is often coupled to the prescribed surface
temperature Tatm (see below). For Greenland this was done via the pos-
itive degree-day method by e.g. Braithwaite & Olesen (1989) and Reeh
(1991), which accounts for days with the surface temperature being above
the melting point of the ice∗. Alternatively, the melting rate can directly
be calculated by modelling the phase-transition processes within the up-
permost firn layer; of course, such physical modelling requires even more
input data, e.g. wind speeds and reflection properties of snow.
∗While the equilibrium line of melting and freezing is well above the sea level for
Greenland and therefore a realistic description of the melting rate is essential here, this
is different for Antarctica. Even though there are some regions where melting occurs,
the melt water is more likely to cumulate in large melt water lakes that after some time
refreeze again rather than the water drains out into the ocean, cf. Ridley (1993).
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Momentum jump condition: A boundary condition for the stress field at
the free surface can be derived from the general momentum jump condi-
tion∗
(I.1.59)
[∣∣ t · nˆ ∣∣]− [∣∣ ρv (v −w) · nˆ ∣∣] = 0.
Using the accumulation function (I.1.55), a balance of the tractions with
the convective flux of momentum across the interface is obtained,
(I.1.60)
[∣∣ t · nˆ ∣∣] = −[∣∣v ∣∣]ρ−a⊥
s
.
The right hand side is negligibly small for reasonable values of the stresses
and velocities for ice shelves and therefore the traction can be assumed to
be continuous across the free surface,
(I.1.61)
[∣∣ t · nˆ ∣∣] = 0.
Further, neglecting the stresses on the atmospheric side – these are the
atmospheric pressure patm, which needs not to be accounted for since (ap-
proximately) the same pressure acts on the surrounding of the ice shelf,
i.e. the ice sheet and the ocean, and the wind-induced shear stress τ wind,
which is small compared to the stresses inside the ice shelf – this yields
(I.1.62) t− · nˆ = t+ · nˆ = −patmnˆ + τ wind ≈ 0,
or in components
(I.1.63) t+ij nˆj = t
−
ij nˆj = 0.
Continuity of temperature: In cryospheric modelling, the 10 m firn tem-
perature is often used as upper boundary condition for the temperature
equation. This has several reasons: Measurements indicate that seasonal
variations of the temperature are damped out and only the long term sig-
nal remains at that depth. Furthermore, the temperature there includes
changes due to phase transition processes at the upper most layers and
those are most often not directly modelled. All this makes 10 m firn tem-
perature data ideally suitable as an upper boundary condition for this ice-
shelf modelling. Unfortunately, such data are rare and not available for the




:= f+−f−, where f± denotes the
values of f reaching the singular surface from the positive and negative side, respectively.
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whole continent of Antarctica and therefore annual means of the surface
air temperature above the ice has to be used instead. In Paterson (1994) a
more detailed discussion of how processes within the firn layer contribute
to 10 m firn temperatures can be found. Unfortunately, there might be a
discrepancy between annual mean surface temperatures and 10 m firn tem-
peratures of several degrees, which seems to be more pronounced in regions
where melting occurs. The release of latent heat while the ice is refreez-
ing is discussed to contribute to 10 m firn temperatures. Paterson (1994)
gives some examples from glaciers where 10 m firn temperatures are several
degrees warmer than nearby air-measured annual mean values. Ohmura
(1987) also found a discrepancy between annual air temperature means and
10 m firn temperatures of several degrees for Greenland; he discusses this
in terms of different accumulation regimes and insulation effects. All this
has to be kept in mind whenever surface instead of 10 m firn temperature
is used; perhaps annual air temperature means can be corrected somehow
to better match to 10 m firn temperatures measurements in future.
We now request that the temperature at the ice-shelf surface is contin-
uous,
(I.1.64)
[∣∣T ∣∣] = 0,
and then the discussion above leads to
(I.1.65) T− (xi, t) = T
+ (xi, t) = Tatm (xi, t) ;
the mean annual air temperature, Tatm is a climatological input quantity
and must be prescribed.
Age of the ice: As the age of ice A denotes the time since the ice particles
were formed at the free surface or at the ice-ocean interface, the appropri-
ate boundary condition at the surface is that the age is equal to zero in
the accumulation areas, that is, where snowfall outweighs melting, and is
undefined anywhere else:
(I.1.66) A−(xi, t) = 0, for a⊥s (xi, t) > 0.
I.1.6. Boundary conditions at the ice-shelf base
The formulation of the boundary conditions at the ice-shelf base is similar
to that applied at the free surface. The main difference is that the en-
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ergy balance is considered explicitly in order to determine the basal freez-
ing/melting processes.
As is the case for the balances used to derive field equations for marine ice
in sections I.1.1 and I.1.2, the general formulation of continuum mechanical
transition conditions is also valid for both, meteoric ice and marine ice at
the ice-shelf base as long as the appropriate terms are used for the mixture
that correspond to those of a single component medium.
Two different regions are to be distinguished: Regions from now on
called ice-shelf regions where there is water underneath, and grounded
regions (this restricted to the description of ice rumples here, see the dis-
cussion above), denominated as rumpled regions for simplicity.
Ice-shelf region
Figure I.3.: Ice-ocean interface,
ice-shelf region.
The equations derived in the following
are only valid for those regions of the
ice shelf where there is some water un-
derneath.
Mass jump condition: The ice-ocean
interface is denoted by
z = hmet/mar(x, y, t),
depending on whether the basal ice is
meteoric or marine. By setting
(I.1.67) Smet/mar(x, t) = hmet/mar(x, y, t)− z ≡ 0,
the unit normal vector
nˆ = gradSs/|| gradSs ||
points into the ocean. The ice-volume flux through the interface is defined
as
(I.1.68) b⊥met/mar := −
(
v− −w) · nˆ.
It comprises of
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• b⊥accr, describing the agglomeration of frazil ice (already frozen) from
the ocean, which is transported to the ice-ocean interface by buoyancy
forces,
• bptmet/mar := b⊥freeze + b⊥melt for phase transition processes directly at the
ice-ocean interface,











consequently b⊥met/mar is called freezing-melting-accretion function, and is
positive for any accumulation and negative in case melting occurs.
The mass balance for the mixture ice plus brine∗ is
(I.1.70)
[∣∣ ρ (v −w) · nˆ ∣∣] = 0
or, together with eq. (I.1.68)
(I.1.71) ρsw
(
v+ −w) · nˆ = ρ (v− −w) · nˆ = −ρ b⊥
met/mar
,
where ρsw is the density of sea water. A relation for the jump of the normal
velocity component can be obtained from that as
(I.1.72)





Kinematic condition: In analogy to the free surface, eq. (I.1.67), the kine-




+ v− · gradSmet/mar(x, t) =

























∗In case of meteoric ice at the ice-ocean interface, the brine content is zero.
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Momentum jump condition: As it was the case for the free surface, the
convective momentum flux through the ice-ocean interface is negligible,
and therefore the traction is continuous, see eq. (I.1.61):
(I.1.75)
[∣∣ t · nˆ ∣∣] = 0.
The traction at the ocean side is determined by the hydrostatic water pres-
sure psw
(I.1.76) psw = ρswg(zs − hmet/mar),
and the ocean drag τ oc induced by the circulating ocean beneath the ice
shelf
(I.1.77) t+ · nˆ = −psw nˆ + τ oc.
Since the basal drag of the ocean is small compared to typical water pres-
sures∗, this results in
(I.1.78) t−ij nˆj = t
+
ij nˆj = −psw nˆi.
Continuity of temperature: The temperature at the ice-ocean interface
is assumed to be continuous
(I.1.79)
[∣∣T ∣∣] = 0,
which implies that
(I.1.80) T− (xi, t) = T
+ (xi, t) = Toc (xi, t) .
The ocean temperature Toc must be prescribed and according to Grosfeld
(1993) a reasonable value for it is the freezing temperature of sea water,
Toc = −2◦C.
∗The ocean drag due to the boundary layer effect of the oceanic current at the
ice-ocean interface does not sufficiently contribute to the ice-shelf flow. However, its
dissipation may be thermodynamically significant.
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Energy jump condition: The general continuum mechanical energy-jump
condition reads
(I.1.81)




(v −w) · nˆ ∣∣] = 0.
Defining the oceanic heat flux q⊥
oc
:= −q+ · nˆ and using Fourier´s law of
heat conduction, eq. (I.1.47), the first term of eq. (I.1.81) becomes
(I.1.82)




gradT− · nˆ) .
Using eqs. (I.1.72), (I.1.77) and defining the frictional dissipation within
the oceanic boundary layer current δoc :=
[|v |] · τ oc, the second term of
eq. (I.1.81) becomes
(I.1.83)






The third term of eq. (I.1.81) can be further simplified by making use
of u = uice + LS and using
[|uice |] = 0∗. Special care, however, has to be
taken for the volume flux through the lower boundary since it distinguishes
between the accretion of marine ice due to the agglomeration of already
frozen frazil ice with the same brine content and temperature as marine
ice, and phase transition processes. While for frazil ice
[|S |] = 0, and
therefore there is no contribution to the energy jump condition, there is a
jump in mass fraction of brine
[|S |] = 1− S− for the phase transitions at
the interface. Therefore, applying the volume flux (I.1.71), only the phase
transition processes bptmet/mar contribute
(I.1.84)
[∣∣ ρ (ui + LS) (v −w) · nˆ ∣∣] = −ρL (1− S) bptmet/mar.
Substitution of these expressions into eq. (I.1.81) – the change in kinetic
energy can be neglected – yields the energy jump condition at the ice-shelf
base as










met/mar + δoc = 0.
∗Since 
|T | = 0 was assumed before.
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The oceanic heat flux q⊥oc and the frictional dissipation δoc are input quanti-
ties coupling the ice shelf to the ocean underneath. Since the basal temper-
ature is already known from eq. (I.1.80), this relation is not required as a
boundary condition for the temperature gradient on the ice shelf side. Pro-
vided that the oceanic heat flux and the frictional dissipation are known,
it can be used to calculate the amount of freezing and melting, b ptmet/mar.
Alternatively, prescribing this quantity, the heat flux q⊥oc can be obtained.
Age of the ice: Analogously to the free surface condition – see the dis-
cussion leading to eq. (I.1.66) –
(I.1.86) A−(xi, t) = 0, for b⊥met/mar(xi, t) > 0
is requested.
Rumpled region
Figure I.4.: Ice-ocean interface,
rumpled region.
In the following section, equations at
the lower boundary are derived for rum-
pled regions, i.e. regions where the ice
shelf is in contact with the ocean floor.
No special approximation will be ap-
plied at this stage, and therefore the
equations also hold for ice rises. Later
on, however, the equations will be sub-
jected to a scaling analysis which spe-
cializes them to ice rumples since ice
rises are out of the scope of the shallow-
shelf approximation (see section I.2)
and, therefore, have to be differently included in the model (see discus-
sion on p. 31).
The processes at the ice-shelf base being in contact with the ocean floor
are described as follows:
• The ice slides over the bathymetric surface of the ocean that causes
the ice shelf to ground, resulting in a basal drag τ r at the interface.
Furthermore, not only the ocean water pressure, but also the load of
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the ice acts on the solid ground which has to be balanced with the
buoyancy forces.
• Frictional heating due to the basal drag as well as the geothermal
heat flux may result in basal melting,
(I.1.87) b⊥met/mar = b
⊥
melt.
• Melt water is assumed to be instantaneously drained away at the
interface; the actual draining mechanism is not considered here.
Boundary conditions are derived from continuum mechanical kinematic as
well as transition conditions for a singular surface, just as it was done for
the ice-shelf regions before.
Mass jump condition: In principle, the ice-volume flux through the in-
terface is defined in the same way as that for ice-shelf regions eq. (I.1.68).
However, in the case of ice rumples, only melting can occur at the ice-shelf
base, i.e. eq. (I.1.87).
Since the actual drainage process on the ocean floor side shall not be de-
scribed here, it is assumed that
(I.1.88) v+ = 0,
i.e. the ground is at rest relative to the ice shelf.
Kinematic condition: Where large ice masses rest on the solid litho-
sphere, it is often observed that due to their load the lithosphere is incised
into the viscous asthenosphere underneath. This effect is called isostasy
and is well known and incorporated in most ice sheet models. Even though
one might expect this also to happen at least for large ice rises, there seems
to be no evidence for isostasy effects underneath ice-shelf regions∗. For this
reason, the position of the ocean floor is assumed to be fixed in time and
therefore†
(I.1.89) hmet/mar(x, y) = hoc(x, y),
∗In reality, the situation might be more complex since isostasy is not necessarily a
local effect, i.e. regions away from the actual load may also be affected. This is neglected
here.
†Nevertheless, rumpled regions may grow or shrink as the ice shelf moves and its ice
thickness changes in time.
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with hoc being the bathymetry of the ocean.
From the above equation, the surface itself is given implicitly by
(I.1.90) Sr(x, t) = hoc(x, y)− z ≡ 0,




















Momentum jump condition: As mentioned before, the momentum jump
condition not only considers the ocean water pressure at the ice-shelf base
but also the load exerted by the ice,
(I.1.93) t+ · nˆ = − (psw + pice) nˆ + τ r,
where
(I.1.94) pice = ρgH − ρswg(zs − hoc),
where H is the ice thickness H = hs − hoc. These relations and the conti-
nuity requirement of the tractions at the ice-rumple base require that
(I.1.95) t−ij nˆj = t
+
ij nˆj = −ρgH nˆi + (τr)i .
Continuity of temperature: The temperature is assumed to be continu-
ous for ice rumples, cf. eq. (I.1.64)
(I.1.96) T− (xi, t) = T
+ (xi, t) = Tr (xi, t) ;
Tr is the temperature at the ice-shelf base which has to be prescribed
†.
∗This is just
(I.1.91)  − · ˆ = −b⊥melt.
†This temperature can also be obtained from a simple one dimensional model of
the lithosphere prescribing the geothermal heat flux at the transition surface to the
asthenosphere, cf. Greve (1995).
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Energy jump condition Energy supplied to the ice shelf from the geother-
mal flux together with frictional heating from sliding over the ocean floor
may result in basal melting. The actual melting rate b⊥
met/mar
can be calcu-
lated from an energy jump condition at the interface, eq. (I.1.81). For the










gradT− · nˆ) .
The dissipation term eq. (I.1.83) becomes
(I.1.98)
[∣∣v · t · nˆ ∣∣] = [∣∣v ∣∣] · (−ρgH nˆ + τ r) = v− · (ρgH nˆ− τ r) .
The third term, the change in internal energy is very similar to eq. (I.1.84),
(I.1.99)
[∣∣ ρ (ui + LS) (v −w) · nˆ ∣∣] = −ρL (1− S) b⊥melt.
Finally, the basal melting rate can be calculated, again by neglecting any

















ρgH nˆi − (τr)i
]}
.
I.1.7. Transition conditions at the MMTS
Figure I.5.: MMTS.
Material surface: Owing to the dis-
tinction between meteoric and ma-
rine ice, an internal transition sur-
face is present within the ice shelf,
the meteoric-marine-ice-transition sur-
face (MMTS). Since the label mete-
oric ice or marine ice, respectively, is
unchangeable for any ice particle, the
MMTS is a material surface, that is,









[∣∣v · nˆ ∣∣] = 0.
This implies that the jump condition of mass is identically satisfied even
though ρ could experience a jump. As both marine and meteoric ice are
modelled as viscous fluids and even more so, the drag exerted by the ocean
onto the ice layers is small, it is further plausible to suppose that a no-
slip condition prevails at the MMTS, so that the tangential velocities are
equally continuous,
(I.1.103)
[∣∣v − (v · nˆ) nˆ ∣∣] = 0.
Consequently, the entire velocity vector is continuous across the MMTS,
(I.1.104)
[∣∣v ∣∣] = 0 or [∣∣ vi ∣∣] = 0.
Kinematic condition: The corresponding kinematic condition, see










v±y − v±z = 0,
valid at z = hMMTS(x, y, t).
Momentum jump condition: For any material surface, the more general
momentum jump condition (I.1.59) takes the form
(I.1.106)
[∣∣ tij nˆj ∣∣] = 0,
which expresses the continuity of the traction across the MMTS.
Energy jump condition: Introducing eqs. (I.1.104) and (I.1.106) into the
general energy jump condition (I.1.81) yields the continuity of the normal
heat flux (as it is the case for any material surface with zero slip),
(I.1.107)
[∣∣ qi nˆi ∣∣] = 0.
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Continuity of temperature: The temperature is assumed to be continu-
ous across the MMTS
(I.1.108)
[∣∣T ∣∣] = 0.
Age: Common sense tells us that there should be no need for any age
transition condition across the MMTS, because age is only determined by
boundary conditions on the upper and lower layer surface, and the age
on each side is independent of the age on the other side of the MMTS.
Mathematically this is also clear from the equation of the age, (I.1.53)
being hyperbolic, and therefore there is only one boundary condition to be
prescribed.
I.1.8. Boundary conditions at the ice-shelf margin
As far as the ice-shelf margins are concerned, four different types of bound-
aries are distinguished:
• The grounding line (gl), where the ice shelf is connected to the adja-
cent inland ice sheet,
• the coastline (cl), along this line the ice shelf is in contact with the
solid coast,
• the ice-rise margins,
• and, finally, the calving front (cf), where the ice shelf suffers mass
loss from calving large ice bergs into the open ocean.
As discussed several times before, ice rises have to be stencilled to consider
their effect on the global ice-shelf flow. Finding a consistent boundary
condition along such ice rises that is in good agreement with measurements
and does lead to reasonable results in numerical calculations is a current
research topic; this is not solved yet. To consider ice rises in the model
anyway, a grounding line like boundary condition is applied along the ice
rise margin and, therefore, boundary conditions for the velocity, and from




Figure I.6.: Top view of an ice shelf emphasizing the ice-shelf margin. Region
a: ice rise, region b: ice rumple.
The margins of all four boundary types are described mathematically by
implicit functions describing them as being time dependent curves within
in the x-y-plane,
(I.1.109) S[gl,cl,ir,cf](x, y, t) = 0.
This implies, that all the boundaries are vertical and have no structure
within the z-direction at all. Even though this might seem to be a restric-
tion of what can be described, it is a valid assumption since the horizontal
extent of any vertical structures along all of the margins is very small
compared to the ice-shelf extent.
The following convention is used: The negative side of the boundary is
on the ice shelf side, the positive one is on the side of inland ice, the solid
land and the ocean, respectively; therefore, the unit normal vector
(I.1.110) nˆ =
gradS[gl, cl, ir, cf]
|| gradS[gl, cl, ir, cf] ||
always points away from the ice shelf (see fig. I.6).
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Grounding line
Along the grounding line, described as
(I.1.111) Sgl(x, y, t) = 0,
the ice shelf is connected to the adjacent inland ice sheet. Here, the influx
of ice determines the velocity, the temperature and the age of the ice∗
(I.1.112) v−(x, t) = vgl(x, t),
(I.1.113) T−(x, t) = Tgl(x, t),
(I.1.114) A−(x, t) = Agl(x, t).
Since the evolution equations derived later in section I.4 hold for the whole
ice shelf, the volume flux has always to be sufficiently high along the
grounding line to keep a smooth transition of the upper surface between
the inland ice sheet and the ice-shelf. Alternatively, the ice thickness on
the ice-shelf side of the grounding line could artificially be kept equal to
the thickness of the ice sheet. This alternative, however, only has to be
considered in cases where the ice-shelf model should get coupled to an ice
sheet model and arises because the transition zone is not modelled explic-
itly (which is impossible within a zeroth order approximation as the SSA
is, cf. section I.2).
Coastline
The coastline is given by
(I.1.115) Scl(x, y, t) = 0;
∗Generally, these field quantities can have a vertical profile, i.e. depend on
 = (x, y, z)t. The scaling analysis leading to the SSA equations, however, will show
that  gl only depends on x and y and therefore is vertically uniform (cf. section I.2.3).
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this is where the ice shelf is in contact to the (approximately) immov-
able solid land and hence, the velocity must be prescribed, as well as the
temperature
(I.1.116) v−(x, t) = vcl(x, t),
(I.1.117) T−(x, t) = Tcl(x, t).
For vcl, a no-slip condition, or alternatively, a viscous sliding law can be
prescribed. In contrast to the grounding line, the age remains undeter-
mined here.
Ice-rise margin
The ice-rise margin is given implicitly by
(I.1.118) Sir(x, y, t) = 0.
As for the grounding line, the velocity, the temperature and the age of the
ice have to be prescribed,
(I.1.119) v−(x, t) = vir(x, t),
(I.1.120) T−(x, t) = Tir(x, t),
(I.1.121) A−(x, t) = Air(x, t).
Applying a grounding-line type boundary condition to the margin of ice
rises, the same comment on keeping the ice thickness artificially constant
holds as for the grounding line before.
Calving front
In contrast to the other types of boundary conditions along the ice-shelf
margins, the calving front is a freely moving boundary. Therefore, simple
transition conditions derived from continuity assumptions are not suffi-
cient here. In fact, besides an evolution equation derived from kinematic
considerations, a dynamic boundary condition is also needed.
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Kinematic condition: The kinematic boundary condition for the calving
front, described as
(I.1.122) Scf = (x, y, t) = 0,



































v− −w) · nˆ.
Equation (I.1.123) represents an evolution equation for the calving front,
which can be solved provided that the dynamic calving rate c⊥
cf
is pre-
scribed. Since to date no comprehensive information about this quantity is
yet available from field observations, the only way to deal with this problem
is to think of reasonable parameterizations. The literature offers different
approaches, the simplest one just keeps the ice thickness at the ice shelf
margin constant; typically a value of about 200 m is chosen and anything
less is removed from the ice shelf and thus is calved into the ocean. An-
other approach, examined in a recent study by Hansson & Hooke (2000)
comparing numerical results to measurements, is to correlate calving rates
to the water depth at the calving front. It seems that this is in good agree-
ment with measurements. Perhaps long term studies exploring all remote
sensing data that is available will give better hints how to parameterize the
calving rate.
In the past few years, the break-up of really huge ice bergs of several
major ice shelves and the disintegration of some of the ice shelves on the
Antarctic Peninsula caused a sensation not only in the scientific commu-
nity but also in the press. Most often, anthropogenic climate warming is
claimed to be the reason for those events that are unique in the ice-shelf
history of the last several hundred years. Scambos et al. (2000) look at
this in detail. According to them, the mechanism that releases the huge
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ice bergs is very different from ordinary calving processes since surface
melting seems to play a major role. In some respect, those break-up events
seem to be rather singular events; nevertheless the affected ice shelf looses a
considerable amount of its mass. All this further complicates a reasonable
parameterization of the calving rate.
A different way to obtain the calving rate might come from fracture me-
chanics. However, the mechanisms involved in the calving process might
be very different from fracture mechanisms in other fields, especially with
phase transition processes being important at least for the break-ups. There-
fore, it might not be easy to apply fracture-mechanics theories to ice
shelves.
Momentum jump condition: Again, the convective momentum flux is
neglected – compared to the ice mass within the ice shelf, the amount
of ice calving to the ocean is very small – and therefore the traction is
continuous across the calving front:
(I.1.126)
[∣∣ t · nˆ ∣∣] = 0.
Neglecting the atmospheric stresses, the hydrostatic pressure distribution
in the ocean yields
(I.1.127) t+ · nˆ = −pcf nˆ, with pcf = ρswgmax {zs − z, 0} ,
and consequently∗
(I.1.128) t−ij nˆj = −pcf nˆi.
Continuity of temperature: As it was the case for the grounding and the
coastline, the temperature at the calving front must be prescribed:
(I.1.129) T− (xi, t) = Tcf (xi, t) .
∗This approach assumes the hydrostatic pressure to be the dominant contribution;
dynamic stresses as well as viscous drag are ignored.
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I.2. Scaling and shallow-shelf approximation
(SSA)
The geometry of real ice shelves is such that they are shallow, i.e., their
typical horizontal length scale exceeds the typical ice-thickness scale by
several orders of magnitude. This is used to simplify the equations derived
so far in a way that only those terms describing the most dominant aspects
of ice-shelf thermodynamics are kept (see the discussion in section I.1.4).
The procedure used is equivalent to that applied by Hutter (1983), Mor-
land (1984), Greve (1995) and Greve (1997) for ice sheets, but considering
typical ice shelf characteristics here.
To proceed, an appropriate scaling in which the physical quantities are
made dimensionless by the choice of corresponding typical magnitudes is
introduced.
I.2.1. Scaling
At first, the shallowness assumption is reflected mathematically in the as-
pect ratio , the ratio of a typical thickness [H ] to a typical length scale





The set of physical quantities for the ice-shelf problem will be scaled as
follows:
(x, y) = [L] (x˜, y˜) ,
z = [H ] z˜,
(vx, vy) = [VL] (v˜x, v˜y) ,
vz = [VH ] v˜z =  [VL] v˜z ,














A = [t] A˜,
(p, psw, pcf) =
ρsw − ρ
ρsw











































(zs, hs, hmet, hmar, hMMTS) = [H ]
(















(A(T ), Amar(T, S)) = [A]
(
A˜(T ), A˜mar(T, S)
)
,





(g, gmar) = [g] (g˜, g˜mar) ,
κ(T ) = [κ] κ˜(T˜ ),
c(T ) = [c] c˜(T˜ ),












I.2. Scaling and shallow-shelf approximation (SSA)
δoc = [δoc] δ˜oc,
c⊥cf = [VL] c˜
⊥,
Scf = [L] S˜cf.
Quantities in square brackets denote typical values for the respective vari-
ables, while variables marked with tilde are dimensionless. Subsequently,
unless otherwise stated, only dimensionless variables are used, and the
tildes are omitted for simplicity of notation. Table I.1 summarises typical
scales for ice shelves.
The scalings are chosen such that the dimensionless quantities are of order
unity as far as possible. Unfortunately, the whole procedure of choosing
the right scalings is not a straight forward task at all; it is rather a kind
of iterative approach. First of all, the scaling implying the relative density
of ice and water chosen for any stress variables can only be motivated by
the results obtained later on∗. While it is clear that the horizontal stress






z will be the dominant
stresses in ice-shelf mechanics (see section I.1.4), it is not so obvious, that
the vertical shear stresses tDxz and t
D
yz should only be scaled down to the
order of  and not to any lower order. As it can be seen later on, this scal-
ing implies that these shear stresses will not vanish from the local balance
of momentum within the SSA limit.
The complete set of field equations, boundary and transition conditions
will now be subjected to the above scalings. This procedure, however,
is more general than used in this work. The aspect ratio  is a small
parameter determining the properties of ice-shelf thermodynamics and all
the field equations can be subjected to a (regular) perturbation analysis
with respect to this parameter. Considering a dimensionless field quantity
∗The scaling of the stresses can, however, be motivated heuristically: Only that part
of the ice shelf above the sea level can drive the ice-shelf motion, since anything below
the water is already in equilibrium; ρsw−ρ
ρsw
H is the layer thickness above sea level for
buoyancy and gravity forces balancing locally.
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ψ, such a perturbation expansion reads
(I.2.2) ψ(x, y, z, t) = ψ(0)(x, y, z, t) +  ψ(1)(x, y, z, t)+
+ 2 ψ(2)(x, y, z, t) + . . . .
The resulting zeroth-order equations – these are obtained by neglecting
any term of orderO() and higher – lead to the shallow-shelf approximation
(SSA), which is to what this work is restricted. These equations are ice-shelf
analoga to the well-known shallow-ice approximation (SIA) for grounded
ice sheets derived by Hutter (1983), Morland (1984) and Greve (1995).
Introducing the above scalings into the field equations and boundary
















, B := β[H ]













Kv := [VH ][g]
ρg[H ]2[A]










[κ][4T ] , Nδoc :=
[H ][δoc]
[κ][4T ] ,
where  is the aspect ratio, % a relative density, α the ratio of potential
energy to thermal energy, αS the ratio of potential energy to latent heat, B
the Clausius-Clapeyron number, D the heat diffusion number, F the Froude
number, γ the melting-point-depression number, Kf the fluidity and Kv the
viscosity number of ice shelves, S the ratio of latent heat to thermal energy,
Nq⊥oc the oceanic heat-flux number, Nq⊥geo the geothermal heat-flux number
and, finally, Nδoc the oceanic drag number.
I.2.2. Scaled model equations and SSA
First, the equations of section I.1 describing meteoric and marine ice are
subjected to the scaling analysis and the SSA for the interior of the ice-shelf
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and therefore, this equation does not change in the SSA limit.



























































Since the Froude number F is of the order or less than 10−15 for real ice
shelves, it is related to the aspect ratio  by
(I.2.7) F = O(5).











and therefore can be neglected. This means that in a formal perturbation
expansion in which solutions are expanded in terms of powers of , the
accelerations can be ignored up to the fourth orders of . Since no-one so
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far has carried computations any further that O() and certainly no-one
even will go beyond O(2), the Stokes-flow approximation is valid at all
practical levels of expansion.

































This means to lowest order, that the momentum balance reduces to a
balance of forces and pure Stokes flow prevails, as it is the case for ice sheets,
cf. Greve (1995). These equations balance the pressure gradient with the
normal stress deviators, the horizontal shear stresses and the vertical shear
stresses; this turns out to be so despite the fact that tDxz and t
D
yz were
previously assumed to be  times smaller in magnitude. Appendix C shows
that it is essential to keep these vertical shear stresses in order to obtain
a well posed set of equations. Furthermore, the vertical normal stress, i.e.
tz = −p+ tDz , is evidently hydrostatic within the SSA.




= %KfA(T )f(σ) tDx ,(I.2.13)
∂vy
∂y
= %KfA(T )f(σ) tDy ,(I.2.14)
∂vz
∂z


















= 22%KfA(T )f(σ) tDyz.(I.2.18)
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While the first four equations remain unchanged in the SSA limit (→ 0),








This is the first major result obtained from the scaling analysis: To leading
order, horizontal velocities do not vary across the ice-shelf thickness and
any of their z-derivatives are of the orderO(2). In other words, the velocity
field is vertically uniform within the SSA limit. This result was obtained
without distinguishing between what was called an ice-shelf region and
a rumpled region before. Eq. (I.1.95) describes the impact of the shear
stresses acting on the interface resulting from the ice being in contact with
the ocean floor. Even though one might expect that this traction has an
influence on the profile of the horizontal velocity, i.e. the velocity slows
down at the ice-shelf base, the zeroth order approximation does not allow
this to happen; frictional forces at the surface of contact slow down the
ice-shelf motion locally, but they do not alter to lowest order the velocity
profile. Observations may show that there is indeed a velocity profile for
rumpled regions. Modelling this, however, is outside the scope of what can
be achieved with a shallow-shelf-approximation model. Nevertheless, the
inhibition effect of ice rumples on the ice-shelf motion can be considered
even in the zeroth order model.
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As before, the last two equations show that in the SSA limit the vertical
profile of the horizontal velocity is uniform. The first four equations remain
unchanged in the limit of the SSA.



















































As derived before, the terms ∂vx/∂z and ∂vy/∂z are of O(2) which implies







































































































































As is the case for the temperature field in ice sheets, cf. Greve (1995),
horizontal heat conduction can be neglected for shallow geometries; how-
ever, vertical as well as horizontal advection is of leading order and must
be kept.∗
The melting-point temperature, eq. (I.1.25), is
(I.2.34) T = T − Tm = T + %B p,
and cannot be simplified any further.
Marine ice
With the substitutions
A(T ) → Amar(T, S),(I.2.35)
B(T ) → Bmar(T, S),(I.2.36)
∗The situation might be different for ice sheets on other planets: Greve (2000) shows
that due to much weaker gravitational forces advection is much less relevant for the
north polar ice sheet on Mars. Heat conduction is the most important mechanism of
heat transfer there.
60
I.2. Scaling and shallow-shelf approximation (SSA)
the scaled and SSA versions of the mass balance (I.1.39), the momentum
balance (I.1.4) and the stress-strain-rate relation (I.1.48) take the same
form as those relations for meteoric ice (see above), and will not be listed
again.

























































































(T + %B p)2 .



















































Kf Amar(T, S) fmar(σ)σ2.
As was the case for meteoric ice – see eq. (I.2.33) – the horizontal heat
conduction drops out while the advection terms remain.
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Age of the ice















since advection is the dominating process here too.
Boundary conditions at the free surface








































vy − vz = a⊥s .
The components of the scaled momentum jump relation (I.1.63) are












(−p+ tDz ) = 0,(I.2.46)
∗The minus-superscripts (·)− that mark the ice side in the boundary conditions at the
free surface, the ice-ocean interface and the ice-shelf margin are omitted in the following
for simplicity of notation; unmarked quantities always refer to the ice side.
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and in the SSA limit take the forms




− (−p+ tDy ) ∂hs∂y + tDyz = 0,(I.2.48) (−p+ tDz ) = 0.(I.2.49)
Again – see the discussion on p. 57 – the vertical shear stresses tDxz and t
D
yz
remain, even in the SSA limit.
The boundary conditions for the temperature and the age, eqs (I.1.65)
and (I.1.66), remain unaffected by the scaling and the SSA, so that
(I.2.50) T = Tatm,
(I.2.51) A = 0, for a⊥s > 0.
Boundary conditions at the ice-shelf base
Ice-shelf region Analogous to the free surface, the scaled kinematic con-






































vy − vz = −b⊥met/mar.
From the momentum jump relation, eqs (I.1.78), the scaled relations
63
I. Theory
for the components are deduced as




















{zs − hmet/mar} .
Hence, the SSA limit of the momentum jump relation is









the water pressure remains unaffected.
For the basal temperature, described by eq. (I.1.80), there are no changes,
neither from the scaling nor in the SSA limit
(I.2.61) T = Toc.
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+ 1 = 0,
and as it was the case for the temperature equations (I.2.33) and (I.2.40),














This equation holds for both, meteoric and marine ice; for meteoric basal
ice, S is equal to zero.
Finally, the equation of age (I.1.86) remains unchanged
(I.2.64) A = 0, for b⊥met/mar > 0.
Rumpled region The scaling of the kinematic boundary condition for
rumpled regions, eq. (I.1.92), is very similar to that of ice-shelf regions







v−y − v−z = −b⊥melt.

















(−p+ tDz )=−1%H +  (τr)z ,
(I.2.68)
which simplifies in the SSA limit to





− (−p+ tDy ) ∂hoc∂y + tDyz = 1%H ∂hoc∂y + (τr)y ,(I.2.70)
(−p+ tDz )=−1%H ;
(I.2.71)
only the horizontal shear tractions at the ocean floor contribute.
As before, for the ice-shelf region, the temperature does not change,
(I.2.72) T = Tr.
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the horizontal heat flux may be omitted, but the horizontal advection re-



























vx (τr)x + vy (τr)y
]}
.
Again, as for the momentum jump condition, eq. (I.2.71), the vertical trac-
tion component does not contribute.
Transition conditions at the MMTS
According to eq. (I.1.104), the velocity is continuous across the MMTS; in
the SSA limit of course, this does not change, so that
(I.2.75)
[∣∣ vx ∣∣] = [∣∣ vy ∣∣] = [∣∣ vz ∣∣] = 0.
The kinematic condition (I.1.105) remains formally unchanged under










vy − vz = 0.
The scaled momentum jump relation (I.1.106) leads to




[∣∣∣ −tDxy ∂hMMTS∂x −










and when subjected to the SSA limit,

























































implying the continuity of the vertical temperature gradient.
The conditions for the temperature itself, eq. (I.1.108), remains unaffected
by the scaling and in SSA
(I.2.85) T+ = T−.
I.2.3. Boundary conditions at the ice-shelf margin
As a result of this scaling analysis, it is inferred from eqs (I.2.19) that the
horizontal velocities are vertically uniform for the zeroth order approxi-
mation. This holds everywhere in the interior of the ice shelf as well as
along the ice-shelf margins. Therefore, the velocity boundary conditions
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along the grounding line and the coastline have to be adapted to regard
this vertical uniformity: In contrast to the more general formulation of
eqs (I.1.112) and (I.1.116), the velocity along these lines can not depend
on z as far as the SSA is concerned. This, however, is different for the
temperature field and the age of the ice which both have a strong vertical
profile in nature.
Grounding line / ice-rise margin According to the comments above, the
component forms of the scaled boundary conditions along the ground-
ing line, eqs (I.1.112), (I.1.113) and (I.1.114), and the ice-rise margin,


















(I.2.87) T = T[gl,ir], A = A[gl,ir].
Coastline Similarly, along the coastline, the SSA boundary conditions as
obtained from eqs (I.1.116) (I.1.120) are
(I.2.88) vx = (vcl)x , vy = (vcl)y , vz = (vcl)z ,
and
(I.2.89) T = Tcl.
Calving front Since the kinematic boundary condition, eq. (I.1.123), is




+ v− · gradScf = || gradScf || c⊥cf .
The scaled components of the momentum jump relation (I.1.128) are(−p+ tDx ) nˆx + tDxy nˆy = −pcf nˆx,(I.2.91)
tDxy nˆx +
(−p+ tDy ) nˆy = −pcf nˆy,(I.2.92)
tDxz nˆx + t
D
yz nˆy = 0,(I.2.93)
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max {zs − z, 0} .
Finally, the temperature continuity (I.1.129) simply is




Reviewing what was achieved so far in subjecting the general equations
derived in section I.1 to the scaling analysis of section I.2, further steps
towards a solvable system of equations describing ice-shelf thermodynam-
ics are becoming more obvious. First, as inferred from the stress-strain
relation in the SSA limit, eqs (I.2.19), horizontal velocities are vertically
uniform. Second, as seen from eq. (I.2.12), the vertical normal stress is
hydrostatic, i.e. it is given by purely geometric quantities, depending ba-
sically on the ice-shelf thickness. Both results will be used to calculate the
vertical normal stress distribution within the ice shelf and using this, the
pressure will be eliminated from the other equations.
Even after taking the SSA limit, vertical shear stresses are still to be con-
sidered in the horizontal balances of momentum, eqs (I.2.10) and (I.2.11).
However, from all the derived equations, those stresses cannot be calcu-
lated but must somehow be eliminated. It will be seen later on, that this
can be achieved by introducing vertically integrated stresses.
I.3.1. Horizontal velocity profile
For simplicity of notation, it is henceforth assumed that there is only one
layer of meteoric ice. It will later be explained, that this is not a restriction
at all.













leads to a uniform velocity profile∗
vx(z) = vx(z = hmet/mar), vy(z) = vy(z = hmet/mar).(I.3.2)
∗Again for simplicity of notation, only those arguments for the variables are explicitly
stated, which are in focus; all others are omitted here.
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I.3.2. Vertical pressure distribution
Ice-shelf region
Subjecting the vertical component of the momentum balance, eq. (I.2.12),
















= tDz (z)− tDz (z = hmet/mar)−
1
%
(z − hmet/mar) ,
and substituting the lower boundary condition for the vertical longitudi-
nal stress, eq. (I.2.60), and the water pressure, eq. (I.2.57), the pressure
distribution within the ice shelf is obtained in the form












As can easily be seen from a proper separation of the integration process
into a meteoric and marine ice layer in addition to the continuity of the
traction across the MMTS, this equation also holds when two ice layers are
present. The formula therefore gives the pressure distribution across the
ice shelf as a whole, in any case for ice-shelf regions with no ice rumples.
Rumpled region
Due to the different boundary condition at the ice-shelf base for rumpled
regions, eq. (I.2.71), the vertical normal stress distribution across the ice
shelf is
(I.3.5) tz(z) = −p(z) + tDz (z) =
1
%
(z − hs) ;
in contrast to eq. (I.3.4), this is sea-level independent since buoyancy forces
and the water pressure just balance.
72
I.3. Vertical integration
I.3.3. Floating condition, ice-shelf region
Calculating the pressure at the ice surface from eq. (I.3.4), using the the
upper boundary condition, eq. (I.2.49), as well as H = hs − hmet/mar, a
floating condition for the ice shelf is obtained,
(I.3.6) hmet/mar = zs − ρ
ρsw
H,
which, expressed in terms of hs, is
(I.3.7) hs = zs + %H.
This means, that ice shelves – in the SSA, only this limit is considered
here – are everywhere in local equilibrium between buoyancy and gravita-
tional forces. Even though this result is what one might intuitively have
expected, it must be emphasized, that this is only correct within the scal-
ing and approximation context used here. In taking higher order terms
of the perturbation expansion (I.2.2) into account, this local floating con-
dition is no longer correct. As shown by Baral (2000) and Baral et al.
(2001), for higher order expansions, bending effects may locally press the
ice more under water or lift the surface higher than the equilibrium position
would dictate. Furthermore, the upper boundary condition, eq. (I.2.49),
was essential to obtain this floating condition.
With the aid of eq. (I.3.6) the vertical normal stress distribution can also
be written in terms of the ice thickness H ,









These equations originally gave the motivation for the scalings of the pres-
sure and the stresses as they were introduced before, because the scaled
pressure distribution within the ice shelf directly depends on the ice thick-
ness. Any different approach for the scaling of the stresses would result




I.3.4. Vertically integrated stresses
The pressure is eliminated from the horizontal momentum balances,
eqs (I.2.10) and (I.2.11), by applying the pressure distribution, eq. (I.3.4);
































As laid down in detail in Appendix C, the vertical shear stresses tDxz and
tDyz were scaled such that no thermomechanically inconsistent equations
emerge. Because of this, these stresses remain in the local formulation of
the momentum balance, even within the SSA limit. The vertical shear
stresses, however, cannot be obtained from the scaled material relations,
eqs. (I.2.13) to (I.2.18), and must, therefore, be eliminated from the equa-
tions. This is achieved by a vertical integration and leads to the definition








While this vertical integration is often performed as the first step towards
a simplification of model equations for ice shelves, e.g. by Morland (1987),
it is introduced here only to eliminate stresses that cannot be calculated
within the zeroth order approximation.
For vertically integrating the equations, the boundary conditions for
the stresses at the upper surface, the MMTS as well as those at the lower
surface are needed. These equations are repeated here but with the pres-
sure eliminated by applying eqs (I.3.6), (I.3.7), (I.3.8) and (I.3.9) (tDz is
substituted from tr tD = 0). Since the corresponding third equations for
the z-component – eqs (I.2.12), (I.2.60) and (I.2.71) – are already used to


















































The horizontal jump conditions at the MMTS, eqs (I.2.80) and (I.2.80),
become [∣∣ − (2tDx + tDy ) ∂hMMTS∂x − tDxy ∂hMMTS∂y + tDxz
∣∣] = 0,(I.3.15)
[∣∣ −tDxy ∂hMMTS∂x − (2tDy + tDx ) ∂hMMTS∂y + tDyz
∣∣] = 0;(I.3.16)
they show that the tractions are continuous across the MMTS and, for
this reason, the integrations (I.3.12) can be performed over the complete
ice-shelf thickness and across both of the ice layers in presence of marine
ice.
For the ice-ocean interface, where eqs (I.2.58) and (I.2.59) hold, the follow-
ing two relations arise in which the stress deviators are taken at z = hMMTS,




− (2tDy + tDx ) ∂hmet/mar∂y + tDyz = 0.(I.3.18)
For rumpled regions, eqs (I.2.69) and (I.2.70) simplify to




− (2tDy + tDx ) ∂hmet/mar∂y + tDyz = (τr)y .(I.3.20)
Performing the vertical integration for both equations (I.2.10) and (I.2.11)
and applying Leibniz’ rule of differentiation for integrals with non constant
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boundaries∗, all boundary terms can be eliminated from the appropriate
boundary conditions given before. Finally, the following equations are ob-





















































In this case, all the formal analysis boils down to is what one might have
suggested as an account for the arrestive effect of ice rumples to the ice-
shelf flow anyhow: The actuation of the ice shelf – the right hand side of
the equations above – is reduced by the basal friction.
∗According to Leibniz’ rule, the derivatives with respect to x and y of an integral
















Ψ(x, y, z = hs, t) −
∂hmet/mar(x, y, t)
∂(x, y)




By making use of a Heavyside-like function defined as
(I.3.25) θr =
{
0 for ice-shelf regions,
1 for rumpled regions,
(mathematically, this is the characteristic function for the rumpled region)
both cases – ice-shelf regions and ice rumples – can be treated with only

























− θr (τr)y .(I.3.27)
This set of partial differential equations for the vertically integrated stresses
can be transformed into a set of partial integro-differential equations for the
















































































ν¯ denotes the effective viscosity,








which in case of a power law rheology (cf. p. 20) can be written as








Special care has to be taken whenever there is a marine-ice layer: Since the
rate factor of marine ice Amar may differ from that of meteoric ice there is
a discontinuity introduced at the MMTS. In that case, the integration has
to be split accordingly.
An even more compact formulation of the mechanical ice-shelf equations





















































This formulation will extensively be used in chapter II.
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I.3.5. Calving front
By applying eq. (I.3.8), the pressure can be eliminated from the momentum
jump relation at the ice-shelf front, eqs (I.2.91) and (I.2.92)∗,








The third equation (I.2.93) is not used any longer, since vertical shear
stresses cannot be obtained from the zeroth order approximation
(cf. eqs (I.2.17) and (I.2.18)).
Substituting the stress-strain relation given by eqs (I.2.23), (I.2.24) and













































As before, these equations can be summarized in one relation only using
the tensor M ,




I.4. Ice thickness evolution
Depending on whether there is a marine ice layer present or not, there
are two or three different free moving boundaries involved: The upper
surface which is the interface between the atmosphere and the ice, the
lower surface where the ice shelf is in contact with the ocean and the
∗These equations are actually obtained by applying algebraic transformations similar
to those to derive eqs (I.3.21) and (I.3.22). The floating condition eq. (I.3.7) als well as
H = hs + hmet/mar have to be applied several times.
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MMTS separating meteoric and marine ice. However, the evolutions of
these surfaces are not independent of each other: For ice-shelf regions,
there are the floating conditions, eqs (I.3.6) and (I.3.7), for rumpled regions
there is eq. (I.1.89) which couples the ice surface to the bottom topography.
Therefore, deriving only one evolution equation for the ice-shelf thickness
is sufficient and the following equations hold for ice-shelf as well as for
rumpled regions.
Only one meteoric-ice layer of thicknessHmet is considered first. Integrating























vx and vy were shown to be z-independent several times before. From this,
together with the kinematic boundary conditions, eqs (I.2.43) and (I.2.53)
– or eqs (I.2.65) for rumpled regions, respectively – the evolution equation













Special care has to be taken to the phase transition processes: Since only
one single layer of meteoric ice is considered, only melting can occur at the
ice-shelf base; any freezing process would immediately lead to building up
a marine ice layer. Therefore, only b⊥melt has to be taken into account here.
In case of both, a meteoric- as well as marine-ice layer, only the accu-
mulation from the atmospheric side contributes to the development of the











If a marine ice layer has already developed or any freezing and accretion
processes take place, the evolution of the marine-ice-layer thicknessHmar :=
∗This immediately follows from the MMTS being a material surface
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From all these equations, the evolution of the free surfaces, i.e. the position
of the upper ice surface as well as the ice-shelf base, can be inferred by
applying the floating conditions (I.3.6) and (I.3.7) for ice-shelf regions. In
case of ice rumples, the position of the upper surface can be calculated
from the position of the ocean floor, eq. (I.1.89). By adding eqs (I.4.3) and
(I.4.4), the evolution of the total ice thickness H is obtained.
I.5. Vertical Velocity
In deriving the system of equations for the horizontal velocities, eq. (I.3.34),
the vertical velocity was eliminated by using the solenoidicy of the velocity
field, eq. (I.2.3). In the following, it is shown how to calculate the vertical
velocity field once the ice thickness and the horizontal velocities are known.
As before, the case with only one single layer of meteoric ice is consid-
ered first. In this case, the vertical velocity component can be obtained
from vertically integrating the balance of mass, eq. (I.2.3),


























here, however, the basal vertical velocity vz
∣∣∣
z=hmet
has to be known∗. From
the floating condition in the form of eq. (I.3.6) – the sea level zs has to be
considered to be time dependent in a general case – together with the evo-
lution of the ice thickness described by eq. (I.4.2) as well as the kinematic
boundary condition along the ice-ocean interface as given by eq. (I.2.52),
∗Clearly, the integration could as well be performed from z to hs; then, the vertical
velocity at the surface would have to be calculated.
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+ % b⊥melt −
ρ
ρsw









In the presence of a marine ice layer, an equation similar to eq. (I.5.6) holds

























and, therefore, eq. (I.5.7) is also valid in this case (according to eq. (I.1.104),
the velocity is continuous across the MMTS).
Due to the assumption of stationarity of the ocean floor – as it was
introduced on p. 41 – the vertical velocity over rumpled regions can directly
be derived from the vertical integration as in eq. (I.5.5) together with the
corresponding kinematic boundary condition, eq. (I.2.65),





















In what follows, all equations necessary to describe the dynamics of shallow
ice shelves in the zeroth order approximation – these equations are called
the shallow shelf approximation (SSA) – are summarized in their dimen-
sionalized form. These can easily be obtained from the equations derived
so far by setting the typical values equal to “1”.
Since the quantities do depend on different variables – some fields are two
dimensional only, others depend on time etc. – the notation for a physical




Ψ : Ψ(x, y)
•
Ψ : Ψ(x, y, t)

Ψ : Ψ(x, y, z, t)




















































































− θr (•τ r)y .(I.6.15)


























































































































































































































































































































































































[∣∣ •v[x,y] ∣∣] = 0, [∣∣ vz ∣∣] = 0.





































































































































































































– marine-ice layer, ice-shelf region:
(I.6.38)
[∣∣ T ∣∣] = 0 at the MMTS.
































































































































































































































































































































































In the previous chapter, simplified equations describing the thermomechan-
ical properties of shallow ice shelves were derived and a zeroth order ap-
proximation, the shallow shelf approximation (SSA), was obtained. To
achieve this, a typical aspect ratio as observed for ice shelves in Antarctica
was utilized as a small parameter for performing a perturbation expansion.
As a major result, the zeroth order equations showed that horizontal veloc-
ities are vertically uniform, i.e. they do not vary with depth, eq. (I.2.19).
Exploiting this, a two dimensional system of partial integro-differential
equations was derived for the horizontal velocities, eq. (I.3.34), as well as
equations for the vertical velocity component; it can be computed once the
horizontal velocity distribution as well as the ice-shelf geometry is known.
The temperature, however, remains a truly three dimensional field quan-
tity, even in the SSA limit, cf. eq. (I.2.33) for meteoric and eq. (I.2.40) for
marine ice, respectively.
As a first step towards solving all the ice-shelf equations derived in
chapter I, the mechanical ice-shelf problem will be treated first, i.e. the
equations for the velocity field, the effective viscosity and the stresses shall
be solved by assuming that the temperature field is known. These quan-
tities are computed numerically using a 2D-finite-element method (2D-FE
method) on a triangulated grid. How this is done in detail, is laid down in
the following sections.
The purpose of the text about the numerical method applied is not only
to sketch how the numerical results were obtained but also to serve as a
reference for those who might want to make use of the program developed
to solve the ice-shelf equations. Therefore, some items, that might be a
matter of course for those who know about finite element methods, are
explained sufficiently detailed for those who never had contact with these
methods to understand how it really works for this special problem. The
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code developed does not make use of any commercial finite element package
nor does it use any other code within the core numerical treatment of the
equations; i.e., there is no black box code∗ and anything is available as
source code. For this reason, there is no manual describing the methods
behind the implementation which, of course, is documented within the
source code as well.
Today, there is a very large number of publications available about ap-
plying finite element methods in many fields of science and engineering.
Often, however, books and articles only regard very special aspects of fi-
nite element modelling rather than providing an overall view on how it is
actually done and how it can be coded into a computer program. There-
fore, it is not possible to give a single reference that would cover all that is
used for this problem, here. However, substantial information can be found
in the following text books that proved to be useful in developing the FE
formulation as well as the numerical implementation. All of them give a
huge amount of references for further readings. A very instructive German
text book where many of the ideas and methods used within this work
were taken from is Schwarz (1991). Another one is the two volume book
Zienkiewicz & Taylor (1994a), (1994b). Reddy (1993) might also be a good
starting point for those who do not know much about the subject, while
Bathe (1996) is a very comprehensive reference for many special meth-
ods and element types applied in finite element modelling. More on the
mathematical background of FE methods can be found in Braess (1997).
II.1. The mechanical ice-shelf problem
Before the actual FE formulation is laid down in detail, the equations that
are to be solved numerically are given again for reference. For a fixed













∗There is only one exception to this, that is within the code used for triangulation.
This is explained in detail in section (II.1.2).
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• effective viscosity∗:



























(II.1.4) vx(x, y, t) = (vcl)x , vy(x, y, t) = (vcl)y ,
– calving front:




These equations form a nonlinear system of equations that must not
only be solved for the horizontal velocities but also for the effective viscos-
ity, which itself depends in a nonlinear way on the velocity field. This is
completely different to the much simpler SIA ice-sheet problem, where the
horizontal velocities can be computed directly from just one integration,
e.g. Greve (1995). In some other regard, however, there is some similarity
to the ice-sheet problem since a coupling occurs between the temperature
and velocity due to the thermomechanical coupling of the flow law: As
discussed on p. 60, the temperature is a function of the velocity field while
the velocity itself depends in a strong nonlinear way on the temperature
via the rate factor, cf. eq. (I.1.14) and appendix B. This is somehow similar
to the velocity/effective viscosity problem, and this similarity will be used
to break up the coupling as it is done for ice sheets in most models.
There are different approaches to decouple coupled problems one might
think of. One way to handle it is to eliminate ν¯ from eq. (II.1.1) using
eq. (II.1.2). Another method would be to solve the problem as a system
∗For simplicity, a power law rheology is assumed here. This will be put again into a
more general context later on.
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of equations composed of eqs (II.1.1) and (II.1.2). This method is what is
called a mixed formulation in the FE literature. Both approaches lead to a
rather complicated, nonlinear system of equations that may be solved with
some kind of complicated Newton method. It seems, however, that this
has not been tried by anyone yet. Fortunately, there is yet another way to
handle the coupling in a much more convenient way: Iteration. The basic
principle is very simple: For two field quantities depending on each other,
the coupling is broken up by keeping the first field quantity fixed while the
other one is calculated. In the next step of the iteration, the second one is
kept constant while the equation for the first one is evaluated. This method
was applied to the problem of thermomechanical coupling for ice sheets,
e.g. by Huybrechts (1993), Calov (1994), Greve (1995) and many others.
Results presented later on show that this iterative procedure is indeed also
applicable to the mechanical ice-shelf problem, and is suitable to break up
the coupling between the velocity field and the effective viscosity.
The iterative approach is also the standard technique for coupling mod-
els to each other numerically that describe distinct physical systems. Only
two examples shall be given for this, here: Weis et al. (1996) as well as
many other ice-sheet modellers uses the iterative approach to account for
the lithospheric adjustment to changing ice loads (isostasy), and Calov
(1998) couples an ice-sheet model to an atmospheric circulation model.
Apart from these two examples, there are many more applications of this
iterative method in many fields of science and engineering.
The great advantage of using the iterative method for this problem is
easily understandable from reviewing eq. (II.1.1): Keeping ν¯ fixed while
the velocities are calculated, the system degenerates into a linear bound-
ary value problem for an elliptical differential operator. Applying the FE
method leads to a linear system of equations that is much easier to solve
than the nonlinear coupled system would be. Once vx and vy are known,
the effective viscosity can easily be calculated from eq. (II.1.2).
II.1.1. A weak formulation
Since eq. (II.1.1) is valid at any point within the ice-shelf domain Ω, it still
holds if integrated over the whole domain; this is also true for the equation
94
II.1. The mechanical ice-shelf problem
















Φ is called a test function and the equation above subsumes what repre-
sents the method of weighted residuals for the ice-shelf equations. Applying
Green’s theorem∗, this system of second order differential equations – being
second order is hidden in the definition of M , here – can be transformed
into a system of first order equations: Applying the theorem to the first

















As it turns out, the argument of this boundary integral is just the left-hand
side of the boundary condition along the calving front and can, therefore,
be substituted from eq. (II.1.5); for Γ[gl,cl,ir], i.e. along the grounding line,
the coastline and the ice-rise margins, the integral remains unchanged.
This way, not only the order of the differential operator is reduced by
shifting one derivative onto the test function Φ, but also the boundary
condition along the calving front can be automatically fulfilled. The only
speciality that has to be taken care of when actually solving the equations
is that along the other three types of margins, the velocity is really set to
the corresponding values as given by eqs (II.1.3) and (II.1.4). Altogether























ΦH2 nˆi dΓ = 0.
















The finite element method is derived by starting from this equation; it is










































































































































ΦH2 nˆy dΓ = 0.
II.1.2. Triangulation
Eqs (II.1.9) and (II.1.10) are generally valid, i.e. they do not yet depend
on any special method that might be chosen to approximate the solution.
In order to obtain a numerical scheme here, the domain Ω is subdivided
into non-overlapping subdomains or elements Ωe. There is a large amount
of different types of elements found in the literature, each having some ad-
vantageous property for certain problems. Here, however, a rather simple
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element is used: triangles. A purely geometrical reason for choosing this
type of element is, that a two dimensional domain bordered by any kind of
lateral boundary geometry can always be subdivided into triangular subdo-
mains. Of course, the boundary has to be approximated by a polygon with
a sufficient number of nodes to adequately represent the main geometrical
features of the boundary. Since it depends on the problem that should be
solved, it is not quantitatively defined what a “adequate representation of
the boundary geometry” should mean. It depends on many aspects like the
boundary conditions that are to be prescribed – e.g. if there is an inflow
across the margin – and on how sensitively the solution inside the domain
reacts to to changes in the geometry of the boundary. One very simple
criterion that might, however, not be sufficient is, that the boundary poly-
gon should comprise the intersection of the convex hull of all the points on
the actual boundary with the boundary itself, i.e. the boundary polygon
should contain the most extreme points of the domain in any direction.
Furthermore, as soon as the transient ice-shelf problem is looked at, the
calving front is a free moving boundary, i.e. nodes on the calving front
may change their position in time resulting in a deformation of the grid. If
one would allow this deformation to happen without readjusting the node
positions in some way, many elements would soon degenerate and it might
even happen that elements collapse to single lines. For 2D triangular grids,
there is a well known method for readjusting the node positions in a cer-
tain way to again obtain triangles with nice geometrical properties, see e.g.
Braess & Wriggers (1998).
For initially obtaining a triangulation of a domain, the triangle mesh
generator, Shewchuk (1996a) and (1996c), is incorporated into the ice-shelf
code. This library is the only non self-coded part within the core numer-
ical routines. There were good reasons for using this library: First of all,
it is available on the Internet and the author grants a free use for non-
commercial applications. Secondly, even though most of the basic princi-
ples of mesh generation are relatively easy to understand, a large amount
of knowledge about several fancy techniques is required to actually imple-
ment a well performing triangulation algorithm that is generally applicable.
During the last 25 years or so, a huge amount of articles were published
about how to efficiently generate meshes of various types; the very instruc-
tive overview article by Bern & Eppstein (1995) alone gives reference to
225 publications, most of them with a direct connection to triangulation.
Apart from the difficulty in finding a robust and fast algorithm to perform
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the triangulation, adaptive precession floating point arithmetics is needed
for the geometrical tests performed in the code, Shewchuk (1996b) and
(1997).
The triangle code is also used within the Generic Mapping Toolkit (GMT),
Smith & Wessel (1990), (1991), (1995a), (1995b) and (1998). Using the li-
brary integrated in the finite element code as well as from GMT for various
purposes, triangle has proved to be fast and reliable.
Good triangulation algorithms must be applicable to several different
problems, one of these is to find a triangulation to a given point set. With-
out providing any boundaries, the domain obtained from the triangulation
will be the convex hull of the point set. Furthermore, a domain may be
given by a margin polygon and might even have some holes that should
be excluded from triangulation. Also relevant for applications is the case,
where the domain is composed of two sub-domains, one inside the other;
this occurs whenever an object is composed of two different materials or a
finer grid is desired for some sub-region. For these problems, the bound-
aries are described by planar straight line graphs (PSLG). In some regard,
PSLGs are similar to simple boundary polygons, but they are not equiv-
alent: They need not to be closed and the treatment of PSLGs during
the triangulation is different from that of boundary polygons. One of the
demands made of the algorithm is to produce a mesh with certain de-
sired properties, e.g. to find a mesh with a pre-given maximum area or
maximum edge length. In order to comply with these constraints, the al-
gorithm has to introduce new points, called Steiner points, either inside the
domain or on the boundaries. Here, PSLGs primarily differ from boundary
polygons: Introducing Steiner points along a PSLG, the algorithm has to
ensure that it uses the same Steiner point for either side of the PSLG. To
make this more clear, let us assume that a domain is given by a closed
PSLG a. Further, there is a subdomain given by a closed PSLG b inside.
Then, the triangulation has to ensure that Steiner points inserted along b,
as well as all the points of the PSLG b itself are vertices of triangles in both
domains. PSLG that are not closed, are useful whenever the position of
certain vertices, i.e. finite-element nodes, should be guaranteed while the
domain itself may be given in terms of its boundary rather than by a point
set. This way, nodes can be prescribed along arbitrary lines through the
domain.
Bern & Eppstein (1995) cite several publications dealing with the influ-
ence of the triangle geometries on the condition of the matrices obtained
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from finite element methods. Basically, two different criteria are found
in the literature: The minimum angle in all the triangles should not be
too small (max-min condition), and the maximum angle must not be too
large (min-max condition). Maximizing the minimum angle restricts the
flexibility in generating meshes more than minimizing the maximum angle,
since the latter does constrain the choice of only one angle. This property
is especially stressed by Babu˘ska & Aziz (1976), who show that the max-
min condition is, generally, not essential. According to these authors, the
min-max condition is preferable, or as they express this, no angle must be
close to 180◦.
Figure II.1.: DT and VD (dashed
lines) of a point set.
A commonly used method of trian-
gulation, that has nice properties for FE
modelling, is the Delauny triangulation
(DT). It is best explained by starting
from the Voronoi diagram (VD), its pla-
nar dual. The VD to a given set of in-
put points is defined as the partition of
the plane into polygonal regions with
only one single input point in its inte-
rior. The partitioning is done so that
any point of the polygon is closer to this
input point than to any other point of
the point set. From the construction of
the VD, three or more edges intersect at
each VD vertex. Equally, three or more
input points lie on a circle with the VD vertex at its center. The DT of
the point set is found by connecting the input points in a way that the
resulting edges intersect with the edges of the VD exactly once. This con-
struction of the triangulation is unique except for those cases, where more
than three points are on the circle centered at a VD vertex, or, equivalently,
whenever more than three VD edges intersect at the VD vertex. For the
triangulation, this leads to intersecting triangle edges and it is called the
half-neighbour problem, Schmitting (2000). If this problem occurs, triangle
edges are removed until there is no more intersection. Fig. II.1 shows the
DT and the VD for of a point set.
There is some connection between VDs and the famous traveling sales-
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man problem (TSP)∗, cf. Schmitting (2000), and there is a lot more theory
behind VDs and DTs, especially concerning run time efficiency of algo-
rithms; Bern & Eppstein (1995) give some overview on this.
Following the definition of the DT above, only point sets can be trian-
gulated and the domain will, therefore, be the convex hull of the set. This,
however, is not what is generally needed for the ice-shelf model, where it is
much more likely that one wants to triangulate a domain that is given by
a certain, possibly non-convex boundary polygon. When calculating the
DT for a point set and simultaneously prescribing the domain boundary,
two problems arise: For a non-convex boundary, there will be triangles
outside the actual domain, and the boundary itself is not necessarily rep-
resented by any of the edges of triangles. There are two distinct methods
to solve this: conforming Delauny triangulation and constrained Delauny
triangulation (CDT). The first method introduces new Steiner points on
the boundary until the boundary is matched by edges of the DT; excessive,
outside lying triangles are omitted. The alternative approach, the CDT,
directly enforces the boundary line segments to be edges of the DT. It can
be shown, that the CDT has the following properties:
• it minimizes the largest circumcircle,
• it minimizes the largest min-containment circle and
• it maximizes the minimum angle of the triangulation.
Therefore, the CDT satisfies the stronger max-min condition and, conse-
quently, it is very often used for FE modelling.
As it is used within the ice-shelf code, the triangle algorithm generates
a CDT for a given set of PSLG: A closed boundary PSLG composed of
the grounding line, the coastline and the calving front is used as input
data. Since the SSA equations do not hold for ice rises, cf. section I.1.4,
these regions are excluded from the calculation and another PSLG for the
ice-rise margin is used. For a quality mesh generation, a maximal area
constraint can be given. While the CDT may introduce Steiner points
along the margins, it does not remove any of the vertices of the PSLGs;
therefore, inflow regions like glaciers and ice streams can be modelled by
∗The TSP is the following: given a set of points, what is the shortest graph including
all the points exactly once.
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providing enough nodes for the boundary PSLG representing the geometry
of these inlets. Since glaciers are relatively small compared to the overall
extent of the ice shelf, a fine triangulation is generated this way nearby the




II.1.3. Approximation using functions with compact
support
The weak formulation derived in section II.1.1 shall now be discretized on
the triangular mesh. After removing the coupling between the effective
viscosity and the velocity field using an iterative scheme as described on
p. 93, a linear differential operator was obtained. The aim of the discretiza-
tion for such a linear operator is to evaluate the integrals in a way that
leads to a solvable, linear system of equations. To achieve this, all quanti-
ties are approximated by certain Ansatz - or shape functions. Since shape
functions with compact support are chosen, i.e. shape functions that are
only non-zero on individual triangles, the values of the integrals over the
whole domain can easily be calculated as the sum of the integrals over all
the individual elements. For the method applied here, a further demand
is made on the shape functions: They are chosen to be continuous across
the element boundaries; in the FE terminology this means that conformal
elements are used. Even though the property of continuity might seem to
be essential, there are FE methods that lead to meaningful results using
non-conformal elements; these methods, however, are not well established
mathematically, cf. Schwarz (1991). During the assembly of the integrals
over the whole domain, no fluxes between the individual elements have to
be considered for conformal elements: All flux terms cancel out each other
in the interior of the domain. Of course, this is different for the elements
closest to the margins, where the boundary conditions are to be applied.
Polynomial shape functions over the triangles are used, and all physical
quantities are approximated with the same polynomials. It will be shown
later on, that two dimensional polynomials of order n have N = 1/2(n +
1)(n + 2) coefficients. Therefore, N sampling points are needed for each
element; the values of the quantities at the position of the nodes are used
as the coefficients of the approximation. Furthermore, N different shape
functions are obtained.
While deriving the weak formulation eq. (II.1.8), the test function Φ
was introduced. This test function will now be used to set up the linear
system of equations. In some regard, the weighted residuum formulation
is a generalization, since depending on what is chosen as a test function,
finite difference, finite volume of finite element schemes can be obtained.
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Here, a Galerkin method∗ is used and the test function is chosen from the
set of shape functions. For a n-th order approximation, N coefficients have
to be determined, and, therefore, N equations are needed. Each of them is
obtained from choosing Φ to be one of the N shape functions. This way, a
system of equations can be assembled that will become solvable as soon as
the boundary conditions are considered. All that is only roughly sketched
here and will now be explained in detail.
II.1.4. The method of finite elements in 2D with triangles
Figure II.2.: Transforming triangles onto the master element.
The Master Element A triangulation of a domain Ω results in many
triangles with various sizes and orientations. Rather than performing all
the calculations on those different triangles, it is much easier to transform
them, one after the other, onto just one standard triangle which is called the
master element. Fig. II.2 sketches this transformation. Mathematically, it
is a linear mapping of points at the coordinates x and y to new coordinates
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for the inverse transformation. I is the determinant and the Jacobian of
the mapping and twice the area of the triangle,
(II.1.13) I := (x1 − x0) (y2 − y0)− (x2 − x0) (y1 − y0) .
Since the partial derivatives of the transformation are needed later on, they





































Generally speaking, a polynomial of order n is given in terms of N
coefficients and N monomials, cf. p. 110. In two dimensions, and using the









a1 a2 a3 a4 a5 a6 . . .
)t
,(II.1.17)
any polynomial approximation of a quantity Ψ(ξ, η) can be written as†
(II.1.18) Ψ(ξ, η) = aiξi.
At this stage, however, the coefficients (ai) do not have any meaning apart
from simply being interpolation coefficients. For a finite-element scheme,
however, all quantities should be expressed in terms of nodal values Ψi.
∗Speaking of vectors in this context is to be understood in the purely mathematical
sense as they do not have any special transformation properties and are therefore no
first rank tensors. For this reason, these vectors are not written in bold face.
†As far as the polynomial approximations are concerned, all indices run from 0 to N ,
which is the number of coefficients for a two dimensional polynomial of order n.
104
II.1. The mechanical ice-shelf problem
This is accomplished by a linear transformation from nodal values to the
coefficients,
(II.1.19) ai =: Aij Ψj .
From this, the polynomial approximation of the quantity Ψ(ξ, η) can be
expressed using its nodal values,
(II.1.20) Ψ (ξ, η) = Aij Ψj ξi =: Ψj Nj .
This gives rise to the definition of the shape functions Ni,
(II.1.21) Ni := Ajiξj .
For an approximation using n-th order polynomials, N different shape func-
tions are obtained from this equation.
Natural coordinates for triangles In the previous paragraph, things were
simplified by introducing the transformation to a master element, and all
the calculations are to be performed on this single element. Furthermore,
shape functions were defined in a way that nodal values replaced the in-
terpolation coefficients of the polynomials. These shape functions can be
further simplified by yet another coordinate system, the system of natural
coordinates. These coordinates are obtained from subdividing a triangle
into three new triangles and by connecting each of the nodes with a point


































are created. The new coordinate system spanned by the coordinates ξ1, ξ2
and ξ3





















[(x1y2 − x2y1) + x (y1 − y2) + y (x2 − x1)] .(II.1.26)
For the master element, these coordinates are simply
Figure II.3.: Triangle subdivision, definition of natural coordinates.
ξ1 = 1− ξ − η,(II.1.27)
ξ2 = ξ,(II.1.28)
ξ3 = η.(II.1.29)
The natural coordinates cannot be independent of each other since three
coordinate values are used to specify a point in two dimensions. In fact,
ξ1, ξ2 and ξ3 are coupled by a simple relation,
(II.1.30) ξ1 + ξ2 + ξ3 = 1.
∗The natural coordinates ξ1, ξ2 and ξ3 shall not be confused with the components of
the vector (ξi) as defined on p. 104.
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Given in natural coordinates, the nodes of the triangle are just P0(1, 0, 0),
P1(0, 1, 0) and P2(0, 0, 1). The inverse transformation can be shown to be
x = x1ξ1 + x2ξ2 + x3ξ3,(II.1.31)
y = y1ξ1 + y2ξ2 + y3ξ3.(II.1.32)
Figure II.4.: Triangular
master element for linear
shape functions.
First order / linear shape functions Eval-
uating the linear Ansatz-polynomial eq. (II.1.18)
at the three nodes of the master element, i.e.
at the positions P0(0, 0), P1(1, 0) and P2(0, 1),
leads to the following linear system of equa-
tions
Ψ1 = a1,(II.1.33)
Ψ2 = a1 + a2,(II.1.34)
Ψ3 = a1 + a3;(II.1.35)
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 =⇒ (Aji) =
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Knowing the matrix (Aji), the shape functions can be calculated from
eq. (II.1.21),
(II.1.37) (Ni) = (Ajiξi) =










In terms of the natural coordinates, the shape functions are very simple;
this is even more convincing when going to higher order approximations.
Second order / quadratic shape functions For second order approxima-
tions, quadratic polynomials with six coefficients are needed, and, there-
fore, six locations on the standard triangle have to be chosen for the six
nodal values. This is done as sketched in fig. II.5. The procedure to
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Again, they are greatly simplified by introducing the natural coordinate
system.
Evaluating integrals over triangles An integral formulation of the ice-
shelf problem has to be derived first in order to obtain a finite-element
scheme for approximating the equations numerically. For this reason, a
weak formulation was derived for the ice-shelf problem in section II.1.1.
Then, the polynomial approximations – as laid down in the last two para-
graphs – have to be introduced to the integral equations, i.e. quantities
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have to be replaced by the approximations using nodal values. Since these
nodal values are constants, the integration has only to be performed over
polynomials. In the FE literature, many different ways can be found how
to actually handle this integration. Many authors use different kinds of
numerical methods to approximate the integrals, e.g. Gaussian integration
methods which are perhaps most commonly used. Generally speaking,
these methods can be shown not to be an approximation but exact for
polynomials up to a certain order. Therefore, from looking at what the
highest order polynomial occurring within the equations is, an appropriate
“numerical” scheme that exactly solves the integrals can be chosen. Often,
special positions within the master element – the so called Gauss points –
are introduced and the numerical methods of integration are evaluated at
those locations.
Since, however, in most cases the overall goal of a finite element method
is to implement the solution of the equations in a computer program, there
is yet another, different way to evaluate the integrals over polynomials: It is
relatively easy and straightforward to perform the algebraic manipulations
needed for polynomials, like addition, multiplication, differentiation as well
as the integration over the elements analytically within the computer pro-
gram itself. The big advantage of this method is, that it is independent
of the order of the polynomials occurring while setting up the equations,
and no numerical integration scheme nor Gauss points have to be chosen
in advance. The implementation of equations is greatly simplified by this
approach since the integrands can directly be coded as they appear under
the integrals.
There may, however, be a small run-time-efficiency drawback since the
algebraic manipulations within the FE program must be performed each
time the linear system is to be set up, since these manipulations have to
be performed for all the elements whenever a single nodal value changes
there. How serious this really is, depends on many aspects of the actual FE
implementation, e.g. on how often the matrix of the linear system has to
be assembled and how the linear system itself is solved. From experience
gained with the actual implementation for the mechanical ice-shelf problem,
the following can be said: For direct, non-iterative solvers the time needed
to solve the system greatly exceeds the time needed to set up the linear
system whenever more than a certain, generally small number of grid points
is involved. For other problems, where a considerable amount of computing
time is required to evaluate the equations on the master element, e.g. where
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much more complex materials are used like in plasticity theory, it is likely
that the time needed for the algebraic manipulations of the polynomials
does not contribute much. This is because calculations within the algebraic
code are very simple and efficient; there are no time consuming calculations
like the evaluation of functions of large complexity (in terms of CPU time
needed) with sin, cos, exp or exponential operations.
The situation may be different for iterative solvers since the linear system
has to be assembled again after a certain number of iterations. For all the
calculations performed within this work, the drawback of doing the algebra
in the FE code was never a serious problem. Keeping run-time efficiency in
mind, an efficient algorithm for the algebraic manipulations was developed
and this is explained in the following.
A two dimensional polynomial P (n)(x, y) of order n with coordinates x
and y is composed of monomials p
(i)
j (x, y) of order i,
(II.1.41) p
(i)
j (x, y) := x
i−jyj .
From that, the polynomial can be written as









j (x, y) =
= a0 + a1x+ a2y + a3x
2 + a4xy + a5y
2 + . . . ;








As long as one keeps the order of occurance of the individual terms as given
by eq. (II.1.42), onlyN coefficients have to be stored in a single vector. The
position k of the coefficient for the monomial p
(i)
j (x, y) within this vector





For the implementation of algebraic manipulations of such polynomials,
one also needs to calculate i and j for a given k,
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(II.1.46) j = k − i(i+ 1)
2
.
This is obtained from solving a quadratic equation with only one positive
– i has to be positive – solution. All the rest of the implementation of the
algebraic manipulations is a rather straight forward task: differentiation
decreases the order by one while integration increases it; of course, the
coefficients have also to be calculated according to the algebraic manipula-
tion performed. Adding scalar values, adding two polynomials als well as
multiplying a polynomial with a scalar is very simple; even multiplying two
polynomials can be implemented in the way the calculation is performed
by hand.
Generally, addition and multiplication are rather cheap in terms of
computing time compared to the evaluation of many other mathemati-
cal operations. In order to obtain the exponents of the monomial from a
given coefficient number, i.e. from the position in the coefficient matrix,
a square root has to be calculated, and this might become an efficiency
drawback. This, however, can easily be avoided by using a look-up table.
Whenever something is known about the order of the polynomials involved,
eqs (II.1.45) and (II.1.46) need to be evaluated only once for each entry in
the look-up table∗. This does not mean, however, that one has to know
the maximum order that will occur before compiling the program, since
the look-up table can be adjusted whenever a polynomial occurs that is of
higher order than the table was created for.
For integrating a monomial over the master element, i.e. the standard






(i+ j + 2)!
.
With this last equation, all ingredients for the calculation of the polyno-
mials and the integration over the elements are at our disposal: all com-
putations are performed analytically and there is no need for any further
numerical approximation of the integrals.




II.1.5. A FE method for the mechanical ice-shelf problem
The shape functions derived in the last sections are now incorporated into
the weak formulation of the ice-shelf problem, eqs (II.1.9) and (II.1.10).
First of all, one has to decide on how the velocity-viscosity coupling is
handled. As explained before, this shall be done iteratively, i.e. keeping
the effective viscosity fixed while the velocities are calculated. Since the
velocity components will be calculated at the nodes – they will have to be
interpolated across the elements using the shape functions – it only seems
to be natural to do so for the effective viscosity as well.
Exemplary, the integral over the first term of eq. (II.1.9) – all constant
































dξdη (vx)j =: (K0)ij (vx)j .
Eqs (II.1.14) were used to transform the derivatives and the Jacobian I
to transform the integral. Similar terms occur within the first integral of


























∗Upper indices in brackets are used to distinguish matrices and vectors originating
from the individual terms of eqs (II.1.9) and (II.1.10).
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The second integrals of eqs (II.1.9) and (II.1.10) depend on the ice thickness
and on the basal drag at rumpled regions. These two quantities are also
given at the nodes and they are – just as it was done for the effective
viscosity before – interpolated across the element using the shape functions.
From these two integrals, the following vectors are defined:










































So far, only integrals over the master element’s sub-domain were consid-
ered. To derive expressions for the integrals along the boundaries, the fol-
lowing notation is used: The boundary line segment is denoted by PAPB,
with the positions of the nodes A and B being PA(xA, yA) and PB(xB, yB),
respectively. PA and PB are chosen in a way that the integration along
the boundary Γ of the domain Ω is in mathematical positive order, when
performed from PB to PA. Going to the next element, PA is the point PB
from the former boundary segment. The third point spanning the triangle,
that is not part of the boundary segment under consideration∗, is denoted







Figure II.6.: Finding the orienta-
tion of ˆ ′.
It is not yet clear whether this normal
points to the inside or the outside of
the domain Ω. Fig. II.6 sketches how
the orientation can be obtained. With
PAPB being the boundary segment, the
vector rt always points to the outside
and from that, a unit normal vector





′ if r · nˆ′ ≥ 0
−nˆ′ if r · nˆ′ < 0 .
Since rt is parallel to PAPC, the following vector, that may be somewhat
more efficient to calculate, is actually used
(II.1.59) r′ := rA − rC,
with rA and rC being vectors pointing from some origin to the points A
and C, respectively.
∗This point might well be a point of another boundary segment.
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Since the integration along the boundaries shall also be performed on
the master element, the change in length of a line element, that is trans-
formed from Cartesian coordinates to the coordinate system of the master
element, is needed. For this, a deformation gradient F Γ is introduced as



























(II.1.62) dΓ(ξ,η) = F dΓ.















+2 (4x134y31 +4x214y12)4xBA4yBA + (4x213 +4y221)4y2BA dΓ.
To perform the integration along the boundary segment, a parameteriza-
tion of the line integral is used with s being this parameter. The integration
is performed from s = 0 to s = 1. Table II.1 shows how the three possi-
ble cases for mapping the boundary segment onto one edge of the master
element are parameterized.
As for the integrals over the master element, the introduction of the






(0, 0)(1, 0) s 0 1
(0, 0)(0, 1) 0 s 1
(1, 0)(0, 1) s 1− s √2
Table II.1.: Parametrizations for the boundary integrals.















































































































Using the matrices and vectors defined so far, the discretised form of the
weak formulation for one single triangle mapped onto the master element


























= (g0)i − (f0)i + (b0)i ,
(II.1.72)
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= (g1)i − (f1)i + (b1)i .
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Certainly, the boundary integrals have only to be considered if the e-th
triangle is part of the corresponding boundary, i.e. L
(·)
ij only along the
grounding line, the coastline and along ice-rise margins and b
(·)
i only for
the calving front. Furthermore, g
(·)
i only contributes for rumpled regions.
The systems of eqs (II.1.71) and (II.1.72) can be written in a clearer way
by using the following element matrices,
(S0)ij := 2 (K0)ij +
1
2





(S2)ij := (K2)ij +
1
2





(B0)ij := 2 (L0)ij +
1
2





(B2)ij := (L2)ij +
1
2




































FE methods for certain differential operators that occur often for practi-
cal applications lead to symmetric element matrices. This symmetry is a
very advantageous property and many specialized and efficient solvers are
available for those systems. For the ice-shelf problem, however, no such
symmetry arises: While the element matrices S
([0,1,2,3])
ij the way they occur
in the system of eq. (II.1.77) do have the symmetry property, the matrices
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B
([0,1,2,3])
ij – they represent the boundary integrals that were introduced
from applying Green’s theorem – do not. Destroying the symmetry is the
price to pay here for getting rid of one derivative and fulfilling the boundary
condition along the calving front identically.
The further procedure is as follows: Any of the triangle is mapped onto
the master element and the matrix and vector coefficients are calculated.
During this calculations, the nodes have a local numbering, i.e. the node-
numbering scheme of the master element. Within the triangulation of the
domain, the nodes do also have a global numbering with counts each of
them exactly once. A mapping from local to the global node numbering is
needed to assemble the linear system for the whole domain. After initial-
izing the global matrix with zeros, the local vector and matrix entries are
added to their global counterparts that are found from the local-to-global
node number mapping. Finally, the following linear system of equations is
obtained:
(II.1.78) Kij vˆj = ri
with vˆ defined as
(II.1.79) vˆj := ((vx)j , (vy)j)
t
.
The indices i and j count all the nodes, i.e. i, j ∈ [0, Nn] with Nn being the
number of nodes of the discretisation.
II.1.6. Solving the linear system
The number of numerical methods that can be used to solve the linear
system is restricted since the matrix arising from the FE method lacks
the property of symmetry. Therefore, a simple Gauss algorithms without
pivotisation is used as the general purpose solver. Its main disadvantage it
that its run time efficiency is proportional to n2, with n being the number
of nodes.
II.1.7. Error estimations and relaxation method
Two different measures of convergence are used to control the iterations.
The first shows how strongly the velocity field of the (l + 1)-th step of
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y )i − (v(l)y )i
]2
.
The second one is defined to reflect the influence of updating the effective














An essential assumption for any numerical scheme that tries to approx-
imate the mechanical ice-shelf equations is, that this problem indeed has
a unique solution. The whole problem, however, is highly nonlinear and
at present there seems to be no mathematical proof for the existence and
uniqueness of a solution. On the other hand, there is no evidence from field
observations that there is something like, e.g., a bi-stable behaviour that
would question the uniqueness of a solution. For this reason, this work
postulates the existence as well as the uniqueness of the solution.
Mathematically, both measures defined above should converge to zero
as the number of iterations l goes to infinity. For real applications, how-
ever, this is limited by the accuracy used while performing the computa-
tions. Both measures, therefore, will only decrease until a certain threshold
depending on the accuracy used is reached. Generally, a monotone conver-
gence of these two values is preferred, but there is no guarantee that the
iteration scheme does not produce some numerical oscillations. Whenever
an oscillating 4res or δres is undesirably, a relaxation scheme can be used
for the iteration.
Let v˜(l) be the l-th iteration of the velocity field calculated form the
effective viscosity of the former step of iteration, ν(l−1). Then, the relax-
ation scheme leading to the new velocity field can be written in terms of a
relaxation factor w ∈ [0, 1] as
(II.1.82) v(l) := w v˜(l) + (1− w) v(l−1).
This relaxation method damps numerical oscillations since it takes only a
certain percentage of the new solution for the velocity field into account
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and averages between the new and the former solution. A priori, however,
it in not clear how to actually chose the relaxation factor w. An optimal
value would sufficiently damp numerical oscillations without slowing down
the rate of convergence to much. Without having a proof for the existence
and uniqueness of a solution of the ice-shelf equations, there seems to be
little hope for determining an optimal w from theoretical considerations or




In the following paragraph, the implementation of the numerical ice-shelf
model is sketched. Rather than going into every tiny detail here – this is not
possible anyhow simply due to the extent of the class libraries developed,
nor is it necessary since the details can be found in the source code – the
overall software architecture and design is presented and some motivation
shall be given about why and how it was chosen.
Since the numerical model is implemented in C++, it only is natural
to give the books of the designer and original implementor of this lan-
guage, Bjarne Stroustrup, as a reference. At present, Stroustrup (1997)
is the latest edition of this book. Since the last one, many new features
such as namespaces and exceptions were added to the language. Further-
more, the way how certain mechanisms (templates) are used to implement
generic libraries like the Standard Template Library (STL) evolved and
became part of the ISO/ANSI C++ standard. The third edition of the
book covers these topics that were not even mentioned in the former edi-
tion, Stroustrup (1992). At the same time, other topics were substantially
shortened or even dropped completely: The second edition contains some
very useful and instructive paragraphs about the design of software and
on how to organize and keep together large-scale coding projects. Even
though this dissertation was mainly a single-person project, many of the
basic ideas explained in the second edition proved to be very useful. There-
fore, both editions – provided that the second one is still accessible – are
recommended, even though both of them, but especially the second edi-
tion might be hard to read for C++ beginners. There are, however, many
other books about object-oriented (OO) design and C++ available, the
reader might fall back on whenever the books by Stroustrup alone are not
sufficient or too hard to understand.
Before explaining the actual implementation of the ice-shelf model, it
should first be emphasized why an object-oriented approach was chosen.
For some numerical FORTRAN-traditionalists, it might seem to be point-
less to use such methods for numerical purposes. It might even be that
some of them would say that using C++ for numerical simulations causes
a lot of extra work that one would not have to do if one uses a procedu-
ral language like FORTRAN∗. From the personal experience gained while
∗It does not matter much which version is considered here, e.g. FORTRAN-77 or
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working with procedural numerical codes – and this aligns with what many
others experienced in many different areas where real world processes are
simulated in computer programs – I disagree with this opinion.
To make this clear, take a look at how a typical numerical FORTRAN
program works. First of all, there is some data that should be treated
somehow within the program. Often, this data is organized in FORTRAN
common blocks, or, alternatively, simply in global variables. Then, there
are some subroutines that do something on the data that is given as a
parameter, or alternatively, the subroutine has some knowledge on the
common blocks. Often, such subroutines expect not only a single parameter
but need some additional data to perform a certain operation. Exactly
this is what often makes larger software projects hard to manage and what
led to the development of more modern software development paradigms
in the past: There is no direct connection between the data the routine
acts on and the routine itself. One of the most severe problems is that
it is usually not clear which parameters or common blocks get altered in
a certain subroutine and which do not. In case of FORTRAN, the only
way to provide this information is a detailed documentation. Otherwise,
anyone who wants to use the subroutine has first to analyse whether the
parameters get changed or not. Just imagine a code with several thousands
of subroutines – this number is not uncommon for larger modelling efforts
– where you have to figure out all the side effects of calling just a single
sub-routine.
In OO programming languages like, e.g., smalltalk, Java or C++, this
problem can be addressed by packing some of the routines – called member
functions – and the data they act on together to classes. These structures
can be looked at as some more abstract or generalized data type, i.e. as a
generalization of C structs. Whenever an instance of a class, i.e. a variable
of that data type, is created, it is called an object. Classes can hide some
of their details (implementations, other data) from the user and provide a
clear interface to the outside. Together with the strong type checking in
C++, anyone who wants to use a certain class library knows whether data
passed to (member) functions may get altered or not just by looking at the
interface. Since algorithms and data are packed together, the objects know
about how to perform certain operations. As an example, an object of a




how to multiply itself with other matrices or even with other objects like
vectors. Furthermore, special matrices like, e.g., symmetrical matrices can
be implemented as a specialization of the more general class ’matrix’: A
new class ’symmetrical matrix’ would inherit all that ’matrix’-objects are
capable of. A derived class may even re-implement some of the member
functions, e.g. for accessing individual matrix elements while storing them
in a completely different, more efficient data structure. It is sensible to
provide the same interface for both classes, i.e. the user should be able to
access matrix elements of a ’symmetrical matrix’ in just the same way as
those of general matrices. In fact, the user does not even have to know
what kind of matrix it is he uses, it is sufficient to know that it is a matrix.
C++ has many more language features that can be used to match the
one goal: Hide anything a user does not have to know and provide a clear
interface∗.
Such techniques can also be used or simulated in other languages, even
in FORTRAN, and in fact, there are many well designed, object-oriented
libraries written in C. True OO languages, however, not only permit the
usage of these methods, they support it. Of course, all this by itself does
not lead to a clean programming style automatically. One has to think
carefully about the class hierarchies, and it is not at all a simple task
to find a good design. Typically, here are the objections from traditional
FORTRAN programmers: Using an OO language, you have to think about
the design of things like class hierarchies, something you would not have to
do if you would use FORTRAN. This, however, is not true! If you would
try to program a library in a way that it is reusable in other projects as
well as understandable by other users (and by yourself after some time has
gone), you have to make design decisions quite similar to those you would
have to make when using OO languages. If you do not, it is very likely that
the program ends up in a hardly manageable “spaghetti code”. It is hardly
understandable that modern software development paradigms are not yet
widely used for numerical computation, since these techniques proved their
superiority in may commercial and OpenSource projects.
Using an OO languages by itself does not guarantee a good software
design, but it can help when used properly. On the other hand, program-
ming in procedural languages does not necessarily mean that one produces
∗To ’hide’ means to encapsulate things within the class structure. Surely, in case the
user wants to know what is hidden, he can look at it, but he does not have to.
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a bad code, but the language itself does provide little to improve the re-
usability of the code. It is also clear, however, that OO languages are not
the ultimate and only tool for successful software projects. Today, there
are many more techniques that are successfully applied in large software
projects. Many of them are more and more detached from the program-
ming languages used and describe more how such projects can be efficiently
managed and controlled. Often, however, a clean design and the provid-
ing of proper interfaces are the basis of such techniques. For numerical
simulations like this ice-shelf model, C++ is a well suited language, not
only because it supports all the techniques discussed, but also because its
run-time efficiency is comparable to FORTRAN.






Usability means that classes encapsulate what is not necessary for the pro-
grammer to know; they can be used through the interfaces provided. This
is not only essential for large projects where many people work on the
same code. It is also at least very convenient for single-person projects
whenever one wants to re-use some code that was written some time ago
(meanwhile one might have forgotten all the details of the implementa-
tion). Re-usability means that individual components that might be useful
in another context should be identified and encapsulated. Vector and ma-
trix classes are good candidates for this. Extensibility means that classes
should be generic in a certain sense: A general class ’matrix’ should be
designed in a way that makes it possible to derive new, specialized matri-
ces from it, e.g. a class for symmetrical matrices. This should be made
possible without changing the original class ’matrix’.
Before some components of the implementation are explained, two lan-
guage features of C++ shall be briefly described since they are needed to
understand what follows: inheritance and templates. Inheritance means
the following: Given a class A – the base class – that stores some data
together with some member functions operating on it. Then, a class B can
be derived from class A and inherits both, the data as well as the member
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functions∗. Class B may directly use the member functions of class A, or
it may provide its own implementation (it may also call the corresponding
member function of class A). There is a mechanism called virtual functions
that finds the appropriate member function for a given object. To illustrate
this, assume that there is a third class C, also derived from the base class
A. Class A could describe a vehicle, class B could be a car and class C a
bike. All of them have a virtual member function ’drive me’. Furthermore,
assume a class D, a driver. It has a member function ’drive’ that expects
a drivable vehicle (class A) as its argument. Since all vehicles know how
they are driven – they all have that virtual member function ’drive me’
– the driver (class D) can drive any vehicle (any class derived from class
A) without knowing in detail the difference between driving, e.g., cars and
bikes: He knows how to drive a general vehicle and the vehicle itself knows
how this is actually done. The process of finding out how to drive (which
member function to call) takes place during the run time of the program.
Templates provide a similar mechanism, but they are resolved (this is called
instantiated) at compile time and they are much more general. Using tem-
plates, it is possible to write classes and algorithms without specifying the
actual data type they are composed of or they act on, respectively. A sim-
ple example is a template vector class that can be used for floats, doubles
or even for complex numbers.
Using virtual functions – this is called polymorphism – may cause an
efficiency drawback since it is decided at run time which function is ac-
tually called. Therefore, whenever there is an unfavorable ratio between
the number of expected calls of a certain function and the amount of work
it does, virtual functions are avoided and fast inline code – code that is
inlined during compile time, i.e. no function has to be called at all any
more – or templates are used.
Since most of the data is stored in dynamically allocated memory, the
ice-shelf code must take care that this memory is freed again once it is not
used any longer. To provide a consistent mechanism for this, a reference
counted smart pointer is implemented. The basic idea is simple: Whenever
an object is created, a counter is associated with all the pointers to that
object. The counter is increased whenever another pointer to the same
object is created and it is decreased when a pointer no longer points to the




object. Once the counter reaches zero, the memory gets freed.
All classes storing numerical data, e.g. field quantities, the grid, physi-
cal constants etc., have a notion of how to write themselves into a NetCDF
(network common data form) file, a platform independent binary data file






















Figure II.7.: UML diagram for
the velocity class.
This data format can be read by a vari-
ety of graphic programs, GMT∗, Smith
& Wessel (1998), is one of them.
A special system for the documen-
tation of the source code called doc++†
is used. This tool utilizes specially for-
matted comments within the source it-
self to generate a documentation. Even
though it is also possible to obtain a
documentation in LaTeX from this tool,
this is not of much use for the ice-shelf
class libraries since it produces several
hundreds of A4 pages. A better alter-
native is to use it to generate a docu-
mentation in html. This can be viewed
with any Java capable WWW browser.
The tool provides an interactive (im-
plemented in small Java applets) class
browser for the navigation through the
code.
As one example, the hierarchy lead-
ing to the class storing the velocity field
is discussed (fig. II.7 shows the diagram
in Unified Markup Language (UML)
notation). Many of the details have to
be omitted here in order not to over-
load the diagram, however, they can be
∗Even though GMT uses NetCDF, it can only read files that contain certain variables.





found by browsing through the source
code. The class hierarchy starts from the base class ’Array1D’. This class
provides the actual storage of the vector elements and knows how to write
its data into a NetCDF file. Derived from this base class, there is a class
’Vector’ that implements different kinds of mathematical operations on vec-
tors like addition, subtraction, dot product, multiplication with scalars and
many more. With regard to the FE linear system, it is advantageous to
store the horizontal velocity components in one single vector, alternating
between the two components. When saved to a NetCDF file, however, two
distinct variables vx and vy are preferable. Therefore, another class provid-
ing a new view on the ’Vector’ class is introduced: ’Compound2DVector’.
It provides an interface with direct access to the velocity components from
the node numbers. It also creates two variables when saved to a NetCDF
file. The next specialization is the class ’FEp2TriangVector’. This one
stores a smart pointer to the grid and provides services for vector fields
on 2D triangulated domains. It is implemented as a template∗ and can
be instantiated for different shape functions; ’p2’ stands for second order
polynomials. Among many other things, it provides access to nodal values
from both, global node numbers as well as from a combination of a preset
element number and the local node numbering scheme. It also performs
the interpolation across the elements using the shape functions. The last
stage finally is the class for the velocity field, ’FESSAVelocity’. Apart from
overloading the Array1D-NetCDF-routines to store some additional infor-
mation about the velocity data, it has member functions to calculate the
stain-rate tensor components and its second invariant d. The design goal
of re-usability is met in this example in different ways: The base class ’Ar-
ray1D’ is used for many other purposes within the code like storing node
numbers and grid information, but also for the polynomial coefficients. Of
course, there is also a class ’FEp2TriangScalar’, e.g. for storing the ef-
fective viscosity. This class re-uses the same implementation of the shape
functions as the ’FEp2TriangVector’ class does.
There are some approaches that use object-oriented methods to de-
scribe a FE domain by modelling each of the elements by a single object.
Roughly speaking, they prescribe the equations and boundary conditions
within these individual objects. Another object holds a list of the elements
and visits all of them when assembling the FE matrices. Among others,
∗In fact, all the classes presented are implemented as templates, mainly to be usable
at different accuracies, i.e. at float or double precision.
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Duboius-Pe´lerin & Zimmermann (1993) propose such a design. Since the
scope of this work is to solve only the ice-shelf equations with a FE method
rather than implementing a general purpose FE problem solver, a different
approach is used. It is very loosely based on how traditional matrix based,
FORTRAN FE codes are implemented: there is a central routine that
traverses all the nodes to assemble the system of equations. This routine
knows what the equations are and where which boundary condition applies.
However, from a certain viewpoint – namely the way it is implemented in
the code – both methods are not entirely distinct: Since the matrix and
vector coefficients of eq. (II.1.77) are calculated from integrations over the
triangle or along the boundaries, an object ’FEp2Triangle2D’ is used in the
implementation. This object provides just another view on the data stored
in the numerical grid class, calculates some of the values needed to assem-
ble the system of equation and migrates around as different elements are
accessed. The approach of Duboius-Pe´lerin & Zimmermann (1993), how-
ever, is much more general and offers more flexibility for a general purpose
FE library.
The aim of the ice-shelf FE class library is not to compile a single
program that solves the ice-shelf equations under all kinds of different
conditions. Rather than this, it is a development framework for different
applications like grid generation, including the interpolation of measured
topography data onto the grid and for solving the equations with different
methods. The following small program shows how this class library can be




int main(int argc, char** argv)
{
CPNetCDF cdf(new NetCDF(argv[1], NetCDF::ncReadOnly));
















The first four lines of the code read the ice-shelf data from a NetCDF file
(of course, this file is also created using the class library), while the next
two prepare a new NetCDF file for writing the results.
FESSAIterator iter(shelf);
const lint N(atoi(argv[2]));
This defines and initializes an iterator – the effective viscosity is set to a
reasonable value here – and sets the number of iterations.






This is the core of the iteration, the iteration loop. After each iteration,
the results are written to the NetCDF file.
Apart from classes for the core numerical code, there are also several
other classes for various purposes as well as a visualisation tool with a
graphical user interface. It is written using gnome–, gtk–, libsig++ and
plotutils as a device independent plotting library. A screenshot is shown
in fig. II.9. All of them are OpenSource and should be included in most
modern LINUX distributions. At least, they are available for free over
the Internet. The visualisation tool itself directly utilizes the FE approx-
imation and uses the shape functions to interpolate across the grid. For
example, the colour coding of a scalar variable is calculated from the values
at the centres of mass of the elements. Smaller elements are obtained from
tessellation to get a finer resolution (adjustable within the program). The
algorithm for determining isolines is also based on the FE approximation:
The domain gets covered by a new, rectangular grid (again, the resolution
can be adjusted from within the program). The values at the location of
the new grid nodes are interpolated using the FE approximation and a flag
is set at that location depending on whether the value is smaller or larger
than the value of the isoline to draw. The isoline itself is obtained as a
polygon from tracing the grid of flags.
The whole class library can be used on standard computer hardware
running UNIX, preferable LINUX. All the libraries needed, first of all the
NetCDF library and those used for the visualisation tool, should either
be already available in most modern LINUX distributions, or they can
at least be downloaded from the Internet. The CPU time and amount
of memory needed depends on what is done with the code. For medium
sized problems with maybe a few hundred nodes, only a few megabytes of
memory are needed and the iterations take seconds up to a few minutes on
standard hardware like, e.g., a 850MHz AMD Athlon or a Intel Pentium
III. Going to finer and finer grids, however, any amount of memory and
computing power can easily be used up. Besides the resources needed at
run time, a considerable amount of memory is necessary to compile the
libraries at the full level of compiler optimisation. It is not unlikely that
the compiler allocates up to 50MB of memory during compile time.
Fig. II.8 summarizes the numerical model in a flow chart. In order
to perform some computation, the margins of the ice-shelf domain must


































Figure II.8.: A flow chart of the numerical ice-shelf model.
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Figure II.9.: A screenshot of the visualisation tool.
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covering the ice-shelf domain can be generated. Furthermore, ice thickness
data is needed at all the nodes and the velocity boundary condition has to
be specified along the grounding line, the ice-rise margins as well as along
the coastline. Before the velocity field can be calculated, the effective
viscosity has to be initialized, i.e. preset to a certain value. Once the
velocity field is known, the effective viscosity can be computed. A test
for convergence decides whether to perform another step of iteration or
to finish the program. Finally, the velocity field as well as the effective
viscosity are obtained as the main results.
The numerical implementation solves the ice-shelf equations in their
dimensionless form. In general, this is advantageous for numerical com-
putations since all quantities are then of similar order of magnitude. Due
to the use of dimensionless variables, single precision is sufficient for the
ice-shelf model. This is very convenient for test purposes: The complete
code can be recompiled with double precision variables changing just a sin-
gle line and, therefore, it is easy to prove whether numerical instabilities
are simply caused by insufficient computing accuracy. For numerical codes
that do always need double precession, such tests are much more compli-
cated to perform. Even though there are arbitrary precision libraries that
could be used, this would have a significant impact on the computing time
since the maximum precision for operations built in hardware on general
purpose FPUs is double precision.
physical quantity typical value
[t] 1000 a
[H ] 0.5 km
[L] 750 km
[A] 4.9 · 10−16 kPa−3 s−1




acceleration due to gravity g 9.81 m s−1
conversion from years to seconds 31556926 s
density of ice ρ 910 kg m−3
density of of sea water ρsw 1028 kg m
−3




II.3.1. Ice shelf ramp
An analytical solution
Under certain, very restrictive conditions, it is possible and very simple
to obtain an analytical solution for the ice-shelf velocity. The assumptions
necessary are as follows: The ice shelf is of infinite extent in the x-direction
and variations of all quantities in this direction are assumed to be negligibly
small. Therefore, it is sufficient to only consider a one dimensional problem
in the y-direction and eq. (II.1.1) leads to the following ordinary differential





























As a further simplification, a constant temperature T0 is assumed, and from
that, the constant rate factor A0 := A(T0) is defined (Glen’s flow law with
A0 = 4.9 · 10−16kPa−3 s−1 is used). With these assumptions the effective
viscosity ν¯ as defined by eq. (II.1.2) reads











This equation is integrated along a line starting at a position y towards














Whenever the ice thickness is known as a function of the position y, the
ice velocity can be calculated from integrating this equation starting at the
grounding line. It is given by











Figure II.10.: Vertical cross
section of the “ice ramp” ice
shelf.
A result derived by Sanderson (1979)
says that the gradient of the ice thickness
for bay ice shelves at a position y depends
inversely on the width of the ice shelf at
that location. It further depends on the
horizontal shear stress at the lateral bound-
aries and on the ice density profile. For an
ice shelf of constant width with a density
profile that does not vary horizontally and
that is exposed to a constant lateral stress,
the ice thickness decreases linearly towards
the calving front. This result is used to de-
fine a test ice shelf – an ice ramp – that
is used in several numerical computations.
Fig. II.10 shows the geometry of this aca-
demic ice shelf setup. The ice thickness is given by
(II.3.7) H(y) = 0.2 + 0.8 y.
For this case, the velocity can be calculated from eq. (II.3.5) leading to










(0.2 + 0.8 y)n+1 − 1
}
.
This ice-shelf setup does not account for any influx from glaciers or ice
streams. However, as it can be seen from the above equation, any velocity
at the grounding line is just linearly superimposed to the overall velocity
field. It is, therefore, sufficient to assume a zero velocity boundary condi-
tion along the grounding line.
This analytical solution for the “ice-ramp” ice shelf is an ideal test
scenario for a numerical implementation. Even though a numerical domain
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of infinite extent is impossible, it can be approximated by some large, but
finite domain. The velocity obtained from a FE model along the axis
of symmetry from the grounding line to the calving front should agree
well with the analytical solution if the domain is only large enough. The
agreement should get even better the larger the modelling domain is chosen.
Figure II.11.: Comparison of FE
computations with the analytical solu-
tion.
Figs II.13 show the two numer-
ical domains for the comparison of
the FE computation with the ana-
lytical solution. The extent in the
x-direction, 4x, of the first domain
is four times the distance between
the grounding line (the top margin
of the domain) and the calving front
(at y = 0), for the second one, 4x
is eight (cf. figs II.13∗). Fig. II.11
shows the velocity fields as they are
obtained from the FE model along
the vertical axis of symmetry af-
ter 60 iterations (dashed lines) as
well as the velocity obtained from
eq. (II.3.8) (solid line). The result
from the “shorter” domain shows
some deviation from the analytical
solution, the calculation with 4x = 8, however, is in perfect agreement
with it. Figs II.12 show the convergence parameters 4res and δres for the
calculations. For the smaller domain, a relaxation factor of w = 0.5 was
chosen, and it was set to w = 0.6 for the larger one.
Figs II.14 show the velocity field for both domains. The isolines† plotted
in the lower figure enlighten why the velocity along the vertical axis of
symmetry is higher for the larger domain and not lower as one might expect
from a boundary layer effect: The extent of the smaller domain is not large
enough for the minimum along this axis to develop.
∗Most of the graphs discussed are collected at the end of this section, page 143.




Figure II.12.: δres (solid) and 4res (dashed) for the domain with 4x = 4 (left)
and 4x = 8 (right).
Grid dependency
The next series of model runs are again for the ice ramp but on a quadratic
domain, (x, y) ∈ [0, 1] × [0, 1]. Altogether, six computations for the same
setup but with different grid sizes specified by different maximum area con-
straints amax for the Delauny triangulation were performed. The grids used
are shown in fig. II.15. As can be seen from fig. II.16, which shows the
velocity along two cross sections at x = 0.25 and x = 0.5, most results do
not differ much from each other. The results for two grids, however, differ
by a few percent. Once a certain resolution is reached, in this case at least
amax = 0.01, the results do not change when further increasing the resolu-
tion. Coincidentally, the computation with only amax = 0.05 also matches
the solution very well. The differences in the maximum velocities reached
at the centre of the calving front differs only by a few  , cf. table II.4.
amax w number of iterations (vgl)max
0.1 1.0 40 4.398
0.05 1.0 40 4.514
0.02 0.8 40 4.779
0.01 1.0 40 4.515
0.005 0.5 70 4.557
0.002 1.0 40 4.529
Table II.4.: Model setups for the grid dependence test.
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The convergence of the calculations is shown in figs II.17. Some of
the results were obtained by using the relaxation method (with w 6= 1,
eq. (II.1.82)). Since it is not possible to estimate an optimal relaxation
factor in advance, the question raises whether a damping of the numeri-
cal oscillations is really necessary in order to obtain a good convergence.
In fig. II.18, plots of the convergence parameters for calculations of the
same ice ramp at amax = 0.005, but with a varying relaxation parameter
(w = 1.0, 0.8, 0.7, 0.6, from top left to bottom right) are shown. Especially
the first plot obtained from a calculation without relaxation shows heavy
numerical oscillations in the δres parameter. Since the oscillations are much
less pronounced in the measure for the convergence of the velocity field,
4res, this indicates that the effective viscosity – and to some extent the
accuracy of the solution of the linear system – is much more sensible to nu-
merical oscillations than the velocity field is. This is also confirmed by the
maximum velocities reached at the calving front, summarized in Table II.5:








Table II.5.: (vgl)max reached
at the calving front for dif-
ferent relaxation parameters.
amax = 0.005, 40 iterations.
The first three plots of figs II.19 show
the velocity field after 40 iterations for the
grid generated with amax = 0.01. The ar-
rows are attached to the centres of mass
of the triangles and their width scales with
the absolute velocity value. While in the
left and right corner of the grounding line
the flow is directed towards the centre, the
flow diverges from it near the calving front.
In the vicinity of the lateral boundaries, the
isolines are parallel to the margins: These
shear zones are a consequence of the veloc-
ity boundary condition applied along the
grounding line: vgl = 0. In figs II.20, the components of the strain-rate ten-
sor are shown together with its principle axis. Compressive flow is marked
with black arrows and white arrows are used for dilatant behaviour. Dx,
Dy and Dxy are shown from left to right, from top to bottom. First of
all, the ice dilates in the y-direction everywhere except close to the calving
front. Dy reaches its maximum values at the centre of the grounding line.
Furthermore, the ice is compressed in the x-direction everywhere except
in the corners at the calving front and reaches its maximum values at the
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centre of the calving front. The graph of the horizontal strain-rate, Dxy,
again shows well the shear zones parallel to the lateral margins.
The graph of the effective viscosity, the lower right plot of fig. II.19 shows
a characteristic pattern that can be explained in terms of the local ice
thickness and the strain-rate tensor. According to eq. (II.1.2), ν¯ depends
only on these two parameters provided the rate factor is constant. In both
of the edges on the grounding line, the ice thickness is maximal. Fur-
thermore, as it can be seen from the graph of Dx, this component of the
strain-rate tensor has a maximum that is slightly displaced from the edges
towards the calving front. The product of d, the second invariant of D,
and the ice thickness, however, reaches its maximum in the corners of the
grounding line. A similar situation occurs in the central part of the ice
shelf: Again, the maximum of the effective viscosity is displaced towards a
larger ice thickness compared to the location where Dx reaches its relative
maximum.
The effect of ice rises
The next model computations show the influence of an ice rise on the flow
of the ice shelf. For this, a quadratic ice rise is included in the centre of
the ice shelf. Along its boundaries, a zero velocity condition is assumed.
Fig. II.21 shows the velocity field after 60 iterations. The graph with the
vector arrows and the plot of the vx-component shows how the ice flows
around the obstacle: Above the ice rise, i.e. near the grounding line, the
velocity has a component directed to the left and right of the ice rise,
behind it, the flow converges again and is directed more towards the center
of the ice shelf. Very close to the calving front, the flow is again directed
towards the lateral boundaries, just as it was observed in the previous
computations. The flow around the ice rise can also be seen from fig. II.22,
showing the components of the strain-rate tensor. There is a dilatant flow
in the x-direction before the ice rise, and it is compressive behind it. The
flow in the y-direction is reverse to this: compressive behaviour before the
obstacle, dilatant behind it. The plot of the component Dxy shows that a
shear band also develops along the lateral boundaries of the ice rise (lower
figure). The overall flow is slowed down significantly by the ice rise.
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A “locked up” ice shelf
The mathematical structure of the SSA ice-shelf equations also permits the
following model setup: The complete ice-shelf is surrounded by a grounding
line and there is no calving front. Even though this theoretical setup is not
realized in nature, a similar situation arises where the discharge from the
ice shelf into the ocean is obstructed by islands along the calving front.
The basic model setup is transferred from the previous scenarios, but
with a zero velocity boundary condition all along the margin and without
the ice rise. Fig. II.23 shows the solution for the velocity field. Remarkably,
the maximum velocity is comparable to that obtained from the computa-
tions with the ice rise. Since there is no influx into the ice shelf and no
calving can occur, it is clear that this flow field can only be maintained for
a short time period in reality, and the ice ramp will soon dissolve until the
whole ice shelf is absolutely flat.
The ice ramp with a restricted outlet
The last computation using the ice-ramp setup is for a calving front re-
stricted to a certain region. All along the rest of the boundary, the velocity
is assumed to vanish. Fig. II.25 shows the results for the velocity field. The
vx-component shows an interesting behaviour in the immediate neighbour-
hood of the outlet: near the lateral margins, the flow is directed towards
the corners. Closer to the outlet, it reverses its direction to flow out of the
ice-shelf domain through the calving front. This is also reflected by the
principle axis of the strain- rate tensor, fig. II.26: The dilatant principle
axis (white arrows) rotates from a nearly horizontal position near the cor-
ners to a vertical alignment across the outlet. At the edges of the outlet,
another shear band structure can be observed.
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Ice shelf ramp: figures




Figure II.14.: Dimensionless velocity field of the computations that are com-
pared to the analytical solution. Isolines are shown for the values specified in the
colour wedge (0, 2, 4, 6 and 10).
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Figure II.15.: Model setups with six different maximum area constraints:
amax = 0.1, amax = 0.05, amax = 0.02, amax = 0.01, amax = 0.005 and amax = 0.002







































































Figure II.16.: Velocity cross sections at x = 0.25 (top) and x = 0.5 (bottom)
for different grid resolutions.
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Figure II.17.: δres (solid) and 4res (dashed) for six ice ramps with amax = 0.1,
amax = 0.05, amax = 0.02, amax = 0.01, amax = 0.005 and amax = 0.002 (from left
to right, from top to bottom).
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Figure II.18.: δres (solid) and 4res (dashed) for computations with a varying
relaxation factor, w = 1.0, 0.8, 0.7, 0.6 (from left to right, from top to bottom).
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