ABSTRACT. -For the system of d-dim stochastic differential equations,
Introduction
For the stochastic differential equation in R d , dX ε (t) = b X ε (t) dt + εσ X ε (t) dW (t), t ∈ [0, 1], (1.1)
we shall be concerned with its large deviation principle (l.d.p) for ε ↓ 0. Here, we assume the following conditions on (1.1) throughout the paper: For notational convenience, we shall write a vector x in R d or a function f with value in R d as x = (x 1 ,x) or f = (f 1 ,f ) to distinguish the first components from the rest. We shall briefly recall the definition of l.d.p and refer the details to [9, 14] or [22] . A family of probability measures {P ε } ε>0 on a complete separable metric space (X , d) is said to satisfy the l. Here, B δ (x) is the δ-neighborhood of x and K c the complement of K in X . We give a few words for the definition of l.d.p of this form. The definitions given in [14] and [22] are different but are equivalent. See Theorem 3.3, Chapter 3 in [14] . The result, Theorem 3.5, Chapter 3 [14] , implies the properties in our definition. On the other hand, by using (iv), it is easy to prove that the following holds if A is a compact set, lim sup ε→0 ε 2 
log P ε (A) − inf I (x); x ∈ A .
Then, by using (iii), we can prove that this also holds if A is a closed set. Therefore, we can verify the properties in the definition of l.d.p in [22] . If b(·) and σ (·) are smooth and a(·) is strictly positive throughout R d , the l.d.p of the trajectories for (1.1) was known [3] :
for φ ∈ C[0, 1], where
for an absolutely continuous φ and I (φ) = ∞ otherwise. Here and hence after, · [a,b] will denote the supnorm for a function defined on [a, b] . We sometimes omit the index [a, b] when no ambiguity arises. The problem becomes more involved when discontinuities are allowed in (1.1). First, the strong solution of (1.1) may not exist and the usual Picard's approximation method thus fails. Secondly, the rate function I (·) in (1.4) cannot be interpreted literally (this can be most easily seen by taking b(x) = sgn x, σ (x) = 1 and φ ≡ 0 in one-dimensional case) and hence there is no candidate for performing the change of measure technique in large deviation theory. The first generalization of (1.1) with jump discontinuities (1.2) allowed was proved in [16, 17] for the special case that σ ≡ I and (in addition to some smootness conditions on b
Under these conditions, (1.4) was proved to hold with the rate function expressed in a complicated variational form. For the special case d = 1 but without the stability condition (1.5), the l.d.p was proved in [7] . We note that it is natural to do the analysis for such processes by using occupation time of X ε in the positive half space
See some studies in [6, 10, 11] . However, for d > 1, the following setup for the l.d.p of (1.1) is first proposed in [8] and is then proved for the case of σ ≡ I :
where u ε (t)(= 
In general, occupation times are not unique. It is unique if and only if m{t: f 1 (t) = 0} = 0 where m(·) is the Lebesgue measure. We shall write g ∈ H + (f ) if g is an occupation time of f in H + . Along this line we shall consider the l.d.p under (1.2) allowing general σ (·) and jump discontinuities in both b(·) and σ (·) in this paper. The novelty to have a nonconstant σ (·) is that the natural form of the l.d.p for such a system is a level even higer than (1.6):
where ε and η are local times of X ε 1 and φ 1 at 0 respectively. Here the local time (t) at 0 for a continuous semimartingale m(t) is defined as the increasing process such that
See [23] . For a real-valued function f on [0, 1], a local time of f at 0 is an absolutely continuous function η(·) satisfying η(0) = 0 and
We shall denote by L 0 (f ) the set of all local times of f at 0. In [6] , they directly proved the l.d.p for the trajectories of X ε by using a weak convergence approach which is quite different from ours. The rate functional described below is suggested by their work. See also [8] . Their arguments also apply to the cases of nonconstant coefficient, but the existence of strong solution for the dynamics was required.
We now formalize our result as follows. If
and q
For an absolutely continuous function φ The main result of the paper is the following: We shall denote
Remark. -Using the supnorm as the metric, the space C is a complete separable metric space. It is also easy to verify that I (·, ·, ·) has precompact level sets. We shall show the lower semi-continuity of I (·, ·, ·) in Appendix A. Our main work is to prove (1.3)(iv) which is given in Sections 2-4 under different conditions. As a consequence of the contraction principle, we have the following result. 
and 
2. Brownian motion: b = 0, σ = I
In this section, we shall establish the l.d.p for the 1-dim Brownian motion in the form (1.7). In this case, (1.9) can be calculated explicitly. We have
, 0 < ρ < 1 and θ 0, 0, ρ= 0 or 1 and θ = 0, ∞, ρ= 0 or 1 and θ > 0.
|p| 2 . First, we define a notion of log-equivalence to simplify the notation. We recall a lemma from [8] (see Lemma 3.3 
The main result in this section is the following. 
Proof. -We shall only prove the case that
for some constants 0 < ρ < 1 and θ > 0. We calculate the asymptotics of
Here X ε (t) = εW (t). The general cases can be treated through successive conditioning. Since this idea is used in several places of the paper, we shall give some detail of it in Appendix A.
We consider a diffusionX ε satisfying
Letũ ε be the occupation time ofX ε in H + and˜ ε the local time ofX ε at 0. HereW is a standard 1-dim Brownian motion and v(·) is given by the following,
By Cameron-Martin-Girsanov Theorem,
we have the following estimates: from
which, after some calculation, is approximately equal to zero with an error bounded by cδ/ε. Therefore,
In the following, we estimate the probability on the right hand side by using ergodic theorem. We define
Then W 0 (t) is a 1-dim Brownian motion and
It is easy to see that X 0 (t) is ergodic and has the invariant density
By ergodic theorem, for each t > 0,
in probability as ε → 0, since
in probability as ε → 0 by ergodic theorem. From this, it is not difficult to prove that
) and the fact that X 0 (t) is ergodic, we can show that
as ε → 0. The proof of the theorem is complete by combining (2.1)-(2.5).
The case a 11
We shall define a particular σ satisfying σ σ * = a. Here are some notations.
Let "*" denote the transpose of a matrix. 
The first row and column of σ are defined as follows.
. 
. Then
a ij y i y j + a 11 y . Then σ satisfies σ σ * = a.
has bounded derivatives except along hyperplane {(x 1 , . . . , x d ); x 1 = 0}. Now SDE (1.1) has the following form:
where W = For a triplet (φ, ψ, η) ∈ C, we shall consider P ε (B δ (φ, ψ, η)) where
We first use Cameron-Martin-Girsanov theorem to change X ε 1 (t) to a Brownian motion
where dX(t) =b(X(t)) dt + εσ (X(t)) dW (t) under Q ε and b =b + ε 2 ac. Here we choose c = (
Let u(t), (t) be the occupation time in H + and the local time at 0. They are uniquely determined by X(·). In the following, we shall write X ∈ B δ (φ, ψ, η) instead of (X, u, ) ∈ B δ (φ, ψ, η) if no confusion occurs.
Hence
By using Lemma 2.2, it is not difficult to deduce the following:
We next apply an Ito's formula to estimate the stochastic integral on the right hand side of (3.4). We want to remark that the main difficulty of a direct estimate is caused by the discontinuity of b 1 (·). We will overcome this difficulty by expressing 1 0 b 1 (X(t)) dX 1 (t) as a combination of a stochastic integral with respect to X 1 (t) and the local time of X 1 (t) through Ito's formula, but now the new stochastic integral has a smooth integrand.
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Since F is a bounded Lipschitz function, we therefore have, for any γ > 0, the existence of an δ 0 such that
for any X(·) ∈ B δ (φ) with δ < δ 0 . Also, by the boundedness of a ij (x) and
if ε is small. The other two integrals on the right hand side of (3.5) are estimated in the following. 
Proof. - 
φ(t i ) (t i+1 ) − (t i )
+ 1 0 (b + 1 − b − 1 ) φ(t) η(t) dt − N i=1 (b + 1 − b − 1 )
φ(t i ) η(t i+1 ) − η(t i )
+ N i=1 (b + 1 − b − 1 ) φ(t i ) (t i+1 ) − (t i ) − η(t i+1 ) − η(t i ) ,+ 1 − b − 1 ) φ(t) d (t) − N i=1 (b + 1 − b − 1 ) φ(t i ) (t i+1 ) − (t i ) γ 4 if the partition {t i } N+1 i=1 is fine enough. Similarly, if {t i } N+1 i=1 is fine enough, 1 0 (b + 1 − b − 1 ) φ(t) η(t) dt − N i=1 (b + 1 − b − 1 ) φ(t i ) η(t i+1 ) − η(t i ) γ 4 .
For X(·) ∈ B δ (φ, ψ, η), |( − η)(t)| < δ for every t. Hence
The proof is complete by combining the above estimates. 
. . , t N = 1} be a partition of [0,1] and let define φ π (t) = φ(t i ) if t i t < t i+1 for
We have I 1 I 11 + I 12 where
and
Let G(t) = (0,Ḡ(t)),Ḡ(t) =∇F (X(t)) −∇F (φ(t)).
Since∇F is Lipschitz, we have |G(t)| Kδ for some constant K independent of δ if X(·) ∈ B δ (φ, ψ, η). Hence for θ > 0,
where K is a constant satisfying 
G(s) · a X(s) G(s) ds < K δ for X(·) ∈ B δ (φ, ψ, η). Thus
I 11 Q ε sup 0 t 1 exp t 0 θḠ(s) · dX(s) −b X(s) ds − θ 2 ε 2 2 t 0 G(s) · a X(s) G(s) ds > exp θγ 4 − θK δ − θ 2 ε 2 2 K δ exp − θγ 4 + θK δ + θ 2 ε 2 2 K δ E exp 1 0 θḠ(s) · dX(s) −b X(s) ds − θ 2 ε 2 2 1 0
G(s) · a X(s) G(s) ds
Now, by (3.5), (3.6) and (3.7) and Lemma 3.3 and Lemma 3.4, we have where K is a constant depending on a, b, φ and M is as in Lemma 3.4. From these calculations, we have
These can be summarized in the following lemma.
and a 1 (x) is the first column of a(x). Then
It is clear from Lemma 3.5 that we now only need to obtain the l.d.p for the measures {Q ε }. The advantage of {Q ε } over {P ε } is that under Q ε , dX 1 (t) = ε dW 1 (t) and can be solved independently ofX(t). It is important to solve X 1 (t) first because the discontinuities of b(·) and σ (·) only occur at X 1 = 0.
Hence we concentrate on
where under Q ε , X(t) satisfies the stochastic differential equation of the special form:
We assume that x 1 = 0 in the rest. Our strategy to study the l.d.p for Q ε is the following. Define the following auxiliary processes,
Then (3.9) can be rewritten as 
Now the coefficients in (3.10) are smooth. Following the argument in [3, Chapter III], if we can show that the process (X 1 (t), u(t), (t), εV 
that is,
Similarly,
where
can be considered as the image of (X 1 (·), u(·), (·)) under the continuous mappings given in (3.11) and (3.12). We denote these mappings by H + and H − . That is,
From this, it is enough to show that the process (X 1 (t), u(t), (t), εV + (t), εV − (t)) satisfies l.d.p. This is given in the following lemma. Before state it, we need some notations. Let denote
, and I (0) (φ 1 , ψ, η) = ∞ otherwise. By Theorem 2.3, ψ, η) .
Proof. -LetW + (t),W − (t) be two independent (d − 1)-dim Brownian motions which are independent with W (t). Then (X 1 , u, , εV + , εV − ) and (X 1 , u, , εV + , εV − ) have the same distribution, wherê
Let θ be a small positive number and definê
where α(·) is the inverse of the mapping
Then by a routine argument and using Theorem 2.3, it is not difficult to show that
On the other hand, we can also show that for any γ > 0, M > 0, there are θ 0 > 0, δ 0 > 0 such that for θ < θ 0 , δ < δ 0 , we have
The lemma follows from these two relations. This completes the proof. ✷ (3.15) with the mappings H ± given in (3.13). Then
Given (φ, ψ, η), we shall considerv + (·),v − (·) which are absolutely continuous and satisfȳ
Here we note that (3.16) is just the relation (3. (3.14) and (3.17) . Then
Proof. 
where the inf is taken over such pairs,
where the inf is taken over all pairs (p 
.
Moreover,
We then have for
Since,
then using also the expression for I (0) (φ 1 , ψ, η) in (3.14), we have
where This will be proved in Appendix A.
General cases
The system we are concerned with is the following, Let
Also, γ ε (t) and γ (t) are the inverses of β ε and β respectively. Let 
Proof. -This is easy, we omit the detail. ✷
We shall next demonstrate that
where 
Here 
t),η γ (t) γ (t) .
Let x = φ(γ (t)), p =φ(γ (t)), ρ =ψ(γ (t)) and θ =η(γ (t)). For each θ > 0, we defineη(t) byη θt + ψ(t) = η(t). 
is lower semicontinuous. We conclude that I (·, ·, ·) is lower semicontinuous. We now show the existence of φ n , ψ n , η n . For this, let fix n. We first choose a subset U of [0, 1] such that it is a disjoint union of finitely many closed intervals, 
