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Marinus Gottschau∗ Felix Happach∗ Marcus Kaiser∗ Clara Waldmann∗
Abstract
Budget Minimization is a scheduling problem with precedence constraints, i.e., a scheduling
problem on a partially ordered set of jobs (N,E). A job j ∈ N is available for scheduling, if all jobs
i ∈ N with i E j are completed. Further, each job j ∈ N is assigned real valued costs cj , which
can be negative or positive. A schedule is an ordering j1, . . . , j|N| of all jobs in N . The budget of a
schedule is the external investment needed to complete all jobs, i.e., it is maxl∈{0,...,|N|}
∑
1≤k≤l
cjk .
The goal is to find a schedule with minimum budget. Rafiey et al. (2015) showed that Budget
Minimization is NP-hard following from a reduction from a molecular folding problem. We extend
this result and prove that it is NP-hard to α(N)-approximate the minimum budget even on bipartite
partial orders. We present structural insights that lead to arguably simpler algorithms and extensions
of the results by Rafiey et al. (2015). In particular, we show that there always exists an optimal
solution that partitions the set of jobs and schedules each subset independently of the other jobs. We
use this structural insight to derive polynomial-time algorithms that solve the problem to optimality
on series-parallel and convex bipartite partial orders.
Note: This work was presented at MAPSP 2019. The authors thank Thomas Lidbetter for bringing
previous results to their attention. The problem at hand is known as minimizing maximum cumulative
cost. Abdel-Wahab and Kameda [1] and Monma and Sidney [7] examine the problem for series-parallel
precedence constraints. Decompositions very similar to the one developed in this paper are deduced
by Abdel-Wahab and Kameda [2] and Sidney [9] for a more general class of objective functions.
1 Introduction
The following scheduling problem arises in the design of programmed nucleic acid systems [5]. We
are given a finite set N of jobs with |N | = n. Each job j has some costs cj , which can be positive
or negative. A positive value may be interpreted as an investment that has to be made to execute
job j. A negative value may model a profit job j yields upon completion. In the context of nucleic
acid systems, jobs correspond to breaking or bonding of Watson-Crick base pairs and cj corresponds
to the amount of energy needed or released, respectively.
A schedule S is a total order of the jobs in N . Enumerate the jobs in N as j1, . . . , jn according to
S. The budget of the schedule S is defined as b(S) = maxl∈{0,...,n}
∑
1≤k≤l
cjk , which is the external
investment needed to complete all jobs. The goal is to find a schedule with minimum budget.
In constrast to other scheduling problem, see e.g. [4], we do not care about processing times of
the jobs. This problem would have a trivial solution (scheduling all jobs with negative costs first
and then all other jobs in any order) were it not for precedence constraints, which restrict the order
in which jobs may be executed. Precedence constraints are represented by a partial order E on
N . A job can be scheduled only after all its predecessors have been executed. We call a schedule
feasible, if it is a linear extension of E. An instance of Budget Minimization is given by the tuple
(N,E, c), where (N,E) is a partially ordered set representing the precedence constraints on the jobs
and c ∈ RN represents the costs of the jobs.
Related Work A special case of the problem we consider is the Energy Barrier problem
[5, 10]. Maňuch et al. [5] showed that this problem is NP-complete by a reduction from 3-Partition.
Thachuck et al. [10] present an exponential exact algorithm for the Energy Barrier problem.
Based on the NP-completeness proof of [5], Budget Minimization was shown to be NP-hard by
Rafiey et al. [8], even if the partial order is bipartite. They also gave polynomial-time algorithms for
instances with partial order E that can be represented by a bipartite permutation graph, trivially
perfect bipartite graph, or co-bipartite graph.
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been supported by the Alexander von Humboldt Foundation with funds from the German Federal Ministry of Education
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Our Results In our work, we present structural insights that lead to arguably simpler algorithms
and extensions of the results by Rafiey et al. [8]. In general, the Budget Minimization problem is
intrinsically inapproximable, as we will discuss in Section 2. Hence, we focus on structural results
of optimal schedules in Section 3 and use these to derive polynomial-time algorithms for restricted
input in Section 4. In the following, we give a short description of the respective sections.
In Section 2, we use a similar construction as [5, 8], to show that it is NP-hard to decide whether
the budget is zero or strictly positive for bipartite instances. The hardness of bipartite instances
is not surprising, as we show that any instance of Budget Minimization can be transformed into
an equivalent bipartite instance in polynomial time. Further, we observe that the inapproximability
even holds for unit costs.
In some instances, the budget of an optimal schedule might be determined by a short prefix.
Then, the order of the jobs afterwards might be irrelevant and, hence, quite arbitrary. We want
to utilize a subset of optimal solutions which exhibit more structure in order to devise recursive
algorithms. In Section 3, we analyze the structure of an optimal solution using two characteristic
quantities of schedules, we call the budget and the return (see Section 3.1 for a definition). Based
on these quantities, we propose a preference on the subsets of jobs by means of a preorder, the
cbr-preorder. We show that scheduling subsets of jobs according to the preorder yields a schedule
of minimum budget, and present a generic algorithm in Section 3.2. However, feasibility of this
schedule strongly depends on the choice of the subsets. We propose a partition of the set of jobs
into irreducible sets and analyze their properties in Section 3.3. Finally in Section 3.4, we prove
that there always exists an optimal solution that schedules these irreducible sets contiguously and
in increasing order w.r.t. the aforementioned preorder. A key result is that each irreducible set can
be scheduled optimally and independently of the other jobs. We say that these schedules are in
increasing irreducible structure, and show that any such schedule is optimal.
In Section 4, we use our structural results to derive polynomial-time algorithms for series-parallel
(Section 4.1) and convex bipartite partial orders (Section 4.2). For a series-parallel partial order,
we compute its decomposition tree and recursively concatenate and merge optimal schedules of the
components. We show that, if the subschedules of the components are in increasing irreducible
structure, then the resulting schedule is as well. If the partial order is convex bipartite, we propose
a dynamic program. The algorithm uses an observation that, for the correct choice of the first job
in an optimal schedule, there is an optimal schedule of a series-parallel instance that coincides with
the optimal schedule of the initial instance.
We conclude with some remarks in Section 5.
2 Hardness of Approximation
As a generalization of the NP-hard Energy Barrier problem considered in [5], the Budget Min-
imization problem is NP-hard [8]. Using a similar construction, we can show that Budget Mini-
mization cannot be approximated within a factor α(n), where α(n) does only depend on the number
of jobs n or the precedence constraints, but not on the costs.
Lemma 1 (Hardness of Approximation)
Let (N,E, c) be an instance of Budget Minimization where E is bipartite. For any α = α(N) ≥ 1,
it is NP-hard to α-approximate the minimum budget.
Proof. We will reduce Energy Barrier to Budget Minimization. An instance (I,F , w) of the
Energy Barrier problem is given by two laminar systems I,F of closed intervals in R and weights
w ∈ RI∪F≥0 . The task is to find k ∈ N0 and a sequence (I = C0, C1, . . . , Ck = F) of laminar
systems Ci ⊆ I ∪ F such that |Ci−1△Ci| = 1 for all i ∈ [k] that minimizes the energy barrier
maxi∈{0,...,k}(w(C0)− w(Ci)), where w(C) =
∑
j∈C
wj . Here Ci−1△Ci := (Ci−1 \ Ci) ∪ (Ci \ Ci−1)
denotes the symmetric difference of the two sets. By scaling appropriately, we may assume that the
weights w are integer. Further, let B ∈ N. We will construct an instance of Budget Minimiza-
tion which has budget zero if and only if (I,F , w) admits an energy barrier no larger than B.
Define the set of jobs N := (I△F) ∪· {jB} and the partial order E on N by I E F if and only if
I ∈ I \ F , F ∈ F \ I, I \ F 6= ∅, F \ I 6= ∅, and F ∩ I 6= ∅. Set the costs c ∈ RN by cI := wI for all
I ∈ I \ F , cF := −wF for all F ∈ F \ I, and cjB := −B.
Assume there is k ∈ N0 and a sequence (I = C0, C1, . . . , Ck = F) of laminar systems Ci ⊆ I ∪ F
such that |Ci−1△Ci| = 1 for all i ∈ [k] and the energy barrier maxi∈{0,...,k}(w(C0) − w(Ci)) is no
greater than B. Choose the one that minimizes k. Then the singletons Ci−1△Ci for i ∈ [k] form
a partition of I△F . Enumerate the corresponding jobs in N such that {ji} = Ci−1△Ci. Then
scheduling the jobs in order jB , j1, . . . , jk is feasible and yields a budget of zero.
Consider a feasible schedule with budget strictly less than one. Since the budget is determined
by a sum of costs and all costs are integer, the budget is equal to zero. Let k := |I△F| and
I△F = {j1, . . . , jk} be indexed such that the jobs appear in order j1, j2, . . . , jk in the schedule.
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Due to the construction of E, setting Ci := I△{j1, . . . , ji} for all i ∈ {0, . . . , k} yields a sequence of
laminar systems. Noticing that
w(C0)− w(Ci) = w(I)− (w(I)− w(I ∩ {j1, . . . , ji}) + w(F ∩ {j1, . . . , ji})) =
i∑
l=1
cjl
is true for every i ∈ {0, . . . , k} yields an energy barrier no greater than B.
Hence, distinguishing between a budget of zero or a strictly positive budget is computationally
equivalent to solving the Energy Barrier problem.
Note that the instance we construct in the proof is an instance of the Direct Set Barrier
Problem of [10]. The statement of Lemma 1 remains true, if we restrict the costs to unit costs
c ∈ {−1,+1}N . In that case a trivial upper bound on the budget is the number of jobs n. Hence
instead of adding a single job with cost −B, one could add B ≤ n jobs with cost −1.
The fact that Budget Minimization is already NP-hard for bipartite partial orders is not sur-
prising. We can transform any instance to a bipartite instance with the same minimum budget in
polynomial time.
Recall that a feasible schedule S is a linear extension of the partial order E. We write i S j if i
is scheduled before j in the schedule S, i.e., i is less than j w.r.t. S.
Theorem 2 (Reduction to Bipartite Partial Orders)
Let (N,E, c) be an instance of Budget Minimization. Let N+ := {j ∈ N : cj ≥ 0} and N
− :=
{j ∈ N : cj < 0} and set E1 := E ∩ (N
+ ×N−).
Then the minimal budget of (N,E, c) is the same as the minimal budget of (N+ ∪· N−,E1, c).
Proof. Note that any feasible schedule for (N,E) is also feasible for (N+ ∪· N−,E1). So the bipartite
instance (N+ ∪· N−,E1, c) is a relaxation of the initial instance.
In order to show equivalence, we show that any feasible schedule for (N+∪·N−,E1) can be modified
to obey the partial order E without increasing the budget. For a schedule S of N , define the potential
ϕ(S) := |{(i, j) ∈ N ×N : i S j ∧ j E i}| to be the number of pairs in S violating the partial order
E. Let S1 be a feasible schedule of (N
+ ∪· N−,E1) minimizing ϕ(S1) among all feasible schedules
with minimal budget. That is for all feasible schedules S of (N+ ∪· N−,E1) with b(S) = b(S1), it
holds ϕ(S1) ≤ ϕ(S). We claim that ϕ(S1) = 0, i.e. S1 is a feasible schedule for (N,E) with budget
at most the minimal budget of the bipartite instance (N+ ∪· N−,E1).
Assume for a contradiction that ϕ(S1) > 0. Consider k, l ∈ N with k S1 l and l E k such that
|{j ∈ N : k S1 j S1 l}| is minimal. In other words, k and l are two closest jobs in the schedule S1
that are in wrong order with respect to E. Since S1 is a feasible schedule of (N
+ ∪· N−,E1), it has
to hold that k ∈ N+ or l ∈ N−.
Assume l ∈ N− is true. We define another feasible schedule S2 for (N
+ ∪· N−,E1) that has the same
budget as S1 but strictly less potential. Thus, contradicting the choice of S1.
Define schedule S2 based on S1 by making l immediate predecessor of k while preserving the
order of N \ {l}. Hereby, the order of l and k is switched. See Figure 1 for an illustration of the two
schedules S1 and S2. Formally, we define S2 by:
S2 :={(j, l) : j S1 k} ∪· {(l, j) : k S1 j ∧ j 6= l} ∪· {(l, k)}∪·
{(j, k) : j S1 k} ∪· {(k, j) : k S1 j ∧ j 6= l}∪·
{(i, j) : i S1 j ∧ i, j /∈ {k, l}}
k
l k
l{k S1 j S1 l}{j S1 k} {l S1 j}
Figure 1: The schedules S1 (top) and S2 (bottom), if l ∈ N
−.
Note that there is no j ∈ N such that k S1 j S1 l and j E l E k, as this would contradict the
choice of k and l. This yields that S2 is indeed feasible for (N
+ ∪· N−,E1). Further, it follows that
ϕ(S2) = ϕ(S1)− 1.
For j ∈ N , it holds:
cj +
∑
i∈N:iS2j
ci ≤
{
cj +
∑
i∈N:iS1j
ci for j 6= l
cj +
∑
i∈N:iS1k
ci for j = l
3
and, hence, b(S2) ≤ b(S1).
In total, S2 is a feasible schedule for (N
+ ∪· N−,E1) with b(S2) = b(S1) (as S1 has minimal
budget) and ϕ(S2) < ϕ(S1). This contradicts the choice of S1.
The case k, l ∈ N+ can be handled in a similar way by making k immediate successor of l. See
Figure 2 for an illustration of this case.
k
l k
l{k S1 j S1 l}{j S1 k} {l S1 j}
Figure 2: The schedules S1 (top) and S2 (bottom), if k, l ∈ N
+.
Corollary 3 (Polynomial Equivalence)
The Budget Minimization problem and its variant when restricting to bipartite partial orders are
polynomially equivalent.
Proof. To solve the instance (N,E, c) we construct the bipartite instance (N+ ∪· N−,E1, c) as in
Theorem 2. Given a solution to (N+ ∪· N−,E1, c), the proof of Theorem 2 gives a constructive
method for minimizing the considered potential function while not increasing the budget. The
resulting schedule is feasible for the original instance. The involved operations can be performed in
polynomial time, since the used potential function is integer, non-negative, and bounded by the size
of the input.
Despite these hardness results, we look at the structure of some optimal solutions in the following
section. This structure will help to design algorithms for instances with special classes of partial
orders (Section 4).
3 Structure of Optimal Schedules
In this section, we introduce notations that are used in the rest of this paper and define the main
building blocks of our structural results and the algorithms for the special cases.
Our idea to solve Budget Minimization is to partition the jobs into blocks which we would like
to schedule contiguously. Every block is scheduled optimally without taking into account the other
blocks. To obtain a schedule of all jobs, we have to find an ordering of the optimal schedules of these
blocks. For this, we define the cbr-preorder on subsets of jobs in Section 3.2 and show that there
is an optimal schedule that schedules the subsets of jobs in increasing order w.r.t. the cbr-preorder.
For a fixed partition of the jobs, the cbr-preorder determines the best schedule that schedules all
part contiguously. To obtain an optimal feasible schedule for all jobs, we choose a special partition of
the jobs into irreducible intervals, see Section 3.3. Finally, we show in Section 3.4 that there always
exists a feasible schedule in increasing irreducible structure and that those schedules are optimal.
We will use the standard definiton of ideals and filters of a partial order (see [6]):
Definition 4 (Ideals, Filters, and Intervals)
Let E be a partial order on a set N .
(i) A subset J ⊆ N is an ideal of E if for all j ∈ J and all i ∈ N with iE j it holds that i ∈ J.
(ii) A subset F ⊆ N is a filter of E if for all i ∈ F and all j ∈ N with i E j it holds that j ∈ F .
(iii) A subset I ⊆ N is an interval of E if there is an ideal J ⊆ N and a filter F ⊆ N of E such
that I = J ∩ F .
3.1 Budget and Return
For schedules, we use the following notation. We call an ideal of a schedule S a prefix of S, and
a filter of S is called a suffix of S. Thinking of a schedule as a list of jobs, a prefix is an initial
segment of the schedule and a suffix is a final segment. The concatenation of two schedules S1 and
S2 on disjoint sets of jobs is denoted by S1 ⊕ S2. The cost of a subset of jobs I ⊆ N is defined as
c(I) :=
∑
j∈I
cj , where c(∅) = 0. If S is a schedule of jobs I ⊆ N , we denote its cost by c(S) := c(I).
Note that the cost of a schedule is independent of the ordering of the jobs in I . Sometimes we will
use the informal notation S ∩ I to denote the subschedule of S that contains only jobs of I ⊆ N (in
the same order as S). Similarly, S \ I is used to refer to the subschedule of S that contains only jobs
of N \ I (in the same order as S). We start out by defining two characteristic quantities of schedules,
the budget and the return.
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Figure 3: Instance of Budget Minimization given by the transitively reduced graph of E (left) and
a feasible schedule S (right). The horizontal axis indicates the order in which jobs are scheduled, the
vertical axis represents the total cost of the prefix. The cost, budget, and return of S evaluate to
c(S) = −1, b(S) = 3, r(S) = −4.
Definition 5 (Budget and Return of Schedules)
Let S be a schedule of jobs N .
(i) The budget b(S) of schedule S is defined as the maximal cost of a prefix of S, i.e.
b(S) := max{c(P ) : P is prefix of S}.
(ii) The return r(S) of schedule S is defined as r(S) := c(S)− b(S).
Figure 3 illustrates the cost, budget, and return of a schedule. Note that the budget and return
of a schedule are by definition non-negative and non-positive, respectively. The return of S can
equivalently be expressed as r(S) = min{c(Q) : Q is suffix of S}. From the definitions, we get the
following observation on the budget and the return of concatenated schedules on disjoint job sets.
Observation 6 (Budget and Return of Concatenations)
Let (N,E, c) be an instance of Budget Minimization and let N1, N2 ⊆ N with N1 ∩ N2 = ∅. Let
S1 and S2 be schedules of the jobs in N1 and N2, respectively.
Then the budget and return of S1 ⊕ S2 satisfy
(i) b(S1 ⊕ S2) = max{b(S1), c(S1) + b(S2)} and
(ii) r(S1 ⊕ S2) = min{r(S1) + c(S2), r(S2)}.
We denote by (I,EI , c) the restriction of the instance (N,E, c) to a set of jobs I ⊆ N .
To compare subsets of jobs, we lift the definitions of budget and return to such subinstances by
optimizing over all feasible schedules.
Definition 7 (Budget and Return for Sets of Jobs)
Let (N,E, c) be an instance of Budget Minimization. For a subset I ⊆ N , we define
(i) the budget of I as b(I) := min{b(S) : S feasible schedule of (I,EI , c)},
(ii) the return of I as r(I) := c(I)− b(I).
Note that c(∅) = b(∅) = r(∅) = 0. We can again express the return equivalently as r(I) =
max{r(S) : S feasible schedule of (I,EI , c)}. We call a feasible schedule S of (I,EI , c) an opti-
mal schedule of (I,EI , c) (or just I), if S solves the optimization problem that defines b(I), i.e.,
b(S) = b(I). Often we denote an optimal schedule of I by S∗I . In these terms, the goal of Budget
Minimization is to determine b(N) and S∗N .
3.2 The cbr-Preorder on Subsets of Jobs
We now define a preorder on subsets of jobs which gives us the best ordering of the schedules of the
blocks for a fixed partition of the jobs. However, this schedule strongly depends on the partition, so
for a different partition of the jobs there may be better overall schedules of N . How to choose the
partition (the blocks) in an optimal and feasible way is discussed in Section 3.3.
The idea is to decide on an ordering of the optimal schedules of I ⊆ N and I ′ ⊆ N in an overall
schedule that minimizes the total budget. We propose a preference on subsets of jobs by comparing
their respective costs, budget, and return.
Definition 8 (cbr-Preorder for Sets of Jobs)
Let (N,E, c) be an instance of Budget Minimization. We define the cbr-preorder  on subsets
of N as follows. For I, I ′ ⊆ N , we define I  I ′ if and only if
(i) c(I) < 0 ≤ c(I ′), or
(ii) c(I), c(I ′) < 0 and b(I) < b(I ′), or
(iii) c(I), c(I ′) < 0 and b(I) = b(I ′) and r(I) ≤ r(I ′), or
(iv) c(I), c(I ′) ≥ 0 and r(I) ≤ r(I ′).
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Figure 4: Visualization and intuition of all four cases in Definition 8. After swapping I and I ′ (ignoring
feasibility of the schedule) the budget does not increase. Note that the remainder of the schedule (in
particular all jobs in the box) remains unchanged.
Recall that the empty set satisfies c(∅) = b(∅) = r(∅) = 0. Hence, I  ∅ for any I ⊆ N . We give
a brief intuition to the four cases in the above definition, see Figure 4. Take two disjoint subsets of
jobs I and I ′. As we want to minimze the total budget, we want to schedule job sets with negative
costs as early as possible as the reward will help to decrease the budget needed for the following
jobs. If only one of I and I ′ has negative cost, we want to schedule those jobs earlier. If both job
sets have negative cost, we prefer the one with smaller budget, as the reward gained by scheduling
those first may decrease the budget of the other set enough to keep the total budget low. If both
sets have negative cost and need the same budget, we prefer to schedule the set with smaller return
first. Recall that the return is always non-positive and, thus, we prefer the jobs with higher reward.
Finally, if both job sets have positive cost, we do not consider the budgets of the sets, but we again
prefer the set with smaller return. Intuitively, the set with smaller return lowers the current costs as
far as possible.
The followling lemma formalizes this intuition of the cbr-preorder. It shows that ordering the job
subsets according to the cbr-preorder is good in terms of the total budget of the schedule. Note that
the lemma does not take feasibility of schedules into account.
Lemma 9 (Consistency of the cbr-Preorder and Budget Minimization)
Let (N,E, c) be an instance of Budget Minimization and N = L ∪· I ∪· M ∪· J ∪· R a partition of
the jobs. Let S = SL ⊕ S
∗
I ⊕ SM ⊕ S
∗
J ⊕ SR be a schedule of N . The subschedules SL, SM , and SR
are arbitrary schedules of the set of jobs L,M , and R, respectively. The subschedules S∗I and S
∗
J are
optimal schedules of I and J, respectively.
Consider the two schedules SI←J = SL⊕S
∗
J⊕S
∗
I⊕SM⊕SR and S
I→J = SL⊕SM⊕S
∗
J⊕S
∗
I⊕SR that
are obtained from S by moving S∗J directly before S
∗
I and moving S
∗
I directly after S
∗
J , respectively.
1
If I  J then b
(
SI←J
)
≤ b(S) or b
(
SI→J
)
≤ b(S).
Proof. We use Definition 5 (i) and compare the budgets of the schedules SI←J and SI→J to S by
looking at the costs of corresponding prefixes. For j ∈ N , we denote by Pj , P
I←J
j , and P
I→J
j the
prefix of S, SI←J , and SI→J that ends with job j, respectively. As S∗I and S
∗
J are optimal schedules
for I and J , we have b(S∗I ) = b(I) and b(S
∗
J) = b(J). Note that for j ∈ L∪· R the costs of the prefixes
do not change, i.e. c
(
P I←Jj
)
= c
(
P I→Jj
)
= c(Pj) ≤ b(S) by definition of the budget.
We compare other prefixes depending on the cost of I and J using Observation 6.
1Note that the order of S∗
I
and S∗
J
is changed, see Figure 5.
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SI→J SL SM S
∗
J S
∗
I SR
S SL S
∗
I SM S
∗
J SR
SI←J SL S
∗
J S
∗
I SM SR
Figure 5: Construction of SI←J (top) and SI→J (bottom) from Lemma 9.
Case c(I), c(J) < 0: From I  J , it follows that b(I) ≥ b(J) and thus b(S∗I ) ≥ b(S
∗
J ).
For j ∈ J : c
(
P I←Jj
)
≤ c(SL) + b(S
∗
J ) ≤ c(SL) + b(S
∗
I ) ≤ b(S)
For j ∈ I ∪· M : c
(
P I←Jj
)
= c(Pj) + c(S
∗
J) < c(Pj) ≤ b(S)
So b
(
SI←J
)
≤ b(S).
Case c(I) ≥ 0 > c(J) and c(M) ≥ 0:
For j ∈ J : c
(
P I←Jj
)
= c(Pj)− c(S
∗
I ⊕ SM ) ≤ c(Pj) ≤ b(S)
For j ∈ I ∪· M : c
(
P I←Jj
)
= c(Pj) + c(S
∗
J ) < c(Pj) ≤ b(S)
So b
(
SI←J
)
≤ b(S).
Case c(I) ≥ 0 > c(J) and c(M) < 0:
For j ∈ I : c
(
P I→Jj
)
= c(Pj) + c(SM ⊕ S
∗
J ) < c(Pj) ≤ b(S)
For j ∈M ∪· J : c
(
P I→Jj
)
= c(Pj)− c(S
∗
I ) ≤ c(Pj) ≤ b(S)
So b
(
SI→J
)
≤ b(S).
Case c(I), c(J) ≥ 0: From I  J , it follows that r(I) ≥ r(J) and thus r(S∗I ) ≥ r(S
∗
J).
For j ∈ I : c
(
P I→Jj
)
≤ c(N) − c(SR)− r(S
∗
I ) ≤ c(N) − c(SR)− r(S
∗
J) = max
i∈J
c(Pi) ≤ b(S)
For j ∈M ∪· J : c
(
P I→Jj
)
= c(Pj)− c(S
∗
I ) ≤ c(Pj) ≤ b(S)
So b
(
SI→J
)
≤ b(S).
In any case, SI←J or SI→J is not worse than S.
The above lemma states that given a partition of the jobs into blocks, all of which are scheduled
optimally and contiguously, the order of the block schedules following the cbr-preorder incurs the
lowest budget. We now present a generic algorithm that iteratively chooses a minimal ideal w.r.t. the
cbr-preorder as the next subset of jobs in the schedule. This subset is scheduled optimally, and is
removed from consideration. The algorithm is stated in Algorithm 1.
Algorithm 1: Generic Algorithm for Budget Minimization
Input: instance (N,E, c) of Budget Minimization
Output: optimal schedule S for (N,E, c)
1 S ← empty schedule ;
2 while |S| < |N | do
3 Pick an inclusion-maximal minimal ideal I of EN\S with respect to  ;
4 Choose an optimal schedule S∗I of EI ;
5 S ← S ⊕ S∗I ;
6 end
7 return S ;
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We will show that the schedule computed by Algorithm 1 is indeed in line with the cbr-preorder in
Section 3.4. Note that it is not clear how to pick the ideal I or how to compute an optimal schedule S∗I
in each iteration. However, we use Algorithm 1 mainly to prove that there always exists an optimal
schedule of a certain structure. Therefore, we do not care if and how we can efficiently compute I
and its optimal schedule S∗I . By choosing only ideals of the remaining jobs, we immediately see that
the algorithm returns a feasible schedule.
Observation 10
The schedule returned by Algorithm 1 is feasible.
The remainder of this section is dedicated to showing optimality of the computed schedule.
3.3 Irreducible Intervals
In the previous subsection, we showed that schedules following the cbr-preorder of the instance have
small budget. But we did not consider the feasibility of the occurring schedules. In particular, the
schedules SI→J and SI←J constructed in Lemma 9 may not be feasible. In this section, we will derive
the necessary tools to show that for the right choice of the partition, there is a feasible schedule that
is in line with the cbr-preorder. This will ultimately show that Algorithm 1 computes an optimal
solution.
Definition 11 (Irreducible Intervals)
Let (N,E, c) be an instance of Budget Minimization. An interval I ⊆ N of E is called irreducible
if I is a minimal ideal of itself w.r.t. , i.e., J  I for all ideals J ⊆ I of EI .
The main intuition of the notion of irreducibility is that we would always either schedule an
irreducible interval completeley, or not at all. That is, it does not make sense w.r.t. the total budget
to preempt an irreducible interval. Note that the definition of I being irreducible depends only on
the interval I itself, and not on the set N \ I . That is if I ⊆ N is an irreducible interval w.r.t. E,
and N ′ is a set satisfying I ⊆ N ′ ⊆ N , then I is still irreducible w.r.t. EN′ . The minimal ideals of E
w.r.t. the cbr-preorder are irreducible, i.e., Algorithm 1 picks irreducible intervals in each iteration.
We get the following relations of cost, budget, and return of an irreducible interval and its ideals and
filters.
Lemma 12 (Properties of Irreducible Intervals)
Let (N,E, c) be an instance of Budget Minimization and I ⊆ N be an irreducible interval of E.
Then
(i) c(J) ≥ min{0, c(I)} for all ideals J ⊆ I of EI ,
(ii) c(F ) ≤ max{0, c(I)} for all filters F ⊆ I of EI ,
(iii) c(J) ≥ 0 for all ideals J ⊆ I of EI with b(J) < b(I),
(iv) c(F ) ≤ 0 for all filters F ⊆ I of EI with r(F ) > r(I), and
(v) r(J) ≥ r(I) for all ideals J ⊆ I of EI .
Proof. Let S∗I be an optimal schedule of (I,EI , c), i.e., b(S
∗
I ) = b(I).
(i) Let J ⊆ I be an inclusion-minimal ideal of EI that minimizes c(J). Then, c(J
′) ≥ 0 for
every ideal J ′ ⊆ I \ J of EI\J . Assume for a contradiction that c(J) < min{0, c(I)}. Then
irreducibility of I implies c(I) < 0 and b(J) ≥ b(I). Consider the schedule S := S∗I ∩J to be the
subschedule of S∗I on the jobs in J . S is a feasible schedule for J as J is an ideal. For a prefix P
∗
of S∗I and the corresponding prefix P := S∩P
∗ of S, it holds c(P ) = c(P ∗)−c(P ∗ \ J) ≤ c(P ∗)
since the jobs in P ∗ \ J form an ideal of EI\J . Hence, b(J) ≤ b(S) ≤ b(S
∗
I ) = b(I) holds. So
b(J) = b(I), and r(J) = c(J) − b(J) < c(I)− b(I) = r(I). This yields J ≺ I which contradicts
the irreducibility of I .
(ii) Let F ⊆ I be a filter of EI . Then, I \ F is an ideal of EI . From Lemma 12 (i), we have
c(F ) = c(I)− c(I \ F ) ≤ c(I)−min{0, c(I)} = max{0, c(I)}.
(iii) Let J ⊆ I be an ideal of EI with b(J) < b(I). Then c(J) < 0 would imply J ≺ I , which
contradicts the irreduciblity of I .
(iv) Let F ⊆ I be a filter of maximum cost of EI with r(F ) > r(I). Suppose that c(F ) > 0. By
Lemma 12 (ii), it holds c(I) > 0. Note that I \F is an ideal of EI with c(I \F ) = c(I)−c(F ) <
c(I). If c(I \ F ) < 0, we get a contradiction to the irreducibility of I , so 0 ≤ c(I \ F ) < c(I).
Let S∗I\F and S
∗
F be optimal schedules of I \ F and F , respectively. Consider the schedule
S = S∗I\F ⊕ S
∗
F which is feasible for I . In particular, b(S) ≥ b(I). For a prefix P of S with
P ∩F 6= ∅, it holds c(P ) ≤ c(I)− r(F ) < c(I)− r(I) = b(I) ≤ b(S). So b(S) > b(S∗F )+ c(S
∗
I\F ),
and b(S) = max{b(S∗I\F ), b(S
∗
F ) + c(S
∗
I\F )} = b(I \ F ) by Observation 6 (i). Together with
b(S) ≥ b(I) we obtain
r(I \ F ) = c(I \ F )− b(I \ F ) = c(I \ F )− b(S) < c(I)− b(I) = r(I).
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Figure 6: Illustration to Lemma 13. The left figure depicts a schedule S, where the orange part forms
an irreducible interval I of E. The · describes the point at which I attains its budget. On the right, the
schedule S′ := (P \ I)⊕ S∗I ⊕ (Q \ I), where I is scheduled contiguously, is depicted.
However, then I \ F ≺ I , a contradiction to the irreducibility of I . The claim follows by our
choice of F .
(v) Let J ⊆ I be an ideal of EI . If c(I) ≥ 0, then c(J) ≥ 0 and r(J) ≥ r(I) follows from the
irreducibility of I . Hence, we can assume that c(I) < 0.
Let S := S∗I ∩ J be the subschedule of S
∗
I on the jobs in J . Note that S is feasible for
J . Let Q∗ be a suffix of S∗I and Q = S ∩ Q the corresponding suffix of S. Then c(Q) =
c(Q∗) − c(Q∗ \ J) ≥ c(Q∗) follows from Lemma 12 (ii), since I \ J , and thus Q∗ \ J is a filter
of EI . Hence, r(J) ≥ r(S) ≥ r(S
∗
I ) = r(I) as claimed.
The above lemma formalizes the intuition of irreducible intervals. If we scheduled a part of the
irreducible interval, but did not yet reach the budget, we know by Lemma 12 (iii) that it is better
to not schedule this part at all. If we reached the budget of the interval, Lemma 12 (iv) yields that
scheduling the rest of the interval will only help to decrease the overall budget. It turns out that,
given a schedule, we can contiguously schedule the jobs of an irreducible interval, without increasing
the budget of a schedule. Note that the resulting schedule might not be feasible. We again use the
notation i S j, if i precedes j in the schedule S (see Section 2).
Lemma 13 (Non-Preemption and Optimal Subschedules of Irreducible Intervals)
Let (N,E, c) be an instance of Budget Minimization and let S be a feasible schedule. Let I ⊆ N
be an irreducible interval of E and S∗I be an optimal schedule of (I,EI , c), i.e., b(S
∗
I ) = b(I). Set
LI := {j ∈ N : j S i for all i ∈ I} and RI := {j ∈ N : i S j for all i ∈ I}.
Then there exists a prefix P and a suffix Q of S = P ⊕Q with LI ⊆ P and RI ⊆ Q such that the
schedule S′ := (P \ I)⊕ S∗I ⊕ (Q \ I) satisfies b(S
′) ≤ b(S).
Proof. We will define the prefix P and the suffix Q with S = P ⊕ Q such that c(P ′ ∩ I) ≥ 0 for all
prefixes P ′ ⊆ P and c(Q′ ∩ I) ≤ 0 for all suffixes Q′ ⊆ Q. That is the value b(I) within the jobs
S ∩ I is attained at the (end of) last job in P , see Figure 6. The definition of P and Q depends on
the sign of c(I).
Case c(I) < 0: Let P ⊆ S be the inclusion-minimal prefix of S such that b(P ∩ I) ≥ b(I)
and LI ⊆ P . Set Q := S \ P to be the corresponding suffix such that S = P ⊕ Q. Such a
prefix and suffix exist since S ∩ I is a feasible schedule for EI , in particular b(S ∩ I) ≥ b(I). Then
c(P ∩ I) = b(P ∩ I) ≥ b(I) ≥ 0 by the inclusion-minimality of P . For all proper prefixes P ′ of
P , it holds b(P ′ ∩ I) < b(I) and c(P ′ ∩ I) ≥ 0 (Lemma 12 (iii)). For all suffixes Q′ of Q, it holds
c(Q′ ∩ I) ≤ 0 (Lemma 12 (ii)).
Case c(I) ≥ 0: Let Q ⊆ S be the inclusion-minimal suffix of S such that r(Q ∩ I) ≤ r(I) and
RI ⊆ Q. Set P := S \ Q to be the corresponding prefix such that S = P ⊕ Q. Such a prefix and
suffix exist since S ∩ I is a feasible schedule for EI , in particular r(S ∩ I) ≤ r(I). As Q is chosen
to be inclusion-minimal, c(Q ∩ I) = r(Q ∩ I) ≤ r(I) ≤ 0. Further, c(P ∩ I) = c(I) − c(Q ∩ I) =
c(I)− r(Q∩ I) ≥ c(I)− r(I) = b(I). For all prefixes P ′ of P , it holds c(P ′ ∩ I) ≥ 0 (Lemma 12 (i)).
For all proper suffixes Q′ of Q, it holds r(Q′ ∩ I) > r(I) and c(Q′ ∩ I) ≤ 0 (Lemma 12 (iv)).
In either case, we obtain the following costs for prefixes of S′ := (P \ I) ⊕ S∗I ⊕ (Q \ I). For
j ∈ P \ I , let Pj and P
′
j be the prefixes of S and S
′ that contain all jobs until j, respectively. Note
that Pj is a prefix of P . Hence c(P
′
j) = c(Pj) − c(Pj ∩ I) ≤ c(Pj). Similarly, for j ∈ Q \ I , the
subschedule S \ Pj is a suffix of Q and, hence, c(P
′
j) = c(Pj) + c((S \ Pj) ∩ I) ≤ c(Pj). Finally, for
j ∈ I , and with P ∗j being the prefix of S
∗
I that contains all jobs until j, it holds
c(P ′j) = c(P \ I) + c
(
P ∗j
)
≤ c(P \ I) + b(I) ≤ c(P \ I) + c(P ∩ I) = c(P ).
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Figure 7: The schedule on the right is in increasing irreducible structure, but there are different ways of
partitioning the jobs into irreducible intervals. Let I1 := {a, b}, I2 := {c, d}, and I3 := {e, f}. All these
intervals are irreducible. I1 ∪· I2 ∪· I3, (I1 ∪ I2) ∪· I3 and (I1 ∪ I2 ∪ I3) are feasible choices of partitioning
the jobs into irreducible intervals such that the schedule is in increasing irreducible structure.
So in total, b(S′) ≤ b(S).
3.4 Schedules in Increasing Irreducible Structure
Recall that the minimal ideals that Algorithm 1 chooses are irreducible intervals. In fact, the al-
gorithm computes a schedule of a certain structure that is consistent with the cbr-preorder. The
structure we are aiming for is defined as follows.
Definition 14 (Schedules in Increasing Irreducible Structure)
Let (N,E, c) be an instance of Budget Minimization. A feasible schedule S = S1 ⊕ . . . ⊕ Sk for
(N,E, c) is said to be in increasing irreducible structure if there are disjoint sets I1, . . . , Ik ⊆ N such
that
(i) I1, . . . , Ik are irreducible intervals of E,
(ii) Si is an optimal schedule of Ii for all i ∈ {1, . . . , k}, and
(iii) Ii  Ij for all 1 ≤ i < j ≤ k.
For a schedule S in increasing irreducible structure given as S = S1 ⊕ . . .⊕Sk we call irreducible
intervals I1, . . . , Ik of E corresponding irreducible intervals for S if S together with I1, . . . , Ik fulfills
Definition 14.
Recall from the comment to Definition 11 that irreducibility is a local notion, in the sense that
it does not depend on other parts of the partially ordered set than the interval it refers to. For a
schedule S in increasing irreducible structure, there may be different ways of partitioning the jobs
into irreducible intervals, see Figure 7 for an example.
The next lemma shows that any schedule in increasing irreducible structure is indeed optimal.
Lemma 15 (Increasing Irreducible Structure is Optimal)
Let (N,E, c) be an instance of Budget Minimization. If S is a schedule for (N,E, c) in increasing
irreducible structure, then S is optimal, i.e., b(S) = b(N).
Proof. Let S = S1 ⊕ . . . ⊕ Sk and I1, . . . , Ik be the corresponding irreducible intervals. Let S
∗ be
an optimal schedule of (N,E, c). Applying Lemma 13 to S∗ repeatedly for I1, . . . , Ik, we obtain a
schedule S′ with b(S′) ≤ b(S∗) where each interval Ii is scheduled contiguously and in optimal order
Si for all i ∈ [k]. (Note that the schedule S
′ is not necessarily feasible.) Then applying Lemma 9
repeatedly to the schedule S′, we obtain the schedule S and observe that b(S) ≤ b(S′) ≤ b(S∗).
Therefore, S is an optimal schedule.
The next lemma explains the choice of picking inclusion-maximal minimal ideals w.r.t.  in the
iterations of the algorithm. This choice together with the lemma implies that the intervals are
non-decreasing w.r.t.  as it is required in the increasing irreducible structure.
Lemma 16 (Order of Consecutive Intervals)
Let (N,E, c) be an instance of Budget Minimization. Let I ⊆ N be an irreducible ideal of E and
let J ⊆ N \ I be an irreducible ideal of EN\I .
If I ≻ J, then I ∪· J  I holds.
Proof. Let S∗I , S
∗
J , and S
∗ be optimal schedules for I , J , and I ∪· J , respectively. Since I and J are
irreducible intervals of E, we can apply Lemmas 9 and 13 to S∗ for I and J . From I ≻ J , we obtain
the (not necessarily feasible) schedule S′ := S∗J ⊕ S
∗
I with b(S
′) ≤ b(S∗). From Observation 6 (ii), it
follows r(S′) ≤ r(S∗I ). For the return of I ∪· J we obtain r(I ∪· J) = c(S
∗)− b(S∗) ≤ c(S′)− b(S′) =
r(S′) ≤ r(S∗I ) = r(I). We distinguish between two cases w.r.t. the cost of I :
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Case c(I) ≥ 0: From r(I ∪· J) ≤ r(I), we immediately have I ∪· J  I .
Case c(I) < 0: From I ≻ J , we also have c(J) < 0 and b(J) ≤ b(I). So the budget of I∪· J satisfies
b(I ∪· J) ≤ b(S∗I ⊕ S
∗
J) = max{b(S
∗
I ), c(S
∗
I ) + b(S
∗
J)} ≤ max{b(S
∗
I ), b(S
∗
J )} = max{b(I), b(J)} ≤ b(I).
Summarizing, it holds r(I ∪· J) ≤ r(I) and b(I ∪· J) ≤ b(I). As c(I) < 0, we thus obtain
I ∪· J  I .
We are now ready to prove that Algorithm 1 computes a schedule in increasing irreducible struc-
ture. In particular, there always exists a schedule in increasing irreducible structure.
Theorem 17 (Correctness of Algorithm 1)
Let (N,E, c) be an instance of Budget Minimization. Algorithm 1 computes a schedule for (N,E, c)
in increasing irreducible structure. In particular, this schedule is optimal.
Proof. Let S = S∗1 ⊕ . . . ⊕ S
∗
k be the schedule returned by Algorithm 1, and let I1, . . . , Ik be the
corresponding ideals chosen by the algorithm. By definition, minimal ideals w.r.t.  are irreducible.
For S to be in increasing irreducible structure, we need Ii  Ij for all 1 ≤ i < j ≤ k.
We show that for every i ∈ {1, . . . , k − 1} it holds Ii  Ii+1. Fix i ∈ {1, . . . , k − 1}. From
the choices of the algorithm, we have that Ii is an irreducible ideal of EN\(I1∪···∪Ii−1) and Ii+1
is an irreducible ideal of E
N\(I1∪···∪Ii−1)\Ii . Thus, we can apply Lemma 16 to the instance (N \
(I1 ∪ · · · ∪ Ii−1),EN\(I1∪···∪Ii−1), c) with ideals Ii and Ii+1. As Ii∪
· Ii+1 is an ideal of EN\(I1∪...∪Ii−1),
it could have been a choice in iteration i of the algorithm. Since Ii was chosen to be inclusion-maximal
among all minimal ideals w.r.t. , we get from Lemma 16, that Ii  Ii+1 has to hold.
By Observation 10, we know that S is feasible. Optimality of S follows from Lemma 15.
If the set of jobs N is not empty, also an inclusion-maximal minimal ideal in E is non-empty. Thus,
Algorithm 1 terminates after at most |N | many iterations. Together with the previous theorem, the
existence of schedules in increasing irreducible structure follows.
Corollary 18 (Existence and Optimality of Schedules in Increasing Irreducible Structure)
Let (N,E, c) be an instance of Budget Minimization. There exists a schedule in increasing irre-
ducible structure and it is optimal for (N,E, c).
Recall that for a schedule being in increasing irreducible structure with irreducible intervals
I1, . . . , Ik, we only require I1  I2  · · ·  Ik. Therefore I1 is an ideal, but there might be another
ideal I with I ≺ I1 that is not scheduled contiguously in the schedule. The following lemma shows
that I1 can be chosen to be minimal w.r.t. . It also shows that the first l intervals of a schedule
in increasing irreducible structure solve certain optimization problems. This will be useful for our
results in Section 4 to show that the schedules constructed there are again in increasing irreducible
structure.
Lemma 19 (Prefixes of Schedules in Increasing Irreducible Structure)
Let (N,E, c) be an instance of Budget Minimization. Let S = S1 ⊕ . . . ⊕ Sk be a schedule in
increasing irreducible structure with corresponding irreducible intervals I1, . . . , Ik. Let B ∈ R≥0 ∪
{∞}.
(i) There is l ∈ {0, . . . , k} such that I1∪. . .∪Il solves min{c(I) : I ⊆ N ideal of E with b(I) ≤ B}.
(ii) There is l ∈ {0, . . . , k} such that I1 ∪ . . . ∪ Il solves min{r(I) : I ⊆ N ideal of E}.
(iii) There is l ∈ {0, . . . , k} such that I1 ∪ . . . ∪ Il is a minimal ideal of E w.r.t. .
Proof. (i) Choose l ∈ {1, . . . , k} such that c(S1 ⊕ . . .⊕ Sl) is minimal while b(S1 ⊕ . . .⊕ Sl) ≤ B.
If b(S1) > B, set l = 0. We show that the corresponding set of jobs L := I1 ∪ . . . ∪ Il solves
the minimization problem. First observe that L is indeed an ideal of E as S is feasible and by
definition of l we have b(L) ≤ B. It remains to show that L has minimal cost among all such
ideals of E.
Let I ⊆ N be an ideal of E with b(I) ≤ B minimizing the cost c(I) and let S∗I be an optimal
schedule of (I,EI , c). Assume for a contradiction c(I) < c(L). We construct a prefix P of S
∗
I
with high cost, yielding a contradiction to b(I) ≤ B. Let P ⊆ S∗I be an inclusion-minimal prefix
of S∗I such that there is an i > l with c(Ii) < 0 and c(P ∩ Ii) ≥ b(Ii).
We first discuss that such a prefix of S∗I exists. Since S is in increasing irreducible structure
and by the choice of l, it holds c(Sj) = c(Ij) ≤ 0 for all j ∈ [l]. Together with Ij ∩ I
being an ideal of EIj and Lemma 12 (i), this yields that c(Ij ∩ I) ≥ c(Ij) for all j ∈ [l].
So c(L ∩ I) =
∑
j∈[l]
c(Ij ∩ I) ≥
∑
j∈[l]
c(Ij) = c(L). The assumption c(I) < c(L) implies
c(I \ L) < 0. So there exists i > l such that c(Ii ∩ I) < 0. Since Ii is irreducible this implies
c(Ii) < 0, and by Lemma 12 (iii), it holds b(Ii ∩ I) ≥ b(Ii). As S
∗
I ∩ Ii is a feasible schedule for
Ii ∩ I it holds b(I ∩ Ii) ≤ b(S
∗
I ∩ Ii) = max{c(P
′ ∩ Ii) : P
′ prefix of S∗I }. So there exist i > l
and a prefix P of S∗I with c(P ∩ Ii) ≥ b(I ∩ Ii) ≥ b(Ii) and c(Ii) < 0.
Now let P be inclusion-minimal such that there is i > l with c(Ii) < 0 and c(P ∩ Ii) ≥ b(Ii).
As P is a prefix of S∗I , the jobs in P ∩ Ij are an ideal of EIj for all j ∈ [k]. To lower bound
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the cost of P , we want to lower bound the cost of P ∩ Ij for all j ∈ [k]. For j ∈ [l] we get from
c(Ij) < 0 and Lemma 12 (i) that c(P ∩ Ij) ≥ min{0, c(Ij)} = c(Ij). For j > l and c(Ij) ≥ 0,
Lemma 12 (i) implies c(P ∩ Ij) ≥ min{0, c(Ij)} = 0. Finally for j > l with j 6= i and c(Ij) < 0
the inclusion-minimality of P implies b(P ∩ Ij) < b(Ij) (otherwise P could have been chosen
smaller). In particular the budget of the set of jobs in P ∩ Ij is less than b(Ij) by Definition 7.
The irreducibility of Ij and Lemma 12 (iii) imply c(P ∩ Ij) ≥ 0.
For the cost of P , we obtain
c(P ) =
∑
j≤l
c(P ∩ Ij) +
∑
j>l
c(P ∩ Ij) ≥
∑
j≤l
c(Ij) + c(P ∩ Ii) ≥ c(L) + b(Ii).
From the increasing irreducible structure of S, and c(Ii) < 0 (with i > l), we have c(Il+1) < 0
and thus b(Ii) ≥ b(Il+1). From c(Il+1) = c(Sl+1) < 0 we know that S1 ⊕ . . . ⊕ Sl+1 could
have been a choice for L. But as we chose l and not l + 1 it holds b(S1 ⊕ . . . ⊕ Sl+1) > B.
Together with b(S1 ⊕ . . .⊕ Sl) ≤ B we obtain from Observation 6 (i) that b(S1 ⊕ . . .⊕ Sl+1) =
c(S1 ⊕ . . .⊕ Sl) + b(Sl+1).
Putting everything togehter we get:
c(P ) ≥ c(L) + b(Ii) ≥ c(L) + b(Il+1) = c(S1 ⊕ . . .⊕ Sl) + b(Sl+1) > B.
Since P is prefix of an optimal schedule S∗I for I it holds b(I) ≥ c(P ) > B, which contradicts
the choice of I .
(ii) Let l ∈ {1, . . . , k} be maximal such that c(Sl) < 0. If there is no such Sl, set l = 0. Since S is
in increasing irreducible structure, c(Si) < 0 for all i ∈ [l] and c(Si) ≥ 0 for all i > l. We show
that I1 ∪ . . . ∪ Il or I1 ∪ . . . ∪ Il+1 has minimal return among all ideals of E. If l = k, we set
Il+1 = ∅ in the following.
First observe that both I1 ∪ . . . ∪ Il and I1 ∪ . . . ∪ Il+1 are indeed ideals of E as S is feasible.
For any ideal I ⊆ N of E we show that r(I) ≥ min{r(S1 ⊕ . . .⊕ Sl), r(S1 ⊕ . . .⊕ Sl+1)}, which
yields the claim.
Let I ⊆ N be an ideal of E. Define the schedule S′ := S′1 ⊕ . . . ⊕ S
′
k for (I,EI , c) where, for
every i ∈ [k], S′i is an optimal schedule of Ii ∩ I . As I is an ideal in E and Ii is an interval in
E, we know that Ii ∩ I is an ideal of EIi for every i ∈ [k]. As S is feasible and the order of
Ii ∩ I for all i ∈ [k] is not changed in S
′, also S′ is feasible for (I,EI , c).
Applying Lemma 12 (v) to the irreducible interval Ii and its ideal I∩Ii, we get r(I∩Ii) ≥ r(Ii).
Since S′i is optimal for I ∩ Ii and Si is optimal for Ii, this implies r(S
′
i) ≥ r(Si) for all i ∈ [k].
Further, Lemma 12 (i) implies c(I ∩ Ii) ≥ min{0, c(Ii)} for all i ∈ [k]. So, by the choice of l,
we get c(I ∩ Ii) ≥ c(Ii) for all i ∈ [l].
Since S′ is feasible for (I,EI , c), we know r(I) ≥ r(S
′). By applying Observation 6 (ii) multiple
times, we obtain
r(I) ≥ r(S′) = min
j∈[k]
(
r(S′j) +
k∑
i=j+1
c(S′i)
)
.
Recall that r(S′i) ≥ r(Si) for all i ∈ [k] and c(S
′
i) ≥ c(Si) for all i ∈ [l]. Further for all i > l, it
holds c(Si) ≥ 0 and, thus again from Lemma 12 (i), c(S
′
i) ≥ 0. Therefore,
r(I) ≥ min
j∈[k]
(
r(S′j) +
k∑
i=j+1
c(S′i)
)
≥ min
j∈[k]
(
r(Sj) +
l∑
i=j+1
c(Si)
)
.
Applying Observation 6 (ii) again multiple times yields
r(I) ≥ min
{
r(S1 ⊕ . . .⊕ Sl),min
j>l
r(Sj)
}
.
Since S is in increasing irreducible structure and by the choice of l, we get r(Sl+1) = r(Il+1) ≤
r(Ij) = r(Sj) for all j > l. Note that r(S1 ⊕ . . .⊕ Sl+1) ≤ r(Sl+1) by Observation 6 (ii). Thus,
r(I) ≥ min{r(S1 ⊕ . . .⊕ Sl), r(Sl+1)} ≥ min{r(S1 ⊕ . . .⊕ Sl), r(S1 ⊕ . . .⊕ Sl+1)}.
(iii) Let I ⊆ N be a minimal ideal of E w.r.t. . We distinguish between two cases.
Case c(I) < 0: By Lemma 19 (i), there is l ∈ {0, . . . , k} such that the ideal I1 ∪ . . . ∪ Il solves
min{c(J) : J ⊆ N ideal of E with b(J) ≤ b(I)} ≤ c(I). As I is minimal with negative cost, we
have that c(I1 ∪ . . .∪ Il) = c(I) < 0 and b(I1 ∪ . . .∪ Il) = b(I) and thus I1 ∪ . . .∪ Il is a minimal
ideal of E w.r.t. .
Case c(I) ≥ 0: By Lemma 19 (ii), there is l ∈ {0, . . . , k} such that the ideal I1 ∪ . . . ∪ Il solves
min{r(J) : J ⊆ N ideal of E} ≤ r(I). As I is a minimal ideal with non-negative cost, we obtain
that c(I1 ∪ . . .∪ Il) ≥ 0 and r(I1 ∪ . . .∪ Il) = r(I) and thus I1 ∪ . . .∪ Il is a minimal ideal of E
w.r.t. .
12
The third statement of the above lemma says that given a schedule in increasing irreducible
structure, we can merge the first intervals I1, . . . , Il to a minimal ideal w.r.t. . So from now on
we may assume that the first interval of a schedule in increasing irreducible structure is in fact a
minimal ideal w.r.t. . If not, we can merge the first l intervals according to Lemma 19 (iii).
4 Algorithms for Special Instances
In the previous section, we presented Algorithm 1, which computes an optimal feasible schedule for
any instance (N,E, c) of Budget Minimization. However, the two main steps, choosing an ideal
I that is minimal w.r.t , and computing an optimal schedule S∗I for I , may already be NP-hard.
In this section, we propose polynomial-time algorithms for special classes of partial orders. The
algorithms are based on the fact that schedules in increasing irreducible structure are optimal.
4.1 Series-Parallel Partial Orders
In this subsection, we show that there is a polynomial-time algorithm for the Budget Minimiza-
tion problem for instances with precedence constraints represented by series-parallel partial orders.
We use the standard definition of series-parallel partial orders, see [3].
Definition 20 (Series-Parallel Partial Orders)
Series-parallel partial orders are defined recursively as follows.
(i) A single element is a series-parallel partial order
(ii) If (N1,E1) and (N2,E2) (with N1 ∩N2 = ∅) are two series-parallel partial orders, the parallel
composition (N1∪· N2,E1||E2) is again a series-parallel partial order, where E1||E2 := E1∪· E2.
(iii) If (N1,E1) and (N2,E2) (with N1 ∩ N2 = ∅) are two series-parallel partial orders, the series
composition (N1 ∪· N2,E1 ∗ E2) is again a series-parallel partial order, where E1 ∗E2 := E1 ∪·
E2 ∪· {(x, y) : x ∈ N1, y ∈ N2}.
A series-parallel partial order can be represented by its binary decomposition tree, where the
leaves are single elements and the internal nodes are the operators || and ∗ (see [6]). Such a decom-
position tree can be computed in polynomial time.
Our algorithm uses the decomposition tree of the partial order and computes recursively a schedule
in increasing irreducible structure. The recursion starts with single jobs and the schedule consisting
of this job which is in increasing irreducible structure. We show how to compute a schedule in
increasing irreducible structure for parallel and series composition, given two schedules in increasing
irreducible structure for the components. By Lemma 15, we know that the resulting schedule is
optimal.
Parallel Composition For parallel compositions, we prove that a binary merge of the blocks of
the schedules of the components w.r.t. the cbr-preorder of the parallel composition yields the right
schedule.
Observe that the cbr-preorder  of the parallel composition (N1 ∪· N2,E1||E2, c1 ∪ c2) restricted
to subsets of N1 or N2 is the cbr-preorder of (N1,E1, c1) or (N2,E2, c2), respectively. By c1 ∪ c2 = c
we denote the costs on N1 ∪N2 where c(j) := c1(j) for jobs j ∈ N1 and c(j) := c2(j) for jobs j ∈ N2.
Lemma 21 (Parallel Composition)
Let (N1,E1, c1) and (N2,E2, c2) be two instances of Budget Minimization with N1 ∩N2 = ∅. Let
S1 = S11 ⊕ . . . ⊕ S
1
k and S
2 = S21 ⊕ . . . ⊕ S
2
l be corresponding schedules in increasing irreducible
structure with corresponding irreducible intervals I11 , . . . , I
1
k and I
2
1 , . . . , I
2
l , respectively.
Sort
{
I11 , . . . , I
1
k
}
∪
{
I21 , . . . , I
2
l
}
in non-decreasing order with respect to the cbr-preorder of the
parallel composition (N1 ∪ N2,E1||E2, c1 ∪ c2). Then scheduling the irreducible intervals with their
optimal schedules in this order while keeping the relative ordering of I11 , . . . , I
1
k and I
2
1 , . . . , I
2
l gives a
feasible schedule in increasing irreducible structure for the parallel composition (N1∪N2,E1||E2, c1∪
c2).
Proof. Note that from the comment following Definition 11 of irreducible intervals, we have that the
irreducible intervals I11 , . . . , I
1
k of E1 and I
2
1 , . . . , I
2
l of E2 are also irreducible intervals of E1||E2.
When merging the two schedules S1 and S2 blockwise w.r.t. , we maintain the (optimal) sched-
ules S11 , . . . , S
1
k and S
2
1 , . . . , S
2
l and their ordering and, thus, we obtain a feasible schedule of the
parallel composition. By definition, this schedule is in line with . Hence the given schedule is in
increasing irreducible structure.
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Series Composition We show that the concatenation of the schedules of the two components
yields a schedule of the series composition in increasing irreducible structure. The intervals of the
composition used in the schedule are exactly the irreducible intervals of the components except
for possibly some of the intervals are merged. The merging of intervals is necessary in order to
establish that the resulting irreducible intervals are in increasing order w.r.t. . The main property
of irreducible interval that we use for this is stated in Lemma 16. Further, we obtain that the optimal
schedule for the merged intervals are the corresponding parts of the concatenated schedule.
First, we observe that concatenating the two schedules in increasing irreducible structure is an
optimal schedule for the series composition.
Lemma 22 (Concatenation of Increasing Irreducible Schedules)
Let (N1,E1, c1) and (N2,E2, c2) be two instances of Budget Minimization with N1 ∩N2 = ∅. Let
S1 and S2 be corresponding schedules in increasing irreducible structure.
Then S = S1 ⊕ S2 is an optimal schedule of (N1 ∪N2,E1 ∗E2, c1 ∪ c2).
Proof. Let S1 = S11 ⊕ . . . ⊕ S
1
k and S
2 = S21 ⊕ . . . ⊕ S
2
l with corresponding irreducible intervals
I11 , . . . , I
1
k of E1 and I
2
1 , . . . , I
2
l of E2, respectively.
Let S∗ be an optimal schedule of (N1 ∪ N2,E1 ∗ E2, c1 ∪ c2). Recall from the comment to
Definition 11, that the irreducible intervals I11 , . . . , I
1
k of E1 and I
2
1 , . . . , I
2
l of E2 remain irreducible
in E1 ∗E2.
As S∗ is feasible for E1 ∗E2, it is of the form SN1 ⊕SN2 where SN1 and SN2 are feasible (but not
necessarily optimal) schedules for (N1,E1) and (N2,E2). Apply Lemma 13 to S
∗ and the irreducible
intervals I11 , . . . , I
1
k and I
2
1 , . . . , I
2
l . We obtain a schedule S
′ that schedules each interval I11 , . . . , I
1
k
and I21 , . . . , I
2
l contiguously and in its respective optimal schedule S
1
1 , . . . , S
1
k and S
2
1 , . . . , S
2
l . The
schedule satisfies b(S′) ≤ b(S∗), i.e. it is also optimal. Note that by the construction of the prefix in
Lemma 13 the intervals of the two components are not mixed. We schedule the interval contiguously
at a point of the schedule where some job of the interval was scheduled. As we start with a feasible
schedule, all jobs of N1 remain before the jobs in N2. So the resulting schedule is of the form
S′ = S′N1 ⊕S
′
N2
where S′N1 and S
′
N2
schedule the intervals I11 , . . . , I
1
k and I
2
1 , . . . , I
2
l contiguously and
optimally, respectively.
Then applying Lemma 9 independently to S′N1 and S
′
N2
, we obtain the schedules S1 and S2,
respectively. Hence b(S) ≤ b(S′) ≤ b(S∗), which proves the claim.
For recursive calls of the algorithm, however, optimality of the schedule does not suffice. We need
the schedules to be in increasing irreducible structure for merging in the parallel compositions.
The following lemma is key for the increasing irreducible structure for a series composition. It
states that there is a prefix of the two concatenated schedules which is the optimal schedule of a
minimal ideal as well as the union of irreducible intervals from increasing irreducible structure. In
some sense, this extends Lemma 19 (iii).
Lemma 23 (Minimal Ideals in Series Compositions)
Let (N1,E1, c1) and (N2,E2, c2) be two instances of Budget Minimization with N1 ∩N2 = ∅. Let
S1 = S11 ⊕ . . . ⊕ S
1
k and S
2 = S21 ⊕ . . . ⊕ S
2
l be corresponding schedules in increasing irreducible
structure with corresponding irreducible intervals I11 , . . . , I
1
k and I
2
1 , . . . , I
2
l , respectively.
There are p ∈ {0, . . . , k} and q ∈ {0, . . . , l} such that I11 ∪· · ·∪I
1
p or N1∪I
2
1 ∪· · ·∪I
2
q is a minimal
ideal of E1 ∗E2 w.r.t. .
Proof. Let I ⊆ N1 ∪ N2 be any minimal ideal of E1 ∗ E2 w.r.t. . If I ⊆ N1, we know from
Lemma 19 (iii) that there is p ∈ {0, . . . , k} such that I11 ∪ · · · ∪ I
1
p is a minimal ideal in N1.
Otherwise, write I = N1 ∪· J2. We show that the equations from Observation 6 hold for the job sets
(and not only for particular schedules). Using the fact that any feasible schedule of N1 ∪· J2 has to
scheduleN1 completely before J2, we obtain b(N1∪· J2) = max{b(N1), c(N1) + b(J2)} and r(N1∪· J2) =
min{r(N1) + c(J2), r(J2)}. Thus, for I = N1∪· J2, we get b(I) = max{b(N1), c(N1) + b(J2)} ≥ b(N1).
Depending on the cost of I , we distinguish two cases.
Case c(I) < 0: Since I is minimal w.r.t.  and has negative cost, we get from Definition 8 that J2
is minimizer of the following expression
min{r(N1 ∪· J) : J ⊆ N2 ideal of E2 with c(N1 ∪· J) < 0 and b(N1 ∪· J) ≤ b(I)}
=min{c(N1) + c(J) − b(N1 ∪· J) : J ⊆ N2 ideal of E2 with c(N1 ∪· J) < 0 and b(N1 ∪· J) ≤ b(I)}.
From the restriction b(N1 ∪· J) ≤ b(I) and as I is minimal w.r.t. , we get b(N1 ∪· J) = b(I).
Since additionally b(N1) ≤ b(I) and b(N1 ∪· J) = max{b(N1), c(N1) + b(J)}, we obtain that J2 is
minimizer of
min{c(J) : J ⊆ N2 ideal of E2 with c(N1) + b(J) ≤ b(I)}+ c(N1)− b(I).
Now from Lemma 19 (i), we know that there is q ∈ {0, . . . , l} such that I21 ∪ . . . ∪ I
2
q solves this
optimization problem. Hence, N1 ∪ I
2
1 ∪ . . . ∪ I
2
q is a minimal ideal of E1 ∗E2.
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Case c(I) ≥ 0: Since I is minimal w.r.t.  and has non-negative cost we get from Definition 8 that
J2 is minimizer of the following expression
min{r(N1 ∪· J) : J ⊆ N2 ideal of E2}
=min{min{r(N1) + c(J), r(J)} : J ⊆ N2 ideal of E2}
=min
{
r(N1) + min{c(J) : J ⊆ N2 ideal of E2 with b(J) ≤ −r(N1)},
min{r(J) : J ⊆ N2 ideal of E2}
}
.
From Lemmas 19 (i) and 19 (ii), we know that there are q1, q2 ∈ {0, . . . , l} such that I
2
1 ∪ . . .∪ I
2
q1
and I21 ∪ . . . ∪ I
2
q2 solve the two inner minimization problems. Hence, N1 ∪ I
2
1 ∪ . . . ∪ I
2
q1 or
N1 ∪ I
2
1 ∪ . . . ∪ I
2
q2 is a minimal ideal of E1 ∗E2.
In both cases, there is q ∈ {0, . . . , l} such that N1 ∪ I
2
1 ∪ · · · ∪ l
2
q is a minimal ideal of E1 ∗ E2.
We now can combine the above lemmas in order to prove that the concatenation of the schedules of
two components is indeed a schedule in increasing irreducible structure for their series composition.
The proof of the following theorem is constructive. It shows that, similar to Algorithm 1, the
concatenated schedule can be divided into irreducible intervals by iteratively finding prefixes that
are minimal w.r.t. .
Theorem 24 (Series Composition)
Let (N1,E1, c1) and (N2,E2, c2) be two instances of Budget Minimization with N1∩N2 = ∅. Let S
1
and S2 be schedules in increasing irreducible structure for (N1,E1, c1) and (N2,E2, c2), respectively.
Then S1 ⊕ S2 is a feasible schedule in increasing irreducible structure of the series composition
(N1 ∪N2,E1 ∗E2, c1 ∪ c2).
Proof. Let S1 = S11 ⊕ . . . ⊕ S
1
k and S
2 = S21 ⊕ . . . ⊕ S
2
l with corresponding irreducible intervals
I11 , . . . , I
1
k and I
2
1 , . . . , I
2
l . We show that S
1 ⊕ S2 is in increasing irreducible structure by exhibiting
the corresponding irreducible intervals.
We use an induction on |N1|+|N2|. If N1∪N2 = ∅, the statement is trivial. Assume the statement
is true for m ∈ N and |N1|+ |N2| < m. We show that S1 ⊕ S2 is in increasing irreducible structure
if |N1|+ |N2| = m.
We define a minimal ideal J of E1 ∗ E2 that is a prefix of S1 ⊕ S2 and contains as many of the
intervals I11 , . . . , I
1
k , I
2
1 , . . . , I
2
l as possible. Applying Lemma 23 to S
1 and S2, we have that there is
p ∈ {0, . . . , k} such that I11 ∪ · · · ∪ I
1
p is a minimal ideal of E1 ∗E2 w.r.t. , or there is q ∈ {0, . . . , l}
such that N1 ∪ I
2
1 ∪ · · · ∪ I
2
q is a minimal ideal of E1 ∗E2 w.r.t. . If there is q ∈ {0, . . . , l} such that
N1 ∪ I
2
1 ∪ · · · ∪ I
2
q is a minimal ideal of E1 ∗E2, pick q maximal and set J := N1 ∪ I
2
1 ∪ · · · ∪ I
2
q to be a
minimal ideal of E1 ∗E2. Otherwise, we know there has to be p ∈ {0, . . . , k} such that I
1
1 ∪ · · · ∪ I
1
p
is a minimal ideal of E1 ∗ E2. Pick p maximal and set J := I
1
1 ∪ · · · ∪ I
1
p to be a minimal ideal of
E1 ∗E2. If ∅ is a minimal ideal w.r.t. , then the instance has only jobs with non-negative cost. The
maximal choice of J yields J 6= ∅, since N1 ∪N2 6= ∅.
S1 ∩ J and S2 ∩ J are in increasing irreducible structure with corresponding irreducible intervals
I11 , . . . , I
1
k and I
2
1 , . . . , I
2
l that are contained in J . By Lemma 22, we know that the prefix (S1⊕S2)∩
J = (S1 ∩ J)⊕ (S2 ∩ J) is scheduled optimally in S1 ⊕ S2. Also, S1 \ J and S2 \ J are in increasing
irreducible structure with corresponding irreducible intervals I11 , . . . , I
1
k and I
2
1 , . . . , I
2
l which are not
contained in J . Therefore, the induction hypothesis implies that the suffix (S1⊕S2) \J = (S1 \J)⊕
(S2 \ J) is in increasing irreducible structure again. By applying Lemma 23 to (N1 \ J,EN1\J , c),
(N2 \J,EN2\J , c) with S1 \J and S2 \J , we know that E(N1∪N2)\J has a minimal ideal L given by the
first intervals of I11 , . . . , I
1
k , I
2
1 , . . . , I
2
l which are not contained in J . As J and L are minimal w.r.t. ,
they are irreducible. Since J ∪ L was a feasible choice in the definition of J and J was chosen to be
inclusion-maximal, Lemma 16 yields that J  L. In total, S1⊕S2 = ((S1 ⊕ S2) ∩ J)⊕((S1 ⊕ S2) \ J)
is in increasing irreducible structure again.
Corollary 25 (Series-Parallel Partial Orders)
For an instance (N,E, c) of Budget Minimization, where E is a series-parallel partial order, a
schedule in increasing irreducible structure can be computed in polynomial time.
Proof. Compute the decomposition tree of E and compute a schedule in increasing irreducible struc-
ture recursively beginning at the leaves of the tree. Note that the cost, budget, and return of a
subschedule can be computed efficiently based on their defintions. The cost, budget, and return of
the corresponding irreducible intervals of an increasing irreducible structure can also be determined,
as the corresponding parts of the schedule are optimal. Therefore, the comparisons needed for the
sorting w.r.t.  in Lemma 21 can be done in polynomial time. Similarly, the prefixes of Lemma 23
that are needed in Theorem 24 can be found in polynomial time.
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4.2 Convex Bipartite Partial Orders
In this section, we propose an algorithm to solve Budget Minimization for instances with con-
vex bipartite partial orders. To simplify notation, let N = N+ ∪· N− be the job set with N+ =
{j ∈ N : cj ≥ 0} and N
− = {j ∈ N : cj < 0} and E ⊆ N
+ × N− a bipartite partial order. Further
let P(j) ⊆ N+ be the set of predecessors of j ∈ N−, and S(i) ⊆ N− the set of successors of i ∈ N+.
Definition 26 (Convex Bipartite Partial Order)
Let N+ and N− be two job sets and let E ⊆ N+ ×N− be a bipartite partial order on N+ ∪· N−.
We call E convex in N+ if there exists a linear order < on N+ such that for every j ∈ N− the
set of predecessors P(j) is an interval w.r.t. <.
We call E convex in N− if there exists a linear order < on N− such that, for every i ∈ N+, the
set of successors S(i) is an interval w.r.t. <.
We call E convex if it is convex in N+ or convex in N−.
We present an algorithm that solves instances where the precedence constraints are bipartite and
convex in N−, and use a simple observation to solve instances that are convex in N+. For a partial
order E we use the notation E−1 = {(i, j) : j E i} for the dual partial order of E (see [6]).
Lemma 27 (Reverse Instance)
Let (N,E, c) be an instance of Budget Minimization. Define the reverse instance as
(
N,E−1,−c
)
.
Then S is a feasible schedule for (N,E, c) with budget b and return r if and only if S−1 is a
feasible schedule for
(
N,E−1,−c
)
with budget b = −r and return r = −b.
Proof. Note that S is feasible for (N,E, c) if and only if S−1 is feasible for
(
N,E−1,−c
)
. Let c = −c.
The relation between budget and return of the respective schedules follows from the observation that
c(S) = c(N) = −c(N) = −c
(
S−1
)
is constant.
Note that (N,E, c) is convex in N+, if and only if the reverse instance
(
N,E−1,−c
)
is convex
in N−. Hence, in order to solve an instance that is convex in N+, we construct its reverse instance,
use our algorithm for instances that are convex in N−, and then transform the schedule accordingly
(Lemma 27). So let
(
N+ ∪N−,E, c
)
be an instance such that E is bipartite and convex in N−. Key
ingredient to the algorithm are two observations.
First, there is an optimal schedule that starts with a job j ∈ N− together with its predecessors
P(j), and then schedules the jobs in N−j := N \ (P(j) ∪ {j}) afterwards. Second, if we delete
P(j) ∪ {j} from the instance, then
(
N−j ,EN−j , c
)
decomposes into smaller instances (L,EL, c) and
(R,ER, c) with L ∪· R = N−j . For these instances we have L = L
+ ∪· L− and EL is convex in L
−
and R = R+ ∪· R− and ER is convex in R
−. We exploit this decomposition into smaller instances
by using a dynamic program. Informally, we iterate over all j ∈ N−, fix P(j) ∪ {j} to be the first
jobs of the schedule, and schedule the instances (L,EL, c) and (R,ER, c) in parallel after j using
Lemma 21. The respective schedules in increasing irreducible structure for (L,EL, c) and (R,ER, c)
have been computed in earlier iterations of the dynamic program.
In order to pick the optimal schedule in the end, we make use of the first observation in Lemma 28.
The idea can be summarized as follows. If we correctly guess the first job j ∈ N− and its predecessors
P(j) of an optimal schedule, then any optimal solution of (N,Ej , c), where Ej is defined as the series
composition
(
P(j) ∪ {j},EP(j)∪{j}
)
∗
(
N−j ,EN−j
)
, is an optimal solution of (N,Ej , c). In particular,
any schedule in increasing irreducible structure for (N,Ej , c) is also in increasing irreducible structure
for (N,E, c) and therefore optimal. Lemma 28 characterizes this first job.
Lemma 28 (Guessing the first negative job)
Let (N,E, c) be an instance of Budget Minimization and  the corresponding cbr-preorder. Set
N− := {j ∈ N : cj < 0} and assume N
− 6= ∅.
For j ∈ N− let Jj be a minimial ideal of (N,Ej , c) w.r.t. .
Choose j∗ ∈ N− such that the corresponding ideal Jj∗ is minimal w.r.t.  among all ideals Jj ,
i.e., choose j∗ so that Jj∗ is a minimizer of
min
{
Jj : j ∈ N
−
}
.
Then any schedule in increasing irreducible structure for (N,Ej∗ , c) is a schedule in increasing
irreducible structure for (N,E, c).
Proof. Let S = S1 ⊕ . . . ⊕ Sk be a schedule of (N,Ej∗ , c) in increasing irreducible structure and
I1, . . . , Ik be the corresponding irreducible intervals of Ej∗ such that I1 is a minimal ideal of Ej∗
w.r.t.  (by Lemma 19 (iii)). S is a feasible schedule of (N,E, c) as Ej∗ is an extension of E. Also
from Ej∗ being an extension of E we have that ideals in Ej∗ are ideals in E and the same holds for
intervals.
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Further, we know that (Ej∗ )N
−j∗
= EN
−j∗
. Let I be an interval of Ej∗ that does not intersect
P(j∗)∪ {j∗}. Note that ideals of I in Ej∗ are exactly the same ideals in E, and thus I is irreducible
in Ej∗ if and only if it is irreducible in E. The first interval, i.e., I1, contains P(j
∗)∪ {j∗} as it is an
ideal of the series composition Ej∗ and minimal w.r.t. .
Thus all intervals I2, . . . , Ik are also irreducible in E.
It remains to show that I1 is an irreducible ideal in E. Recall that a minimal ideal is per definition
irreducible. As every ideal of Ej∗ is also an ideal of E, it remains to show that I1 is minimal w.r.t. 
among all ideals of E. Let I be a minimal ideal of E w.r.t. . From N− 6= ∅ and I being minimal,
we know that it contains a job j ∈ N− together with all its predecessors P(j). Thus, I is an ideal in
Ej and so Jj  I by the choice of Jj . As I1 is minimal w.r.t.  in Ej∗ , we obtain I1  Jj∗  Jj  I
by the choice of Jj∗ .
So, we showed that the irreducible intervals I1, . . . , Ik of Ej∗ are also irreducible intervals in E,
and, thus, the schedule S is in increasing irreducible structure for (N,E, c).
We now propose a dynamic programm (Algorithm 2) for instances
(
N− ∪· N+,E, c
)
where E is
bipartite and convex in N− with corresponding linear order <. Recall that there are schedules in
increasing irreducible structure that start with a negative job j ∈ N− and its predecessors P(j).
Due to Lemma 28, it suffices to compute increasing irreducible schedules for the instances (N,Ej , c)
for all j ∈ N−, and pick the one with minimal first interval w.r.t. the cbr-preorder.
The algorithm iteratively computes a schedule in increasing irreducible structure for the subin-
stance
(
I− ∪ I+,EI−∪I+ , c
)
for all intervals I− ⊆ N− w.r.t. <, and a subset of their predecessors
I+ =
{
i ∈ N+ : S(i) ⊆ I−
}
. The idea is that all jobs in N \ (I− ∪ I+) are already fixed to be sched-
uled at the beginning of the schedule, and we want to compute an optimal schedule for the other
jobs. For every job j ∈ I−, we consider the schedule where j is scheduled after its predecessors in I+
at the beginning of the schedule. Note that the schedule Sj of j and its predecessors in I
+ (Line 7) is
trivially in increasing irreducible structure. If we remove {j}∪P(j) from consideration, the instance
decomposes into strictly smaller instances that are also convex. The corresponding optimal schedules
for these were computed in earlier iterations of the dynamic program, and so we can merge their
schedules similar to Lemma 21 to an optimal schedule in Line 8. Finally we concatenate both sched-
ules in Line 9, and derive a schedule in increasing irreducible structure for (I− ∪ I+, (Ej)I−∪I+ , c)
(Theorem 24). After we computed the schedules for all j ∈ I−, we choose the best according to
Lemma 28 in Line 12 to be the schedule for this subinstance.
Theorem 29 (Correctness of Algorithm 2)
Let (N,E, c) be an instance of Budget Minimization, where N = N− ∪· N+ and E is bipartite and
convex in N−. Let < be a corresponding order on N−.
Then Algorithm 2 computes a schedule for (N,E, c) in increasing irreducible structure in polyno-
mial time.
Proof. We prove that, for every interval I− of N− w.r.t. <, the computed schedule SI− is a schedule
for
(
I+ ∪ I−,EI+∪I− , c
)
in increasing irreducible structure. The correctness of the algorithm follows,
as I+ = N+ in the last iteration (where I− = N−) and, hence, SN− is a schedule for
(
N+ ∪· N−,E, c
)
in increasing irreducible structure.
We use induction on
∣∣I−∣∣. The statement is true for ∣∣I−∣∣ = 0 and thus I− = ∅ due to the
initialization step of the algorithm.
Fix k ∈
{
1, . . . ,
∣∣N−∣∣} and assume that the claim holds for every I− ⊆ N− with ∣∣I−∣∣ < k. Now,
let I− ⊆ N− with
∣∣I−∣∣ = k and consider the iteration in which S′j for a j ∈ I− was determined. Let
L−j , R
−
j , and P
+
j be the sets as evaluated in that iteration. As L
−
j , R
−
j ⊆ I
− we have
∣∣L−j ∣∣, ∣∣R−j ∣∣ < k.
We set L+j :=
{
i ∈ N+ : S(i) ⊆ L−j
}
and R+j :=
{
i ∈ N+ : S(i) ⊆ R−j
}
to be the corresponding I+,
respectively. L−j , R
−
j ⊆ I
− directly implies L+j , R
+
j ⊆ I
+.
Since E is convex in N− the following holds: if S(i) ∩ L−j 6= ∅ and S(i) ∩ R
−
j 6= ∅ then j ∈ S(i)
for any job i ∈ N+. Therefore, the set I− ∪ I+ can be partitioned into
(
L+j ∪ L
−
j
)
∪·
(
P+j ∪ {j}
)
∪·(
R+j ∪R
−
j
)
. Note
(
L+j ∪ L
−
j ,EL+
j
∪L
−
j
)
and
(
R+j ∪R
−
j ,ER+
j
∪R
−
j
)
are convex in L−j and R
−
j , respec-
tively. Thus the schedules S
L
−
j
and S
R
−
j
were computed in previous iterations and are in increasing
irreducible structure (induction hypothesis).
Note that Sj in Line 7 is in increasing irreducible structure. By induction hypothesis and
Lemma 21, S−j is in increasing irreducible structure. Using Theorem 24, it follows that S
′
j is in
increasing irreducible structure. Thus S′j indeed is a feasible schedule for the series and parallel com-
position
(
P+j ∪ {j},EP+
j
∪{j}
)
∗
((
L+j ∪ L
−
j ,EL+
j
∪L−
j
)
‖
(
R+j ∪ R
−
j ,ER+
j
∪R−
j
))
. By Theorem 24
and Corollary 25, we can compute the irreducible intervals in Line 10 in polynomial time. SI− can
be computed efficiently from S′j by comparing the k prefixes I
1
j for j ∈ I
−.
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Algorithm 2: Dynamic Program for Convex Bipartite Partial Orders
Input: (N− ∪· N+,E, c) instance of Budget Minimization where E is convex in N− and respective
order < on N−
Output: schedule of (N− ∪· N+,E, c) in increasing irreducible structure
1 S∅ ← empty schedule;
2 for k = 1, . . . , |N−| do
3 for interval I− ⊆ N− w.r.t. < with |I−| = k do
4 I+ ← {i ∈ N+ : S(i) ⊆ I−} ;
5 for j ∈ I− do
6 L−j ← {i ∈ I
− : i < j}, R−j ← {i ∈ I
− : j < i}, P+j ← P(j) ∩ I
+ ;
7 Sj ← arbitrary feasible schedule of P
+
j ∪ {j} ;
8 S−j ← parallel composition of SL−
j
and SR−
j
; // Lemma 21
9 S′j ← Sj ⊕ S−j ; // in increasing irreducible structure
10 Compute the irreducible intervals I1j , . . . , I
k
j of S
′
j such that I
1
j is a minimal ideal of Ej
w.r.t.  ; // Lemma 23 and Theorem 24
11 end
12 Let j∗ ∈ I− be such that I1j∗ is minimizer of min
{
I1j : j ∈ I
−
}
;
13 SI− ← S
′
j∗ ;
14 end
15 end
16 return SN− ;
For every j ∈ I−, we computed the feasible schedule S′j in increasing irreducible structure for
the convex instance
(
I+ ∪ I−,Ej
)
. By the choice of j∗ in Line 12 and Lemma 28, SI− in Line 13
indeed is a schedule for
(
I+ ∪ I−,EI+∪I−
)
in increasing irreducible structure. Since the number of
intervals in N− is quadratic in
∣∣N−∣∣, the number of iterations of the algorithm is polynomial.
Corollary 30 (Convex Bipartite Partial Orders)
For an instance (N,E, c) of Budget Minimization, where E is a convex bipartite partial order, a
schedule in increasing irreducible structure can be computed in polynomial time.
Proof. The statement is implied by Theorem 29 and Lemma 27.
5 Conclusion and Future Work
We show that there exists an optimal solution of Budget Minimization that is in increasing ir-
reducible structure. Further, we give polynomial time algorithms for series-parallel as well as for
convex bipartite partial orders for which a joint generalization exists—two-dimensional partial or-
ders. Thus, this class is a natural candidate for further studies. Another interesting direction, is to
identify more classes of partial orders where the increasing irreducible structure can be exploited to
design polynomial-time algorithms. Due to the inapproximability in the general case, one might also
consider different cost functions, e.g., such that c(J) > 0 for all non-empty ideals J ⊆ N , for which
(constant) approximation algorithms might exist.
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