In this paper, we present a framework for both the automatic extraction of the temporal location of tennis strokes within a match and the subsequent classification of these as being either a serve, forehand or backhand. We employ the use of low-cost visual sensing and low-cost inertial sensing to achieve these aims, whereby a single modality can be used or a fusion of both classification strategies can be adopted if both modalities are available within a given capture scenario. This flexibility allows the framework to be applicable to a variety of user scenarios and hardware infrastructures. Our proposed approach is quantitatively evaluated using data captured from elite tennis players. Results point to the extremely accurate performance of the proposed approach irrespective of input modality configuration.
INTRODUCTION
As part of a longer-term research programme, we are striving to develop a cheap, unobtrusive, near real-time and ultra-portable motion capture system that can obtain detailed and accurate 3D biomechanical information on sports player movement in large play areas such as outdoor arenas, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ARTEMIS '10 where traditional motion capture set-ups would be expensive and problematic. Due to both the speed and explosive nature of the actions performed by high performance players, we focus on tennis as a challenging test scenario.
In this paper we focus on the specific objective of automatically determining the stroke (serve, forehand, backhand) played by an athlete for a given ball contact. This is an essential classification step prior to analysis of player motion dynamics, as well as providing semantic annotation to the tennis data collected by coaches as part of normal training.
A novel aspect of this work is the flexibility of the approach due to the complementary use of low-cost visual sensing and low-cost inertial sensing, thereby making it applicable to a variety of elite or amateur sporting set-ups, and to both competitive and training scenarios. Either sensing modality may be employed for both stroke detection and classification if the required hardware is available. In addition, if both modalities are available the merging of features obtained from the two complimentary sources can be implemented and the stroke class can be determined via an early fusion methodology. This flexibility makes the use of this framework feasible for the vast majority of set-ups and scenarios. For example, in training scenarios the use of both modalities could be employed, however in match scenarios the use of inertial sensors may not be permitted and only visual sensing possible. Conversely, the inertial sensing technique provides a location independent approach that can be easily transported and adopted for use in training complexes without the required camera hardware infrastructure.
Section 2 reviews previous work in this area. A brief overview of our system is given in section 3. The proposed technique for extracting the temporal location of strokes within a match is presented in section 4. We describe the visual and accelerometer-based features we use for classification in section 5. Section 6 details our experimental setup and the high-performance tennis dataset we use for our tests. Our proposed approach is evaluated in section 7 and we discuss our findings and directions for future work in section 8.
RELATED WORK
There has been much research in the area of automatic recognition of human activities, with a recent review of human motion analysis given in [4] . In examining prior literature related to the work in this paper, we focus on prior work in tennis action analysis and in using accelerometers for action classification.
There has been much previous work on tennis stroke recognition. In [13] , optical flow is used to extract features of tennis motions and SVMs are used for shot classification. They classify strokes into either a left-swing or right-swing class (corresponding to backhand and forehand). Shah et al. [10] extract a skeletonization of the tennis player's body and feed an orientation histogram of this skeleton into SVM classifiers to distinguish forehand, backhand and 'neither'. Bloom and Bradley [1] detect a shot keyframe when the ball makes contact with the racket and use heuristics based on the player and racket locations to do stroke classification. Petkovic et al. [8] use Pie features and six Hidden Markov Models to classify tennis strokes as forehand, backhand, service, smash, forehand volley and backhand volley. Similar visual features to those used in this paper were used in [3] for gait analysis.
As a complementary modality to visual analysis, accelerometers are lightweight and can be worn on the body to aid the recognition process. Microphones are combined with threeaxis accelerometers by Ward et al. to determine the activities of a person in maintenance and assembly tasks [12] . Dong et. al propose an activity tracking system using wearable accelerometers in [2] . In their system, accelerometers are placed on body segments and multiple models are used to determine the angles of rotation of the person's limbs. The models correspond to different intensities of motion. For example, a static model is used to determine the joint angles when the person is not moving, whereas a periodic model is used when the person is walking.
Pylvanainen describes a hand gesture recognition system using a 3D accelerometer and continuous hidden Markov models for classification [9] . HMMs are also used by Liang et al. [6] in order to produce choreographed motions for applications such as pre-production of animation, avatar control in virtual reality and game-like scenarios. Slyper and Hodgins demonstrated the use of wearable accelerometers for realtime avatar control [11] .
OVERVIEW
In this section, we give an overview of our shot detection and classification system. We also describe the data capture infrastructure that we use as a test-bed for our experiments. Figure 1 gives an overview of our stroke detection-andclassification system. Firstly, tennis strokes are detected. This can be done using either video or accelerometer information. This involves determining the temporal locations within a match where strokes occur. We detail our approach to stroke detection in section 4.
Shot analysis system
Each detected stroke is then classified as being either forehand, backhand or serve using pre-trained classifiers. These classifiers can use data from the wearable accelerometers or from video analysis, or data from both sources.
In section 5, we describe the features that are extracted from both modalities in order to perform classification. Both sets of features are obtained from their respective sources using temporal windows located around initial detection time. We investigate the use of both SVN and K-NN classifiers for determining stroke type. 
Infrastructure
In collaboration with a tennis organisation, we have instrumented an indoor tennis-court with a data-gathering infrastructure for use as a test-bed for sports and health research. This infrastructure includes overhead and baseline IP cameras with pan, tilt and zoom capability from which a tennis match can be digitally captured (see figure 3 ). In addition, the capture framework provides the infrastructure to capture data streams from multiple wireless accelerometers that can be placed on one or more athletes on the court. In this work we focus on using a number of custom built (±12G, 120Hz) wireless accelerometers placed onto the body of an elite tennis player. Figures 2(a) and 2(b) show the locations of the sensors on the body. Figure 2 (c) shows a close-up of one of the sensors. It should be noted that these sensors are initial prototype units, and future versions will be much smaller and less obtrusive to the wearer. Inspired by the work of [11] it is intended to uses these sensors as the main input modality for full body motion capture in future work.
TENNIS STROKE DETECTION
Before stroke classification occurs, the temporal locations within a match where these occur must be determined. This can be determined using either video data, from an overhead camera, or wearable accelerometer data from the player's right forearm (dominant arm).
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Figure 1: System overview: Our system both detects and classifies tennis strokes, using either video data or wearable accelerometer data, or data from both modalities.
Video stroke detection
In previous work, a tennis-stroke detection approach was developed using a single overhead camera [7] . Using simple consecutive-frame-differencing, pixel blobs, corresponding to moving objects (such as the ball), were identified in each video frame. By tracking these pixel blobs in consecutive frames, non-ball pixels (caused by image noise, lighting changes and player movement) could be removed. Tracked objects that followed linear trajectories were considered to be tennis balls.
Precision and recall figures for stroke detection were 0.9429 and 0.9506 respectively, indicating that high accuracy can be achieved using this approach. However, many tennis court areas, particularly those outside, do not have an overhead view available. As such, an alternative approach based on accelerometer data is proposed here that can achieve as good as, or better, performance than that of [7] .
Accelerometer stroke detection
An accelerometer placed on a player's dominant arm will register a spike in its data due to the impact of the ball on the tennis racket. Detecting such data-spikes allows the automatic detection of tennis strokes, as shown in figure 4 .
To detect ball contact impacts, we first compute the acceleration magnitude for each sensor sample, simply by taking the length of the 3D acceleration vector. We select the value with the largest absolute magnitude in the data. A W -second window around this peak is extracted to represent the stroke in progress. Adopting a greedy approach, this window is removed from the data and the procedure is then repeated to find the remaining strokes, until there are no acceleration magnitude peaks larger than a threshold, T . For our experiments, we used W = 1s and T = 8g.
A window size of one second was deemed wide enough to capture the dynamics of a tennis stroke, while avoiding any additional movements performed before or after the ball impact. Threshold T was chosen based on empirical observation of the force at which a range of athletes strike the ball. Rarely does any accelerometer register readings above this magnitude unless a ball contact has been made. Subtle ball contacts, such as when the tennis ball is tapped gently over the net, are difficult to detect using this approach as the data spike is negligible. However, since we consider only high impact strokes (namely: serves, forehands and backhands) in this paper, we were able to achieve 100% detection accuracy. For the remainder of the paper, we assume perfect detection accuracy of tennis strokes and focus on the classification of these strokes. 
FEATURE EXTRACTION
In this section, we describe the features we extracted from each stroke in order to classify it into either a serve, forehand or backhand. Figure 5 illustrates the contour features we extract from video clips of tennis strokes. In each frame, we use background subtraction to determine pixels belonging to the tennis player, as illustrated in figure 5(b) . While the contour features that we use are robust to foreground holes and noise in the extracted silhouette, they can be adversely affected by shadows. For this reason, we use a layered background model that includes robust shadow removal 1 . We assume the player is the largest foreground connected component in the image. Using simple image morphology, we join it to other regions that are close to the player region (to account for cases where a gap in the foreground causes the arms/feet/racket to be disconnected from the player's body). To extract contour features, we divide the player foreground region into 16 pie segments, centred on the player centroid. For each segment, we store the largest distance of any foreground pixel from the centroid.
Image-based Contour Features
Over the entire stroke, we extract contour features for each video frame. We then normalise the features in order to make them invariant to the player's distance from the camera, by computing the median of all contour values and dividing all features by this value. As expected, these features are not invariant to camera viewing angle and this aspect is explored in our experiments in section 7.2. 
Accelerometer-based Features
To represent a stroke in accelerometer space, we simply use the raw data. Each accelerometer sample comprises a 3D (xyz) vector. A single stroke is made up of a series of such samples. Example data from a serve is shown in figure  6 . We normalise the stroke data by rescaling so that the variance is equal to one, in order to account for differences in stroke power.
EXPERIMENTAL SETUP
In this section, we detail how the features we extract from each modality are used for stroke classification, as well as how we can combine both modalities to improve performance. We also describe the dataset we use to evaluate the performance of our system.
Classification
In order to classify strokes, we investigated the use of two common classifiers: Support Vector Machines (SVMs) and K-Nearest Neighbour classifiers (KNNs).
We used the SVMlight implementation of SVMs [5] with the radial basis function (RBF) kernel, as this was shown to perform well in many previous SVM studies. All feature vectors were rescaled to the range [0..1].
For the K-Nearest-Neighbour (KNN) classifier, we use a similarity measure that is robust to variations in stroke speed and power. For a given pair of tennis strokes, we compute their similarity as follows. First, we dynamically-time-warp them (minimising the sum of Euclidian distances between corresponding samples) to align them in time, thereby accounting for variations in speed. We then compare them using normalised-cross-correlation (NCC), which is invariant to stroke power.
Data fusion
If both sets of features are available, we use data fusion to improve performance. We investigated a number of different approaches to combining the two data sources for classification, including (i) simply concatenating the feature vectors and using SVMs/KNNs and (ii) learning the weight for linearly combining the similarities from both sources, then using KNNs.
While the performance was good using a fixed camera view for training and testing, performance dropped significantly when the camera view was changed. When one of the data sources is not working very well (such as when the camera viewpoint is different from the viewpoint used for training), the fusion of both data sources should account for this by (primarily) using the better data source and thereby still give good results. This was not the case in most fusion strategies we investigated.
To account for the potential failure of one data source, we adopted a fusion strategy based on an adaptive confidence weighting, α. We define the similarity between two strokes i and j as: where Sacc is the stroke similarity in accelerometer space and S vid is the similarity in the video domain. The adaptive confidence weighting α is computed from:
where A conf is the confidence of the accelerometer data and V conf is the confidence of the video data. These confidences are computed from learned models of the expected distribution of good and bad matches. For either data source, their confidence value was computed as:
where S ∈ {A, V }, x is the similarity score of the nearest neighbour in the training set, N (x, μ, σ) is a Gaussian model evaluated at x. μ+ and μ− are computed from the training data and represent the mean similarity scores for nearestneighbour strokes of the same-type and of difference-types, respectively. The σ values are the computed variances. Finally, KNN is used to classify strokes using the S(i, j) values, which represent the combined data from both sources. Using this approach, the weighting or trade-off between video and accelerometers is dynamically adapted for each new stroke to be classified, so can account for failure of one of the data sources. Our results in section 7 validate this fusion approach.
Testing Dataset
Our dataset comprises data from 5 elite, nationally ranked, tennis athletes. A total of 300 strokes were performed. Each player performed serve, forehand and backhand strokes while wearing 6 wearable wireless accelerometers. Video of the performance was captured using the cameras in the installation (figure 3). However, only 2 of the 9 cameras were suitable for classification due to occlusion and camera direction. These views are shown in figure 7.
RESULTS
We now detail the stroke classification accuracy that was achieved in our various experiments, using both video and accelerometer data. For video classification, we examine two different viewpoints: a back view and a side view, shown in figure 7(a) and 7(b) respectively. For accelerometer-based classification, we examine the use of all 6 wearable accelerometers, as shown in figure 2 , as well as investigating how well strokes can be classified using only one accelerometer on the dominant arm (all our players were right handed). For all tests, we use a leave-one-out approach. That is, we use one player for testing and the remaining four players for training. We do this for all players and use the average classification accuracy as the performance metric. All parameters for the classifiers are learned using 4-fold cross-validation (each player's shots are in a separate fold). We used a grid search to optimise the SVM parameters and for the KNN classifier, we chose the best K from the set {3, 5, ..., 13, 15}. Table 1 shows the results of our tests comparing SVM and KNN classifiers using a variety of data sources. In all tests, using KNN boosts performance due to its use of dynamic time warping to account for variations in speed. In general, we found that using video gives better results than accelerometers, and using more accelerometers gives better results than using just a single accelerometer. In terms of camera viewpoint, classification accuracy is best for the back view, but that is most likely due to the fact that the player appears larger in the back view, thereby giving a more accurate foreground, rather than suggesting it to be the most useful viewing angle for classification. Our fusion strategy can also overcome the issues of viewpoint sensitivity, as shown in table 4. Despite the change in camera view, the adaptive confidence weighting can recognise that the similarity scores for the visual contours are outside the expected distribution for correct matches and reduces the confidence in the video data, thereby relying mostly on accelerometers in difficult cases.
Classifier comparison

Viewpoint sensitivity
DISCUSSION
In this work, we investigated how tennis strokes can be automatically detected and classified using video-based or wearable-accelerometer-based systems in order to provide semantic information to players and coaches. Depending on the infrastructure available, only one of these type of data might be suitable and we were able to achieve high classification rates with either source. Furthermore, by combining both sources of data we were able to achieve almost perfect classification on a challenging dataset of tennis strokes performed by elite tennis athletes. Additionally, our proposed adaptive confidence fusion can robustly handle the failure of either data source and still provide high quality classification.
In future work, we want to investigate the optimal placement of accelerometers on the body for maximum classification accuracy, as well as expanding the stroke classes to include more detailed classification, such as single/doublehanded backhands and ground-strokes, in order to provide a richer semantic annotation for players, coaches and tennisenthusiasts.
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