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Abstract
Feature selection is an important and active research area in statistics and ma-
chine learning. The Elastic Net is often used to perform selection when the
features present non-negligible collinearity or practitioners wish to incorporate
additional known structure. In this article, we propose a new Semi-smooth Newton
Augmented Lagrangian Method to efficiently solve the Elastic Net in ultra-high
dimensional settings. Our new algorithm exploits both the sparsity induced by the
Elastic Net penalty and the sparsity due to the second order information of the
augmented Lagrangian. This greatly reduces the computational cost of the problem.
Using simulations on both synthetic and real datasets, we demonstrate that our
approach outperforms its best competitors by at least an order of magnitude in
terms of CPU time. We also apply our approach to a Genome Wide Association
Study on childhood obesity.
1 Introduction
The advent of big data, with applications involving massive numbers of predictors, has made feature
selection a central research area in statistics and machine learning. Many regularization approaches
have been developed to solve this problem, such as Lasso (Tibshirani, 1996), SCAD (Fan and Li,
2001), adaptive Lasso (Zou, 2006), constrained Lasso (Gaines et al., 2018), etc. While effective in
many settings, Lasso has strong limitations in scenarios characterized by very high collinearities
among features. To tackle this issue, Zou and Hastie (2005) introduced the Elastic Net, which
penalizes both the l1 and the squared l2 norm of the coefficients; the former induces sparsity, while
the latter regularizes coefficient estimates mitigating variance inflation due to collinearity. The Elastic
Net minimization is formulated as
min
x
1
2
‖Ax− b‖22 + λ1 ‖x‖1 +
λ2
2
‖x‖22 , (1)
where n and m are the number of features and observations, respectively, b ∈ Rm is the response
vector, A ∈ Rm×n is the standardized design matrix, and x ∈ Rn is the coefficient vector. Many
algorithms exists to efficiently solve (1), such as accelerated proximal gradient (Li and Lin, 2015),
FISTA (Beck and Teboulle, 2009), distributed ADMM (Boyd et al., 2011) and coordinate descent
(Tseng and Yun, 2009; Friedman et al., 2010) – see Boyd and Vandenberghe (2004) for a more
exhaustive list. We develop a new Semi-smooth Newton Augmented Lagrangian method for the
Elastic Net (SsNAL-EN) in ultra-high-dimensional settings – where the number of features is much
larger than the number of observations. Other versions of SsNAL have been recently introduced by Li
et al. (2018) to solve regular Lasso, and then extended to constrained Lasso by Deng and So (2019).
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Figure 1: The left panel shows penalty functions (solid lines) and their conjugate functions (dotted
lines) for the Lasso (brown) and the Elastic Net (blue). The central panel shows proxσp (red line) and
proxp∗/σ (green line) for the Lasso. The right panel shows proxσp (red line) and proxp∗/σ (green
line) for the Elastic Net. In all panels the vertical dotted lines represent the interval [−λ1, λ1], and we
consider λ1 = λ2 = σ = 1 and x, z ∈ R.
SsNAL-EN exploits the sparsity induced by the second order information of the dual augmented
Lagrangian to dramatically reduce computational costs. Moreover, the structure of the Elastic Net
penalty guarantees a super-linear convergence of both the augmented Lagrangian algorithm and its
inner sub-problem, just as in the Lasso case. Therefore, very few iterations are needed to solve both
instances with high accuracy.
We implemented an efficient version of our method in python and benchmarked it against two
different versions of the coordinate descent algorithm – one implemented in the python package
sklearn and one implemented in the R package glmnet. glmnet is written in fortran and is
considered the gold standard for fitting sparse generalized linear models. We benchmarked our method
also against three advanced solvers which implement screening rules to improve computational
performance: the R package biglasso (written in C++), and the python packages Gap Safe
Rules (Ndiaye et al., 2017) and celer (Massias et al., 2018). Simulation results demonstrate the
comparative efficiency of our new approach.
We also applied SsNAL-EN to the Intervention Nurses Start Infants Growing on Healthy Trajectories
(INSIGHT) study (Paul et al., 2014; Craig et al., 2019), which examines risk factors for childhood
obesity. We investigate the association between single nucleotide polymorphisms (SNPs) and two
scalar outcomes – a conditional weight gain score (CWG) and Body Mass Index (BMI) – detecting
SNPs that may affect obesity risk in children.
The remainder of the article is organized as follows. In Section 2, we introduce some prelim-
inaries on Fenchel conjugate functions and proximal operators. In Section 3, we describe our
new method. In Section 4, we present simulations on both synthetic data and real datasets, and
we apply our method to the INSIGHT study. In Section 5, we provide final remarks and dis-
cuss future developments. The python code for SsNAL-EN and for our simulations is available
at github.com/tobiaboschi/ssnal_elastic. Data from the INSIGHT study is sensitive and privacy
protected, and hence not provided.
2 Preliminaries
SsNAL-EN relies on Fenchel conjugate functions (Fenchel, 1949) and proximal operators (Rockafellar,
1976a,b) – which are well know in the optimization field and used in a wide range of problems and
applications. In this section, we briefly introduce these mathematical objects, providing definitions
and basic properties.
2.1 Fenchel conjugate functions
Fenchel conjugate functions (or Legendre transformations) allow one to easily define the dual
problem and the Lagrangian dual function (Boyd and Vandenberghe, 2004). Let X ∈ Rn be
a convex set and f : X → R. The conjugate function of f is f∗ : X ∗ → R defined as
f∗(z) = supx∈X
(
zTx − f(x)), where X ∗ = {z ∈ Rn : supx∈X (zTx− f(x)) < ∞}. As an
2
example, the conjugate function of the Lasso penalty p(x) = λ1 ‖x‖1 is
p∗(z) = 1{‖z‖∞≤λ} =
{
0 ‖z‖∞ ≤ λ1
∞ o.w. . (2)
Our first result gives a closed form for the Elastic Net penalty conjugate function, which is pivotal to
solve the augmented Lagrangian problem.
Proposition 1. Let p(x) = λ1 ‖x‖1 + (λ2/2) ‖x‖22 be the Elastic Net penalty, then
p∗(z) =
1
2λ2
n∑
i=1

(zi − λ1)2, zi ≥ λ1
0, |zi| < λ1
(zi + λ1)
2, zi ≤ −λ1
. (3)
A proof of this proposition, which follows the same lines as that of Dünner et al. (2016), is provided in
Supplement A. The left panel of Figure 1 depicts Lasso and Elastic Net penalties and their conjugate
functions when x, z ∈ R. While for the Lasso p∗ is an indicator function, for the Elastic Net p∗ is a
continuous differentiable function equal to 0 in the interval [−λ1, λ1].
2.2 Proximal operators
Let f : Rn → R be a lower semi-continuous convex function. The proximal operator of f at x with
parameter σ > 0, denoted as proxσf : Rn → Rn, is defined as
proxσf (x) = arg min
t
(
f(t) + (2σ)−1 ‖t− x‖22
)
(4)
Parikh et al. (2014) interpret this as an approximated gradient step for f . Indeed, when f is
differentiable and σ is sufficiently small, we have proxσf (x) ≈ x−∇f(x). To implement SsNAL-EN,
we need the proximal operator of the penalty function p and of its conjugate p∗. Given the first,
the second is obtained through the Moreau decomposition: x = proxσp(x) + σ prox 1σ p∗(x/σ) for
σ > 0.
As an example, the proximal operator of the Lasso penalty p(x) = λ1 ‖x‖1 is the soft-tresholding
operator (Parikh et al., 2014). In particular, for each component i = 1, . . . n of x, we have
proxσp(xi) =

xi − σλ1, xi ≥ σλ1
0, |xi| < σλ1
xi + σλ1, xi ≤ −σλ1
, proxp∗/σ(xi/σ) =

λ1, xi ≥ σλ1
xi/σ, |xi| < σλ1
−λ1, xi ≤ −σλ1
(5)
To obtain the proximal operator of the Elastic Net penalty p(x) = λ1 ‖x‖1 + (λ2/2) ‖x‖22, one
composes prox(σλ2/2)‖·‖22 and the soft-thresholding operator obtaining
proxσp(xi) =
1
1 + σλ2

xi − σλ1, xi ≥ σλ1
0, |xi| < σλ1
xi + σλ1, xi ≤ −σλ1
, proxp∗/σ(xi/σ) =

(xiλ2+λ1)
(1+σλ2)
, xi ≥ σλ1
xi/σ, |xi| < σλ1
(xiλ2−λ1)
(1+σλ2)
, xi ≤ −σλ1
(6)
The central and right panels of Figure 1 depict proxσp(x) and proxp∗/σ(x) for the Lasso and Elastic
Net penalties, respectively, when x ∈ R. Just as in the Lasso case, the Elastic Net proximal operator
induces sparsity in the interval [−λ1, λ1]. Outside this interval, the Elastic Net operator still grows
linearly, but with a slope smaller than the Lasso one, due to the presence of the scaling factor λ2.
3 Methodology
In this section we describe our new method and its implementation. SsNAL-EN focuses on the
augmented Lagrangian of the dual formulation of (1), exploiting the sparsity of its second order
information to greatly reduce computational cost.
Consider the continuous differentiable function h(Ax) = (1/2) ‖Ax− b‖22 and the closed proper
function p(x) = λ1 ‖x‖1 + (λ2/2) ‖x‖22. The Elastic Net minimization (1) can be expressed as
min
x
(h(Ax) + p(x)) . (P)
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Algorithm 1 Semi-smooth Augmented Lagrangian (SnNAL) method
Augmented Lagrangian Method
Start from the initial values y0, z0, x0, σ0
while not convergence do
(1) Given xi, find yi+1 and zi+1 which approxi-
mately solve the inner sub-problem
(yi+1, zi+1) ≈ arg min
y,z
Lσ(y, z | xi) (9)
(2) Update the Lagrangian multiplier x and the
parameter σ:
xi+1 = xi − σk(AT yi+1 + zi+1)
σi+1 ↑ σ∞ ≤ ∞
(10)
end while
Semi-smooth Newton method
To solve the sub-problem (9) and find (yi+1, zi+1):
while not convergence do
(1) Find descent direction dj solving exactly or
by conjugate gradient the linear system:
∂2ψ(yj)dj = −∇ψ(yj) (11)
(2) Line search (Li et al., 2018): choose µ ∈
(0, 1/2) and reduce the step size sj until:
ψ(yj +sjdj) ≤ ψ(yj)+µsj〈∇(yj), dj〉 (12)
(3) Update y: yj+1 = yj + sjdj
(4) Update z: zj+1 = proxp∗/σ
(
xi/σi −AT yj+1)
end while
From Boyd and Vandenberghe (2004), a possible dual formulation of (P) is
min
x
− (h∗(y) + p∗(z)) | AT y + z = 0, (D)
where y ∈ Rm and z ∈ Rn are the dual variables, and h∗ and p∗ are the conjugate functions of h and
p. In particular, h∗(y) = (1/2) ‖y‖22 + bT y (Dünner et al., 2016) and p∗(z) is given in Proposition 1.
The Augmented Lagrangian function (Fenchel, 1949) associated with (D) is
Lσ(y, z, x) = h∗(y) + p∗(z)− xT
(
AT y + z
)
+ (σ/2)
∥∥AT y + z∥∥2
2
. (7)
where x ∈ Rn is the Lagrange multiplier and penalizes the dual constraint’s violation. To study the
optimality of the primal and dual problems and the convergence of our method, we also introduce the
Karush-Kuhn-Tucker (KKT) conditions associated with (D), which are:
∇h∗(y)−Ax = 0, ∇p∗(z)− x = 0, AT y + z = 0, (8)
where ∇h∗(y) = y − b. Finding the closed form of ∇p∗(z) is not essential for our method. Boyd
and Vandenberghe (2004) proved that (y¯, z¯, x¯) solves the KKT (8) if and only if (y¯, z¯) and (x¯) are
the optimal solutions of (D) and (P), respectively.
3.1 The augmented Lagrangian problem
As described in (Rockafellar, 1976a), one can find the optimal solution of (D) by solving the
Augmented Lagrangian (AL) method described in Algorithm 1. The critical part here is solving the
inner sub-problem (9). Based on Li et al. (2018), for a given x, an approximate solution (y¯, z¯) can be
computed simultaneously as
y¯ = arg min
y
Lσ (y | z¯, x) , z¯ = arg min
z
Lσ (z | y¯, x) . (13)
This leads to our second result (a proof again is provided in Supplement B).
Proposition 2. Define ψ(y) := Lσ (y | z¯, x). Then, for the Elastic Net we have:
(1) ψ(y) = h∗(y) +
1 + σλ2
2σ
∥∥proxσp (x− σAT y)∥∥22 − 12σ ‖x‖22
(2) z¯ = proxp∗/σ
(
x/σ −AT y¯) (14)
proxσp and proxp∗/σ are given in (6). Note that ψ is a continuous differentiable function. As we will
see in more detail next, in order to solve (9) one has to minimize ψ with respect to y or, equivalently,
find the solution of ∇ψ(y) = 0.
3.2 A Semi-smooth Newton method to solve (17)
To solve the augmented Lagrangian sub-problem (9), we propose the Semi-smooth Newton (SsN)
method described in Algorithm 1, where ∂ˆ2ψ(y) denotes the generalized Hessian of ψ at y. SsN
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updates y and z iteratively; z-updates follow the rule in Proposition 2 and y-updates consist of
minimizing ψ through one Newton step. The main challenge is the computational cost of solving the
linear system (11) – which we substantially reduce exploiting the sparse structure of ∂2ψ(y). Since
ψ is continuous and differentiable, its gradient is
∇ψ(y) = ∇h∗(y)−Aproxσp
(
x− σAT y
)
, (15)
where ∇h∗(y) = y + b. We can define the operator
∂ˆ2ψ(y) := ∇2h∗(y) + σA∂ proxσp
(
x− σAT y
)
AT , (16)
where∇2h∗(y) = Im (the m×m identity matrix) and ∂ proxσp is the Clarke subdifferential (Clarke,
1990). If we choose Q ∈ ∂ proxσp(x − σAT y), then V := Im + σAQAT ∈ ∂ˆ2ψ(y). Moreover,
from Hiriart-Urruty et al. (1984), we have ∂ˆ2ψ(y)d = ∂2ψ(y)d for every d in the domain of y. It
follows that, as long as Q is properly chosen, solving (11) is equivalent to solving V d = −∇ψ (y).
We now illustrate the pivotal role of Q in SsNAL-EN and how it can induce sparsity in the linear
system (11). Let Q be the n× n diagonal matrix with entries
qii =
1
1 + σλ2
{
1
∣∣(x− σAT y)
i
∣∣ > σλ1
0 o.w.
. (17)
It is easy to verify that Q ∈ ∂ proxσp(x − σAT y). Let J =
{
j : |(x− σAT y)i| > σλ1
}
, and
r = |J | be the cardinality of J . Given the structure of Q, we have σAQAT = κAJATJ , where
κ = σ/ (1 + σλ2) and AJ ∈ Rm×r is the sub-matrix of A restricted to the columns in J . The
system (11) thus becomes: (
Im + κAJA
T
J
)
d = −∇ψ(y). (18)
Note V is positive semidefinite because both Im and AQAT are. Using the Cholesky factorization
the total cost of solving the linear system reduces from O (m2(m+ n)) to O (m2(m+ r)). This
includes computing AJATJ (O
(
m2r
)
) and the Cholesky factorization (O (m3)). Because of the
sparsity induced by the Elastic Net, r is usually much smaller than n – causing substantial compu-
tational gains. Even when n is very large
(∼ 107), one can still solve the linear system efficiently.
Furthermore, if r < m, which is often the case when the Elastic Net solution is sparse, one can
factorize an r × r (instead of m×m) matrix using the Sherman-Morrison-Woodbury formula:(
Im + κAJA
T
J
)−1
= Im −AJ
(
κ−1Ir +A
T
JAJ
)−1
ATJ . (19)
In this case the total cost of solving the linear system is further reduced from O (m2(m+ r)) to
O (r2(m+ r)). To achieve this efficiency, we leverage both the sparsity produced by the penalty
and the sparsity inherent to the second order operator ∂ˆ2ψ(y). Finally, if in the first iterations of
the algorithm m and r are both larger than 104, we can further improve computing performance by
solving (11) approximately with the conjugate gradient method.
A full convergence analysis for both the Augmented Lagrangian and the Semi-smooth Newton method
is provided in Supplement C. Given the super-linear rate, both methods require just a few iterations
to converge, as we will see in Section 4. In practice, to determine the convergence of AL and SnN,
we check the residuals of the third and first KKT in (8), respectively, i.e:
res(kkt3) = (1 + ‖y‖2 + ‖z‖2)−1
∥∥AT y + z∥∥
2
, res(kkt1) = (1 + ‖b‖2)−1 ‖y + b−Ax‖2 (20)
3.3 Parameter tuning
To guide the choice of (λ1, λ2), we consider three different quantitative criteria: k-fold Cross
Validation (cv) (Tibshirani, 1996), Generalized Cross Validation (gcv) (Jansen, 2015), and Extended
Bayesian Information Criterion (e-bic) (Chen and Chen, 2012) – which modifies the standard BIC to
also include the number of features n. While effective in a wide range of scenarios, cv can be very
computationally expensive because it requires solving k additional Elastic Net problems for each
value of (λ1, λ2). In contrast, gcv and e-bic are computed directly from the original solution as:
gcv(xˆ) = (m)−1rss(xˆ)/ (1− ν/m)2 e-bic(xˆ) = log (rss(xˆ)/m) + (ν/m) (logm+ logn) (21)
where rss(xˆ) is the residual sum of squares associated with the solution xˆ, and ν are the Elastic Net
degrees of freedom. Indicating with J the active set of xˆ, we have ν = tr(AJ (ATJAJ +λ2Ir)−1ATJ )
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Figure 2: Parameter tuning criteria for the INSIGHT data as cλ varies on the horizontal axis. Top
and bottom row refer to the CWG and BMI regressions, respectively. For each, from left to right,
we have: number of selected features, 10-fold cv, gcv, and e-bic. We consider three values of α: 0.9
(blue line), 0.8 (red line), 0.6 (green line).
Table 1: CPU time (in seconds) of glmnet, sklearn and SsNAL-EN for different values of n and
different simulation scenarios. For SsNAL-EN, we also report the number of iterations in parentheses.
SIM 1 SIM 2 SIM 3
n ρˆ glmnet sklearn ssnal-en glmnet sklearn ssnal-en glmnet sklearn ssnal-en
1e4 1.4 0.084 0.116 0.026(4) 0.074 0.129 0.031(4) 0.067 0.071 0.010(4)
1e5 1.1 1.174 1.113 0.157(3) 0.834 0.940 0.153(4) 0.734 0.896 0.109(4)
5e5 1.0 3.615 4.869 0.607(3) 3.696 4.129 0.841(4) 3.671 6.147 0.517(4)
1e6 1.0 22.644 29.399 1.311(3) 7.173 9.312 1.792(4) 7.783 10.079 1.192(4)
2e6 1.0 97.031 134.247 3.188(3) 88.216 140.378 2.995(4) 71.763 132.738 2.360(4)
(Tibshirani et al., 2012). Before computing the criteria, we de-bias Elastic Net estimates by fitting
standard least squares on the selected features. Albeit naive, this approach is effective when n m
(Belloni et al., 2014; Zhao et al., 2017). To ensure efficiency of the parameter tuning component
of our code, we implement some important refinements. We start from values of λ1 very close to
‖AT b‖∞, i.e. the smallest value of λ1 which gives a solution with 0 active components. These values
are associated to very sparse solutions, which are fast to compute. When we move to the next value
of λ1, we use the solution at the previous value for initialization (warm-start): the new solution is
very close to the previous one and can be computed very quickly – usually SsNAL-EN converges in
just one iteration. Finally, we allow the user to fix the maximum number of active features: when this
number is reached, no further λ1 or λ2 values are explored.
4 Simulation study and INSIGHT data
In this section, we demonstrate the gains provided by SsNAL-EN on simulated data and on some
commonly used reference data sets. Furthermore, we employ our new method to perform feature
selection in a study of genetic variants associated to childhood obesity.
4.1 Simulation settings and results
We benchmark SsNAL-EN against two different versions of the coordinate descent algorithm, one
implemented in the python package sklearn and one implemented in the R package glmnet
which is written in fortran. We tested other algorithms, such as ADMM and the proximal gradient
algorithm. The computational burden of these algorithms for the Elastic Net, just like for the Lasso,
is more than two orders of magnitude larger than the one of our approach – see Li et al. (2018) (we
are not reporting results here since they could not even complete most of the instances).
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Table 2: CPU time (in seconds) of glmnet, sklearn and SsNAL-EN for the reference data sets. For
SsNAL-EN, we also report the number of iterations in parentheses.
housing8 bodyfat8 triazines4
(m; n; ρˆ) (506; 203489; 103) (252; 319769; 193) (186; 557844; 27)
α r glmnet sklearn ssnal-en glmnet sklearn ssnal-en glmnet sklearn ssnal-en
0.8 20 1.715 27.836 0.464(4) 1.423 56.848 0.707(5) 1.743 51.043 1.267(6)5 1.673 3.269 0.204(2) 1.362 9.039 0.235(3) 1.640 16.728 0.917(5)
0.5 20 1.712 5.009 0.487(3) 1.567 3.170 0.360(4) 1.836 16.667 1.375(6)5 1.667 2.426 0.230(2) 1.334 2.427 0.275(2) 1.841 7.298 1.130(5)
Our simulated data is generated as follows. The entries of the design matrix A ∈ Rn+m are drawn
from a standard normal distribution. We compute the response vector as b = Axt + , where
xt ∈ Rn is a sparse vector with n0 non-zeros values all equal to x∗ = 5, and i ∼ N(0, s) are error
terms. We fix s as to have a signal to noise ratio snr = var(Axt)/s2 = 5. SsNAL-EN is run with
the tolerance fixed at 1e-6, and µ in (12) set to 0.2. We start from σ0 = 5e-3 and increase it by a
factor of 5 every iteration. If we start from smaller values of σ, the algorithm needs more iterations to
converge, while if σ0 is too large, SsNAL-EN does not converge to the optimal solution. We consider
three different scenarios characterized by the following values of (m,n0, α)
sim1: (500, 100, 0.6) sim2: (500, 20, 0.75) sim3: (500, 5, 0.9)
We set λ1 = αcλλmax, λ2 = (1−α)cλλmax, where cλ ∈ (0, 1], α ∈ [0, 1], and λmax = ‖AT b‖∞/α.
Note that for glmnet and sklearn we need to divide λmax by m since in the objective function
(1) they divide the square loss for the number of observations. sim1, sim2 and sim3 present an
increasing level of sparsity. The sparser is the problem, the larger is the weight we attribute to λ1
relative to λ2 with the different choices of α.
Table 1 reports the CPU time of SsNAL-EN, sklearn and glment. For each scenario, we consider
different values of n and we select the largest cλ which gives a solution with n0 active components.
SsNAL-EN is the fastest algorithm in every instance. The gain with respect to other algorithms
increases for larger n’s and sparser scenarios, where SsNAL-EN is between 20 and 30 times faster
than glmnet and more than 60 times faster than sklearn.
We also test all the solvers on some widely studied reference data sets from the LIBSVM library
(Chang and Lin, 2011). In particular, we consider housing8, bodyfat8, and traizines4. For each data
set, we create a very large number of features including all terms in a polynomial basis expansion
(Huang et al., 2010). The number reported after the name indicates the order of the expansion. The
terms in the polynomial expansions are highly collinear, making these examples suitable for the
Elastic Net. To gauge the level of collinearity we compute the largest eigenvalue of AAT and we
normalize it by the number of features n. We indicate this number as ρˆ. Note how ρˆ is close to 1 for
all the simulated data sets (Table 1) and much larger for the data sets created with the polynomial
expansions (Table 2). Table 2 also reports the CPU time of SsNAL-EN, sklearn and glment for the
latter. For each algorithm we select the two values of cλ which give an active set of cardinality 20
and 5, respectively. SsNAL-EN is again the fastest algorithm in every instance. For higher values of α
and r, it is more than 50 times faster than sklearn – the other python-coded algorithm. Furthermore,
unlike sklearn, the performance of SsNAL-EN is not affected by the choice of α. Finally, Tables 1
and 2 report the total number of iterations needed by SsNAL-EN to converge. In all cases convergence
is reached in no more than 6 iteration. Notably, α does affect convergence; if we decrease its value,
giving more weigh to the l2 norm penalty, convergence is generally reached with just 2 iterations.
We investigated prediction performance. Results are not reported since the three methods solves the
same objective function and converge to the same solution.
Additional results are described in the Supplementary Material. In Supplement D.1, we report
computing time standard errors over 20 replications of the same scenario based on sim1. Results
confirm the competitiveness of our method. SsNAL-EN has the lowest mean computing time and
comparable standard errors with respect to sklearn and glmnet. In Supplement D.2, we investigate
different values of m, snr, α and b. The relative gain of SsNAL-EN with respect to sklearn is even
larger for bigger values of m and smaller values of α. In Supplement D.3, we benchmark SsNAL-EN
against three advanced solvers which implement screening rules: the R package biglasso (written
in C++), and the python packages Gap Safe Rules (GSR) and celer. SsNAL-EN is faster
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Table 3: SNPs selected by SsSNAL-EN for the CWG and BMI regressions (INSIGHT data). The
active sets comprise 13 and 6 SNPs, respectively, and the xˆ are their estimated coefficients. SNPs in
red are those selected with an active set of 1. Chromosomes and genes associated to the SNPs were
obtained from the U.S. National Library of Medicine.
CWG BMI
snp xˆ chr gene snp xˆ chr gene snp xˆ chr gene
rs4574484 0.19 4 JAKMIP1 rs60032759 -0.17 4 - rs77799452 0.23 1 IFFO2
rs62295044 0.06 4 - rs7697195 0.22 4 - rs17047916 -0.25 2 -
rs66827781 0.06 4 - rs58516574 0.22 10 ARID5B rs10074748 0.30 5 -
rs139058293 0.06 4 - rs4353245 -0.06 11 - rs10822135 -0.27 10 -
rs115181650 0.07 4 - rs1893921 -0.06 11 - rs184636920 0.24 10 RNLS
rs200024438 0.07 4 - rs12577363 -0.06 11 - rs79187646 0.32 11 NTM
rs78918827 0.07 4 -
than all the competitors in very sparse scenarios (r ≈ 10 selected features). In intermediate scenarios
(r ≈ 100) biglasso and SsNAL-EN are comparable and slightly faster than the other algorithms. In
non-sparse scenarios (r > 300) biglasso and celer are about 2 times faster than all other solvers –
as expected, in this case, SsNAL-EN cannot exploit sparsity and looses part of its efficiency. Finally,
in Supplement D.4, we report computing time for a solution path where multiple values of cλ are
considered. We tested SsNAL-EN, textttsklearn, glmnet and biglasso, which have a solution path
implementation for α 6= 1. Again, SsNAL-EN outperforms the other solvers in almost every instance,
being at least 10 times faster than textttsklearn. The results reported in the Supplement provide further
evidence in support of our method – also considering that some competitors, such as glmnet and
biglasso, are highly optimized (in particular for a solution path search), and many use screening,
which increases speed but may not find the global minimizer.
4.2 INSIGHT application
Here, we apply SsNAL-EN to data from the Intervention Nurses Start Infants Growing on Healthy
Trajectories (INSIGHT) study (Paul et al., 2014). One goal of INSIGHT is to investigate genetic
variants that affect the risk of childhood obesity. In particular, we look for relevant Single Nucleotide
Polymorphisms (SNPs). SNPs have been recently related to obesity phenotypes by several Genome-
Wide Association Studies (GWASs), e.g Locke et al. (2015). We analyze two different outcome
measurements: Conditional Weight Gain (CWG), which describes the change in weight between
birth and six months (Taveras et al., 2009), and Body Mass Index at age 3 (BMI). After preprocessing,
the design matrix for CWG comprises 342594 SNPs and 226 observations, and that for BMI 342325
SNPs and 210 observations.
Figure 2 displays the parameter tuning criteria for both responses. All three criteria considered
identify just one dominant SNP. gcv and e-bic present a second elbow corresponding to an active
set of 13 SNPs for CWG, and 6 SNPs for BMI. SNPs and estimated coefficients are reported in
Table 3. The table also contains the chromosome, the position and the gene associated with a SNP
(when available) according to the U.S. National Library of Medicine website. In depth biological
interpretations of these results are beyond the scope of the present manuscript. However, we can still
highlight some facts. Both responses point towards very parsimonious models and the two active
sets of 13 and 6 SNPs do not overlap – suggesting that, despite their sizeable correlation (0.545),
CWG and BMI may be at least partially driven by different mechanisms. The two top SNPs for
CWG (rs7697195) and BMI (rs79187646) are different and located on different chromosomes (4
and 11, respectively), and they do not appear to co-occur on INSIGHT individuals (their correlation
is only 0.004). While we could not link rs7697195 to any gene, rs79187646 – the dominant SNP
for BMI – is located in the well known NTM gene. According to the NHGRI-EBI GWAS Catalog,
NTM has been identified in a wide range of GWASs connecting it to BMI, food addiction, and
other obesity-related traits. e.g (Kichaev et al., 2019; Pulit et al., 2019). Finally, we note that also
rs58516574, which is the SNP with the second largest estimated coefficient for CWG, is located in a
known gene; ARID5B. Again according to NHGRI-EBI GWAS Catalog, ARID5B is associated to
various traits, including some which could be related to obesity (e.g., waste to hip ratio).
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5 Conclusions and future work
We developed a new efficient Semi-smooth Newton method to solve the Elastic Net problem in
high-dimensional settings. This method wisely exploits the sparsity induced by the penalty and
the sparsity inherent to the augmented Lagrangian problem. We provided effective algorithms to
solve both the augmented Lagrangian problem and the inner-subproblem, proving the super-linear
convergence of both. Simulation results based on synthetic and real data show a very large gain in
computational efficiency with respect to the best existing algorithms. We also used our method in a
GWAS application, identifying genetic variants associated with childhood obesity.
In the near future, we plan to adapt SsNAL-EN to the function-on-scalar regression setting. This
framework is particularly relevant for genetic studies where very large number of SNPs are regressed
against outcomes suitable for Functional Data Analysis (Cremona et al., 2019). For instance, in
addition to CWG and BMI, the INSIGHT data contains also longitudinal growth information on
children (Craig et al., 2019). A functional version of SsNAL-EN will involve more complex penalties
and build upon the results presented in this article.
Broader Impact
We present a new, mathematically sound, practically interpretable and computationally very efficient
approach to perform selection of relevant features in very high-dimensional problems. With the
advent of big data, the proposed methodology may have a concrete and substantial impact in a
wide range of scientific fields and applications – including (but by no means limited to) biomedical
research. We have presented an application to a Genome-Wide Association Studies – such studies,
investigating association between complex human diseases and genetic variants, are now ubiquitous
and ever growing in size. Our method is perfectly suited to aid in the detection of genetic risk factors
underlying important health pathologies. From a technical point of view, our work straddles statistics,
optimization and computer science – integrating multiple STEM components and paving the way
to the development of yet more sophisticated methodologies. Driven by scientific questions based
on the use of complex disease phenotypes as outcomes in GWAS, we plan to extend our approach
beyond the Elastic Net to tackle feature selection in function-on-scalar regression problems.
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Supplementary Material
A Proof of Proposition 1
Consider p(x) = λ1 ‖x‖1 + λ22 ‖x‖2, with x ∈ Rn. To compute p∗(z), we use the following result
(Touchette, 2005):
p∗(z) = zT x¯− p (x¯) , (A.1)
where x¯ = arg supx P (x, z) = arg supx
(
zTx− p(x)). To find x¯ one has to solve∇xP (x, z) = 0,
which is equivalent to solve z = ∇xP (x) for x given z. In our case, we have:
p∗(z) = zT x¯− λ1 ‖x¯‖1 −
λ2
2
‖x¯‖22 (A.2)
If we compute ∂∂xi P (x, z), and we set it equal to 0, we obtain:
x˜i =

(zi − λ1)/λ2, xi > 0
∈ (zi − λ1[−1, 1]) /λ2, xi = 0
(zi + λ1)/λ2, xi < 0
, (A.3)
where [−1, 1] = ∂ ‖xi‖1 at xi = 0. To find x¯, we need to take into account the fact that dom(p) =
range (p∗) (Touchette, 2005) and transform x˜i consequently. The i-th component of x¯ is given by:
x¯i =

(zi − λ1)/λ2, zi ≥ λ1
0, |zi| < λ1
(zi + λ1)/λ2, zi ≤ −λ1
. (A.4)
By (A.2), we can compute the i-th component of p∗(z) as zix¯i − λ1|x¯i| − (λ2/2)x¯2i . We have:
p∗ (zi) =

zi(zi − λ1)/λ2 − λ1(zi − λ1)/λ2 − (λ2/2) (zi − λ1)2/λ22, zi ≥ λ1
0, |zi| < λ1
zi(zi + λ1)/λ2 − λ1(zi + λ1)/λ2 − (λ2/2) (zi − λ1)2/λ22, zi ≤ λ1
=
=
1
2λ2

(zi − λ1)2, zi ≥ λ1
0, |zi| < λ1
(zi + λ1)
2, zi ≤ λ1
(A.5)
Now, we just need to show:
zT x¯− λ1 ‖x¯‖1 −
λ2
2
‖x¯‖22 =
n∑
i=1
p∗ (zi) . (A.6)
But, we have:
zT x¯− λ1 ‖x¯‖1 −
λ2
2
‖x¯‖22 =
n∑
i=1
zix¯i − λ1
n∑
i=1
λ1|x¯i| − λ2
2
n∑
i=1
x¯2i =
=
n∑
i=1
(
zix¯i − λ1|x¯i| − (λ2/2)x¯2i
)
=
=
n∑
i=1
p∗ (zi) .
(A.7)
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B Proof of Proposition 2
Part 2
We start proving the second part of the proposition, i.e:
z¯ = proxp∗/σ
(
x/σ −AT y¯
)
. (B.1)
If we take the derivative with respect to z of Lσ
(
z | y¯, xk) and we set it equal to 0, we get:
x
σ
−AT y¯ − z = ∇p
∗(z)
σ
. (B.2)
By the sub-gradient characterization of the proximal operators (Correa et al., 1992), we know:
u = proxf (t) if and only if t− u ∈ ∂f(u) (B.3)
Set t = x/σ − AT y¯, u = z, and f = p∗/σ. The second part of (B.3) is true by (B.2) – in our case
p∗/σ is differentiable so we have strictly equal to. The first term of (B.3), gives us (B.1).
Part 1
For the first part of the preposition, we have to prove:
ψ(y) = h∗(y) +
1 + σλ2
2σ
∥∥∥proxσp (x− σAT y)∥∥∥2
2
− 1
2σ
‖x‖22 . (B.4)
Note, by Moreau decomposition, we have: z¯ = x/σ − AT y − (1/σ) proxσp
(
x− σAT y). By
definition, ψ(y) = Lσ
(
y | z¯, xk), i.e:
ψ(y) = h∗(y) + p∗(z¯)− xT
(
AT y + z¯
)
+
σ
2
∥∥∥AT y + z¯∥∥∥2
2
=
= h∗(y) + p∗(z¯)− xT
(
AT y +
x
σ
−AT y − 1
σ
proxσp
(
x− σAT y
))
+
+
σ
2
∥∥∥∥AT y + xσ −AT y − 1σ proxσp (x− σAT y)
∥∥∥∥2
2
=
= h∗(y) + p∗(z¯) +
1
2σ
∥∥∥proxσp (x− σAT y)∥∥∥2
2
− 1
2σ
‖x‖22 .
(B.5)
We need to compute p∗(z¯), i.e. p∗
(
proxp∗/σ
(
x/σ −AT y)). In the Lasso (Li and Lin, 2015) and
the constrained Lasso (Deng and So, 2019), p∗ is an indicator function and p∗(z¯) is equal to 0. This
is not our case. Let define t = x− σAT y. Composing the second equation in (6) and (3), we have:
p∗
(
proxp∗/σ (t/σ)
)
=
1
2λ2
n∑
i=1

(
tiλ2+λ1
1+σλ2
− λ1
)2
, ti ≥ σλ1
0, |ti| < σλ1(
tiλ2−λ1
1+σλ2
+ λ1
)2
, ti ≤ −σλ1
=
=
λ2
2
1
(1 + σλ2)
2
n∑
i=1

(ti − σλ1)2 , ti ≥ σλ1
0, |ti| < σλ1
(ti + σλ1)
2 , ti ≤ −σλ1
=
= by (6) =
λ2
2
n∑
i=1
(
proxσp(ti)
)2
(B.6)
Therefore, we have p∗(z¯) = λ22
∥∥proxσp(x− σAT y)∥∥22. Plugging it in (B.5), we prove (B.4).
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C Convergence Analysis
C.1 Inexact Augmented Lagrangian Method
To state the global convergence of Algorithm 1 and the super-linear convergence of the solution
(yk, zk, xk), we refer to theorem 3.2 and theorem 3.3 in Li et al. (2018) – which are in turned based
on the fundamental results presented in Rockafellar (1976a,b), and Luque (1984). Here, we just need
verify that the theorems assumptions hold. In particular, we met the assumptions on h(·), since it is
the same for Lasso and Elastic Net, and it is always possible to implement the stopping criteria for
the local convergence analysis described in Li et al. (2018) – Section 3. The main challenge is to
verify that the operators Tf and Tl satisfy the error bound condition, since they are different from the
Lasso case.
Given the closed proper convex function f in the objective (1), and the convex-concave lagrangian
function l in (7), we define the maximal monotone operators Tf and Tl as in Rockafellar (1976a):
Tf (x) = ∂f(x), Tl(y, z, x) = {(y′, z′, x′)|(y′, z′,−x′) ∈ ∂l(y, z, x)}. (C.1)
We have to show that Tf and Tl are metric subregular Dontchev and Rockafellar (2009), or equiv-
alently that they satisfy the error bound condition Robinson (1981), also called growth condition
Luque (1984).
In particular, we say that a multivalue mapping F : X ⇒ Y satisfies the error bound condition
at y ∈ Y with modulus κ > 0 if F−1(y) 6= ∅ and there exists  > 0 such that if x ∈ X with
dist(y, F (x)) ≤ , then
dist(x, F−1(y)) ≤ κdist(y, F (x)). (C.2)
The regularity of Tf comes from Zhou and So (2017): since ∇h is Lipschitz continuous and p has
a polyhedral epigraph, Tf satisfies the error bound condition. Verifying the bound condition for Tl
in the Lasso problem is not straightforward. However, in the Elastic Net case, we can use some
known results given the special form of p∗ in (3). First, note that p∗ is a piecewise linear-quadratic
function. Thus, we can apply Proposition 12.30 in Rockafellar and Wets (2009) and state that the
subgradient mapping ∂p∗ is piecewise polyhedral. Finally, from Robinson (1981) we know that
polyhedral multifunctions satisfy the error bound condition for any point y ∈ Y . This proves the
regularity of Tl and, therefore, the super-linear convergence of the method.
C.2 Semi-smooth Newton Method
Again, to state the super-linear convergence of the sequence {yj} produced by the Semi-smooth
Newton Method in Algorithm 1, we can use theorem 3.6 in Li et al. (2018), which is based on the
crucial results of Zhao et al. (2010). All the assumptions are easy to verify. ∇h∗ and proxσp in (6)
are semi-smooth functions. By proposition 3.3 in Zhao et al. (2010), dj defined in (11) is a descent
direction. Finally, recall the definition of V :
V := Im + σAQA
T ,
with Q being the diagonal matrix in (17). We have V ∈ ∂ˆ2ψ(y) and V positive semidefinite.
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D Simulation Study
We ran all simulations on a MacBookPro with 3.3 GHz DualCore Intel Core i7 processor and 16GB
ram. We reran all python simulations using openblas and mkl as blas systems, with threads=1,2
and openmp, with threads=1,4. In all scenarios, times match those reported in the paper that are
obtained considering openblas with 2 threads and openmp with 4 threads.
D.1 Standard errors of computing time for sim1
Table D.1: Mean computation time and standard error (in parenthesis) over 20 replications of the
same scenario. Data has been generated as described in Section 4 and the parameters are set according
to sim1 (m=500, n0=100, α=0.6). For each scenario, cλ is kept fixed over the replications as indicated
in the second column.
n cλ glmnet sklearn ssnal-en
1e4 0.5 0.074 (0.002) 0.097 (0.001) 0.029 (0.002)
1e5 0.6 0.846 (0.019) 1.170 (0.013) 0.212 (0.007)
5e5 0.7 3.868 (0.014) 5.963 (0.462) 0.789 (0.023)
D.2 Different values n0 of n0, m, snr, α, and x∗
Table D.2: CPU time (in seconds) of glmnet, sklearn and SsNAL-EN for different simulation
scenarios. Data has been generated as described in Section 4. We set cλ in order to have a solution
with n0 active components. The base parameters’ values are:
n0 = 5; m = 500; snr = 5; α = 0.9; x
∗ = 5
In each panel of the table, just one of these parameters is changed, as indicated in the top row. For
SsNAL-EN, we also report the number of iterations in parantheses.
m = 1e3 m = 5e3 m = 1e4
n glmnet sklearn ssnal-en glmnet sklearn ssnal-en glmnet sklearn ssnal-en
1e4 0.101 0.165 0.036(5) 0.727 1.462 0.147(3) 1.481 2.982 0.277(3)
1e5 1.313 2.099 0.253(4) 7.007 40.159 1.135(3) 76.394 176.535 1.374(3)
1e6 79.395 146.624 2.025(4) - - - - - -
snr = 10 snr = 2 snr = 1
n glmnet sklearn ssnal-en glmnet sklearn ssnal-en glmnet sklearn ssnal-en
5e5 3.757 5.057 0.604(4) 4.410 12.068 0.661(4) 4.034 12.403 0.656(4)
2e6 78.385 122.110 2.425(4) 75.261 168.902 2.437(4) 89.667 131.342 3.457(4)
α = 0.1 α = 0.3 α = 0.6
n glmnet sklearn ssnal-en glmnet sklearn ssnal-en glmnet sklearn ssnal-en
5e5 3.341 9.968 0.573(3) 3.597 9.615 0.514(3) 3.404 5.891 0.518(3)
2e6 90.373 170.966 2.012(3) 89.986 158.160 2.030(3) 87.147 129.893 2.213(3)
x∗ = 100 x∗ = 0.1 x∗ = 0.01
n glmnet sklearn ssnal-en glmnet sklearn ssnal-en glmnet sklearn ssnal-en
5e5 3.386 5.529 0.545(3) 3.403 6.549 1.154(4) 3.423 4.838 1.405(4)
2e6 92.001 151.765 2.047(3) 66.764 138.826 6.350(5) 58.492 134.440 12.109(5)
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D.3 Screening solvers
Table D.3: CPU time (in seconds) for 6 different solvers. Since celer and gsr can only solve
Lasso, we tested with α = 0.999. Data has been generated as described in Section 4. In this case, for
SsNAL-EN we start from σ0 = 1 and we increase it by a factor of 10 every iteration. Two scenarios
are studied: one with n = 1e4, m = 5e3, n0 = 500, and one with one with n = 5e5, m = 500,
n0 = 100. For each scenario, we consider 4 values of cλ to obtain solutions with different sparsity
levels. Note, λmax is equal to ‖AT b‖∞/(mα) for bigasso, ‖AT b‖∞/m for celer, and ‖AT b‖∞
for gsr.
n = 1e4; m = 5e3; n0 = 500
cλ r glmnet biglasso sklearn gsr celer ssnal-en
0.9 11 0.769 0.513 1.449 1.336 1.063 0.086
0.7 89 1.023 0.513 1.484 1.227 1.026 0.404
0.5 271 0.889 0.695 1.523 1.956 1.201 1.169
0.3 584 1.094 1.002 1.688 2.655 1.480 2.775
n = 5e5; m = 500; n0 = 100
cλ r glmnet biglasso sklearn gsr celer ssnal-en
0.9 6 4.607 1.815 4.599 7.666 2.032 1.351
0.7 65 4.537 2.575 6.206 10.046 2.648 2.005
0.5 178 3.964 2.693 7.387 6.118 3.362 5.206
0.3 307 4.242 4.736 11.569 6.392 3.965 6.199
D.4 Solution path
Table D.4: CPU time (in seconds) for the computation of a solution path. Data has been generated as
described in Section 4 and the parameters are chosen as in sim1 (m=500, n0=100). The full cλ-grid
consists in 100 log-spaced points between 1 and 0.1. We truncate the path search when 100 active
components are selected. runs is the number of different cλ values that have been explored
n = 1e5 n = 5e5 n = 1e6
α runs glmnet biglasso sklearn ssnal-en runs glmnet biglasso sklearn ssnal-en runs glmnet biglasso sklearn ssnal-en
0.8 18 2.099 1.567 13.024 1.083 15 9.407 5.956 51.634 3.952 16 22.484 10.732 113.641 13.202
0.6 17 1.959 1.583 9.291 0.763 14 10.279 6.921 46.132 3.557 15 22.548 11.067 104.541 6.228
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