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ABSTRACT 
A Nikishin system of analytic functions is considered. For such a system, it is shown that certain 
sets of indices are normal, i.e. the simultaneous rational (Hermite-Pade type II) approximants are 
unique. In particular, an assertion of E.M. Nikishin is proved. In addition to approximants developed 
at a single point. we also consider the multipoint case. Associated with simultaneous rational ap- 
proximation is a dual problem (Hermite-Padi type I), for which normality of indices is investigated 
in both the single and multipoint case. 
$1. INTRODUCTION 
Given a vector (fi, . . ,fm) of complex-valued functions, with each jj, j = 
1, , m, analytic in a neighbourhood of the point at infinity, then in a natural 
way vectors of rational functions (Qi ./en, . , QMn/Qn) can be defined such that 
each component Qjn/‘Q,, interpolates fi at infinity with a degree as high as pos- 
sible. All components in the vector have a common denominator polynomial Qn 
(see Definition 1.2, below). Although the definition is straightforward it is difti- 
cult to make any meaningful statements about properties like uniqueness or 
convergence of these simultaneous rational approximants without more special 
assumptions. In special cases, like vectors of exponentials, binomial functions, 
logarithms, and hypergeometric functions (cf. [He], [Ja], [Co], [deBr4], [ApSt], 
[Ma]) a lot is known and the theory is fairly well developed, especially in case of 
exponential functions. 
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Since in the case of only one function f = fi to be approximated, i.e. m = 1, 
the definition of simultaneous rational approximants coincides with that of Pad& 
approximants, it could be expected that positive results are obtainable in case of 
Markov, Stieltjes, or Hamburger functions as in these cases there exists a well 
developed theory for Pad& approximants an continued fractions. But it turns out 
that the classical results cannot be extended directly to arbitrary vectors of 
Markov, Stieltjes, or Hamburger functions. New difficulties come in, not all re- 
sults can be extended in full generality, and many questions are still open. How- 
ever, there are two classes of Markov functions for which progress has been 
made. The first one is the Angelesco systems (see [An] and [GoRa]), and the 
second one the Nikishin systems, introduced by E.M. Nikishin [Nil. We shall be 
concerned with Nikishin systems in this paper. 
Let us first define a Nikishin system. Suppose {pl};I! 1 is a set of Bore1 meas- 
ures, with 
(1.1) p! > 0, supp(p,) C [w compact, supp(pl) an infinite set, I = 1,. . . , m. 
By Z(pj) we denote the convex hull of supp(p,), which is the smallest interval 
containing supp(p~[). The assumption that supp(p~~) is an infinite set has been 
made in order to exclude trivial cases. 
Assume that 
(1.2) i(,,-,)nZ(pl)=0, I=2 ,..., m, 
and define 
[fo,r(z) := 1, l=O,...,m, 
(1.3) fi ,(z) ._ s &1,~-1(x)d~~(x) 
3 . , j= 1,. ..,I, I= l,..., m. x-z 
Definition 1.1. The set of functions {A},: 1 where 
(1.4) fi :=A,,, j= l,..., m, 
and A>,,, is defined by (1.3), is called a Nikishin System associated with the defining 
measures {pr};i 1 if the measures ~1 satisfy (1.2) and the functions A,,, are de- 
fined by (1.3). 
Remarks. (1) Each function in a Nikishin System is a Markov function. In the 
case m = 1, we have exactly one Markov function with defining measure p = ~1 
and condition (1.2) is trivial. 
(2) The order of numeration in a Nikishin System is not arbitrary, since func- 
tions fj with a lower index have a shorter history in the recursive definition (1.3). 
Notation. The set of all polynomials of degree 2 n, n E M, is denoted by ZZ,, 
with 17-l := {0}, and ZZ; :={~~Z7~Ip(z)=z”+...}.Ifnl,...,n,isanarbi- 
trary set of non-negative integers, we call 
n= (nl,...,n,) E N” 
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a multi-index, and define 
InI := nl + . . . + n,. 
With this notation, we may formulate the simultaneous rational (Her- 
mite-Pade) approximants. 
Given any n E Nm, we seek polynomials Qn E “I,, \ (0) and Qjn E 17inl_ i, j = 
l,...,m,suchthat 
(1.5) Q,(z)~(z) - Qjn(Z) = O(G’-‘) as z + CC, j = 1,. . ,m. 
Here, Qjn E 171,1_ 1 is the principal part of Qn fi at infinity, j = 1, , m, and 0 
denotes Landau’s big oh. 
It is well known that a non-trivial solution to (1.5) exists. Indeed, conditions 
(1.5) yield nl + + n,, = InI homogenous linear equations in the InI + 1 un- 
known coefficients of Q,, E Din,. Such a system always has a solution with 
en(z) $ 0 and, given any Q,, E fllnl \ (0) the polynomials Qjn E T;TI~~ _ I are 
uniquely determined by (1.5). 
Definition 1.2. The vector (Qi n/Qn, . , Qmn/Qn) of rational functions is called 
a simultaneous rational (or Hermite-Padi type II) approximant to the vector of 
functions (fi, . . ,fm). 
Remarks. (1) It has already been mentioned that the approximant (Qi n/Qn, , 
QnmlQn) to (fit.. . Jim) IS a generalization of the (nl - 1, nl) PadC approximant 
to a single Markov function f = fi at infinity. This is evident from (1.5) which, 
with m = 1 and any n = (rzl) E N, yields the uniquely determined diagonal Pade 
approximant to fi at infinity. 
(2) Simultaneous rational approximants were introduced by Hermite [He] for 
a class of exponential functions and were used in his proof of the transcendence 
of e. 
(3) If, in (1.5), deg Qn = Inl, then 
(h - Qj/Qn)(Z) = O(Z-“-~-~) as z + 00, j = 1 ,...,m, 
which shows that there is interpolation of order InI + n, + 1 at infinity, j = 
l,...,m. 
(4) For a detailed discussion of numerical algorithms for calculating the 
polynomials Qn and Qin, j = 1,. . , m, see [DeDr]. 
We now turn to the problem of uniqueness of the polynomials { Qn, Qinr , 
QMn}. Here, the multi-index n E M” plays a keyrole. 
Definition 1.3. A multi-index n E N” is said to be normal for a system of func- 
tions {A},:, if Qn E n,L, is uniquely determined by (1.5). If all multi-indices n E 
N” are normal, the sytem {h},; , is said to be a perfect system. 
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Remarks. (1) The notion of perfect system was introduced by Mahler [Ma] and 
the formal algebraic aspect of such systems has been developed and studied in 
the works of Mahler [Ma], Coates [Co], Jager [Ja], and de Bruin [deBrl]. The set 
of normal indices has been investigated for several classes of special functions, 
for further details, we refer the interested reader to the excellent survey in 
[deBr4]. 
(2) We observe, from (1.5), that each of the numerator polynomials Qjn E 
Z+ _ i, being the principal part of Qnfj at infinity, j = 1, . . , m, is completely 
determined for a given Qn E ZZ,:,. It follows then that the simultaneous rational 
approximant (Qin/Qn, , Qmn/Qn) to (fi, . ,&) is unique if the multi-index 
n E N” is normal. 
Nikishin [Nil has proved that all multi-indices n = (ni , . , n,) E N m of the 
form 
llj = 
k+l, j<q 
k j>q’ 
kEN, OIq<m, 
are normal. Moreover, he showed that for such multi-indices n, the denominator 
polynomial Qn E Z$ has exact degree InI and all its zeros are simple and lie in 
Z (CL,). In the same paper [Nil, he asserts without proof that n E N” is normal 
whenever nl 2 . > n,. 
In a recent paper [BuLo] on the convergence of simultaneous rational ap- 
proximants to Nikishin Systems, Bustamente and Lopez showed among other 
things that a Nikishin System {fi ,fi} of two functions is perfect. 
We shall prove in Theorem 4.1 below that, for a Nikishin System {fi}]: i, all 
multi-indices 
(1.6) nEN,::=(nE~“)nj_>max(ni+l ,..., n,)-l,j=l,..., m-l} 
are normal. Thus, we confirm Nikishin’s assertion, while allowing more gen- 
erality. We also show that for n E N$ the denominator polynomial Q, E 171~1 is 
of full degree In] = nl + + n, and all its zeros are simple and lie in Z (pm). 
The investigation of normality will be extended in two directions: The multi- 
point case will be included (for a definition see Section 2), and in addition the 
dual problem will be treated, which is closely to simultaneous rational approx- 
imants (for a definition see Section 3). These generalizations are interesting in 
their own right, but they are also needed for the investigation of the initial 
problem, where they enter the proofs in a natural way. 
The polynomials Qn, Qi ,, , . . . , Qmn introduced in Definition 1.3 are often called 
Hermite-Pad& polynomials of type II and the polynomials PO, Pi, . . . , Pm that 
will be introduced for the dual problem in Definition 3.1, below, are called Her- 
mite-Pad6 polynomials of type I. 
There is a close relationship between polynomials of type I and type II, as is 
evidenced by the Mahler relations (see [Ma] or for a survey [Nu]). It is therefore 
not surprising that the proof of normality for indices n E IV; for simultaneous 
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rational approximants is closely related to the proof of normality for the dual 
problem. 
In Section 4 we shall state our main results in generalized form. Section 5 
consists of the proofs of theorems stated in Section I,2 and 3, while in Section 6 
the results in Section 4 will be proved. 
We conclude the first paragraph with the introduction of the concept of mul- 
tiple orthogonality. The connection between Pade approximants, continued 
fraction and orthogonal polynomials is classical. In case of simultaneous ra- 
tional approximants the multiple orthogonality assumes the role of simple or- 
thogonality, which holds for denominator polynomials of Pade approximants or 
convergents of continued fractions. Indeed, the use of multiple orthogonality is 
intrinsic to our approach. 
Theorem 1.1. If the Nikishin system {fj},E 1 is defined by (1.3) and (1.4) and n E 
fV”, then the polynomial Qn E 171~1 \ (0) . IS a denominator of a simultaneous ra- 
tional approximant (1.5) ifand only if 
(1.7) JXkQn(x)u~(x)d~m(X) =O fork=0 ,..., nj- 1, j= l,..., m, 
where 
Definition 1.4. If Qn E 171~1 satisfies (1.7) with weight functions {uj},Ti, then it 
is called a multiple orthogonal polynomial with respect to the measures 
{urn dpLm,. . , ~1 hn). 
Remarks. (1) Theorem 1.1 is a special case of Theorem 2.2 and its proof will be 
given in Section 5. 
(2) It is well known that orthogonal polynomials satisfy a 3-term recurrence 
relation. It has been shown in [deBd], [deBr3] that also multiple orthogonality is 
connected with recurrence relations, but now it is an (m + 2)-term recurrence 
relation that is satisfied by a system of multiple orthogonal polynomials. 
$2. MULTIPOINT SIMULTANEOUS RATIONAL APPROXIMANTS 
In Section 1, simultaneous rational approximants were introduced by inter- 
polation at infinity. The concept of interpolation will now be extended to the so- 
called multipoint case. The only restrictions we impose are that the interpolation 
points stay away from Z(p,) and lie symmetrically about the real axis. For each 
j= l,..., m, let a set 
(2.1) 5” := {xjk E C \ I(/L~), k = 1,. . , InI + nj}, 
of InI + nj points be given and define 
3 
(2.2) Wj(Z) := n (Z- Xjk), j = 1,. ,m, 
k=l 
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where we assume that the xjk are ordered in such a way that xjk # co for k = 
l,...,nj’andXjk=oofork=nl+l,...,lni+nj.ThepointsxjkESjneednotbe 
distinct. The polynomials wj(z) are of exact degree nj < InI + nj, j = 1, . , m. 
We assume that for each j = 1,. . , m the set {xjk} of interpolation points is 
symmetric about the real axis, i.e. 
(2.3) Wj(Z) = Wj(Z), j = 1,. ,m. 
Theorem 2.1. For any multi-index n E fV”, there exist Q,, E I$, \ (0) and 
(Ql,,, . . , Qmn) E I$ _ 1 x x I$ _ 1 such that 
1 
Qn(z)fi(z) - Q&l 
(2.4) = O(wj(z)) 
1 
as Z + Z(Wj) 
(?(z-n~-I+dedl*i)) as z + 00 
for j= I,...,m. 
By Z(P) we denote the set of zeros of a polynomial P. 
Remarks. (1) It is immediate from (2.4) that the functions (Qnfi - Qjn)/wj, j = 
1, , m are analytic in C \ I&) and have a zero of order at least nj + 1 at in- 
finity. 
(2) If the polynomial Qn is of full degree In] and if it is different from zero at 
each interpolation point xjk, then the rational function Qjn/Qn interpolates fi in 
the points {x~}‘~F’~ , k 1 for j = 1,. . . ,m. In the case of confluent points the inter- 
polation has to be understood in Hermite’s sense. At infinity, the degree of ac- 
cordance is exactly one larger than the number of infinities in S’, j = 1, . . , m. 
We shall see in Theorem 4.1 that for any Nikishin System this interpolation 
property is indeed achieved, provided n E N,$ where Ni has been defined in 
(1.6). 
The next theorem is the analogue of Theorem 1.1, and it illustrates how the 
multiple orthogonality of the denominator polynomial Qn has to be changed in 
case of multipoint approximants. 
Theorem 2.2. For any multi-index n E N”‘, the polynomial Q,, E ITi,1 is a de- 
nominator of a multipoint simultaneous rational approximant (2.4) tfand only if 
(2.5) J xkQn(4 # dpm(x)=O fork=0 ,..., nj-1, j=l,..., m, 
J 
where thefunctions uj(x) are defined by (1.8) and thepolynomials wj(z) are defined 
in (2.2). 
Remark. We observe that in (2.5), the quotient Uj/wj varies with n. This is also 
true in the classical case, m = 1, and there the denominator polynomial en(x) is 
called orthogonal with varying weight (cf. [Lo]). 
The normality of a multi-index n E Nm is defined for multipoint simultaneous 
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rational approximants in the same way as for ordinary simultaneous rational 
approximants in Definition 1.3. 
Definition 2.1. A multi-index n E N” is said to be normal for the system of 
functions {h},Y= 1 with respect to multipoint simultaneous rational approxima- 
tion defined in (2.4) (or multiple orthogonality (2.5)), if the polynomial Qn is 
uniquely determined in n,E, by (2.4) (or (2.5)). 
Remark. The set of normal indices for a Nikishin System will be investigated in 
Theorem 4.1, and it will turn out that it is independent of the selection of the sets 
(2.1) of interpolation points, as long as these points satisfy the symmetry condi- 
tion (2.3). 
$3. THE DUAL PROBLEM 
In the present section we shall study a vector (PO,. . , Pm) of polynomials 
which are defined in a way that is dual to that of the vector (Qn, Qin, . . , Qmn) 
introduced in Definition 1.2 (or Theorem 2.1 for the multipoint case). Both vec- 
tors of polynomials are also known as Hermite-Padkpolynomials of type Iand IZ, 
respectively, or as Latin and German type polynomials. This last terminology 
has been adopted since K. Mahler used in the influential paper [Ma] Latin and 
Gothic letters for denoting the two types of polynomials. For a survey about 
connections between these definitions see [Nu] or [ApSt]. Since our main interest 
lies in simultaneous rational approximants, we continue to speak of simulta- 
neous rational approximants and its dual problem. 
For the dual problem it is advantageous to consider multi-indices n = 
(no,...,4 E kJ ’ +m with one component more than before, and consequently 
we have now 
InI = no + nl + f.. + n,. 
Also the system of functions is now extended to m + 1 components, and it turns 
out to be more convenient to use a new symbol for the function components. We 
define the new vector of functions as 
(3.1) (~O,W,...,%l) = (l,fl,...,fM), 
where the functions fi, j = 1, , m, are elements of a Nikishin system (1.4). 
Theorem 3.1. For any multi-index n = (no,. , n,) E N’ +“‘, there exists a vector 
of polynomials (Po,Pl,..., Pm)EI17,,_1 XII,,_1 x...xI7,,_1\(0 ,..., 0) 
such that 
(3.2) 2 Pj(Z) U,(Z) = U(Z-‘n’+r) asz+oo. 
j=O 
The functions u,, j = 0, . . . ,m, have been de$ned by (3.1), and 
(3.3) I := max(n0, nl - 1,. . ,nm - 1). 
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For the multipoint version of Theorem 3.1, we assume that a set of interpola- 
tion points 
(3.4) S := {xk E @ \ Z(pm), k = 1,. . . , Iill - l}, 
is given with points xk not necessarily distinct and possibly equal to infinity. Set 
(3.5) W(z) := ,ilr, (z - xk), 
where we have assumed that the xh are ordered in such a way that xh # 00 for 
h 5 n’ and Xh = 00 for h > II’. As in (2.1) we again assume that S is symmetric 
with respect to the real axis, i.e. 
(3.6) W(Z) = W(Z). 
Notice that in the definition of the multipoint simultaneous rational approx- 
imants in Theorem 3.1 we have used m sets of interpolation points S’, j = 
1 ,...> m, one for each component, while we now use only one set. 
Under the assumption (3.4) we have as the multipoint analogue of Theorem 
3.1 the following theorem. 
Theorem 3.2. For any multi-index n = (no, . , n,) E N’ +“‘, there exists a vector 
ofpolynomials (PO, . . , P,,,) E II,, _ 1 x . x r;mrn _ 1 \ (0,. . . , 0) such that 
where the functions Uj and the number I are defined by (3.1) and (3.3)) respectively, 
and Z(w) denotes the set of zeros of w. 
Remark. The estimate in the second line of (3.7) ensures a grow at infinity that 
corresponds to the number of infinities in S. If all points in S are finite, then the 
second line of (3.7) is automatically satisfied. 
Definition 3.1. A multi-index n E N lim is normal with respect to the dual 
problem if the vector of polynomials (PO,. . , PM) is uniquely determined in 
17;” _ 1 x . x IIn”, _ 1 by (3.2) or (3.7). 
Remark. The set of normal indices with respect to the dual problem for a 
Nikishin System will be investigated in Theorem 4.2. 
The error term in (3.2) and (3.7) plays a fundamental role in the analysis to 
come, and we therefore introduce a special abbreviation: 
(3.8) 
F,,(z) = r;,,,+i(z) := F,,,+l(Po,Pl,. . ,pm;z) 
:= jgo Pj(Z)uj(z) = pO(z) +jcl PjCz)fi,mCZ). 
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A modification of the last sum in (3.8) possesses a remarkable orthogonality 
property with respect to the measure ,um. 
Theorem 3.3. For any multi-index n E IV’+” with 
(3.9) no>max(ni,...,n,)-1 
the vector of polynomials (PO,. . , PM) E II,,, _ 1 x . x II,,,” _ 1 \ (0,. . . ,O) sat- 
isfies (3.2)) with an appropriate choic(e of PO, if and only if 
(3.10) S~~,~~Pj(x)f;_~,~_~(x)dl~~(x)=O fork=O,...,#no-2. 
Remark. If fi E M” = (nl, . , n,) is obtained from the multi-index n E N’ +m = 
(no, nl, , n,) by deleting the first component no, we have the abbreviation 
(3.11) F,,,(Pl,..._P,lz)=~~~Pj(z)f,-~,n-~(Z), 
from (3.8), and (3.10) can be written as 
(3.12) j xkF6,m(P,, . . .,Pm;x)dpL,(x)=O fork=0 ,..., InI-2. 
Note that the vector (PI,. . . , Pm) contains altogether IFz free coefficients. 
The multipoint version of Theorem 3.3 is 
Theorem 3.4. For any multi-index n E N’+“’ satisfying (3.9) and a polynomial 
w(z) deJined by (3.4) and (3.5), the vector of polynomials (PO,. . . , P,) E 
II,, _ 1 x x Lr7,V _ 1 \ (0, . ,O) satisfies (3.7), with an appropriate choice of PO, 
if and only if 
(3.13) J Xkjel Pi(X).!- l,m-l(X) 3 = 0 fork=O,...,lnl--q-2. 
$4. MAIN RESULTS 
Our main interest in this paper is to find multi-indices n E N m that are normal 
for simultaneous rational approximants; at the same time we look for multi-in- 
dices that are normal for the dual problem. It turns out that the behavior of the 
zeros of the denominator polynomial Qn and the error function F,,,m+ 1 intro- 
duced in (3.8) is closely related to normality. As before, we denote by {A},“= , a
Nikishin System defined by (1.4). 
The next two theorems contain our main results. In the third theorem we 
consider only the special case m = 2, where more complete results can be proved. 
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Theorem 4.1. Set 
(4.1) 
N,: := {n= (q,... ,nm)ENmInj>maX(nj+l ,..., n,)-1, 
j= l,...,m- l}. 
Then we have: 
(a) All multi-indices n E NG are normalfor simultaneous rational approximants 
de$ned by (1.5), as well as for multipoint simultaneous rational approximants de- 
fined by (2.4), provided that the symmetry condition (2.3) for the interpolation 
points is satisfied. 
(b) All zeros of the denominator polynomial Q,,, with n E N * are simple and 
contained in Z (urn), where Q,, may be the denominator of a simultaneous rational 
approximant defined by (1.5) or of a multipoint version deJined by (2.4), provided 
the symmetry condition (2.3) is satisfied. 
Remarks. (1) It is a consequence of part (a) that for each multi-index n E N; 
the denominator polynomial Qn is of full degree Inj. 
(2) The proof of Theorem 4.1 depends in an essential way on results from 
Theorem 4.2. 
(3) It is not clear whether IV” \ N; contains indices that are normal for all 
Nikishin Systems {fi},: 1. 
Theorem 4.2. Set 
(4.2) N;,, := In = (no,. ,nm) E l+J m+1 Inj >max(nj+l,...,n,)- 1, 
j=O,...,m-1). 
Then we have 
(a) All multi-indices n E NT,, are normal with respect to the dual problem de- 
fined in (3.2) and also to the multipoint dualproblem deJned in (3.7, provided the 
symmetry condition (3.6) of the interpolation points is satis$ed. 
(b) Let w(z) be the polynomial de$ned by (3.5) satisfying (3.6). Then for all 
multi-indices n E NT,, we have 
(4.3) Fr,,m+ 1 (z)lw(z) # 0 for a/Z z 6 C \ Z(uL,), 
where F,, ,,, + 1 z 
(c) For n ~(2 
IS the error function dejined in (3.8). 
;+,,, andz E @ \ Z(p,,,), we have the representation 
where g E 171~1 _ no _ I \ (0) IS an arbitrary polynomial, w the polynomial defined in 
(3.5) satisfying (3.6), n = (nl,. . . ,n,) E RJ”, and Fh,, the function defined in 
(3.11). 
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Remarks. (1) Part (b) of the theorem shows that outside Z(,U~) the function 
F n, m + 1 has exactly the same zeros as the polynomial W, which are the finite in- 
terpolation points. Also at infinity both functions have the same polar behavior. 
(2) If we set w E 1 in (4.3) and (4.4) we have the formulae for the case of in- 
terpolation at the single point infinity. 
(3) It is not clear whether N”+ ’ \ LV;+~, contains indices that are normal for 
all dual problems associated with Nikishin systems {fi},: , 
Theorem 4.3. (a) In case of m = 2, all assertions of Theorem 4.1 hold for all 
multi-indicesn = (nl,nz) E N*. 
(b) In case of m = 2, the assertions of Theorem 4.2 hold for all multi-indices 
n = (no,nl,nz) E N3 satisfying 
(4.5) no 2 max(nl,nz) - 1. 
Remarks. (1) As a consequence of Theorem 4.3 part (a) it is proved that a 
Nikishin System of two functions is perfect. This fact has been proved for the 
case that all interpolation points are at infinity in [BuLo, Remark 1 after Lemma 
41. 
(2) Condition (4.5) is already necessary in order to ensure the existence of a 
vector of polynomials (PO, Pi, P2) since the polynomial PO E ZZnO ~1 is defined by 
its interpolation properties and is uniquely determined by PI E Zl,, _ 1 and P2 E 
ZZ,, - I 
$5. PROOFS OF THEOREMS IN SECTIONS I, 2 AND 3 
Proof of Theorem 1.1. Let C be a closed integration path with winding number 
1 for all its interior points and I&) C Int(C). If (1.5) is satisfied, then the 
functions 
zk[Qn(z)fi(z) - Qln(z)], k = 0,. . ,nj - 1, j = 1,. . ,m, 
have a zero of order at least two at infinity and are analytic outside supp(pm). By 
Cauchy’s integral formula, we then have for k = 0,. , nj - 1, j = 1,. . , m, 
I 
O=& f Ik[Qn(E)fi(E) - Qjn(Qldt=& $ EkQn(E)fi(C)dt 
C 
(5.1) = J & jj tkQ&, r,-;"+;(x' d[dZl,&) 
= -SxkQn(x)~fj,,m-l(x)d~L,(x). 
This proves (1.7). The second from last equality in (5.1) follows from (1.3) (1.4), 
and Fubini’s Theorem. 
On the other hand, if relation (1.7) in Theorem 1.1 holds, then for k = 1, . , nj, 
j= l,...,m,wehave 
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I IZk(Qn(Z)fj(Z)-Qj~(z))13=00= & t Ekpl[Qn(E)fi(t) - Qjn(<)] de 
= & .f ~k-'Qn(~,r;(<, d5 
= -sx”- Qn(x)fi-I,m-1(x)d~L,(x)=O, 
where the second from last equality follows as in (5.1) from (1.3), (1.4), and 
Fubini’s Theorem. The polynomial Qjn is the principal part of Q,,fi at infinity. 
The equalities (5.2) immediately prove (1.5). q 
Proof of Theorem 2.1. Fix any j, 1 5 j 2 m, and let n,! = deg(wj). Then the 
condition 
(5.3) (Qnfj)(z) - Qjn(z) = Q(wj(z)) as z + Z(wj), 
which is the first line of (2.4), yields n,! homogeneous linear equations in the un- 
known coefficients of Qn E Dini and Qjn E Dini _ 1. Since 
(en&)(z) = O(zlnl-‘) as z -+ co, 
the condition 
(5.4) (Q,&)(Z) - Qjn(z) = (?(z-~‘-‘+~~) as z + 03, 
which is the second line of (2.4), gives another InI + nj - ni homogeneous linear 
equations. Thus, for each j = 1,. . . , m we obtain InI + nj homogeneous linear 
equations in the unknown coefficients of Qn and Qjn. Altogether then, we have 
from (2.4) in Theorem 2.1 m InI + InI homogeneous linear equations in the 
InI + 1 + m InI unknown coefficients of the polynomials Qn, Qin, . . . , Qmn. Such a 
system always has a non-trivial solution and it is easy to see that a non-trivial 
solution implies that Qn $ 0. q 
Proof of Theorem 2.2. The proof is a generalization of the proof of Theorem 
1.1. Here, the second part is considerably more complicated, while the first part is 
very similar. Let C be a closed integration path with winding number 1 to all its 
interior points, l(pLm) 2 Int( C), and all interpolation points xjk, k = InI + nj, j = 
1, . . , m be contained in Ext( C). If the interpolation conditions (2.4) hold, then 
the functions 
zk[Qn(z)fj(z) - Qjn(Z)]/Wj(Z), k = 0,. . ,nj - 1, j = 1,. . . ,m, 
have a zero of order at least two at infinity and are analytic outside I&). By 
Cauchy’s formula we have 
172 
= -J- xkQn(x) ‘-l;;r;(X) dpL,(x), 
J 
where as in (5.1) the second from last equality follows from (1.3), (1.4), and 
Fubini’s Theorem. The equalities (5.5) prove (2.5). 
Let us now assume that the multiple orthogonality relation (2.5) holds for a 
polynomial Qn E Z$l. Let qj E ZZdegcw,) ~ 1, j = 1, . , m, be the unique Lagrange 
interpolation polynomial that interpolates Qnfi at the nJ! zeros of wJ, which are 
the finite interpolation points in (2.4). We have 
(5.6) (Qnh)(z) = qj(z) + c?(wj(z)) as z + Z(wj), j = 1,. . ,m. 
Let qj E ZZmin(Pi, ni _ 1 _n;) be the principal part of QnA/wj, j = 1, . . , m, at in- 
finity. Here, the constant term is considered as part of the principal part. Notice 
that if deg( wj) > deg( Qn), then q/ 5 0. We define 
(5.7) QJn:=qjwl+qj, j=l,..., m. 
It is immediate from the definition of qj and gj that 
(5.8) deg(Qin) 5 max(deg(Qn) - 1, deg(wj) - l), j = 1,. . , m. 
Below we shall show the stronger estimate that deg( Qjn) is always 5 (nl - 1, even 
ifdeg(wj) > Inl. 
Let C be a closed integration path with I&) C Int(C), Z(wj) C Ext(C) for 
all j = 1, . . , m, and winding number 1 for all its interior points. From (5.6) and 
(5.7) we know that (Qnf, - Qjn)/ j w 1s analytic in @ \ I&). Hence, for k = 
l,...,njwehave 
The last equality follows from the fact that all zeros of wj lie in the exterior of C. 
Thus, recalling (1.3), we have 
for k = 1, . . , nj, j = 1, . , m. The last equality follows from (2.5). By (5.9) we 
have proved the second line in (2.4). The first line in (2.4) follows directly from 
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(5.6) and (5.7). Thus, it remains only to be shown that the polynomials Qjn in- 
troduced in (5.7) are of degree 
(5.10) deg(&) 5 InI - 1 for all j = 1,. ,m. 
First, we observe that if deg(wj) < In), then (5.8) implies (5.10). Let us therefore 
suppose that 
(5.11) K := deg(uj) - InI > 0 for some j with 1 < j 5 m. 
Let C be a closed integration path with Z(,U~) U Z(Wj) C Int(C), j = 1, . . ,m. 
Then 
(5.12) t Yen(t) $$ dt=O fork= l,...,K. 
From the assumption made in (5.11) and from the remark after (5.6) we know 
that ( Qnf, - Q,,)/wj is analytic throughout c \ I&,). Further we know that 
K 5 nj for j = 1, . . , m. Hence, it follows from the second line of (2.4) that 
(5,13) f [k-l en-4 - Qjn ([)dc=O fork= l,...,K. 
C Wj 
From (5.12) and (5.13) we deduce that 
f Q-1 &$ d[=O fork=l,...,K, 
which proves that deg( Qjn) < deg(wj) - K - 1 = In/ - 1. q 
Proof of Theorem 3.1. If we take xk = 00, for all k = 1,. . , InI - 1, then we see 
that Theorem 3.1 is a special case of Theorem 3.2. 0 
Proof of Theorem 3.2. The expression 
(5.14) F(z) := jcO Pj(Z) Uj(Z) 
is linear in all coefficients of the polynomials Pj E ZZ,, _ t , j = 0, , nz. The same 
is true for all derivatives of F. Consequently, the condition 
(5.15) F(z) = 0(w(z)) as z + Z(W), 
which is the first line of (3.7) is equivalent to deg(w) homogeneous linear equa- 
tions in the no + + n, = InJ unknown coefficients of the polynomials Pj, j = 
0, . . , m. Now, for any system of polynomials (PO, . , P,) E II,, _ 1 x . x 
IT,_ _ 1, we have 
F(z) = CJ(z’-‘) as z + oc 
with I = max(no, nl - 1,. . , n, - l), as in (3.3). Hence, the condition 
(5.16) F(z) = O(~-l’l~~~g(‘~)~‘) as z + 00, 
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which is the second line in (3.7) yields InI - deg( w) - 1 additional homogeneous 
linear equations in the coefficients of the polynomials Pj, j = 0,. , m. Alto- 
gether then, (5.15) and (5.16) imply 1111 - 1 homogeneous linear equations in the 
InI unknown coefficients of PO, PI, , P,. Such a system always has a non-trivial 
solution. 0 
Proof of Theorem 3.3. If we put xk = co, k = 1,. , lnl - 1, so that deg(w) = 
0, and w = 1, we see that this theorem is a special case of Theorem 3.4. q 
Proof of Theorem 3.4. Suppose first that (PO, . . , P,) E II,,, ~ 1 x x ZZ,, _ i\ 
(0,. ,O) satisfies (3.7). Since, by assumption (3.9), IZO > max(ni, . . . , n,) - 1, we 
have I := max(no, nt - 1, , n, - 1) = no in the second line of (3.7). From (3.1), 
(3X), i.e. 
and from (3.7) we have 
as = + cc for k = 0,. , InI - no - 2. 
Let C be a closed integration path with winding number 1 for all its interior 
points, I&) C Int(C), and Z(w) C Ext(C). Then, by (3.7) and (5.17), we obtain 
from Cauchy’s formula for k = 0, . . , InI - no - 2 that 
where the last equality follows from the fact that the zeros of w lie in Ext(C). 
Then by (1.3) and Fubini’s Theorem we deduce that 
This proves (3.13). 
Conversely, let us assume that the vector (Pi, . , P,,,) E II,,, _ 1 x x II,,,” _ I\ 
(0.. ,O) satisfies (3.13) and define 
(5.19) F(z) := j$ Pj(Z)fi(Z). 
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Let I_‘0 be the principal part of -F at infinity including again the constant term. 
Since by assumption (3.9) no > max(ni, , n,) - 1, it follows that 
(5.20) PO E Z&i. 
Using the integration path C described in the first part of the proof, for z E 
Ext (C) we then have 
and further 
(5.21) 
Now, from (5.19) and (1.3) it follows that 
(5.22) 
Zi(Z)=&i (““:I:“‘)~~~j(c)I~-~~“;,‘“‘~dC 
= -s w(x; I:(‘) j;i P,(x) r;-i’$;(x) dpM(x) 
for z E Ext(C). Writing 
W(Z) = 5 CljZj, K := deg(w) I Lyle - 1, 
j=O 
we have 
w(x) - w(z) = 
x-z 
and therefore with the 
polynomial with 
fj aj’jjl xIzj-l-l , 
i=o I=0 
orthogonality relation (3.13), it follows that Ii(z) is a 
(5.23) deg(Zi) I (K - 1) - (InI -no - 1) = K - InI + no 5 no - 1. 
It further follows from (5.20) and (5.23) that if we define 
(5.24) PO := PO + I,, 
then PO E ZZ,, _ 1. From (5.19), (5.21), and (5.24), we obtain 
(5.25) ‘go pj(Z)fi(Z)=(pO +zl +F)(z)=~ i w$ii”_$ for z E Ext(C), 
which proves 
2 Pi(Z)&(Z) = U(W(Z)) as Z + Z(W). 
j=O 
Thus, we have verified the first line of (3.7). It remains to show the second line. 
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Recalling that PO is the principal part of 
that 
-F at infinity, we deduce from (5.25) 
(5.26) Igo Z’Jz)f;(z) = Ii(z) + Ci(zP’) asz-+co. 
If K := deg(w) > InI - no, then from (5.23) and (5.26) it follows that 
(5.27) ,go Pj(z)A(z) = O(zz’n’+nu+deg(w)) asz--+oo, 
which proves the second line of (3.17) in this case. On the other hand, if K = 
deg(w) < InI -no, then it follows from (5.23) that Zi E 0, and we have to in- 
vestigate (5.25) further in this case. From (5.25), (5.19) and (1.3) we deduce that 
Therefore, for any K E N we have 
(5.28) 
fJ Pj(Z)fi(Z) = 5 2 J X",g, Pi(X) hp$i;(x’ dp,(x) 
j=O k=O 
W(Z) 
-pJX 
fi-l,m-l(X)d4X) 
zK+l W(X)(X - z) 
Putting K = In\ - 110 - 2 and using the orthogonality relation (3.13) shows that 
the first term on the right-hand side of (5.28) vanishes. The integral in the second 
term on the right-hand side of (5.28) has a zero at infinity. Hence, we have 
(5.29) ,co Pj(z)fi(z) = C’(Z-‘“‘+~~~~~~(~)) asz+cc. 
With (5.29) the second line of (3.7) is proved also for the case when deg(w) < 
Inl-no. 0 
56. PROOF OF THE MAIN RESULTS 
As we have already mentioned earlier, Theorem 4.2 is used in the proof of 
Theorem 4.1, and will therefore be proved first. Its proof will be prepared by the 
following 
Lemma 4.1. Let p be a positive measure with support on the interval Z C_ R. Zf a 
continuous realfunction F defined on Z satisfies 
(6.1) jxjF(x)dp(x) =0 forj=O,...,n- 1, 
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and SUPP(~ n {z 1 IWI > O> 1s an infinite set, then F has at least n sign changes 
on I. 
From the lemma and the orthogonalities proved in Theorems 3.3 and 3.4 we 
immediately deduce the following corollary, which will be helpful in the proof of 
Theorem 4.2. 
Corollary 4.2. Let n = (no,. . , n,) E kJ’+m be a multi-index satisfying (3.9) and 
(PO )‘..) Pm)EIIno_l X”‘XII,__1\(0 )..., 0) a vector of polynomials satisfy- 
ing (3.2) in Theorem 3.1 or (3.7) in Theorem 3.2, then thefunction 
has at least InI - no - 1 = lfil - 1 odd zeros in i (urn). As in (3.1 l), fi denotes the 
multi-index (rq, . , n,) E kJi”. 
Proof of Lemma 4.1. The lemma can be proved by standard techniques: As- 
sume that F has only N < n sign changes on I. Let these changes occur at the 
points xi, . , XN, and define g(z) := n;“= 1 (z - xi). Then the product gF has no 
sign change on I, and hence 
(6.3) s g(x) F(x) G(x) # 0. 
Since g is a polynomial of degree N < n, (6.3) contradicts (6.1). q 
Proof of Theorem 4.2. We first prove assertion (c). This is followed by a proof 
of assertion (b), which is proved by induction on m. Assertion (a) is then a rather 
immediate consequence. Since Theorem 3.1 is a special case of Theorem 3.2 we 
have only to be concerned with the dual problem defined in (3.7). 
(c) Since n = (no,nl,. . ,n,,,) E NT,,, we have no > max(ni, . . , m,) - 1, so 
that (3.7) hold with I = no. Recalling that the function F,,,+ 1, defined by (3.8), is 
just the left-hand side of (3.7) we see that F,,m+ 1 g/w is analytic in @ \ I&) and 
has a zero at infinity for any polynomials g E 17inl_ no _ 1. Let C be a closed posi- 
tively oriented integration path with winding number 1 for all its interior points, 
Z(pCLm) C Int(C), and Z(w) C Ext(C). Then for z E Ext(C), we have 
(F,,,m+l;)(z, =$ I (Fnyg)(E) 5 
C 
(6.4) =; $ (%)(,) 5 
C 
z +; $ 5 p/(E)fr(E) w;;:;“‘_) 
Cj=l 
f,-l,m-l(X)dt) d<dp&), 
(x - 0 (E - z) 40 
where in the last equality we have used (1.3). The first integral in the second 
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line of (6.4) is zero since z E Ext(C). As the only singularity of Z’j(<)g(<)/ 
[w(<)(x - [)(< - z)] inside C is at < = x, we obtain from (6.4) that 
for z~Ext(C), 
from which (4.4) follows immediately. 
(b) We shall prove assertion (4.3) by induction on m. In case m = 0, we have 
In] = IZO and from (3.3) it follows that 1 = no in (3.7). Hence, we deduce from (3.1), 
(3.7), and (3.8) that 
(6.6) F,,,(z) s PO(Z) = const.w(z) 
with a constant different from zero. This implies (4.3) for m = 0. 
Let us now assume that (4.3) holds for m - 1, i.e. (4.3) holds for any function 
Fi.(,-1)+1 = Fh,, defined as in (3.8) with respect to the Nikishin system 
{fi,m-l,...rfn-l,m-l}r an arbitrary multi-index i2 = (ho,. . , izM _ 1) E IV; of 
length m, and any polynomial iii defined by ]fi] - 1 interpolation points from 
@ \ Z(,D~_ 1) as in (3.5) and satisfying (3.6). 
For a multi-index n = (no,. , n,) E N;+nl, g E Z$ -i,, ~ i an arbitrary poly- 
nomial, and z E @ \ I&), it follows from (4.4) in part (c) that 
where fi = (ni, . , n,) is the multi-index obtained from II by 
component 110. We have & E Nz. 
We first show that the function 
deleting the first 
has exactly ]fi] - 1 = In] - no - 1 simple zeros in Z(p,). Indeed, from Corollary 
4.2 we know that the function F has at least ]fi] - 1 odd zeros in f(p,). Hence, we 
can select a set of ]fi] - 1 odd zeros 3 := {Xk}FIP1’, and set 
InI - 1 
(6.9) G(z) := Jj (= - Xk). 
k=l 
Since F is a real function, the set 3 can be selected in such a way that iL satisfies 
(3.6). By assumption (1.2), i.e. Z(p+ 1) n Z(pM) = 8, we know that the points %k 
do not belong to Z(,U+ 1). Set Yr = (no,. , ii,_ 1) := (nl, . . , n,) E IV; and 
(6.10) (& ,..., Z’+,):=(P ,,..., P~)EZZ~,_~ x...xZZ,,~~,_i. 
Then the vector of polynomials (PO,. , pm ~ 1) solves the dual problem for- 
mulated in (3.7) for the Nikishin system {fi,+ 1,. ,fm_ I,+ I}, the multi-index 
fi E Ni, and the set ,? of interpolation points. Indeed, the first line of (3.7) im- 
mediately follows from the selection of S, and the last line of (3.7) holds because 
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of ii E NG and deg(iii) = Ifi1 - 1. By (3.3) and (4.1) we know that ii E Ni implies 
I = ii0 in (3.7). 
Since the vector (PO,. , r),- 1) is a solution of the dual problem, the inductive 
assumption is applicable, and we therefore know from (4.3) that 
(6.11) $= [Pl(Z)+j~~A(Z)~-l,,,l(Z)]/~(Z)#O for all zEC\Z(h-1). 
Together with I&- 1) nZ(p,,,) = 0 this implies that the function F, defined in 0 
(6.8), has exactly Ifil - 1 simple zeros in I&), and these zeros are by definition 
the zeros of the polynomial W. 
If we choose g = ii, E ZZlitl ~ I in (6.7), then it follows 
The product Fiii does not change sign on Z(p,,,), and from (3.4) and (3.6) we know 
that the same is true for the polynomial w defined in (3.5). Hence, the measure 
(6.13) F(x) 3 d,uL,(x), x E suPP(ZA, 
cannot be of mixed sign. Further we have 
> 0 for Im(z) > 0 and all x E Z(,U~) 
(6.14) 
< 0 for Im(z) < 0 and all x E Z(,U~), 
> 0 for all Re(z) < x E Z(pm) 
< 0 for all Re(z) > x E I&), 
and therefore it follows from (6.12) that 
(6.15) K,m+i (z)/w(z) # 0 for all z E @ \ I&). 
This proves (4.3) for the next m, and by induction (4.3) is proved for all m > 1. 
(a) The multi-index n = (120,. . , n,) E NT+, is normal if all solutions 
(PO, , Pm) E II,, _ 1 x x II,, _ 1 \ (0, , 0) of (3.7) are proportional. Let us 
assume that for some n E NT,, there exist two independent solutions of (3.7), 
say 
(6.16) (PO,. ,P,) and (Ro, ,R,). 
Since the polynomials PO and Ro are defined by their interpolation properties, 
they are uniquely determined by the polynomials PI,. . , Pm and RI,. . . , R,, 
respectively, and it follows that if the two vectors (6.16) are linearly independent, 
the same is true for the shorter vectors (PI,. . , Pm) and (RI,. . , R,). From 
Theorem 3.4 we know that both vectors (PI, . . , Pm) and (RI, . . , R,) satisfy the 
multiple orthogonality relation (3.13). Hence, there exist constants cl and ~2, not 
both zero, such that the vector 
(6.17) (Pi ,..., &,) :=cl(P1 ,..., Pm)+c2(RI ,..., R,,) 
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satisfies 
(6.18) s Xkjcl pj(X)f;.- l,m- I(X) s = 0, k=O ,..., Inl-no-l. 
Notice that in (6.18) there is one extra orthogonality condition. Of course, 
(PI,..., Pm) $ (0 )..., 0). 
Since the vector (PO, PI,. . , pm) is a solution of the dual problem (3.7), we 
know from the proof of part (b) that the function 
(6.19) F(z) := jcr pj(z)fi-r,M-r(z) 
has exactly Ifi( - 1 = (nl - no - 1 zeros in Z(p,). From orthogonality (6.18) and 
Lemma 6.1 we, however, deduce that p has at least Ifil = InI - 1t0 zeros in Z(p,). 
This contradiction shows that the two vectors (6.16) cannot be linearly inde- 
pendent, and hence the multi-index n E NT,, is normal. 0 
We note that the full scope of the assumption n E NT,, in Theorem 4.2 has 
only been used in the proof of part (a) and (b) of the theorem. The proof of part 
(c) holds for all multi-indices n E Ni + , satisfying 
(6.20) 120>max(nt,...,n,)-1. 
Proof of Theorem 4.1. Since (1.5) is a special case of (2.4) we prove Theorem 
4.1 only for the multipoint case. We start with part (b). 
(b) Let II E N; & N” and let the polynomial Qn E 171~1 \ (0) satisfy (2.5). 
Suppose there are only N < InI odd zeros of Qn, say {Xk}kN_r, in Z(p,). Then 
we can choose a multi-index iz E N; with 
(6.21) fi=(Al,..., em), fij<Ij, j=l,..., m, ~~~=fir+~~~+~~=N+l. 
Setting 
N 
(6.22) G(z) := n (z - xk), 
k=l 
implies that the product Qn ti does not change sign in I&). Now, from Theorem 
3.2, we know that there exists a vector of polynomials 
(6.23) (p ,,..., ?,J:=(Z’, ,..., P,~1)~17i1,_1x...xn,~-l\(0 ,..., 0), 
where (PO,. , Pm _ 1) satisfies (3.7) with m substituted by m - 1, the polynomial 
w by iy, and the functions {nj},yz-ol by {fi- I,+ 1 },y= 1. From (4.3) in Theorem 4.2 
(b) it then follows that 
(6.24) 5 ~j((Z)fi~r,m~r(i)/ti(Z) # 0 for all z E C\Z(p,_r) 
j=l 
Since, by (1.21, we know that Z(p,,- 1) n I&) = 0, we deduce that 
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does not change sign on Z(,U~). Because of the properties (2.1) and (2.3) we know 
that the polynomial w also does not change sign on Z(,U,). Hence, we have 
(6.26) 
O# Jjcl pj(x) Q*(X)&l,m-l(X) s 
=jc, Si;.(X)Qn(X)fj-l,m~l(X) s. 
However, we know from the multiple orthogonality (2.5) in Theorem 2.2 that 
each of the integrals in the last sum is zero. This contradiction proves Theorem 
4.1 (b). 
(a) Suppose there exist two linearly independent polynomials Qjn E T;Tlnl \ {0}, 
j = 1,2, satisfying the multiple orthogonality relation (2.5). Then there exist real 
constants cl and c2 not both zero such that 
(6.27) Q := cl Qln + ~2 Q2n E L$ ~ 1 \ (0). 
Of course, Q again satisfies (2.5). Since in the proof of part (b) it has already been 
shown that the multiple orthogonality (2.5) implies deg(Q) = 1~11, we have a 
contradiction. This proves that Qn is unique up to a constant factor. q 
In both Theorems 4.1 and 4.2 the multi-indices n E Nm and n E M”+’ have to 
satisfy the restrictions (4.1) and (4.2), respectively. In the special case m = 2 these 
restrictions are not necessary, as will be proved in Theorem 4.3. The underlying 
reason for that is a special property of Markov functions, which is stated in the 
next lemma. The lemma has been proved in Lemma 6.3.5 in [StTo]. 
Lemma 6.3. Let ,Y be a positive measure with compact support SUP&L) C R, and 
set 
(6.28) f(z) := s g 
Then 
(6.29) 
1 
fo = a - bz - g(z) 
with 
(6.30) g(z) = s z, 
and u is a positive measure with compact support supp(v) G R and 
(6.31) Z(v) C Z(P). 
The constants a and b in (6.29) are given by 
(6.32) a=& Jxd&), 
and we have 
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With a Nikishin System {fi ,f2} we associate another Nikishin System {ft ,f;} 
by applying identity (6.29). Let the system {ft ,f2} be represented by 
(6.34) 
I 
h(z) =h2(z) = J g$ 
b(z) = j&(z) = J g(2,,,x) 
where 
(6.35) g(z) = [ 2 
and 1-1 and v are positive measures with compact supports supp(p) C R and 
supp(v) c R and 
(6.36) Z(p) ni(v) = 0. 
We have {f~&} = {f1,2,f2,2} and {fo,t,fi,t} = {l,g). The new measure b is 
introduced by 
(6.37) d@(x) = g(x) dp(x), x E SUPP(P). 
From (6.34) it follows that 
(6.38) b(z) = s z. 
Let the measure V be associated with the measue v in (6.35) as in Lemma 6.3 v is 
associated with p. Then we have 
(6.39) & = a - bz - g(z) 
z 
with 
(6.40) g(z) = s d$$ 
The constants a and b are given by (6.32) of Lemma 6.3. Using (6.37) and (6.39) in 
the first line of (6.34) yields 
(6.41) = s ;:b; db(x) _ s R(-rY)T;X) 
= _&([W) + (Q _ bz) J” g - j. ‘(2 y(x). 
z I 
f*(z) = J l/g(x)) diG) 
X-Z 
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If we define 
f,(z) := J- E =f2(z) 
(6.42) 
then from (6.42) together with (6.40), (6.36), and (6.31) we deduce 
Lemma 6.4. The pair of functions {f,,f;} defined in (6.42) forms a Nikishin 
System. rf{fi,.&} = {.fi,2,.&,2}, then {Jb,~,fi,~} = {l,g}, where i is defined in 
(6.40). The system of equations in (6.42) gives a one-to-one connection between the 
two Nikishin systems { fi, A} and { 71, $}. 
Proof. That {fr ,f;} f orms a Nikishin system is obvious from the definitions in 
(6.42) together with (6.40) (6.36) (6.37), and (6.31). Especially from (6.37), (6.36) 
and (6.31) it follows that 
Z(V) c Z(V) C IR \&AL) = R \P($. 
The system of equations between {fr ,f;} and {fi ,f2} given in (6.42) follows di- 
rectly from (6.41) and (6.38). q 
With Lemma 6.4 we are prepared to prove Theorem 4.3. 
Proof of Theorem 4.3. (b) Since the dual problem defined in (3.1) is a special 
case of (3.7), we assume (3.7) to hold true in this proof. 
For multi-indices n = (no, nl, n2) E N,* nothing has to be proved. Hence, we 
assume n = (no, nl, n2) 6 N;. In addition condition (4.5) has to be satisfied, i.e. 
no 2 max(ni , n2) - 1. From both assumptions we deduce that 
(6.43) no 2 n2 - 1 > nl 
Let (PO, PI, P2) be a solution of the dual problem (3.7) in Theorem 3.2 for a 
multi-index n E N3 satisfying (6.43), the system of functions { 1, fi, A} = 
(~0, ~1, UZ}, and a given set of interpolation points S = {xk} introduced in (3.4), 
i.e. we have 
(6.44) (Po,f'1,P2) E nn0-1 x 17,1-l x flnz-l\ (0,&O) 
and 
(6.45) (PO + f'lfi + ~2f2)(z) = { ~j~~~,)~~~+deplw~) as ' + z(w) as z -+ 00. 
Using the connections between {fi, f2) and {f’,f2} established in (6.41) and 
(6.42) we have 
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(6.46) 
= Po(z)+P~(z)[-b~([W)+(a-bz)fi(z)-f;(z)l+~2(~)_i;(z) 
= (P0-b~(aB)P,)(z)+[(a-bz)P~(z)+Pt(~)lfi(~)+~-~1(~)lf;(~) 
_ - _ - 
=: Po(z)+~l(z)fi(z)+~2(z)f2(z). 
From (6.43), (6.44), and (6.46) it follows that 
&)(z) := PO(z) - bji(R) Pi(Z) E ZZ,, ~ 1 
(6.47) 
I- 
P,(z) := (u = bz) Pi(Z) + P2(z) E ZZ,, ~ I 
P2(z) := -PI(z) E IIJI,, -, 
Hence, the vector of polynomials (PO, Pi, p2) solves the dual problem (3.7) for 
the multi-index fi = (fro, fii, ii2) := (no, n2, nl), the system of functions { 1 ,fi ,f;} = 
{uo, ul, ZQ}, and the same set of interpolation points S as in (6.44). Notice that in 
fi and n the last two components are interchanged. 
It follows from (6.43) that 
(6.48) Zr = (no,n2,n1) E N3*. 
From Lemma 6.4 we know that {fi ,J;} forms a Nikishin system of two func- 
tions. Hence, it follows from (6.48) and Theorem 4.2 that the multi-index fi is 
normal, i.e. the vector (PO, Pi, &) is unique up to a multiplicative constant. Since 
(6.47) establishes a one-to-one relationship between (PO, PI, P2) and (PO, Pi, P2), 
it further follows that also the vector (PO, Pi, P2) is unique up to a constant 
multiple. This shows that the multi-index n = (no, nl, 172) satisfying (4.5) is nor- 
mal with respect to the dual problem. Thus, part (a) of Theorem 4.2 is verified. 
In order to verify part (b) of Theorem 4.2 for multi-indices n = (no, nl, n2) 6 
NT satisfying condition (4.9, we observe that it follows from (6.45) that 
(6.49) 
F,,,3 = PO(Z) + Pl(z)fi(z) + P2(z)h(z) 
= PO(Z) + P,(z)&) + P2(4.&(=), 
where the polynomials and functions in the last line have been defined in (6.47) 
and (6.42). Now because of (6.47) Theorem 4.2 is applicable to the solution 
(PO, Pi, &), with the same set of interpolation points S, and it therefore follows 
from (6.48) that part (b) of Theorem 4.2 holds also for the multi-index n = 
(no,nl,nz). 
Part (c) of Theorem 4.2 holds for all multi-indices n = (no, nl , n2) E hd 3 satis- 
fying condition (4.5), as has been remarked in (6.20) after the proof of Theorem 
4.2. This completes the proof of part (b) of Theorem 4.3. 
(a) Checking the proof of Theorem 4.1 shows that the assumption n E N,jT, was 
only necessary for making sure that Theorem 4.2, part (b), can be applied to ex- 
pression (6.24) i.e. Theorem 4.2 allows to us deduce that 
(6.50) [pi(z) + P,(z) g(z)]/+(z) # 0 for all z E @ \ Z(Y), 
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where g has been defined by (6.30) and the polynomial iv and the multi-index fi = 
(ii, i22) are defined as in (6.21) and (6.22). 
If izi < fi2 - 1, then fi @ NT, and Theorem 4.2 cannot be applied. However, 
using (6.29) of Lemma 6.3 in the form (6.39) yields 
pi (z) + k(z) g(z) = [Pi (z)/g(z) + FZ(Z)l g(z) 
(6.51) 
1 
= [!(a - bz) P,(z) + P,(z)) - P*(z) g(z)] g(z) 
= Pl (z) + P2b) i?(z)1 g(z). 
In (6.51) we have introduced new polynomials by 
F,(z) := (u - bz) P,(z) + P,(z) E II,? - 1 
(6.52) _ 
i 
^ 
P2(z) := -P1 (z) E 117,, ~, . 
The identity (6.51) together with (6.52) and (6.50) shows that the vector (Pi, &) 
solves the dual problem for the multi-index k = (fii, ii2) = (3, nl) and the system 
{ 1, g} of functions. Since fi E NT, Theorem 4.2 (b) is applicable to Pi + P2 g. We 
have g(z) # 0 for all z E C \ I( ) v , and it therefore follows from (6.51) that (6.50) 
holds also if i2i < & - 1. This completes the proof of part (a) of Theorem 4.3. 
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