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Ａ considerable portion of mathematical programming
piroblemsfound　in tlievarious　engineering fields are
closely related to discrete quantities.　These problems
can generally be formulated as discrete programming prob-
lems where ａ given objective function is to be opt11。i^e'l
under certain conditions, one of which is to restrict
some variables to discrete values.　Among them, there
still remain manyｉｍＰりrtantbut unsolved problems　in
practical sense.
The purpose of this dissertation　is twofold;　first
to investigate generalized versions of some well known
problems, such as the assignment problem, tlietraveling
salesman problem and the knapsack problem, and　secondly
to propose new practically efficient algorithms　for some
known problems such as the integer fractional programming
problem and the quadratic fractional propramminp. problem.
To begin with, this dissertation generalizes the ordiiinry
assignment problem toward ａ new direction　in that　its
generalization enables us to incorporate network type
constraints into the assignment problem.　Moreover, an
efficient algorithm, based on the branch-and-bound method
and tliedecomposition principle of Dantzig-Wolfe' s　type・
is also developed for the problem.　Next, tliedissertation
treats ａ delivery route problem of ａ　production　system.
This problem provides a ninimax type　traveling salesman　prob-
lem with ａ minlmax type objective funct：ion.　Its　objective




traveling salesman problem in the　sense that the　former
includes the　latter as ａ special case.　The problem is
decomposed into　subproblems and this　decomposition en-
ables
　
us to develop an algorithm based on dynamic pro-
gramming procedure.　The dissertation further generalizes
the problem by Introducing the capacity constraint　into
the minimaχ type traveling salesman problem.　Though
this capacity constraint makes　it difficult for us to
find feasible solutions, a decomposition of the problem
into subproblems enables us to develop another algorithm
based on dynamic programming problem.　Subsequently ，the
dissertation Investigates fractional programming problems,
the integer fractional programming problem and the frac-
tional knapsack problem.　Ａ primal cutting plane algorithm
is tailored for the　integer fractional programming prob-
lem. ０ｎthe other hand, the fractional knapsack problem
is ａ generalized knapsack problem with ａlinear fraction-
al objective　function.　Together with several useful prop-
erties of the problem, the dissertation derives　an effi-
clent algorithm ｆｕ１！ｙutilizing greedy solutions of both
the fractional knapsack problem and the ordinary knapsack
problem. The proved properties　include an upper bound
of the number of the subsidiary problems to be Ｓｏ:Lvedand
sensitivity analysis with respect to the right hand of
the Inequality constraint.　　Finally,the dissertation
gives two algorithms for the quadratic　fractional pro-
grammlng problem･　One is based on the parametric pro-
gramming procedure and the other is ａ modification of
Dinkelbach's approach for the general fractional progri!１ｍ-
　　　　　　　　　　　　　　　　　　　　　　　　　　
VI
ming problem.　Further, the dissertation notes　that ap-
propriate methods　from numerical analysis　for finding
zero points of functions　facilitate.　findingefficient
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CHAPTER! INTRODUCTION
1.1 Purpose of the Dissertation
This dissertation treats discrete programming which
is an important subclass of mathematical programming.
Discrete programming aims to optimize a given objective
function under given constraints, with respect to its
variables, some of which are restricted to take only dis-
crete values.
A variety of discrete programming problems have been
encountered in many fields such as system sciences, opera-
tions research and information sciences, among others.
The area to which discrete programming is applied has been
growing at amazing rate. Listed below are examples of
typical and well-studied problems included in the field of
discrete programming.
(a) Graph or Network matching problem, traveling sales-
man problems, colouring problems, critical path problems,
shortest path problems, flow problems, etc.
(b) Sequencing flow shop scheduling problems, job shop
scheduling problems, line balancing problems, etc.
(c) Distribution assignment problems, transportation
problems, transshipment problems, facility location prob-
lems, fixed charge problems, etc.
(d) Packing knapsack problems, bin packing problems,
cutting problems, etc.
It should be first:noted that these discrete program-
ming problems usually have finitely many feasible solutions.
Hence, enumeration can be in principle applied to find an
1
optimal solution among all feasible solutions. However
the enumeration of feasible solutions, if done exhaus-
tively, requires prohibitively large computational time,
and therefore even moderate size problems often exceed
the capacity of computers. This implies that some ingen-
ious ideas are necessary to avoid the total enumeration,
in order for a solution method to be practical. However,
in spite of the efforts of many creative people, no meth-
od has been, is, and perhaps will be discovered which is
uniformly effective for all discrete programming prob-
lems. In this sense, special solution procedure is re-
quired for each given problem so that the structure of a
given problem is fully exploited to yield an algorithm
which is efficient enough to be practical.
An aim of this dissertation is to provide efficient
algorithms for some discrete programming problems and to
extend the scope of some known algorithms developed for
some specific problems in the sense that more general
classes of problems can be solved by them.
2
1.2 Historical Background
This section gives defnition and brief historical
review of some problems discussed in discrete problem,
restricting to those closely related to the problems
investigated in this dissertation, i.e., the assignment
problem, the traveling salesman problem, the knapsack
problem and several programming problems with fractional
objective functions.
In 1955, H.W.Kuhn proposed the well known Hungarian


















x... =0 or 1 /i=l,...,n
Vj=l,...,n
Originally, the assignment.problem- has the following
actual meaning. Given the assignment cost c. of assigning
i-th person to j-th job for i=l,...,n, j=l,...,n, how we
should assign n persons to n jobs in order to minimize the
sum of assignment coat under the condition that one and
only one person is to be assigned to each job.
His method was perhaps the first efficient algorithm
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for discrete programming, not to speak of the assignment
problem. Refining Kuhn's idea, J.Munkres [Munkres,'57]
also proposed an algorithm for the assignment problem
and transportation problem. As is stated in Chapter 2,
since then, several algorithms for the assignment problem
and variants of it have been proposed. This dissertation
also investigates a variant of it in Chapter 2.
On the other hand, a similar but slightly different
problem, called the traveling salesman problem has been
notorious for defying any efficient algorithm except for
a few special cases. As the name "traveling salesman
problem" indicates, the original problem is as follows:
A salesman is required to travel through n cities by
visiting each city exactly once to sell a certain commodity
and return to the initial city. Given travel time t..
from city i to city j (i^j), find the order of cities to
be visited, so that the total travel time is minimized.





subject to ir=(ir(i)) e II ,
where II is permutation group of order n.
Many papers have been written on the problem. They
include algorithms based on dynamic programming by M.Held
and R.M.Karp [Held and Karp,'62], R.Bellman [Bellman,'62],
and algorithms based on branch-and-bound method by J.D.C.
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Little et.al. [Little et.al.,'63] and Held and Karp [Held
and Karp,'70 and 71]. These algorithms, however, seem to
require the computational time exponentially growing with
respect to the problem size. This dissertation investi-
gates two variants of it and proposes solution algorithms
for them.
The knapsack problem stated below is an integer
programming problem with a special property that only one
constraint is imposed. This simply structured problem is
another famous example of a problem which does not have '･.
any efficient algorithm. The knapsack problem is defined
as follows: Find the most desirable set of items a camper
should pack in his knapsack, given measure c. of desira-
bility of each item i and its weight a., under the const-
raint of the maximum weight b that the knapsack (or camper)
can carry.








x. >0, integer, j=l,...,n
The name "knapsack problem" was apparently suggested
by G.B.Dantzig [Dantzig,'57]. An alternative name
"loading problem" was given by R.Bellman. Many advances
in solution techniques for the knapsack problem have
5
followed the pioneering work by P.C.Gilmore and R.E.Gomory
on the cutting stock problem ([Gilmore and Gomory,'61,
･63, '65 and '66]). They used the knapsack problem as
subproblems of the cutting stock problem. They proposed
recursive procedures based on dynamic programming for
solving the knapsack problem. Other dynamic programming
procedures were also given in [Dantzig, '57] and [Bellman,
'57]. Algorithms based on branch-and-bound method were
proposed by P.C.Kolesar [Kolesar,'67], H.Greenberg
[H.Greenberg,f69], H.Greenberg and R.L.Hegerich [Greenberg
and Hegerich,'7O] and V.A.Cabot [Cabot,'70]. Mathematical
properties of optimal solutions of knapsack problems have
been also intensively investigated. For example, the
periodicity property was discussed in [Gilmore and Gomory,
66], [Shapiro,J.F., and H.M.Wagner,'67], [T.C.Hu,'69] and
[Garfinkel,R.S., and G.L.Nemhauser,'72]. M.J.Magazine
et.al. [M.J.Magazine et.al.,'75] proposed the greedy al-
gorithm of the knapsack problem, which is heuristic but
quite efficient, and gave a condition under which the ･
greedy solution becomes an exact optimal solution. The
dissertation fully utilizes above goodness of the greedy
solution for investigating a generalized knapsack problem,
or, a knapsack problem with a fractional objective func-
tion instead of the linear objective function.
Finally, we comment on the discrete programming prob-




subject to x=(x.)eS<;R , x.; integer,
j=l,...n,
where R denotes n-dimensional euclidian space.
Compared with the above mentioned problems, few papers
have been written on this topic. Fractional objective
function reflects certain situations that both cost and
reward in the choice of optimal plans are to be considered,
that is, cost is to be minimun while reward is to be
maximum. Moreover, in a sense, the ordinary objective
function is a special case of the fractional objective
function. P.L.Hammer and S.Rudeanu discussed the frac-
tional linear minimization problems with 0-1 variables in
their book [Hammer and Rudeanu,'68], P.Robillard
[Robillard,'71J investigated the (0,1) hyperbolic progra-
mming problem (hyperbolic programming is often used to
mean fractional programming). M.Gruspan [Gruspan,'73]
proposed a general algorithm for the linear fractional
programming problem with integer variables. The disserta-
tion provides an algorithm for the integer fractional
programming problem.
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1.3 Brief Review of Related Areas
This section summarizes some results in the areas
related to the subjects of discussion in the dissertation.
These areas include integer programming, graph theory,
dynamic programming and branch-and-bound method. The
emphasis is put on solution methods because the basic
ideas in these solution methods will be frequently used
throughout the subsequent discussion.
A. Integer Programming
An integer programming problem is generally written
as follows:
Maximize f(x)
subject to x=(x. )eSCRn
x.; integer, jeH ={l,...,n },
where R is n-dimensional euclidian space and n <n. In








I a.. X. <b
i '
l-l,...,m,
x. >0, integer, j=l,...,n,
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Moreover,if each x. is restriced to be 0 or 1, the following











a. . x. <b.,
■L13 1 - 1
i=l,...,m,
x.=0 or 1, j=l,.･.,n
The concept of integer programming may date back to
almost the same time as that of linear programming. However
the importance of integer programming has not fully been
realized until Dantzig emphasized its importance in his
tutorial paper [Dantzig,'57 and '60]. Soon after, Gomory
proposed an iterative algorithm with finite convergence
property, well known today as cutting plane method
( [Gomory,'58] ). His method attracted great attention
of researchers and various new integer programming algori-
thms followed.
Algorithms known today may be classified into three
types; (1) cutting plane method (2) enumerative method
(3) group theoretic method.
(1) Cutting plane method
This was originally proposed by Gomory in the paper
[Gomory,'58] of 1958. He has shown that any integer linear
programming problem can be solved by repeating the following
procedure: Solve the problem as the ordinary linear
programming one. If the obtained solution is not integer,
9
adjoin one constraint (this constraint is called a cut)
which cuts off the current solution of linear programming
problem, but still retaining all integer feasible solutions,
and then reoptimize the modified linear programming
problem. The above procedure is repeated until the opti-
mal solution of the linear programming problem becomes
an integer solution. Strictly speaking, his algorithm is
called the dual cutting plane method for pure integer
linear programming problems because it uses the dual
simplex method to solve the generated linear programming
problems.
The primal version of Gomory's algorithm was proposed
by R.D.Young [Young,'65]. It is called the rudimentary
primal cutting plane algorithm. This algorithm was later
simplified by F.Glover [Glover,'68] and Young [Young,'68].
Young's simlified primal cutting plane algorithm is made
mention of in Chapter 5 in connection with a new algorithm
for the integer fractional programming problem.
Variants of additional constraints, cuts, have also
been proposed. Among them, we mention here only inter-
section cut and convexity cut introduced by E.Bals [Balas^
'71] and Glover [Glover,'69] respectively.
Recently, R.G.Jeroslow [Jeroslow,'74] attempted to
unify from the theoretic view point the vast variety of
the cutting plane methods proposed so far.
(2) Enunerative method
The principle of this approach is branch-and-bound
method described later. It takes advantage of the finite-
,ness of the set of feasible integer solutions-
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Balas [Balas,'65], Glover [Glover,'65] and A.M.
Geoffrion [Geoffrion,67a] (he called this method implicit
enumeration) first applied the branch-and-bound computa-
tion to pure integer linear programming problems. Their
methods are especially suited for 0-1 integer programming
problems and seem to be one of the most efficient ones
currently available.
(3) Group theoretic method
This method was also first proposed by Gomory [Gomory,
'65]. He showed that by relaxing nonnegativity condition
on certain variables and maintaining their integrality
condition, a pure integer programming problem can be
transformed to a linear minimization problem on a finite
abelian (i.e., additive) group defined from the congruence
relation modulo 1. Basic approach is again branch-and-
bound method and utilizes the above mentioned linear min-
imization problem.
Some research has also been done to clarify the
relationship between optimal solutions of this derived
minimization problem and those of the original problem
( [White,W.W.,'66], [Shapiro,J.F.,'68a and '68b], [Gorry, .
G.A. and J.F.Shapiro,'71] ).
B. Graphs
A graph consists of a vertex set V-{v 3V0,...3V }
and an edge set EC.V*V. An edge connects a vertex with
another vertex. Usually, two vertex defining an edge are
not ordered, that is, an edge does not have a direction.
If each edge has a direction, such a graph is called a
directed graph. Some numbers are often associated with
n
a
edges to represent their characteristics. In this case
the graph with these numbers is called a network.
Graphs appear in various aspects of the formulation
and analysis of discrete programming problems. For example,
the traveling salesman problem can be represented as a
graph where each vertex denotes a city and each edge
represents a road connecting two cities. A feasible
solution of the problem is given by a circular path that
visits each vertex exactly once and returns to the start-
ing vertex.
Graph theory was born in 1736 when L.Euler settled
the famous unsolved problem of his days called the
Konigsberg bridge problem. That problem was to find a
circular path that passes each edge exactly once and
returns to the starting vertex. Subsequently, in 1847,
G.R.Kirchhoff developed the basic concepts and theorems
concerning trees in graphs from his investigation of
electric networks. Also in 1857, Caley studied trees
arising from organic chemical isomers. In 1859, W.R.
Hamilton proposed a famous puzzle "Around the VJorld".
That problem was to find a hamiltonian circuit in a graph
representing the world. After then, the celebrated "four
color problem" came into prominence in the field of graph
theory. This problem had remained as a conjecture for a
long period until it was finally settled affirmatively by
W.Haken and K.Appel in 1976. The various results on graph
theory have been obtained by many mathematicians, opera-
tions researchers, among others. They can be found in the
books, [Ford & Fulkerson,'62], [Berge,C.,'62 and '73],
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[Harary.F.,'69] and [Christofides.N.,'75] and others.
H.Whitney [Whitney,'35] introduced "martoid" as a
generalized concept of graphs, and W.Tutte [Tutte,65]
developed it. Another generalization, "hypergraph", was
also proposed by CUBerge [Berge,'73].
C. Dynamic programming
Dynamic programming is one of the powerful tools for
optimization. The basic idea-is to transform a given
problem with many decision variables into an equal number
of subproblems, each containing only one decision variable.
This is possible if the problem satisfies a certain con-
dition called "the principle of optimality" ( [Bellman,
'57] ) which is stated as follows.
( The principle of optimality )
An optimal set of decisions has the property that
whatever the first decision is, the remaining decisions
must be optimal with respect to the outcome which results
from the first decision≫
Optimization problems with many variables are usually
governed by the following rule of thumb: The computation
requirement increases exponentially with the.number of
variables, but only linearly with the number of subproblems.
Thus there can be great computational saving by formulating
a problem with many variables as a set of such subproblems
each of which has only one variable. Optimal decisions
for the subproblems are calculated sequentially. The
sequential calculation is the essence of dynamic pro-
gramming. When all subproblems are solved, an optimal
decision for the entire problem is constructed from the
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･optimal solutions of such subproblems. Certain discrete
programming problems, such as the traveling salesman
problem and the knapsack problem were solved by dynamic
programming.
Dynamic programming has been apparently used ([Wald,
A.,'50], for example) long before it was named by Bellman.
Undoubtedly, however, Richard Bellman is the father of
dynamic programming. His research on the dynamic pro-
gramming at Rand Corporation in 1950's was culminated in
his first book [Bellman,'57]. He has continued to be
extremely prolific in his writing on the dynamic pro-
gramming ([Bellman^R. and S.Dreyfus,'62], etc) . R.Aris
investigated discrete cases [Aris,'64] and R.A.Howard
clarified the relation between dynamic programming and
Markov process [Howard,'60]. Nemhauser made explicit the
role of a basic monotonicity property of cost functions
in formulating the fundamental equations of dynamic
programming ([Nemhauser,*66[) . M.E.Thomas [Thomas,'76]
surveyed recent results of dynamic programming.
D Branch-and-bound method
The underlying idea of branch-and-bound method is to
decompose a given problem into several partial problems
of smaller size. The decomposition is repeatedly applied
to the generated partial problems, until each decomposed
problem is either solved or proved not to include an opti-
mal solution of the original problem. This operation is
called branching operation. Branching operation, if done
completely, results irr the enumeration of all possible so-
lutions. Computational efficiency of this type of branch-
14
and-bound method may he prohibitively low.
In order to reduce the number of partial problems
to be searched, some tests are applied to each generated
partial problem. If some of the partial problems are
fathomed by these tests, then they are excluded from
further considerations. These tests require to compute
upper bound and/or lower bound of each partial problem.
A partial problem (minimization problem) is terminated
if the obtained lower bound is not smaller than the best
upper bound of the optimal value of the original problem
currently available. This operation is called bounding
operation.
Another important point in constructing efficient
branch-and-bound algorithm is the searching order of the
partial problems. Typical search strategies are depth-
first serach (linear search or single-branch search)
(e.g., [Agin,Y.,'66] [Geoffrion,A.M.,67] [Glover,"65]
[Golomb,S.W. and L.D.Baumert,'65] [Lawler,E.L. and D.E.
Wood,'66]), best bound search (or minimum value search)
(e.g., [Agin,'66] [Balas,'67] [Lawler and Wood,'66]
[Nilsson,N.J.,'71]), breadth-first search and heuristic
search (e.g., [Hart,P.E.,et.al.,'68] [Nilsson,'71]
[Ibaraki,T.,'76]).
The first two strategies are frequently used in prac-
tical applications for the following reasons. Depth-first
search consumes a memory size which is only a linear func-
tion of the original problem size, and its implementation
is relatively easy. On the other hand, best-bound search
minimizes the number of partial problems decomposed prior
15
to termination and hence a high performance is expected.
It is noted, however, that this tends to consume a mem-
ory size which unfortunately is a exponential function
of the original problem size.
Little et.al. first used the name, "branch-and-
bound", in their paper [Little et.al.,'63] to solve the
traveling salesman problem. Since then, branch-and-bound
method has been combined into many solution algorithms
for various discrete programming problems. General treat-
ment of the principle was discussed by many researchers:
P.Bertier and Roy.'64-[P.Bertier and Roy,'64], Lawler and
Wood [Lawler and Wood,'66], Y.Agin [Agin,'66], Balas
[Balas,'68], L.G.Mitten [Mitten,'70], T.Ibaraki [Ibaraki,
･76a, '76b, 77a and '77b] and others.
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1.4 Outline of the Dissertation
The dissertation consists of eight chapters. Some
chapters discuss generalizations of some known discrete
programming problems and other chapters gives new algo-
rithms for some discrete programming problems including
those with fractional type objective functions.
In Chapter 2, a generalization of the assignment
problem is proposed in the sense it is defined on a network
rather than a bipartite graph. This generalized formu-
lation allows us to include the technological order and
constraint into the assignment problem. An algorithm
based on branch-and-bound principle is given. It is shown
that each partial problem can be efficiently tested by the
linear programming decomposition approach. Specifically,
a lower bound for a partial problem is computed by re-
peatedly solving the associated ordinary assignment problem
and the critical path problem. Some computational results
are also included. Chapter 3 proposes a new type of tra-
veling salesman problem, which comes from the routing pro-
blem of the delivery of resources for production. The
problem is different from the ordinary one in that it has
a minimax type objective function, which makes the problem
considerably more difficult. To avoid the complete enu-
meration, however, it is shown, that the original problem
can be decomposed into a series of subproblems, each of
which can be solved by dynamic programming approach.
Optimal solutions of subproblems are then combined to
obtain -an optimal solution of the original problem.
Chapter H proposes still another version of the traveling
17
salesman problem. The problem is the same as the original
traveling salesman problem except that it has a capacity
constraint. This capacity constraint is added to both of
the ordinary traveling salesman problem and its minimax
version discussed in Chapter 3. Again, solution algo-
rithms based on dynamic programming applied in a different ,
manner from the one in Chapter 3 are given for these prob-
lems.
Chapter 5-Chapter 7 deal with fractional type prob-
lems that often comes from the pursuit of effective in- ■
vestment. Chapter 5 discusses a linear fractional pro-
gramming problem with integer variables. Combining
Dinkelbach's approach for fractional programming problems
and Young's primal cutting plane algorithm for integer
programming problem, it is shown that only a slight modi-
fication is necessary to solve linear fractional program-
ming problem with integer variables. Finite convergence
of this algorithm is proved. Chapter 6 investigates a
fractional knapsack problem, that is, the knapsack prob-
lem with a fractional objective function. After examining
properties of optimal solutions of this problem, a new al-
gorithm is given. This algorithm makes use of the greedy
solution of the knapsack problem, which.is generally only
an approximate solution, but can be easily obtained. This
algorithm is then compared with the straightforward modifi-
cation of Dinkelbach's algorithm [Dinkelbach,'67]. It is
theoretically shown that the former algorithm is always
not worse than the latter, according to a certain measure.
An upper bound on the number of required iterations is
18
also derived.
Chapter 7 provides two algorithms for quadratic frac-
tional programming problems, both of which are based on
Dinkelbach's approach. One is an algorithm using the
Newton method that is often used to find zeros of a non-
linear function and the other is a straightforward search
of the target points. These algorithms are implemented
on computers, and the above algorithms are compared from
the computational point of view.
Finally, Chapter 8 summarizes results obtained in
this dissertation and discusses further directions of
developments in discrete programming.
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CHAPTER 2 AN ASSIGNMENT PROBLfM ON A NETV/ORK
2.1 Introduction
This chapter discusses a variant of the assignment
problem. The ordinary assignment problem is to assign
n persons to n jobs so that the sum of assignment costs
should be minimized. Let c. be the assignment cost of
assigning i-th person to j-th job for i=l,...,n, j=l, ,n_
















. =1, j=l,...,n, (2.2)
ij
=1, i=l,...,n, (2.3)
x.. =0 or 1 /i=l,... ,n
1=1....,n
(2.4)
where x..'s are variables representing an assignment;
x.. =1 when i-th person is assigned to j-th job and x.. =0
otherwise. Constraints (2.2) and (2.3) together mean
that one and only one person is assigned to each job.
Assignment problem has a nice property that an
optimal solution of its associated linear programming
problem, where (2.4) is replaced with x.. >0, is also an
optimal solution of the original problem. Based on this
20
property, H,W,Kuhn [Kuhn,'55] provided an efficient
algorithm so called "Hungarian Method"- Munkres also
proposed a refinement of Kuhn's algorithm for the assign-
ment and transportation problem.
Many variants of the above assignment problem are
found in the literature [Gross,0.,'58] [Gilmore,'62]
CLawler,'63] [Pierskalla,W.P.,'68] [Charnes,A., et.al.,
･69],
We consider in this paper a variant which is different
from those discussed in the above literature. This com-
bines a network with the assignment problem. Consider
the assignment of n persons (machines) to n jobs, the
execution of which must satisfy certain precedence rela-
tions represented as a network. The objective to be
minimized is the time of completion of all jobs. The
problem is formally described as follows.
Let N=[_V,A]be an acyclic network with a set of ver-
tices V={v /i^i^o^^^ >v .->} and a set of arcs A={a^9
a03...3a0 }c V*V. Each vertex represents a job and each
arc a precedence relation between two jobs. That is, arc
v(v
that vQ
V .) implies that execution of job V. cannot be
3 ≪7
ed prior to the completion of job V.. It is no
is the dummy job representing the start; hence
initiated r letion ted
no arc is incident to V_
Vi is the dummy job repre-
senting the completion of all jobs; hence no arc is
incident from V
Let M={m 3moa...3m } be the set of n elements (per-
sons or machines) to be assigned to the jobs. Suppose
W7,is assigned to one of vertices V ,...in V to which
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some vertex v. is adjacent via a., i.e., ao~^ya(il)*Vn^'
Then (£ ,., denotes the length of ag. That is, the length
dk (I) °fal~^V (SL)*V'^is given by the execution time
of job v ,., plus the setup time of V . which genera
depends on both V ... and V .. For simplicity, d-,*
lly
(length
of arc from y ) is assumed to be zero.
The problem P is now defined as follows: Find..an
assignment of n elements in M to n jobs in V (i.e.,.one
to one mapping: M-*-V ) which minimizes the length of the
critical path (longest path) from u. to U . As a
special case, if #=[7,4] is given by V={v~,y ,...,V ,}
and A={(vniv.) (u.,uJJ...,(f 3v
^,)},
the problem is
u j.j x a n n+L
reduced to the ordinary assignment problem.
The above problem naturally arises in optimal
scheduling of a set of n jobs, on which a technological
ordering described by a PERT-like network N is imposed.
It is assumed that any person (or machine) can execute
any job. For a given network N, the problem is to find
an assignment of n persons with different ability, exper-
iance, education and so forth (or n machines of different
performance) in such a way that minimizes the total com-
pletion time of all n jobs. Note that the difference in
persons (or machines) is represented solely by the lengths
4
a(I) °farc V
As an example, consider that network N represents
the process of painting a house (or a toy, an automobile,
etc) in n colours. Each vertex represents painting one
colour. The precedence relation specified by N shows
that the order in which n colours are painted; e.g.,
22





) is the sum of the time of painting col-
and the time of waiting until it dries enough
to start painting the next colour V .. Then this problem
u
is to assign n spray guns of varied performance to n ver-
tices so that the entire process may be completed in the
minimum time. (It is natural to assume that one spray
gun is prepared for each colour.)
In the sequal, Section 2.2 gives a formulation of
the problem as an integer programming problem. Section
2.3 describes the outline of the algorithm based on
branch-and-bound method and the decomposition principle
of Dantzig-Wolfe's type for the associated linear program-
ming problem. Section 2.4 gives details of the method
obtaining lower bound, and Section 2.5 discusses branching
rule. Section 2.6 suggests further computational consid-
erations. An illustrative example is also given in
Section 2.7- Section 2.8 contains the result of computa-
tional experiances. Finally Section 2.9 summarizes
Chapter 2.
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2,2 Formulation as an Integer Programming Problem
The above assignment problem P is formulated as an
integer programming problem in this section. An algorithm
; based on the branch-and-bound principle will then be
developed in the subsequent sections. Branch-and-bound
algorithms have attained certain success for other vari-
ants of the assignment problem such as the quadratic
assignment problem [Gilmore,'62] [Lawler,'63] and the
multidimensional assignment problem [Pierskalla, '68].
Let the path-arc matrix of N be given by u=(u.o),
where
vd≫r
I1 if a. zA is on the j-th path of N
otherwise
j=l,2,...,j (= the number of paths in N)
H=l,2t...tZ (= the number of arcs).
Introduce 0-1 variables x, . which specify an assignment
in the following manner:
xkT




The length of the j-th path is then written as follows,




(For notational convenience, dummy variables xv =0 are




0-1 variables x-, . and one real variable
minimize X
subject to J/tairW xka(iL)=X> ^=1'--"i0'
n







=0 or 1, k,i=l,...,n
Note that P is the ordinary assignment problem if the
first j constraints having X on their right hand sides
are removed and the objective function is appropriately
modified.
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2.3 Solving Problem P by a Branch-and-Bound Method
Since the IP problem P is of considerably large
size, we attempt to solve it by using a branch-and-bound
method, rather than directly applying the existing inte-
ger programming algorithms. A branch-and-bound method
(e.g., [Lawler and Wood,'66] [Mitten,'70])is usually
determined by the following two ingredients:
/a) Branching rule ; that specifies how to decompose a
given (partial) problem P. (P. is either the original P
or one of problems generated by this branching operation)
into smaller partial problems P. ,P. ,...,P. such that
1 2 ■'kP. can be solved if all P. ,P. , , P. are solved;
: . V V ]k
(b) Bounding strategy ; tfiat specifies how to attempt
to solve P. and, in case P. is not solved by this attempt,
how to obtain a lower bound of its optimal objective
value.
Now we give a description of (a) and (b) for our
problem, and after that a description of the whole branch-
and-bound method will follow.
First the branching is made from a given (partial)
problem P. to two partial problems P. and P. such that
(i) P. is obtained from P. by adding the constraint
"'l ^
that a certain ttitZM is assigned to v->£V, where no fixed
K. 1*
assignment was given to w? or V-.in P., and the assign-
K. %* "]
ment rrir^-V-:was not prohibited in P. ;
(ii) P. is obtained from P. by adding the constraint
that the assignment m-r-^v-.is prohibited.
This is formally described as follows. With a
(partial) problem P., let two sets F.C M*V and H .C M*V
1 26 J J
be associated : P. is denoted by P. =(F.,ff.). (mvtv .) e F.
1 13 3 K v 3
denotes that the assignment m, +v. is fixed in P., while
K. u 3
(m≪9V.) eff. denotes that the assignment mh+V. is pro-
hibited in P. The original Problem P is defined by









and P are given by
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P. =(.F. ,27. )







Jo 3 K V
Since the way of selecting (ivtjVi) for branching is
crucial for the algorithm efficiency, it will be further
discussed in Section 2.5,
To determine a bounding strategy, next, note that a
partial problem P. is also an IP problem obtained from P
by fixing some variables to 0 or 1. Let P. be the LP
(linear programming) problem obtained from P. by removing
the integrality constraint. Obviously an optimal solution
of P. is an optimal solution of P. if it is an integer
solution of P.. Furthermore, denoting optimal values of
P and P. bv A(P.) and X(P.) respectively, the following
j 1 1 1
relation is easily proved:
Thus X(P j
X (P.) <X(P.)
) is used as a lower bound of X(P.).
D
Although P. is usually a large LP problem, a decom-
]
position technique can be applied since Pi is highly struc-
tured. The resulting computational procedure will be
described in the next section.
A branch-and-bound algorithm for solving P is now
given. In the algorithm, Problem P.
if a conclusion that P.
3
is called active
can be discarded from the subse-
quent computation has been drawn for some reason, or a
necessary step was already taken for P.
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The algorithm
terminates whenever no active problem exists.
Branch-and-Bound Algorithm for solving P (Algorithm A)
Step 1 (Initialization) : Let PQ(=P) be active. Solve
PQ. Set X*≪-≫. Solve P . If P has an integer optimal
solution, go to Step 4 after letting ＼＼+-X(P ) ; otherwise
go to Step 2.
Step 2 : Select one problem P., and go to Step 3. If no
active problem exists, go to Step 4.
Step 3 (Branching and Bounding) : Decompose P. into P.
and P. by the branching rule described above, and ter-
p.. Solve P and P. . If P. (P. ) has an inte-
D p J1 J 2
terminate P. (P. ) and replace A*
::h_ 17
ger optimal solution"^ terminate P. (Pi ) and replace A*
by＼(P ) (＼(P. )) if A(P. )<A*(XlP. ><>*). Terminate
all active problem P (including P. and P. ) such that
k 31 32
＼(pk>=*:
holds. Let P. and/ or P. not terminated in this
process be active. Return to Step 2.
Step 4 : Terminate the computation. A" gives the value
of optimal assignments.
The selection rule of an active problem P. in Step
2 is also important in determinimg the algorithm effi-
ciency. Although any rule discussed in the framework of
general branch-and-bound methods would be applicable,
so-called linear search rule that select the active prob-
lem which was most recently generated is employed in our
29
computation of Section 2.8. The linear search rule con-
sumes less amount of memory space compared with others.
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2.4 Solving Problem P. for Obtaining Lower Bounds
j
For simplicity, an algorithm for solving P instead
of P. will be described. The modification necessary for
general P. is obvious. The essence of the following
procedure is to apply the Dantzig-Wolfe decomposition
technique EDantzig,G.B. and P.C.Wolfe,'60] to P and re-
duce it to a series of small size LP problems (compared
with P) with two types of auxiliary problems one of which
is the ordinary assignment problem and the other is the
critical path problem. It is well known that considerably
efficient algorithms exist for both the assignment prob-
lem [Kuhn,55] [Munkres,'57] and the critical path problem.
Let x=(x sx12>...,x ) and let
n n
S=ix＼ lxk. = l, I xk. =1, x. . >0}




v 2i.e., a; is an n dimensional 0-1 vectors corresponding

























Pr >0 , r=l,2,...,r




= JL. lij#£Jl dfecta; Xfeaa;
'
which is the length of the j-th path in N when assignment
x is made.
P is usually a very large LP problem. However the
following column and row generation technique makes it
possible to solve P by a series of rather small LP prob-
lems. We will first show how the dual and primal feasi-
bility can be checked without maintaining the entire
simplex tableau of P, and then give an algorithm for P.
A Dual feasibility : Tor J<zJ0 ( =ils23. ..,j_}), let












~°v of ?(J) are then given by
are the current values of dual variables
(simplex multipliers) corresponding to
r=l J
respectively. Note that a. corresponding to
3
y $>. p <x
i
for the current values of p always assumes the value 0
due to the complementary slackness relation. Thus it is
possible to assume that j £J always represents a path
satisfying
since the addition of cr.
3
=0 does not change
The dual feasibility of P(J), i.e.,
e >0, r=l,...,r
is satisfied if and only if
o .
r
z=min{ I o.ty. | r=l,... ,r } > oQ
jzJ3 gr
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holds. Note that z is the optimal objective value of the
following assignment problem :









x, . =1, i=l,2,..-,n,
x, . -1, k=l,2,...,n
1 K%
^t,->°≫ k=l,2,...,n i=l,2,...,n,
where a., V ･,5 d. -,, are constants and x1 . are variables.
Thus the dual feasibility of P(J") can be checked by solving
an ordinary assignment problem.
B Primal feasibility : For the current values of p
the index set i?C# ( = {1,2^...jPq}) be given such that
p = 0 if r£R (the role of R will become clear later).
Assume that
I p = 1 and
reR
p >0, v zR
hold. Define the weighted arc length of a. A for p by
^(p) = LPr Ji d*aa) ^aa; £ai-2-―*o
Let N(p) be the network N with each a zA having length
let
d (p). Then the primal feasibility of P is satisfied if
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and only if all path lengths in N(p) are not greater than
X (=the current objective value). The last condition is
satisfied if and only if the length ＼)(p)of critical paths
in N(p) satisfies
v(p) <＼.
Thus the primal feasibility of
a critical path problem.
P can be checked by solving
Before proceeding to an algorithm for solving
define the LP problem P(J,R) for JCJn and RCRn ･
0 J
P{S,R): minimize X
subject to I iK p <X, j eJ
reR 3V r ~
p >0,. reR,
p,
Algorithm for solving Problem P (Algorithm B)
Step 1 : Start with JCJq and #C-Rp)heuristically obtained.
Go to Step 2.
Step 2 : Solve P(e7",f?)and denote its optimal tableau by T.
Redefine R by R:=R-R (i.e., delete from T all columns cor-
responding to reS), where R is the set of indices r such
that p is nonbasic and c >0 in T. Let the resulting
tableau be T and go to Step 3.
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Step 3 : If T is dual feasible (this can be checked by
solving the assignment problem D(o)), go to Step 4. Other-
wise let R+RlJ{r} (i.e., augment T by column r), where x*
is the optimal assignment of D(a), and return to Step 2.
Step 4 : If T is primal feasible (this can be checked by
obtaining a critical path of N(p)), terminate. T gives,
an optimal solution of P. Otherwise, let J + J{jQ} -J
(i.e., added row -}is the index of the critical path of t
N(p), and J is defined as follows : J is the set of in-
dices corresponding to non-binding constraints of T (i.e.,
with positive slack variables) if the objective value X
was improved after the previous dual feasible solution ;
J = <j>if the objective value X was not improved or the cur-
rent solution is the first dual feasible solution. Return
to Step 2.
The finite convergence of this algorithm under the
usual nondegeneracy assumption can be proved in a similar
way to the one used by [Geoffrion,'70] for proving the
convergence of the general relaxation strategy.
A good heuristic rule for defining the initial J and
R in Step 1 may be to let J be the set of indices for
critical paths of N with all arc lengths considered to be
1, and to let R be a set of indices for assignments which
make these paths in J reasonably short. In the experiment
of Section 2.8, however, a much simpler rule was employed.
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2.5 Branching Rule
Various methods would be conceivable for determining
the pair (m-r,v-t)which defines the branching operation in
Step 3 of the branch-and-bound method outlined in Section
2.3. The following used in our computation should be one
of the most reasonable ones.
Let LP problem P. have the optimal solution :
P = (P-,J P?*'"* Pr, ^
±6 Tg
Based on p, define
*HrP) =
Xfofp) =max{ x^Jp) | 0 <x^(p) <l}-
Xr-'(p)is considered to indicate the most promising assign-
ment mr+v-t, as far as the information contained in p is
concerned. Thus (J<3%)is used to define the branching
from P.. The case of x1 .(p) =1 is excluded since it is
likely that the partial problems generated from P. also
satisfy x, . = 1 even without being fixed. (If x, . was al-
ready fixed to 1 by the branching operation applied to P, ,
from which P. resulted, we obviously need not fix it again
The above rule also excludes this possibility.)
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2.6 Further Computational Considerations
In implementing the algorithm outlined so far, the
following remarks may be useful from the view point of
computational speed.
(i) The value of each dual feasible solution of P.
obtained in Step 3 of Algorithm B (Section 2.4) is not ･
greater than the optimal value X(P.). Thus the value of
any dual feasible solution can be used as a lower bound
of X(P.). This suggests the termination of the LP com-
putation (Algorithm B) before the primal feasibility is
attained. A reasonable cutoff rule may be to terminate_
the computation of P. whenever a dual feasible tableau T
with v(q) -X<e is obtained, where X is the objective
value of Tt ＼)(p)is the length of a critical path of N(p)
and e( >0) is a given constant (note V(p) -X<0 implies
primal feasibility), e=10 was used in our experiment of
Section 2.8. (See also the discussion given to Table 2.3
and Table 2.4-of Section 2.8.)
(ii) In solving P. by Algorithm B, or in passing from
_ _ - 3 _ _
problem P. to P, , where P, is obtained from P. by branch-
ing or backtracking, the technique of parametric pro-
gramming (or sensitivity analysis) known in the LP theory
can be fully utilized. Details are, however, omitted.
(iii) The optimal solution (or a good feasible so-
lution) of P. may be used to generate good assignments ;
assignment x2* with relatively large p in p would have a
high probability of being close to an optimal assignment
of P- Thus in Step 3 of the branch-and-bound algorithm
(Algorithm A) in Section 2.3, a certain number of assign-
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ments considered promising according to optimal LP so-
lutions of P. and P. may be actually constructed and
31 32 J y .
tested. If an assignment with a smaller objective value
than the current X* is found, X* is immediately replaced
by the new value. This modified algorithm has a tendency
of keeping the value of X* smaller than that without this
modification. Hence a speed up in computation time can
be expected. In our experiment of Section 2.8, all new
assignments x with positive p were actually tested.
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2.7 Example
Consider the problem with the network of Figure 2.1
o
and arc lengths d.7 /0) given by Table 2.1.
Figure 2.1. Precedence relations between jobs.












































After letting A*=°°in Step A-l (i.e., Step 1 of
Algorithm A), Step B-l (i.e., Step 1 of Algorithm B) is
entered to solve P . The initial J of Step B-l is given
by path 1 and path 2 of Figure 2.2, and the initial R by
assignment 1 and assignment 2 of Figure 2.2, where (£-
£ £ £ ) denotes the-assignment { m +v. 3 m -*-V.,
£ o 4 1 ^t o *Vp
m_->y. , m -*-v. }. The arc lengths for these assignments







Figure 2.2.. Initial paths and assignments
This defines LP problem ?(J,R) as follows :
P({1,2},{1,2}) : Minimize X
subject to 1889 p +1513 P≪< *>
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An optimal solution (obtained by the simplex method) is
＼=1813, p =0, p =1, O0(=＼) = 1513, a =1, a2 = 0,
where a. are dual variables. The non-basic column p is
~% ■ 1
then deleted since e >0 as easily calculated (Step B-2).
To check the dual feasibility of this solution
(Step B-3), assignment problem D(a) with 0 =1 is tnen
solved. Coefficients of D(a) are shown in Table 2.2.
The (kji)-th element of Table 2.2 shows the coefficient
of Xj,. in the objective function of D(a).
Table 2.2. Coefficients of the assignment problem



























An optimal assignment of D(a) (indicated by * in Table
2.2) is
assignment 3 = (3412)
and the optimal value is 961. Arc lengths for assignment




Figure 2.3. Arc lengths for assignment 3.
Since z = 96K1813 =Cq holds, the present solution is not
dual feasible. Thus assignment 3 is added to form the new
f(J,R), that is
P({1.2}.{2.3}) : Minimize X
subject to 1S13 p + 961 p < X,
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591 p + 947 P,<*,
P2 + P3=l,
p2Jp3>o.
An optimal solution obtained in Step B-2 is
＼-96l3 p =1, p =1, ao = 96l, a =1, o2 = 0.
(Although PC(ls2}J{2J3}) is actually solved starting with
the optimal tableau of P(.{1,2},{1,2}) to facilitate the .
computation, the details are omitted for simplicity.)
The non-basic column p0
B-2).
is then deleted since c >0 (Step
The assignment problem D(a) to check the primal fea-
sibility is the same as the above one with z =961. Thus
z =Op holds and the present solution is dual feasible
(Step B-3).
Now it is required to check the primal feasibility
(Step B-4). Since p =1 implies that network N(p) is the
o
same as the one in Figure 2.3 corresponding to assignment
3, this is done by calculating its critical path (path 3).
Path 3 has the length ＼)(p)=1594. ＼)(p)= 1594 > 961 = X shows
that the present solution is not primal feasible.
We again return to Step B-2 and solve P({l,2JS}J{3})
augmented by path 3. Repeating Step B-2 and Step B-3, the
next dual feasible solution is obtained after adding two
more assignments :
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assignment 4 = (2431}, and assignment 5 = (4132).
In this case, the resulting solution is also primal feasi-
ble. Thus its optimal solution
X(=X(P.))=114ff.7t p =0.40, p =0.51
also solves Pn- Figure 2.4-shows network N(p) for this
solution, in which path 1 and path 3 are both critical.
Path 1
v(p) =1146.7
Figure 2.4. Network N((J) corresponding to
the optimal solution of Pq.
At this point, assignment 3 and assignment 5 (with
positive p ) are tested to improve X* (see remark (iii) of
Section 2.6). Assignment 5 gives a smaller value than as-
signment 3. Its value 1S24 is hence stored as the new X*.
This completes the computation associated with the initial
problem P^.
Returning to Algorithm A, P is selected in Step A-2
45
since it is the only actiye problem. The branching of
Step A-3 is done according to the rule in Section 2.5.
av.fpJ for p =0.40, p" =0.51 (optimal solution of P )
are first calculated. They are
x13cp) =xmq>) =xj1cp;=o.^5,
x Cp)=x21(p) ~'xzz fp;=o.5i,
:r._fpJ=l, x~ .(TpJ=O for other k and i
Thus x^.(p)=O.Sl which is the first one with the highest
value (excluding x.-Cp)=l) is selected to define the
branching m -*-v.and m fi-v..
The subsequent branch-and-bound computation proceeds
as illustrated in Figure 2.5. Node numbers indicate the
order in which partial problems are tested. X* attached
to each node is the value when the computation of that
node is completed. X(P.) is the LP optimal value of P.
and it works as a lower bound. When node 6 is tested, no
active node exisirs since all node have lower bounds great-
er than X =1217. Hence the whole computation terminates
(Step A-≫0.
The optimal solution is
assignment 7 = (3142)
with A =1217, which was obtained at node 2 in the computa-




















Figure 2.6. Optimal assignment.
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2,8 Computational Experiment
To see the efficiency of our algorithm, the entire
procedure was coded in FORTRAN and run FACOM 230/75 com-
puter at Kyoto University. The machine roughly corre-
sponds to IBM 370/165. The code for ordinary assignment
problems was obtained by translating the Silver's code .
[Silver,P.,'60] written in ALGOL.
Before determining the details of the branch-and-
bound algorithm (Algorithm A), the possibility of strategy
(i) of Section 2.6 was tested by solving LP problems P.
(using Algorithm B) and examining the quality of the values
of dual feasible solutions which are not necessarily primal
feasible. Results are shown in Table 2.3. Each figure is
the average of 11 to 40 problems as indicated in the bottom
row. All problems were generated randomly by assigning
lengths taken from the uniform distribution between 0 and
1 to arcs of three networks : 10A, 10B and 20A of Table
2.3. The initial J and R of Step B-l were defined as
follows.
J represents two paths : One with the largest number
of arcs, and the other with the largest number of arcs in
the graph resulted by removing the first path.
R represents two assignment's : (1,2.,...3ri)and (23
n-l343n-3363n-53... 3n31).
(These are adopted mainly for the.:sake of simplicity.) It
may be concluded that rather accurate lower bounds can be
expected even if the computation is cut off prior to the
primal feasibility (SO% estimation attained in about a half
of the total number of columns).
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Table 2.3. Computational results for LP problems p,-
Problem type 10B 20A
Number of vertices (persons) n







Number of generated columns
(assignments) (a)

















Number of test problems 11
Table 2.4. Results for assignment problems P
with e=0 and e=10.
Problem type 10B
e 0 0 10
Computation time in seconds 2.43 2.25 4.84 4.39




Table 2.5. Computational results for assignment













Number of generated columns
(assignments) (a)
Number of generated rows
(paths) (a)
Number of pivots
When an optimal assignment
generated(d)















Number of test problems 10
Notes to tables
(a) Some columns (rows) may be counted repeatedly if de-
leted columns (rows) are again added back to set R (J).
(b) Numbers of columns and rows when a dual feasible so-
lution with objective value X>0.SA(P) is attained.
(c) This number contains those partial problems which are
terminated in Step B-3.
(d) The number of columns generated before the column
corresponding to an optimal assignment is generated.
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Strategy (i) of Section 2,6 is further justified by
Table 2.4, which shows the computational results for two
type.J.OBproblems (type 10A is too simple to see the dif-
ference) using both e=.Oand e=l'O. (Arc lengths are de-
fined in the same manner as in Table 2.5 described next.)
It seems that setting e=lO tends to consume less computa-
tion time although it generates a slightly larger number
of partial problems.
Based on these preliminary results, £in the cutoff
was set to 10. Then a number of problems was solved by
Algorithm A with LP subalgorithm (Algorithm B). All
test problems were also generated randomly, but in this
case integer lengths taken from the uniform distribution
between 0 and 999 were assigned to arcs. Since each prob-
lem in this case has an integer optimal value, X of each
dual feasible solution can be used as a lower bound after
being rounded up to the smallest integer not smaller than
X. (This gimmick was quite useful to increase the effi-
ciency. )
Computational results are summarized in Table 2.5.
Problem type in the first row refers to the same network
as Table 2.3. Each figure in Table 2.5 shows the average
of 10 ^30 problems. It was noticed that the behavior of
the algorithm was quite erratic. The standard deviations
of the number of partial problems are also included to
indicate this.
In most cases, relatively good assignments (if not
optimal) were obtained in the early stage of the computa-
tion (see (iii) of Section 2.6 and the row labelled "when
51
an optimal assignment generated" in Table 2,5,) This
indicates that our algorithm is also useful as a subopti-
mal algorithm in case enough computation time is not
available.
Unfortunately it seems difficult to obtain exact
optimal solutions of large problems (say, n=30), due to.
the rapid increase in the computation time. Probably
this is because the quality of lower bounds provided by
LP optimal solutions are not accurate enough. Thus it
would be a direction of future research to find methods
for obtaining better lower bounds.
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2.9 Conclusion
A variant of the assignment problem which seeks
an optimal assignment in a given network was proposed
in this chapter. The problem was first formulated as
an integer programming problem. Then the algorithm
based on branch-and-bound method and the decomposition
principle of Dantzig-Wolf& type for the associated linear
programming problem was given. The algorithm makes use
of lower bounds obtained from the generated linear
programming problems. Each linear programming problem
was solved by reducing it to a series of rather smaller
linear programming problem with two types of auxiliary
problems; the ordinary assignment problem and the criti-
cal path problem.
Though both the assignment problem and the critical
path problem have efficient algorithms which run in
a polynomial time of the problem size n, the entire
algorithm for solving the linear programming problem is
not very efficient according to the computational
experiment in Section 2.8. Two reasons may be conceiva-
ble for this behavior; (i) the Dantzig-Wolf decomposition
algorithm tends to slow down the speed of improvement in
the objective value when it gets close to the optimal
value, and (ii) our implementation (especially data
structure) does not completely exploit the problem
structure. This point should be further pursued in the
future research.
As is stated in Section 2.1, many variants of the
assignment problem have been considered. But almost all
of them lost the property that LP relaxation solves the
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original problem. Since this property is crucial for
developing efficient algorithms for the assignment
problem, some other variations without losing this
property may be worth investigating.
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CAHPTER 3 MINIMAX TYPE TRAVELING SAUESMAN PROBLEMS
3.1 Introduction
This chapter treats a delivery route problem, in
which a truck delivers some amount of production resource
to each of n cities starting from the specified initial
city. The time required to deliver the resources from
one city to another is known. At each city, the
production is started upon receiving the production
resources and takes a certain time until completion.
The problem is to find a delivery route that visits
each of the cities exactly once such that the completion
time of production at all cities is minimized. This
problem can be formulated in a form similar to the well-
known traveling salesman problems.
The ordinary traveling salesman problem may be
described as follows: A salesman travels n-cities exactly
once and returns to the starting city. Given each travel
time t.. from city i to city j (irj, i=l,2,###,n j=l,2,
･･･,n), find the order of cities l,2,-'*,n minimizing
the total traveling time.
For solution procedures of the above ordinary travel-
ing salesman problem, algorithms based on the dynamic
programming (Held and Karp [Held and Karp,'62], Bellman
[Bellman,'62b] etc) and on branch-and-bound method
(Little et.al.,[Little et.al.,'63] and Held and Karp
[Held and Karp,'72 and !71]) are known. As variants of
the traveling salesman problem, "bottleneck traveling
salesman problem" by D. Shapiro [Shapiro, D.,'66] (its
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purpose is to minimize the maximum travel time between
two successively visited cities in a tour) and one with
special cost given in an integral form by Gilmore and
Gomory [Gilmore and Gomory], etc. have been considered.
The traveling salesman problem discussed in this chapter,
however, seems to be new because a miniiraxtype objective
function is used instead of the ordinary linear one.
The known procedures such as cited above do not seem to
be directly applied.
First in Section 3.2, our routing problem is
formulated as a minimax type traveling salesman problem.
After giving some notations and terminologies in Section
3.3, the problem is decomposed into (n-1) subproblems
in Section 3.4. A solution procedure for each subproblem
is also given in the same section. Finally, in Section
3.5, an entire algorithm is given to solve the minimax
type traveling salesman problem. An illustrative example
is given in Section 3.6. Section 3.7 summarizes the
results in this chapter.
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3.2 Formulation of a Minimax Type Traveling Salesman
Problem
Let a truck deliver production resources to cities
i=l,2,...,n, starting from the city 1. Delivery from
city i to city j takes t.. unit times. At each city i,
the production takes t. unit times until the completion.
Rearranging the city numbers and t ^3,
>t > ･･･ >t >o
= 3 = = n =
can be assumed without loss of generality. Let II denote
the set of all permutations ir on 7={l,2,...,n} and let
II ={irell| tt(1)=1 }. Each ireII corresponds to a delivery
route, that is, Tr(i)gives the i-th visited city. The
production completion time at each city ir(k) (k=2,...,n),
denoted by / ,,･> , becomes as follows:
ir k"1
Ar(k) = .^ ^(ijirdtl) + ^(k)
Thus the completion time / at all cities becomes
fAmaxi /* | k=2,3,...,n} .
Our problem is first stated as follows.
Probl em A: Find ir e H minimizing / .
Setting


















Now let G-(V.E) be a complete directed graph with
a vertex set V-{v 3v,.,...jU }s an arc set E={(v.av.)＼
Ci Tit ** ml
v., V.eVj v .fv .} and an arc cost c.






is denoted by £ only and
if
n
) by (ijj) unless misunderstanding is caused),
corresponds to a hamiltonian path ir=(ir(l),tt(2),
...,ir(n)) on G (hereafter it is used to denote both a per-
mutation and the corresponding hamiltonian path) and
corresponds to the length f of the route from vertex
TTX(k)
ir(l)=l to vertex Y=7r(k) on the given hamiltonian path it.
The above discussion shows that problem A is equiv-
alent to the following problem B.
Problem B : Find a hamiltonian path ireif minimizing
maxl f j ye{2,5, ...,n}]
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3.3 Notations and Definitions
Before proceeding to the algorithm, we introduce
some notations to facilitate the subsequent discussion





IQI: the cardirtary of set Q.
lf(.a,Q,3):a subset of if defined by
,(.a)7r(i)=cx for l<i<n-|Q|-l
(b) Tr(i+j)eQ, j=i,2 |q|
(C) TT(i+|Q|+l)=B
QCMl}, a,3eF-Q .
f (a,0,3): the length of the portion from vertex









11(6): the subset of n consisting of permutations
ite u satisfying 0(ir)=6.
Note that 6(it)is the vertex 6 maximizing /≪on the
hamiltonian path 7Tand that the condition 6(ir)= 6 is




(C) /1T(6,{TT(i+l) TT(i+j-l)},TT(i+j)) <0
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for j=l,...,n-i
3,4 Decomposition of B into Subproblems P?'^''"'^
Problem B is decomposed into the following subprob-r
lems P ,P ,...,P based on the concept of IK.6) defined
2. o n
in the previous section.
Problem P.: Find a hamiltonian path Trell(S) minimizing
/., the length of the initial portion from
vertex 1 to vertex 6 on f.
Hereafter an optimal solution of Problem P~ is denoted by
"6 Note that/ =f≫ holds for ireII(6) from the concept
of n(6).
Theorem 3.1 Among optimal solutions Tr~ of each subprob-
lems P~, 6=2,3,...,n, tt*giving
f"*=min{ /*≪'!6=2,3...,,n}
is also an optimal solution of Problem B
Proof: By definition, we have
ft
n =nC2)U...Uncn), nci)0n(J)=4> (W.
Therefore Problem B is equivalent to
mvn max f













In the following, some properties of P- useful for facil-
itating our algorithm are deduced.
Proposition 3.1. Let ir(i)=6 for TreII(6) and let
ViS)^{y＼t >tfi>U{l}.
Then, for any vertex yeVXS), there exists a certain j <i
satisfying 7r(j)=y. (In other words, y £7(6) appears
before 6 on "rr.)
Proof: Suppose that there exists a vertex yeF(6) such
that ir(j)=y holds j >i. Then
since





fY-tfi >0 CYeF(fi)) and J ＼(k)l,(k+1) >0 .
This implies that 7reH(6), and it contradicts the property
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ec-rr) = <s D
Proposition 3,2, Consider tteIT(a,Q,6)illl(5) with Tf(k)=a





then there exists fie11(3) satisfying
/if
for $ =ir(Jt),H<k.
Proof: The following ften satisfies the above conditions.
(See Figure 3.2).
9 : (d) ft(j)=TT(j), j=l,2,...,k, and Jc+|q|+1,...,n
(e) ft(k+j)=ft(i+j), j=l,2,...,|Q|.
By definition, the following properties are obvious.







Figure 3.1. ft with condition (a)(b)(c)
Figure 3.2. Illustration of construction method







/J , j=l,2,...,|Q|, (by condition (c) of ft)
(3.3),
& 2 & &
f6=fa +f(a>Q'6) $fa (by condition (b> of ^ (3-^>'














and 9(*f)is either a or the vertex before a on ft. Thus
f constructed as above certainly satisfies the conditions
in the proposition statement. D
Therefore we can exclude it from further considera-
tion at P. if fl satisfying the condition of Proposition
3.2 exists. This means that only n(6) defined below need
be considered instead of 11(6).
II(<5)4{irell(6)| any ftsatisfying condition (a)(b)(c)
in Proposition 3.2 does not exist}
As a result of this property, the following P* (instead of
P.) is solved in order to find an optimal solution of B.
Problem P
6" Find TrElI(6) minimizing f., i.e., the length
from vertex 1 to vertex 6.
An optimal solution of P - is also denoted by ir..
Some more definitions are necessary to describe an algo-
rithm for P~.o
/(a,Q,B)§min{ /^(a.Q.B) | tten(6>f)n(a,Q,3)} (3.8)
where QCK-{l.a.Bh ctf6,5^1
g(&,Q,y) £min{futQ,y) | iren(6)nnC6,Q,Y)> (3.9),
where QCV-{l,6,y}9 Y^6, 5^1
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g(6,R) Amin ig(8tQtyl | QU(y> = *> (.3.10).
Based on these notations, we are now ready to describe
an algorithm for solving P~.
Algorithm for Problem p＼
0) (Calculation of /(I,Q,6))









≫ ( F <0) ,
m -
where F = mini, c , + /(3,Q-(3M))
(II) (Calculation of g-(6,Q,Y))
















G ( G <0)
m m =
oo ( g >0)
m '
3y + a(6,Q-{B},3)}
(Ill) (Calculation of tt≪
≫





where Q&V - {1,6} -Q.
Now we consider some further properties of 6(ir),
it e ft . Let
n
Ip(j)A{i |Cij>0, i£F-{j}}, j=2,3,...,n,
IN(j)A{i |cjjL<0, ie7-{j}}, j=2,3,...,n,
and
lo#{j I I (j)^*, iNCj)?≪*}.
Then the following Proposition 3.3 is obvious.
Proposition 3.3. For any it ell! , 6(tt) e I or 0(Tr)=ir(n)
holds.
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Proposition 3,3 shows that calculation of
/(I,V-{a,<5},<5) is only needed for P6> St*Q>




(b) gr(6,Q*) = fiStQ*-{y*}ty*)t y* eQ*
for Q* calculated in (III) above, is an optimal solution
of P..o
Proof: (Correctness of the computation of g(S,Q,y) in n )
First note that, for tt£11(6)011(5),
must hold.
/(6,Q≫Y)<0




if c. <0 holds. On the other hand, if c. >0 holds,
v £U(8) holds. Thus /(6,a,y) can be set to °°(i.e., it is




Case (ii): |Q| - s+1. (Under the Induction hypothesis that




Then two subcases are possible.
Subcase (iia): G <0. As g is set to either °°or < 0
in this calculation,
0(6,Q-{B*},B*)<O
must hold. By the induction hypothesis, we obtain
0(6,Q -{$*>,3*) = min{f(S,Q -(B*}.B*) | Trefi(6)
nn(6,Q-(B*>,B*)}. (3.17)
The principle of optimality that holds for this problem
by an argument similar to [Bellman,'62b], together with
(3.16) - C3.17), proves the validity of setting
0O5,Q,Y)=Gm .
In other word, this 0(6,0,Y) is equivalent to grC6,Q,Y)
defined in (3.9).
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Suhcase (iib); G->0< By the induction hypothesis,
n(6,Q-{e>,B)nii(6) =$
holds for 3 with g(6,Q-{S>,3) =°°.For 3 satisfying
g{8tQ-{&},&)<0 & c +^(6,Q-(3},3)>0, and TreII(6,Q-{3},3)
nn(6,Q,Y), "
/(6,Q,Y)>0




is obvious. Therefore, it is justified to set g(63Q,y)=°°.-
(Validity of the calculation of f(a,Q,6) in (I) of the
above algorithm)
From the condition (b) among the equivalent condi-
tions to 9(tt)noted in Section 3.3,
fTr(a,Q,6)>0 (3.18)
holds for tten(6).
Case (i): Q =(J). First consider the case of c ,>0. It is
clear that /(a,<J>,S)=c .. On the other hand, if c *<0,
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fi(6)rtn(a,(|>,6)=<f>holds since /JrGx,$,6)< 0 jfor any
ireIICa,4),6), This proves ,f(a,<}>.S)=°°.
Case (ii): |Q| =s+1, (Under the induction hypothesis that
/CciiQ.S) are correctly computed forIQ| =s). Let
F =min{ c .+/(B,Q-{e},6)>
m BeQ ao
= ca6* + f(3*,Q-{|3*},5)
(3.19)
Then three subcases are possible.
Case (iia): ~>F >0. Calculation in (I) of the abovem
algorithm permits either f =°°or 0<f<°°.Therefore
°°>.f(3*,Q-{e*},6)>0




holds. By (3.19)-(.3.21) and the principle of optimality




This is in fact equal to the f defined in (3.8)
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Therefore /(a,Q,S) =F =°°follows.






holds by the Induction hypothesis, we have
/(T/(i+j),{TT(i+j+l),...,7if(i+|Q|)},6)> 0
for all j=l,2,..., JQ|, if iT(i+l) = 3* holds for ir giving
this /(3*,Q-{3*>,<5). Construct ft from it as follws:
ft(i)=a, fKi+j)=Tr(i+j), (j=l,2,...,|Q|).
This ftsatisfies conditions (a)(b)(c) in Proposition 3.2.
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Therefore, by Proposition 3.2,
n(S)nn(a,Q,5)=d>
holds. Thus it is possible to set
f(a,Qf6)=≫
(Correctness of the computation of (H))
By the definition of g(StQty)t g-(6,Q)<0 implies that
there exists iten(6)f)II(5,Q-{Y},Y)for some yeQ- There-
fore (3.8) and (3.9) together shows that it defined by
/(l,Q*,6)=f(l,Q*,6)
is an optimal solution of P..
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D
3,5 Solution Procedure for Problem B
As shown in Theorem 3.2, the above algorithm which
consists of three parts (I)(H) (HI), solves each P≫. If
in the course of calculation it is shown by Proposition
3.3 below or other reasons that solutions better than
the current best solution will not be found from those
derived (a,Q,3), the calculation with respect to all
(y,Q,<5) for QDQUM can be terminated.
Proposition 3.3. Let an upper bound of the optimal value
of Problem B (say, the value of the current best solution
ir) be denoted by /. Then in the course of calculation
with respect to P., all /(a,Q,5) with ~ > F >/, can be
set to °°.(That is, any iren(6) fl H(a,Q,S) cannot be a
better solution than ir.
Proof: Case (i):a=l. In calculating (3.11), /(1,Q,6)
is set to F . As described in the Proof of Theorem 3.2,m
/ = /r(l,Q,6) > f(l,Q,5)>? (3.23)
holds for all iten(5)rtH(l,Q,6). Therefore /(1,Q,5) can
be set to °°.
Case (ii): a f 1. For all 7reII(a,Q,6),
^5=^ + ^(a'Q'5)







cir(kMk+l) + ta> 0(3.25)
By (3.24) and (3.25), this implies that
/J>/%,Q,6)
Especially, for all iteII(a,Q,6)fllI(6),we have
f=f>f(a>Q,$)>f (3.26)
Since (3.26) implies that TTcannot give a better solution
than tt,it is possible to set /(a,Q,6) to °°. D
Based on Proposition 3.3, we can give an algorithm for
solving Problem B.
Algorithm for Problem B
Phase I: Let 7r(i)=i, i=l,2,...,n, be the initial cur-
TT ―
rent best solution, and let / be an upper bound of f.
.A. /V
Phase II: Decomposing Problem B into subproblems P ,P ,
...,P , we solve P ,...,P in this order. Each subprob-
lem P 6 is solved as given below: Calculate /(a,Q,6) in
increasing order of k= |q|. Note, however, that calcu-
lating /(1,Q,6) is executed for only Q2F(S) (see Figure
3.1). In the course of calculating /(ct,Q,S), g(.S,Q)is
obtained as soon as j(l,Q,6) with 0</(l,Q,6) </ and
QC7-{1,6} is calculated. If g(8,Q) <0, ttis stored as
if and f is set to / where itis obtained from the compu-
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tational result of /(1,Q,6) and g(6,Q). Calculation of
pg is continued until f(l,y-{l,6},6) is calculated. If
/(a,Q,6) =°°holds for all Q with |q| =k, then the calcu-
lation of P6 halts at this point, because an optimal so-
lution of Problem B cannot be found from the further cal-
culation of P..o
Phase III: Upon completion of solving P , the current ir




Consider the four city problem given in Table 3.1
and Table 3.2 with ^=0, t2=33, t3=17, t =15. (Note that
F(2) ={l>, 7(3) ={1,2}, 7(4) ={1,2,3} by Propositions.!.)
Table 3.1. t..(time from city i to city j,
'J
i/j. l<i<n, l<j<n ).
XI1 2 3 4
1 4 1 6
2 6 9 3
3 6 2 1




1 2 3 4
1
2 -27 -7 -15
3 -11 -1
4 -12 20 7
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･(I) Initial setting: tt(1)=1, tt(2)=2, tt(3)=3, tt(4)=4,
f = f'=max(f2, fg, j^)=maxC c , Ci2 + C23' C12 + C23
+ c
31
)=max (37, 37 + (-7)=30, 37+ (-7)+1=31 )
= 37.
(II) P2: Case of k= |Q| =0: Though/(1,*,2) =c
2
= 37
holds, it is set to
f(l,cj>,2)=~
by Proposition 3.3 since 37</. As for /(3,<|>,2)and
/C*,*,2),
/(3,(f>,2)=c32 = 18( </), /(4-s<t>,2)
Case of k= IQI =1:
/(1,{3},2)=F
= C42 = 20 ( </)
= C13 + f(3,<j>,2) = 18 +18 = 36 (< f )
/(I,{4},2) =°°(Fm=c14+/(4,<fr,2) = 21 + 20 = 41 >/) .
Since f(l,{3},2) <°°,g-(2,{4>) is calculated. As |q| =1
and Q = {4>, only <7(2,<j>,4)need be calculated.
gr(2,≪M)-=c24 = -c15≪0).
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The solution corresponding to f(l,{3) ,2) and g(2,<^),^)is
better than current it. Therefore the new tt and / become
as follows:
Jr : tt(1)=1, tt(2) = 3, tt(3) = 2, tt(4) = 4.
/=36.
We proceed to further calculations of k = |q| =1.
/(3,{4},2)=c34+f(i*>4),2) = (-l)+20=19 ≪/ ).
f(M3},2) =c43+/(3,(|),2) =7+18 = 25 (</ ).
Case of k= |Q| =2:
■f(l,{3,4},2)=≫ ( f =m£n{c._+/(3,{if}12), c.u +
/(4,{3},2)}=77rin{l8 + 19 = 37, 21 + 25 = 46}
= 37 ( >?).
Calculation of P is completed.
P3 : Case of k = |Q| =0: As |7(3)|-1 = 1 >k, /(1,<{),3)need
not be calculated by Proposition 3.1.
/(2,(f>,3)=≪>( c =-7<0, so by Proposition 3.2).
2.O
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/0*,<f>,3)=cw = 7(<? ).
Case Of k = |Q| = 1: As QD 7(3)-{l} ={2} by Proposition
3.1, only /(I,{2},3) is calculated for a^l.
/(1,{2},3)=c12+/(2,(|),4)=oo. .
Since





for all a^l, QCF-{l,<5}, k= |q|, the calculation of P
is completed.
P4 : Case Of k = |Q| =0: As |7C0|-l = 2 >k = 0, only
/(3,((),4)and /(2,<|>,4)are calculated.
/(3,^,≫+)=≪>( c =-K0 and apply Proposition 3.2).
/(4-,$,2)=°°( c =-15 <0 and apply Proposition 3.2)
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For all a£7-{l,t}, we have /(2,(}>,iO=°°.Thus the cal-
culation of P is completed.
(H) At this point, all subproblems PO,PQ and P are
solved. An optimal solution is TT*( tt*(1)=t?(1)= 1, tt*(2)
=tt(2)=3, ir*(3)=Tf(3)=2, irft(4)=:JT(U)=4) and the optimal
value is / =/=36 (this solution is illustrated in
Figure 3.3). Note that the completion time of the pro-
duction at tt*(3)=2 (the 3rd visited city) is the latest..
This exemplifies that an optimal solution it( 7r(l)= 1,
ir(2)=3, ir(3)= 4, ir(M-)= 2) of the ordinary traveling





is not necessarily an optimal solution of the minimax


















Although a direct adaptation of dynamic program-
ming approach for solving Problem B may be difficult,
the decomposition into subproblems P ,P ,...,P enables
us to use dynamic programming procedure as shown in
Section 3.3 and Section 3.4. Some further properties
useful to reduce computational efforts for Problem B
are also given. Nevertheless, the computational complex-
ity of this algorithm is 0(n *2 ) in the worst case.
Although this order is much less than the order (n-l)!
of the complete enumeration of all permutations, the
proposed solution procedure will become impractical for
large n. The development of more efficient procedures is
a future research problem.
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CHAPTER 4 TRAVELING SALESMAN PROBLEMS WITH A CAPACITY
CONSTRAINT OF THE DELIVERY TRUCK
4.1 Introduction
This chapter discusses the ordinary traveling sales-
man problem and the delivery route problem treated in
Chapter 3 with an additional constraint that the truck
can carry only the amount not exceeding its loading
capacity. Similarly to the previous problem in Section
3, the truck leaves the starting city with a certain
amount of resources loaded, delivers some amount of re-
sources to each city and at the same time, collects some
amount of production wastes. At each city i, the total
sum of the remaining resources and the collected wastes
cannot exceed the capacity of the truck.
As an example, let us consider the following milk
delivery problem: A truck delivers boxes containing some
milk bottles from the plant to the milk shop at each
city i and at the same time collects empty bottles. On
receiving the milk boxes from the truck, the milk man of
each shop delivers milk bottles to his consumers. More-
over, the truck has a loading capacity and the total
number of boxes with packed bottles and .empty bottles
cannot exceed this capacity. The objective is to min-
imize the time of completing the milk delivery to all
the consumers in all the cities.
Because of the additional constraint, most of the
algorithms developed so far for the ordinary traveling
salesman problem cannot be directly applied to the new
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problem. The purpose of this chapter is to extend two
existing dynamic programming algorithms to the present
problem. The first is the dynamic programming algorithm
proposed by Held and Karp [Held and Karp,'62] and Bellman
[Bellman,'62b] for the ordinary traveling salesman prob-
lem, and the latter is the one discussed in Chapter 3
for the minimax type traveling salesman problem.
Section 4.2 describes a generalization of the dy-≫
namic programming algorithms by Held and Karp, and
Bellman so that the capacity constraint is incorporated.
Section 4.3-4.6 treat the minimax type traveling sales-
man problem. Section 4.3 introduces a formulation of
the minimax type traveling salesman problem B with the
capacity constraint. In Section 4.4, Problem B is de-
composed into subproblems according to the visiting
order of the truck. Section 4.5 provides an algorithm
for Problem B which is obtained by combining the dynamic
programming algorithms for the generated subproblems.
The dynamic programming algorithms for subproblems are
slightly different from the ones discussed in Chapter 3.
This section also includes the proof for the validity
of the proposed algorithm. Section 4.6 gives an illus-
trative example. Finally, Section 4.7 is a summary of
this chapter.
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4.2 Modification of the Held-Karp-Beilman Algorithm
First, the leading capacity of the delivery truck
is assumed to be A. It leaves the starting city 1 and
delivers r. amount of production resources to each city
i, i=2,3,...,n and at the same time collects w. amount of
production wastes. For the purpose of the formulation,
the following graph theoretic notations are introduced.
Let G =(V,E) be the complete directed graph with vertex
set 7= {v^ 9V0,... ,v } and arc set E = {(v .,v.)＼v.eV, v
£V, i^ j} same as the one introduced in Chapter 3. In
this graph, a vertex corresponds to a city and an arc to
a road, respectively. Let c. be the length of arc (i,j).
From the definition of the traveling salesman problem, it
is sufficient to consider a hamiltonian path which starts
from vertex 1 and visits every vertex exactly once. The
length of the hamiltonian path is the sum of the length
of the arcs therein.
In general, it is assumed that at each city i, the
production is initiated upon receiving the production
resources and takes t. unit times until the completion.
First, this section treats the case in which the produc-
tion time is neglected, i.e., t.=0, i=l,2,...,n. By
the capacity constraint, it is required- that for a ham-










holds for k=2,3,...,n. Thus the problem is to find a
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min ＼ A ,. * > 0
k=2,3 n i=l JtKX) ~
(4.2)
k
(Note that £ A ,,. denotes the margin of the truck
capacity at city ir(k)).
Now let II denote the set of permutations on V as
defined in Chapter 3 and let
5 A{ ttell I tt(1)=1 and ttsatisfies (4.2)}.
n = n
For QC7-{l} and a,6£F-Q, fi(a,Q,3) denotes the subset of
1! such thatn
(a) Tr(i)=a
(b) 7r(i+j)£Q, 3=2,3 |Q|
(c) ttU+IqI+I) =3
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for some i. With these preparations, /(1,Q,3) and
A(a,Q,3) are defined by
IQI+1
fU,Q,&)=min{ ^ cff(iMi+1) | Wefi(l,Q,B≫
ACct,Q,e)=A + I A +A
ieQ p
Obviously, the present problem is solved if f(ltVr{l3fi},8)




Each /(I,V-(1,3),3) is calculated by the following recur-
sion.
Algorithm for calculating f(l,F-{1 ,e>,p)




cip ( A(1,<|>,0)>O )
/(i,<f≫,B>=
00 (otherwise)
Step 2 (|Q| >1): Let
A(1,Q,B) =A(l,Q-{a},a)+Ap for any aeQ,
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/Cl,Q,B)=




Step 2 is executed for all QC7-{l} in the non-decreasing
order of |q|. Upon completion of Step 2, /(l,F-{l,3>,3)
are calculated for all 8e7-{l}.
The validity of this algorithm may be proved by the
principle of optimality of dynamic programming in a man-
ner similar to [Held and Karp,'62]. The difference from
[Held and Karp,'62] is that the above recursion algo-
rithm takes into account A(1,Q,8) (the margin of the
truck capacity when it gets to vertex 3), and whenever
the capacity is exceeded (i.e., A(l,Q,3)<0), the corre-
sponding path is abandoned (,f(l,Q,3) is set to °°).This
is possible since all paths in i!(l,Q,3) have the same mar-
gin A(1,Q,3) at vertex 8.
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4.3 Formulation of the Minimax Traveling Salesman
Problem with a Capacity Constraint
This section treats the general case with t. >0,
i=2,3,...,n. Rearranging the city number i (i=2,3,...,
n) and setting t =0, we can assume t >"*>t >0 without
loss of generality.
Given tteIT , the completion time of production at
vertex ir(k)is
k-1
J ViMi+l) + Vk)
and the completion at all vertices is
■n k"1
f --max{.[^.^,+^^=2,3 n}.
The above problem is first formulated as the following
Problem A.
Problem A: Find ire il minimizing/17
For the complete directed graph G=(V,E) introduced in
Section 4.2, adjoin length c. to each arc (i,j) and capac-
, ity AR to each vertex 3 where c.. is defined by
c..=t.. + t. - t. Cl<i<n, Kj<n, i^j).
Then, for a hamiltonian path ireII ,
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f -y C7r(i)ir(i+l)













Problem A is equivalent to the problem B below.
Problem B: Find a hamiltonian path tt£II minimizing
mar{/JJ(k)|k=2s3,...,n}.
B is the same minimax type traveling salesman problem as
the one discussed in the previous Chapter 3 except that
the present problem has the capacity constraint.
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4.4 Decomposition of Problem B into Subproblems Po'*"*'^
For iren(a,Q,3) defined in Section 4.2, f"(a,Q,&)
denotes the length of the portion from vertex a to vertex
3 of path 77,i.e.,
i+iQl
/Ca,Q,P)= I ^M^+i) ,





(i.e., ttefiU) satisfies Z^,,,. >/7r,,^ for k=2,3,...,n).
_ IKx,J = TlAK,/
Problem B is now decomposed into the following (n-1)
subproblems P ,･･･,P .
Problem P.: Find a hamiltonian path it =it. eH($,) minimiz-
TV *""ning f fO＼' (/ en ^s hereafter denoted simply
as /.).
Theorem 4.1. Let tt_,,tt_,･･ ,tt be optimal solutions of
_ 2 3 n _














/ is obtained by solving P.
n
D
4.5 An Algorithm for Solving Problem B
Now an algorithm based on Theorem 4,1 is given for
solving Problem B. It solves P ,P ,≪**,P in this order.
tr
In the algorithm, d* denotes the current best value of /
(initially set to =°).For QC7-{l}, such that |q| <£-2,
j (1,Q,S) is equal to the minimum length at vertex 3 for
those paths which start from vertex 1, pass through all
the vertices in Q and reach 3, provided that it is smaller
than d*: otherwise it is set to °°.q(l,Q,3) denotes the
path giving j (1,Q,3) (i.e., it starts from vertex 1,
passes through the vertices in Q, and reaches vertex 3).
M(1,Q,3) denotes the maximum length attained by a vertex
in (l.Q.B).
For Q with |q| =1-2, f^l.Q.g) (3 = 6 <I) has the same
meaning as above, if the path corresponding to j (l,Q,3)
(3 = <5)satisfies
Ara^ArCk) k=1>2≫---≫s-1-
If otherwise, it is again set to °°(since 7r0fi(J!,)necessa-
rily holds for any it e 5(1,Q,6)) , q(l,Q,6) has the same
meaning as above. q(5,Q,Y) and q(6,Q) in Step 2 of Phase
II denote the path giving j (6,Q,y) and j (6,Q) respec-
tively where Q = y-{l,5}-Q, Q CQ and YEQ-Q.
Algorithm for solving Problem B
Phase I:
Step 1: Let 1 + 2, d*≪-°°and go to Phase''II.
Step 2: If £=n, terminate. IT"is the optimal solution
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of B and d* is its value; otherwise, go to Phase I after
Phase II: (Solve P
Step 1: (Calculate /"(1,0,3) for |0| < 1-2 and 3e7-{l}-Q)
If SL= 2, go to Substep lc; otherwise go to Substep la









Substep lb: For Q with 1< |q| <H-3 and &eV-{l}-Q, let
(in the non-decreasing order of Q)
A(lsQ,0)≪-A(l,Q-{a},a) +A for any a e Q,
F (A(1,Q,B) >0 and F < d*)





q(l,Q,B)≪-(q(l,Q-{a*},a*),B) if Al.Q.B) <",
where








: For Q with |q| = Jt-2and 6eF-{l}-Q with 6<£,
A(1,Q,6) +-A(l,Q-{a},a) +Ag for any aeQ;
/＼l,Q,6)-











SteD 2: (Test of the feasibility of each /(I ,Q,6))t+For
≪tFor 6>£, /^Cl,Q,6) cannot satisfy f^C&,Q)<0, For de-
tails, see V(.&)defined in previous Chapter 3,
ttThis step tests whether the path corresponding to
j'(l,Q,6)(i.e. , q(l,Q,6)) obtained in Step lc can be com
pleted by attaching the last portion (i.e., q(6,Q)) so that
the capacity constraint is satisfied, and the resulting
path still has the maximum at 6. This completion is pos-
sible if and only if /S'(6,Q)<0 holds.
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each ^(1,0,6) <°°obtained in Step lc, let Q ≪-F-Q-{l,6}.
If Q=<J>,go to Step 3; otherwise go to Substeps 2a-2c, and
obtain f (6,Q,y) for each Q and y such that QCQ and y e Q
-Q.








Substep 2b: For each QCQ with Q f§ and yeQ-Q, let (in
the non-decreasing order of |Q|)





Y)) >0 and G <0)- m =
00(otherwise),




= ca*P + /(<5,Q-{a*},a*)
Substep 2c: For Q and y with QIHy) =Q. let
and
where
q(S,Q)≪-q(S,Q-{Y*}sY*) if /(fi,Q> <°°.










/(1,Q*,6*) =min[/(l,Q,6)|6<&, |q|=£-2, QCMl.fi}]
Return to Step 2 of Phase I.
Theorem 4.2. The above algorithm terminates in a finite
number of steps, and d* upon termination is equal to the
optimal value of B.
Proof: The finiieness directly follows from the finite-
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ness of V. To prove that the optimal value is obtained,
first note that J (1,Q,6) calculated in Step 1 of Phase
II, has the interpretation as mentioned prior to the
algorithm description. (This is a direct application
of the principle of optimality used in dynamic program-
ming. It is similar to the method discussed in Section
4.2.) ji&tQ) calculated in Step 2 of Phase II may be
interpreted as follows: j (<5,Q)<0 if there exists a
subpath q =(<$=<$, 6 ,･･･, 6 .), that starts from 6 and
passes through all the vertices in Q satisfying
k-1
max{ 7 c. x jk=l,2,≫≪≫,n-£}<0 (4.3)
k i=l 6i6i+l
k
I A +min{ I A≫|k=lp≫-≫,n-£}<0(^.4)
keQfCl.fi} k k i=l 6i
CNote that £
keQtl(l,<S>
A is the margin of the truck ca-
pacity at 6.) Thus, the subpath corresponding to
j(l,Q,6) such that its length assumes the maximum at 6
(in this portion) can be completed by subpath q corre-
sponding to j (6,Q), The resulting path still assumes
its maximum length at 5 (by (4.3)) and satisfies the ca-
pacity constraint (by C1*-.^)).
Next, we show that an optimal path ir* (see Figure
4-.1;IT1'1assumes its maximum at vertex 6) is in fact ob-
tained by the above computation. For that, it is suffi-
cient to prove that the 7T*'sfirst portion p provides
Al,Q,6) (i.e.,
is proved below.
JTr*U)~ .f (1,Q,6)) where £=|q[+2. This
100
Assume that f ^, -. > j (l,,Q,6),i.e., there exists a
path § that starts from vertex 1, passes through the
vertices in Q (in an order different from p) and reaches
vertex 6, giving J (1,Q,6) smaller than f ......(see Fig-
ure 4.1). Then, ir=(p,q) is also a path satisfying the
capacity constraint and having its maximum at vertex 6eQ.
This implies that iris found (or a similar argument may
again be applied to tt) when Pj is solved, where £+|q|+2
<Z. As a results, we have d*<f when P. is solved.
Thus, /a.1,Q,5) is set to ≫in Substep lb of Phase II,
there-by contradicting the notion that f^(l,Q,6) (Q3Q









Consider the five-city problem given in Tables 4.1-
4.3. The computation process is illustrated in Tables
4.4-4.8. An optimal route obtained is (1,5,4,2,3) and
its value is 21. This route is shown in Figure 4.2.
Table 4.1. t^- (l<i*n, Ujsn, i*j)
i ＼ 1 2 3 4 5
1 13 6 9 3
2 7 2 4 1
3 6 8 3 2
4 2 3 7 1
5 9 2 2 3
Table 4.2. t-j, r^, w-j, A-,- 5
(t-}=0, A^ri-Wi, A=37, A^A- Ir^
i ti wi n Ai
1 0 7
2 12 10 13 3
3 9 9 3 -6
4 5 5 8 3




i j 1 2 3 4 5
1 15 6
2 -5 -1 -3 -8
3 -3 n -1 -4
4 -3 10 11 -1
5 6 n 8 5
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This chapter introduced the capacity constraint
into the minimax type traveling salesman problem and
the ordinary traveling salesman problem. It has been
shown that the well-known dynamic programming approach
for the traveling salesman problem by Held-?Karp-Bellman,
can be directly generalized to incorporate the capacity
constraint. On the other hand, somewhat different de-
composition scheme is required to solve the minimax type
traveling salesman problem. The original problem is in
this case decomposed into (n~l) subproblems according
to the visiting order of the delivery truck. Then the
solutions for subproblems obtained by the dynamic
programming algorithm are combined into an optimal solu-
tion of the original problem in a manner similar to the
algorithm of Chapter 3. Because of the existence of the
capacity constraint, some feasible solutions of the
original traveling salesman problems are infeasible in
the problems of this chapter. It is expected that this
kind of constrained traveling salesman problems may find
a wide application area in practical problems.
To improve the algorithm discussed in this chapter,
the incorporation of a lower bound for each subproblem P.
into the algorithm may be helpful, because it may exclude
in advance some impromising subproblems not containing
any optimal solutions. In general, further investigation
of techniques of branch-and-bound method would be worth-
while.
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*CHAPTER 5 A PRIMAL CUTTING PLANE ALGORITHMS FOR
INTEGER FRACTIONAL PROGRAMMING PROBLEMS
5.1 Introduction
This chapter discusses an integer programming prob-
lem with a linear fractional objective function. Gener-
ally speaking, fractional programming problems reflect
actual situations where optimization of certain ratio
(e.g., system effectiveness per life cycle cost) is re-
quired. A marine transportation problem is such an ex-
ample, in which one is interested in determining the
best combination of cargoes to be loaded into a ship so
that the ratio of the net profit to the total trip time
is maximized. (For details, see [Pollack,E.G., G.N.
Novaes and E.G.Frankel,'65] [Bitran,G.R. and A.G.Novaes,
■73].)
Charnes and Cooper published the first paper on the
fractional programming problem, which deals with a linear
fractional programming problem. The idea of the solution
procedure is to transform the problem into the equivalent
linear programming problem. An optimal solution of the
linear fractional programming problem is obtained by
solving the equivalent linear programming problem. They
also presented a duality theory for the linear fractional
programming problem utilizing the duality of the linear
programming problem. Short time ago, Shaible [Shaible,
*76a] generalized "theirresults into the concave frac-
tional programming problem. Martos [Martos,'64] also
proposed a simplex algorithm for the linear fractional
no
programming problem at almost the same time as Charnes
and Cooper. For nonlinear fractional programming prob-
lems, R.Jagannathan [Jagannathan,'66] and Dinkelbach
[Dinkelbach,'67] proposed algorithms based on parametric
procedures. Recently, I.M.Stancu-Minasian [Stancu-
Minasian,I.M.,'77] compiled a list of 321 articles of "
fractional programming. The bibliography covers the
years 1960-1976 and it seems to include almost all pa-
pers on fractional programming.
As outlined above, research on fractional program-
ming problems has mainly concentrated on continuous type
problems. The integer fractional programming problem
discussed in this chapter has a linear fractional objec-
tive function and the constraint that all variables are
integer variables. This problem has so far attracted
relatively little attention [Hammer and Redeanu,f68]
[Robillard,'71] [Gruspan,'73]. We will add in this chap-
ter a new algorithm which is an extention of Martos'
method for the linear fractional programming problem with
continuous variables [Martos,'64] to the integer problem.
This extension is made possible by employing Young's sim-
plified primal algorithm (SPA) to solve the pure integer
programming problems, which arise when the original prob-
lem is solved in a parametric programming manner proposed
by Jagannathan and Dinkelbach.
Section 5.2 gives general properties of fractional
programming problems necessary to the discussion of Chap-
ter 5-7. In Section 5.3, the problem is formulated and
a subsidiary problem with a parameter is defined. Section
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5,4 proposes an algorithm after the brief review of Young's
SPA. Section 5.5 gives an illustrative example to show
the entire scheme of the algorithm. Section 5.6 proves
the validity and finiteness of the algorithm. In Section
5.7, some further considerations and conclusion are given.
Finally, Appendix describes cut generation procedure by-
Young's SPA used as substeps in the algorithm.
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5.2 General Properties of Fractional Programming Problems
This-section gives general properties of fractional
programming problems necessary to the discussion of this
chapter and Chapters 6 and 7. Let us consider the fol-
lowing fractional programming problem P:
P; Maximize N(x)/DCx)
subject to x£SCRn (5.1)
The following are assumed throughout Chapter 5-7 except.
when specified otherwise.
(i) S is bounded and nonempty.
(ii) DGO >0 for all xes.
The next subsidiary problem P(£) for £>0 is associated
with the problem P.
PU): Maximize ZCx) AN(x)-£D(x)
subject to x £S .
The maximum value and the optimal solution of P(£)are
denoted by Z≫and x respectively. It is well known that
P and P(C) are closely related to each other as shown by
the following Theorems 5.1-5.3. (Theorem 5.1 and Thorem
5.2 are due to [Jagannathan,'66] [Dinkelbach,'67]).









Theorem 5.2. Z_ is a strictly decreasing convex function
of 5.
By Thorem 5.1, the problem P reduces to finding the value
of £such that Z = 0.
Theorem 5.3. For x, xeS and £= N(x)/D(x),
N(x) - £D(x)> 0^ZZZZZ!^N(x)/D(x) > N(x)/D(x) .
Proof: NCx) -£DCx)> 0 ^± N(x) -(N(x)/D(x))D(x) > 0
^Z±N(.x)/D(x) - N(x)/D(x)>0 (since D(x) > 0) D
The property of Theorem 5.3 plays an important role in
the development of our algorithms in Chapters 5-7.
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5,3 Integer Fractional Programming Problem
This chapter treats the followinginteger fractional
programming problem P.
P: Maximize N(x)/D(a;)=(
subject to x £S.
where
I o.x.+om I d.x.+d)
j=l
0 3 0 .=1 3 3 0.
n
S={x=(x1 ,**･ tX )| £ a..x.<b., i=l,...,m, and
a:.>0, integer, j=l,...,n}
0 ~
and coefficients c ., d.s b., a., are all integers.
3 3 1 i~3
Obviously, results of Section 5.2 hold for this problem P.
Especially, subsidiary problem P(£)is defined as follows:
PC?): Maximize N(ar) - £D(ar)=
subject to ieS .
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5.4 An Algorithm for the Integer Fractional Programming
Problem
Before describing an algorithm for the integer frac-
tional programming problem, we shall briefly review
Young's SPA used to solve ordinary integer programming
problems ([Young,'63 and '68] [Garfinkel and Nemhauser,
'72] [Salkin/75]}. Young's SPA starts with the follow-
ing integer programming problem as the initial tableau:




subject to xn+.=bi+ I aid
t7~-*-
(-a;.) , i=l≫ ･ ･ ･
)in.,3
x, >0, k=l,2,.. . ,n+m,
where the primal feasibility condition
b . >0, i=l,2,... ,m
(5.2)
is assumed, and o .s a. ., b. are all integer constants.
To deal with a tableau obtained after pivot opera-
tions, in general, let us assume that the following is
the current tableau.
Maximize x = a°°+
JL

















is also assumed; u. denotes the current basic variables
and t. nonbasic variables,
3
If this tableau satisfies the dual feasibility condi-
tion also, i.e.,
then the current tableau provides an optimal solution and
computation terminates. Otherwise, a cut is generated
according to a certain rule, and a pivot operation is per-
formed on this cut row. (m' in (5.3) includes the number
of the generated cuts.) The resulting tableau satisfies
one of the following three conditions:
Case (i): It is dual feasible. Then Young's SPA termi-
nates.
Case (il): It is not dual feasible, but will be able to
satisfy a1nn>ann ^n "thenext tableau, where a' is the new
coefficient a after the pivot operation is executed.
(This case is called a transition cycle. ) Then the same
procedure is repeated by regarding the resulting tableau
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as (5.2) until Case (i) or Case (iii) is reached. (If the
tableau has L-row (introduced in Case (iii) below), it is
deleted before the pivot operation.)
Case (ill): It is not dual feasible, and a* =a will
hold in the next tableau. (This case is called a
stationary ayale. ) A pivot element is determined by a . '
rule based on a special row, called L-row. (if the cur-
rent tableau does not have L-row, a pivot element is se-
lected after generating L-row.) Then pivot operation is
performed. After repeating this process finite times,
it is known either Case (i) or Case (ii) is eventually
reached.
By repeating the above cycles, Young's SPA guaran-
tees that Case (i) is eventually reached and an optimal
solution of (5.2) is reached. Now note that the problem
P(£)is rewritten as follows:
P(£): Maximize x =a -£d +






















>0, integer, j=l,2,. .. ,n+m.
This differs from (5.2) only in that the objective
function is parametrized by £,and rows z and z are
X o
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augmented. The primal feasibility
b > 0 , i=l,2,...,m,
is also assumed. For a fixed £, our algorithm is exactly
the same as Young's SPA. Two rows z and z0 correspoding
1 Ci
to N(x) and D(x) respectively, are used to compute the
new objective row x when £is modified. To describe a

























>0, i=l,2,.. . ,ml
i=l,2,...,m',
This tableau satisfies the primal feasibility
a.0>0, i=l,2,...,m'
and all coefficients a.., Bn.≫ Yn ･ are integers. The
t-j Uj "J




ao/5)=BOj~5YOj ' 3=1,2,...,n. (.5.5)
Our algorithm starts with the initial tableau (5.4) with
(this makes a t£)=0). If the initial tableau does not
satisfy the dual feasibility condition, the above Young's
SPA is applied until coefficient a (£) strictly increases
(i.e., a (.£)>()}or the dual feasibility condition (with
a Q(£)
=0) is satisfied. As noted above, Young's SPA al-
ways produces one of the two results in finite pivot oper-
ations. If a dual feasible tableau is obtained, computa-
tion terminates and the resulting tableau provides an
optimal solution. If a (£)>0 is obtained, however, £
is updated to E,= 8nn/Ynn (this is justified by Theorem
5.3) so that a (£)=0 and the objective row xQ is recal-
culated by (5.5). Then the above procedure is repeated.
As shown in Theorem 5.4, the entire computation even-
tually terminates and an optimal solution is obtained.
An Algorithm for the Integer Fractional Programming Problem
Step 1: (Initialize)++ Let S + NCar^/DCa:1) and
j=l,2,...,n.
Step 2: (Check the optimality) if






go to Step 4. otherwise, add a cut and apply a pivot op-
eration according to the rule for the transition cycle
of Youngfs SPA Csee Appendix for details).
Step 3: If a00C.£)>0. let £≪-S00/Y00and update the xQ-
row by (.5.4). Return to Step 2. Otherwise return to Step
2 directly.
Step 4: (Terminate) Terminate. The current £is the op-
timal vaiiiprcFP and




is an optimal solution of P-
a (E,)>0 corresponds to aAn>a00 (the condition to enter
the transition cycle).
We assume that the tableau (5.4) obtained from the above




It obviously satisfies a (£)=0. if (5.4) does not pro-
vide a primal feasible tableau, a primal feasible tableau
has to be obtained by some means. This point is not dis-
cussed, since it is the same as the ordinary integer pro-
gramming problem.
When Step 2 is entered, aQQ(V
121
= 0 is always satisfied.
5.5 Example
Consider the following problem P Csee Figure 5.1.)
p
Maximize N(s) * + ?X1 + 9X2
dTST =
2 + 3x + 4*
subject to x, = 6 + 2(-x.) + 3(-xo)
O L 6
x4 = S + 3(-x ) + 2(-x )
XV X2* X3* X4 = 0' inte6er ･






,[_|J } = 2 (=tfg ) (5.6)
0<x3<6 (=US), 0<x4<S (=U )~,
where [xj denotes the integer part of x.
Step 1: Let ^^-N(xI)/D(xI) ( =cQ/d0 = 3/2) and construct
the initial tableau (Table 5.1) for
X =(xi' X2> X3> ^) =(0.0,5,5).
Step 2: Since aQ1(O = -5/2, aQ2(£)= -6/2, the dual feasi-
bility condition is not satisfied. We have J -{1,2} ac-









Figure 5.1. Illustration of computational process
for the example in Section 5.5.
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=5 /3>1, B2=min{6/3)S/2}=2>0. In Substep 2, ar_ column
is chosen as a pivot column though x column is also pos-
sible. In Substep 5, cut
s = 2 + 0(-x ) + !<-* (5.7)
is generated and added to the tableau (see s-.-row of Table
5.1) and execute a pivot operation (>'<denotes the pivot
element). The resulting tableau is given in Table 5.2.
Obviously
0 <S li2
follows from (5.6) and (5.7).
Step 3: a (£)=£> 0. Thus let ≪-R/y =21/10, and re-
calculate the x -row of Table 5.2 by using the new £.
Table 5.3 shows the resulting tableau. Return to Step 2.
Step 2: a (?) =-7/10<0; the dual feasibility is not
satisfied. Since J - <j>in this case and the tableau does
not have L-row, L-row
xT = 3 + l(-x) + l(-sn)
is added in Substep 3 (see a: -row of Table 5.3; arr.= S
(=1+2) since 0 < x <1 and 0<s < 2). According to the
rule for the stationary cycle of Young's SPA, a: -column
is selected as the pivot column in Substep 4. Then cut
row is added to the tableau (see s≪
124
-row of Table 5.3).
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Table 5.3. Third Tableau. Table 5.4. Fourth Tableau.

















































follows from s≫-row and 0<s <2. The resulting tableau
after a pivot operation is given in Table 5.4.
Step 3: aQQ(.O = 0. Return to Step 2.
Step 2: aQ0(^) =-3/10<0; the dual feasibility is not
satisfied. Although J =$, Substep 3 is skipped since
Table 5.4 has L^row. In Substep 4 and Substep 5, a cut
is generated. In this case ,however, the generated cut
is same as x_-row, and x_-row is used as the pivot row.
3 o
After a pivot operation, Table 5.5 is obtained.
Step 3; a (O = 0. Return to Step 2.
Step 2: a (£)=-0/10<0. According to Substep 4 and
Substev 5, add a cut
s = 0 + l(-so ) +l(-^_
to the tableau, and execute a pivot operation, to obtain
Table 5.6.
Step 3: a0Q(O = 0. Return to Step 2.
Step 2: a.JV - -1/10 <0. Since J ={2}, in this case,
a cut is generated according to Substeps 2 and 5. (Note
that L-row is deleted). The generated cut is same as x.~
row. After a pivot operation, Table 5.7 is obtained.
Step 3: aoo(£)=l/10>0. Then let Z+ 3Q0/Y00 =19/9 and
recalculate a: -row. Table 5.8 is obtained.
Step 2: aA1(?) = 9/3> 0, an0(£)= 1/9 > 0; the dual feasibil-
ity is satisfied. Go to Step 4.
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) =£ = 19/9.








































5.6 Proof of Finiteness and Validitv
Theorem 5.4 (Finiteness and Validity). The procedure
given in Section 5.4 terminates in a finite number of
iterations and, upon termination, produces an optimal so-
lution of P,
Proof: (Finiteness): (a) From Assumption 2 of Section
5.2, the number of feasible solution in S is finite'.
(b) Each P(£)has the same feasible region S, and each
tableau represents a feasible solution since the primal
feasibility is assumed. When £is updated in Step 3 or




where aris the feasible solution represented by the tab-
leau. By Theorem 5.3, this new £is strictly greater
than the old £･
(c) It is known that, for each £,condition aQQ(O >Q
(then £is updated) or a dual feasibility (termination)
is satisfied after a finite number of pivot operations.
(This property was first proved by Young [Young,'63 and
･68] under the assumption that all coefficients in a tab-
1 leau are integers. H.Salkin, P.Schroff and S.Mehta
[Salkin.et.al.,'74] generalized this property to the case
in which each a .. is rational. Note that a^.(£) is ration-
U °<7
al in our algorithm.) (a)(b)(c) together prove the finite-
ness.
(Validity): When Step 6 is reached, the tableau satisfies
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*both primal and dual feasibility conditions^ and hence
it gives an optimal solution of P(.£)for the current £.
Since the tableau also satisfies a (£)= 0} this solution
is an optimal solution of P by Theorem 5.1. D
129
5.7 Conclusion
This chapter has shown that the primal cutting
plane algorithm for the ordinary integer programming
problem can be easily extended to handle the integer
fractional programming problem. The proposed algorithm
uses Young's SPA as a subalgorithm and continue to
generate some tableaux by pivot operations until some
termination condition is met. In each stationary cycle,
L-row is adjoined to the current tableau, until anf.(£)>0
or the dual feasibility condition is satisfied. If the
dual feasibility condition is satisfied, computation
terminates and the optimal solution is given by the final
tableau. If the condition a (£)>0 results, the tableau
should be updated so that a (£)=0 holds by changing
the value of parameter £. Then the above procedure is
repeated. The validity and finiteness of the algorithm
were proved in Theorem 5.4.
In view of the results obtained in this chapter, it
appears possible to modify other primal algorithms such
as Glover's simplified primal algorithm [Glover,'68] which
seems to be better than Young's SPA according to the
computational experiment [Salkin,'72]. However,
a straightforward application of Glover's SPA seems to
cause a difficulty because the required property of the
reference equation is no longer preserved when parameter £
is updated, where the reference equation in Glover's SPA
plays a role similar to the L-row in Young's SPA. Thus
it would be a subject for further research to find a gener-
ation method of the reference equation when £is updated.
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Appendix Description of Cut Generation Procedure
by Young's SPA ([Young,'68])
The generation of a cut and the selection of pivot
element in Young's SPA are done according to the follow-
ing rule, a.
3
(j=l,2,...,n) is used to denote the j-th
column of a tableau. J computed during computation de-
termines whether the present cycle is transitive or sta-
tionary; J = <j>implies that a' > a holds in the next
tableau (i.e., it is a transitive cycle), while J = <t>
implies that a' =a holds in the next tableau (i.e.,
a stationary cycle).
Substep 1: (This substep is entered from Step 2 of the
main algorithm in Section 5.4): Calculate Q.=min{a.. /
3 ^0
a.. >0, i does not correspond to a: -row, z -row, 3p-
row or L-row} for each j satisfying a
03
(cxo. j +{j＼e.
>l}. Go to Substep 2 if J ?§, and go to Substep 3 if
Jp-<t>.
Substep 2: If the current tableau has L-row, delete it
from the tableau. Select any column cu , j eJ 3 As the
pivot column. Go to Substep 5.
Substep 3: If the current tableau has L-row, go to
Substep 4. Otherwise add the following L-row to the tab-












and U. is an upper bound of t., i.e., 0 < t .< U. for any
xeS. (The example in Section 5.5 include a method for
obtaining U.. )
Substep 4: Let a . (j=l,2,...,n) denote the elements in





where ' denotes transpose, and select the lexicograph-






5: Calculate i such that
/a. . =min{a. /a.. |a.. >0, i=l,2,...,n},
and generate the following Gomory cut to adjoin the tab-
leau.
S = [%°Aj








( > 0) and ly] denotes the integer part of
y. Executeua"pivot operation on the pivot element
/uj (=1) of the s-row. (Then return to Step 3 of t




CHAPTER 6 FRACTIOMAL KNAPSACK PROBLEMS
6.1 Introduction
This chapter discusses fractional knapsack problem
which is an integer programming problem to maximize a
fractional objective function under the constraint given
by one linear inequality.
As noted in Chapter 5, studies on fractional program-
ming problems have been mostly concentrated on those with
continuous variables, e.g., [Charnes and Cooper,'62]
[Martos,'6f] [Jagannathan,'66] [Dinkelbach,'67] [Elmagraby
and Arisawa,'72] [Bitran and Novaes,'73]. Some extensions
to the case of the integer fractional programming problems
are known, e.g., [Hammer and Randeanu,'68] [Robillard,'71]
[Gruspan,'73].
This chapter proposes an algorithm for solving the
fractional knapsack problem, which is a modification of
Dinkelbach method [Dinkelbach,'67] developed for rather
general nonlinear fractional programming problems. The
algorithm iteratively generates subsidiary problems with
a parameter. Subsidiary problems are ordinary knapsack
problems, and can be solved by any existing algorithm.
([Gilmore and Gomory,'66] [Garfinkel and Nemhauser,'72]).
However, the generated subsidiary problems are usually
not solved exactly, but good feasible solutions are com-
puted by a heuristic, called greedy algorithm. If the
computed feasible solution satisfies a certain condition,
the parameter in our algorithm can be updated, and the
next subsidiary problem is generated. If we follow
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Dinkelbach method directly, each subsidiary problem is
completely solved and the parameter value is updated
based on the optimal solution of each subsidiary prob-
lem. It should be noted that good feasible solutions
are easily obtainable for the ordinary knapsack problem
[Hu,T.C. and M.L.Lenard,'73] [Magazine,M.J.,et.al.,'75]
[Sahni,S.,'75] and also for the fractional knapsack
problem as will be shown in Section 6. *+. It is expected
that the computational efficiency is greatly enchanced
by this modification. To support this, the following
theorem is proved: The number of the ordinary knapsack
problems to be solved completely by the modified algo-
rithm is not more than that due to Dinkelbach.
Following a precise definition in Section 6.2,
various properties of optimal solutions useful in order
to reduce the problem size (i.e., eliminate nonessential
variables) are derived in Section 6.3. Section 6.M-in-
vestigates how optimal solutions behave as the right
hand side b of the constraint inequality increases. In
particular, it is shown that an optimal solution is eas-
ily obtained if b exceeds a certain constant. Section
6.5 introduces subsidiary problem with a parameter and
investigates properties of this subsidiary problem.
･ Based on the results shown in Section 6.2-6.5, a modi-
fied algorithm of Dinkelbach [Dinkelbach,'67] is pro-
posed in Section 6.6. Section 6.6 proves that the effi-
ciency of the modified algorithm is always not worse
than that of Dinkelbach's, if measured by the number of
ordinary knapsack problems to be solved completely until
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termination. An example in Section 6.7 illustrates how
the modified algorithm works. In Section 6.8, an upper
bound for the number of knapsack problems to be solved
in the modified and direct algorithms, is derived. Final-
ly, Section 6.9 summarizes the results in this chapter.
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6.2 Problem Statement
Consider the following fractional knapsack problem K
n n
K: Maximize K(x)AN(x)/D(x?A(en+ ＼ o.xh)/(.d+ Y dx,)
n
subject to £ a,x,<b
k=l K * =
where
x, ; nonnegative integer, k=l,2,...,n,
£,.£?,; positive integers, k=0,l,...,n
°l/dll C2/d2 >･*･> a Id= = n n >O0 /do




Remark 6.1. As is assumed in Section 5.2, it is natural
to assume that D(x)>0 for each feasible solution x (i.e.,
nonnegative integers x , #,,･･･, a: satisfying Y a,xh<b)
Tosguarantee D(a:)> 0, assume here that d , d1■,**･t d >0.
Then, the assumption Cg, e ,･･･, c >0 made in (6.1) does
not lose any generality, since x. = 0 can be assumed in an
3
optimal solution for all j satisfying c.<0. To satisfy
0 ~
(6.2), variables may be arranged, c /d > o /dQ can also
be assumed since otherwise there exists an optimal solution
with x. - 0 for all SLsatisfying c(./d(.>C-/d.y as obvious
from Theorem 6.2 shown later (consider a feasible solution
£=(0,0,...10) in Theorem 6.2).
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6.3 Some Properties of Optimal Solutions
First three lemmas are given for the subsequent dis-
cussion. Some properties of optimal solutions of K are
then described. Proofs of Lemmas 6.1 and 6.3 are easy
and ommited.
Lemma 6.1. If p, q, r, s>0 and p/q<r/s, then
p/q< (Xp+Mr)/(Xq+/*s) <r/s,
where X, M> 0 and X +M>0. The left (res. right) equality
holds if and only if n = 0 or p/q = r/s (res. X = 0 or p/q
= r/s ).
(＼LP + P1r)/(X1q + M1s)
holds if X,
w°
< (Lp + c2r)/(Lq + Y'
tfL^Xl/U2 and Xl' Ml' V ^2 = ° and ＼+/ii>0
Lemma 6.2. If p, q, r, s, t, u>0, p/q<r/s<t/u and
(p +t)/(q + u) < (p + r)/(q + s), thon
t <r
holds.
Proof: Assume t>r. Then
(p + r)/(q + s) < (p + (t/r)r)/(q+ (t/r)s) (by Lemma 6.1)
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= (p + t)/(q+(ts/r)) < (p + t)/(q + u) (by r/s < t/u)
This contradicts the assumption.
Lemma 6.3. If p, q, r, s>0, p/q<r/s and q<s, then
r/s <(r-p)/(s-q).
(Equality holds if and only if p/q =r/s.)
D





k=l k K 1
Proof: Since c /d < c,/cL <c /d , k=l,2,...,n, repeated
applications of Lemma 6.1 show that
If
(co+ I °kxk)/(do+ I dkxP <ci/di
fc=l K fe=l
n
7 a.xf <b - a , then a new solution x

































by Lemma 6.1. This is a contradiction to optimality of
x*. D
Theorem 6.1. If there exists Integers p., p.>0 for i<j
sueh that
p.a.>p.a. and p.Op.a. ,
3.3 - v v *v v =^j 3
then there exists an optimal solution x* = (x*> x*,mmm, x*)
± z n
satisfying




Case (i): (<?0 +
Then x
and
Two cases are then possible.
I cx*)/(d + l dxp>a/d (6.4)
k=l K K ° fc=l * K: - 3 3





K = £ ^'Y?' I akXk-b













°k*k %+ I °l?i
***** do+ z dkxk
= K(x*)
by (6.4) and Lemma 6.3. Thus x is also optimal.
Case (ii): (c + £ cxp/(dn+ I dvx*)<c./d.. (6.5)
Then 5=.(≪*,･ ･ ･ ,^1^ ,^1+p^ ,arj+1,･･ ･, a*







































c, xil + o .p. - c .p .
k k v% 3*3
£p = K(a:*)
V I dfk
0 k=l K K
On the other hand, if d .p . - d .p . > 0,











i ―-r― = K(^> ･
fe=l *■K ° k=l K K
Again x is an optimal solution of K. This procedure may
be repeated until x.<p. is attained. D.
3 3
Corollary 6.2. If there exist integers p., p.>0 for
i <1 such that
p .a . > p .a. and p A. > p .d. ,
3 3 = T- 1- i- i*-3 3
then there exists an optimal solution a:* = (a;*,* * *, a:*)
satisfying 0 < x':i< p ..
" 3 3
Proof: From a./d.> c ./d., p.d.-p.d.>0 implies p.e.
i 1= 3 3 * i 3 3 = *v i
-p.a.>0 . Then apply Theorem 6.1. D
3 3 ~
Remark 6.2. As special cases of Theorem 6.1, the follow-
ing properties may be easily shown. These may be included
in the algorithm of Section 6.6 since their condition can
be easily checked.
(i) If a. < a. and c> o . {ov d. > d.) hold for i < j , then
p.=p.=l satisfy Theorem 6.1. Consequently x*.= 0 can be
2- 3 3
assumed in an optimal solution.
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(ii) If [a./a.Jc. >c. holds for i < j, then p .=[aJa .J
and p. =l satisfy Theorem 6.1 where |_yj means the integer
part of y. Thus x*.- 0 may again be assumed in an optimal
3
solution.
Theorem 6.2. If there exists a feasible solution x=(x- ,
&,,･･･, x. ) of K such that K(5)>e ,/d., then there exists
an optimal solution s* =(x*, ar_>'**, xA) satisfying a;§= 0,
A=j, j+1,...,n.
Proof:- Let x* be an optimal solution of K. Then
K(x*) > K(x) > o. ld% , 1=j ,... ,n
Then the repeated applications of case (i) in the proof




6.4 Dependence of Optimal Solutions on b
This section describes how optimal solutions of K
change when b (right hand side of the constraint)is in-
Gl/df °2/d2=" '-°S/dslas+l/ds+ll" 'lCn/dn>O0/d0(6'G)
holds in (6.2). The following discussion in particular
shows that K is reduced to an ordinary knapsack problem
with s variables if b exceeds a certain bound determined
from the problem coefficients; if s=l, the following sor
lution x is always optimal:
Now let
a = ( M , 0,"≫, 0) (6.7)
b .=(a -I)+a (c .d -a d.)/(e d.-a .d ), j=s+l,...,n.(6.8)








― x a^d^A. > 0 for j >i
( >s+l).
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Theorem 6.3. If b>b. (j>s+l), there exists an optimal
~ 3 ―
･ solution x* of K satisfying x* = 0, 1=j, j+1,...,n.








by Lemma 6.1 since




/aJ> ((S - b.VaJ +((c.d0 - c^W^d. - c.d^
Thus by Theorem 6.2, there exists an optimal solution x*
satisfying x* = 0, £=j,...,n. D
Theorem 6.4. (i) if b>b
s+1
(s is defined in (6.6)), then
x* = (x , *,,,･･･, x 0,'", 0)
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is an optimal solution of K, where x = (#.., #_,･･･, a: ) is
X & S










2_ 3 3 ~
x.; nonnegative integer, j
3
(ii) If s=l and b>b0,
solution of K.
*-L≪* ･ ･ ≪S
(6.9)
then a? given in (6.7) is an optimal
Proof: (i) By Theorem 6.3, x =a: ="-=x =0 can be as-
sumed in an optimal solution of K. Then K is reduced to
the following problem:
s s
Maximize K(x) -(e + ＼ cx.)/(.d + ＼d.x.)











I 3 3 ~




y d.x.) = p
P = Cl/dl = C2/d2='~--Os/ds{>G0/d0)>
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s
the objective function K(x) is maximized when 7 Q
.7=1 3 3
is maximized (by lemma 6.1). Thus the above problem is
equivalent to (6.9).
(ii) Obvious from Theorem 6.3. D
It is known that a good feasible solution of the knap-
sack problem (6.9) (called the greedy solution) is avail-
able [Hu,T.C. and H.L. lenard,'73] [Magazine,M.J.et.al.,
･75] [Salkin '75].
Greedy solution of the knapsack problem: Assume
Cl/ai^ C2/a2 I ･ ･･ > o /= s s
without loss of generality. The greedy solution








j i＼."~_L ^ ･ ･ ･ j S "" J_ ･
(6.11)
Theorem 6.2 and 6.4, and above discussion suggest that
the following "greedy solution" x = (x, , a:_,*≫≪,x ) of K
is also a good feasible solution even if it is not optimal.
Greedy solution of K: Assume (6.2) and that c./d.
=oi+l
Id. . inrolies o./a.>c. la. , i=l,2,...,n-l (see






where m is the smallest integer satisfying
m
(<v .1 o.x.)/{dn + I d.x.)>o ja . .i. i, 0 .*･_ ^ ^ = ot+1 m+1
(6.12)
(Since an optimal solution satisfies x =x =tm*=x =0m+l m+z n
by Theorem 6.2, these variables may be deleted in the sub-
sequent computation discussed in Section 6.6.)
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6.5 Subsidiary Problem P(£)and Its Properties
Consider the following problem P(£)with parameter £
n
P(£): Maximize Z(x) A N(x)-£D(cc)= on<d+ l(
n
sub j ect to Y a~x7 < b
v*v*fc
x,i nonnegative integer, k=l,2,..,n
Note that P(£)is the ordinary knapsack problem stud-
ied in the literature (e.g., [Gilmore and Gomory,'66] .
[Garfinkel and Nemhauser,'72]). Let Z? denote the optimal
value of ,P(£)for each £. A close relation between K and
P(£)has been pointed out by Jagannathan [Jagannathan,166]
and Dinkelbach [Dinkelbach,'67], and summarized in Theorem
5.1 and Theorem 5.2 in the previous Chapter 5. These are
starting points of our algorithm for solving K discussed
in Section 6.6.
Theorem 6.5. Let x and x be optimal solutions of P(£)
and P(C') respectively, where 0 <£<£'<£* and g* = N(aJ*)
/D(x*) for an optimal solution x* of K. Then
Uxh <K(x^







N(a£' )-£'D(^')>N(^) f'D(/) (6.14)
holds. Adding (6.13) to (6.14) and rearranging the re-
sult.
U-5')[D(a:?' ) -D(ar C)]>0
follows. Thus £ < £' implies
D(xC* )<D(x^) (6.15)
Then K(A < K(a^') follows from (6.14) by dividing its
P rleft hand side by D(a; ) and its right hand side by D(a: ),
resDectivelv. □
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6.6 Algorithms for the Fractional Knapsack Problem
Dinkelbach [Dinkelbach,'67] proposed an algorithm
which can be applied to rather general class of nonlinear
fractional programming problems. His algorithm specified
to the fractional knapsack problem K is described as fol-
lows .
Dinkelbach's algorithm
Step 1: (Initialize): Let E,Q+ U(x0)/D(x0) for a feasible
solution re (e.g., X =((),･･･, 0)) and let Jt-≪-0. Goto
Step 2.
Step 2: (Solve P(£o)): Solve P(£o) and obtain the optimal
value Z_ and an optimal solution x . If Z. = 0, then
£.& & S.x is an optimal solution of K and ^≫is its value- Ter-
minate. Otherwise, go to Step 3. _
Step 3: (Increase): Let Zl+1 + N(≪Z)/v(x *) and ≪,-*-Jl+i.
Return to Step 2.
Note that various algorithms are available (e.g.,
[Gilmore and Gomory,'66] [Garfinkel and Nemhauser,'72]) to
solve the ordinary knapsack problem P(£o)in Step 2.
5_ > £. always holds in Step 3 since K(x ) (=£. )
the
that
(=K(x ^~x) follows from Theorem 5.3 in Chapter 5 and
property that Z£ = Z(x *-)> 0 holds in PCS^)- (Note
Z(x *")^0 since otherwise computation terminates in
2, and Z(x )> 0 by L = K(x I-1) <£* and Theorem 5.1Step 2, and Z(x
(i)(ii).)
It is possible to solve K by this Algorithm. However
it is modified in this chapter in an attempt to facilitate
the computation, based on the following Fact (1), (2).
Fact 1: A good feasible solution of K can be obtained
with a small computational effort. It is given by
(6.12) in Section 6.4.
Fact 2: A good feasible solution of knapsack problem
P(£)is also easily obtained by (6.11) in Section 6.4.
An efficient computational method is also known to test
a sufficient condition for the obtained solution to be
an exact optimal solution of P(£)([Magazine,et.al.,'75]).
The feasible solution obtained in fact 1 above is
used as an initial solution x in the Dinkelbach's algo-
rithm. To make use of Fact 2, it needs to modify it as
follows. The basic idea is to use suboptimal solutions
in place of optimal solutions of P(C≪)as far>as the im-
provement in £is attained. This is possible since any
feasible solution x of P(£?)having Z(ar)> 0 results in
£0 that is strictly greater than £0,by Theorem 5.3.
JC+X tip
(In fact, the purpose of obtaining £^ in Step 2 is to
find a feasible solution satisfying Z(a:)>0. Furthermore
it is sometimes possible for nonoptimal solution of P(£p)
to yield a larger £. than the one obtained from an op-
timal solution of P(£o).) If the greedy solution is not
"accurate" enough to improve £,the exact optimal solution
of P(£ff)is obtained by one of the existing algorithms for
the knapsack problem. It is expected that only a small
number of requests to the routine for the exact optimal
solution are necessary, in view of that the greedy solu-
tions are usually very close to optimal. Even if the
worst case, the number of requesting the routine does not
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exceed that of Dinkelbach's algorithm as shown in Theorem
C 7
Modified Algorithm
Step 1: (Initialize): Let £ -≪-N(a;)/D(x)(a;is given by
(6.12) in Section 6.4) and 1 + 0. Go to Step 2.
Step 2: (Find the greedy solution of P(£j): Find * ^>
the greedy solution of P(£&) given by (6.11). Go to Step
5 if Z(x h < 0; Step <+if Z(x *) = 0; Step 3 if Z{x A) > 0.
Step 3: (Increase £): Let £ -≪-N(ic£)/d(x £) and Jl-≪-£+i.
Return to Step 2. _
_SJJ,
Step 4: (Test the optimality of x ):
an optimal solution of P(£
[Magazine,et.al.,'75]. If
-So
Test whether a; is
0) by Theorem 1 or Theorem 4 of
optimal, x is also an optimal
solution of K and its value is £.; terminate. Otherwise,
go to Step 5.
Step 5: (Solve P(C0)): Solve P(£o) and obtain an optimal
solution x ^ and its value Z^.. If Z^- = 0, then x ^ is an
optimal solution of K and its value is £.;terminate. Oth-
erwise (i.e., Zr > 0), go to Step 6.
Se £): Let £,., ≪-N(a:
£)/D(a; l)
and £ -"-≪,+!.Step 6: (Increase ): Let . -N(a:
Return to Step 2.
Theorem 6.6. The Dinkelbach's algorithm and the modified
algorithm terminate after solving a finite number of P(£o)
(in Step 2 of Dinkelbach's algorithm, or in Step 5 of the
modified algorithm), and provide an optimal solution of K
upon termination.
Proof: Let x ^ be an optimal solution of P(£o) obtained
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in Step 2 of the Dinkelbach's algorithm, or in Step 5 of
the modified algorithm. Since
N(x°)/D(a:0)( = £ ) < N(a:Co)/D(/o)( = £,)<･･･
holds, no solution repeatedly appears. This proves the
finiteness of the algorithm since K has only a finite num-
ber of feasible solutions. When the termination is reach-
ed (i.e., Z_ =0), then x ^ is an optimal solution of K
by Theorem 5^1 (ii). Q
Theorem 6.7. The total number of solving P(£o)in Step 5
of the modified algorithm does not exceed the total number
of solving P(£o)in Step 2 of Dinkelbach's algorithm, pro-
vided that the same £ is used as the initial value.
Proof: Denote £of the Jt-thP(£)solved in Step 2 of the
Dinkelbach's algorithm by £' and £of the Jl-thP(£)solved
in Step 5 of the modified algorithm by £" (Note that £'
= K .(defined in the modified algorithm) does not usually
d since $,of £, counts also the number of greedy solu-hold e Z ts er dy -
tions obtained in Step 2). Now note £'= P! ( =£n) by as-
sumption. Since P' may be improved by the greedy solution,
it holds by Theorem 6.5 that £'< £[･ This in turn implies
that Co <PJ>≪ This argument can be repeated until £'= £' ..
ii= 2 p P+l
( < ?') holds (i.e., termination of the Dirikelbach's algo-
rithm). Since £*= £'=?'+1$?p 5^ft ^* corresponds to an
optimal solution of K), this shows that the modified algo-
rithm terminates in at most (p+l) iterations. D
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It is possible to derive an upper bound of the number
of iterations required by the two algorithms. It will be
given in Section 6.8, after discussing an example in
Section 6.7.
Remark 6.3. Properties discussed in Section 6.2-6.5 may
be used to facilitate the computation of the above algo-
rithm .
(i) Some variables may be eliminated by Theorem 6.1, 6.3,
6.1, Corollary 6.2 and Remark 6.2, thereby reducing the
problem size, prior to the execution of the algorithm.
(ii) A variable X-, can be fixed to 0 by Theorem 6.2, once





By the modified algorithm, solve the following frac-
tional knapsack problem K.
K: Maximize K(x) =
2+Sx1+22x2+17x3+20x4
3+4x +15a;o+l4j: +I5x,
＼- C≫ Q *±
subject to Sx +7xo+4x +2x. <19
x , x2, a;_,x. ; nonnegative integers.
This problem satisfies conditions (6.1), (6.2) and
(6.3).
Step 1: The greedy solution x of K given by (6.12) in
Section 6.4 is
x =＼L9/5＼ = 3, x£ =|tf/ej= 0, x = 1, x4 = 0
E, ≪-K(x) = 34/29 and I * 0
r*
(Note that m=3 in (6.12) and x. may be omitted hereafter
by Theorem 6.2.)
Step 2: P(5n): Maximize (-44+9x, +26xo+17x,)/29
subject to 5x +7xp+4x < 19
xl
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a?o5 X'i nonnegative integers





Its value Z(x )
Step 3: Z-L+ Ktx
Step 2:
is 24/29 >0, and Step 3 is entered.
°)= 70/59 and SL+ l. Return to Step 2
P(S-,): Maximize (-92+15x,+38x~+23x-)/S9
I Loo
subject to 5x-+73C0+4x- < 19
j. a c ―
x , £_, ar_; nonnegative integers.
X 6 O
The greedy solution is again x =(0,0,4) (=ar ) and
its value Z(x 1) is 0. Go to Step 4.
Step 4: Test given in [Magazine, et.al.,'75] fails to
prove the optimality of i . Thus Step 5 is entered.
Step 5: An optimal solution x 1 of P(?.) is obtained;
x^1=(0, 1, 3) and Z(x 1) = 15/55 >0.
Go to Step 6.
Step 6: £ *-K(x 1)=25/21 and 1 + 2. Return to Step 2.
Step 2:
P(£2): Maximize (.-33+5x^12x^7x^/21
subject to 5x,+7xo+4x <19
a:., xni x7; nonnegative integers.
1 o 0
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The greedy solution x 2 is again (0,0,4) and Z(x 2)
<0 by Theorem 6.7 applied to P(£o). Go to Step 5.
Step 5: An optimal solution x % of P(£o)is obtained;
x^2 =(.O. 1. 3) and Z(x^2) = 0.
This is an optimal solution of K and its value is £ =25/21.
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*x
6.8 Upper Bound on the Number of Iterations
This.section gives an upper bound on the number of
P(£.) whose exact optimal solutions are necessary (in Step
2 of the Dinkelbach's algorithm, or in Step 5 of the mod-
ified algorithm). It is given by min[A,B] where
A= max ＼a.b/a.＼- (g a +gpo )+2
l<Jl<n I-1 *J 112 2
B~ max ＼db/a＼-(.gd+gpd9) + 2






This,is now proved via four lemmas. In the following,
it is assumed that
(co + a1g1)/(dQ + d1g1)<c2/d2 , (6.18)
since otherwise an optimal solution satisfies xo-x =≪≫≫=ar
=0 by Theorem 6.2, and x given by (6.7) is optimal.
Lemma 6.4. Under assumption (6.18), an optimal solution





Proof: First note that x =(g , g^, 0,≪*≪,0) is feasible.
The proof is done by considering two cases.
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Assumption (6.21) implies by (6.2) and Lemma 6.1 that
x*/x*>g1lg0 , and hence






= ? ･ C6.23)











( by ( I ar,xV/(- I dvx*)<K(.x*) and Lemma 6.3)
k=3 K * k=3 K K =
< ( co+cigi+c2xp/(do+digi+d2xp
(by Lemma 6.1, (6.22) and greediness of g )
and (6.24)
K(x)






(by (6.18) and Lemma 6.1)
>K(a*),
which is a contradiction to (6.23). Considering
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(s0+OlXl+O2XP/(d0+dlXi+d2XP<(}_ Crf)/( I dkXP
K―o K―o
< (.(g'1-a*)e1+(^-x*)e2)/((^ -a:*)d Hg≪-**)<?) (6.25)
(by (6.2) and Lemma 6.1),
as p/q<r/s<t/u of Lemma 6.2, we have immediately
Thus
t<r , i.e., (g1-xpc1+(g2-xpc2<
"n























°kXk)n I dkXP y (Cl9l+C2g2)/idl9l+d2g2h (6-28)
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which.is equal to (6.21). Thus Case(ii) in the proof of
Lemma 6.4 is applied. However, (6.27) (i.e., (g -x*)d
+(go-X*)> I d,x* ) and (6.26) lead to a contradiction
to (6.25). ~6 D
Lemma 6.6. Let £*be the optimal value of K and x be an
optimal solution of P(£)for £≫where £"･>£>(). Moreover,
ri r
let a; be an optimal solution of P(£') for £'= K(ar )
(i.e., C > ^ by Theorem 5.1 (i) and Theorem 5.3 in Chapter
5). Then the following properties hold.
(i) If £*>£', then D(x^') < D(ar^)and N(a^') < K(x^).
(ii) If £* = £'. then D(x
. , D(x
^') = D(x^) and N(a^' ) = H(x^), or
V
) <D(aT) and N(ar"') <N(x?).
Proof: First note that D(a?^')< D(ar")holds by (6.15).
Case (a): D(a^' ) = D(a^). Then N(x^) =N(^') follows from
(6.13) and (6.14), i.e., K(sr^)= K(a^').
This implies Z^.,= 0 and hence £*=£'holds by Theorem 5.1
(ii) in Chapter 5.
Case (b): D(x^ )<D(ar"). From (6.13), this implies N(ar"')
<N(a: ). Case (a) and Case (b) together^prove (i) (ii) of
Lemma 6.6






7 ii* < max ＼d9b/ag＼,
k=l K K = l<A<n L tJ
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It is known that the optimal value h* of this problem is
given by
h* = max aob/ao .
l<£<n * *
Since c, , d, are all assumed to be integers and only inte-








k=l K K~u J l<Z<nL * ^
cLx* may be similarly treated. D
From Lemma 6.4-6.7, the following theorem is proved.
Theorem 6.8. Under assumption (6.18), the number of execu-
tions of Step 2 of the Dinkelbach's algorithm or Step 5 of
the modified algorithm does not exceed
mini. A, B~] ,
where A and B are given in (6.16) and (6.17).
Proof: Consider the Dinkelbach's algorithm. By Lemma 6.7,
n , I
I o.x.< max＼ob/a.＼
holds for a feasible solution x of K. Lemma 6.6 (i) shows,
if none of optimal solutions of P(£n)and ^^o+i^ ^s an
optimal solution of K, that
n £ n K
*=l kk k=l kk
n
holds. Thus Y CjX^ decreases at least by unity since

















by Lemma 6.4, it is proved that at most A executions of
Step 2 are required. By applying a similar argument to
＼ d.x-,,it is shown that at most
mini A, 5]
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executions of Step 2 in the Dinkelbach's.algorithm are
necessary.
As for the modified algorithm, the number of execu-
tions of Step 5 is not more than that of Step 2 of the




This chapter investigated the fractional knapsack
problems and proposed a modified algorithm of Dinkelbach's.
The algorithm exploits the fact that good feasible
solutions are easily obtained for both the fractional
knapsack problem and the ordinary knapsack problem P(£)
generated as a subsidiary problem with"a parameter £.
The technique in this chapter that uses a good feasible
solution of each subsidiary problem to update £> seems to
be extensible to other fractional programming problems,
e.g., fractional version of set covering problems. Moreover,
this chapter has clarified some new theoretical properties
of fractional programming problems. Among them, an upper
bound of the number of iterations and the monotone decrease
of N(x ) and D(x ) as parameter £is increased seems to be
particularly useful for constructing efficient algorithms
for fractional programming problems. In addition this
chapter has clarified the behavior of optimal solutions
when the right hand side b of the constraint is increased.
, Generally speaking, properties of fractional program-
ming problems have not been well explored yet, except for
the case of linear fractional programming problems.
Therefore, clarifying general properties of fractional
programming problems is a matter of great urgency.
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CHAPTER 7 QUADRATIC FRACTIONAL PROGRAMMING PROBLEMS
7.1 Introduction
This chapter discusses quadratic fractional program-
ming problem in which both numerator and denominator of
the fractional objective function are quadratic functions
of continuous variables, and its feasible region is a
polyhedron defined by linear inequalities. This type of
problems may be encountered for example in the maximum
probability model of stochastic linear programming, where
the numerator of the objective function is specified by
the expectation of some random variables and the denom-
inator by variance of some random variables ([Charnes
and Cooper,'63] [Geoffrion,'67b]).
The properties of the quadratic fractional program-
ming problem have much in common with the discrete frac-
tional programming problems discussed in Chapter 5 and
Chapter 6. The main purpose of this chapter is to extend
the solution procedures developed for discrete fractional
programming problems to the quadratic one. Two algorithms
are proposed. The first one is a straightforward applica-
tion of the parametric programming approach. The second
is a modification of Dinkelbach method.
Section 7.2 gives the definition of the quadratic
fractional programming problem and introduces the subsid-
iary problem which is the ordinary quadratic programming
problem. Section 7.3 proposes algorithm A based on the
idea of parametric programming. Section 7.4 also includes
n analysis of basis matrix in the linear complementary
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equation defined from the Kuhn-Tucker condition for the
subsidiary problem. The observed properties are used to '
prove the finiteness of the algorithm. Section 7.5 dis-
cusses two special cases of the problem, and it is shown
that the results in Section 7.4 can be considerably sim-
plified. Section 7.6 deals with Algorithm B, a modifica-
tion of Dinkelbach method, and proves its finiteness.
Section 7.7 compares Algorithm A and Algorithm B, based
on some computational experience on computers. Final
Section 7.8 concludes this chapter.
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7.2 Formulation of Quadratic Fractional Programming
Problems
This chapter discusses the following problem QF, as
a special case of (5.1) in which N(x) and D(x) are quad-
ratic functions, and S is a polyhedron defined by a set
of linear inequalities.
Problem QF: Maximize (-^x'Cx + r'x + s)/(-^x'Dx +p'x + q)
subj ect to Ax < b , (7.1)
where C is n*n negative definite matrix; D is an n><npos-
itive semidefinite matrix; A is an mxn matrix; r, p are n-
vectors; b is a m-vector and i is a n-vector of variables.
All coefficients in the matrices and the vectors are reals.
It is assumed that
-^x 'Dx + p'x + a > 0 for some x eS
(7.2)
where 5={a:| Ax<b}- Corresponding to Problem QF, the
subsidiary problem Q(£) (also special case of P(£)of Sec-
tion 5.2) is written as follows:




where R(V = C - £D , c(V=r-Zp and d(V = s - Kq-
Note that finite algorithms for solving quadratic
programming problem Q(£)are known ([Wolfe,P.,'59] [Hadley,
G.,'64]) since H(E,)is negative definite for £>0. Iri
other words, Z? for a given £can be calculated in finite
steps. Then QF is solved by finding £=£* such that Z£;.=0
from the results of Section 5.2. The search for £*would
be facilitated by resorting to the parametric programming
technique developed for the quadratic programming.
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7.3 Algorithm Based on parametric Programming
The Kuhn-Tucker Theorem (e.g., [Hadley, '61-1)shows
that an optimal solution of Q(£)is obtained by solving













where I is the unit matrix of order m, and y, u are m-m,
vectors of variables.
Now let B be a basis of (7.U) (i.e., (n+m)x(n+m)
nonsingular submatrix of the matrix in (7.^) and let xn>




= B10 <v (7.6)
nonbasic variables = 0,
is the basic solution corresponding to B. The solution
(or B) is said feasible if (7.5) is also satisfied. It
is known that x of any feasible solution (7.6) is an
a
optimal solution of Q(£). For a feasible B for £=£.,
the interval [£., £-,-,]exists such that £. is the
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maximum.to keep B feasible for all £e[£., £･ .]. Thus
% "2*4*1
the curve Z_ as illustrated in Figure 7.1 is partitioned
into subintervals, each of which corresponds to one basis
B. (In Figure 7.1S a small circle indicates a point of
basis change.)
h
Figure 7.1. z^ vs. £.
Now we have the following algorithm for QF
Algorithm A
Step A4: i-*-0 and £,-≪-0(or an appropriate value such that
zr =0)-
Step A2: Solve Q'(£.)(this implies to solve Q(?J). If
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Q'Cf^) is infeasible, so is QF; halt. Otherwise obtain
the maximum Ei+1 such that 5i+1>^ and Q'(£)has the
same feasible basis for all £e[£.,£. ].
% ^+1
Step A3: If Z^+1 < 0 or Ci+i=°°,go to Step A4; otherwise
let i + i+1 and return to Step A2.
Step A4: Calculate £*e[^, ?^+1] such that Z-L ^
= 0,
and halt. C" is the optimal value of QF.
Remark 7.1. Q'(£.)is solved in finite steps for example
by the Wolfe's method [Wolfe,'59] [Hadley,'64]: (The
Wolfe's method is used in the experiment of Section 7.7.)
Given an optimal tableau for Q'(£.), an optimal tableau
for Q1^'.-,)is easily obtained by using the parametric pro-
gramming technique developed by Ritter [Ritter,'67] and
Wolfe [Wolfe,'59] (Wolfe treats the case of D= 0) in one
pivot operation (provided that the nondegeneracy assump-
tion holds). It is not necessary to solve Q'(?-.-,)from
the initial tableau.
Remark 7.2. ?. in Step A2 is obtained from (7.6) by cal-
culating the maximum of £'( >£･) such that the basic fea-
sible solution (7.6) is feasible for all £satisfying £･<
5<£'. (See Example 7.1 of Section 7.4-in which this proc-
ess is carried out.) If D=0, this computation becomes
particularly simple (as studied by Wolfe [Wolfe,'59]) since
B is independent of £. (fl= 0 is assumed in the computa--
tional experiment in Section 7.7.)
Remark 7.3. £*in Step A4 is the solution of equation
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i-
a;'H($)x + a (V 'x + d(& = 0 (7.7)
which is the smallest among £not smaller than £., where
x is given by (7.6). If Z?= 0, (7.7) is a quadratic equa-
tion, and the smaller of two solutions is £"･
Remark 7.4. An optimal solution of QF is easily obtained
from (7.6) by setting £=£*.
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7.4 Finiteness of Algorithm A
Provided that a finite algorithm is used to solve
Q'(?.) in Step A2 (see Remark 7.1), algorithm A is proved
to be finite if the number of intervals of Z_ each of
which corresponds to a basis (see Section 7.3) is finite.
Since the number of possible bases of (7.4) is finite, .it
then suffices to show that the same basis B appears only
finitely many times corresponding to different intervals.
Note that the finiteness is not trivial since there
is a case in which the same basis corresponds to more than
one interval, as given in the next example. It also helps
to visualize the idea used in the proof for the finiteness


























Constraint (7.40)of the Kuhn-Tucker Theorpm









































Note that x - (x
o 1
, X 2)', Ug = <t>and yB= (zy y y ) ', ancj
{3-4K±Z,2)/L
(3-4£+£2)/A
Since A > 0 for any £, and
i
A
y1>0 for -0.95 <£< 18.95
y2>0 for £ < 1 or I > 3
y3 > 0 for E.< 1 or £> 0 ,
(7.5) is satisfied in two intervals:
[-0.95, 1] and [3, 13.75] .
When Algorithm A starts from £n=0, threfore, basis B
of (7.8) appears twice corresponding to intervals
[0, 1] and [3, 15.95].
(Note that Z_ > 0 still holds for £. = 3.)
It was first proved by Ritter [Ritter,,'67] in a more
general setting that a basis B appears only finitely many
times as feasible basis when £is continuously increased.
In the following, the same result is proved by de-
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riving an explicit upper bound (not given in [Ritter,'67]j
on how many times a basis B appears in Step A2, by re-
fining the argument used in Section 3 and Section M-of
[Ritter,'67],
It is known in the theory of quadratic programming
(e.g., [Ritter,'67]) that condition y'u=0 of (7.5) per-
mits us to consider only a basic solution with basis of
the form
B ＼ O O ＼k
.




and (k*n) matrix A has full rank,
in the subsequent discussion only bases
in this form. Since E(E,)is assumed to be negative def-
inite ,
(-l)ndet E(V > 0
holds for any £
Lemma 7.1. B of (7.9) satisfies
(-l)ndet B>0
(7.10)










o det I ,m-k








The last relation follows from (7.10) and the property
that -AjHfV
A^ ]>0.)
A' is positive definite (hence detl-A H(E,)




y . be elements of u and y defined
3 d a
in (7.6) for B of (7.9). Then the number of intervals in
which u. assumes nonpositive values when £is changed from
0 to ≫is at most fin-k+2y2| , where [ w j denotes the small-
est integer hot smaller than w. Similarly, the number of
intervals in which y . assumes nonnegative values is at most










where A., is the (i, j)-th cofactor of B and A=detS.
Since each element of H(E,)is linear in £and other elements
of B do not depend on £,the degree (in £) of the numerator
of each element of B
below.


















Note that only the numerator is important from the view
point of the sign, since the denominator A does not change
its sign by Lemma 7.1. From (7.12), the degrees of the










Now note that the number of intervals in which a polynomial
of degree r assumes nonnegative (nonpositive) values is at
most |(r+iy2]. By (7.13), this proves the lemma statement. Q
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Theorem 7.1. Let B be given by (7.9). When £is in-
creased from 0 to °°,the number of intervals of E in
which u
B and yB of basic solution (7.6) satisfy w <0
and y_> 0 (i.e., feasible) is at most
N(k)- k＼ ■*―＼+ {m-k) ―-r― -(m-1). (7.140.
Proof: Let p.(£)be a polynomial of degree r., i=l,2,
... ,m Then it is easy to show that the number, of inter-
vals of £ in which p (£),･･ ･≫Pj.(K)are nonpositive and
p, ,(K)t"'≫ P (V sre nonnegative is at most
m
I - (m-1)
(7.14) follows from (7.15) by substituting
ri
n-k+1 , i=l,2,.. . ,k
n-k , i=k+l,...,m
obtained in Lemma 7.2




A basis B with k=n represents an extreme point of
polyhedron Ax<b. This corollary tells that such basis
appears at most once as a feasible basis in Algorithm A.
Corollary 7.3. N(0) =m
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+ 1-m
Note that basis B with k=0 corresponds to an inte-
rior point of polyhedron Ax <b .
Theorem 7.2. Algorithm A of Section 7.3 gives an optimal
solution of QF or indicates its infeasibility, after exe-
cuting Step A2 finite times, provided that Q'(£.)is
solved by finite algorithm.
Proof: The finiteness follows from the argument given in
the beginning of this section and Theorem 7.1. If Algo-
rithm A halts in Step A2 indicating the infeasibility of
Q'.(?.), then Ax<b is vacuous (i.e., QF is infeasible) -
since it is known that a quadratic programming problem
with a negative definite objective function (such as Q(£.))
Is
always has an optimal solution if Ax<b is not vacuous.
On the other hand, if Algorithm A halts in Step A4, £"is




7.5 Two Special Cases
In this section, two special cases D= 0 and C- 0 are
discussed. In either case, it is shown that each basis B
aDDears at most once in Algorithm A.
Theorem 7.3. Assume D = 0 in QF. Then a basis B of (7.9)'
appears at most once as a feasible basis of Q'(£)in Step
A2 of Algorithm A.
Proof: In this case, no element of B of (7.9) contains £
since H(E,)-C-^J)-C ; hence no element of B contains £.
Thus aTD,u , y given by (7.6) is linear in variable £,
a a a
since -o(£.)is linear in £･ Letting r. =l in (7.15) gives
i
N(k) = 1 in the proof of Theorem 7.1. D
As mentioned in Remarks given to Algorithm A, the
case of D = 0 has also other computational advantages. The
computational experiment in Section 7.7 is therefore done
for this simple case only.
The case of C= 0 is similar. However, it is necessary
to assume that
D is positive definite
r'x + s > 0 for some ie5
(7.16)
(7.17)
in addition to (7.2), since C is not negative definite in
this case. Algorithm A should be started from £ =ti, where
r)is an appropriate positive number satisfying Z-l- > 0.
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Theorem 7.4. Assume C = 0 in QF and let (7.16) (7.20) be
satisfied. Then basis B of (7.9) appears at most once
as a feasible basis in Step A2 of Algorithm A, provided
that £ is set to the above n in Step Al.
Proof: In this case, B of (7.9) is given by








In a manner similar to the proof of Lemma 7.1, we have
Thus B





= (-£)n~*det D det T-A
id~1aP
this case has the following form.
n k m-k





_ } m-k ,
where i//stands for a real number independent of £ (each ij>
















This proves that the numerator of each element of a;D, MD,
D D
j/R is linear in £; the denominator does not change its
sign by Lemma 7.1 and £> 0. Thus we can let r. = 1 in
(7.15), obtaining N(k) =1 in the proof of Theorem 3.3. *□
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7.6 Dinkelbach Method and Its Modification
In order to solve QF, the Dinkelbach method [Dinkel-
bach, '67] may be directly applied. It obtains f*( >0)
and the corresponding feasible solution x* of QF such
+Vi=-t-
o < z?*^e'
where e is a given nonnegative constant.
Dinkelbach's algorithm
Step Dl : i + 0, £--≪-0(or an appropriate values Z^ > 0)
Step D2: Solve Q'(C). If Q'(£.) is infeasible, so is
QF; halt. Otherwise let x-part of a feasible solution of
Q'(£.) be x^i-(i.e., x"^ is an optimal solution of Q'(£.))




x^i 'cx^ + r 'x^ + s) /(-gx^i'Dx^ + p 'x^ + q)
and return to D2
If e>0, this algorithm halts after executing Step D2
and D3 finitely many times. If £= 0, i.e., an exact opti-
mal solution is sought, however, this algorithm usually re-
quires an infinite number of iterations of Step D2 and D3.
This difficulty can be easily removed by modifying it as
follows, by making use of the property that interval ,
IRfi
[^, Z.V＼maintaining the same basis is easily calculated
as discussed in Section 7.3. (This idea is also implicit-
ly used in the numerical example in Appendix of [Dinkel-
bach '67].)
Algorithm B (Modified Dinkelbach method)
Step Bl: i-≪-0,£.≪-0(or an appropriate value such that
Zc >0).
Step B2: Solve Q'(^). If Q'(^) is infeasible, so is
QF; halt. Otherwise obtain the maximum £'.such that
£.and Q'(£)has the same feasible basis for all £e[
5'.]. Let x-part of a feasible solution of Q'(£'.)be
(i.e., £
Step B3:
is an optimal solution of Q'(£t
If Z£≫> 0 or £＼=≪, go to Step B4; otherwise
1r
^+1^(y£i'c£i + 2''^ + s)/(-l^fZ)^ + p'£i + c?)
i<-i+l
and return to Step B2.
Step B4: Calculate £*£[£.,£'.]such that Z^ = 0 and halt;
£* is the maximum value of OF.
The computational process of these algorithms are
illustrated in Figure 7.2, in which solid arrows correspond
to Algorithm B and broken arrows to the Dinkelbach method.
£. generated in Dinkelbach method is shown with bar £. to
distinguish it from £. of Algorithm B. It is noted that
£. . obtained in Step D3 (respectively Step B3) is given
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as the intersection point of £-axis and the line tangent
to Z£ at
＼. (respectively £'.).
From Figure 7.1, it may
Li 1*
be seen that Algorithm B requires less number of itera-
tions than the original Dinkelbach method.
Figure 7.2 Illustration of computational processes
of the Dinkelbach methochand Algorithm B.
(Solid arrows indicate Algorithm B and
broken arrows indicate the Dinkelbach method.)
Remark 7.5. Q'(£.)(i>0) in Step D2 or Step B2 may be
solved starting from the final tableau of Q'(£. ). This
is a great computational saving, compared with solving
1RR
Q'(£.) from scratch. However, it may still require a
considerable number of pivot operations if K･ is far
from £. . This should be compared with the fact that
only one pivot operation is required in Algorithm A to
solve Q'(£.)(Remark 7.1). Although Step B2 of Algorithm
B is usually carried out far fewer times than Step A2 of.
Algorithm A, it is not clear which of Algorithm A and Al-
eorithm B is more efficient.
Theorem -7.5. Algorithm B gives an optimal solution of QF
or indicates its infeasibility, after executing Step B2
finite times, provided that Q'(£.)is solved by a finite
algorithm.
Proof: The validity of Algorithm B follows from the va-
lidity of the Dinkelbach method [Dinkelbach,'67]. The
finiteness can be proved in a manner similar to Algorithm




Algorithm A and Algorithm B discussed in the pre-
vious sections are implemented in FOBTRAN and run on
FACOM 230/60 (roughly equivalent to IBM 360/65 or UNIVAC
1108) and FACOM 230/75 (roughly equivalent to IBM 370/
165) of Kyoto University. Problems QF with D = 0 (see
(7.1)) are exclusively treated in the experiment.
For various sizes n and m of QF, coefficients are
randomly generated by the following rule:
C: A negative definite symmetric martix C of size
nxn is obtained by
C = -PPr
for a nonsingular matrix P. P is generated by (1) random-
ly specifying nonzero elements of P with probability NZC
(program parameter), (2) assigning a nonnegative (two dig-
it) number randomly taken from the uniform distribution
with interval [0.0, 3.5] to each nonzero element, and (3)
randomly inverting the sign of nonzero elements with prob-
ability NC (program parameter). Note that C has a consid-
erably higher density than NZC; for example, C of two typ-
ical problems in Table 7.1. have nonzero densities 89.5%
for NZC = 0.4 and 56% for NZC =0.25.
A: An m*n matrix A is generated by (1) randomly
specifying nonzero elements with probability NZA (program
parameter), (2) assigning a nonnegative element, and (3)
randomly inverting the sign of nonzero elements with prob-
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r, p: Each element.is assigned a (two digit) non-
negative number randomly taken from [0.0, 9.5].
b: Each element is assigned a (four digit) positive
number randomly taken from [100.0, 195.9].
s = 20.0 and q = 3.0 for all problems.
Table 7.1 and Table 7.2 summarize the computational
results. The results in Table 7.1 are the average of 10
problems with n=m=20, while Table 7.2 lists results for
each problem of larger size.
From these results, it may be concluded that Algo-
rithm A is slightly faster than Algorithm B but there is
no significant difference. It is also noticed that compu
tation for Q'(£Q)(the first one) in Step A2 or Step B2
is rather expensive compared with the rest (i.e., computa-
tion for Q'(£.),i>0); computation for Q'(£,) consumes
roughly 80^90%, of the entire computational time. Thus
the use of parametric programming technique seems quite
effective. This also explains a reason for the similar-
ity (in computational time) of Algorithm A and Algorithm
B mentioned above; two algorithms differ only in the way
of generating £. for i > 0.
It is also observed that program parameters specify-
ing the ratio of nonzero and negative coefficients do not
have much influence on the relative behavior of Algorithm
A and B, though the higher values tend to increase the com-
putational time. Table 7.1 includes problems with various
parameter values.
In conlusion, it can be said that the quadratic frac-
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(a) The number of pivots required to solve Q'(Cq) by Wolf's
method.
(b) The number of pivots required to solve ()'(£.)for all
i>0.
(c) Machine is FA.COM230/60.
(d) Machine is FACOM 23Q/7S.
(e) The number of executions of A2 (or B2) including the
ones for Q'(Sg).
(f) Including the computation for A3, A4 (or B3, B4).
linear programming problem, which can be solved in compu-
tational effort only slightly greater than that required
for the well known (concave) quadratic programming problem.
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7.8 Conclusion
The quadratic fractional programming problem is not
always easy to deal with, in spite of its similarity to
the well known quadratic programming. This chapter has
shown that this problem has some analogy with discrete
fractional programming problems discussed in Chapters 5-
and 6 from the view point of solution procedures, and
proposed two algorithms. One is a straightforward
application of the parametric programming techinique of
ft
quadratic programming for finding £ satisfying Z,.5..=0,
and the other is a modification of Dinkelbach's approach.
Both algorithms utilizes the Kuhn-Tucker condition for
Q(£)considered over the basic matrix of Q'(£) to make
next £. as large as possible.
As shown in Section 7.7, the followings have been
observed : (i) The parametric programming approach is
slightly faster than the Dinkelbach's, but there is
no significant difference, (ii) The quadratic fractional
programming problem can be usually solved in only slightly
greater computational time (about 10%^20%)' than that
required by the ordinary (concave) quadratic programming
problems.
As pointed out in the previous discussion the zero
point C of Zj.,i.e., £ such that Zr,.=0,plays a crucical
role in solving QF. Algorithm B makes use of the local
shape of Z>.,therefore, it may also be possible to use
powerful numerical techniques developed for searching the
zero point of a function. The incorporation of such a
195
technique, e.g., Newton Method, into general type of
fractional programming problems may help develop the




In this dissertation, we have discussed a number of
discrete programming problems. Specifically, new solu-
tion algorithms were proposed for these problems. Here,
we summarize the obtained results and indicate some di-
rections of future research.
In Chapter 2, we have proposed a version of the
ordinary assignment problem which is defined on a PERT
type network, and shown that the problem can be treated
by branch-and-bound algorithm with partial problems. ･
Each partial problem can be solved by Dantzig-Wolfe type
decomposition procedure using subroutines of the ordinary
assignment problem and the critical path problem.
In addition to this network model, many variants of
the assignment problem may be conceivable. However, these
variations are apt to lose the nice property that LP re-
laxation solves the original problem which is observed in
the ordinary assignment problem. This property has been
a source of various efficient algorithms for the assign-
ment problem. Therefore variants having this property, if
any, are worth investigating and seems to permit efficient
algorithms. Fractional assignment problem may be candidate
for a problem in such a class.
The constraint represented by a network may be inter-
esting in itself. It arises also in other discrete pro-
gramming problems in conjunction with the constraint im-
posed by some technological ordering conditions and/or
resource conditions. Scheduling and sequencing problems
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kare some typical examples in this category. Further in-
vestigation of the structure and the solution methods of
these problems from the view point of discrete program-
ming seems to be fruitful in both theoretical and prac-
tical sense.
In Chapter 3, a new variant of the traveling sales-
man problem was introduced. It differs from the ordinary
one in that it has a minimax type objective function.
Although the direct application of dynamic programming
approach does not seem to be possible, this approach be-
comes possible when the original problem is decomposed^
into (n-1) subproblems. Our algorithm may take 0(2
n-3
3
*n ) time in the worst case, although only a very small
fraction of this time is usually required in practice,
due to several properties of the problem useful in im-
proving the efficiency. (Of course, the problem itself
is a difficult one in the theoretical sense discussed lat-
er). One aspect which was not fully exploited in this
dissertation is the use of a lower bound for each subprob-
lem P- in a branch-and-bound procedure. It can sometimes
0 *t
exclude some unpromising subproblems from the considera-
tion without actually solving them [Morin,T.C, and R.E.
Marsten,'76]. For example, the optimal value of the cor-
responding assignment problem with some additional con-
straints may be used for this purpose. This line of im-
provement should be further investigated. The minimax
type objective function itself may deserve further explo-
ration. For example, some type of scheduling problem with
a minimax objective function is important in practice,
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and allows an efficient algorithm [Kameda,'77]. The
bottleneck objective function studied in conjunction with
various problems ([Gross,0.,'58] [Shapiro,D.,'66]) may
also be considered as a special case of minimax type ob-
jective function. It would be necessary to examine wheth-
er some techniques developed for the bottleneck problems'
can be extended to the minimax problems.
In Chapter 4, we have introduced the capacity con-
straint into the minimax type traveling salesman problem
and ordinary traveling salesman problem. The original
problem was decomposed into (n-l) subproblems which are
slightly different from the subproblems discussed in
Chapter 3 and dynamic programming approach was also devel-
oped. Although all hamiltonian circuits in a complete
directed graph correspond to feasible solutions of the
ordinary traveling salesman problem, only the hamiltonian
paths along which the capacity constraint is satisfied
are feasible in our problem. In this sense our problem
is a constrained traveling salesman problem, which has not
been studied so far. Investigation of other constrained
traveling salesman problems may also be interesting.
Chapter 5-7 deal with fractional programming problems.
In Chapter 5, we have treated the integer fractional pro-
gramming problem. It was shown that the primal cutting
plane algorithm called Young's SPA, for the ordinary in-
teger programming problem can be easily generalized to
handle this type of problem. However, a straightforward
application of the technique of Chapter 5 with Glover's
SPA seems to be difficult. Considering that Glover's SPA
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may be favorably compared with Young's SPA from the view
point of computational efficiency [Salkin,'75], it would
be a subject for future research to find an algorithm
making use of Glover's SPA.
As shown in Chapter 5, the integer programming and
the integer fractional programming are closely related "
in nature. Therefore, many other techniques of the form-
er may be extensible to the latter. Our algorithm in
Chapter 5 should be regarded as only a starting example
in this direction of research.
In Chapter 6, we have discussed the fractional knap-
sack problem. It asks to obtain an integer solution that
maximizes its linear fractional objective function under
the costraint of one linear inequality. A modification
of Dinkelbach's algorithm was proposed to exploit the
fact that good feasible solutions are easily obtained for
both the fractional knapsack problem and the ordinary
knapsack problem. An upper bound of the number of itera-
tions required by this algorithm was derived. It was also
clarified how optimal solutions depend on the right hand
side of the constraint.
Our technique that uses a good feasible solution of
each subsidiary problem P(£)may be extensible to other
types of fractional programming problems. There could be
some other useful properties inherent in the fractional
objective function. In this respect, the duality theory
such as the one discussed in [Shaible,'76a and '76b] may
be used to construct more efficient algorithms for frac-
tional programming problems. Research on general proper-
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ties of fractional programming problems should thus be
further pursued.
In Chapter 7, we discussed quadratic fractional pro-
gramming problems, and proposed two algorithms: One is a
straightforward application of the parametric programming
technique of quadratic programming and the other is a .mod-
ification of the Dinkelbach method. According to the com-
putational experiment, we have seen that there is no sig-
nificant difference between two algorithms, and the quad-
ratic .fractional programming problems can be usually be
solved in computational time only slightly greater (about
107/^20%) than that required by the ordinary (concave)
quadratic programming problems.
Chapter 5-7 clarified the following advantages of
fractional programming problems. These problems are non-
convex but easy to handle compared with other non-convex
programming problems. Moreover many other problems can
be considered as special cases of fractional programming
problems (e.g., the fractional knapsack problem, the frac-
tional assignment problem, etc). On the other hand, cer-
tain fractional programming problems becomes subproblems
of other problems, e.g., maximum probability model of
stochastic linear programming. In addition to the above
mentioned theoretical importance, fractional programming
problems have the practical importance. The marine trans-
portation problem ([Pollack, et.al.,'65] [Bitran and
Novaes,'73]) is an example of such application of frac-
tional programming as is stated in Section 5.1.
As a final remark of this chapter, some recent results
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on the theory of computational complexity are briefly
mentioned. As also noted in the previous chapters, many
of known discrete programming problems such as the trav-
eling salesman problem and the knapsack problem have long
been considered to be computationally intractable. De-
spite the intensive efforts of many creative people, no
efficient algorithms have been found for them, which are
guaranteed to require computational time bounded by a
polynomial function of the problem size. The brief in
the inherent difficulty of these problems has been
strengthened by the results of S.A.Cook [Cook,'71] and
R.M.Karp [Karp,'72]. These show that the above problems,
together with a wide variety of other discrete programming
problems, form a class of NP-complete problems. No member
in this class is known to have a polynomial time algo-
rithm. Moreover the theory shows that all NP-complete
problems have polynomial algorithms if at least one of
them has such an algorithm. This would be most unlikely.
Since it is easy to show that discrete programming prob-
lems considered in this dissertation are all NP-complete,
no problem seems to have a polynomial time algorithm as
far as the worst case behavior is concerned. Therefore,
the best we can expect is to look for algorithms which
may run in exponential time in the worst case but works
efficiently on the most problems practically encountered.
In reality, it is worthwhile to have algorithms which are
faster than previous ones even though they require expo-
nential time in the worst case, thereby extending the com-
putational limit of the maximum size of problems which can
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be practically handled by a computer. Our efforts in this
dissertation have always be directed in this direction.
The other alternative, which is coramonlytaken, is
to find fast (heuristic) algorithms which are guaranteed
to yield approximate solutions that are close to exact
optimal solutions. Although these heuristic algorithms '
may not actually find exact optimal solutions, the obtain-
ed solutions would be practically almost as useful as ex-
act optimal solutions if they are close enough to the op-
timal. No effort was made in this dissertation to explore
the possibility of this direction. However, there is no
doubt that this would be one of the most fruitful and im-
portant direction in the field of discrete programming.
Extension and modification of our results along this line
should be urgently pursued.
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