Maximum likelihood estimation (MLE) is a popular method for parameter estimation in both applied probability and statistics but MLE cannot solve the problem of incomplete data or hidden data because it is impossible to maximize likelihood function from hidden data. Expectation maximum (EM) algorithm is a powerful mathematical tool for solving this problem if there is a relationship between hidden data and observed data. Such hinting relationship is specified by a mapping from hidden data to observed data or by a joint probability between hidden data and observed data. In other words, the relationship helps us know hidden data by surveying observed data. The essential ideology of EM is to maximize the expectation of likelihood function over observed data based on the hinting relationship instead of maximizing directly the likelihood function of hidden data. Pioneers in EM algorithm proved its convergence. As a result, EM algorithm produces parameter estimators as well as MLE does. This tutorial aims to provide explanations of EM algorithm in order to help researchers comprehend it.
Introduction
We begin a review of expectation maximization (EM) algorithm with some basic concepts. Before discussing main subjects, there are some conventions. For example, if there is no additional explanation, random variables are denoted as uppercase letters such as X, Y, and Z. By default, vectors are column vectors. The tutorial is mainly extracted from the preeminent article "Maximum Likelihood from Incomplete Data via the EM Algorithm" by Arthur P. Dempster, Nan M. Laird, and Donald B. Rubin (Dempster, Laird, & Rubin, 1977) . For convenience, let DLR be reference to such three authors.
Suppose there are two samples X and Y, in which X is hidden space (missing space) whereas Y is observed space. We do not know X but there is a mapping from X to Y so that we can survey X by observing Y. The mapping is many-one function φ: X → Y and we denote X(Y) as all ∈ such that φ(X) = Y. So we have X(Y) = {X: φ(X) = Y}. Let f(X) be probability density function of random variable ∈ and let g(Y) be probability density function of random variable ∈ . Note, Y is also called observation. Where Θ is probabilistic parameter represented as a column vector, Θ = (θ1, θ2,…, θr) T in which each θi is a particular parameter with note that the superscript " T " denotes transposition operation for vector and matrix. Transposition operation transforms a column vector (column matrix) into a row vector (row matrix) and vice versa. Note that, Θ can simply be a scalar parameter. For example, normal distribution has two particular parameters such as mean μ and variance σ 2 and so we have Θ = (μ, σ 2 )
T . The conditional probability density function of Y given X, denoted k(X | Y, Θ), is specified by equation 1.2.
( | , Θ) = ( |Θ) ( |Θ) (1.2) DLR (Dempster, Laird, & Rubin, 1977, p . 1) considered X as complete data and Y as incomplete data because the mapping φ: X → Y is many-one function. Note that X and Y can be vectors or matrices but we survey they are scalar variables without loss of generality. In general, we only know Y and f(X | Θ) in order to determine g(Y, Θ) and k(X | Y, Θ). Our purpose is to estimate Θ based on such Y and f(X | Θ). Pioneers in expectation maximization (EM) algorithm firstly assumed that f(X | Θ) belongs to so-called exponential family with note that many popular distributions such as normal, multinomial, and Poisson belong to exponential family. Although DLR (Dempster, Laird, & Rubin, 1977) proposed a generality of EM algorithm in which f(X | Θ) distributes arbitrarily, we should concern exponential family a little bit. Exponential family (Wikipedia, Exponential family, 2016) refers to a set of probabilistic distributions whose density functions have the same exponential form according to equation 1.3 (Dempster, Laird, & Rubin, 1977, p. 3): ( |Θ) = ( ) exp(Θ ( )) (Θ) ⁄ (1.3) Where b(X) is a function of X, which is called base measure and τ(X) is a vector function of X, which is sufficient statistic. Let Ω be the convex set such that Θ ∈ Ω. If Θ is restricted only to Ω then, f(X | Θ) specifies a regular exponential family. If Θ lies in a curved sub-manifold of Ω then, f(X | Θ) specifies a curved exponential family. The a(Θ) is partition function for variable X, which is used to normalize PDF.
(Θ) = ∫ ( )exp(Θ ( ))d
The first-order derivative of log(a(Θ)) is expectation of τ(X). 
( ( ( )|Θ))( ( ( )|Θ))
Where, ′′ (Θ)
( ( )exp(Θ ( ))) dΘ d = ∫( ( ))( ( )) ( ) exp(Θ ( )) (Θ) ⁄ d = (( ( ))( ( )) |Θ)
Hence (Hardle & Simar, 2013, pp. 125-126) ,
log ′′ ( (Θ)) = (( ( ))( ( )) |Θ) − ( ( ( )|Θ))( ( ( )|Θ)) = ( ( )|Θ) = ∫( ( ) − ( ( )|Θ))( ( ) − ( ( )|Θ)) ( |Θ)d
Where V(τ(X) | Θ) is central covariance matrix of τ (X) . Please read the book "Matrix Analysis and Calculus" by Nguyen (Nguyen, 2015) for comprehending derivative of vector and matrix. If f(X | Θ) follows exponential family, the conditional density k(X | Y, Θ) is determined as follows:
also follows exponential family. In fact, we have:
is determined on ∈ ( ). Of course, we have:
The first-order derivative of log(a(Θ | Y)) is:
, and log ' (a(Θ | Y)) with exponential family.
, and log ' (a(Θ | Y)) with exponential family. Simply, EM algorithm is iterative process including many iterations, in which each iteration has expectation step (E-step) and maximization step (M-step). E-step aims to estimate sufficient statistic given current parameter and observed data Y whereas M-step aims to reestimate the parameter based on such sufficient statistic by maximizing likelihood function of X. EM algorithm is described in the next section in detail. As an introduction, DLR gave an example for illustrating EM algorithm (Dempster, Laird, & Rubin, 1977, pp. 2-3) . Rao (Rao, 1955) presents observed data (incomplete data) Y of 197 animals following multinomial distribution with four categories, such as Y = (y1, y2, y3, y4) = (125, 18, 20, 34) . The probability density function of Y is:
Note, probabilities py1, py2, py3, and py4 in g(Y | θ) are 1/2 + θ/4, 1/4 -θ/4, 1/4 -θ/4, and θ/4, respectively as parameters. The expectation of any sufficient statistic yi with regard to g(Y | θ) is: ( | , ) = Observed data (incomplete data) Y is associated with hidden data X following multinomial distribution with five categories, such as X = {x1, x2, x3, x4, x5} where y1 = x1 + x2, y2 = x3, y3 = x4, y4 = x5. The probability density function of X is:
Note, probabilities px1, px2, px3, px4, and px5 in f(X | θ) are 1/2, θ/4, 1/4 -θ/4, 1/4 -θ/4, and θ/4, respectively as parameters. The expectation of any sufficient statistic xi with regard to f(X | θ) is: Rao (Rao, 1955) applied EM algorithm into determining the optimal estimate θ * . Note y2 = x3, y3 = x4, y4 = x5 are known and so only sufficient statistics x1 and x2 are not known. Given the t th iteration, sufficient statistics x1 and x2 are estimated as x1 (t) and x2 (t) based on current parameter θ (t) and g(Y | θ) in E-step below:
Due to y1 = 125 from observed data and py1 = 1/2 + θ/4, which implies that:
)
We select:
is a maximizer of the log-likelihood function of X. This log-likelihood function is:
) − ( 1 + 2 2 + 2 3 + 2 4 + 2 5 )log(2) + ( 2 + 5 )log( )
(1 − ) Because y2 = x3 = 18, y3 = x4 = 20, y4 = x5 = 34 and x2 is approximated by x2 After five iterations we gets the optimal estimate θ * : * = (4) = (5) = 0.6268 Table 1 .2 (Dempster, Laird, & Rubin, 1977, p. 3) lists estimates of θ over four iterations (t =1, 2, 3, 4) with note that θ (0) is initialized arbitrarily and θ (5) is determined at the 4 th iteration. The third column gives deviation θ (t) and θ * whereas the fourth column gives the ratio of successive deviations. Later on, we will know that such ratio implies convergence rate. 
EM algorithm
Expectation maximization (EM) algorithm has many iterations and each iteration has two steps in which expectation step (E-step) calculates sufficient statistic of hidden data based on observed data and current parameter whereas maximization step (M-step) re-estimates parameter. When DLR proposed EM algorithm (Dempster, Laird, & Rubin, 1977) , they firstly concerned that the probability density function f(X | Θ) of hidden space belongs to exponential family. E-step and M-step at the t th iteration are described in table 2.1 (Dempster, Laird, & Rubin, 1977, p. 4) , in which the current estimate is Θ (t) .
E-step:
We calculate current value τ (t) of the sufficient statistic τ(X) from observed Y and current parameter Θ (t) as follows:
, we determine the next parameter Θ (t+1) as solution of following equation:
(t+1) will become current parameter at the next iteration ((t+1) th iteration). , at some t th iteration. At that time we conclude that Θ * is the optimal estimate of EM process. Please see table 1.1 to know how to calculate E(τ(X) | Θ (t) ) and E(τ(X) | Y, Θ (t) ). It is necessary to explain E-step and M-step as well as convergence of EM algorithm. Essentially, the two steps aims to maximize log-likelihood function of Θ, denoted L(Θ), with respect to observation Y.
Where, (Θ) = log( ( |Θ)) Note that log(.) denotes logarithm function. Therefore, EM algorithm is an extension of maximum likelihood estimation (MLE) method. In fact, let l(Θ) be log-likelihood function of Θ with respect to variable X.
(Θ) = log( ( |Θ)) = ( ) exp(Θ ( )) (Θ) ⁄ = log( ) + Θ ( ) − log( (Θ)) By referring to table 1.1, the first-order derivative of l(Θ) is:
Maximizing l(Θ) is to set the first-order derivative of l(Θ) to be zero. Therefore, the optimal estimate Θ* is solution of the following equation which is specified in M-step. Where,
Due to:
(Θ) = log( ( |Θ)) = log( ( |Θ)) − log( ( | , Θ)) Because f(X | Θ) belongs to exponential family, we have:
Maximizing L(Θ) is to set the first-order derivative of L(Θ) to be zero as be zero as follows:
(t) be the current estimate at some t th iteration of EM process. Derived from the equality above, the value τ (t) is calculated as seen in equation 2.3.
.3 specifies the E-step of EM process. After t iterations we will obtain Θ
is solution of equation 2.1 (Dempster, Laird, & Rubin, 1977, p. 5) . This means that Θ * is the optimal estimate of EM process because Θ * is solution of the equation:
Thus, we conclude that Θ * is the optimal estimate of EM process.
For further research, DLR gave a preeminent generality of EM algorithm (Dempster, Laird, & Rubin, 1977, pp. 6-11) in which f(X | Θ) specifies arbitrary distribution. In other words, there is no requirement of exponential family. They define the conditional expectation Q(Θ ' | Θ) according to equation 2.4 (Dempster, Laird, & Rubin, 1977, p. 6) .
The two steps of generalized EM (GEM) algorithm aims to maximize Q(Θ | Θ (t) ) at some t th iteration as seen in table 2.2 (Dempster, Laird, & Rubin, 1977, p. 6 ).
The expectation Q(Θ | Θ (t) ) is calculated based on current Θ (t) , according to equation 2.4.
M-step:
The next parameter Θ (t+1) is a maximizer of Q(Θ | Θ (t) ). Note that Θ (t+1) will become current parameter at the next iteration ( (t+1) th iteration). Table 2 .2. E-step and M-step of GEM algorithm DLR proved that GEM algorithm converges at some t th iteration. At that time,
is the optimal estimate of EM process. It is deduced from E-step and M-step that Q(Θ | Θ (t) ) is increased after every iteration. How to maximize Q(Θ | Θ (t) ) is optimization problem which is dependent on applications. For example, the popular method to solve optimization problem is Lagrangian duality (Jia, 2013) . GEM algorithm still aims to maximize the log-likelihood function L(Θ) specified equation 2.2. The next section focuses on the convergence of GEM algorithm proved by DLR (Dempster, Laird, & Rubin, 1977, pp. 7-10 ) but firstly we should discuss some features of Q(Θ ' | Θ). In special case of exponential family, Q(Θ ' | Θ) is specified by equation 2.5.
Following is a proof of equation 2.5.
there is no mapping function φ: X → Y, the equation 2.4 is modified with assumption that there is a joint probability of X and Y, denoted P(X, Y | Θ). Note that P(X, Y | Θ) can be discrete or continuous. The condition probability of X given Y is specified according to Bayes' rule as follows:
Note, 0 ⊆ is domain of X. Given Y, we always have:
Equation 2.6 specifies the conditional expectation Q(Θ ' | Θ) without mapping function.
Note, the requirement of joint probability is stricter than requirement of mapping function φ and so, equation 2.4 is the most general definition of Q(Θ ' | Θ).
Convergence of EM algorithm
Recall that DLR proposed GEM algorithm which aims to maximize the log-likelihood function L(Θ) by maximizing Q(Θ ' | Θ) over many iterations. This section focuses on mathematical explanation of the convergence of GEM algorithm given by DLR (Dempster, Laird, & Rubin, 1977, pp. 6-9) . Recall that we have:
be another conditional expectation which has strong relationship with Q(Θ ' | Θ) (Dempster, Laird, & Rubin, 1977, p. 6) .
From equation 2.4 and equation 3.1, we have: (Dempster, Laird, & Rubin, 1977, p. 6 ) is re-written as follows:
By applying Jensen's inequality (Sean, 2009, pp. 3-4) with concavity of logarithm function, Sean (Sean, 2009, p. 6) proved that:
(Θ ′ |Θ) ≤ (Θ|Θ)∎ According to Jensen's inequality (Sean, 2009, pp. 3-4) , the equality occurs if and
) is constant. In other words, the equality occurs if and
.. be the sequence of estimates of Θ resulted from iterations of EM algorithm. Let Θ → M(Θ) be the mapping such that each estimation Θ (t) → Θ (t+1) at any given iteration is defined by equation 3.4 (Dempster, Laird, & Rubin, 1977, p. 7) . (Dempster, Laird, & Rubin, 1977, p 
. 7). An iterative algorithm with mapping M(Θ) is a GEM algorithm if
( (Θ)|Θ) ≥ (Θ|Θ)∎ (3.5) Of course, specification of GEM shown in table 2.2 satisfies the definition 1 because Θ (t+1) is a maximizer of Q(Θ | Θ (t) ) with regard to variable Θ in M-step.
Theorem 1 (Dempster, Laird, & Rubin, 1977, p. 7) . For every GEM algorithm ( (Θ)) ≥ (Θ) for all Θ ∈ Ω (3.6) Where equality occurs if and only if
Following is the proof of theorem 1 (Dempster, Laird, & Rubin, 1977, p 
It is easy to draw corollary 1 and corollary 2 from definition 1 and theorem 1. Corollary 1 (Dempster, Laird, & Rubin, 1977) . Suppose for some (Dempster, Laird, & Rubin, 1977) 
Theorem 2 (Dempster, Laird, & Rubin, 1977, p. 7) . Suppose that Θ (t) for t = 1, 2, 3,… is a sequence of estimates resulted from GEM algorithm such that:
(1) The sequence L(Θ (t) ) is bounded, and
) for some scalar ξ > 0 and all t. Then the sequence Θ (t) converges to some Θ * in the closure of Ω ■ Proof. The sequences L(Θ (t) ) is non-decreasing according to theorem 1 and is bounded according to the assumption 1 of theorem 2 and hence, the sequence L(Θ (t) ) converges to some L * < +∞. According to Cauchy criterion (Dinh, Pham, Nguyen, & Ta, 2000, p. 34) , for all ε > 0, there exists a t(ε) such that, for all t ≥ t(ε) and all v ≥ 1:
< By applying equations 3.2 and 3.3, for all i ≥ 1, we obtain:
It implies
By applying v times the assumption 2 of theorem 2, we obtain: . Applying triangular inequality, for any ε > 0, for all t ≥ t(ε) and all v ≥ 1, we have:
According to Cauchy criterion, the sequence Θ (t) converges to some Θ * in the closure of Ω. Theorem 1 indicates that L(Θ) is non-decreasing on every iteration of GEM algorithm and is strictly increasing on any iteration such that Q(Θ (t+1) | Θ (t) ) > Q(Θ (t) | Θ (t) ). The corollaries 1 and 2 indicate that the optimal estimate is a fixed point of GEM algorithm. Theorem 2 points out convergence condition of GEM algorithm. However, there is still no assertion of convergence yet. The proof of convergence of GEM needs support of mathematical differentiation. There are two assumptions in this research:
1. There is a sufficient enough number of derivatives of 
and M(Θ). In other words, Q(Θ
).
-Firstly, we determine
-Secondly, we substitute Θ (t) and Θ
) for such
, and M(Θ). T be zero vector. Lemma 2 (Dempster, Laird, & Rubin, 1977, p. 8) . For all Θ in Ω,
Note, VN(.) denotes non-central covariance matrix, which is covariance matrix. Followings are proofs of equations 3.7, 3.8, 3.9, and 3.10. In fact, we have:
It implies:
We also have:
We have:
Theorem 3 (Dempster, Laird, & Rubin, 1977, p. 8) . Suppose Θ (t) where t = 1, 2, 3,… is an instance of GEM algorithm such that 10 (Θ ( +1) |Θ ( ) ) = Then for all t:
) is negative definite, and the sequence L(Θ (t) ) is bounded then, the sequence Θ (t) converges to some Θ * in the closure of Ω ■ Note, if Θ is a scalar parameter,
) degrades as a scalar and the concept "negative definite" becomes "negative" simply. Following is a proof of theorem 3.
Proof. Second-order Taylor series expending Q(Θ | Θ (t) ) at Θ = Θ (t+1) with very small residual to obtain:
, we have:
) is negative definite then,
So there exists some ξ > 0 such that
In other words, the assumption 2 of theorem 2 is satisfied and hence, the sequence Θ (t) converges to some Θ * in the closure of Ω if the sequence L(Θ (t) ) is bounded ■ Theorem 4 (Dempster, Laird, & Rubin, 1977, p. 9) . Suppose Θ (t) where t = 1, 2, 3,… is an instance of GEM algorithm such that (1) Θ (t) converges to Θ * in the closure of Ω.
) is negative definite for all t.
) is negative semi-definite for all t, and (Θ ) is negative definite, when t approaches +∞ such that Θ (t) = Θ (t+1) = Θ * . By second-order Taylor series expanding for H(Θ | Θ (t) ) at Θ = Θ (t) with very small residual, we have:
) by equation 3.3, we have:
) is negative semi-definite for all t. I include the result "
) is negative semi-definite for all t" in theorem 4 because the origin version of theorem 4 by DLR does not has this result. Of course,
) is negative semi-definite, when t approaches +∞ such that Θ (t) = Θ ) = 0 as the assumption of theorem 3. By combination of theorems 3 and 4, we assert convergence of GEM, according to corollary 3. ) is assumed to be negative semi-definite for all Θ ∈ Ω. (Θ * ) = ( (Θ * ))
.17 is a variant of equation 3.11 to calculate DM(Θ * ) based on information matrices:
, and k(X | Y, Θ) belong to exponential family, we have:
With exponential family, we deduce that
Similarly, we have: , θ2 (t) ,…, θr (t) ) at current t th iteration and Θ * = (θ1 * , θ2 * ,…, θr * ), each mi * measures how much the next θi (t+1) is near to θi * . In other words, the smaller the mi * (s) are, the faster the GEM is and so the better the GEM is. This is why DLR (Dempster, Laird, & Rubin, 1977, p. 10) 
),…, L(θ (t) ) is non-decreasing, the sequence θ (1) , θ (2) ,…, θ (t) is monotonous. This means: 
Variants of EM algorithm
The main purpose of EM algorithm (GEM algorithm) is to maximize the log-likelihood L(Θ) = log(g(Y | Θ)) with observed data (incomplete data) Y by maximizing the condition expectation
is defined fixedly in E-step. Therefore, most variants of EM algorithm focus on how to maximize Q(Θ ' | Θ) in M-step more effectively so that EM is faster or more accurate.
4.1. EM algorithm with prior probability DLR (Dempster, Laird, & Rubin, 1977, pp. 6, 11) mentioned that the convergence rate DM(Θ * ) specified by equation 3.11 can be improved by adding a prior probability π (Θ) For GEM algorithm, the log-likelihood function associated MAP method is ℒ(Θ) specified by equation 4.1.1 with note that π(Θ) is non-convex function.
ℒ(Θ) = log( ( |Θ) (Θ)) = (Θ) + log( (Θ)) (4.1.1) It implies from equation 3.2 that . In other words, the convergence rate is improved with support of prior probability π(Θ). In literature of EM, the combination of GEM and MAP with support of π(Θ) results out a so-called MAP-GEM algorithm.
EM algorithm with Newton-Raphson method
In the M-step of GEM algorithm, the next estimate Θ (t+1) is a maximizer of Q(Θ | Θ (t) ), which means that Θ (t+1) is a solution of equation
) is the firstorder derivative of Q(Θ | Θ (t) ) with regard to variable Θ. Note, Q(Θ | Θ (t) ) is concave with regard to Θ. Newton-Raphson method (McLachlan & Krishnan, 1997, p. 29) is applied into solving the equation
As a result, M-step is replaced a so-called Newton step (Nstep). N-step starts with an arbitrary value Θ0 as a solution candidate and also goes through many iterations. Suppose the current parameter is Θi, the next value Θi +1 is calculated based on equation 4.2.1. Hence, EM1 algorithm satisfies the definition 1 of GEM algorithm and so convergence of EM1 is asserted according corollary 3. Rai and Matthews made experiment on their EM1 algorithm (Rai & Matthews, 1993, p. 590) . As a result, EM1 algorithm saved a lot of computations in M-step. In fact, by comparing GEM (table 2. 2) and EM1 (table 4.2.1), EM1 does not maximize Q(Θ | Θ (t) ) in each iteration as GEM does but Q(Θ | Θ (t) ) will be maximized in the last iteration when EM1 converges. EM1 gains this excellent and interesting result because of Newton-Raphson process specified by equation 4.2.2.
Because equations 3.12 and 3.13 are not changed with regard to EM1, the convergence matrix of EM1 is not changed. = −1
Therefore, EM1 does not improve convergence rate in theory as MAP-GEM algorithm does but EM1 algorithm really speeds up GEM process in practice because it saves computational cost in M-step. In equation 4.2.2, the second-order derivative D 20 Q(Θ (t) | Θ (t) ) is re-computed at every iteration for each Θ(t). (Ta, 2014) . Without loss of generality, suppose Θ is scalar such that Θ = θ, let ( ) = 10 ( | ( ) )
Let r(θ) represents improved Newton-Raphson process.
( ) = − ( ) ′ ( + ( ) ( ))
Suppose ω(θ) has first derivative and we will find ω(θ). The first-order of η(θ) is (Ta, 2014) : We expect ′′ ( ̅ ) = 0 and so we select (Ta, 2014) :
It means that the Newton-Raphson process is improved as follows (Ta, 2014) : 
