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a b s t r a c t
A recently derived numerical algorithm for one-dimensional time-dependent Stefan
problems is extended for the purpose of solving one-phase ablation-typemoving boundary
problems; in tandem with the Keller box finite-difference scheme, the so-called boundary
immobilizationmethod is used. An important component of the work is the use of variable
transformations that must be built into the numerical algorithm in order to preserve
second-order accuracy in both time and space. The analysis also determines that the
ablation front initially moves as the time raised to the power 3/2; hence, it evolves
considerablymore slowly than the phase-change front in the classical Stefan problemwith
isothermal cooling.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Ablation is the generic term used to denote the removal of material from the surface of an object by vaporization,
chipping, or other erosive processes [1]. The term occurs in spaceflight associated with atmospheric reentry [2], the burning
up of meteorites [3], the melting or sublimation of a solid [4], laser drilling in metals and the cornea [5], the reduction of
glaciers by erosion [6] and the surgical removal of a body part or tissue, such as in atrial fibrillation [7]. In mathematical
terms, ablation is one type of phase-change, or Stefan problem, i.e. a moving boundary problem in which the location of the
surface of the ablating material is not known beforehand, but must be determined as part of the solution.
Aswithmost Stefan problems, it is common to have to apply numericalmethods in order to solve ablation-type problems.
Probably the first to do sowas Landau [8], who proposed an idealized ablation problem for the case of a semi-infinitemelting
solid with constant thermal properties, and solved it using numerical integration. Later, Goodman [9] applied the standard
heat balance integral method (HBIM) to this problem and obtained adequate agreement with the ablation rate obtained by
Landau [8]. Zien [10] adapted the standard HBIM by employing an exponential temperature profile. His results show better
agreement with Landau’s numerical result for the ablation rate than the standard HBIM. More recently, Braga et al. [11–13]
have adapted the standard HBIM approach by assuming that the approximating temperature function is again a polynomial,
but with its order determined by comparing the time ablation commences with standard exact analytical solutions for
the pre-ablation stage. Mitchell & Myers [14,15], Mitchell [16] and Myers [17] have also applied HBIMs with polynomial
temperature profiles to this problem, with the exponent determined as part of the solution process, but without relying
on any exact solutions. This leads to significantly more accurate results than all previous heat balance integral methods.
Yang et al. [18] have also applied the HBIM to ablation of a two-layer composite using a quadratic polynomial profile. On
a few occasions, methods other than the HBIM have been employed. In [19,20], enthalpy formulations were used: Storti
[19] developed a fixed domain numerical scheme, and solved the resulting equations using finite element methods; Wong
& Walton [21] solved the single-phase semi-infinite laser ablation problem also by using a fixed grid, but with a volume-
based finite difference approach. Other authors have used finite control volume procedures [22,23], whereas yet others have
used finite difference methods [20].
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In spite of much activity, several shortcomings can be identified in the numerical solution of ablation problems. All
solutions employing the HBIM require assumptions to be made on the form of the temperature profile; hence, it is not
possible, in general, to give a quantitative estimate for the accuracy of a solution. As for all the other methods, although
their order of accuracy is well-known when they are applied to non-moving boundary problems, extra care is necessary
whenmoving boundaries are involved because iteration is necessary in order to find the location of the moving front; as far
as we are aware, no formal verification of accuracy has been carried out for numerically-obtained solutions to ablation-type
problems. The purpose of this paper therefore is to provide a numerical scheme which solves ablation-type problems with
determinable accuracy.
In recent work [24,25], the boundary immobilization method coupled to a Keller Box finite difference discretization
scheme was applied to two different one-phase one-dimensional time-dependent Stefan problems, and shown to give nu-
merical solutions that are second-order accurate in time and space variables; in this respect, the algorithms are more accu-
rate than earlier ones for either type of problem. At first sight, ablation-type problemsmay seem numerically no harder than
the ones considered in [24,25]. However, as this paper will demonstrate, there are variety of new issues that need to be re-
solved in order to produce a numerical scheme that is second-order accurate in both time and space. First of all, unlike in the
problems solved in [24,25], phase change does not necessarily start instantaneously, and subsidiary analysis turns out to be
necessary in order to determinewhen and how themoving front develops; indeed, it proves essential to implement this into
the solution algorithm in order to preserve numerical accuracy. A related issue iswhether all the variables are solved forwith
the same accuracy: this was not checked in [24], althoughMitchell et al. [25] showed that, without due caution, it is possible
to obtain numerical solutions for which the temperature is second-order accurate, but the temperature derivatives are only
first-order accurate. Furthermore, the actual value of the key controlling dimensionless parameter in such problems, the Ste-
fan number, turns out to affect the efficiency of the iteration scheme given in [24], and therefore a new strategy is required.
In Section 2, we formulate an ablation-type Stefan problem that has been discussed previously in the literature [1], but
forwhich an accurate numerical solutionwas unavailable; we identify special cases of this problem also [26,27]. In Section 3,
we extract important analytical details from the ablation problem; an understanding of these prior to computation turns
out to be essential. Section 4 explains how the resulting equations are implemented numerically; as in [24,25], we use the
Keller box scheme in tandem with the boundary immobilization method. The results are then presented and discussed in
Section 5, and conclusions are drawn in Section 6.
2. Mathematical formulation
We consider a Stefan problem for the variable T , which can be thought of as the dimensionless temperature, that satisfies
the heat equation,
∂T
∂t
= ∂
2T
∂x2
, s(t) < x <∞, (1)
subject to the boundary conditions
T →−1, as x →∞ (2)
T = 0, β ds
dt
= 1+ ∂T
∂x
, at x = s, (3)
and the initial conditions
T (x, 0) = −1, s(0) = 0, (4)
where s(t) denotes the location of the moving phase-change front, β is a strictly positive constant that corresponds to the
reciprocal of the Stefannumber and the constant on the right-hand side of (3) represents a heat source.With this formulation,
there are two possibilities:
1. s′(0) < 0 at t = 0, where the prime denotes differentiation with respect to t . The governing equations describe the
melting of a block of ice when hot water is thrown over it, where the constant term in the Stefan condition represents a
turbulent heat flux [26,27];
2. s′(0) = 0. The governing equations constitute a standard ablation model describing the removal of mass from an object
by vaporization or other similar erosive processes [4,5]. A characteristic feature is that there is a heating-up phase prior
to ablation, during which s ≡ 0, so that Tx = −1 and T < 0 at x = 0; only once the material reaches the ablation
temperature, i.e. T = 0, do we have s′(t) > 0 [15,14,1].
Problem 1 can be solved numerically with second-order accuracy for time and space variables using the methods
developed in [24,25]; hence, we do not dwell on it here, butwill focus instead on problem2. Note also that the case s′(0) > 0,
i.e. instantaneous ablation, is not possible, since the heat flux at x = 0 is assumed to be finite.
3. Analysis
For Problem 2 there is a preliminary time interval of a priori unknown duration, t1, during which no phase change occurs,
although the boundary at x = 0 does heat up; this stage ends when T (0, t) = 0, i.e. when the ablation temperature
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is reached. In the second stage, ablation occurs and material is removed. The equations governing the two stages are
as follows:
• Stage 1, for 0 ≤ t ≤ t1 and with s(t) = 0:
∂2T
∂x2
= ∂T
∂t
, 0 < x <∞, (5)
subject to the boundary conditions
∂T
∂x
(0, t) = −1, (6)
T →−1, as x →∞, (7)
and the initial condition
T (x, 0) = −1. (8)
This stage ends when T (0, t1) = 0, which defines t1. The exact solution to (5)–(8) can be written down as
T (x, t) = −1+ 2

t
π
exp

− x
2
4t

− x erfc

x
2
√
t

, (9)
whence t1 = π/4.• Stage 2, with t > t1:
∂2T
∂x2
= ∂T
∂t
, s(t) < x <∞, (10)
subject to the boundary conditions
T = 0, β ds
dt
= 1+ ∂T
∂x
, at x = s(t), (11)
T →−1, as x →∞, (12)
and the initial conditions
T (x, t1) = −1+ 2

t1
π
exp

− x
2
4t1

− x erfc

x
2
√
t1

, s(t1) = 0. (13)
Whilst there is no analytical solution to (10)–(13), headway can nevertheless be made in determining the initial motion
of the ablation front in the limit as t → t+1 . It is convenient to change variables by setting
y = x− s, ζ = t − t1, T (x, t) = F(y, ζ ). (14)
Then, Eqs. (10)–(13) read
∂2F
∂y2
= ∂F
∂ζ
− ds
dζ
∂F
∂y
, 0 < y <∞, (15)
subject to
F = 0, β ds
dζ
= 1+ ∂F
∂y
, at y = 0, (16)
F →−1, as y →∞, (17)
F(y, t1) = −1+ 2

t1
π
exp

− y
2
4t1

− y erfc

y
2
√
t1

, s(t1) = 0. (18)
Next, we assume that s has the form [28]
s ∼ λζ α + O(ζ α), (19)
whereα and λ are positive constants that are to be determined; here, it is evident, as in [28], thatα > 1, since the right-hand
side of the second equation in (16) vanishes as t → t+1 . Using (19) for s in (15), we consider the solution to
Fζ − λαζ α−1Fy = Fyy, 0 < y <∞, (20)
subject to the boundary conditions
F (0, ζ ) = 0, F →−1 as y →∞, (21)
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and the initial condition
F(y, 0) = Fo(y), (22)
where Fo(0) = 0 and Fo(∞) = −1. For the case when λ = 0, a closed-form expression in integral form is given by Carslaw
& Jaeger [29]. Their analysis, which is based on the use of Fourier transforms defined for −∞ < y < ∞, can be exploited
here even when λ ≠ 0;we omit the majority of the details and quote the solution for F as
F(y, ζ ) = 1
2

1
πζ
 ∞
0
Fo(y′)

exp

− (y+ λζ
α − y′)2
4ζ

− exp

− (y− λζ
α + y′)2
4ζ

dy′. (23)
Now, setting φ = (y′ − λζ α)/2ζ 1/2, we have
(Fy)y=0 = 2

1
πζ
 ∞
− 12 λζα−1/2
Fo (Φ) φe−φ
2
dφ, (24)
whereΦ = 2φ√ζ + λζ α . Expanding Fo as
Fo (Φ) ≈ Fo(0)+ ΦFoy(0)+ Φ
2
2
Foyy(0)+ O

Φ3

, (25)
and using the fact that Fo(0) = 0, means that (24) becomes
(Fy)y=0 = 2

1
πζ
Foy(0)
 ∞
−λζα−1/2/2
Φφe−φ
2
dφ +

1
πζ
Foyy(0)
 ∞
−λζα−1/2/2
Φ2φe−φ
2
dφ + · · · . (26)
Calculating these integrals leads to the expression
(Fy)y=0 = Foy(0)erfc

−λζ
α−1/2
2

+ Foyy(0)

2

ζ
π

1+ λ
2ζ 2α−1
4

exp

−λ
2ζ 2α−1
4

+ λζ αerfc

−λζ
α−1/2
2

. (27)
If we expand (27) for small ζ , we obtain
(Fy)y=0 ≈ Foy(0)

1+ λ
2
ζ α−1/2 + · · ·

+ 2

ζ
π
Foyy(0)+ · · · . (28)
Since α > 1, we must have
(Fy)y=0 − Foy(0) ∼ 2√
π
Foyy(0)ζ 1/2. (29)
Hence, from the Stefan condition given in the second equation in (16), we have at leading order in ζ ,
βαλζ a−1 = 2√
π
Foyy(0)ζ 1/2, (30)
from which we can deduce that α = 3/2 and so
λ = 4Foyy(0)
3β
√
π
. (31)
Finally, using (18), we note that Foyy(0) = 1/√π t1,whence
λ = 8
3βπ3/2
. (32)
As a corollary, we note that this result happens to be identical to that derived by Vynnycky &Mitchell [28] for a two-phase
Stefan problem that is of relevance in the continuous casting of metals [30,31], even though there is no ablation there.
4. Numerical method
4.1. Discussion
Here, we will once again focus on developing a scheme centred on the Keller Box method, in tandem with transformed
variables. We begin by immobilizing the moving boundary by using the variables
y = x− s, T (x, t) = F(y, t). (33)
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With this transformation, Eqs. (1)–(4) become
∂2F
∂y2
= ∂F
∂t
− ds
dt
∂F
∂y
, 0 < y <∞; (34)
F →−1, as y →∞; (35)
at y = 0,
∂F
∂y
= −1, if s = 0
∂F
∂y
= −1+ β ds
dt
, F = 0, if s > 0;
(36)
F(y, 0) = −1, s(0) = 0. (37)
For 0 ≤ t ≤ t1, we will have s ≡ 0, and therefore a fixed-boundary problem. Despite this, two issues still arise:
(A) What will be the numerical accuracy of the solution?
(B) Will the numerical scheme be able to capture the analytical value of t1?
Some guidance as regards (A) is given in [25], where it was found by numerical experimentation that solving in y and
t variables would not give second-order accuracy for either the dependent variable or its derivative with respect to y. The
reason for is that there is an inconsistency, or discontinuity, for Fy near (0,0), since
Fy (y, 0)→ 0 as y → 0, Fy (0, t) = −1 as t → 0; (38)
note, however, that there is no inconsistency for F , since
F (y, 0)→−1 as y → 0, F (0, t) = −1 as t → 0. (39)
To avoid this difficulty, we must make a further transformation. Setting
ξ = y/√t, τ = √t, F(y, t) = −1+ τH(ξ , τ ), (40)
Eqs. (34)–(36) become
∂2H
∂ξ 2
= 1
2

H + τ ∂H
∂τ

− 1
2

ξ + ds
dτ

∂H
∂ξ
, 0 < ξ <∞, (41)
H → 0, as ξ →∞, (42)
and, at ξ = 0,
∂H
∂ξ
= −1, if s = 0
∂H
∂ξ
= −1+ β
2τ
ds
dτ
,H = 1/τ , if s > 0.
(43)
To obtain a starting solution, we consider the limit as τ → 0; here (41) reduces to
d2H
dξ 2
= 1
2
H − ξ
2
dH
dξ
, (44)
which can be solved along with boundary conditions (42) and (43) to give
H(ξ) = 2√
π
e−ξ
2/4 − ξ erfc

ξ
2

. (45)
This gives the initial condition for the discretization scheme. Note also that solving in terms of t , rather than τ , will lead to a
scheme that is not second-order accurate for the temperature derivative, as demonstrated byMitchell et al. [25] for a similar
problem. As regards (B), it is evident that, without devising a special algorithm that is able to seek out the true value of t1,
it will not be possible to find it to within a known accuracy. Since this appears to constitute a substantial additional body of
work, and since our focus is on obtaining numerical solutions for the ablation phase, we defer it to futurework; nevertheless,
wewill explore the implications of integrating beyond τ = τ1

:= t1/21

using the same variables as for τ ≤ τ1, to determine
whether it can, after all, provide a viable numerical solution for the ablation phase.
Consider now the solution for t > t1; for this, we will use the analytical solution that is available for t ≤ t1 as the basis
for an initial condition for the ablation phase. One possibility would be to use
ζ = x− s (t) , τ¯ = t − t1,
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as independent variables, leading to
∂2F
∂ζ 2
= ∂F
∂τ¯
− ds
dτ¯
∂F
∂ζ
, 0 < ζ <∞, (46)
F →−1, as ζ →∞, (47)
F = 0, β ds
dτ¯
= 1+ ∂F
∂ζ
, at ζ = 0, (48)
F(ζ , 0) = −1+ 2

t1
π
exp

− ζ
2
4t1

− ζ erfc

ζ
2
√
t1

, s(0) = 0. (49)
With this formulation, we see that there will be no inconsistency for F or Fζ near ζ = 0, τ¯ = 0, since
F (ζ , 0)→ 0 as ζ → 0, F (0, τ¯ )→ 0 as τ¯ → 0, (50)
Fζ (ζ , 0)→−1 as ζ → 0, Fζ (0, τ¯ )→−1 as τ¯ → 0; (51)
hence, we might believe that this formulation will lead to second-order accuracy for all variables. A drawback, however, is
that powers of τ¯ 1/2 will appear – since ds/dτ¯ ∼ τ¯ 1/2 initially – which is known to lead to less than second-order accuracy
for the derivative [25]. To avoid this, we might use instead
ζ = x− s (t) , τ¯ = √t − t1,
to obtain
2τ¯
∂2F
∂ζ 2
= ∂F
∂τ¯
− ds
dτ¯
∂F
∂ζ
, 0 < ζ <∞, (52)
F →−1, as ζ →∞, (53)
F = 0, β
2τ¯
ds
dτ¯
= 1+ ∂F
∂ζ
, at ζ = 0, (54)
F(ζ , 0) = −1+ 2

t1
π
exp

− ζ
2
4t1

− ζ erfc

ζ
2
√
t1

, s(0) = 0. (55)
This removes the powers of τ¯ 1/2, and there are no inconsistencies near ζ = 0, τ¯ = 0, but τ¯ multiplies the highest order
derivative in (52). Since the integration has to be started at τ¯ = 0, this form is inappropriate for numerical implementation
in the context of order-of-accuracy studies, which rely on establishing the behaviour of the numerical scheme as the size of
the time step is decreased to zero.
Instead, we try to rewrite the equations in a way such that there is an inconsistency and so that there are no fractional
powers of τ¯ , the rationale being thatwe have already demonstratedwe are able to obtain a numerical scheme that is second-
order accurate in all variables under such conditions [25]. First of all, observe that there will be an inconsistency in Fζ ζ in
(46)–(49) near ζ = 0, τ¯ = 0, since
Fζ ζ (ζ , 0)→ 2

t1
π
1/2
as ζ → 0, Fζ ζ (0, τ¯ )→ 0 as τ¯ → 0;
so, we reformulate these in terms of F := Fζ . Thus,
∂2F
∂ζ 2
= ∂F
∂τ¯
− ds
dτ¯
∂F
∂ζ
, 0 < ζ <∞, (56)
F → 0, as ζ →∞, (57)
∂F
∂ζ
= − ds
dτ¯
F , β
ds
dτ¯
= 1+ F , at ζ = 0, (58)
F (ζ , 0) = −erfc

ζ
2
√
t1

, s(0) = 0. (59)
Note that the first equation in (58) has been obtained by observing that since F = 0 at ζ = 0, it follows that Fτ¯ = 0 at
ζ = 0; then, we use (46). Now, set
F (ζ , τ¯ ) = g (ζ )+ Hˆ(ζ , τ¯ ), (60)
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where g (ζ ) = −erfc ζ/[2√t1], giving
∂2Hˆ
∂ζ 2
= ∂Hˆ
∂τ¯
− ds
dτ¯
∂Hˆ
∂ζ
+ g1 (ζ , τ¯ ) , 0 < ζ <∞, (61)
Hˆ → 0, as ζ →∞, (62)
∂Hˆ
∂ζ
= − ds
dτ¯
Hˆ + g2 (τ¯ ) , β dsdτ¯ = Hˆ, at ζ = 0, (63)
Hˆ(ζ , 0) = 0, s(0) = 0, (64)
with
g1 (ζ , τ¯ ) = − dsdτ¯ g
′(ζ )− g ′′(ζ ), g2 (τ¯ ) = − dsdτ¯ g(0)− g
′(0).
In view of the inconsistency in Hˆζ and the appearance of τ¯ 1/2 through ds/dτ¯ , we set
Hˆ = τ¯ 1/2H¯ (η, τ˜ ) , η = ζ/τ¯ 1/2, τ˜ = τ¯ 1/2, (65)
so that (61)–(64) become
∂2H¯
∂η2
= 1
2
H¯ + 1
2
τ˜
∂H¯
∂τ˜
− 1
2

η + ds
dτ˜

∂H¯
∂η
+ τ˜g1 (ητ˜ , τ˜ ) , 0 < η <∞, (66)
H¯ → 0, as η→∞, (67)
∂H¯
∂η
= −1
2
ds
dτ˜
H¯ + g2 (τ˜ ) , β dsdτ˜ = 2τ˜
2H¯, at η = 0, (68)
H¯(η, 0) = 0, s(0) = 0. (69)
Note here the significance of the transformations in (60) and (65): they ensure that a starting similarity solution can be
found to (66)–(69), as shown below. Without the substitution, it would be necessary to treat (56)–(59) numerically using a
double-deck integration scheme, as implemented in [32] and discussed in [25], which is an altogether more cumbersome
task.
Now, in the limit as τ˜ → 0, we have
d2H¯
dη2
= 1
2
H¯ − η
2
dH¯
dη
, 0 < η <∞, (70)
subject to
H¯ → 0, as η→∞ (71)
∂H¯
∂η
= g2 (0) , at η = 0; (72)
once this is solved, we can find the initial behaviour of s. Thus,
H¯ = − η
(π t1)1/2
+ 2
π t1/21

e−η
2/4 +
√
π
2
ηerf
η
2

, (73)
whence
β
ds
dτ˜
∼

2
π t1/21

τ˜ 2, (74)
leading to
s ∼

8
3βπ3/2

τ˜ 3, (75)
which agrees with the result obtained in Section 3.
Whilst the formulation given by Eqs. (66)–(69) is, without doubt, superior to those given by (46)–(49) and (52)–(55),
there are some further improvements that can bemade. As it stands, the formulation does not guarantee that the behaviour
given by Eq. (75) will be reproduced. To this end, we introduce
s = τ˜ 3S,
4188 S.L. Mitchell, M. Vynnycky / Journal of Computational and Applied Mathematics 236 (2012) 4181–4192
and rewrite (66)–(69) as, for 0 < η <∞,
∂2H¯
∂η2
= 12 H¯ + 12 τ˜ ∂H¯∂τ˜ − 12

η + τ˜ 2 3S + τ˜ dSdτ˜  ∂H¯∂η + τ˜g1 (ητ˜ , τ˜ ) , (76)
subject to
H¯ → 0, as η→∞, (77)
∂H¯
∂η
= −1
2
τ˜ 2

3S + τ˜ dS
dτ˜

H¯ + f2 (τ˜ ) , β

3S + τ˜ dS
dτ˜

= 2H¯, at η = 0, (78)
H¯(η, 0) = 0, S(0) = 8
3βπ3/2
. (79)
4.2. Discretization schemes
The above discussion leads us to consider the following cases:
(a) Eqs. (34)–(37) for all t > 0;
(b) Eqs. (41)–(43) for all τ > 0;
(c) Eqs. (46)–(49) for τ¯ > 0;
(d) Eqs. (66)–(69) for τ˜ > 0;
(e) Eqs. (76)–(79) for τ˜ > 0.
In the interest of brevity, we indicate how the Keller Box scheme is applied to case (a); the details for the other cases
follow analogously. First, it is convenient to re-write (34) as a system of two first-order equations by setting V = ∂F
∂y . This
gives
∂F
∂y
= V , ∂V
∂y
= ∂F
∂t
− ds
dt
V , (80)
with boundary conditions
V = −1, if s = 0
V = −1+ β ds
dt
, F = 0, if s > 0 at y = 0, (81)
F →−1, as y →∞. (82)
The initial conditions are
F(y, 0) = −1, V (y, 0) = 0. (83)
For a general dependent variable C and general independent variables X and Y , we define the following finite difference
operators:
µXC
n+ 12
i+ 12
=
Cn+1
i+ 12
+ Cn
i+ 12
2
, δXC
n+ 12
i+ 12
=
Cn+1
i+ 12
− Cn
i+ 12
1X
, (84)
µYC
n+ 12
i+ 12
= C
n+ 12
i+1 + Cn+
1
2
i
2
, δYC
n+ 12
i+ 12
= C
n+ 12
i+1 − Cn+
1
2
i
1Y
. (85)
With X = t, Y = y, the box scheme applied to Eqs. (80) therefore gives, for n = 0, 1, 2, . . . ,
µtδyF
n+ 12
i+ 12
= µtµyV n+
1
2
i+ 12
, (86)
µtδyV
n+ 12
i+ 12
= µyδtF n+
1
2
i+ 12
− δtsn+ 12µtµyV n+
1
2
i+ 12
, (87)
which holds for i = 1, . . . , I − 1. Note that sn+ 12 = (sn+1 − sn)/1t , analogous to the operators defined in (86) and (87).
Boundary conditions (81) and (82) are
V n0 = −1, if sn = 0
µtV
n+ 12
0 = −1+ β δtsn+
1
2 , F n0 = 0, if sn > 0,
(88)
F nI = −1, (89)
respectively. Using (83), the initial conditions are written as
F 0i = −1, V 0i = 0. (90)
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In the above, a uniformmesh is used for the space variable. In practice, a finite computational domain of extent y∞ is chosen,
although this must be large enough to ensure that correct asymptotic behaviour as y → ∞ is captured; since F known to
decay exponentially as y →∞, y∞ = 10 proves to be adequate enough.
For cases (a) and (b), the algorithmmust monitor whether or not ablation has actually begun, in order to implement the
switch in boundary condition (88). This is done by checking the value of F n0 : the time corresponding to the first value of n
for which F n0 > 0, denoted by t
n, is then considered as the numerical value of t1.
A further detail is that Eq. (87) involves sn+1, so that the overall system of equations is nonlinear; to handle this, it is
necessary to iterate on sn+1. It is updated using the Stefan condition (88) until some desired tolerance, ε, is reached [24];
denoting by sn+1(m) the value for s
n+1 afterm iterations, the convergence criterion used issn+1(m+1) − sn+1(m)  < ε. (91)
There is, however, an additional subtlety regarding how to commence iterations in s at a new value of n. The strategy
used in [24] was simply to set sn+1(1) = sn, with sn+1(m) subsequently coming from the Stefan condition, i.e. a relaxation-type
procedure. Unfortunately, the number of iterations required to fulfil (91) was found to increase dramatically for low values
of β (. 0.1). A more robust strategy was found from using (88) directly, by setting
sn+1(1) = sn +

V n0 + V n+10,(1) + 2

/β,
where V n+10,(1) where is the value of V
n+1
0 on the first iteration. Ultimately, never more than 10 iterations in s were necessary
to satisfy (91); for all runs, we set ε = 10−13.
4.3. Order of accuracy
We will also wish to determine the order of accuracy of schemes (a)–(e). We start this discussion by considering a
sequence1Yk where
1Yk = 2−k1Y0, k = 1, 2, . . . ,
and we denote the space coordinates of meshes associated with this sequence by
Yi,k = i1Yk, i = 0, 1, . . . , Ik, k = 0, 1, 2, . . . ,
where
Ik = 2kI0, k = 1, 2, . . . .
As discussed in [33], for a general numerical solution F n
2k i and corresponding exact solution f (Yi,k, t
n) at the nth time step,
tn, the error and corresponding order of convergence, EnF ,k and pF ,k respectively, are given by
EnF ,k =

1Yk
I0
i=0

f (Yi,0, tn)− F n2k i
21/2
, pF ,k =
ln(EnF ,k/E
n
F ,k+1)
ln 2
, (92)
for k = 0, 1, 2, . . .. In order to be able to make use of (92), it is necessary that an exact solution is known. However, as
demonstrated in [24], it turns out to be possible to estimate the order of accuracy evenwhen an exact solution is not known.
Instead of EnF ,k in (92), for a general numerical solution F
n
i we define
E¯nF ,k =

I0
i=0

F n2k i − F n2k−1 i
21/2
, p¯F = ln(E¯nF ,k/E¯nF ,k+1)/ ln 2, (93)
for k = 1, 2, . . .. In cases where an exact solution was known, Mitchell & Vynnycky [24] showed that pF = p¯F , where
pF = lim
k→∞ pF ,k, p¯F = limk→∞ p¯F ,k.
Furthermore, Mitchell et al. [25] demonstrated that it was also possible to apply this idea to the spatial derivative of F and
s; thus, we set, for k = 0, 1, 2, . . . ,
EnV ,k =

1Yk
I0
i=0

v(Yi,0, tn)− V n2ki
21/2
, pV ,k =
ln(EnV ,k/E
n
V ,k+1)
ln 2
, (94)
Ens,k =
snk − s(tn) , k = 0, 1, 2, . . . , ps,k = ln(Ens,k/Ens,k+1)ln 2 , (95)
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Table 1
Order of accuracy for schemes (a) and (b) for a sequence of meshes at t = 0.5 and τ = 0.5, prior to the onset
of ablation. Note that β = 1 and1t = 1τ = 0.02 for k = 0.
1y,1ξ (k)
2/5 (1) 1/5(2) 1/10(3) 1/20(4) 1/40(5)
(a)
pF 1.45309 1.26544 1.14098 1.07156 1.03582
p¯F – 1.22600 1.11637 1.05584 1.02697
pV 1.56605 1.42286 1.28764 1.17917 1.10301
p¯V – 2.38646 1.65124 0.54662 0.77956
(b)
pF 2.03818 2.01971 2.01000 2.00504 2.00253
p¯F – 2.00096 2.00023 2.00005 2.00001
pV 2.01004 2.00248 2.00062 2.00015 2.00004
p¯V – 2.01255 2.00311 2.00077 2.00019
Table 2
Order of accuracy for schemes (a) and (b) for a sequence of meshes at t = 1 and τ = 1, after the onset of
ablation. Note that β = 1 and1t = 1τ = 0.02 for k = 0.
1y,1ξ (k)
1/5 (2) 1/10(3) 1/20(4) 1/40(5)
(a)
p¯F 3.14710 0.67092 1.38042 −0.21495
p¯V 0.74102 1.86874 2.66553 −0.26774
p¯s 2.57378 0.99755 0.99695 −0.58758
(b)
p¯F 1.93045 3.14213 1.11864 −0.41251
p¯V 1.14907 1.57443 −1.07917 4.07042
p¯s −0.73538 4.86186 2.03173 −3.73584
where v = ∂ f /∂y, and
E¯nV ,k =

I0
i=0

V n2k i − V n2k−1 i
21/2
, p¯V ,k = ln(E¯nV ,k/E¯nV ,k+1)/ ln 2 (96)
E¯ns,k =
snk − snk−1 , k = 1, 2, . . . , p¯s,k = ln(E¯ns,k/E¯ns,k+1)/ ln 2, (97)
for k = 1, 2, . . ..
5. Results
5.1. Cases (a) and (b)
First, we consider the numerical accuracy of schemes (a) and (b). Table 1 compares the relevant values of p and p¯ for a
sequence of progressively finer meshes at arbitrary values of the time-like variable prior to the start of ablation. The data
suggests that scheme (a) gives first-order accuracy for the temperature and the heat flux, although it appears that even
further mesh refinement would be necessary in order to obtain values of p closer to 1; for scheme (b), on the other hand,
there is much stronger evidence that we have second-order accuracy in time and space variables for the temperature and
the heat flux.
Table 2 gives the corresponding data at arbitrary values of the time-like variable after ablation has started. From this, it
is evident that, from the point of view of an order-of-accuracy index, it is not possible to obtain meaningful data for either
scheme. This provides strong motivation for considering schemes (c)–(e).
5.2. Cases (c)–(e)
Table 3 compares the relevant values of p for a sequence of progressively finer meshes for schemes (c)–(e) at arbitrary
values of the time-like variable after the start of ablation. From this, it is evident that all three schemes give second-order
accuracy for the temperature and the location of the moving front; on the other hand, scheme (c) gives first-order accuracy
for the heat flux, whereas schemes (d) and (e) give second-order accuracy.
5.3. Summary
The data in Tables 2 and 3 is summarized in Table 4, which shows the index of order of accuracy that is obtained at
arbitrary values of the time-like variable after the start of ablation for each of the five schemes. The symbol ‘‘X ’’ in the first
two rows is used to indicate that no meaningful value for this index can be found for schemes (a) and (b).
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Table 3
Order of accuracy for schemes (c)–(e) for a sequence of meshes at τ¯ = 0.5 and τ˜ = 0.5. Note that β = 1 and
1τ¯ = 1τ˜ = 0.1 for k = 0.
1ζ ,1η (k)
1/8 (2) 1/16(3) 1/32(4) 1/64(5)
(c)
p¯F 1.81790 2.08444 2.06834 2.01811
p¯V 1.83496 1.56098 1.51582 0.99233
p¯s 2.01547 2.01338 2.00514 2.00213
(d)
p¯F 2.02198 2.00504 2.00119 2.00028
p¯V 1.99976 1.98278 1.99210 1.99623
p¯s 2.04412 2.01095 2.00270 2.00066
(e)
p¯F 2.02198 2.00504 2.00119 2.00028
p¯V 1.99976 1.98278 1.99210 1.99623
p¯s 2.05031 2.01234 2.00303 2.00074
Table 4
Order of accuracy for schemes (a)–(e) after the onset
of ablation.
p¯F p¯V p¯s
(a) X X X
(b) X X X
(c) 2 1 2
(d) 2 2 2
(e) 2 2 2
 
 
Fig. 1. s (t) vs. t for schemes (a)–(e). The schemes all give the same ‘‘working’’ solutions, although only (c)–(e) are formally accurate.
Although only schemes (c)–(e) can be relied on in a strict numerical sense, it is nonetheless of interest to compare the
profiles of s that each of the five schemes gives; this is shown in Fig. 1 and in each case the profile obtained for k = 4 has
been used. For schemes (a) and (b), ablation starts at t = 0.7850 and t = 0.7832, respectively, whereas it starts at the
analytical value of π/4 ≈ 0.7854 for the other three schemes. From this plot, it is evident that even schemes (a) and (b) can
give ‘‘working’’ solutions, even though they are not formally accurate.
6. Conclusions
This paper has considered the so-called boundary immobilizationmethod, in tandemwith the Keller box finite-difference
scheme, for the numerical solution of one-dimensional ablation-type Stefan problems. An important component of thework
was the use of variable transformations that must be built into the numerical algorithm in order to preserve second-order
accuracy in both time and space for the temperature and the heat flux. A new analytical finding was that the ablation front,
once it forms, moves considerably more slowly than the phase-change front in the classical Stefan problemwith isothermal
cooling: the relevant time exponents are 3/2 and 1/2, respectively.
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There are several possible extensions to this work. Most obviously, it would be desirable to construct a second-order
accurate numerical scheme that is able to handle the transition from pre-ablation to ablation; at present, because the issue
of how to capture accurately the ablation timewas not the focus of this paper, we are unable to retain second-order accuracy
after the onset of ablation. Also, we note that the analysis presented here will be a key component in understanding the
complete analytical structure of the solution in two-phase moving-boundary problems, for which numerical solutions have
recently been obtained [30,31,28,34–36], although not with the level of accuracy we have shown here.
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